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Abstract. For the time being isotropic three-body exchange interactions are scarcely explored and mostly
used as a tool for constructing various exactly solvable one-dimensional models, although, generally speak-
ing, such competing terms in generic Heisenberg spin systems can be expected to support specific quantum
effects and phases. The Heisenberg chain constructed from alternating S = 1 and σ = 1
2
site spins defines a
realistic prototype model admitting extra three-body exchange terms. Based on numerical density-matrix
renormalization group (DMRG) and exact diagonalization (ED) calculations, we demonstrate that the
additional isotropic three-body terms stabilize a variety of partially-polarized states as well as two specific
non-magnetic states including a critical spin-liquid phase controlled by two Gaussinal conformal theories
as well as a critical nematic-like phase characterized by dominant quadrupolar S-spin fluctuations. Most of
the established effects are related to some specific features of the three-body interaction such as the promo-
tion of local collinear spin configurations and the enhanced tendency towards nearest-neighbor clustering
of the spins. It may be expected that most of the predicted effects of the isotropic three-body interaction
persist in higher space dimensions.
PACS. 75.10.Jm Quantized spin models – 75.40.Mg Numerical simulation studies – 75.45.+j Macroscopic
quantum phenomena in magnetic systems
1 Introduction
For the past two decades, it has been demonstrated that
the frustrated magnetic systems host a rich variety of
new macroscopic states. In addition to various geomet-
rically frustrated (triangular type) lattices, competing in-
teractions in the Heisenberg spin models–such as longer-
range bilinear exchange terms, the Dzyaloshinskii-Moria
interaction, as well as different ring and biquadratic ex-
change couplings–have been widely discussed as sources of
exotic non-magnetic quantum states, including different
spin-liquid, nematic, and topological phases [1]. Heisen-
berg spin models with two-site biquadratic terms, (Si · Sj)2,
are among the most-often studied spin systems with higher-
order exchange interactions. Typical examples with rich
phase diagrams are the spin-1 bilinear-biquadratic (BBQ)
chain [2] and its higher-dimensional counterparts on square
[3,4], triangular [5,6], and cubic [3] lattices. The phase di-
agram of the BBQ chain contains two gapped (one Hal-
dane and one dimerized) states and an exotic critical phase
characterized by nematic spin-spin correlations with the
dominant momenta k = ± 3pi4 , whereas the 2D square-
lattice analogues support a number of exotic nematic phases.
Send offprint requests to: Nedko B. Ivanov
In contrast to the pronounced interest in biquadratic
couplings, by now the role of the isotropic three-site ex-
change (Si · Sj) (Si · Sk) + h.c. (|Si| > 12 , i 6= j, k, j 6= k)
remains scarcely explored. Although the two-body inter-
actions play a fundamental role, the search of systems de-
scribed by effective many-body Hamiltonians can be mo-
tivated by the expected specific effects and exotic phases
is such systems. In principle, it is difficult to identify real
physical systems exhibiting properties related to such mod-
els. To the best of our knowledge, the only more convinc-
ing experimental evidence for effects related to three-body
spin interactions comes from inelastic neutron scattering
results for the low-lying excitations in the magnetic ma-
terial CsMnxMg1−xBr3 (x = 0.28) [7], CsMnBr3 being
known as a nearly ideal isotropic 1D Heisenberg anti-
ferromagnet with site spins S = 52 . These experimental
results predicted almost identical strengths of both the
biquadratic and three-site interactions, which are about
two orders of magnitude weaker than the principal Heisen-
berg coupling. The higher-order spin-spin interactions in
CsMnxMg1−xBr3 appear as a result of magenetoelastic
forces [8]. Similar magnetostriction effects – earlier dis-
cussed for polynuclear complexes of iron-group ions [9]
– were predicted for some single-molecular magnets [10].
Both types of higher-oder exchange interactions also nat-
urally appear in the fourth order of the strong-coupling
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expansion of the two-orbital Hubbard model [11]. How-
ever, in both models the strengths of these interactions
are controlled by one and the same model parameter, so
that it might be difficult to isolate the effects related to
different higher-order terms in the Hamiltonian. There-
fore, another challenge in the field is to identify experi-
mentally accessible systems where the effects of higher-
order interactions can be definitely isolated. Cold atoms
in optical lattices open a promising route in this direction.
It has been demonstrated [12] that with the two-species
Bose-Hubbard model in a triangular configuration a wide
range of Hamiltonian operators could be generated that
include effective three-spin interactions. The latter result
from the possibility of atomic tunneling through differ-
ent paths from one vertex to another one, and can be
extended to 1D spin models with three-spin interactions.
Another intriguing system in optical lattices – opening
a route for experimental studies of the three-body inter-
actions – concerns polar molecules driven by microwave
fields, naturally giving rise to Hubbard models with strong
nearest-neighbor three-body interactions [13].
For the time being isotropic three-body exchange in-
teractions are mostly used as a tool for constructing vari-
ous exactly solvable one-dimensional (1D) models [14,15,
16,17,18,19]. Only recently some specific features of the
three-body exchange interaction in generic spin-S Heisen-
berg models in space dimensions D=1 and 2 have been dis-
cussed in the literature [11,20,21,22]. In particular, it has
been argued that for some strengths of this interaction the
spin-S Heisenberg chain exhibits an exact fully-dimerized
(Majumdar-Ghosh type) ground state (GS) [11,22]. The
numerical results for S = 1, 32 , and 2 support the sugges-
tion that the related dimerization transition in this system
is described by the SU(2)k Wess-Zumino-Witten model
with the central charge c = 3k/(2+k), where k = 2S [20].
In addition, another recent work of these authors demon-
strated a rich variety of phases in the phase diagram of
the spin-1 Heisenberg model on a square lattice with extra
isotropic three-body exchange interactions [21].
In the framework of spin systems on conventional lat-
tices, some systems described by Heisenberg alternating-
spin models seem to suggest another realistic onset for
observing and separating the effects of higher-order ex-
change interactions. The Heisenberg chain with alternat-
ing S and σ = 12 spins (S >
1
2 ) provides a simple exam-
ple of this kind. Indeed, according to the operator identity
(Si · σj)2 ≡ −Si ·σj/2+S(S+1)/4, the biquadratic terms
in this system reduce to bilinear forms. In view of the nu-
merous experimentally accessible quasi-1D spin systems
described by the Heisenberg model with alternating spins
[10,23], in this work we concentrate on a generic 1D model
of this class defined by the following Hamiltonian
HσS =
L∑
n=1
hn ≡
L∑
n=1
J1S2n ·(σ2n−1+σ2n+1)
+ J2 [(S2n ·σ2n−1) (S2n ·σ2n+1)+h.c.] . (1)
Here L stands for the number of elementary cells, each
containing two different spins (S > σ). We shall use the
standard parameterization of the coupling constants J1 =
cos(t) and J2 = sin(t) (0 ≤ t < 2pi). Since the effective
strength of the extra term is controlled by the parame-
ter SσJ2, it is reasonable to expect that this interaction
could play an important role especially in (S, 12 ) chains
and rings with large S spins (S ≫ 12 ). In the extreme
quantum case (S, σ) = (1, 12 ), HσS reproduces (up to irrel-
evant constants) the effective Hamiltonian of the isotropic
spin- 12 diamond chain (with an additional ring exchange
in the plaquettes) in the Hilbert subspace where the pairs
of ”up” and ”down” plaquette spins form triplet states
[24].
The paper is organized as follows. In Sec. 2 we discuss
the classical phase diagram of the model, whereas Sec-
tion 3 contains some exact analytical results concerning
the three-site cluster, as well as the one-magnon excited
states and phase boundaries of the FM phase. In Sec. 4
we present the quantum phase diagram of the model for
the extreme quantum case (S = 1 and σ = 12 ), based on
numerical DMRG as well as exact-diagonalization (ED)
simulations, and discuss different properties of the phases.
The last Section contains a summary of the results. If not
specially mentioned, the results in the following Sections
concern the extreme quantum case S = 1 and σ = 12 .
2 Classical phase diagram
To establish the classical phase diagram related to Eq. (1),
it is instructive to start with an analysis of the classical
states of the local Hamiltonian h1 sketched in Fig. 1(a).
Fixing the direction of S2, one finds four different cluster
spin configurations [denoted by FF , AA, FA, and AF in
Figs. 1(b) and (c)] by minimizing the cluster energy in the
parameter regions 3pi4 ≤ t ≤ 3pi2 (FF ), −pi2 ≤ t ≤ pi4 (AA),
and pi4 ≤ t ≤ 3pi4 (FA and AF ). Here F and A mean, re-
spectively, FM and antiferromagnetic (AFM) orientations
of the nearest-neighbor spins on a bond. Apart from an ar-
bitrary global rotation of cluster spins, the lowest-energy
state in the last sector is doubly degenerate, Fig. 1(c).
The established cluster states may be used as building
blocks to construct optimal L-cell spin configurations, by
fitting the directions of the sharing σ spins of neighboring
blocks. By construction, such states correspond to local
minima of the classical energy. Clearly, there are unique
global spin configurations constructed only from FF or
AA three-spin blocks representing, respectively, the clas-
sical FM and (Ne´el-type) FiM phases. On the other hand,
to construct the manifold of GS’s realized in the parame-
ter region pi4 ≤ t ≤ 3pi4 (sector D on the phase diagram in
Fig. 3), we have to find all possible configurations by us-
ing the building blocks FA and AF and their counterparts
with opposite spin directions. As the number of possible
ways to attach a new block to a given global configuration
is two, the degeneracy of the classical ground state in this
region is exponentially large (2L). The established classi-
cal phase diagram was additionally confirmed by classical
Monte Carlo simulations.
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Fig. 1. (Color online) (a) Sketch of the mixed-spin chain,
Eq. (1), and the three-spin cluster used to construct the clas-
sical phase diagram. Φ1 and Φ2 are the variational parameters
fixing the directions of the σ spins. (b,c) Four cluster ground-
state configurations used as building blocks for construction of
the classical phases. The doubly degenerate cluster state (c)
suggests a 2L-fold degeneracy of the classical D phase. F an
A stand, respectively, for FM and AFM orientations of both
classical spins on a bond.
Generally speaking, quantum fluctuations may be ex-
pected to reduce the classical degeneracy of the D phase
and to favor some subset of classical states. A peculiar-
ity of the three-site interaction in Eq. (1) is that even at
a classical level it promotes only collinear spin configu-
rations. As zero-point fluctuations as a rule exhibit the
same tendency, it may be speculated that in the quantum
case the stabilized phases will inherit this peculiarity of
the classical model. In fact, the following analysis of the
quantum model confirms the above suggestion. Another
special property of the classical three-site interaction is
the obvious tendency (for J2 > 0) towards local sym-
metry breaking of the nearest-neighbor spin correlations.
This leads in the quantum system (see below) to a spe-
cific clustering and the formation of local nearest-neighbor
composite-spin states. Finally, the systems with integer
and half-integer cell spins S+σ may be expected to exhibit
different quantum phases in the D sector. Indeed, accord-
ing to the generalized Lieb-Schultz-Mattis theorem [25]
(applicable to systems with half-integer cell spins S + σ),
such systems can have either non-degenerate gapless GS’s
or gapped degenerate GS’s with a broken lattice symme-
try.
3 Some exact results
3.1 One-magnon states of the FM phase
In the alternating-spin (S, σ) chain, there are two types
of one-spin-flip excitations above the fully polarized FM
state |F 〉 = |σ1S2σ3S4 . . . σ2L−1S2L〉, which can be writ-
ten as |2m〉 = S−2m|F 〉 and |2m − 1〉 = σ−2m−1|F 〉, where
S−2m = S
x
2m − ıSy2m and σ−2m−1 = σx2m−1 − ıσy2m−1 (m =
1, 2, . . . , L). A simple inspection of the action of the Hamil-
tonian HσS on these states gives the following exact dis-
persion relations for the one-magnon excited states above
the FM state
E
(±)
k = ak ±
√
b2k + c
2
k, (2)
where ak = −(S + σ)κ − 2σS sin t sin2(ka0), bk = (S −
σ)κ + 2σS sin t sin2(ka0), ck = 2
√
Sσ κ cos(ka0), κ =
cos t+ σ (2S − 1) sin t, and a0 is the lattice spacing.
As may be expected, there are two different types of
one-magnon excitations belonging to the gapless E
(−)
k and
optical E
(+)
k branches. It is easy to check that the expres-
sions for the instability points tF and t
′
F (tF < t
′
F ) of
the one-magnon excitations, entirely determined by the
gapless branch E
(−)
k , read
cos tF + 2σS
(
1 +
1
2S
)
sin tF = 0
cos t
′
F + 2σS
(
1− 1
2S
)
sin t
′
F = 0.
In the case (S, σ) = (1, 12 ), tF = pi − arctan
(
2
3
)
and
t
′
F = 2pi−arctan(2). At both instability points, E(−)k soft-
ens in the whole Brillouin zone, whereas E
(+)
k keeps its
gap structure at t = tF , but reduces to the gapless form
E+k = −4σS sin t
′
F sin
2(ka0) at t
′
F . As proved below, the
instability point tF coincides with one of the exact quan-
tum boundaries of the FM phase in Fig. 3, whereas t
′
F is
not related to the phase boundaries.
3.2 Three-spin cluster model
Some valuable information concerning the quantum phase
diagram of Eq. (1) can be extracted already from the
three-site cluster model defined by one of the local Hamil-
tonians in Eq. (1), say, h1. For σ =
1
2 , it is instructive to
recast h1 in the form
h1 = J
′
1S2 · σ13 + J2 (S2 · σ13)2 −
J2
2
S(S + 1), (3)
where J
′
1 = J1 + J2/2 and σ13 = σ1 + σ3. The spin
operatorsσ13 and ST = S2+σ13 define the good quantum
numbers σ13 = 0, 1 and ST = S ± 12 , which are used to
classify the eigenvalues and eigenstates of h1 (for S = 1,
see Table 1).
In what follows we prove that tF is an exact phase
boundary of the FM phase. To this end, let us firstly dis-
cuss the structure of the energy levels of h1 presented in
Table 1 and Fig. 2 for different values of the parameter t.
There are four regions in the whole parameter space (sep-
arated by the crossing points tA, tB, tC , and tD), where
the cluster system exhibits different GS’s. Denoting by
εg = εg(t) the GS energy of h1, the cluster theorem im-
plies that εg serves as an exact lower bound for the GS
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ST σ13 ε Eigenstates
0 1 −2 cos t+ 2 sin t |S〉 = 1√
3
(ξ+η−+ξ−η+
−ξ0η0)
1 1 − cos t− 1
2
sin t |T 01 〉 =
1√
2
(ξ+η−−ξ−η+)
1 0 − sin t |T 02 〉 = ξ
0ηs
2 1 cos t+ 1
2
sin t |Q0〉 = 1√
6
(ξ+η−+ξ−η+
+2ξ0η0)
Table 1. The eigenvalues ε and eigenstates of the cluster
Hamiltonian h1 for S = 1 and σ =
1
2
in terms of the good
quantum numbers σ13 and ST . ξ
µ and ηµ (µ = 0,±1) are,
respectively, the canonical basis states of S2 and the composite
operator σ13 = σ1 + σ3 in the triplet σ13 = 1 state. η
s =
1√
2
(↑1↓3 − ↓1↑3) is the singlet (σ13 = 0) eigenstate of σ13. For
brevity, only the 0 components of the triplet and quintet states
are presented.
t
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Fig. 2. (Color online) Energy levels of the 3-site cluster vs.
t. S, Ti (i = 1, 2), and Q are shortcuts of the singlet, triplet,
and quintet states in Table 1. tA = arctan
(
2
5
)
≈ 21.80◦, tX =
arctan
(
2
3
)
≈ 33.69◦, tB = arctan (2) ≈ 63.43
◦, tY = pi −
arctan (2) ≈ 116.57◦, tC = pi − arctan
(
2
3
)
≈ 146.31◦, tD =
pi + arctan(2) ≈ 243.43◦, and tZ = 2pi − arctan (2) ≈ 296.57
◦ .
Some special properties of the crossing points are discussed in
the text.
energy per cell E0/L of the quantum Hamiltonian HσS .
Since the energy of the quintet state |Q0〉 coincides with
the energy per site of the FM phase (see Table 1), we
conclude that the FM state is the GS of Eq. (1) in the
region tC ≤ t ≤ tD, where |Q0〉 is a cluster GS. More-
over, since the FM phase is gapless, the generalized Lieb-
Schultz-Mattis theorem implies that there are no other
GS’s. Finally, since tC coincides with the one-magnon in-
stability point tF of the FM phase, we conclude that tF is
also an exact quantum phase boundary of the FM phase.
Notice that the other boundary tD of the quintet state can
not be directly related to the other FM phase boundary t3
in Fig. 3 because the one-magnon instability point t
′
F lies
beyond the region tC < t < tD. As a matter of fact, the
DMRG estimate t3 ≈ 253.08◦ implies that tD < t3 < tZ ,
whereas the instability point t
′
F coincides with the cross-
ing point tZ .
The established connection between crossing points in
Fig. 2 and some special points on the quantum phase di-
agram, Fig. 3, can be further extended as follows.
(i) tX : At this point, h1 is recast to the form h1 = J2h¯1−
J2−J2S(S+1)/2, where h¯1 = (1 + S2 · σ13)2 and J2 > 0.
Since h¯1|T µ1 〉 = 0, the numerical DMRG estimate for the
GS matrix element 〈h¯1〉 ≈ 0.006 implies that the GS at
t = tX is predominantly constructed from local spin con-
figurations related to the triplet cluster states |T µ1 〉.
(ii) tB (J
′
1 = J2 > 0): This point appears in the middle of
the non-magnetic region in Fig. 3. At t = tB, the cluster
Hamiltonian h1 is proportional to the projector operator
P1 = 1 − 12S2 · σ13 − 12 (S2 · σ13)2 projecting onto the
subspace spanned by the triplet states |T µ1 〉 and |T µ2 〉. In
terms of the projectors Qn = 1− Pn,
HσS = 2J2
L∑
n=1
Qn − J2L, J2 > 0.
This means that at t = tB the GS ofHσS may be sought as
an optimal product state composed of local triplet states
(|T µ1 〉 and |T µ2 〉).
(iii) tY (J
′
1 = 0, J2 > 0): Relatively close to this point
(around t = t2) there are pronounced changes of the short-
ranged (SR) correlator 〈S2n · S2n+2〉, indicating a quan-
tum phase transition between the magnetic PP and non-
magnetic N phases in Fig. 3.
Fig. 3. (Color online) Classical (inner circle) and quantum
(outer circle) phase diagrams of the (1, 1
2
) model, Eq. (1) vs t
(0 ≤ t < 360◦). FM and FiM denote classical ferromagnetic
and Ne´el-type ferrimagnetic phases, respectively, whereas D
stands for the classical 2L-fold degenerate phase. SL, N, and
PP stand, respectively, for the the spin-liquid, nematic-like and
partially polarized phases. The sectors t
′
1 < t < t1 and t3 <
t < t
′
3 are occupied by intermediate partially-polarized phases
described in text. tF = pi − arctan
(
2
3
)
(≈ 146.31◦) is an exact
FM phase boundary. The DMRG estimates for the other phase
boundaries read as follows. t
′
1 = 25.03
◦, t1 ≃ 30
◦, t2 ≃ 120
◦,
t3 = 253.08
◦ , and t
′
3 = 264.0
◦.
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Fig. 4. (Color online) (a) DMRG results (OBC, L = 100) for
the GS energy per cell of the (1, 1
2
) chain as function of t. The
line shows the exact GS energy of the FM state. t1, t
∗ ≃ pi
2
, t2,
tF , and t3 are the phase transition points displayed in Fig. 3.
Inset: The cluster configurations |ΨL〉 and |ΨR〉 selected by the
two types of OBC. (b) DMRG results for some SR spin-spin
correlators of the (1, 1
2
) chain as a function of t. The sym-
bols (i, j) are shortcuts of the isotropic spin-spin correlators
between the spins at sites i and j (OBC, L = 100).
4 Quantum phase diagram
Most of the the numerical results in this Section are ob-
tained by DMRG simulations and concern properties of
the quantum phase diagram of model (1) in the extreme
quantum case (S, σ) = (1, 12 ), Fig. 3 (outer circle). As a
rule, there have been performed 7 DMRG sweeps, keeping
up to 500 states in the last sweep. The above conditions
ensure a good convergence up to 256 unit cells, with a
discarded weight of the order of 10−8 or better.
To begin with, let us discuss the general structure and
some peculiarities of the quantum phase diagram, Fig. 3,
related to the three-body exchange interaction. Some fea-
tures of the diagram are encoded in the behavior of the SR
correlators presented in Fig. 4. As may be expected, the
most complex behavior (with abrupt changes of the SR
correlators) appears in the region characterized by a man-
ifold of degenerate classical GS configurations (D sector
in Fig. 3). As argued below, the abrupt changes of the SR
correlator 〈S2n · S2n+2〉 around the points tF and t2 are
related with the emergence of partially-polarized states
mediating the transition from the FM to a non-magnetic
(N) state. In fact, it occurred that the destruction of both
classical magnetic phases (FM and FiM) takes place only
s k
0
0
1
1
0
pi
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pi
0
/4
GS
2
t2
t t1 *
Ex
ci
ta
tio
n 
ga
ps
t [deg]
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 0
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 0.08
 0.12
 40  60  80  100
 120
Fig. 5. (Color online) Numerical exact diagonalization (ED)
results for the low-lying excitation gaps in the periodic L = 8
(1, 1
2
) system, Eq. (1), as functions of the parameter t. Inset:
spins (s) and wave vectors (k) of the excitations. In the region
t1 . t . t
∗, the lowest excited state is a singlet, which scales
exponentially with L to the GS. Close to t = t∗ ≈ pi
2
the quintet
excitation (s = 2) is soften and becomes the lowest excitation
for t > t∗.
through intermediate (partially-polarized) states, located
in the sectors (t
′
1, t1), (t2, tF ) and (t3, t
′
3) in Fig. 3.
The mentioned clustering effect of the three-body in-
teraction is characteristic for the (non-magnetic) SL sector
in Fig. 3 and suggests an establishment of the alternating-
bond GS structure uvuv . . . with u 6= v, where u = 〈S2n ·
σ2n−1〉 and v = 〈S2n · σ2n+1〉 (n = 1, . . . , L). Clearly,
in the periodic chain there are two equivalent types of
”dimerized” states [denoted by |ΨL〉 and |ΨR〉 in the Inset
of Fig. 4(a)], which correspond to both types of cluster-
ing (uv and vu) of the local Hamiltonians hn in Eq. (1).
The clustering effect is strongly pronounced especially in
the middle of the SL region (i.e., close to the point tB ≈
63.43o, Fig. 2), where the values (u, v) ≈ (−1, 13 ), red
crosses and green squares in Fig. 4 (b), indicate the for-
mation of almost pure spin- 12 states of the composite cell
spin S2s + σ2n−1. |ΨL〉 and |ΨR〉 are related by the site
parity operation P|ΨL,R〉 = |ΨR,L〉. It is important to em-
phasize that the established clustering does not violate the
original translation symmetry by two lattice sites of the
Hamiltonian (1). As demonstrated in the Inset of Fig. 4(a),
the two types of cluster states can be stabilized by using
two different types of open boundary conditions (OBC).
In finite periodic chains, the symmetry P is not violated,
so that we can expect two lowest quasi-degenerate states
related to the symmetric (antisymmetric) combinations
|Ψ±〉 = 1√2 (|ΨL〉 ± |ΨR〉). As seen in Fig. 5, the expected
structure of the spectrum with a singlet lowest-lying ex-
citation is revealed even in small rings. In fact, the per-
formed finite-scaling scaling (FSS) analysis – using addi-
tional DMRG results for larger periodic systems – implies
that in the SL region the lowest singlet excitation scales
exponentially fast with L to the singlet GS, the character-
istic length being strongly dependent on the parameter t.
As discussed below, such a doubling of the spectrum can
be identified as well for triplet lowest-lying states. Finally,
the numerical ED results presented in Fig. 5 imply a dif-
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Fig. 6. (Color online) DMRG results (red filled circles: L = 64,
PBC) for the AFM gap ∆A vs t of the FiM phase close to the
point t
′
1 where ∆A(t
′
1) = 0. The solid line represents the fit
to the data obtained by the three-parameter ansatz ∆A(t) =
b0 + b1t + b2t
2. The Inset shows the FSS data for ∆A(L) at
t = 25◦ (red filled circles) and the fit (solid line) obtained by
the ansatz ∆A(L) = ∆A(∞)+a1/L
4+a2/L
6 (solid line), where
∆A(∞) = 0.00158.
ferent structure of the states in the non-magnetic region
t∗ < t < t2 which is characterized by a quintet (s = 2)
lowest-lying excited state.
4.1 Intermediate magnetic states
In this Subsection, we discuss properties of the interme-
diate partially-polarized magnetic states identified close
to the boundaries of the classical FM and FiM phases in
the sectors PP, t
′
1 < t < t1, and t3 < t < t
′
3 (see Fig. 3).
These states do not appear in the classical phase diagram.
(i) Magnetic states in the the sector t
′
1 < t < t1:
Denoting by E(M) the lowest-energy eigenvalue in the
subspace defined by the z component of the total spin M ,
the gap of the one-magnon AFM branch of excitations
in the FiM phase reads ∆A = E(M + 1) − E(M). Here
M = (S − σ)L = L/2 defines the GS sector of the Lieb-
Mattis-type FiM phase characterized by the cell magnetic
moment m0 ≡M/L = 12 . A major effect of the competing
three-body interaction in Eq. (1) is the monotonic reduc-
tion of the gap with t in the whole t > 0 region, up to the
point t
′
1 = 25.03
◦ where ∆A vanishes, Fig. 6. In the same
interval, the local magnetic moments mS = 〈Sz2n〉 and
mσ = 〈σz2n−1〉 exhibit non-monotonic behavior. In par-
ticular, they reach their extremal values (maximum and
minimum, respectively) around one of the crossing points
of the cluster model, namely, tA = arctan(
2
5 ) ≈ 21.8◦ [26].
The magnetic moments remain finite at the critical point
t
′
1 (mS = 0.78 and mσ = 0.28). As may be expected, the
quantized magnetization m0 =
1
2 – characteristic prop-
erty of the Lieb-Mattis type phases – remains unchanged
in the whole FiM region in Fig. 3, up to the transition
point t
′
1.
The effect of the three-body interaction is reminiscent
of the effect of an applied magnetic field in Heisenberg fer-
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Fig. 7. (Color online) DMRG results for the entanglement
entropy of different states of the (1, 1
2
) system [(a) t = 25◦
and (b) t = 0◦] as function of the number of subblock cells
l. The solid lines represent the analytical result, Eq. (4), for
(η, c) = (1, 1) and (η, c) = (2, 2.5) in the first and second plots,
respectively. The lowest-energy (M = L
2
) state corresponds
to the GS of a Lieb-Mattis-type FiM phase. The lowest-energy
(M = L
2
+1) excited states, corresponding to one-magnon AFM
excitations, show different entropy behaviors, approximately
corresponding to central charges c = 0 and 1 of the system at
t = 0◦ and 25◦, respectively.
rimagnets. A strong magnetic field closes the gap ∆A and
drives the system into a Luttinger-liquid-type magnetic
state, which is characterized by a critical AFM mode and
a gapped low-lying FM branch of excitations. However,
since the three-body interaction does not violate spin ro-
tation symmetries of the Hamiltonian, both interactions
might produce different states. An interesting example is
the spontaneously magnetized Luttinger-liquid state with
gapless AFM and FM branches of excitations predicted
for a number of frustrated 1D ferrimagnetic systems [27].
In Fig. 7, we present DMRG results for the entan-
glement entropies S(L, l) of different low-lying states at
t = 0◦ and 25◦. The well-known analytical result for the
GS entanglement entropy in critical conformally-invariant
1D systems reads [28]
S(L, l) =
c
3η
ln
[
ηL
pi
sin
(
pil
L
)]
+ const. (4)
Here l is the number of unit cells in the subblock (l =
1, . . . , L), c is the central charge, and η = 1, 2 for PBC
and OBC, respectively. A remarkable fact is that the above
analytical expression is also applicable in the case of some
pure excited states that correspond to primary fields in
conformal field theory [29]. Figure 7(a) demonstrates that
the entanglement entropy of the lowest-energy state in
the M + 1 sector closely follows the analytical expression
for c = 1. Thus, it can be suggested that at the critical
point t
′
1 the system is spontaneously driven into a gapless
Luttinger-liquid-type magnetic state. For comparison, the
same excited state in the unfrustrated model (J2 = 0)
exhibits a constant entropy corresponding to the central
charge c = 0, Fig. 7(b). Note also the curious observation
that the entanglement entropy of the lowest-energyM = 0
state of the unfrustrated ferrimagnet perfectly reproduces
the analytical result in Eq. (4) for c = 52 .
A detailed description of the magnetic phase(s) in the
whole interval t
′
1 < t < t1 requires more extensive calcu-
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Fig. 8. (Color online) (a) DMRG results for the finite-size
scaling of the AFM gaps ∆A = E(M + 1) − E(M) in the
plateaux state with magnetization m0 =
9
16
. The solid lines
represent the optimized least-squares fitting functions ∆A =
c0 + c1/L+ c2/L
2. The extrapolated gap for t = 30◦ is ∆A =
0.0066; (b) The local magnetic moment mσ(n) = 〈σ
z
2n−1〉 vs
the cell index n in the plateaux phase m0 =
9
16
(t = 30◦,
L = 64, PBC). The extremal values of mσ(n) correspond to
the period q = 16.
lations. For instance, to obtain the GS magnetic moment
M – defined as the largest M number with the property
E(M) = E(0) – we need a series of lowest-energy eigen-
values E(M) with increasing M . In fact, such DMRG cal-
culations were performed for a few points in the above
interval, including the boundary point t = 30◦ which is
supposed to lie close to the phase transition point. The
numerical results (up to L = 64, PBC) imply a very slight
monotonic increase of the GS magnetization m0 from
1
2
(t = t
′
1) approximately up to the value
9
16 at t = 30
◦.
The increase of m0 results from a reduction of the (av-
eraged over cells) magnetic moment 〈mS(n)〉 from 0.79
(t = 25◦) down to 0.63 (t = 30◦). In the same interval,
the magnetic moment 〈mσ(n)〉 increases from −0.29 up
to the value −0.07. The abrupt change of the correlations
〈S2n ·S2n+2〉 in the vicinity of t = 30◦, Fig. 4(b), suggests
a sharp transition to the non-magnetic state. According
to the general rule [30]
q (S + σ −m0) = integer, (5)
the magnetization m0 =
9
16 may be related to a gapped
plateau phase characterized by a periodic magnetic struc-
ture with a period q = 16 unit cells. As a matter of fact,
the numerical results for mσ(n), Fig. 8(b), reveal such a
periodic structure, albeit with extremely small amplitudes
of magnetic oscillations. DMRG estimates for the AFM
gap ∆A of the m0 =
9
16 state, Fig. 8(a), imply a smooth
reduction of ∆A with t from 0.0160 (t = 28
◦) down to
the value 0.0066 (t = 30◦). Unfortunately, due to strong
boundary effects – resulting from the extreme smallness
of the local magnetic moments mσ(n) – the suggested
plateau state can not be definitely established by larger-
scale DMRG calculations under OBC. Thus, it may be
speculated that the spontaneously magnetized Luttinger-
liquid state established at t = 25.03◦ survives up to the
transition point about t ≈ 30◦, although the numerical
results can not definitely exclude the scenario with some
intermediate plateaux states in the region t
′
1 < t < t1.
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Fig. 9. (Color online) DMRG results [filled (PBC) and open
(OBC) symbols] for the entanglement entropies S(L, l) vs l of
some low-lying states of the (1, 1
2
) model at (a) t = 146◦ and
(b) t = 135◦. Lines: the theoretical result for S(L, l), Eq. (4),
with central charge c = 1. DMRG results imply the GS magne-
tizationsm0 =
9
8
= 1.125 and 69
64
≈ 1.078 at t = 146◦ and 135◦,
respectively. Under OBC, the function S(L, l) exhibits periodic
structures (q = 8 and 10) at t = 146◦ and 135◦, respectively.
(ii) Magnetic states in the PP sector :
As argued above, the exact phase boundary tF coincides
with one of the instability points of the one-magnon AFM
excitations and is characterized by a complete softening of
the dispersion function E
(−)
k , Eq. (2), in the whole Bril-
louin zone. The transition at tF is signaled by sharp recon-
structions of the SR correlations, the jump (with a change
of sign) of the correlator 〈σ2n−1 · σ2n+1〉 being the most
important. On the contrary, the nearest-neighbor corre-
lator 〈S2n · S2n+2〉 remains positive and signals a FM
ordering of the spin-S subsystem in the entire PP sec-
tor in Fig. 3. Close to the other boundary t2 (≃ 2pi3 ), the
behavior of the nearest-neighbor spin correlations is re-
versed, namely, the transition to a non-magnetic state is
accompanied by an abrupt change of sign of the correlator
〈S2n ·S2n+2〉, whereas the nearest-neighbor σ-spin corre-
lations remain almost untouched. In fact, the numerical
DMRG analysis implies finite sublattice magnetizations
[mS(n),mσ(n) > 0] all over the region t2 < t < tF . More-
over, while the average of mσ(n) monotonically decreases
from 0.221 at t = 146◦ down to ≈ 0.06 at t = 123◦, the
average of mS(n) increases from 0.903 (at t = 146
◦) al-
most to its saturation value 1 in a vicinity of t2, where
the correlations between S and σ sublattice spins become
extremely weak (see Fig. 4) and then sharply drop to zero.
We show in Fig. 9 DMRG results for the entangle-
ment entropies of a few low-lying states at two points
(t = 146◦ and 135◦) corresponding to the GS magneti-
zations m0 =
9
8 and m0 ≈ 1.07, respectively. The GS
entropies at both points approximately follow the theo-
retical curves corresponding to the central charge c = 1.
The same is true for the lowest-energy states in the neigh-
bor sectors M ± 1 (M = 108) at t = 146◦, whereas at
t = 135◦ the lowest-energy states in the neighbor M sec-
tors apparently deviate from the theoretical c = 1 curve.
Since an analysis based alone on the entanglement en-
tropy can not definitely exclude the scenario with ex-
tremely small gaps, we have performed a separate DMRG
test of the AFM gaps ∆A at both points. The numerical
data for ∆A(L) at fixed GS magnetizations m0, Fig. 10,
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Fig. 10. (Color online) Finite-size scaling of the lowest exci-
tation gaps in the states with GS magnetizations (a) m0 =
9
8
(t = 146◦) and (b) m0 = 1.070 (t = 135
◦). The respective
L = ∞ gaps ∆A = 1.7 x 10
−4 and 6.9 x 10−4 are extracted
from the fitting ansatz∆A(L) = ∆A+a1/L+a2/L
2 (dot lines).
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Fig. 11. (Color online) (a) DMRG results for the GS entan-
glement entropies vs l for even- (open circles) and odd-cell
(filled circles) subblocks l at t = 135◦ (OBC), exhibiting os-
cillation periods q = 14. The line shows the theoretical result,
Eq. (4), with c = 1. (b) The local magnetic moments [mS(n)
and mσ(n)] of the same system for even- (open circles) and
odd-cell (filled circles) indeces n exhibit the same oscillation
periods (q = 14).
implies extremely small (but finite) extrapolated gaps at
both points: ∆A = 1.7 x 10
−4 (6.9 x 10−4) at t = 146◦
(135◦). These observations resemble the established pic-
ture of magnetic states close to the transition point t1.
As before, it may be suggested that close to tF a plateau
m0 =
9
8 state with the period q = 8 is established. Unlike
the state around t1, the plateau GS with m0 =
9
8 around
tF is additionally supported by larger-scale DMRG results
under OBC (up to L = 512). Notice that the observed
critical behavior of some excited states in Fig. 9(a) close
to the transition point tF is compatible with the estab-
lished complete softening of the dispersion function E
(−)
k
at t = tF .
Another intriguing feature of the entanglement entropies
under OBC shown in Figs. 9 and 11(a) is their periodic
structure. At t = 146◦, the period q = 8 of S(L, l) coin-
cides with the expected period of the plateau state with
magnetization m0 =
9
8 [see Eq. (5)]. The common ori-
gin of both periods is further supported by the numerical
results for the entropy S(L, l) and corresponding magne-
tization profiles of an open chain at t = 135◦, Fig. 11(a).
Using these results, it may be speculated that the actual
GS at t = 135◦ is the plateau m0 = 1514 state, since the
m  (n)+m  (n)S σ
m  (n)S
n
m  (n)σ
m 0
(a)
 0.06
 0.08
 0.92
 0.96
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(b)
n
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Fig. 12. (Color online) DMRG results for the local magne-
tizations mS(n) = 〈S
z
2n〉, mσ(n) = 〈σ
z
2n+1〉 and m0(n) =
mS(n) +mσ(n) vs cell index n for (a) periodic and (b) open
(1, 1
2
) chains (t = 123◦, L = 32, M = 33). m0 = M/L is the
GS magnetization. The open/filled symbols in (b) correspond
to even/odd n. The magnetization profiles in (b) suggest a R-
type OBC (i.e., σ spin on the right end). Note the different
scales of y axes of both plots.
other possible values of m0, admitted by Eq. (5), deviate
significantly from the DMRG estimate m0 ≈ 1.07. The
periodic magnetic patterns in Fig. 11(b), corresponding
to even and odd elementary cells, are shifted by a half
period. Another obvious effect of the boundaries is the
enhancement of the amplitudes of oscillations, especially
those related to the magnetic moment mσ(n). Actually,
the absence of visible periodic structures in the DMRG
data for S(L, l) in periodic chains, Fig. 9, is probably due
to the extreme smallness of the oscillation amplitudes un-
der PBC.
On approaching the transition point t2, the boundary
effects in open chains become stronger. A comparison be-
tween the established magnetic structures in periodic and
open chains at t = 123◦ is presented in Fig. 12. An impor-
tant observation in the case of periodic chains, Fig. 12(a),
is the strongly enhanced amplitude of the mS(n) oscil-
lations, which dominates by an order of magnitude the
amplitude related to the σ spins. Note that the ampli-
tude and the profile of mS(n) remain almost unchanged
in both cases, apart from a phase shift and some modifi-
cations close to the end spins. On the contrary, as seen in
Fig. 12(b), the OBC notably modifies the magnetic struc-
ture related with the σ spins, the most impressive being
the strong enhancement of the local magnetizationsmσ(n)
spreading deep in the bulk.
In conclusion, we find a convincing numerical support
for a plateau m0 =
9
8 state close to the FM phase bound-
ary t = tF . Due to strong FSS effects, it is difficult to track
the development of this magnetic state as t is changed
down to t = t2, where the phase transition to a non-
magnetic state takes place. As in the case of t
′
1 < t < t1,
we may speculated that the region is occupied by an in-
commensurate Luttinger-liquid magnetic state. However,
as seen from the DMRG data at t = 135◦, the scenario
with some intermediate plateau states can not be defi-
nitely excluded.
(iii) Degenerate FiM phase in the sector t3 < T < t
′
3:
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Fig. 13. (Color online) DMRG results (L = 32, PBC) for the
local magnetic moments vs t of the doubly degenerate FiM
state appearing between the FM and FiM phases. The Inset
shows a cartoon of the state in the region t3 < t < ts. t3 =
253.08◦, t
′
3 = 264.0
◦, and ts = 256.4
◦.
Apart from the shift 3pi2 → t3 of the FM boundary (see
Fig. 3), quantum fluctuations also stabilize a new doubly
degenerate FiM phase in the vicinity of t3 ( t3 < t < t
′
3).
Here t
′
3 = 264.0
◦ is the new boundary of the FiM phase.
In Fig. 13, we show DMRG results for the local magnetic
moments mS(n) and mσ(n) in two neighboring cells (n =
1, 2). Unlike the standard FiM phase, where the magnetic
moment is uniformly distributed between the lattice cells
[i.e., m0(n) =
1
2 ], the period of the discussed degenerate
FiM state includes two lattice cells, wherem0(n)+m0(n+
1) = 1, mσ(n) = mσ(n+1), and mS(n) 6= mS(n+1). The
transition to the FM phase at t3, a result of level crossing,
takes place through abrupt changes of the local magnetic
moments. On the contrary, the transition to the FiM phase
at t
′
3 is preceded by a smooth decrease to zero of the order
parameter δm = |mS(n + 1) −mS(n)|, δm(t′3) = 0. The
gap ∆(t) between the FiM GS and the excited degenerate
state vanishes at the critical point t
′
3. At t = t
′
3, the gap
scales to zero as ∆L(t
′
3) ∝ 1/L.
The special point ts (where the sign of the correlator
〈S2n · σ2n±1〉 is changed) divides the interval t3 < t < t′3
into two regions with different behaviors of the local mag-
netic moments. Although degenerate, for t > ts the mag-
netic structure resembles the classical Ne´el phase. In the
Inset of Fig. 13, we show a cartoon of the state in the
region t3 < t < ts implied by an analysis of the SR cor-
relations close to ts. Due to the extreme weakness of the
nearest-neighbor correlators 〈S2n · σ2n±1〉 (n = 2, 4, . . .),
one half of the S spins forms an almost saturated mag-
netic state. On the other hand, the rest of the spins is
divided into three-spin clusters, which exhibit SR correla-
tions typical for the cluster singlet state in Table 1.
4.2 The critical spin-liquid phase (SL)
As noticed above, the uv clustering of the GS in the SL
region in Fig. 3 – a special effect of the three-body inter-
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Fig. 14. (Color online) (a) Numerical ED results for the low-
lying (spin s = 0, 1, 2, and 3) excitation energies of the periodic
L = 8 chain at t = 63.4◦. The shaded symbols correspond to
the lowest pairs of singlet, triplet and quintet excitations. (b)
DMRG results for the finite-size scaling of the lowest singlet
and triplet modes at t = 45◦.
action – presumably results in a double degeneracy of the
singlet GS in the large-L limit. As indicated in Fig. 14(a),
some low-lying larger-spin states in the ring spectrum also
exhibit a tendency towards formation of quasi-degenerate
pairs. In fact, even in the region around t = 45◦, where the
singlet gap in the L = 8 ring is relatively large, the per-
formed FSS analysis for larger-L rings supports the sug-
gested picture and, in particular, implies an exponentially
fast (with L) doubling of the lowest singlet and triplet
states [see Fig. 14(b)]. Due to strong boundary effects, the
discussed doubling in the lowest part of the spectrum re-
mains invisible in open chains up to the largest (L = 256)
simulated system.
Assuming conformal invariance, additional properties
of the non-magnetic SL phase can be extracted from the
FSS behavior of the GS and the lowest excited states.
Since the numerical simulations for periodic chains are
hampered by the quasi-degeneracy of the GS, the following
analysis is performed under OBC. The expected large-L
behavior of the GS energy reads [31]
E0(L)
L
= e∞ +
fs
L
− vspic
6γL2
+ o(L−2), (6)
where e∞ is the bulk GS energy per unit cell, fs is the
surface free energy (fs = 0 under PBC), vs is the spin
velocity, c is the central charge, and γ = 1, 4 for PBC
and OBC, respectively. For OBC, the expected tower of
excited states related to some primary operator is defined
by [32]
∆n(L) ≡ En(L)− E0(L) = pivs
L
(xs + n) + o(L
−1), (7)
where n = 0, 1, 2, . . . and xs is the universal surface ex-
ponent related to the same operator. The exponent xs is
known, in particular, for the energy states of the isotropic
spin- 12 Heisenberg chain in the m sectors (x
(m)
s = m2,
m = 1, 2, . . .), where m is the z component of the total
spin [29]. The Hamiltonian (1) respects the spin-rotation
symmetry, so that the above asymptotic expression, when
used as a fitting ansatz, have to be supplemented by ap-
propriate logarithmic terms [34]. Since the central charge
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Fig. 15. (Color online) (a) Numerical DMRG results for the
even- and odd-cells entanglement entropy of the SL state (t =
45◦) vs the number of subblock cells l. The dot lines represent
the theoretical result in Eq. (4) with c = 1. (b) Extrapolation
of the numerical results for the l = L/2 entanglement entropy
S(L,L/2) vs ln(2L/pi) at t = 45◦. The dot line corresponds to
S(L,L/2) with the central charge c = 1.
c can be independently obtained from a fit of Eq. (4) to
the DMRG data, the asymptotic expression for E0(L) can,
in principle, be used to find the non-universal parameters
e∞, fs and vs. Thus, the surface exponents xs of different
primary operators can be extracted by fitting Eq. (7) to
the numerical data. However, due to logarithmic correc-
tions, the precise estimate of vs from Eq. (6) for isotropic
systems may require numerical simulations of extremely
large systems.
In Fig. 15(a), we show DMRG results for the GS entan-
glement entropy S(L, l) of the open alternating-spin chain
at t = 45◦ (L = 64). We observe two different branches of
S(L, l) corresponding to even and odd subblock lengths l.
Similar even-odd oscillations in the entanglement entropy
have been firstly reported in open spin- 12 XXZ chains, in-
cluding the isotropic limit [35]. In this work, it was clar-
ified that the alternating part of S(L, l), decaying away
from the boundary with a universal power law, appears as
a result of oscillations of the energy density. Further, the
latter oscillations were related with the tendency of the
critical system towards formation of local singlet bonds,
combined with the strong tendency of the end spins to
form local singlets. As the extrapolation of the numerical
data for S(L,L/2) vs ln (2L/pi) up to L = 256 suggests a
critical behavior with central charge c = 1 [see Fig. 15(b)],
to understand the even-odd effect in the alternating spin
chain one may suggest a scenario similar. However, the
picture looks more complex as the formation of local sin-
glet states in the alternating spin model includes at least
four neighboring spins.
In Fig. 16, we compare FSS results for the lowest two
excitations in the triplet (m = 1) and quintet (m = 2)
towers of states of the Hamiltonian HσS , Eq. (1), for two
cases: (i) (S, σ) = (1, 12 ) at t = 45
◦ and (ii) (S, σ) = (12 ,
1
2 )
at t = 0◦. The fit of the reduced gaps L∆(m)n is performed
by the four-parameter ansatz
L∆(m)n (L) = a
(m)
n +
b
(m)
n
ln
(
L/ξ
(m)
n
) + c(m)n
L
. (8)
For systems belonging to the Gaussian universality class
– like the isotropic spin- 12 chain in the second case – the
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Fig. 16. (Color online) (a) Scaling of the lowest triplet
[(m,n) = (1, 0) and (1, 1)] and quintet [(m,n) = (2, 0) and
(2, 1)] excitation gaps in (a) the alternating spin S = 1 and
σ = 1
2
) open chain (DMRG, OBC, t = 45◦). (b) Scaling of
the related gaps in the uniform spin (S = σ = 1
2
) model with-
out three-body terms (DMRG, OBC, t = 0◦). The dashed lines
show the best fits of ∆
(m)
n (L) = E
(m)
n (L)−E0(L) to the DMRG
data (symbols) obtained by Eq. (8.
first fitting parameter a
(m)
n is expected to approach the
exact result a
(m)
n = pivs(m
2 + n)/2, which gives [m,n] ≡
a
(m)
n /a
(1)
0 = m
2 + n. In fact, the performed fits for the
(S, σ) = (12 ,
1
2 ) chain give the numerical estimates [1,1]=1.99,
[2,0]=3.99, and [2,1]=4.96, which excellently reproduce
the expected theoretical ratios. Moreover, a comparison
of Eqs. (7) and (8) implies the relation a
(1)
0 = vs/2, which
gives an estimate for vs deviating only by about 0.6%
from the exact result pi/2. For the alternating-spin chain
at t = 45◦, similar fits give the numerical estimates vs =
0.38, [1,1]=2.11, [2,0]=4.44, and [2,1]=5.69. In spite of the
larger deviations from the theoretical results for [m,n], the
observed structure of the lowest-lying part of the spectrum
in the alternating-spin model remains close to the struc-
ture in the reference spin- 12 Heisenberg chain. As may be
expected, in the middle of the range occupied by the SL
phase, where the doubling (with L) of the lowest singlet
and triplet states is faster (see Fig. 5), the deviations of
[m,n] from the expected theoretical results are smaller.
For example, at t = 63.4◦ the same fitting procedure gives
vs = 1.88, [1, 1] = 1.93, [2, 0] = 4.00, and [2, 1] = 5.35.
The established one-to-one mapping of the lowest-lying
excitations of both models suggests similar critical proper-
ties. Since the unit cell of the reference spin- 12 model con-
tains two equivalent lattice sites, under PBC this means a
doubling of the spectrum and, in particular, two equiva-
lent critical modes. This explains the discussed doubling of
the lowest-lying excitations in the alternating-spin (1, 12 )
ring. Thus, both the GS entanglement entropy as well
as the FSS properties of the SL phase point towards a
Gaussian type critical behavior. What is changed in the
region occupied by the SL phase is the non-universal pa-
rameter vs. Since the alternating-spin (1,
1
2 ) ring exhibits
two equivalent critical modes, the SL state may be in-
terpreted as a critical spin-liquid phase described by two
Gaussian conformal theories associated with these modes.
Similar critical phases have been studied in some exactly
solvable models, including spin models with extra three-
body exchange interactions. In particular, there is an ex-
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actly solvable alternating-spin (S, σ) model [16] closely
related to the generic model discussed in this work at
the point t = 45◦. In fact, the difference between both
models is reduced to an additional FM exchange term
(hσσn = J3σ2n−1 · σ2n+1, J3 < 0) in the exactly solv-
able model. Assuming that hσσn represents an irrelevant
operator (in a renormalization group sense), it may be
speculated that both models exhibit similar critical prop-
erties. In particular, for the exactly solvable (S, σ) model,
it has been predicted [16] that the critical behavior can be
described by an effective central charge which is the sum
of the central charges related with two critical modes, t.e.,
ceff = 3σ/(σ+1)+3(S−σ)/(S−σ+1). In the special case
(S, σ) = (1, 12 ) this gives ceff = 1+1 = 2, which coincides
with the expected critical behavior of the SL phase.
4.3 Critical nematic-like phase (N)
The behavior of both the low-lying excitations and SR cor-
relations indicate the existence of a different non-magnetic
phase in the parameter region pi2 ≃ t ≃ 2pi3 (N sector in
Fig. 3). Indeed, as seen in Fig. 5, in the vicinity of t ≃ pi2
the quintet (s = 2, k = 0) excitation is strongly softened
and becomes the lowest excited state up to t ≃ 2pi3 . More-
over, the DMRG calculations for somewhat larger periodic
systems (up to L = 28) reveal the same structure of the
low-lying part of the spectrum. Unfortunately, slow con-
vergence of the DMRG method in this region hampers
more extensive numerical simulations of the FSS proper-
ties of the excitation gaps. The picture of SR correlations
in this region, Fig. 4, allows to speculate that the prop-
erties of the non-magnetic state are mainly controlled by
the S subsystem. Indeed, as already discussed above, the
correlator 〈S2n ·S2n+2〉 exhibits a strong modification in a
vicinity of the second phase boundary (t = t2). Meanwhile,
the behavior of the SR correlator 〈σ2n−1 ·σ2n+1〉 remains
practically unchanged in the entire N sector, including the
regions around both phase boundaries. Interestingly, in
the entire N sector the typical values of the latter correla-
tor remain relatively close to the value 14 − ln(2) ≈ −0.443
characteristic for the isotropic spin- 12 chain. Another pe-
culiarity in this region is the extremely week correlation
between the nearest-neighbor S and σ spins [see Fig. 4(b)].
Further information about the non-magnetic (N) state
can be extracted form Fig. 17 showing ED results for
the excitation spectrum of the same system at t = 110◦
in different total-spin (St) sectors. An obvious feature of
the presented spectrum is the established tower of well-
separated lowest multiplets containing only even St sec-
tors. Furthermore, the energies in the tower scale asE(S) ∝
St(St + 1). The observed structure is known as a finger-
print of the spin quadrupolar (i.e., nematic) order [38],
unlike the Anderson tower – a characteristic of the Ne´el
order – containing all St sectors [39]. In fact, Anderson
towers of states have been observed even in some finite
isotropic spin-S chains and magnetic molecules [40], in-
cluding spin- 12 Heisenberg rings which support a quasi-
long-range Ne´el-type order in the thermodynamic limit
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Fig. 17. (Color online) (a) Numerical ED results for the en-
ergy spectrum of the (1, 1
2
) model, Eq. (1), at t = 110◦ as a
function of St(St + 1) (L = 8, PBC). The numbers denote the
spins (St) of the lowest-lying multiplets (filled circles) in the
even St sectors. The dashed line is a guide for the eye. Inset:
Cartoon of the suggested nematic-like state in the N sector.
The ellipses denote local nematic states on the even S sites. (b)
Finite-size scaling of the lowest St = 2 gap. The dashed line de-
notes the least-squares fit to the DMRG data (t = 110◦, OBC)
obtained by the fitting ansatz L∆(L) = a0 + a1/L+ a2/L
2.
[41]. In the same spirit, we consider the specific structure
in Fig. 17(a) as a fingerprint of a non-magnetic state with
dominant quadrupolar spin fluctuations. The FSS of the
quintet excitation gap ∆(L) ∝ 1/L, Fig. 17(b), pointing
towards a gapless N state, is consistent with the above
suggestion.
The Inset of Fig. 17(a) shows the cartoon of a tenta-
tive nematic-like state respecting the established proper-
ties of the low-lying spectrum and the peculiarities of the
SR correlations. In the vector basis |α〉 (α = x, y, z) of
the spin-1 operators S2n, an arbitrary on-site quadrupo-
lar state can be written in the form |u2n〉 =
∑
α u
α
2n|α〉,
where u2n is a real unit vector. Since 〈u2n|Sα2n|u2n〉 = 0
for every α, the |u2n〉 states on the even sites vanish the
nearest-neighbor σS correlations for an arbitrary config-
uration of the σ spins, in accord with the established ex-
tremely weak nearest-neighbor σS correlations. To reveal
the origin of the observed strong AFM nearest-neighbor
σσ correlations, it is instructive to recast the local three-
body exchange term in Eq. (1), which dominates the inter-
actions in the N region, to the following symmetric form
h(3)n = J2σ2n−1 · Qˆ2n · σ2n+1, J2 > 0, (9)
where the symmetric tensor Qαβ2n = S
α
2nS
β
2n + S
β
2nS
α
2n is
closely related to the on-site quadrupolar order-parameter
operator for the S2n spins (see, e.g., Ref. [1]). Using the re-
lation 〈u2n|Qαβ2n |u2n〉 = δαβ−uα2nuβ2n, the effective zeroth-
order Hamiltonian for the σ subsystem reads
h¯
(3)
n ≡ 〈u2n|h(3)n |u2n〉 = J2σ⊥2n−1 · σ⊥2n+1, where σ⊥2n−1
and σ⊥2n+1 are the transfer components of the σ spins in
respect to the local vector u2n. h¯
(3)
n defines a kind of AFM
spin- 12 XX model with the local quantization axis u2n.
In conclusion, both the SR correlations as well as spe-
cific structure of the low-lying excitations point towards
the establishment of an intriguing critical nematic-like phase
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in the N region of the phase diagram, Fig. 3, which is char-
acterized by quadrupolar S-spin fluctuations. The three-
body interaction plays a dominant role, whereas the role of
the FM bilinear terms (J1 < 0) is to reduce the AFM cor-
relations between the S and σ subsystems. Further prop-
erties of this phase as well as more precise estimates for
the phase boundaries require other methods (e.g., larger-
scale numerical ED simulations), which are beyond the
scope of the present work.
5 Summary
We have established the general structure of the quantum
phase diagram of a generic 1D isotropic spin model with
competing biquadratic three-body exchange interactions,
with an emphasis on the minimal model with alternating
S = 1 and σ = 12 spins. A number of observed effects as
well as specific phases (like the doubly degenerate FiM
state, the two-critical-modes spin-liquid, as well as the
nematic-like phase) can be attributed to peculiarities of
the three-body exchange interaction, such as the promo-
tion of collinear spin configurations and pronounced ten-
dency towards a nearest-neighbor clustering of the spins.
It may be expected that most of the predicted effects and
phases persist (or are stabilized) in higher space dimen-
sions. On the experimental side, we believe that the pre-
sented results will encourage the search for real systems
exhibiting three-body exchange interactions. In this re-
spect, the alternating-spin materials with complex unit
cells constitute a promising background of systems princi-
pally allowing manipulations of the higher-order exchange
interactions.
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