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1. INTRODUCTION 
Consider the following problem of Boka in the calculus of variations: 
minimize 
[[x(O), x(l)] + jlL[t, x(t), i(t)] dt 
0 
over a given class of functions X: [0, l] -+ R”. It is frequently preferable 
to consider instead of this problem the one in which L(t, s, V) is convexified 
in V. This convexity in V, for example, is necessary for lower-semicontinuity 
of the integral functional [8] and is important in guaranteeing the existence 
of a minimum [12] and in deriving necessary conditions [17]. 
Similar considerations apply to the following trajectory problem. Given a 
mapping E from [0, l] x R” to the subsets of R”, we call N a trajectory for E 
if it satisfies the differential inclusion 
i(t) E E[t, x(t)] a.e. on [O, 11. 
We seek to minimize d[x(O), x(l)] over a given class of trajectories for E. 
In this case, the corresponding convexified problem is the one in which E 
is replaced by its convex hull. 
In either of the above cases, the passage to the new convexified problem is 
called relaxation, and the new problem is called relaxed. Within the context 
of the problem of Bolza, relaxation is akin to admitting the “generalized 
curves” of Young [18]. Relaxation of the less classical trajectory problem has 
also been treated, as we shall see. 
A natural question to ask is the following: Under what conditions is the 
* The contents of this article are taken from the author’s doctoral dissertation, 
University of Washington, June 1973, written under the supervision of R. T. 
Rockafellar. 
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relaxed problem equivalent to the original one ? It is known that in general a 
solution to one need not be a solution to the other. We prove an “admissible 
relaxation” theorem for slightly generalized forms of each of the above 
problems. These theorems give conditions under which a solution to the 
original problem is necessarily a solution to the relaxed problem, both 
problems having the same minimum. These theorems are a form of necessary 
condition, for they assert that in order that a function solve the problem it is 
necessary that the function also be a relased solution. In fact, we show that 
Theorem 1, which deals with relaxing the problem of Bolza, has as an imme- 
diate consequence a generalization of the necessary condition of Weierstrass 
[13] in the classical calculus of variations. 
A special case of the trajectory problem, in which E(t, s) has the form 
f(t, s, U) for some function f and set U, has been treated by Warga and by 
Varaiya. The relaxation theorems thev obtain [15, Theorem 2.2; 16, Theorem 
2.31 are subsumed by our Theorem 2. 
Sections 3 and 4 deal with the problem of Bolza and the trajectory problem, 
respectively, while Section 2 obtains some preliminary results on set-valued 
mappings and their trajectories. Two of these results (Propositions 2 and 3) 
are very basic in nature. They are the basis of many existence proofs for 
trajectories, and forms of them have been obtained under various sets of 
hypotheses by other authors (see [6, Theorems 2.1, 2.2; 5, Theorems 1, 31). 
We believe the versions we give to be the most general. 
An interesting feature of the proofs is the use that is made of the fact that a 
problem of Bolza may be recast as a trajectory problem, and vice versa. 
The first relaxation result obtained is for a certain special trajectory problem 
(Proposition 4); this then figures in the proof of Theorem 1 concerning the 
problem of Bolza. In turn, Theorem 1 is used to prove Theorem 2 on relaxing 
trajectory problems. 
2. DIFFERENTIAL IN~LLJSI~NS AND TRAJECTORIES 
We are given a closed multifunction E: [0, l] x R” + R”; i.e. a function 
mapping [0, l] x R” to the closed subsets of R*. An arc is an absolutely 
continuous function x: [0, l] - R”, and a trajectory for E is an arc satisfying 
.?(t) E E[t, x(t)] a.e. (1) 
( “a.e.” will denote “for almost all t in [0, 11”). 
A particularly important example of a multifunction arises in optimal 
control. Let f: [0, l] x Rn x CT+ Rn be given, and define 
E(t, s) = (f(t, s, u): u E U}. (2) 
ADMISSIBLE RELAXATION 559 
Then under mild hypotheses, x is a trajectory for this E iff there exists a 
measurable function u(t) taking values in U such that 
k(t) =f[t, x(t), u(t)] a.e. 
(This is often known as Filippov’s lemma.) For this reason, we shall some- 
times refer to an extremum problem with a constraint like (1) as a control 
problem. 
The multifunction E is measurable in t if, for each x in R” and closed subset 
C of RI”, the set 
{t E [0, 11: E(t, X) n C #d} 
is Lebesgue measurable. 
DEFINITION 1. Let W be a subset of [0, l] x R”. We say E is Lipschitz 
in x on FV if there exists an integrable function K(t) on [0, 1] such that, given 
any (t, x1) and (t, xa) in W, and ZJ~ in E(t, x1), there is some z1a in E(t, x2) 
satisfying 
I Vl - -7h I < k(t) I *1 - *2 I . 
Since E is closed-valued this is equivalent to a Lipschitz condition relative 
to the Hausdorff metric. When E has the form in (2), E has the above property 
if f is Lipschitz in X. 
We denote Euclidean distance by d. 
DEFINITION 2. The function p: [0, l] x Rn Y, R” --f [0, co] is defined by 
dt, *, 4 = 0, W, 41. 
Whenever E(t, s) is nonempty, p is uniformly Lipschitz in v with Lipschitz 
constant 1. As we now see, it is the presence or absence of Lipschitz behavior 
in x that determines whether or not E is Lipschitz in X. 
PROPOSITION 1. The following are equivalent: 
(a) E is Lipschitz in x on W, with Lipschitz function k(t). 
(b) For any (t, x1) and (t, x2) in W, and for any v1 and v2 in Rn, 
I At, 32,, ~1) - dt, *z , 41 < k(t) I ~1 - ~2 I + I ~1 - n:! I
(c:) For any (t, x1) and (t, x2) in Wand er in E(t, xl) or E(t, .x2), 
I Pk Nl 7 4 - p(t, x2 , 4 < k(t) I x1- “2 I - 
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Proof. Suppose (a), and let t, -2r , x2, z’r , and F~ as in (b) be given. Choose 
<r in E(t, m,) so that 
I 51 - Z’l I = p(t, Xl , 4. 
By hypothesis there is some 5, in E(t, xa) such that 
I 51 - 52 I < k(t) I Xl - CT2 I . 
Then we have 
Since we may obtain a similar inequality with (or , z’r) and (x2 , v,) reversed, 
(b) follows. 
Evidently (b) implies (c), so we need only show that (a) follows from (c). 
Let (t, xl) and (t, x2) in W be given, as well as z1 in E(t, x1). Then from (c), 
p(t, x2 , %> G p(t, Xl 3 4 -t W) I .q - x2 I = k(t) I Xl - x’p I , 
whence some ~a in E(t, xa) exists which satisfies 
I Vl - v2 1 < k(t) 1 Xl - x2 I , 
and (a) follows. Q.E.D. 
It is not difficult to show that p[t, x(t), k(t)] is a measurable function of t 
when E is measurable in t and Lipschitz in x on W, and x is an arc such that 
[t, x(t)] lies in IV (see [2, Proposition 3.91). 
DEFINITION 3. For E and x as above, define 
d(x) = I1 p[t, x(t), B(t)] dt. 
0 
We may regard d(x) as a measure of how close x is to being a trajectory for 
E, indeed, x is a trajectory iff d(x) = 0. The following result states roughly 
that an arc x is as close in the sup norm to a trajectory as it is to being a 
trajectory. (B(E, s) is an open ball of radius E about s; 11 x II is the sup norm of 
the arc x.) 
PROPOSITION 2. Let E be measurable in t and Lipschitz in x on W. There 
exists a positive number K with the following property: 
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Given any arc x and f in (0, co] such that {t} x B[E, x(t)] C Wfo~ all t in 
[0, l] and d(x) < E/K, then there exists a trajectory y for E with x(0) = y(0) 
such that 
II x - y II d K4-4. 
We omit the proof [2, p. 451, since it is essentially the same as that of 
Theorem 1 in [5]. Th e main difference is the behavior of E in t; in [5] con- 
tinuity is assumed. This is used only in a measurable selection lemma [5, 
Lemma 41, and recent selection results [l] show that measurability in t will 
suffice. 
DEFINITION 4. The arc x is a relaxed trajectory for E iff 
R(t) E co E[t, x(t)] a.e., 
where “co” denotes convex hull. For contrast, we shall sometimes refer to a 
trajectory as an original trajectory. (Note: co E is not necessarily closed- 
valued although E is.) 
DEFINITION 5. E is integrubly bounded on W if there is an integrable 
function y(t) on [0, l] such that for all (t, x) in W, for all o in E(t, x), 
I v I G Y(t)- 
DEFINITION 6. The arc x is said to lie in W if, for every t, [t, x(t)] lies in 
W. We say that W is open in the sup norm if, for every arc x in W, there is a 
positive E such that (t, S) lies in W for every s within l of x(t). 
PROPOSITION 3. Let E be measurable in t, Lipschitz in x on W, and inte- 
grab& bounded on W, where W is open in the sup norm. Then for every relaxed 
trajectory y in W, given any positive 6 there is a trajectory x with x(0) = y(0) 
and 11 x - y 11 < 6. 
Proof. We may assume that {t} x S[A, y(t)] is contained in W for all t. 
Let k be the Lipschitz function for E as in Definition 1, and let K be the 
constant whose existence is asserted in Proposition 2, for E = X/2. Choose a 
positive a: such that 
01 < min /c/[Kj’ k(t) dt] , S/[l + KJO’ k(t) dt] , ~1 . 
0 
Let y be the function of Definition 5, and choose a positive integer m 
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such that for any subinterral I of [0, l] with measure no greater than l/m, 
Let If be the interval [(j - l)/m,j/m), i = 1, 2,..., m. Because E[t,y(t)] 
is measurable and integrably bounded, we may apply a theorem of Aumann 
[7, p. 1431 to deduce the existence of integrable functions fj such that 
fj(t) E E[t, y(t)] for almost all t in Ij , and 
S,,hW dt = jI,9W dt (j = 1, 2 ,..., m). 
, , 
Let f be the function which is equal to fj on I,, and define the arc x0 by 
We then have 
x,(t) = Y(O) + s:/ (4 dT* 
I xo(t) - r(t)1 = 6 If (4 - j,(7)] d7 :Z j,, If(T) - 9(4 dT 
I 
(for some j) 
% -I 0 2y7 dr<a. * Ij 
It follows that I/ x,, - y 11 < CL < E and hence that (t] x B[c, x,(t)] is contained 
in IV for all t. We also derive, since 3io(t) E E[t, y(t)] a.e., 
whence 
A?, x0(t), ko(t)l < W) I Jc,(t) - y(t)1 < R(t) 01 a.e., 
d(x,) < a 1’ k(t) dt < E/K. 
0 
From Proposition 2 we conclude that a trajectory x exists such that 
x(0) = x,(O) and Ij x - x0 11 < Kd(x,). Then 
II x -Y II < II x - x,, II + II q, - y II < Wd + 0~ < &j-’ k(t) dt + 01 
0 
=,[I +KJolk(t)dt] <S. 
Q.E.D. 
Consider now the following variational problem: to minimize f(x) over 
the arcs x which are trajectories for E, for which x(0) lies in Co , and which 
are in W (here f is a real-valued function defined on the class of arcs and Co 
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is a given subset of R’“). We will use the following type of notation to sym- 
bolize such a problem: 
minimize(f(x): x in W, x(0) E C, , k E E(t, x) a.e.}. (3) 
If we replace E in the above problem by co E, the resulting problem is called 
the relaxed problem, in keeping with Definition 4. In either case, if the mini- 
mum exists and is attained at a feasible arc x (i.e., an arc satisfying the con- 
straints), then x is said to solve the problem. Evidently the minimum in the 
relaxed problem is no greater than that in the original problem. 
PROPOSITION 4. Let the arc z solve problem (3), where f is continuous in the 
sup norm, E is measurable in t, Lipschitz in x on W, and integrabzy bounded on W. 
If m7 is open in the sup norm, z also solves the relaxed problem: 
minimize{f(x): x in W, x(0) E C,, , k E co E(t, x) a.e.>. 
Proof. Suppose the result false. Then there is a relaxed trajectory y in TV 
with y(0) E C, and f(y) <f(z). But 3 p may be approximated in the sup 
norm to any degree of closeness by trajectories x with x(0) = y(0) by Proposi- 
tion 3. Hence, by the continuity off there is a trajectory x interior to W with 
x(0) E C,, such thatf(x) <f(z). This is the required contradiction. Q.E.D. 
3. THE PROBLEM OF BOLZA 
We are given functions L Rn x R* + (-co, co], L: [0, l] x R” x Rn -+ R 
and a real-valued function f desired on the class of arcs. We consider the 
following problem of Bolza in the calculus of variations: to minimize 
f(x) + f[x(O), -+)I + Jo1 L[t, x(t), *WI dt (4) 
over a subclass of all arcs X. The fact that 8 is allowed to attain the value + 00 
greatly increases the versatility of this problem. For example, we may take r! 
to be the indicator of a set C; i.e. the function which equals 0 on C and +cc 
elsewhere. Then minimizing (4) is equivalent to minimizing 
f(x) + JolW, x(t), W dt 
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over a subclass of arcs s which satisfy the constraint 
[r(O), x(l)] E C’. 
The versatility of the problem of Bolza is also discussed in [3, 4, I I, 121. 
DEFINITION 7. Let z be an arc, and let E be a positive number. The tube 
of radius E about z, denoted S(E, z), is the class of all arcs x such that 
1 x(t) - z(t)1 < E for all t in [0, 11. 
As before, W will denote a subset of [0, l] x R”. We continue to use the 
language of Definition 6. Note that W is open in the sup norm if, for any 
arc s in HJ, there is some positive E such that every arc of S(E, X) also lies 
in 147. 
We denote by L(t, s, v) the convexification of L in v. That is, for each 
(t, s), z(t, S, .) is the largest convex function majorized by L(t, s, .) (in [lo] 
this is called the convex hull of L(t, S, ,)). In general, E may have to be - cr3. 
We denote by Am the class of arcs whose derivatives are essentially bounded. 
THEOREM 1. Let z solve the problem 
minimize if(~) + [[X(O), s(l)] + Jo’L(t, x, 3) dt: x in is’, N E z + A-1 , 
where f is Lipschitz in the sup norm on W, & Rn x R” + (-co, UJ] is 1.s.c. 
(lower semicontinuous), L is measurable in t, and W is open in the sup norm. 
Suppose also that for each positive Y there exists an integrable function k, such 
that when (t, sl), (t, sp) lie in W, and whenever vl and vg lie within r of 2(t), 
I L(t, Sl > 4 - Ut, s, , vo2)/ < k,(t) I& - s.z , 01 - v,)l 
Then L[t, z(t), s(t)] is $nite a.e., and 
E[t, z(t), 2(t)] = L[t, z(t), 22(t)] a.e. (5) 
Moreover, if x is in W and in z + Ali, and if /[x(O), .x(l)] < co, then 
JiL(t, x, x) dt is well-defined andfinite, and 
f(x) + Q(O), x(l)] + j-O1&, x, 2) dt 
3 f(z) + Q(O), z( 1 )I + lo1 L(t, z, 4 dt. 
REMARKS. The proof is postponed until some consequences of the theorem 
are discussed. Inequality (6) above implies that z solves a relaxed (i.e., 
ADMISSIBLE RELAXATION 565 
convexified) problem. Simpler statements are possible when L has a special 
form, as we show below. Equality (5) is the essence of the necessary condition 
of Weierstrass, as we now show. 
COROLLARY 1. (Generalized Weierstrass condition). Under the hypo- 
theses of Theorem 1, there exists for almost all t an element p(t) of Rn such that 
for all v E Rn, 
L[t, 4th 2(t) + v] - L[t, z(t), 2(t)] 3 v . p(t). (7) 
If L[t, z(t), .] admits a gradient at z?(t), then p(t) = V,L[t, z(t), i;(t)]. 
Proof. For almost all t, E[t, z(t), .] is a convex function finite at 2(t). 
Furthermore, E[t, z(t), .] does not assume the value fco, since L is finite- 
valued. It follows from convex analysis that z[t, z(t), .] has a subgradient at 
.i.(t); i.e. a vector p(t) such that (7) holds for the function e instead of L. But 
since, for all v, 
J%, m, 4t) + VI G qt, 4t), .i-(t) +VI 
and equality holds at v = 0, we easily derive (7) itself. The last assertion 
follows readily. Q.E.D. 
Remark. In the classical calculus of variations, the Lipschitz hypothesis 
of Theorem 1 follows from the hypothesis that L is Cl, and the condition (7) 
(with P,L instead of p(t)) is often stated in terms of the Weierstrass “excess 
function.” In that setting z is usually assumed to solve the problem of Bolza 
with respect to the arcs with continuous derivatives, for example, rather 
than the arcs in z + A” but the above results hold unchanged in such 
cases [2]. 
COROLLARY 2. Let z solve the problem 
minimize 1 f(x) + Jo1 L( t, x, it) dt: x E S(E, z), x E z + Am, [x(O), x(l)] E Cl, 
where f and L satisfy the hypotheses of Theorem 1. Then x also solves the relaxed 
problem 
minimize / f(x) + t, x, n) dt: x E S(E, z), x E z + Am, [x(O), x(l)] E Cl. 
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COROLLARY 3. Let z, f, L, and C be as in Theorem 1, where in addition 1 
is jnite-valued. Then x solves the relaxed problem 
We now proceed to the proof, beginning with the following preliminary 
result. 
LEMMA 1. Let the arc z solve the problem 
minimize /f(x) + /[X(O), x(l)] + Jy L(t, X, 2) dt: x in !I’, / 2 - P j < r[ , 
where f is continuous in the sup norm, L is continuous, W is open in the sup norm, 
and 
sup{I s - z(t): (t, s) E W} = E < co. 
Suppose further that L is measurable in t and that there exists an integrable 
function k(t) such that, for each t, L(t, ., .) is Lipschitz on the set 
{(s, a): (t, s) E W, 1 v - z?(t)\ < r], 
with Lipschitz constant k(t). Let L,(t, s, .) denote the function L(t, s, .) restricted 
to those v satisfying ( v - i(t)1 < Y, and let&(t, s, .) denote the convexzjication 
of L,(t, s, .). (Equivalently, let L,r(t, s, v) = L(t, s, v) for / v - k(t)\ < Y and 
fco otherwise; then E,. is the convexifcation of L, in v.) Then z solves the 
following problem : 
minimize 1 f(x) + L[x(O), X(I)] + ~ol&.(t, x, 2) dt: .r in N’, 1 3il - f 1 < r( , 
and 
L,.(t, z, 2) = L(t, z, 5) a.e. 
Proof. We shall adopt the following convention: s*, v*, etc., will denote 
points of R *+I, where we shall consider having adjoined an extra coordinate 
So to a point s in R”, etc. Thus s* = (So, s). Similarly, an arc x* to Rn+l is of 
the form (x0, x), where x0 is a real-valued arc and x is, as before, R”-valued. 
Using this convention, define the multifunction E by: 
E(t, s*) = {v*: L(t, s, v) < v” < L(t, z, 2) + k(t) (r + E), 1 v - f 1 < Y). 
Let W* be the set 
{(t, s*): (t, s) E W], 
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and define the arc Z* by 
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z*(t) = Ij-& Z(T), a(~)] dT, z(t)/ . 
0 
One may easily verify that Z* solves the problem: 
minimize{f(x) + C[x(O), X(l)] + x0(l): x* in IV*, X0(O) = 0, a?* E E(t, x*)a.e.}. 
It follows also that E is measurable in t, closed-valued, and integrably 
bounded on W*. 
CLAIM. E is Lipschitz in s* on W*. 
Note first that the Lipschitz hypothesis on L implies that E is nonempty 
on IV+. Let (t, sl*) and (t, ~a*) in W* and nr* in E(t, sl*) be given. We must 
produce some Q* in E(t, ~a*) such that 
1 vl* - w** 1 < k(t) j sl* - s2* 1 . 
If L(t, s2 , 74 < q", we may take v2* = or*. If L(t, s2, or) > w,O, put 
Q = or and ‘uZo = L(t, s2 , wr). Note then that u2* lies in E(t, s2*) and 
I vl* - v2* I = / q” - qt, s2 9 q)l 
=L(t, 52, q) - q” <L(t, s2, q) -q, Sl 7 211) 
< K(t) I s1 - s2 I ,< h(t) I s1* - s2* I 3 
which proves the claim. 
We now have the requisites to apply Proposition 4, and we conclude that Z* 
solves the relaxed problem: 
minimize{f(r) + /[.x(O), x(l)] + ~~(1): .v* in W*, 3i* E co E(t, .x*) a.e.}. 
Because of the Lipschitz hypothesis, whenever (t, s*) lies in IV*, E(t, s*) 
contains all points [L(t, s, v), ZJ] with 1 v - 2(t)] < r, and hence, for (t, s*) 
in W*, 
co E(t, s*) = {v*: t,(t, s, v) < v” < L(t, z, 2) + k(t) (y + c)}. 
A translation of terms yields the fact that z solves the stated relaxed problem, 
with the minimum being the same as in the original problem (the measur- 
ability of E, follows from [lo, Corollary 17.151). 
568 
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i l L(t, ‘0 z, 5) dt = (‘lL(t, z, 5) dt, -0 
and combining this with the fact that e r <L (when t,. is finite), we deduce 
the final equality of the lemma. Q.E.D. 
Proof of Theorem 1. Using the same asterisk convention as in the proof 
of Lemma 1, we define the arc x* by 
Let C be the closed set 
{(so*, sl*): 4% ,s1) < SlOl, 
and define L*: [0, l] x Rn+l x R”+l+ R by 
L*(t, s*, v*) = L(t, s, v). 
For any positive E, define 
w< = {(t, s) E wz -[t} x B(E, s) c W}. 
(Note that any arc x in TV will be contained in IV< for E sufficiently small, 
since W is open in the sup norm.) Define also, for each t in [0, I], 
M,(t) = ((s*, v*): (t, s) E Ii;, ) 1 s* - z*(t)/ < l/e, / v* - 2-*(t)/ < l/e). 
It follows that for all E sufficiently small (so that z lies in IV’,), u”* solves the 
problem: 
minimize 1 f(x) + x0( 1) 
+ IO1 L*(t, x*, k*) dt: (x*, **) E M&, [x*(o), x”(l)] E cl. 
A simple proof by contradiction (see [2, Lemma 2.8; or 4, Lemma 3.21) yields 
the fact that, for some positive m, a* solves the problem: 
minimize f(x) + x0(1) 
1 
+ md&*(O), x*(l)] + Jo1 L*(t, i-c*, k*) dt: (x*, n*) E M,(t)/. 
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We conclude from this that Z* solves the problem: 
minimize f(x) + x0( 1) + m&[x*(O), x*(l)] 
I 
+ JlL*(t, x*, k*) dt: N* in IV<*, 1 k* - f* 
0 
where 
w,* = {(t, s*): (t, s) E WE ) [ so - zO(t)l < l/E}. 
The conditions of Lemma 1 (with Y = l/e) are met, and we deduce that .z* 
solves the problem: 
minimize f(x) + a”( I) + mdc[X*(O), X*(l)] 
I 
+ fi,*(t, x*, a*) dt: x* in We*, 1 f* - f* 1 < II , 
and that 
L*(t, z*, z?*) = L*(t, z*, .2*) = L(t, z, 2) a.e. 
It is easy to see that &*(t, z*, 2*) = &(t, Z, 2), whence 
E7(t, x, 2) = L(t, z, 2) a.e. (8) 
Returning to a problem on Rn, we may conclude from the above that z solves 
the problem: 
minimize f(x) + /[x(O), x(l)] 
I 
+ IO1 L(t, x, k) dt: N in W, , I {[x(O), x(l)] - ox(O), Z(I)]] < 11 . 
It follows from [IO, Corollary 17.1.51 that e,. J E as Y t cc (or as E IO), 
which, along with (8), yields (5) of the theorem. 
Now let x be any arc as described in the theorem. For E = l/y sufficiently 
small we have x in WC, 1 k - .2 1 < r a.e., and 
I ow, 41)l - @m q)ll < y. 
From the fact that z solves the above problem we conclude 
f(x) +- mo>, 4>1 + ,,‘u t, x, 4 dt 2f(z) + @(O), z(l)] + j-)(6 z, 2) dt 
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(it follows from the Lipschitz hypothesis that the integral on the left is 
finite). Recalling that E, 1 t, and invoking Lebesgue’s monotone convergence 
theorem, we derive (6). Q.E.D. 
4. RELAXING THE TRAJECTORY PROBLEM 
We shall apply Theorem 1 to obtain a relaxation theorem for the following 
trajectory problem : 
minimize{f(x) + ([x(O), x(l)]: .z”(t) E E[t, x(t)] a.e., x in IV>. 
DEFINITION 8. Define functions@: R” - [-cc, co] (i = 0, 1) as follows: 
$O(s) = inf{f(x) + /[.x(O) + s, .x(l)]: 2 E E(t, X) a.e., .r in WI., 
~$l(s) = inf{f(X) + /[X(O), x(l) + s]: * f5 E(t, X) a.e., s in W>. 
The trajectory problem is caZm if, for i = 0 or 1, we have 
lim+rrf[+(s) - @(0)1/l s 1 > --co. 
THEOREM 2. Let x solve the above trajectory problem, where 
is I.s.c., W is open in the sup norm, f is Lipschitx in the sup norm on W, and E 
is Lipschitz in s on TV. Then, if the problem is calm, z also solves the relaxed 
problem: 
minimize(f (x) + L[X(O), x(l)]: *(t) E CO E[t, x(t)] a.e., .1c in IV>. 
Remark. We may handle the case when z is a local solution by putting 
W = S(E, z). The above result states that any nonrelaxable problem must be 
ill-posed (i.e., unstable, not calm) in the following sense: Arbitrarily small 
perturbations of the problem produce proportionally unbounded variations 
in the minimum. Such problems could be expected to pose serious compu- 
tational difficulties; related discussions may be found in [9, 141. 
Theorem 2 raises the question of when problems are calm. An obvious 
sufficient condition for calmness is for 8 to be Lipschitz near [z(O), z(l)], 
in either variable. Other conditions were established in [2], and a more 
complete discussion will appear elsewhere. The importance of calmness 
is increased by another of its implications (see [2, 31); the necessary conditions 
corresponding to calm problems may be taken normal, i.e., a certain multiplier 
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is nonzero. This fact is of particular interest in applying the maximum prin- 
ciple of optimal control theory. 
An example of a nonrelaxable (and hence noncalm)optimal control problem 
is given in [16, p. 1181. One may also produce noncalm problems that are 
relaxable. 
Proof of the theorem. We remark first that we may reduce to the case 
where 
limr&f[#‘(s) - $‘(O)]/l s I > -co, 
by the following artifice: set le?(t, S) = --E(l - t, s), S(t) = ~(1 - t), 
&so , SJ = P(s, , s,,), and define 
?V = {(t, s): (1 - t, S) E TV). 
Then consider the problem: 
minimize{f (x) + I[.$O), x(l)]: 2 E E(t, X) a.e., x in @}. 
This problem continues to satisfy the hypotheses of Theorem 2, and if the 
original problem satisfied the calmness condition relative to +O, the new one 
is calm relative to 4’. But relaxing this new problem is equivalent to relaxing 
the original (note for example that ff E E(t, X) is equivalent to 4 E I?(t, a)). 
We thus assume that the inequality in Definition 8 holds for i = 1. 
We shall use a convention similar to that used earlier, but now the notation 
s* will denote a point (sl, s2, s”) of Rn x Rn x R. Thus an arc X* has com- 
ponents x1 and x2 mapping [0, l] to Rn and x3 mapping [0, l] to R, etc. We 
shall reformulate the problem to one on R2n+1. For positive E, define 
E*(t, s*) = E(t, 9) x (0) x [0, co), 
z”(t) = k(t), z(l), Q(O), 4l)lL 
co = {s*: G(s1, 3) < s”} 
Cl = {s*: sl = 9) 
ws* = {(t, s*): (t, 9) E WC ) 1 s* - z*(t)] < l/c}, 
where W, is defined as in the proof of Theorem 1. 
Note that any trajectory X* for E* with x*(O) E Co satisfies 
x”(0) = X2(1), .X3(1) > S(O). (9) 
Let E be sufficiently small so that x is in wG . We claim that .z* solves the 
following problem (for which it is clearly feasible): 
minimizeif (x1) + x3(1): 3i* E E*(t, x*), x*(O) E Co, x*(l) E C, , x* in rY,*). 
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If this were false, there would be an admissible arc x* with 
f(.Y’) + x3(1) <f(9) + z”(l). 
But then x1 is a trajectory for E in IV, and 
f(x’) + cp[xl(O), x’(l)] 
= f(x’) + t[xyo), x2(1)] 
=f(x’) + r[xyo), x”(O)] <f(x’) + x3(O) <.(x1) + q) <fW + x3(l) 
=f(x) + @(O>, 41)1, 
which contradicts the optimality of z. 
LEMMA 2. There exists a number r such that x* solves the problem: 
minimize(f(xl) + x3(1) + rdcl[x*(l)] + rV*(x*): X*(O) E CO , X* in bv,*l, 
where d* corresponds to E* as in Dejkition 2. 
Proof. Suppose not. Then for each n there is an arc x,* in WC* with 
xn*(0) E C,, such that 
f&l) + ~~~(1) + &,[xn*(l)] + n’d*(x,*) <f(z) + s(l) = C’W (10) 
Since the first two terms on the left are bounded, both dc,[xn*(l)] and 
d*(x,*) converge to 0 as n goes to m. Let K be the constant of Proposition 2. 
For all large n we have 
d*(r,*) < E/K, 
and hence by Proposition 2 there exist trajectories yn* for E* with 
y,*(O) =- x,*(O) and 
II xn* - yn* II < Kd*(x,*). (11) 
It follows that dcI[yn*( l)] also converges to 0, and hence that 
sn = YnV) - YnYl) 
converges to 0 as well. We also note 
I sn I G 2&Jyn*(l)l. w 
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Letting M be a Lipschitz constant forf, we have 
9wnE Gff(Ynl> + 4Ynv% m’(l) + &II 
= f(Yn’) + 4Yn1(0), m”(l)1 = f(Y92’) + 4Yn1Ph m”(o)1 (by (9)) 
< f(vn’) + Yn3(l> 
<f(Xnl) + .Tn3(l) + fil II %I1 - Ynl II + II yn3 - Yn3 II 
G@(O) - ~~&,*(l)l - n*d*@,*) + (M + 1) II xn* - Yn* II 
< p(0) - ndq[xnc,*(l)] + [(M + 1) K - n’] d*(x,*) (by (11)) 
< $yo) - ndc,[yn*(l)] + n II .r,* - yn* II + [W + 1) K - n21 d*(x,*) 
<+l(O) - ~dc,[yn*(1>1 + [[n + Jf + 11 K - n*l d*(x,*) 
< W) - dz,[Yn*u)l (for n large) 
< $YO) - wf) I s?z I (by um 
We derive 
and since s, --f 0 we contradict the calmness assumption. This completes the 
proof of the lemma. 
Recalling the equality 
d*(x*) = p p(t, x*, n*) dt, 
we see that Theorem 1 may be applied to the problem of Lemma 2. The 
conclusion is that z* solves the problem: 
minimize 1 f(x’) + xs( 1) + rdc,[x*( I)] 
(13) 
-+ jol r*p*(t, x*, k*) dt: x*(O) E Co, x* in PVC*, x* E x* + Aao 
I 
. 
Note thatp* is nonnegative, since p* is. 
LEMMA 3. Let p” be the distance function corresponding to C% E*; i.e., 
Then j? =p*. 
p”(t, s*, w*) = d[v*, Co E*(t, s*)]. 
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Proof. Fix t and s..‘. It is easy to verify that b(t, s*‘, .) is convex and no 
greater than p*(t, s*, .), whence 
gt, s”, VT) .<p*p, s*, v*> 
for all ZJ*, by definition of p*. Now fix z”*. From [IO, Corollary 17.1.51 we 
have 
i)*(t, s*, v*) = inf(ZA,p*(t, s*, vi*): .2&o,* = v*), 
where (Ai> is a convex combination. There is a point 5 in co E*(t, s*) such 
that 
&, s*, zj*) = / v* - 5 / . 
By Caratheodory’s Theorem there exist a finite convex combination {Ai} 
and points ti in E*(t, s*) such that 
Then 
5 = z#& . 
p”*ct, s*, v”) = p*p, s*, .q(v* + ti - <)I 
< n$*(t, s*, v’” + & - 5) 
(since p”*(f, s*, .) is convex) 
< zAi I(v* + 5i - 5) - 5i I 
(since 5, E E*(t, s*)) 
= 1 v* - 5 1 = /qt, s*, v*). 
Thusp* < 8, and the lemma is proved. It is easy to see that z E* is Lipschitz 
in s* on Ws*, since E* is, and hencep”* satisfies (b) of Proposition 1 on It’,*. 
Because of this, it follows easily that z* solves the problem: 
minimize 1 f(X’) + .x3(l) + &I[x*(l)l 
+ s,l +*p, x*, 3i’*) dt: x*(O) E C,, , x* in W,* . 
(This is just problem (10) with the constraint x* E x* + Am removed. The 
essential point in justifying this removal, along with the above Lipschitz 
property of p*, is that for any arc 1v* there is an arc y* in z* + A” with both 
II.%-*- ?* jj and j 1 ** - j* 1 dt arbitrarily small.) 
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We may now conclude that z* solves: 
minimize{f(x’) + x3(1): x*(O) E C, , x*(l) E C, , 
ti* E CGE*(t, x*) a.e., x* in IV,*}. 
Because of the obvious equality 
coE*(t, s*> = coE(t, 9) x (0) x [O, =J), 
and since E is arbitrarily small, we return finally to R” and conclude that z 
solves the relaxed problem: 
minimize{f(x) + ([x(O), x(l)]: ~2 ECO E(t, x) a.e., x in WI. 
Q.E.D. 
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