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ABSTRACT
In order for an autonomous system to be confidently deployed in real world scenarios extensive behavioral
testing must be conducted to ensure reliability. This is generally accomplished through the use of simulation
followed by or in conjunction with testing in a physical environment. In this paper, the conceptual
integration of an unmanned surface vehicle’s software to a test and evaluation framework is presented. The
utilization of the suggested framework in this application enables testing throughout the virtuality-reality
continuum, enabling behavioral testing early in the lifecycle, seamlessly integrating autonomous software
with either a test environment or the physical vehicle. This reduces safety concerns as well as cost. This
paper considers the utilization of the framework by mapping autonomous software developed for the
Maritime RobotX competition to the framework and discussing the potential benefits of this activity.
Keywords: autonomous systems, virtuality-reality continuum, test and evaluation framework, unmanned
surface vehicle
1

INTRODUCTION

Due to their nature and expected behavior, autonomous systems introduce various challenges in testing and
validation. Expected behavior must be studied for occurrence reliability, while the system must safely adapt
to external factors and possible complications. Throughout the development cycle, testing is performed in
both virtual and physical environments, introducing inputs and models to improve autonomous software
response to both expected and unexpected inputs.
Utilization of a test and evaluation (T&E) framework is proposed so that system and subsystem testing can
be conducted with augmented virtual and real data. This is accomplished by isolating autonomous software
components from each other as well as from the operating environment, and ensuring that the autonomous
software does not know the source of information. Isolating components and data enables testing to be
conducted throughout the virtuality to reality spectrum, increasing the variety of tests and building
confidence in the autonomous software (Leathrum et. al 2018a.).
MSVSCC 2019, April 18, Suffolk, VA, USA; ©2019 Society for Modeling and Simulation (SCS) International
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The autonomous software that will utilize and be mapped onto the framework provides the autonomy to an
unmanned surface vehicle (USV). The USV’s software structure was designed around functionalities
needed to complete the Maritime RobotX competition tasks (Maritime RobotX n.d.). Essential capabilities
that the surface vehicle should demonstrate are listed below:
•
•
•
•
•

Obstacle avoidance
Navigation and control (circling an object, traversing through a gate, docking etc.)
Object and symbol detection (buoys, totems, docks, a hole cutout etc.)
Underwater beacon identification
Station keeping (maintaining current position)

The remainder of the paper is organized into five sections. Section 2 details the framework that the authors
propose for use in USV testing, while Section 3 presents the USV software architecture including the
separate subsystems and methods of communication between them. Section 4 maps the surface vehicle’s
software architecture onto the proposed framework, with the additional testing capabilities of such
application presented in Section 5, followed by concluding remarks in Section 6.
2

FRAMEWORK DESIGN

This section presents the test & evaluation framework first described in (Leathrum et al. 2018a), (Leathrum
et al. 2018b), and (Laverghetta et al. 2019). The framework facilitates the implementation of an effective
test harness for different scenarios in the virtuality-reality spectrum. The main benefits to be reaped from
the utilization of the framework are listed below:
•
•
•

Isolating components of the autonomous software for testing purposes
Isolating the autonomous software from its operating environment
Isolating the autonomous software from knowledge of the source or use of information

2.1 Autonomous Software Model
The approach used is to model the control system using a pipeline of the sense, plan, act functional modules
(Gat 1998). At a high level, the system consists of the autonomous software, external environment, and
hardware including sensors, actuators, and vehicle dynamics/state information. The vehicle dynamics and
state information include physical attributes of the vehicle such as velocity, orientation, and fuel level. The
software can then be further decomposed into the functional modules that generate and execute the plan for
the system, as well as the world representation -an internal representation of the external environment and
internal vehicle state. The world representation could include a panoramic view of distances to physical
boundaries, sets of recognized objects and their computed attributes, or a map of the environment based on
past experiences of the robot. The modules are described below:
•
•
•

Sense – Computes a perception of the environment based on incoming raw data from the hardware
sensors. This involves mapping the raw sensor data to the world representation
Plan – Generates a plan composed of actions based on the system’s current world representation,
operational goals, and past experiences
Act – Executes the plan by converting actions to control signals to send to the actuators

This model described above is employed to illustrate the ensuing work; however, the work is not solely
relegated to this model and may include other stage decompositions such as the inclusion of a perception
stage.
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2.2 Framework Structure
The focus of the framework is to provide the capability to test each module in both isolation as well as
during its integration to external system(s) without the need for reconfiguration or alteration the
autonomous model, which can be intensive and time-consuming when applying it to different scenarios.
Figure 1 illustrates a high-level view of this architecture. Four major sections are highlighted below.
•

•

•
•

Physical Systems
• The Physical Vehicle
• Sensors – provide information for the autonomous software
• Actuators – receive information as control signals to alter the vehicle’s operation
• Physical Plant – provide power and motion
• The Physical Environment – represent all the external factors and stimuli that can influence or be influenced by the physical vehicle.
Virtual Systems - represent generated or simulated versions of the physical counterparts
• Simulated Vehicle
• Virtual Sensor Models – represent behavior of physical sensors
• Virtual Actuator Models – represent the behavior of physical actuators
• Virtual environment – represents a generated version of the environment external to the
vehicle
Autonomous Software – software implementing the system autonomy decomposed into Sense,
Plan, and Act
Test Harness – software framework isolating the autonomous software from its operating environment, and modules of the autonomous software from each other, to allow a control of information for testing purposes

Figure 1. Test & Evaluation Architecture
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3

USV SOFTWARE DESIGN

This section details the autonomous surface vehicle’s software architecture, which was centered around the
Robot Operating System (ROS), a robotics middleware that facilitates communication via publishsubscribe services (ROS n.d.). Through the middleware, subsystem nodes communicate by publishing or
subscribing to a topic characterized by a distinct name. Topics have anonymous publish-subscribe
semantics, with nodes not generally aware of who they are communicating with (ROS reference).
The autonomous software was composed of seven major subsystems: AI, LiDAR, Guidance, Vision,
Hydrophone, GPS, and Chassis. Each subsystem was in turn comprised of one or more nodes, each of which
communicates necessary information through a variety of distinct topics. Simulation was extensively
utilized to test USV response and behaviors. Subsystems that interfaced with hardware components
contained separate nodes that mimicked sensor information or hardware response, with communication
occurring through simulation specific topics. Figure 2 illustrates the autonomous system’s software
architecture, the components of which are described further in this section.

Figure 2. Autonomous Software Architecture
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The LiDAR subsystem’s function was to detect and classify environment objects, and consisted of four
nodes. The Velodyne node directly interfaces with the LiDAR sensor, publishing point cloud data to the
PCL topic, to which the Octomap Server node was subscribed to. The Octomap Server populated and
published occupancy grid data to the Occupancy Grid topic, to which the Obstacle Processing node was
subscribed to. Within the aforementioned node an obstacle list was realized and published to the LiDAR
Obstacles topic that was listened on by other subsystems, such as Fusion and AI. To simulate sensor data
for virtual testing, the Velodyne Sim. node was utilized. This node published point cloud data to the Virtual
PCL topic; during testing in simulation the Octomap Server therefore listens to that topic instead of PCL.
The Vision subsystem’s function was to aid in object recognition while performing color detection, and
was comprised of two nodes, Vision and Vision Sim. The nodes published an obstacle list to Vision
Obstacles, which was subscribed to by the Fusion and AI subsystem.
The Fusion subsystem in turn is implemented as one node and combines the object data generated by the
LiDAR and Vision subsystems to provide a more comprehensive object list. Subscribing to Vision
Obstacles and LiDAR Obstacles, it combines the two obstacle lists into a single list. That obstacle list is
then published to the Fusion Obstacles topic, which is subscribed to by AI.
The GPS subsystem provides USV location data and is comprised of three nodes. The SBG node directly
interfaces with the GPS sensor, publishing data to the SBG Data topic, which is then subscribed to by the
GPS IMU node. The GPS IMU node converts this data into a message that includes information such as
latitude longitude, yaw and pitch, and publishes that message to the Ownship Pose topic. The Ownship
Pose topic is subscribed to by AI and Guidance. On the virtual side, the GPS device is represented on a
simulated system built in MATLAB. The system publishes data similar to that of the GPS sensor which the
GPS Sim node subscribes to, once again converting the data into the expected message which is published
on the Ownship Pose topic.
The Hydrophone subsystem detects and calculates the strength of underwater ping data. It is comprised of
two nodes, Hydro and Hydro Sim. Hydro directly interfaces with the hardware, calculating the strength of
a detected ping and publishing it to the topic Hydro Data. Hydro Sim similarly acts as the simulated
hardware interface, calculating and publishing the strength on the same topic.
The Guidance subsystem translates high-level USV control such as line-following or heading-speed control
to low-level values in the form of percent effort of the motors and steering angle. The subsystem is
implemented as one node that subscribes to the High Level Guidance topic, from which data is translated
to low-level values. The translated data is published to the Low Level Guidance topic, which is subscribed
to by the Chassis nodes and GPS Sim node.
The Chassis subsystem serves as an interface to the motor servos, and is comprised of two nodes, CIS and
CIS SIM. Both nodes subscribe to Low Level Guidance to translate low-level motor values to servo values.
The CIS sends those values to the servos while CIS SIM sends the values to the simulated system in
MATLAB.
The AI subsystem is considered the “brain” of the USV. It receives sensor information from all the
peripherals by subscribing to topics such as LiDAR Obstacles, Vision Obstacles, Fusion Obstacles,
Ownship Pose, and Hydro Data. Utilizing the data gleaned of the topics and depending on the desired
behavior decides USV movement or lack thereof. The movement data is published to High Level Guidance
so that the required motion can be executed.
To monitor system behavior during physical testing a Control Station node was used that subscribed to all
subsystem main topics and displayed important data to the screen for real-time data tracking. Implemented
using Qt A visual of the physical environment is also displayed consisting of the USV as well as the
environment components that were detected. The virtual environment is used to emulate the physical
environment that the boat would be in in order to test off-shore. It subscribes to the Env Node to replicate
wind and water currents as well as obstacles, as well as Ownship Pose to update the surface vehicle’s
6
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position. The virtual environment is visualized using RViz in a manner similar to the Control Station
visualization. It is important to note that in terms of environment obstacles, the virtual visual displays
obstacles that were intentionally placed, whereas the physical real-time visual displays the precepted
obstacles.
4

AUTONOMOUS MARITIME SYSTEM TO THE T&E FRAMEWORK

This section presents the conceptual mapping of the USV’s autonomous software onto the T&E framework.
To accomplish this, the autonomous subsystem components were classified into different architecture
components -virtual or physical sensors and data models, actuators, virtual environment and members of
the Sense, Plan, and Act modules. To facilitate augmented testing, data combiner nodes - nodes handling
routing physical and virtual information, were realized. These nodes receive both virtual and physical data
and depending on the case perform a simple transfer or an augmentation. This eliminates the need for
separate topics during simulation and ensures that nodes are unaware of the data source. Figure 3 illustrates
the new architecture that is detailed in the following paragraphs.
The nodes classified as Sensors were SBG, Velodyne, Vision, and Hydro, with the Virtual Sensor Models
being MATLAB SBG, Velodyne Sim, Vision Sim and Hydro Sim. Three Sensor Data Models – SBG
Combiner, Vision Combiner, PCL Combiner, and Hydro Combiner receive the physical and virtual sensor
data and make a decision on whether to send the Sense and Plan Modules physical, virtual, or augmented
data through topics specific to each sensor. This is where virtual information -virtual sensor information,
can be extracted from the framework to test the software’s ability to realize the environment in which the
system is placed.
The Octomap Server, Obstacle Processing, and GPS IMU nodes compose the Sense Module, from which
data is fed into the World Information Model which consists of the Fusion node. Fusion acts as a combiner,
choosing to send the Plan Module -through a single topic, obstacle data generated with the Obstacle
Processing node, obstacle data generated through the Vision nodes, or a combination. Obstacle data along
with GPS location data are sent through respective topics to the Plan Module.
The Plan Module is singularly comprised of the AI node, which as described in the previous section utilizes
world data such as USV location and object location and type data to decide the desired course of action.
Through a singular topic the expected vehicle behavior is sent to the Act Module.
The Act Module is similarly composed of one node, Guidance. The low level motor values are sent to the
Actuator Data Model and Actuator CIS and CIS Sim respectively through a single topic that both nodes are
subscribed to. The CIS converts low level guidance to servo values, sending them to the servos to drive the
USV. CIS Sim similarly sends servo values to the simulated chassis in MATLAB. This is where information
can be injected to the framework to test autonomous software response and update the virtual environment
as well as any visualization utilized.
The Virtual Environment subscribes to the topics published by the Data Models and Sense module, keeping
track of world information data, sensed objects, and simulated USV movement. The Visualization/Control
Station then displays the environment and obstacles as well as the surface vehicle’s movement through
them. The Control Station can represent a virtual, physical, or augmented view depending on the testing
scenario.
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Figure 3. Autonomous Software onto Framework Architecture
5

ADDITIONAL FUNCTIONALITY

This section details the additional testing capabilities provided by utilizing the framework. The translation
of the unmanned surface vehicle’s autonomous software onto the suggested framework enables testing
throughout the whole virtuality-reality continuum as well as the system’s lifecycle without any modification
on the autonomous software. Information (sensor or actuator) can be injected to the framework or extracted
from the framework to perform a variety of testing scenarios. On the completely real side of the spectrum
testing can be conducted on-shore, while a fully simulated system can also operate in a completely virtual
reality. Furthermore, augmented virtuality introduces physical sensor input into the virtual environment to
test the system’s ability to analyze raw data as well as expected behavior. Finally, augmented reality allows
8
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virtual information to be imposed on the real Sense information in cases were physical components are
unavailable or if their introduction could lead to potential safety issues.
5.1 Augmented Virtuality
Utilizing and injecting sensor data collected from the competition or on-shore testing in conjunction to
virtual data not only permits the replication of competition behavior to hone automated functionality, but
could also reveal crucial contrast between the virtual and physical system. The insertion of real GPS input
would ensure that the expected values will not result in errors within the Sense Module, while similarly
injecting real LiDAR data would test whether obstacles can be correctly identified with all the noise
associated with a real environment. The question of whether the subsystem can identify and classify objects
as totems, buoys, a dock, another boat, or even a judge on a canoe can thereby be answered; if the answer
is negative modifications to the autonomous software can be continuously applied and tested until the
system yields satisfactory results. This approach can also be applied to the use of real Vision data in order
to determine if the subsystem can identify colors and aid in object classification.
5.2 Augmented Reality
Superimposing virtual sensor data to the sensed physical environment can yield a number of benefits during
sensor and behavioral testing including decreased cost, increased safety, and increased system reliability.
To test the autonomous system’s capability to perform obstacle avoidance, a small number of physical
buoys can be placed on water, while a larger number of virtual buoys can be “placed” on the physical
environment through the Virtual Sensor Models. This would acceptably test whether the surface vehicle
behaves as expected. Similarly a dock can be superimposed to test the vessel’s ability to park, while judges
on canoes and other USVs can also be inserted to ensure that the vessel would not collide with either of the
two in any case. This would solve the issue of not being able to perform physical testing for some tasks
because certain physical components cannot be acquired, also saving the time it would take to place objects
on the water as well as the cost of buying the objects. Safety would also not be compromised as a collision
between a judge on a canoe or another USV would be impossible even if the surface vehicle does not
respond as expected or required.
Utilizing the physical world visualization data displayed by the Control Station, virtual objects can be
superimposed onto the physical environment. With accompanying technology such as VR Goggles a person
could then look into the physical field and see both the physical USV and obstacles as well as the virtual
objects. This would facilitate intelligent observation as all components of the testing environment would be
visible.
6

CONCLUSION

This paper presents the conceptual mapping of USV autonomous software onto a test and evaluation
framework that is meant to be used throughout the development cycle to perform testing on the full realityvirtuality continuum. The autonomous software architecture along with the framework architecture are
described, while the approach of mapping the USV software onto the framework is detailed. This approach
introduces some of the benefits of utilizing this framework, the primary being the ability to develop and
test autonomous software components throughout the development cycle without needing separate testing
harnesses. Another advantage of utilizing said framework is the facilitation of augmented testing use to
improve and validate autonomous system behavior by injecting or extracting data to and from the
framework without autonomous software modification. Along with the benefit of increased and varied
testing, framework utilization would result in a decrease of testing costs and safety concerns throughout the
development and testing of autonomous systems.
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ABSTRACT
Gulf Coast ticks collected along the leading edge of a geographic range expansion reveal a pattern of
increased prevalence of a human pathogen Rickettsia parkeri compared to ticks within the historic range.
Ticks are an intermediate host that act as vectors to transmit the bacterium to a human or other vertebrate
animal. We used a game theory model to explore equilibrium outcomes based on strategies used by the
pathogen to infect ticks, and the best response of the tick as an intermediate host in this system. We
demonstrate how mixed strategies can produce different rates of infection in some tick populations, with
strategies presented here as a proxy for phenotypic diversity.
Keywords: game theory, range expansion, invasion biology, pathogen dynamics
1

INTRODUCTION

Rickettsia parkeri (RP) is an obligate intracellular bacterium that has been identified as the causative agent
of Tidewater spotted fever (TSF) in humans in the United States (Paddock et al. 2004). The highest
incidence of confirmed human cases of TSF is clustered in or near the mid-Atlantic states through the Gulf
Coast region in the southeastern U.S (Paddock et al. 2008). Environmental prevalence of RP can be
determined through active surveillance of tick vectors. Amblyomma maculatum, commonly known as the
Gulf Coast tick (GCT) is considered the primary natural vector of RP in the United States (Paddock et al.
2004). GCTs historically occurred within 200km of the Gulf Coast. Populations in Virginia occupy a
frontier into which GCT migration has occurred relatively recently, where RP prevalence is higher than the
species’ historic range (Fornadel et al. 2011). Migration into new areas might favor cooperative interactions
between RP and the GCT host, thus amplifying the presence of RP in invading GCT populations.
A game theoretical model was used to determine the equilibrium of a game in which each species can have
either a beneficial or detrimental effect on the other. In game theory, the evolution of cooperation by direct
reciprocity can be modeled in a straightforward game with two players, each of which has two strategies or
phenotypes (Nowak 2006). Game theory provides an alternative to traditional epidemiological models,
which typically use ordinary differential equations, by allowing us to explicitly model each species’
tradeoffs in a situation where strategic tension exists between the cost of cooperation and the immediate
benefit of defection. It is important to consider cooperation in this model because of the biology of RP
infection in ticks. RP is transmitted from GCT mothers to their offspring and this ongoing relationship
provides a basis for RP to benefit from promoting the fitness of female ticks, but only if the cost is minimal.
In this model, the tick’s phenotype is its physiological response to an infection, whereas the bacterial
phenotype is associated with pathogenesis inside the tick host. If some tick phenotypes have a fitness
advantage when infected, then the chance that this phenotype successfully invades new sites may increase.
A differential fitness advantage such as this might explain disparities in pathogen prevalence between the
core and the frontier of the GCT’s geographic range.
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This paper will use game theory to explore the relative difference in fitness advantage needed to maintain
high levels of infections in GCTs under this scenario. This game theory model will be integrated with an
agent-based model in NetLogo (Wilensky, 1999) to explore GCT population dynamics following
introduction to novel environments.
2

PROPOSED METHODOLOGY

The proposed model is a normal form game with two types of players, a tick host (GCT) and a bacterium
(RP). The bacterium makes the first move to establish an initial infection. RPs play two different strategies
upon encountering a GCT: exploit or facilitate, SRP = {E, F}. The GCT will either tolerate or attack the RP,
SGCT = {T, A}. To attack the RP, the GCT will mount an immune response, which incurs a cost to the GCT
and a reduced payoff for the RP. These strategies will be integrated into an agent-based model to simulate
the dynamics of the larger pathogen-tick-host network within a spatially structured environment.
3

PRELIMINARY RESULTS

Two Nash Equilibrium conditions exist in this model, one in which the bacterium has a symbiotic
relationship with the GCT (facilitate, tolerate), and one in which the bacterium acts as a pathogen to the
tick and stimulates an immune response (exploit, attack). These can coexist as mixed-strategies in the
respective populations, with one strategy becoming more prominent as the payoff for that strategy increases.
4

DISCUSSION

This model presents a simple framework from which we can formulate hypotheses about biological
mechanisms that may contribute to the distinct spatial pattern of pathogen prevalence observed in natural
populations. Preliminary field data show that one site in Virginia with a single predominant GCT genotype
has higher prevalence of RP (60%) compared to sites with at least two or more common GCT genotypes
(range: 35-41%). Further field confirmation of a spatial pattern of pathogen prevalence, and a clearer
understanding of the relationship between the tick and the bacterium will determine whether this hypothesis
realistically captures the underlying biology of this system. Future work will be done to explore whether
there is a beneficial relationship between RP and GCT as have been observed with other Rickettsia species.
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ABSTRACT
Seagrass is an essential factor for balancing oceanic ecological system. To maintain the seagrass growth
properly, we propose an automated deep learning-based approach to detect seagrass using multispectral
satellite image. Precisely, we utilized a deep convolutional neural network as a classifier to detect the
seagrass in coastal area. We also used a sequential forward feature selection algorithm to find the correlated
bands for seagrass detection in multispectral satellite image. Our proposed approach performed superbly
by obtaining an overall training accuracy of 99.85% using yellow, green, red edge bands of worldview-2
satellite for seagrass detection.
Keywords: Convolutional neural network, Seagrass detection, Band selection
1

INTRODUCTION

Seagrass is an important component in marine biological ecosystem. It provides food, habitats and
ecological balance to the fish and other marine animals. But, the seagrass growth declined over the years
due to human activities and natural disasters. We propose an automated procedure to monitor the seagrass
growth remotely from the conventional manual approach. To study the seagrass growth, we propose to
develop a deep convolutional neural network classifier. This classifier may also gain a significant
improvement in terms of computation, memory requirements and performance by removing un-correlated
features. There are different methods for feature selection, e.g.: optimum, heuristic, randomized, filter and
wrapper methods. We use sequential forward feature selection heuristic method for seagrass detection.
2

METHODS AND DATASET

Datasets:
We utilized 8 bands worldview-2 satellite image taken from Florida costal bay area. The bands are coastal
blue, blue, green, yellow, red, red edge, NIR-1 and NIR-2. We used selected regions by an experienced
operator. The selected regions contain five classes: seagrass, sea, sand, land and intertidal which are
represented as green, blue, cyan, yellow and white in Figure 2.
Convolutional Neural Network (CNN):
CNN is the state of the art method for image classification in different applications. Our proposed deep
CNN for seagrass detection shown in Figure 1. We used two convolutional layers, one flatten layer and one
soft-max layer. The first convolutional layer has 32 filters with 2 by 2 kernel size and second convolutional
layer has 16 filters with 4 by 4 kernel size. We used “Adam” optimizers with 10 epochs for training the
CNN model.
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Figure 1: Architecture of deep convolutional neural network.

Sequential forward feature selection:
We used a sequential forward feature selection method with deep CNN classifier to find the effective bands
for seagrass detection. We tried to find the optimum three bands for seagrass detection among available
eight bands. We used the following procedure:
1. First, the best band is selected based on classification accuracy comparing all other bands,
2. In second step, we pair the band selected from the step 1 with the next best band. It is selected by
comparing the improvement of classification accuracy for the remaining bands,
3. Next step, we form the triplets of bands by selecting one from the remaining bands using same
procedure in previous steps,
4. This procedure is continued until we select our desired number of band or some stop criteria is
met.
3

RESULTS

We implemented our proposed method using coastal blue, blue, green, yellow, red and red edge bands. We
remove the NIR-1 and NIR-2 bands because these bands do not have any important information for seagrass
detection. The feature selection results are shown in Figure 3 and Figure 4 for Saint Joseph Bay (SJB).

Figure 2: Saint
Joseph Bay (SJB)

Figure 3: Feature selection results of SJB

Figure 4: validation results of SJB

We achieved an overall training accuracy of 99.85% using yellow, green and red edge band compared to
99.90% using all six bands.
4

DISCUSSION AND CONCLUSION

Our proposed approach selected yellow, green and red edge as the most important three bands contributing
to the seagrass detection in Figure 3. It achieved an overall training accuracy of 99.85% compared to
99.90% using all six bands. It achieved a best accuracy of 99.98% using four (yellow, green , red edge and
costal blue) or five bands (yellow, green , red edge, costal blue and red). Using all the available bands, the
overall accuracy decreased. It proves the significance of the feature selection algorithm. In Figure 4, we
observe that the feature selection results aligned with the validation results. In conclusion, the proposed
approach can detect seagrass proficiently using fewer band. Here, we implemented the proposed approach
only in one location. In future, we will apply this method to other locations and compare with some baseline
band selection approach to validate our proposed approach.
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ABSTRACT
The purpose of this study was to investigate the biomechanical differences between two popular strike
patterns used during running, rearfoot and forefoot strike patterns. This study also examines how verbal
instruction to perform theses strike patterns changes running parameters when compared to uninstructed,
preferred running. Overall, A forefoot running style results in decreased ground reaction forces while also
slowing the progression of the center of pressure underfoot and decreasing the area underfoot to attend to
these forces. Verbal instruction to perform a specific strike pattern lead to decreased ground reaction forces
and an exaggerated center of pressure pattern, especially in the anterior-posterior direction. Thus, a
biomechanical analysis performed after an acute switch in running technique should be interpreted
cautiously. This work suggests that verbal instruction alone can affect biomechanical measures.
Keywords: running, center of pressure, ground reaction force, biomechanics.
1

INTRODUCTION

The predominant style used among recreational runners is one where the individual makes initial contact
with the ground using the heel and then progresses through to push off with the toe, referred to as a rearfoot
strike pattern (Daoud et al., 2012; Hasegawa, Yamauchi, & Kraemer, 2007; Larson et al., 2011; Shih, Lin,
& Shiang, 2013; Williams III, McClay, & Manal, 2000). Despite the majority of running athletes naturally
using a rearfoot running style, there has been a considerable amount of research and coaching promoting
the utilization of a forefoot running style, where the forefoot makes initial contact with the ground (Diebal,
Gregory, Alitz, & Gerber, 2011, 2012; Kulmala, Avela, Pasanen, & Parkkari, 2013; Yong, Silder,
Montgomery, Fredericson, & Delp, 2018). The increase in popularity of a forefoot running style may be
partially due to the claims of reducing the risk of certain musculoskeletal injuries (Oakley & Pratt, 1988).
Studies have shown that the use of a forefoot strike pattern results in no vertical impact peak (Bobbert,
Schamhardt, & Nigg, 1991; Kulmala et al., 2013; Lieberman et al., 2010b) and lower loading rates, ground
reaction forces, joint stresses and joint moments (Kulmala et al., 2013; Laughton, Davis, & Hamill, 2003;
Lieberman et al., 2010a), all of which have been suggested to contribute to running-related injuries. Also
contributing to the popularity of a forefoot strike pattern is the use of this running style among elite athletes
MSVSCC 2019, April 18, Suffolk, VA, USA; ©2019 Society for Modeling and Simulation (SCS) International
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(Hasegawa et al., 2007; Kasmer, Liu, Roberts, & Valadao, 2013). While these different strike patterns lead
to different kinematic and kinetic features within the lower extremity, there is still a requirement for the
individual to make subtle adjustments to compensate for gait-related forces generated during running
irrespective of the selected running style.
Most +studies of running patterns are typically based around the collection and assessment of kinetic and/or
kinematic measures. Less common has been the utilization of center of pressure (COP) measures, arguably
because of the difficulty in collecting COP measures during running. COP is a point location of the vertical
ground reaction force, representing a weighted average of all the pressures over the surface of the area in
contact with the ground (Winter, 1995). During running, the COP is always underneath a single foot and
is, therefore, a point location of the weighted average of all the pressure underneath a single foot. Although
researchers have discussed the importance of ground reaction force profiles and it’s associated with
running-related injuries and running styles, few studies have quantified where within the foot these forces
are being applied while running (Cavanagh & Lafortune, 1980; De Cock, Vanrenterghem, Willems,
Witvrouw, & De Clercq, 2008) and how the acute change of running patterns may affect the COP dynamics.
Understanding where the forces and pressures are being regularly applied and sustained underfoot and how
the human body as systems adapts to an altered running style could help researchers and clinicians identify
an individual’s running proficiency. As individuals choose to adapt their natural running pattern, further
knowledge of how COP patterns are different between running styles and affected by the acute change in
running styles could better help clinicians and researches advice and treat individuals with a variety of
running strategies.
In order to measure the differences between a forefoot and rearfoot strike pattern, many researchers use a
sample population of runners who naturally use only one running style. The authors will then collect
running parameters while having the participants run using their preferred strike pattern and then the nonpreferred strike pattern. This technique has largely been deemed acceptable as research has shown that
individuals can replicate most kinematic and kinetic measures of a habitual strike pattern using a nonhabitual strike pattern (Williams III et al., 2000). This implies that a rearfoot runner can run using a forefoot
strike pattern and look comparable to an individual’s who naturally uses a forefoot strike pattern, and vice
versa. Only a few studies have investigated the subtle differences that occur when instructing individuals
to perform a strike pattern that is not the natural pattern the runner would use (Knorz et al., 2017, Stearne
et al., 2014). Further investigation of how an acute change in running style differs from a natural running
style can help identify the risks and benefits of changing running techniques.
The principal aim of the current study was to assess the differences in COP patterns, spatiotemporal
measures, and kinetic parameters during rearfoot and forefoot running styles for healthy individuals. It was
predicted that the forefoot pattern would be reflected by decreases in VGRF, shorter steps, and decreased
step time compared to a rearfoot strike pattern. We also hypothesized a forefoot strike pattern to exhibit
decreased COP excursion compared to a rearfoot running style. A secondary aim was to investigate the
effect of an imposed habitual and non-habitual strike pattern. It was expected that an imposed habitual strike
would produce COP and kinematic patterns like those produced by an un-imposed habitual strike pattern.
2

METHODS

2.1 Participants
Nineteen healthy adults (7 male, 12 female; age 23.7+3.3 yrs.; 170+8 cm; 74.7 +11.9 kg) participated in
this study. Inclusionary criteria were being able to comfortably run at 5.5 mph (self-reported) and being of
low risk for cardiac events during exercise according to American College of Sports Medicine guidelines
(i.e., participants had no known cardiopulmonary disease or diabetes, no symptoms of cardiopulmonary
disease, and no more than one major risk factor for cardiopulmonary disease).
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2.2 Experimental Design
After screening and consent procedures were completed, subjects were measured for height and mass. Prior
to data collection, individuals were permitted a 5-minute warm-up period on the instrumented treadmill at
their own pace using their own footwear. Following the warm-up, data collection for the specific running
conditions was performed. Subjects performed three 60 sec trials for each condition, with 5-10 min of rest
between each condition. The conditions performed were as follows: 1) running with the person’s preferred
strike pattern, 2) running with a forefoot strike pattern, and 3), running with a rearfoot strike pattern. All
running conditions were performed at a constant speed of 5.5 mph or 2.45 m/s. For each participant, gait
measures were recorded on an automated treadmill (H/P/Cosmos Mercury Med 4.0) with an installed
pressure plate (FDM-T Zebris Medical GmbH, Germany). Data were collected at a sample rate of 120 Hz.
2.3 Data Analysis
Data related to the spatiotemporal features, vertical group reaction forces (VGRF) and center of pressure
(COP) location in the mediolateral (ML) and anterior-posterior (AP) directions during each step was
collected for each running condition. Participants were designated as either habitual forefoot strikers (n=5)
or habitual rearfoot strikers (n=14) based upon visual analysis of COP patterns during the preferred running
condition. All VGRF and COP data were analyzed using MATLAB software (Mathworks R2018a) and
structured as follows:
2.3.1 Spatio-Temporal Gait Measures
The specific measures related to the spatiotemporal features of the different gait patterns were stride length,
stride time, step length, step time, and step width. These measures were obtained from the Zebris treadmill
software.
2.3.2 Vertical Ground Reaction Forces
The VGRF forces, derived from pressure by the Zebris treadmill software were obtained for each step and
normalized to each individual’s body weight. The specific measures were the mean VGRF, peak VGRF
and cumulative VGRF per step.
2.4 Statistical Analysis
All analyses were performed using repeated measures, mixed generalized linear models (GLM). Analyses
were conducted on the individuals as a function of the three running conditions (i.e. preferred, forefoot,
rearfoot) group (habitual rearfoot, forefoot) and limb (i.e., left, right). All statistical analyses were
performed using SAS statistical software (SAS Institute Inc., NC), with the risk of Type I error set at p
<0.05. Given that no significant differences were found between the left and right limb, the results were
collapsed over limb.
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3

RESULTS

Figure 1 illustrates the COP location of one representative participant from each group during each running
condition.

Figure 1: Representative COP location plots from each strike pattern group during each running
condition. A.) Forefoot running condition. B.) Preferred running condition. C.) Rearfoot running
condition
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3.1.1 Spatio-Temporal Gait Measures
Significant main effects for condition were observed for the stride length (F2,34=16.25; p<0.001), and
stride width (F2,34=19.65; p<0.001). Planned contrasts revealed stride length and stride width to be
significantly greater during the forefoot running condition compared to the other two running styles. No
significant differences between conditions were found for stride time.
3.1.2 Vertical Ground Reaction Force Analysis
Significant main condition effects were observed for mean (F2,34=16.81; p<0.0001) peak (F2,34=38.47;
p<0.0001) cumulative (F2,34=21.79; p<0.0001) VGRF per step. For the mean and cumulative VGRF,
planned contrasts revealed differences between all three running styles with highest values being seen for
the preferred running style and lowest values seen for the imposed forefoot running style (all p’s<0.05). For
the peak VGRF, planned contrasts illustrated that the peak VGRF being lowest in the imposed forefoot
running condition compared to the other two running styles (p’s<0.05). Figure 2 illustrates the differences
in VGRF across the three running conditions. Significant condition-by-group interaction effects were also
observed for the mean (F2,34=8.19; p=0.0013) and peak VGRF (F2,34=4.65; p=0.0165). Lastly, a
significant group effect was found for cumulative VGRF. Habitual forefoot runners have decreased
cumulative VGRF per step regardless of the running condition (F1,17=4.83; p=0.04121).
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Figure 2. Mean, peak, and cumulative vertical ground reaction forces (VGRF)
for each ground and running condition. Combined represents average of both
groups. FF; represents forefoot group. RF; represents rearfoot group. Error bars
represent the standard deviation.
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3.1.3 Center of Pressure Analysis
Significant main effects for condition were found for COP velocity (Mean F2,34=252.33; p<0.001), path
length (Mean F2,34=255.67; SD F2,34=7.90; p’s<0.001) AP COP excursion (Mean F2,34=22.19; SD
F2,34=32.40; p’s<0.0001) and ML COP excursion (SD F2,34=5.27; p’s<0.01). For the mean COP velocity,
path length, and AP excursion planned contrasts revealed the differences were between all three running
styles (all p’s<0.05). The imposed forefoot running style resulted in the lowest COP velocity, smallest mean
and standard deviation of the path length, and smallest mean and standard deviation of the AP excursion
while the imposed rearfoot running style resulted in the largest values for these measures. For the ML COP
excursion, the smallest excursion occurred during the imposed rearfoot running condition while the other
two conditions were not significantly different from one another.
A significant group effect was found for ML COP excursion (F1,17=14.24; p=0.0015). Habitual forefoot
runners had increased ML COP excursion regardless of the running condition. A significant group by
condition interaction effect was also observed for AP COP excursion (F2,34=55.0465; p<0.0001). Figure
3 illustrates the general pattern of change for selected COP measures (i.e., path length, COP velocity, COP
excursion in the AP and ML directions) as a function of the different running styles.

Figure 3. COP excursion (AP & ML), velocity and path length for each ground and running condition.
Combined represents average of both groups. FF; represents forefoot group. RF; represents rearfoot group.
Error bars represent the standard deviation.

4

DISCUSSION

This study was designed to examine a) the differences in spatiotemporal measures, VGRFs, and COP
patterns between running styles and, b) the effect of imposing habitual and non-habitual running patterns.
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The differences between running patterns will be discussed first, followed by a discussion about the effect
of imposing habitual and non-habitual running styles
4.1 The Difference between Running Techniques
Overall, the results demonstrated that a forefoot running style leads to decreased VGRF’s as well as COP
velocity, path length, and AP excursion.
4.1.1 Spatio-Temporal Gait Measures
Specific increases in step length were observed for the forefoot running condition compared to the two
other running styles. However, the increase in step length may be linked to how this variable is defined
within the Zebris instrumented gait analysis system software. It may be that step length is calculated from
the final contact of one limb to initial contact of the other. Therefore, during the rearfoot and preferred
strike pattern, step length is toe off to heel strike. However, during the forefoot condition, step length
becomes toe off to toe strike. Thus, the increase in step length may simply be a function of the length from
one’s heel to their toe, while their foot may still occupy the same space. This is supported by the lack of
change in step time for any of the running conditions while the treadmill velocity was held constant. Indeed,
previous studies have tended to report no change in step length with different foot strike pattern, supporting
this previous assumption (Ahn, Brayton, Bhatia, & Martin, 2014; Almonroeder, Willson, & Kernozek,
2013; Ardigo, Lafortuna, Minetti, Mognoni, & Saibene, 1995; Kulmala et al., 2013; Vannatta & Kernozek,
2015). Research has also highlighted spatiotemporal differences between the Zebris instrumented gait
analysis system and other gait measurement technologies (Reed, Urry, & Wearing, 2013; Wearing, Reed,
& Urry, 2013) which may also support our interpretation of the step length result.
In contradiction to our finding of increased step width during a forefoot running condition, previous
research has reported that utilizing a rearfoot strike pattern can lead to a wider step width accompanied by
decreased iliotibial band strain and strain rate which the authors suggested may be beneficial to those with
a history of iliotibial band syndrome or runners’ knee (Boyer & Derrick, 2015). However, results in the
same study (Boyer & Derrick, 2015) found habitual forefoot strikers to have a wider step length in both
rearfoot and forefoot running conditions when compared to habitual rearfoot strikers. Further, habitual
forefoot strikers were found to have the widest step during the rearfoot condition. While considering these
varied findings and the previous mentioned spatiotemporal differences found when using the Zebris system,
runners who suffer from runner’s knee may take care before switching to an alternate foot strike pattern in
an attempt to alleviate their symptoms.
4.1.2 Vertical Ground Reaction Force
Vertical ground reaction forces tended to be smaller during the forefoot running style compared to the other
2 running styles (figure 2). While this finding is consistent with previous literature which has also reported
decreased GRFs when running with a forefoot strike pattern (Almeida, Davis, & Lopes, 2015) it is by no
means a universal result. For example, other studies have reported increased GRFs (Kulmala et al., 2013;
Laughton et al., 2003), and no differences in GRFs (Bowersock, Willy, DeVita, & Willson, 2016; Cavanagh
& Lafortune, 1980) between the two running styles. Part of the reason for this inconsistency may be related
to a range of intrinsic and extrinsic factors which determine ground reaction forces such as speed, habitual
running pattern, runner experience, footwear, running environment, intervention length etc. Despite the
aforementioned differences across studies, the finding of deceased VGRFs during forefoot running requires
further elaboration. One explanation for the decreased VGRF during a forefoot strike pattern may be linked
to greater ankle compliance when contacting the ground (Hamill, Gruber, & Derrick, 2014; Laughton et al.,
2003). In this regard, increased ankle compliance can decrease the rate of tibial deceleration and increase
the time to peak vertical ground reaction force in each step (Gruber, Boyer, Derrick, & Hamill, 2014),
possibly contributing to the decrease in peak VGRF. Also, because step time remained unchanged across
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running condition, the found decrease in peak VGRF per step relates directly to the decreases in mean
VGRF per step during the forefoot running conditions.
4.1.3 Center of Pressure
The results of the COP profile between running condition as expected and consistent with previous findings
(Cavanagh & Lafortune, 1980). A forefoot running style leads to decreased COP velocity, AP excursion,
path length and a larger amount of ML excursion when compared to the other running conditions. Further,
the SD of the AP excursion and path length were smaller in the forefoot running condition. Thus, although
the VGRF’s are less during a forefoot strike pattern, a forefoot strike pattern resulted in a COP profile that
moves slower through a smaller area of that foot, with less step to step variance while step time is held
constant. To the extent that force concentration and overuse phenomena attribute to injury risk, an acute
change to a forefoot running style may result in some deleterious musculoskeletal effect.
4.2 The Effect of Switching Technique
The second aim of this study was to study the effect an imposed strike patterns on habitual rearfoot and
forefoot runners. Overall, we found imposing a strike pattern by way of verbal instruction led to an
exaggerated COP pattern in both running techniques and a decrease in VGRF’s. We also found imposing a
habitual strike pattern to effect kinetic and COP measures when compared to an un-imposed preferred
running condition.
4.2.1 Vertical Ground Reaction Force
VGRFs were largest when individuals ran using their preferred running style with no instruction and
decreased when verbal instruction was given to perform a different running style. Specifically, following
verbal instruction cumulative VGRF per step decreased regardless of a runner’s habitual running style or
the style that they were instructed to perform. This is in direct relation with Williams and colleagues who
found converted forefoot strikers to produced lower kinetic forces compared to habitual forefoot strikers
(Williams III et al., 2000). For the current study, the verbal instruction given to each individual to perform
even their habitual strike pattern led to a decrease in the VGRF measures. This finding indicates that runners
do not optimize their running kinematics to decrease ground reaction forces. The verbal instruction may
enact an external focus, prompting more attention to their footfalls and possibly eliciting a softer landing.
In relation to this discussion, a previous study included investigating how forefoot strike instruction in the
form of biofeedback effects vertical loading rate and joint work (Baggaley, Willy, & Meardon, 2017).
Subjects were visually cued to produce a foot-strike angle representative of a forefoot strike pattern. The
results showed the cueing to be successful at decreasing loading rates while increasing joint work at the
ankle and decreasing work at the knee. A similar phenomenon of increased mechanical work at the ankle
and decreased work at the knee was seen when the biofeedback cued the runners to reduce vertical loading
rate instead of producing a forefoot strike angle. These results combined with the results from the current
study suggest that both direct and indirect instruction to switch running styles cause individuals to land
softer, possibly requiring more mechanical work at the ankle and less at the knee. These effects may be
more pronounced in habitual rearfoot strikers who switch to a forefoot strike. Stearne et al. found that when
habitual rearfoot runners switch to a forefoot pattern there are increases in mechanical cost as well as
increases in joint moments about the ankle and knee (2014). In contrast, habitual forefoot runners require
less mechanical work and the knee and ankle to maintain the same running speed when they switch to a
rearfoot running style (2014). Thus, clinicians and researchers should be cautious when promoting and
reporting on the decrease in forces prompted by an acute switch in running style. Here we see evidence that
the decrease in forces is possibly due to the instruction or external cueing to perform a certain running style
and not the change in running style. Furthermore, rearfoot strikes may take additional caution if switching
to a forefoot strike pattern due to the increase in joint kinetics even while VGRF are instantaneously
reduced.
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4.2.2 Center of Pressure
Visually, the COP patterns created by the two groups and three running styles have distinguishing features.
Figure 1 shows a representative subject from the habitual forefoot and rearfoot group. When examining a
rearfoot strike pattern, differences are seen between groups and within the rearfoot group. During the
preferred condition of the habitual rearfoot runner, the COP pattern creates a shape similar to a question
mark. The COP begins posteriorly at the heel, and progresses in a mostly linear fashion, anteriorly and
slightly laterally towards the forefoot. Before toe-off, the COP shifts abruptly lateral while still advancing
slightly anteriorly, signifying a push off from a region around the first metatarsal. When observing the
habitual forefoot runners during an imposed rearfoot strike pattern, the group lacked the hook shape at the
end of the COP path. Instead of a question mark pattern, it is more similar to a “C” pattern. The habitual
forefoot strikers do not have the abruptly lateral shift towards the first metatarsal head before push off but
have a more curved path throughout the COP path. This results further suggests that although runners can
replicate most kinematic and kinetic measures of a habitual strike pattern using a non-habitual strike pattern
(Stearne et al., 2014; Williams III et al., 2000), COP patterns, as well as kinetic measures, are not
reproduced. This may contribute to the sudden injuries that are seen when runners switch to a new foot
strike pattern.
COP excursion measures show that externally imposing a strike pattern tends to cause an exaggerated strike
pattern. When imposing a rearfoot strike upon the habitual rearfoot runner, the path remained similar but
was exaggerated. AP COP excursion increased from, from 14.0 + 1.7 cm to 15.6 + 1.1 cm. Furthermore,
the habitual forefoot strikers had the largest AP excursion (16.4 + 1.1 cm) during the imposed rear foot
strike condition. The occurrence of an exaggerated non-habitual strike pattern has been previously noted.
Knorz et al., (2017) found both habitual rearfoot strikers and habitual forefoot strikers to exaggerate their
respective non-habitual strike pattern. Our results suggest it is not only the non-habitual strike pattern that
is exaggerated but imposing the habitual strike pattern by verbal instruction also causes an exaggerated
pattern. In support of this, we also found habitual forefoot strikers to decrease their AP COP excursion from
7.3 + 1.3 cm to 5.3 cm + 0.7 cm during an imposed forefoot strike pattern. This phenomenon should be
considered when conducting biomechanical analysis between various strike patterns. Verbally instructing
individuals to perform a certain strike pattern may affect the COP pattern that would be naturally performed.
4.3 Conclusions
This study highlights the spatiotemporal and kinetic differences between habitual rearfoot and forefoot
running patterns as well as the effect of externally imposing habitually and non-habitually strike patterns.
When compared to rearfoot running, a forefoot running style results in decreased VGRF’s while also
slowing the speed of COP progression velocity and utilizing a smaller area underfoot to attend to these
forces. An imposed strike pattern leads to decreased VGRF’s and an exaggerated COP pattern, especially
in the AP direction. The findings are irrespective of an individual’s habitual strike pattern and show that
even imposing a strike pattern that is preferred by the runner by way of verbal instruction will lead to
kinematic and kinetic differences.
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ABSTRACT
We present a practically applicable method for embossed construction and explorative visualization
(ECEV) of 3D structures from a single 2D image. Using one picture or photograph, computer graphics
techniques cannot be employed to obtain a 3D scene. By adopting pixel-based illumination to synthesize
embossing effects, ECEV provides an effective and efficient representation of the 3D structure conveyed
by a single image in support of interactive adjustment of the degree of accentuation and explorative
visualization. Unlike existing methods, the proposed work is not intended to construct accurate 3D
models in the scene. Instead we generate an embossed version of the input image which offers a
perception of 3D look and feel, mapping it onto a height field to immerse the user into the 3D structure
for interactive exploration. ECEV specifically aims at mobile platforms where users can take a photo and
instantly apply our method to obtain pleasant and fancy results.
Keywords: data visualization, image embossing, interactive exploration
1

INTRODUCTION

Data visualization exploits techniques from computer graphics, image processing, high-performance
computing, feature extraction, human perception, and other domain-specific knowledge to provide visual
interpretation and exploration of what would be otherwise unseen from vast amount of data acquired in
various scientific, engineering, and social disciplines. While visualization may answer some questions
such as “given a 2D terrain map, what is the highest point?” or “given a computed tomography (CT) slice
image, are there any abnormalities?”, it also helps discover the unknown (Telea, 2007) from a given
dataset (e.g., an unexpected flow behavior otherwise might not be identified).
There are many techniques for representing 3D models or enhancing the delineation and perception of
2D images. While Image-based rendering (IBR) and image-based modeling (IBM) require a sampling
procedure and a collection of images, direct volume rendering (DVR) methods such as Ray Casting
(Levoy, 1988) assumes an array of 3D points with at least one associated physical property (e.g., pressure,
temperature, intensity, et al) and intensive computation. Another depiction of three-dimensional structures
can be done through terrain visualization in which height values are mapped to a 2.5D manifold.
However, common approaches in terrain visualization also take a series of accurate images as the input in
addition to the ambiguity (i.e., determining the direction of the normal vector) caused during
triangulation phase.
In light of the aforementioned issues, we present a method for embossed construction and explorative
visualization (ECEV) of 3D structures from 2D images. ECEV takes a single image as an input and does
not require depth values or any other transitional stages. Given data in the form 2D image, an embossed
image is synthesized by the grey-scale intensity of each pixel resulted from in combination of the normal
MSVSCC 2019, April 18, Suffolk, VA, USA; ©2019 Society for Modeling and Simulation (SCS) International
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vector obtained through the local partial derivatives and the light direction. Then, a 2D embossed image
of brightness is generated and blended with the original image that enables a sense of 3D look and feel.
Furthermore, by mapping the resulting embossed image onto a height surface, which is in fact derived
from the intensity values, the user is able to immerse into the structures and interactively explore the
initial source image.
2

ECEV

As a pixel-based illumination method to synthesize embossing effects, ECEV uses Phong Reflection
Model (Newman & Phong, 1975) to approximate the lighting effects in the scene. To emboss a source
image, we begin with extracting Red-Green-Blue colors, creating an intensity field which is considered as
a 3D surface (and “height” displacements to construct 3D scene). Using the input parameters (i.e., the
light position), the light direction is calculated and then incorporated with the normal vectors to obtain the
grey-scale intensity of each pixel. Once the shading per pixel is ready, it is synthesized with the original
image to get an embossed version of the input.
Next, we apply data map and color map to the embossed image and render in 2D settings employing
either pixel-based or geometric rendering techniques. Then, we construct the 3D scene using the modified
version of the original illumination values, which are regarded as “height” displacements, to suppress
otherwise sheer differences for surface rendering. This height field is delineated in the form of a curved
surface in 3D scene by texture-mapping the aforementioned embossed image. Lastly, the visual depiction
of the height field in 3D settings is supported by real-time immersive exploration equipped with
yaw/pitch self-rotation, yaw revolution, and horizontal/vertical translation (Figure 1).

Figure 1. Some outputs from ECEV. The source image (upper left; the image courtesy of https://imgur.com/) and
visualization of the height field in 2D (upper right) and 3D (lower left) settings through data map, color map, image
embossing, and texture map, in support of real-time immersive exploration (lower right).
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ABSTRACT
In this work, a mesh adaptation tool is loosely coupled with a metric based error estimator and a CFD
solver into a computational pipeline. The pipeline is validated using a laminar flow over a delta wing. Drag
and lift coefficients are computed and compared to similar simulations from the literature. The proposed
anisotropic adaptation method delivers the same accuracy with an order of magnitude fewer resources than
the more commonly used isotropic mesh adaptation.
Keywords: Anisotropic Mesh Generation, Metric Adaptation, Mesh Adaptation
1

INTRODUCTION

Computational Fluid Dynamics (CFD) is concerned with evaluating characteristics and quantities related
to the flow of a fluid around a body. The computational aspect of the method is composed mainly of three
parts. First, is the Geometry Definition and Geometry Discretization, Solution of the underline equations and
finally visualization. While not new, the requirements of this pipeline have undergone significant changes
following the increasing demands of industry and academia for better solution resolution, see (Alauzet and
Loseille 2016). As a consequence, any new tool needs to be thoroughly tested and verified against previous
methods and datasets. In this work, a pipeline consisting of a mesh adaptation software a suite of error
estimator and interpolation tools, as well as a CFD solver, are brought together, and the configuration is
tested against a well-documented case of a 3D laminar flow over a delta wing.
In this study, mesh adaptation is built upon previous work (Tsolakis, Drakopoulos, and Chrisochoides
2018). More specifically, metric-based adaptation is employed. The crux of this approach is to create an
anisotropic mesh by mapping distance and quality evaluation to the metric space. This mapping M is
given by a 3 × 3 positive definite matrix called metric tensor and it can be shown that it induces an inner
product ⟨u, v⟩M := uT Mv. Based on the inner product the familiar formulas for distance, angle and volume
evaluation can be rewritten so that they take into account the information encapsulated in M. Equipped
with these size evaluation tools, the mesh adaptation algorithm will attempt to create elements that optimize
the spacing and the quality in the metric space. A high-level description of the general adaptation procedure
is given in Figure 1.
Section 4 demonstrates the effectiveness of this approach where quantitative characteristics like the lift and
drag coefficients of the flow are evaluated with lower error using an order of magnitude fewer vertices and
c
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consequently an order of magnitude less computational resources than the more commonly used isotropic
mesh adaptation.

Figure 1: Mesh Adaptation pipeline : At each iteration, the solver provides feedback to the mesh generation
module, about the areas of the mesh that need refinement and or coarsening.

2

METHODS

In this work, the mesh is adapted using CDT3D (Drakopoulos 2017) a multi-threaded mesh generation
software based on advancing front point creation, direct point insertion and a speculative scheme for local
reconnection (Drakopoulos, Tsolakis, and Chrisochoides 2017). SU2 (Economon, Palacios, Copeland,
Lukaczyk, and Alonso 2016) is used as a CFD solver, it was chosen due to its ease-of-use and open availability. Finally, the refine suite of mesh mechanics (Park 2018) is used for evaluating the multiscale
metric and interpolating the solution at each iteration to the new, adapted mesh.
2.1 Mesh Adaptation
The mesh adaptation software used in this work is CDT3D (Drakopoulos 2017, Drakopoulos, Tsolakis, and
Chrisochoides 2017). CDT3D is designed to be the speculative component of the telescopic approach to
mesh generation presented in (Chrisochoides 2016). As part of meeting the expectations of the CFD 2030
study (Slotnick, Khodadoust, Alonso, Darmofal, Gropp, Lurie, and Mavriplis 2014) which frames the future
needs of the simulation and meshing community, metric adaptation was added (Tsolakis, Drakopoulos, and
Chrisochoides 2018) and evaluated (Tsolakis, Chrisochoides, Park, Loseille, and Michal 2019) next to
well-know and tested mesh adaptation methods.
The pipeline of CDT3D adaptation for this work is shown in Figure 2 can be divided into four main steps:
(a) boundary adaptation which is performed using the mesh library MMGS (Dobrzynski and Frey 2009),
(b) initial mesh construction which is starting from a surface mesh builds a tetrahedral mesh that conforms
to the boundary, (c) mesh refinement introduces the new points improving the quality of the mesh along the
way, and finally mesh quality optimization.

Figure 2: CDT3D mesh generation pipeline

2.2 CFD Solver
SU2 (Economon, Palacios, Copeland, Lukaczyk, and Alonso 2016) is a general framework for solving sets
of governing equations for multi-physics problems. It is a vertex-based solver and uses dual control volumes
for determining the required quantities. It can use either a finite volume method or finite element method
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with an edge-based data structure. Both centered and upwind spatial integration schemes are provided.
Moreover, it includes features like agglomeration multigrid and preconditioners for low-speed applications
which are both utilized in this study. SU2 utilizes MPI to exploit parallelism in distributed memory environments.
2.3 Mutliscale Metric
The mutliscale metric (Loseille, Dervieux, Frey, and Alauzet 2007) is used in order to control the L p -norm of
the interpolation error of a given scalar field. The multiscale metric is evaluated based on the reconstruction
the Hessian H of the given scalar field.
It has been shown experimentally (Loseille and Alauzet 2011b) and theoretically (Loseille and Alauzet
2011a) that a mesh conforming to ML p provides optimal control of the scalar field interpolation error in the
p-norm.
In this study, the implementation of refine’s multi-scale metric is used (Park 2018). In particular, the
L2 -projection gradient reconstruction scheme is used for Hessian reconstruction and the order of the metric
norm is set to p = 2.
3

EXPERIMENTAL SET-UP

In order to meet the ever-evolving and growing demands of the CFD community, a simulation pipeline
should be able to integrate a plethora of different tools. The T-infinity project (O’Connell, Druyor, Thompson, Jacobson, Anderson, Nielsen, Carlson, Park, Jones, Biedron, Lee-Rausch, and Kleb 2018), demonstrates a series of different use-cases were a high-level Python interface can be used to build complicated
pipelines. In this work, due to the small scale (in terms of computational effort) and complexity of the application, a more straightforward pipeline was built communicating data solely through files. However, the
API that the T-infinity project is proposing will be the goal for future applications.

Figure 3: Execution pipeline for the simulation in this study
The absence of common file formats for meshes and solutions required the creation some converters. The
final pipeline can be seen Figure 3. dat2solb and solb2dat are used to convert the solution format
between SU2 and the refine tools. ref_metric_test creates the metric tensor out of the current
solution. ref_intrep_test interpolates the old solution to the new mesh. This step allows the solver
to restart the calculation from a state closer to the final solution than starting from the freestream values
which is the default. The values of the previous solution are interpolated using linear interpolation. Finally,
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ref_translate converts the mesh from the .meshb format to the .su2 so that the solver can process
it. Although, at first this pipeline may seem highly tailored to the specific format, the flow of data follows
the abstract pipeline of mesh adaptation of Figure 1.
The simulation chosen for this study is a laminar flow over a delta wing. The flow conditions have been set
so that they match the case used in the first three High-Order Workshops (Wang, Fidkowski, Abgrall, Bassi,
Caraeni, Cary, Deconinck, Hartmann, Hillewaert, Huynh, Kroll, May, Persson, Leer, and Visbal 2013). In
particular, the freestream conditions are 0.3 Mach, 4000 Reynolds number based on a root chord length
of 1 and 12.5◦ angle of attack. The wing surface is modeled as an isothermal no-slip boundary with the
freestream temperature. The Prandtl number is 0.72. The viscosity is assumed constant.
As initial mesh, a model from the Unstructured Grid Adaptation Working Group (UGAWG) 1 was used.
c
This mesh can be seen in Figure 4. The computations were performed on a 24 core workstation ( 2 x Intel⃝
c
⃝
Xeon E5-2697 v2 @ 2.70GHz) with 757GB RAM.

Figure 4: Initial mesh, # vertices 143 # tetrahedra 434, available at https://github.com/UGAWG/
solution-adapt-cases

4

RESULTS

In this section, both quantitative and qualitative results are presented.
Figure 9 in appendix A depicts the evolution of the solution after each adaptation iteration. The generated
Mach contour lines capture the features of the vortex and match the ones presented in (Leicht and Hartmann
2010).
Another important issue when simulating flow where vortices are present is that the vortex created by the
flow should be resolved in the wake region of the wing. Since this is the expected behavior for these
simulation parameters both in physical and computational tests. Figure 5 depicts the evolution of the solution
at a distance of 4 cord lengths from the trailing edge.
The structure of the vortex core can also be seen in Figure 6 where streamlines are used to visualize the flow
through the vortex.
One of the most significant advantages using metric-based anisotropic mesh adaptation is that the same level
of accuracy can be achieved with a smaller mesh reducing thus the running time of all the components in
the computational pipeline. To illustrate this result for this study, two more configurations were tested both
using the same mesh adaptation tool. First, as a baseline, a uniform mesh refinement was used. In the
uniform refinement case the size of all the elements was fixed and for every iteration it was approximately
reduced to half. Second, an isotropic size was derived from the metric tensor by disregarding the directional
1 https://ugawg.github.io/
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(a) Iter. #1

(b) Iter. #2

(c) Iter. #3

(d) Iter. #4

(e) Iter. #5

(f) Iter. #6

Figure 5: Slice of the vortex core in the wake region 4 cord lengths from the trailing edge at each iteration.

Figure 6: Streamlines of the final solution, # vertices 122,384 # tetrahedra 714,018
information (i.e. its eigenvectors) and using the smallest directional size ( i.e. the largest eigenvalue) to
control the local sizing.
The three mesh refinement approaches were compared against each other using the lift and drag coefficients
as calculated by SU2 ( see Figure 7). As a reference, the values Clre f = 0.347 and Cdre f = 0.1658 have been
used (Leicht and Hartmann 2010).

Figure 7: Absolute error of lift and drag coefficients, for three different types of mesh refinement.

34

Tsolakis, Chrisochoides
Mesh Refinement Method
Uniform (3 iterations)

Adaptive Isotropic (6 Iterations)

Adaptive Anisotropic (6 Iterations)

817.28 min

151.95 min

93.05 min

23.75 min

14.31 min

12.05 min

Solver Time
Mesh Adaptation Time

Table 1: Simulation time comparison for the three mesh refinement approaches
Figure 8 depicts the upper surface of the wing of the final iteration for each mesh refinement approach. The
anisotropic approach packs more efficiently the points along the pressure contour lines. The uniform mesh
is also included for reference.

Figure 8: From the left : Pressure contours on the surface of the wing. Final mesh for the uniform, isotropic
and anisotropic case. Respective number of vertices : 6.140.030, 1.609.346 , 122.384
The anisotropic mesh adaptation outperforms the other two approaches, in particular it can achieve lower
error with an order of magnitude fewer vertices. Table 1 indicates that these gains are also reflected in the
total time of the simulation.
5

CONCLUSION

In this work, three different software components were brought together and a simulation pipeline was built.
The simulation results are promising and agree with already published work. The use of anisotropic mesh
adaptation enables lower error with an order of magnitude fewer elements, that can also be extrapolated
to an order of magnitude lower use of resources, power and time optimizing thus user-productivity. In the
future, the same case will be executed at higher complexity to explore both the solution convergence as well
as to study the scalability of all three components.
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A APPENDIX

(a) # vertices 11,313 # tetrahedra 58,333

(b) # vertices 30,509 # tetrahedra 171,425

(c) # vertices 59,726 # tetrahedra 344,379

(d) # vertices 61,455 # tetrahedra 355,650

(e) # vertices 120,612 # tetrahedra 702,791

(f) # vertices 122,384 # tetrahedra 714,018

Figure 9: Adapted surface mesh and contour lines of the Mach number for each iteration.
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ABSTRACT
Capsule networks are a recently proposed machine learning model that is producing significantly promising
results in different datasets. There are currently two main approaches to develop capsule networks: the
first one defines a capsule as a vector of instantiation parameters of an entity, and its length corresponds
to the probability of finding that entity in the input space; the second one establishes a capsule as a pose
matrix and an activation probability. In this paper, both structures are analyzed and compared, as well as the
performance of the capsules in complex data. Additionally, a novel visualization of the capsule features is
proposed to assess the performance of the model in the MNIST and CIFAR-10 datasets.
Keywords: Capsule Networks, Expectation Maximization, Routing, Feature visualization.
1

INTRODUCTION

Deep learning consists on learning representations with multiple levels of abstraction to achieve highaccuracy predictions on a set of data (LeCun et al. 2015). During the last years, applications of deep
learning have been successful in numerous fields such as image classification (Krizhevsky et al. 2012, He
et al. 2016), object detection and tracking (Redmon and Farhadi 2016, Ren et al. 2015), speech recognition
(Hinton et al. 2012), autonomous driving (Chen et al. 2015, Huval et al. 2015) and cybersecurity (Sommer and Paxson 2010, Najafabadi et al. 2015). Among different deep learning models, deep Convolutional
Neural Networks (CNNs) are significantly popular for various applications. A CNN consists of a set of
convolutional layers followed by several fully-connected layers. The convolutional layers learn effective
representations for the raw data and the fully connected layers perform classification or regression based
on these learned representations. Many CNN based image classification systems can perform an end-to-end
learning in which feature extraction (representation learning) is jointly optimized with classification, and it is
believed that this automatic feature learning process plays a critical role to achieve the superb performances
of CNNs.
However, CNNs have major drawbacks, and a new deep learning model has been recently proposed to
overcome these problems: Capsule Networks (Sabour et al. 2017). This paper describes and analyzes the
purpose of capsule networks and compares the two main structures to design these models. Specifically,
the original capsule network (Sabour et al. 2017) is discussed as well as its performance when applied to
complex data (Xi et al. 2017). Then, a different approach in defining capsule networks as matrices (Hinton
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et al. 2018) is analyzed and compared to the original structure. Finally, a novel visualization of the last
capsule layer is proposed to assert its performance in two different datasets.
The remainder of this paper is organized as follows. Section 2 discusses the current limitations of CNNs
that capsule networks aim to overcome. The structure of the original capsule networks and its performance
in different datasets is analyzed in Section 3, while Section 4 reviews the matrix capsules and their differences with the previous model. The visualization of the capsule network is proposed in Section 5, and the
conclusions of the paper are drawn in Section 6.
2

DRAWBACKS OF CONVOLUTIONAL NEURAL NETWORKS

Convolutional neural networks are one of the most popular deep learning models in the present. They have
achieved state-of-the-art accuracies in multiple datasets, and they have proven to be specially efficient in
image recognition and object detection tasks. However, there exist some fundamental problems with these
models which capsule networks aim to solve.
The main problem of CNNs is that they are unable to detect the pose (position, rotation and scale) of the
predicted entities. For instance, a CNN that is trained to predict whether an input image is a face might
succeed on its prediction, but will be unable to determine the pose of the face in the image. This problem
can lead to classification errors when the entity is found in an uncommon scenario within the image (e.g.
the face is rotated 180 degrees). This problem occurs due to the loss of information as the image features
are passed through the CNN layers. Lower layers of a CNN extract the representation features of the input
image, and a routing operation is used to reduce the size of the layers and obtain higher representations of
the data. This routing is generally achieved with an operation that is called max pooling. A max pooling
layer takes an image and divides it into non-overlapping regions. For each region, it outputs the maximum
number, generating an output image of reduced size. The pooling operation with a kernel of 2x2 (size of
the regions) is shown in Figure 1. The problem with this routing mechanism is that there is a significant
amount of loss of information from layer to layer. Consequently, the information about the entity’s pose is
lost through the layers of the CNN. Since the location of each feature is lost through the routing process,
a new problem arises. A picture containing all the features of an entity in wrong positions (e.g. a picture
with a nose, eyes, mouth and ears in random positions without forming a face) might be misclassified by
a CNN. This effect occurs because CNNs treat features as invariant entities (i.e. independent from each
other), whereas the capsule network’s parameters are equivariant: they detect objects that can transform to
each other.

Figure 1: Max Pooling operation with a 2x2 kernel.
Additionally, CNNs are vulnerable to noise input attacks. These attacks consist on slightly modifying the
input image based on the parameters of the CNN so that it is misclassified by the deep learning model.
These modifications can be computed using different methods, being Fast Gradient Step Method (FGSM)
(Goodfellow et al. 2014) one of the most popular ones. FGSM consists of computing the gradient of the
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CNN’s loss depending on the intensity of each pixel from the input image, and then changing the pixel
intensity in a direction that increases the loss (Goodfellow et al. 2014). This can result in a targeted attack
in an input image by updating its pixels to increase the classification probability of a wrong class. Another
example of adversarial attacks against CNNs is the Basic Iterative Method, which is a slightly more complex
version of FGSM in which the attack takes multiple small steps in the computation of the adversarial image
(Kurakin et al. 2016). The ability of capsule networks to withstand these attacks is evaluated in the paper
written by (Hinton et al. 2018), which will be discussed on Section 4.
3

ORIGINAL CAPSULES

Capsule networks had been previously discussed by G. Hinton in several occasions during the last decade,
but they were officially proposed in 2017 by (Sabour et al. 2017). In their paper, the authors define a
capsule as a group of neurons that represents the instantiation parameters of an entity in the input image,
while the length of the capsule represents the posterior probability that the entity exists in the input image.
The instantiation parameters include different properties of the image such as the pose, deformation, albedo,
texture etc. Grouping these instantiation parameters into capsules ensures that the entity’s information is not
lost through the capsule layers. The probability of the entity existing in the image is computed by calculating
the length of the capsule vector. This length can be greater than 1, but probability is a floating number
between 0 and 1. To solve this issue, a non-linear operation called "squashing" is applied to each capsule
vector so that short vectors’ length is almost zero and large vectors’ length is close to 1. The "squashing"
operation is shown in Eq. 1, where s j and v j are the input and output vectors in capsule j respectively.

vj =

sj
||s j ||2
1 + ||s j ||2 ||s j ||

(1)

The output of capsule j is calculated as a weighted sum of all the capsule vectors in the previous layer, as
shown in Eq. 2. For each capsule vector ui , there exists a weight matrix Wi j whose parameters are learned
during the training process. The vector ci j is calculated through a dynamic routing process called "routing
by agreement."
s j = ∑ ci jWi j ui

(2)

i

The routing function is a softmax operation in which the logits bi j represent the prior probabilities that
capsule i should be assigned to capsule j, as shown in Eq. 3.

ci j =

exp(bi j )
∑k exp(bik )

(3)

"Routing by agreement" offers an alternative to max pooling guaranteeing that information is not lost from
capsule to capsule, and ensuring that capsules with similar instantiation parameters are grouped together.
The routing process is then computed as follows. The initial logits bi j for each input capsule i and output
capsule j (in the next layer) are initialized to 0. Then, the following operations are performed for an arbitrary
number of iterations:
1. For all capsule i in the input layer, compute the vectors ci j using the softmax function from Eq. 3.
2. For all capsule j in the output layer, calculate the capsule’s output using Eq. 2.
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Figure 2: Structure of the Capsule network as proposed by Sabour et al.
3. For all capsule j in the output layer, perform the "squashing" operation (Eq. 1).
4. For all capsules i and j, increase the logit unit bi j by the activation defined as the scalar product
ai j = v j û j|i , where û j|i = Wi j ui .
After trying different configurations, the authors set the number of iterations to 3 and establish their network
structure as the one shown on Figure 2. Their capsule network has one simple convolutional layer for feature
extraction, followed by a capsule layer called PrimaryCaps in which the neurons are grouped into capsules
after a 9x9 convolutional kernel is applied to the previous layer. The last capsule layer, DigitCaps consists
of 10 capsules, each of them corresponding to one the 10 classes that will be predicted by the network. The
routing process is only computed between this layer and DigitCaps. The probability of an entity is computed
as the length of its corresponding capsule in DigitCaps.
Additionally, the authors include a decoder that is able to reconstruct the input images from the DigitCaps
layer. During training, the capsule vector corresponding to the training label of the image is used to reconstruct the input image as a regularization for the optimization. The error between the reconstructed image
and the input image is then used to optimize both the reconstruction weights and the weights in the capsule
network through back propagation. Thus, the weights Wi j are updated during the training process according
to the decoder loss and the loss of the capsule network, for which the authors use the separate margin loss
function shown in Eq. 4. The loss Lk is computed for each capsule k. Tk = 1 if and only if an entity of class
k is present.
Lk = Tk max(0, 0.9 − ||vk ||)2 + 0.5(1 − Tk )max(0, ||vk || − 0.1)2

(4)

The authors tested their capsule network in the MNIST dataset, which consists of 28x28 black and white
images of digits 0-9 (LeCun et al. 2010). They obtained an accuracy of 99.75% which, at the time of writing
this paper, represents state-of-the-art on this dataset. Additionally, the authors showed promising results on
the classification of overlapping images (MultiMNIST). They also showed the efficacy of the decoder on
reconstructing a digit from the output of DigitCaps. They demonstrated that applying the reconstruction as a
regularization technique increased the accuracy of the capsule network, and they proposed an experiment to
observe the implication of each capsule’s features in the reconstructed image. To this end, they reconstructed
a digit from the output of DigitCaps, and then they applied small perturbations to just one of the features
of the capsule, while maintaining the other features frozen. Their experiments showed how each feature
corresponded to an instantiation parameter such as scale, thickness, translation or skew.
3.1 Application of the Capsule Network on Complex Data
Sabour et al. mentioned that applying their capsule network to more complex data did not produce improvements from the current state-of-the-art and set their future work to test the network in more complex
data, but they did not give specific results of their approaches. This problem was further investigated by (Xi
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et al. 2017). In their paper, they attempted to find the best configuration of a capsule network that yields
the minimal test error on the CIFAR-10 dataset. This dataset contains 32x32 colored images divided in the
following 10 classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship and truck (Krizhevsky et al.
2014). To do this, they started with the original structure proposed by (Sabour et al. 2017) and investigated
the effect of applying the following modifications:
•
•
•

•
•
•

•

Adding more layers to account for the complexity of the CIFAR-10 dataset.
Increasing the number of capsules in PrimaryCaps to allow the capsule network to learn more features about the data.
Use ensemble averaging, which consists of training a group of neurons together and averaging their
predictions during the testing phase. Sabour et al. obtained a 10.6% testing error using this method
in the CIFAR-10 dataset.
Change the scaling of each pixel for reconstruction loss to account for the higher complexity of the
CIFAR-10 dataset.
Increase the amount of simple convolutional layers prior to the capsule layers to extract more complex features from the data.
x
. The authors hypothesized that their function
Replacing the squash function by f (x) = (1 − |e|1 x ) |x|
would be more sensitive to changes in the data (x) which would lead to more separation between
classes.
Utilizing a class for the data that does not belong to any class ("none of the above" category).

The best accuracy they obtained was 71.55%. This result was achieved using a 4 ensemble and 2 convolutional layers in a model trained on 50 epochs. This is far from the state-of-the-art (96.53%) and significantly
lower than the result reported by Sabour et al. (89.4%). In addition, it was demonstrated that the reconstruction network did not perform well when applied to a high-dimensional image. While most of their
proposed method did not perform well on improving the capsule network’s accuracy, the authors offered a
comprehensive study on the application of capsule networks to complex data. They showed that the model
proposed by Sabour et al. was still not optimally configured to be applied in complex data and set the future
work in studying the performance of the matrix capsules, which is the structure that will be analyzed in
Section 4.
4

MATRIX CAPSULES

A different version of the capsule network was released by the same team 3 months after proposing the
original model. In this version, a capsule is defined as a 4x4 pose matrix and an activation probability.
This implementation substitutes the instantiation parameter vector by a matrix and, instead of obtaining the
probability by computing the length of the vector, they have a separate variable to store it. Similarly to the
original model, the vote of assigning capsule i in the layer ΩL to capsule j in the layer ΩL+1 is computed by
multiplying the pose matrix Mi by a 4x4 trainable transformation matrix Wi j . This vote Vi j is then used as an
input in the routing procedure to calculate the pose matrices and activations of the capsules in layer ΩL+1 .
The routing procedure in this case is based on the Expectation Maximization (EM) algorithm, which is a
method to fit a set of Gaussian models in an unlabeled dataset. With this method, the authors are able to
adjust the mean, variances and activation probabilities of the capsules in the next layer and the assignment
probabilities between all capsules. EM routing consists of performing the M-step and E-step for a number of
iterations. The M-step consists of computing the mean µ and the standard deviation σ of the input capsules
based on the assignment probabilities, votes and activations of the children capsules. Besides, the activation
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Figure 3: Structure of the Matrix-Capsule network as proposed by Hinton et al.
of the parent capsules a j is recalculated based on µ and σ . In the E-step, the assignment probabilities ri j
between capsules i and j are recalculated using the new µ, σ and a j .
The authors set the number of iterations in the routing procedure to 3, and they proposed a capsule network
structure as the one shown in Figure 3. The network consists of a convolutional layer with a 5x5 kernel
followed by 4 capsule layers in which the neurons are grouped into 4x4 pose matrices and 1 activation
probability. The first capsule layer PrimaryCaps acts as a filter so that the neurons can be grouped into
capsules. Then, the 2 following convolutional capsule layers (ConvCaps1 and ConvCaps2 respectively) act
as a regular convolution but applying the EM routing procedure to calculate the new output. The last layer
(Class Capsules) outputs the poses and activations of each predicted class. The loss to train the capsule
network’s transformation matrix is changed to "spread loss" with the goal of maximizing the gap between
activations. Eq. 5 shows how the loss between the activation of a wrong class ai and the target class at is
computed. In the equation, m is a margin variable that starts at 0.2 and it is linearly increased to 0.9 during
the training process.
Li = (max(0, m − (at − ai )))2 , L = ∑ Li

(5)

i̸=t

The authors performed different experiments to assess the performance of their model. They tested their matrix capsules in the smallNORB dataset, which contains 96x96 gray-level stereo images of 5 toys (airplanes,
cars, trucks, humans and animals) in 18 different azimuths, 9 elevations and 6 lighting conditions (Huang,
Fu Jie and LeCun, Yann 2009). Their main experiment consisted on downsampling the dataset images to
48x48 and train the capsule network on randomly cropped 32x32 patches, adding random brightness and
contrast in each patch. Then they tested the capsule network cropping a 32x32 patch from the center of each
testing image. They reported a best test error rate of 1.4%, which beats the previous state-of-the-art set at
2.56%. They also tested the original capsule network (Section 3) and obtained an error of 2.6%, proving
that the new model performed better.
Additionally, they performed two experiments to demonstrate the advantages of capsule networks against
CNNs. The first one consisted on testing the capsule network and a baseline CNN on images with azimuths
and elevations that were not included on the training set. They demonstrated that the error of applying
the capsule network to novel viewpoints was reduced by about 30% with respect to the CNN. The second
experiment consisted on testing the robustness of the capsule network against adversarial attacks such as
FGSM and BIM. They applied these two attacks at different intensities to the baseline CNN and the capsule
network, and they found that their model was significantly less vulnerable to this kind of attacks. The
baseline CNN quickly dropped its accuracy to below 10%, whereas the capsule network did not perform
below 50% in any of the attacks.
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With matrix capsules, the authors built on their previous work and offered a model that improved the accuracy of the capsules in more complex data. Their new model provides a new structure for the capsules,
a new routing algorithm and a new loss functions that overcomes some of the limitations of their previous
model and produces better results. They reduced the number of errors in the smallNORB dataset by 45%
with respect to the previous state-of-the-art and proved the advantages of capsule networks with respect to
CNNs. There is a capability of the original capsule network that is missing in this implementation: the
reconstruction of the input image from the capsule’s output. The authors do not make any reference to this
functionality but, taking into account the study by (Xi et al. 2017) in which they prove how the reconstruction is not optimal on complex data, it could be assumed that they were not able to obtain good results in this
dataset and decided to omit this feature. The future work of the authors is set to investigate the applications
of capsule networks in significantly more complex datasets such as ImageNet.
5

VISUALIZATION OF CAPSULE PARAMETERS

Capsule networks are a very recent deep learning model and, at the moment of writing this paper, the
research on this method is significantly limited. One of the areas that have not been explored yet is the
visualization of the features learned by the model. Visualizing the features learned by CNNs is a well
extended practice to understand what is going on inside of the neural network. The general method to
visualize CNNs consists of generating images that correspond to the features learned by the deep learning
model through deconvolution operations (Springenberg et al. 2014, Simonyan et al. 2013). However, a
simpler visualization of the capsule features can be obtained using the original model developed by (Sabour
et al. 2017). This visualization consists on a 2D plot of the capsules in the DigitCaps layer. The visualization
is obtained through the following steps:
1. For each class in a dataset, collect all the images belonging to class X and pass them through the
capsule network.
2. For each image, extract the feature matrix computed by the layer DigitCaps, which contains c capsules (where c is the number of classes), each of them with a size of n features.
3. Reshape each feature matrix into a 1-dimensional vector in which the first n numbers are the features
corresponding to the first class, the next n are the ones corresponding to the second class and so on.
This feature vector has a total size of c ∗ n.
4. Average all the feature vectors belonging to class X and plot them in a 2D graph. Since the probability of an entity belonging to class X is measured by the length of its instantiation parameters (or
features), the absolute value of the features belonging to class X should be significantly bigger than
the rest of the features.
Figure 4 shows the visualization process from the DigitCaps layer to the 2D plot. This visualization was
applied to the original structure shown in Figure 2 on the MNIST and CIFAR-10 datasets. In both cases, the
number of classes is c = 10 and the size of the features is n = 16, which results on a feature vector with a
size of 160 features.
The capsule network was trained in Python using the open source implementation provided by (Guo 2017),
which follows the original implementation proposed by Sabour et al.. The capsule network was trained
for 50 epochs in both datasets. The validation accuracy was 99.66% in the case of the MNIST dataset and
72.83% in CIFAR-10, which is consistent with the literature.
Figures 5 and 6 show the visualizations produced when the capsule network was trained on MNIST and
CIFAR-10 respectively. In the figures, a plot is generated for each class of the dataset. It can be seen that in
the case of the MNIST visualization, the features from the class that is fed to the network are significantly
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Figure 4: Creating the visualization plot of the capsules from DigitCaps
big, while the rest of the features are very close to zero. In the case of the CIFAR-10 visualization, the
features belonging to the fed class are generally bigger, but it can be observed that some features are considerably large. This can cause the capsule network to misclassify some images, and it is the reason that the
model performs worse in the CIFAR-10 dataset. It is interesting to observe that similar classes have similar
features’ size. For instance, in the case of the classes for cat and dog, there are certain features that are big
in both graphs. It can be determined that these features are activated when a small animal is feed to the
network. There are also similarities between the plots of deer-horse and automobile-truck. It is especially
interesting the plot of the bird class, in which capsules belonging to all the other animals (cat, deer, dog,
frog and horse) are activated, as well as the capsule feature’s from the airplane class. This graph tells us that
the capsule network finds specially difficult the prediction of the bird class. Knowing this, future steps can
be taken to improve the network’s performance.
It is important to note that this visualization is only applicable to the original structure of the capsule network.
The visualization of matrix capsules following this method would not be meaningful, since their probability
is not calculated using the length of the capsule vector. For this reason, the visualization of matrix capsules
is not studied in this paper.
6

CONCLUSIONS

This paper offers a review and analysis of capsule networks and their main structures. Capsule networks
are a very recent deep learning method that is obtaining very promising results, and future research on this
topic is fundamental in the implementation of new machine learning solutions. To help in this regard, an
analysis of the two main structures and a comparison between them was offered, and the application of
capsule models to complex data was assessed.
Additionally, a novel visualization of capsule features was proposed. The visualization consisted on a 2D
plot of the capsule features from the last network’s layer. It was demonstrated that meaningful information
can be obtained from the visualization that can lead to the capsule network’s improvement. The future work
of this project will be focused on offering solutions from the results of the visualization, as well as providing
a visualization of the matrix capsules.
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Figure 5: Visualization of Capsule features in the MNIST dataset.

46

Perez

Figure 6: Visualization of Capsule features in the CIFAR-10 dataset.
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ABSTRACT
Pedestrian simulators are in high demand for many research and industry applications, such as evaluating
pedestrian safety and testing of autonomous vehicles. This paper aims to develop an augmented reality
(AR) enabled pedestrian-in-the-loop simulation (AR-PED) framework that enables the simulation of
pedestrians in a large virtual scenario (e.g., a city) with an actual scale. The proposed AR-PED simulation
framework is empowered by the latest advances in cloud computing and AR to allow multiple users to
access the simulation at the same time. A client-server architecture allows users to act as pedestrians, drive
a car or simply visualize the scene simultaneously. Additionally, other vehicles can be artificially generated
by a microscopic traffic simulation (MTS) package that acts as the server. A prototype of the proposed
framework is implemented and demonstrated by simulating a model of a city.
Keywords: Augmented Reality, Pedestrian Simulator, Traffic Simulation
1

INTRODUCTION

Pedestrian simulators are in great demand in both research and industry fields for various reasons and
applications. With the recent advances in virtual reality (VR), head mounted display (HMD) devices are a
very helpful option when developing pedestrian simulators. However, existing simulators are only capable
of simulating a very small part of a city such as a midblock crosswalk or an intersection. This is due to the
current limitation of HMD devices regarding the simulation area. Another challenge for pedestrian
simulators is the realistic implementation of the vehicles’ behavior. Programming vehicles at a single
intersection or street crossing is a relatively simple task, but the implementation of traffic circulation in a
large area is significantly more challenging. To overcome this limitations, we propose a user-controlled
pedestrian simulation framework, offering a virtual environment in which user-controlled pedestrians can
coexist with user-controlled vehicles for realistically simulating pedestrian-driver interactions. To
summarize, the major contributions of this study are: (1) the development of a pedestrian simulator, ARPED, with a wireless HMD device (Microsoft HoloLens) that allows the users total freedom of movement
without any physical boundary restrictions; (2) the first implementation of adding user-controlled
pedestrian to an MTS model that simulates traffic circulation in a large network; and (3) a framework where
user-controlled vehicles and pedestrians can coexist with artificial vehicles generated by an MTS model.
2

METHODOLOGY

The proposed AR-PED framework employs a distributed architecture based on the client-server model
where the MTS is the server and the clients can access the simulation to control a pedestrian, a vehicle or
visualize the scene. The server hosts the back-end MTS engine, which can be any commercial, open-source
or custom-made MTS platform. The MTS engine generates the artificial vehicle data, traffic signal
information, etc. Besides, the server has the function of synchronizing all the user-controlled data from
pedestrian and vehicles outside the MTS engine. The clients present a realistic rendering of the 3D
environment that contains the road network used by the MTS server and a graphical user interface (GUI)
for users to interact with the visualization. Multiple clients can connect to the server simultaneously and
perform different actions. Pedestrian clients are controlled through the Microsoft HoloLens headset, which
provides them with a view in AR of the virtual city. The pedestrian data is sent from these clients to the
server and then, after it has been processed, the server is responsible for sending it back to the rest of the
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clients for visualization purposes. Once the clients receive the pedestrian data, they generate realistic 3D
models of the pedestrians in the form of human avatars.
3

RESULTS

To demonstrate our AR-PED simulation framework, we show different pictures of a user wearing the
HoloLens headset with our pedestrian client framework, while the corresponding visualization of the virtual
pedestrian is simultaneously displayed on a projector screen in real time. Additionally, we used tape to
measure a distance of 3 meters and placed 2 spheres on the crosswalk in the virtual scene that match the
corresponding origin and destination points of our physical space in Figure 1. Through these test scenarios,
we can determine that the measurements of our virtual scene correspond with the measurements in the real
world. Figure 1 (a)-(c) show a person using the pedestrian client framework and the corresponding
visualization from top view, and Figure 1 (d)-(f) show the profile view during the walk process.

Figure 1. A User Wearing the HoloLens Headset Walks Straight and the Corresponding Virtual
Pedestrian is Visualized in a Projector Screen. [Video demonstration of the framework: click here].
We performed several experiments to assess the performance of our framework, and recorded an average
latency of 0.15 seconds, which is significantly small for the purposes of our framework. Additionally, we
measure the time difference between a user crossing a 14-meter crosswalk in the virtual and the physical
world, and determined that, on average, pedestrians took 1.15 more seconds to cross the road in the virtual
world. This can be due to the fact that they are wearing a headset that delays their walking time. Finally,
we evaluate the accuracy of the virtual locations with respect to the actual location of the user wearing the
HoloLens and, in average, we record an absolute error of 0.12 meters, which is expected due to the mapping
limitations of the HoloLens headset and the different behavior of each user.
4

CONCLUSIONS

In this study, we presented the AR-PED pedestrian simulator that enables user-controlled pedestrians to
coexist with user-controlled vehicles and artificial vehicles generated by an MTS server. The framework
has been demonstrated in a sample city, but it can be easily deployed to any 3D model of a traffic
environment if its structure is matched with the road network in the MTS server. The framework and its
performance was successfully demonstrated. We observe significantly low latencies and deviations
between the users’ physical position and their virtual position. In the future, we plan to keep working on
the framework to incorporate the latest advances in AR (HoloLens 2) and address its current limitations.
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ABSTRACT
This abstract provides an overview of automated label placement for three-dimensional objects. A summary
of the problem is presented along with several examples of previous work. Special consideration is given
to latency which is a major consideration in augmented and virtual reality applications.
Keywords: label placement, visualization, augmented reality, virtual reality.
1

INTRODUCTION

When three-dimensional objects are viewed using augmented reality (AR) or virtual reality (VR), it is
important to provide labels which give information and context for the object. These labels, and their
respective leader lines, should not overlap with important parts of the object or each other as this would
obstruct the user’s view. The placement of these labels needs to update as the view changes to insure that
these requirements continue to be met. In systems where the view is updated manually, including Google
Maps (Google 2019) and 3D design software, the labels can be updated after the user is finished
manipulating the view. In AR and VR, the view is updated continuously as the user moves and looks around.
Therefore, the labels need to update continuously and smoothly. In VR and AR environments, latency is
recommended to be kept below 15 milliseconds which is a challenge (Elbamby et al. 2018).
While there are many different types of labeling, this abstract will focus on external labeling with leader
lines connecting each label to the relevant part of the view. The remainder of this abstract will be organized
as follows. Section 2 will provide an overview of the external labeling problem presented as a constrained
optimization problem. Section 3 will discuss previous algorithms that have been implemented to solve this
problem along with a performance comparison to the latency requirement in VR and AR, where possible.
Section 4 will conclude the abstract.
2

THE EXTERNAL LABELING PROBLEM

The labeling problem is a constrained optimization problem that has been shown to be NP-complete (Marks
and Shieber 1991). The constraints on this problem vary slightly in the literature, but the following are an
example set of constraints from (Cmolik and Bittner 2010).
Leader lines are the lines connecting the label to an anchor point on the object. Leader lines should not
cross and should not be too close together. A set of principal directions should be defined and leader lines
should always align with one of these principal directions. Leader lines should be as short as possible to
keep labels close to the part to which they are assigned. Anchor points are the points where the leader line
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attaches to the object associated with its label. Important points in the region to which the label corresponds
should be used as anchor points. Anchor points should not be too close together and should not move too
much from one frame to the next. Finally, there are constraints on the labels themselves to insure readability.
Labels should not be too close together and must not overlap. The movement of labels from frame to frame
should be small.
In order to solve this problem, it must be posed mathematically and then solved algorithmically. The next
section will provide example solutions from the literature.
3

REVIEW OF PREVIOUS ALGORITHMS

A variety of approaches have been implemented to automate the placement of labels around threedimensional objects. One common approach is to use a greedy algorithm for label placement (Cmolik and
Bittner 2010, Stein and Decoret 2008). These algorithms provide good results with respect to the constraints
from Section 2 when the view is held constant. When the view moves quickly, labels can take some time
to settle after the conclusion of movement. Additionally, the latency reported by the authors of these studies
is approximately 50 milliseconds and 30 milliseconds, respectively, which exceed the requirement for AR
and VR applications. These latencies were achieved on standalone PCs with much of the computation
performed on the GPU. Therefore, the results may not be repeatable on mobile devices. The final drawback
of greedy algorithms is that they find local minima for optimization problems rather than seeking the global
minimum.
Other approaches include algorithms based on ideas from physics and agent-based modeling. There has
been work using dynamic potential fields for label placement however this work does not consider that
labels should move smoothly from frame to frame or that leader lines should not cross (Hartmann, Ali, and
Strothotte 2004). The same group used an agent-based approach for automated labeling (Götzelmann,
Hartmann, and Strothotte 2006). They reported promising performance with a latency value of 20
milliseconds. However, it is difficult to assess this approach as the paper does not include any images of
the resulting labeled objects. It is interesting to see that this newer technique has a promising result for
latency. Hopefully, the application of other newer techniques will lead equally promising results.
4

CONCLUSIONS AND FUTURE WORK

While significant work has been done to solve the problem of automated labeling for three-dimensional
objects, there are still significant challenges, especially with respect to implementation in AR and VR
systems.
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ABSTRACT
This paper presents a brief review of modeling and simulation tools for autonomous vehicles. The paper
first introduces the necessity, history and status quo of the autonomous driving systems, followed by the
importance and research status of simulation research on the autonomous driving system. Four publicly
available modeling and simulation platforms for the autonomous driving system are then presented. The
paper concludes with discussions of the presented modeling and simulation tools for autonomous vehicles
and some future work considered by the authors for advancing modeling and simulation capabilities for
autonomous vehicles.
Keywords: autonomous vehicles, modeling, simulation
1

INTRODUCTION

An autonomous vehicle can sense its environment, control its speed and direction, and move with or without
human input (Gehrig and Stein 1999). Five autonomous driving levels (L1-L5) have been defined for
ground vehicles (UCS 2018). Each level describes the extent to which a vehicle takes over tasks and
responsibilities from its driver, and how the vehicle and driver interact.
Due to the potential benefits of the autonomous driving, such as reduced costs, increased mobility and
safety, reduced crime, and increased utilization efficiency (Technical and Aspects 2016), more and more
companies and research institutions are actively conducting research and development in this filed. The
history of autonomous driving can be traced back to 1977, with the development of the first truly automated
vehicle by Tsukuba Mechanical Engineering Laboratory in Japan (Weber 2018). Since then, several
projects such as those funded by Defense Advanced Research Projects Agency (DARPA) (Schmidhuber
2009) and EUREKA (Schmidhuber 2009), have driven the rapid development of autonomous driving. On
the other hand, with the development by commercial car manufacturers such as Tesla, Audi, BMW, and
Mercedes, the second level of autonomous driving, partial automation, has been reached, wherein this level,
in certain situations, the car can take over steering, braking, and acceleration functions. From 2015, some
states in the US, such as Virginia and Florida, started to allow the testing of automated vehicles on public
roads (Ramsey 2015). In December 2018, Waymo, a self-driving technology development company,
commercialized a fully autonomous taxi service in the US (Laris 2018).
Although partially automated technology has been around for the last few years, the full fruition of potential
benefits from the autonomous driving may be limited by foreseeable challenges, such as concerns about the
safety of driverless in practice. There were several high-profile car fatalities caused by Tesla and Uber cars
in the last few years (Green 2018, Vlasic and Boudette 2016, Greenemeier 2018). There are still many
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challenges, and issues that need to be addressed before the higher level of autonomous driving (e.g., Level
4 and Level 5) can be achieved.
2

BACKGROUND

With the rapid development of automobile industry and the rising of artificial intelligence, various
autonomous driving technologies have been developed by automakers, researchers, and technology
companies (UCS 2018), which can be divided into 3 categories: recognition to identify components of the
surrounding environment, prediction to predict the future states of the environment, and planning to plan
the future driving actions (Sallab et al. 2017). These driving technologies usually are integrated into
autonomous vehicles, or the intelligent driver assistance systems. The software component of an
autonomous driving system is integrated with the hardware component of the vehicle, such as sensors and
actuators, and through them to the surrounding environment (Basarke, Berger, and Rumpe 2007).
Regardless of the specific technologies utilized, autonomous vehicles must be fully and thoroughly tested
for safe and intelligent operations. However, testing autonomous systems in the real physical world
introduces unpredictable consequences and potential dangers, such as testing the autonomous driving
system when a child runs onto the road ahead of the vehicle. Therefore, considering the risk of autonomous
driving, it is necessary to run simulations before a new autonomous driving system is applied to a vehicle
that runs on a road.
Simulation has long been used for training autonomous driving systems (Dean A 1988), but only recently
has simulation been useful for building, training, and testing autonomous systems (Shah et al. 2017b,
Dosovitskiy et al. 2017). Traditionally, simulation has been used to play back sensor data that cars collected
in the real world and verify that the vehicle's self-driving software handles tricky situations appropriately.
More advanced simulators, like Waymo's Carcraft and Microsoft’s AirSim, can build entire road networks
virtually, in which an autonomous vehicle is surrounded by many other vehicles, bicyclists, and pedestrians.
Engineers can use these virtual worlds to test and re-test variations of specific scenarios and to train and
test autonomous driving systems. After autonomous vehicles are thoroughly tested in virtual environments,
they can be tested in real environments augmented with virtual objects (e.g., a pedestrian), and finally in
completely real environments.
3

MODELING AND SIMULATION TOOLS

This section discusses four publicly available, open-source tools for autonomous driving systems, including
Microsoft AirSim, OpenPilot, Nvidia Drive, and Baidu Apollo.
3.1 AirSim
AirSim is an open-source, cross-platform simulator designed for training autonomous systems built on
Unreal Engine / Unity, from Microsoft AI & Research (Shah et al. 2017a). It supports both unmanned
aerial vehicles (e.g., drones) and ground vehicles. Microsoft developed AirSim as a platform to employ
various deep learning, computer vision, and reinforcement learning algorithms for autonomous vehicles.
Figure 1 shows a snapshot from AirSim. AirSim provides a photo-realistic environment, vehicle dynamics,
and multiple sensors for researchers to train autonomous vehicles that utilize artificial intelligence theories
and methods to promote safe operation of these autonomous vehicles in the real world.
AirSim is composed of the core components and external parts. The core components include environment
model, vehicle model, physics engine, sensor models, rendering interface, public API layer and an interface
layer for vehicle firmware as depicted in Figure 2 (Shah et al. 2017b). It supports hardware-in-loop with
popular flight controllers such as PX4 for physically and visually realistic simulations. AirSim also exposes
APIs to retrieve data and control vehicles in a platform-independent way.
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During simulation, AirSim provides the sensor data from the simulated world to the vehicle controller. The
vehicle controller yields the actuator signals as the input of vehicle model in the simulator. The vehicle
model is used to compute the forces and torques generated by simulated actuators. The forces generated
from drag, friction, and gravity are inputs of the physics engine to compute the next kinematic state of the
vehicle. The kinematic states with the environment model provide the ground truth for the simulated sensor
models. Users can set the desire state inputs for the vehicle controller by remote control or companion
computer in the autonomous system. The companion computer processes some higher-level computation,
such as path planning, mission planning, etc. and interacts with the simulator via a set of APIs.

Figure 1: A snapshot from AirSim shows a vehicle driving on an urban road. This figure shows depth,
object segmentation and front camera streams generated in real time (Shah et al. 2017a).

Figure 2: The architecture of the system that depicts the core components and their interactions (Shah et
al. 2017b).
3.2 OpenPilot
OpenPilot is an open source driving agent that is used as a driver assist system. Currently, it performs the
functions of Adaptive Cruise Control (ACC) and Lane Keeping Assist System (LKAS) for selected Honda,
Toyota, Acura, Lexus, Chevrolet, Hyundai, Kia vehicles (Hotz 2016).
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To utilize OpenPilot to assist a vehicle like any late model Toyota vehicle, three gadgets are necessary: 1)
a modified OnePlus smartphone, called the EON, 2) a dongle already for sale called the Panda, that allows
external electronics to interface with a vehicle’s computer system, and 3) the Giraffe that connects to a
vehicle’s controlled area network (CAN) bus (Hawkins 2018). Figure 3 shows a picture of a driving vehicle
without human control with OpnPilot system and its three gadgets, EON, Panda, and Giraffe, where the
EON is connected to the vehicle’s backup camera to provide a view from behind the vehicle.

Figure 3: A picture shows a vehicle drives on an urban road without human control that is loaded
OpenPilot and its three gadgets, EON, Panda, and Giraffe (Hotz 2016).
OpenPilot system works with the driver to control his/her vehicle. A camera embedded in the EON monitors
the driver’s head movements as shown in Figure 4. If the driver looks down or away from the road for 2
seconds, a visual warning will appear on the EON’s screen. After 4 seconds, the driver will hear an audible
alert. And after 6 seconds, the system will disengage and begin to slow down (Hawkins 2018). OpenPilot
can control the gas, brake, and steering on certain cars, reaching up to 6 minutes without user’s actions
(besides paying attention).

Figure 4: A snapshot from EON shows the interface of OpenPilot (Hawkins 2018).
OpenPilot provides a set of tools (openpilot-tools) that allows the user or developer to replay driving data,
test, and develop OpenPilot from personal computers. Openpilot-tools runs on Linux (Ubuntu 16.04) and
MacOS (10.14.2) and uses Python (2.7) as the development language. Openpilot-tools provides a very
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primitive capability to run basic simulations and generate reports of OpenPilot’s behavior along a driving
direction (longitudinal control). The simulation capability does not offer graphical user interface or virtual
environment, but only high-level abstractions of overly simplified scenarios.
3.3 NVIDIA Drive
NVIDIA provides a series of driver assist products including both hardware and software systems. NVIDIA
DRIVE AutoPilot is a level 2+ automated driving solution that is world’s first commercially available
driving system, set for production in 2020 and uniquely provides both world-class autonomous driving
perception and a cockpit rich in artificial intelligence capabilities. DRIVE AutoPilot is part of the open,
flexible NVIDIA DRIVE platform, which is being used by hundreds of companies worldwide to build
autonomous vehicle solutions that increase road safety while reducing driver fatigue and stress on long
drives or in stop-and-go traffic (Shapiro 2019), shown in Figure 5.
NVIDIA DRIVE Software is an open software suite that’s powered by the compute capabilities of the
DRIVE AGX platform (Sundaram 2019). It consists of the DRIVE OS operating system, DriveWorks
software framework, a rich SDK to develop software applications for autonomous driving, as well as
DRIVE AV and DRIVE IX software applications for autonomous driving. The photorealistic data streams
are generated to create a wide range of testing environments and scenarios as depicted in Figure 6, which
provides a safe, scalable solution for testing and validating autonomous driving systems. And, advanced
driver assistance systems (ADAS) technology is used to provide a powerful foundation for building
applications that computationally leverage intensive algorithm for object detection, map localization, and
path planning.

Figure 5: A picture shows the interface of NVIDIA DRIVE AutoPilot (Shapiro 2019).
3.4 Apollo
Apollo is an open-source, high performance, flexible architecture developed by Baidu, which accelerates
the development, testing, and deployment of autonomous vehicles (Li and Miao 2017). Apollo is composed
of accurate perception, simulation, HD map and localization, end-to-end autonomous solution, planning,
intelligent control, open data platform, hardware development platform, map engine, internet of vehicles
(IOV) operating system (Dosovitskiy et al.) and security product.
In the perception component, various sensors, such as LiDAR, cameras, and radar, collect environment data
surrounding the vehicle. By using sensor fusion technology, perception algorithms can determine in real
time the type, location, velocity, and orientation of objects on the road. Simulation component provides the
ability to virtually drive millions of kilometers daily using an array of real-world traffic and autonomous
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driving data. Through the simulation environment, users can gain access to a large number of autonomous
driving scenes to quickly test, validate and optimize models with comprehensive coverage in a way that is
safe and efficient. Planning component includes prediction, behavior, and motion logic, which can adapt to
real time traffic conditions. Currently, the planning component operated on a fixed route in both night/day
conditions. Figure 8 is a snapshot from Apollo shows a scene where pedestrians pass ahead of vehicles
(Baidu 2018).

Figure 6: A picture shows one scenario in NVIDIA DRIVE Software (Sundaram 2019).

Figure 7: The architecture of Apollo 3.5 (Li and Miao 2017).

Figure 8: A snapshot from Apollo shows a scene where pedestrians pass ahead of vehicles (Baidu 2018).
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4

DISCUSSION AND CONCLUSION

The four publicly available modeling and simulation tools for autonomous vehicles discussed in this paper
are all open-source. AirSim is based on the Unreal Engine and produces a highly realistic simulation
environment (e.g., photorealistic rendering). It currently supports Unreal Engine and Unity, but Unity is
still in experimental stage. Besides, its visual sensor simulation is ideal presentation of the surrounding
environment, using cameras to collect various images.
Apollo has a well-defined architecture that is easy to understand, with loosely coupled subsystems.
However, Apollo lacks specific implementation of the components in its system and still needs substantial
development to populate various algorithms and techniques to train and test vehicles in virtual
environments. And, its simulation system is not based on full virtual environments, but simplified ones.
Also, it should be built on Linux system, which is not suitable for Windows users.
Nvidia DRIVE has been applied by more than 300 companies to develop autonomous driving. However, it
is not open to all developers although it is claimed as open source.
OpenPilot works on a real vehicle with a clearly defined software architecture. OpenPilot does not need
expensive hardware, so it is a good option to combine it with other autonomous driving platforms. However,
it is an open problem to integrate OpenPilot with other autonomous driving simulators. OpenPilot has been
utilized by many car manufacturers. The authors believe open source autonomous driving systems should
be promoted as they benefit from openness and the vast volumes of vehicles that utilize these systems.
However, the current modeling and simulation capabilities provided by OpenPilot is very primitive, limiting
its adoption by more manufacturers and customers. Development of an open source modeling and
simulation tool with high fidelity for OpenPilot is one task considered by the authors, such as integration
of OpenPilot and AirSim.
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ABSTRACT
The present project focused on developing an augmented reality (AR) system for the U.S. Marine Corps
weapon (i.e. MK 18 1) and equipment maintenance and operation. Additive manufacturing technology (aka.
3D printing) was implemented to fabricate physical objects (i.e. MK 18) to interact with the created coded
AR system. This project utilized low-cost, market-leading AR software, including Unity and Vuforia, to
develop an interactive AR application for maintenance and operation of MK 18 rifle. The AR application
contains interactive presentation and visualization of MK 18 rifle exterior and interior parts and 3D
animations for maintenance and troubleshooting procedures. We also conducted preliminary research on
software framework, interface, and file structures for easy integration of different objects under the same
AR application.
Keywords: Augmented Reality, 3D Printing, MK 18 Rifle
1

INTRODUCTION

Augmented Reality (AR) 2 augments the real world by overlaying information and/or virtual objects that
are spatially aligned to the objects in the real world. The information and/or virtual objects augmented to
the real world help the user understand and interact with the real world in a more intuitive and efficient
way. With recent advances in computing hardware and software technology, AR is making gradual but
solid progress in a wide range of fields, such as manufacturing, construction, maintenance, training, and
healthcare. For example, how to assemble, disassemble, or repair complex equipment, is a common but
difficult task in many occupations. Technicians often dedicate a large amount of time to studying manuals,
since it is often impossible to memorize all detailed procedures. Augmented reality, on the other hand, can

Figure 1: Augmented Reality System

Figure 2: 3D Simulation System
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present instructions directly superimposed in the field of view of the technician and reduce the amount of
time needed for the maintenance or repair, leading to improved work efficiency.
This project focused on developing an AR system for the U.S. Marine Corps weapon (i.e. MK 18 1) and
equipment maintenance and operation. A 1:1 scale MK-18 was fabricated using Stereolithography (SLA)
3D printer. This project utilized low-cost, market-leading AR software, Unity and Vuforia, to develop an
interactive AR application for maintenance and operation of MK 18 rifle, the standard service weapon for
the U.S. Marine Corps. The AR application contains interactive presentation and visualization of MK 18
rifle exterior and interior parts and 3D animations for maintenance and troubleshooting procedures. The
project is elaborated below.
2

DEVELOPMENT OF AR SYSTEM FOR MK 18

The system includes an AR (Figure 1) and a 3D Simulation (Figure 2) aspect with an interactive menu to
switch between. Both AR and 3D Simulation includes maintenance/operation procedures and a exploded
view function for the MK-18. These procedures include a step by step instructions with animations of
specific parts that is indicated by flashing red for the user to easily follow. The 3D Simulation system also
includes interactive features such as pan, zoom, and rotate. The AR application uses Model Targets and
Vumarks for the AR system to recognize when to display the Mk-18 model in the real world. Model Targets
use the outline of the MK-18 model to recognize and overlay the virtual model onto the gun in the real
world. Vumarks uses a man-made image embedded with a QR code to recognize when to display the model
over the gun.
3

3D PRINTING OF MK 18

In order to begin the 3-D printing process
a CAD software, Fusion 360, was used in
order to disassemble the MK-18 into
individual and partially individual
components. A middle man software
known as Preform was used to import the
Fusion 360 file to the Formlabs 2 3-D
stereolithography (SLA) printer. The print
would take place and would have to
cleaned in an Isopropyl alcohol wash of at
least 90% and removed of its build
supports. Figure 3 shows the print-out of MK-18 for AR.
4
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Deep Learning Method for ECG-based Virtual Pathology Stethoscope
Tracking in Patient Heart Auscultation
Haben Yhdego1 Nahom Kidane1 Frederic D McKenzie2 and Michel Audette2
Abstract— This paper propose a method to improve the Cardiac Auscultation skills of medical students by virtual pathology
simulation that utilizes modified stethoscopes in patients. It
is ECG (electrocardiogram) based virtual pathology stethoscope (VPS) tracking method for placing virtual symptoms in
correct auscultation landmarks of patients. It presents ECG
tracking method using transfer learning, making knowledge
learned from sufficiently transferable existing trained model.
As tremendous progress has been made in object recognition
with deep convolutional neural networks (DCNNs), we can pretrain on the currently available large-scale annotated datasets.
Those pre-trained convolutional layers are reused to transfer
knowledge to other classification tasks. First, the ECG datasets
are changed to images using time-frequency analysis resulting
in scalograms by inputting these datasets into a continuous
wavelet transform filter bank. Subsequently, data augmentation is performed on our datasets to increase the accuracy
by complementing the limited labeled ECG sensor data and
perform transfer learning from the existing pre-trained model.
Our experimental results demonstrate that transfer learning
leads to a better performance than the existing methods in
the case of scarce labeled training data and the additional
data augmentation helps to boost the capability of classification
results.

Keywords: ECG Analysis, Auscultation, Virtual Pathology, Deep Learning, Medical Training.
I. INTRODUCTION
Cardiovascular Disease (CVD) is the leading cause of
death in United States [20][1] (accounting 25% of the total
death each year). According to a projection done by the
American Heart Association [20], by 2030: 40% of the U.S.
populations expected to suffer from CVD. The treatment
expenditure increases- 272.5 in 2008 to 818.1 billion dollars
by 2030. In addition, there is also a short supply of primary
care and specialty physicians—an estimated shortage of
16,000 cardiologists by 2050. Thus, there is an urgent need
to prepare more health-care workers—including primary care
doctors, specialists, and nurses—for the expected demand.
Cardiac Auscultation (CA) as shown in figure 1 is
the primary method for detecting structural cardiovascular
pathologies. It involves listening to the heart’s sound with
a stethoscope. Cardiac diseases such as congestive heart
failure, systemic arterial hypertension, and coronary artery
disease can be diagnosed with proper CA [14]. Several
surveys [14][2][15][5][3], have highlighted a rapid decline in
1 H. Yhdego and N. Kidane are PHD student in the Department of Modeling, Simulation and Visualization Engineering, Old Dominion University,
Norfolk, USA. {hyhde001,nkida001}@odu.edu
2 Dr. R. McKenzie and Dr. M. Audette are faculty in the Department
of Modeling, Simulation and Visualization Engineering, Old Dominion
University, Norfolk, USA. {rdmckenz,maudette}@odu.edu

CA skill among medical trainees and residents. A study [14]
conducted in 2006, showed that CA skills among trainees
did not improve after the third year of medical studies.
Wayne et.al (2009) surveyed hundred medical students [3],
and found that only one third of the trainees achieved a
minimum passing standard (MSP) in CA on their first try.
There are many reason for the decline in CA skills: limited
patient access due to health-care management restrictions, a
patient population with high short hospital stays, shortage of
both training time experienced auscultation educators, and
reliance on comparably expensive competing technologies.

Fig. 1.

Auscultation

This describes a method that improves the CA skills
of medical students by virtual pathology simulation that
utilizes modified stethoscopes in tandem with standardized patients. A cost-efficient and novel orientation-invariant
tracking method for placing virtual symptoms in correct
auscultation areas based on electrocardiogram (ECG) signals.
It would allow trainees to perform realistic CA and hear
abnormal heart or lung sounds in otherwise healthy patient
actors. Points of Cardiac auscultation are the safest , most
convenient, and least expensive method for detecting cardiovascular pathologies. Accurate placement of the stethoscope
chest piece reveal heart murmurs associated with valvular
abnormalities. CA areas generally correlated with the cardiac
valves: Aortic area (right intercostal space ), Pulmonic area(
Left intercostal space ), Tricuspid area (Left sternal boarder),
Mitral area (Apex of the heart) as shown in figure 2.
Medical simulators have been used to teach CA [17],
which provides a safe and controlled environment for repetitive practice and immediate training opportunities (no need
to wait for suitable real patient). But this method is complex,
noisy and costly. Our research describes ECG based distinctive stethoscope head placement using transfer learning
and continuous wavelet analysis of ECG signal data to
classify the four auscultation areas by using the pre-trained
CNNs Alexnet architecture. Wavelet-based time-frequency
representations of sensor data are used to create vectorvalued scalograms, which map to RGB-formatted images
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Fig. 2.

Points of auscultation [14]

suitable for processing by AlexNet. Data augmentation on
those images are performed to increase the size of the
datasets that are used to fine-tune the Alexnet-based deep
CNNs.
II. BACKGROUND
For two decades, convolutional neural networks have been
applied to problems in image and video processing. Since
LeCun’s seminal paper in 1998 [23], CNN architectures
achieved excellent performance in applications like handwriting detection and face recognition. LeNet [23], a system for handwritten digit recognition, is among the first
to achieve near human accuracy. LeNet notably includes
an interactive visualization system that displays featurized
versions of input images as well as predictions. The visualizations allow direct and compelling demonstration of important properties of the system like invariance to translations
and deformations of the input. While LeNet’s visualizations
provide evidence for the CNN system’s merits and add to
its merits, since an inspectable model is better than a black
box, they do not serve as design aids to practitioners.
Increases in processing units have allowed researchers to
train deeper and more complex convolutional neural network.
The imagenet classfication using DCNN by Krizhevsky [13]
and his colleagues achieved record results in the large scale
visual recognition challenge with an eight-layer network
trained on GPUs. In most image recognition and classfication
tasks imagenet [9] is used to train large models. Decaf, a
system written in Python and developed to make convolutional network processing more approachable [4]. Many
feature visualisation tools today like Deepvis [10] uses decaf
extensively for interactive image featurization and for offline
statistical computations.
Recent work by Jarret and his colleagues [15] explores the
growing design space of convolutional networks to evaluate
architectural variations of different hand-designed networks
on several data sets. Other developed by Yamins group [21]
use Bayesian methods to automatically search the parameter
space of convolutional networks. The interactive visualization tool Deepvis [5] is designed to help users develop some

heuristics to guide search and evaluation in this increasingly
complex space.
With DCNN, visualization has been used in computer
vision as a tool in feature evaluation. Visualization of image
and video features helps to understand the problems of a
model [20]. Many algorithms of visualization use feature
inversion algorithms, whereby an image is featurized and
then recovered to a transformed but more intelligent model,
to give us access to abstract feature representations.
Feature inversion has been applied to convolutional neural
networks to obtain several interesting results. One method
of Khavjou et al. [18] performs inverse optimization on a
network trained by unsupervised learning to construct the
optimal inputs for specific neurons. In particular, they find
single deep neurons trained to respond to faces and bodies.
Later, Espiritu-Santo-Rincon et al. [6] use a type of feature
inversion called deconvolution to render re-weighted versions
of input that highlight the areas, patterns, and textures of
an image deemed most important by a particular part of
the network. These re-weighted images are both accessible
and informative, and the authors used insights from these
images to refine their network design to achieve state-ofthe-art performance.
Deep learning, or the use of deep (i.e., many-layered) convolutional neural networks (DCNN) for machine recognition
and classification, is advancing the limits of performance
in domains as varied as computer vision, speech, and text
[25][11]. Improvements in both hardware and software performance and the availability of large datasets have enabled
the development of larger networks that have achieved record
results[13]. The promise of deep learning is to automate
feature engineering, a task that otherwise requires application
of both domain expertise and machine learning expertise.
Deep convolutional neural networks have recently shown
novel research results on image classification problems
[12][13][8]. However, their inner workings remain a mystery
to machine learning experts, particularly when compared to
better studied and less complex algorithms such as SVM and
Logistic Regression. As a result, constructing and debugging
effective convolutional neural networks is time-consuming
and error-prone, as it often involves a substantial amount of
trial and error.
ECG consists of the analysis of cardiac wavefronts, that
are formed by the activation taking place inside the heart,
propagate and cause cell-to-cell activation. Cells generate
electrical current flow within the body and results in a
potential difference on the surface of the skin. ECG amplifies
and records these signals as they travel thought the body.
The first clinically important ECG measurement system was
developed in early 1900s by Willem Einthoven . Normal
ECG is comprised of the following wave components: P
-the atrial depolarization, QRS -ventricular depolarization,
and T wave -ventricular repolarization. ECG signals recorded
at four auscultation areas with the stethoscope diaphragm
positioned a horizontal orientation were used for virtual
tracking [18]. However, different individuals have distinctive
hand movements; left-handed while others Place stethoscope
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head at various angle when performing CA. This research
describes a method that analyzing ECG signals at four
auscultation areas— aortic, pulmonic, mitral and tricuspid
with a wide range of stethoscope orientations for tracking
stethoscope.
III. T RANSFER L EARNING
In practice, we don’t usually train an entire DCNN from
scratch with random initialization. This is because it is
relatively rare to have a dataset of sufficient size for the
depth of network required. Instead, it is recommended to
pre-train a DCNN on a very large dataset and then use the
trained DCNN weights either as an initialization or a fixed
feature extractor for the task of interest which we call transfer
learning.
The low-level and high-level features learned by a CNN
on a source domain can often be transferred to augment
learning in a different but related target domain. For target
problems with a large dataset, we can transfer the lowlevel features (such as edges and corners), and learn new
high-level features specific to the target problem. For target
problems with limited amounts of data, learning new highlevel features is difficult. However, if the source and target
domain are sufficiently similar, the feature representation
learned by the CNN on the source task can also be used
for the target problem. Deep features extracted from CNNs
trained on large annotated datasets of images have been
used as generic features very effectively for a wide range
of computer vision tasks [4][19].
However, in transfer learning as we use a pre-trained
network, we are slightly constrained in terms of the model
network. For instance, we can’t arbitrarily take out convolutional layers from the pre-trained network. Due to parameter
sharing, we can easily run a pre-trained network on images
of different spatial size. This is clearly evident in the case of
convolutional and pool layers because their forward activation function is independent of the input volume spatial size.
In the case of Fully Connected (FC) layers, this assertion
still holds true because FC layers can be converted to a
Convolutional Layer [22].
A. Fine-tuning the Transfered Model DCNNs
Fine-tuning the transfered model allows us to bring the
power of DCNN models to new domains where insufficient
data and time, as well as cost constraints might otherwise
prevent their use. Transfer learning strategies depend on
various factors, but the two most important ones are the size
of the new dataset, and its similarity to the original dataset.
DCNN features are more generic in early layers for different
dataset and more dataset-specific in later layers [22].
The transformed ECG RGB images dataset is smaller in
size and very different in content compared to the original
imagenet dataset. As the data is small and very different, it is
good to train a classifier from activations somewhere earlier
in the network [22]. We modify the weights of the pre-trained
DCNN by continuing the backpropagation [7]. It is possible
to adjust all the layers of the DCNN, or its possible to keep

some of the earlier layers fixed (due to overfitting concerns)
and only customize some higher-level portion of the network.
This is motivated by the observation that the earlier features
of a DCNN contain more generic features (e.g. edge detectors
or color blob detectors) that should be useful to many tasks,
but later layers of the DCNN becomes progressively more
specific to the details of the classes contained in the ECG
Scalogram RGB images dataset [22].
The inputs for the Alexnet architecture should be threechannel images, so we change the ECG signal to Alexnet
correspondent RGB image input. To change those ECG
signals to RGB image inputs, we first create time-frequency
representations of the ECG signals. These representations are
called scalograms that are saved as RGB images to pretrain
our convolutional neural network model [16]. A scalogram
is the absolute value of the continuous wavelet transform
coefficients of a signal. Subsequently, data augmentation is
performed on the ECG datset to make the signal invariant to
the position of the sensors and also to increase the size of
our dataset complementing the limited labeled ECG sensor
data and perform transfer learning from the existing pretrained model. The data augmentation method is performed;
it consists of rotation by twenty degree in the X and Y axis.
We thereby obtain RGB scalogram images as shown in figure
3.

Fig. 3.

Sample Scalogram

Hence, if we want to use the imagenet for our ECG
datasets like in our case. We first train the Alexnet [9]
architecture shown in figure 4 on the imagenet dataset and
then remodel the Alexnet to be used for this ECG RGB
image dataset. The ECG RGB image dataset is insufficient
to train an architecture as complex as Alexnet and so we
use weights from the imagenet trained on this network. We
harmonize all layers. Moreover, We use a smaller learning
rate for DCNN weights that are being redesigned under the
assumption that the pre-trained DCNN weights are relatively
good. We don’t wish to distort them too quickly or too much.
The last three layers of the Alexnet network are changed and
train our new dataset on those layers as the last layers are
helps us to get specific features whereas the earlier layers
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TABLE I

give us more generic features. And also We replace the
classification output layer of 1000 classes with a new output
layer according to the number of classes supported by our
ECG image dataset, which is four [22]. By training the ECG
RGB images on the deeper layers of the updated Alexnet we
can track the training progress of our model over the training
iteration number as shown in figure 5.

Fig. 4.

Fig. 5.

Alexnet [9]

Training Progress

The previous methods of Bayes Network and Decision
Tree [18] are compared with the TL (transfer learning)
method for tracking the four auscultation areas with the
stethoscope diaphragm. We achieved the results shown in
table I, using the formulas where TP is True positive, TN is
True Negative, FN is false negative and FP False positive.
The result of our transfer learning has better accuracy than
those of old machine learning algorithms(Bayes Network,
SVM and Decision trees). As a result, this findings would
significantly aid in extending the capabilities of standard
patients and allow medical student trainees to perform realistic auscultation and hear abnormal heart or lung sounds.
P +T N
Accuracy = T P +TTN
+F N +F P

C OMPARING
Metrics
Accuracy

THE RESULTS OF DIFFERENT METHODS .

BayesNet
89.6

DecisionTree
91.3

TL(Our Method)
94.6

IV. CONCLUSIONS
In this paper, we use deep learning methods to boost the
performance of an orientation invariant ECG-based virtual
pathology stethoscope tracking method for placing virtual
symptoms in correct auscultation landmarks of patience. The
deep learning method is used for classifying four auscultation
regions, aortic, mitral, pulmonic, and tricuspid. DCNN is
challenging to apply as the training data is very scarce
in many sectors. But we can apply transfer learning to
such applications for which it is difficult to obtain enough
datasets for training like our ECG dataset and fine-tune
the transfer learning-based neural network based on relevant
training data. For image data, the first layers of the network
typically learn low-level features such as edges and corners,
and further layers learn high-level features such as textures
and objects [24]. As a result, we can exploit those features
learned at the shallow layer for different dataset as they are
generic features for any dataset, while training the deeper
layers with our limited ECG dataset to get specific features
related to our dataset. The experimental results demonstrate
that transfer learning leads to a better performance than
the existing methods in the case of scarce labeled training
data and the additional data augmentation helps to boost
the capability of classification results. Furthermore, data
augmentation by applying arbitrary rotations to the existing
ECG data helps as a way of simulating different sensor
placements.
In the future work, classification results can be further
improved by performing an online classification that makes
predictions based on a sequence of QRS waves from the
incoming ECG signal. As real-time system would have to be
robust enough to identify the auscultation areas with shorter
ECG signals (< 3sec), thus the previous classifiers must be
tested and optimized for real-time application. Sequentially
classifying the signals must also be studied; such system will
perform real-time classification and make predication’s on
the incoming beat or section of an ECG signal. For example,
if the current signal is from a particular region, the next
signal has higher likelihood of being from the same region.
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Abstract:
Digital atlases are important tools for medical and surgical operation. These atlases provide guidance to
identify anatomical structures. Accurate, patient specific structural representation is especially
important because a small inaccuracy can lead to a dangerous complication. Multi-material surface
meshes have shared boundaries. It is important to change the mesh resolution globally in order to adapt
the complexity of the multi surface model. In image registration, coarse-to-fine approach is widely used
to increase robustness. This research effort extends multi resolution scheme on non-shared faces that is
based on the tessellation of the dual triangle mesh into multi resolution scheme for shared surfaces
decimation or refinement to a simplex surface. A synthetic data and bone-foramen model is presented
from coarse-to-fine approach to show the effectiveness of mesh optimization scheme.
Keywords: Decimation, Cranial foramen, Super-resolution, Contour model, Marching cubes
1 INTRODUCTION
Printed and digital atlases are important tools for medical interventions. An accurate depiction is
important for surgical intervention because even a small inaccuracy leads to a dangerous complication.
Human skull has 34 cranial foramina that transmit cranial nerves, blood vessels and other structuresthese are collectively referred to as the cranial foramina. These foramina and bones share common
surfaces. In image registration, mesh resolution control is important, coarse-to-fine approach gives more
accurate representation of interest. To prevent complications in skull base neurosurgery, the cranial
foramen of the patient must be presented in the planning and patient specific simulation of the
procedure.
2 METHODS
Decimation is important to control resolution to solve problem of producing tractable nonrigid
registration. Without a coarse-to-fine approach, the fine mesh can become easily entangled in false
minima. The geometric quality (uniformity of vertices repartition) and topological quality (uniformity
edge number among faces) of simplex meshes are important to ensure a good matching of the model
with the object we want to represent. We want to keep the object topology (same genus and number of
holes) while optimizing the mesh topology. The decimation below is part of Delingette-type which has
two operators (TO1 and TO2). It is possible to combine them to form micro-operators such as the
exchange operation that changes the repartition of edges across faces without changing the total
number of vertices, edges and faces. The sparse representation of cranium from coarse-to-fine level
gives better understanding of bones and foramina surfaces curvatures.
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Figure: Upper left Summary of mesh topology, center row synthetic model multi-resolution scheme on
shared boundary and non-shared surfaces, last row Occipital Condyle Bone and Foramen Magnum
multi- resolution scheme on shared boundary and non-shared surfaces.
4 CONCLUSION AND DISCUSSION
Within a multi-material deformable model framework, we have performed scalable methods (mesh
topology adaptation, multi-resolution scheme) both in shared boundary and non-shared surfaces. Our
work represents multi-resolution scheme applied on sparse representation of occipital condyle and
foramen magnum multi-surface model. The deformable surface model of cranium will be able to
differentiate cranial nerves, holes and blood vessels. The most exciting part is way to do the registration
of our whole cranium model on clinical human dataset. We believe our model will have a good potential
for clinical use although we need validation and extensions to handle.
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ABSTRACT
Cryo-electron microscopy (cryo-EM) has become a significant technique for protein structure
determination. However, in our previous study, we noted that there are plenty of suspicious defects in
proteins solved from cryo-EM in the Protein Data Bank (PDB). Those defects may be due to that the current
validation pipe-line in PDB lacking the features to identify those errors. We proposed an unsupervised
model to help recognize those anomalous previously. The output is a score for each residue in a protein
according to a histogram based analysis from a high-resolution reference X-ray dataset (<1.5Å). To help
structural biologists identify reasons causing conformation defects in proteins, we designed a visualization
tool embedded in the Chimera platform. The users can visualize the location of each suspicious residue in
both three-dimensional (3D) space and one-dimensional (1D) space. By clicking residues in the sequence
section of the graphic user interface (GUI), users can highlight the target residues in 3D visualization
window. Scientists can easily confirm the reasons for generating those defects during the modeling process
and fix it.
Keywords: visualization; Chimera; protein structure; anomaly; validation;
1. INTRODUCTION
Validation of protein structures has become a major issue in the structural biology community due to the
serious errors occurring in many published structures, especially in protein structures derived from cryoEM [1]. Since the early 1990s, plenty of validation tools [2-6] have been developed by validating
experimental data, protein models and the fit between experimental data and protein models. In order to
create comprehensive assessment criteria, the Worldwide Protein Data Bank (wwPDB [7]) convened a
Validation Task Force (VTF) consisting of experts in the field to define policy issues, validation standards,
and format specifications. The wwPDB VTF includes X-ray VTF, NMR VTF, and EM VTF for X-ray,
NMR, and EM data respectively. In 2012, EM VTF released their recommendation reports based on the Xray VTF report in 2011 [8]. wwPDB and its partners accept and curate depositions by wwPDB Deposition
& Annotation (D&A) system. wwPDB generates validation reports for new depositions which contain the
MSVSCC 2019, April 18, Suffolk, VA, USA; ©2019 Society for Modeling and Simulation (SCS) International
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results from rigorous tests of structure model quality. The D&A system updated the validation reports for
X-ray structures in March 2017 with 2016 statistics. The validation reports for EM structures in PDB are
available since May 2016.
wwPDB D&A system is an integral validation pipeline for X-Ray, NMR and EM models. The
recommendation checks of X-Ray VTF include bonding geometry, conformation, quality of data set, and
fit to experimental data [9]. Geometric criteria include covalent bond lengths, bond angles, chirality, and
planarity. Target values are compared with the expected value in wwPDB compilation 2012 and calculated
for corresponding Z-scores. All residues with a Z-score greater than 5 are over-fitted residues and labeled
as outliers. Conformational criteria include Ramachandran [10] and Rotamer [11] analysis. The residues
with unfavorable combinations are labeled as outliers. Both geometry and conformation analyses are
performed by MolProbity [5-6], and the results are listed in the model quality section of validation reports.
EM VTF recommended validation of both EM density map and models due to the high uncertainty of cryoEM technique, the flaws in the cryo-EM density map can mislead model generation. However, in the current
wwPDB EM validation reports, no model validation methods based on cryo-EM characteristics are used.
In our previous study [12], we observed the difference between the cryo-EM structures and more accurately
determined X-ray structures in PDB. Low-risk conformations in validation reports had been noted to have
high risks of having flaws [12]. It serves as a reminder that the current validation tool initially designed for
X-ray proteins may not be suitable for cryo-EM proteins. An efficient validation tool for cryo-EM proteins
is in urgent need. Chen proposed an unsupervised model with five geometrical features [13]. Their model
uses high-resolution X-ray proteins as the reference and returns a histogram based outlier score (HBOS).
However, using the raw values generated from the model to validate residues in 3D space is timeconsuming. A visualization tool is needed to narrow down the validation space with the built unsupervised
model.
UCSF Chimera is a highly extensible visualization platform for interactive visualization and analysis of
proteins and corresponding cryo-EM density maps [14]. With the supports of Chimera APIs, researchers
can develop tools for their research and embed them as plugins into Chimera [15]. Most of the current
Chimera built-in tools are written in Tkinter, a graphic design Python module. The unsupervised model
proposed by Chen’s team was written in Biopython, which is a widely used computational biology open
source Python module [16]. In the current study, we designed a visualization tool running the unsupervised model in Chimera platform.
2. METHODS AND SOFTWARE DESIGN
2.1 Methods
The histogram based plots were generated and saved as a dataset for the visualization tool. In Chen’s study
[13], five features, block length dBlock, side-chain length dSC, backbone torsion angle Phi 𝜙 and Psi 𝜑, and
first side-chain torsion angle 𝜒$ , were used to describe the 3D conformations of a residue. dBlock is the
distance between the CA atom on backbone and mass center of distal block of a specific residue [12]. dSC
is the distance between CA atom on residue backbone and mass center of its side-chain. 18 of 20 residues
were used since glycine (GLY) and alanine (ALA) have no 𝜒$ due to their small size of side-chains. For
each of the five features, a probability density function (pdf) was generated for each of the 18 residues using
X-ray-1.5 reference dataset which contains 9131 X-ray PDB protein structures having the resolution better
than or equal to 1.5 Å. The bin size of 5° for 𝜙, 𝜑, and 𝜒$ and 0.05 Å for dBlock and dSC were used for
calculating the pdf. Each pdf then was normalized with its highest peak value. A total of 90 normalized
pdfs (npdf) were generated from 18 types of residues and five features for each type. The generated pdfs
were saved into five csv files for five features.
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The Histogram-Based Outlier Score (HBOS) of a residue is the summation of log values of its inverted
npdf value of five features according to equation (1), in which ‘i’ is the index of a specific feature. The
npdfi represents the probability of having a particular value for feature ‘i’. If the value of 𝑛𝑝𝑑𝑓/ is less than
0.001, the corresponding feature value is rarely observed from reference X-ray dataset. The corresponding
HBOS(i) value in that bin is assigned a value of 5 to avoid infinite value. Based on the analysis in Chen’s
study [13], the probability of an X-ray protein residue having large HBOS value (>9) nears to zero.
Compared with X-ray residues, there are plenty of EM protein residues with HBOS value greater than 9.
We use X-ray residues in the dataset as the benchmark. An EM residue with HBOS greater than 9 may have
errors in its conformation. To have high confidence, in this study, we chose a more restricted threshold 10
as the default cutoff value for anomaly labeling. A residue having HBOS greater than or equal to 10 were
labeled as suspicious residue. In the visualization tool, thresholds are parameters entered by users with a
default value 10.
2.2 Software Architecture
The code of the visualization tool was organized with the Model-View-Controller (MVC) model. As shown
in Figure 1, the visualization tool contains a GUI, control code, model code, and histogram data generated
from X-ray reference data. The protein loaded in Chimera platform can be accessed by GUI and control
modules. The GUI has input and output widgets which are coded in the Python Tkinter module. The input
widgets receive chain ID and threshold values from the user, these values are then passed to the control
module. The control module uses the received values as parameters for the model to calculate HBOS scores
for each residue in the selected protein chain. The model module loads the pre-generated histogram-based
data and identifies suspicious residues with entered thresholds. The residues with HBOS higher than or
equal to the threshold value are labeled as anomalies and returned to the control module. Those labeled
residues are colored with yellow color and displayed in both the GUI and Chimera window by the control
model.

Figure 1. The architecture of the visualization tool.
The tool was coded mainly in three Python modules: Chimera, Tkinter, and Biopython, with Chimera
platform software being an isolated visualization system containing the Chimera module. The Chimera
module provides Application Program Interfaces (API) to access and manipulate protein data loaded in the
Chimera software. The Python modules installed in Chimera platform are separated from the modules
installed in the default Python distribution (i.e. not part of the python development kit). Tkinter is one of
the embedded Python modules in Chimera platform to support GUIs written by Chimera engineers and
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third-party research groups. Biopython is a Python module that has been used in bioinformatics and
computational biology for more than fifteen years. However, Biopython uses a different data structure to
save and process protein data and is not a default embedded module which called for the control module to
be coded as a communication interface for Chimera and Biopython. With the control module, the residue
information collected by Biopython can be passed to Chimera without converting Biopython protein data
structure to Chimera protein data structure.
2.3 Delivery and Use
The visualization tool was designed for the Chimera platform as an open-source utility. Its functionalities
need the support of Chimera as a foundation. The tool has been tested in Chimera 1.13.1, this can be downloaded from the Chimera official website (https://www.cgl.ucsf.edu/chimera/download.html). The model
module in the tool needs the Biopython module that can be obtained through download from the Biopython
website (https://biopython.org/wiki/Download). It should be installed manually to Chimera directory instead of using default installation path by pip or conda since they use the path of standard Python or Anaconda Python as the default install destination. For example on Mac, python setup.py install --home=/Applications/Chimera.app/Contents/Frameworks/Python.framework/Versions/2.7/. The source code of the
visualization tool in Python has been deposited to Github at https://github.com/lin-chen-VA/chimeraplugin.
A readme file including installation instructions has been saved with the code.
The visualization GUI is shown in Figure 2. To label anomalous residues in a protein: load the target protein
from Chimera, then click “Tools -> Utilities -> ECSU Label” to start the tool. The GUI has three sections:
inputs, sequence, and labels. Users can choose the chain and input the threshold value in the inputs section.
In Figure 2, we labeled the suspicious residue in chain C of protein 3izx. The default threshold value 10
was used for validation purpose. After choosing input arguments, click the "Check" button to run the labeling code. The sequence section will show the residue sequence of the selected chain, in which each residue
is represented with its single-letter name. The identified anomalous residues are highlighted with yellow
color in the sequence. The corresponding residues are also colored with yellow with side-chain shown in
the Chimera window (right side in Figure 2). In labels section: residue name, residue index, and HBOS
scores for five features are displayed for each labeled residue. The significant high HBOS scores are highlighted with the red color.
The visualization tool can help users observe the conformations of labeled residues and their neighbors.
To understand why a residue is labeled as an anomaly, users can observe the target residue as well as the
conformation of its neighbors in sequence. By clicking the neighbor residue around the target residue in
sequence in the sequence section, the Chimera window will highlight (red color) and show the side-chains
of clicked residues. With the HBOS scores listed in the label section, users can have a brief conclusion of
the causes of those conformation defects.
3. RESULTS AND DISCUSSION
The validation tool narrows down the validation space. To validate a residue manually, scientists check its
conformation, neighbor residues, and cryo-EM density map around it carefully. It is an impossible task to
validate every residue in a moderate protein manually. Chen’s team have exposed many residues labeled
as perfect in their validation reports at PDB, but are noted as suspicious residues by biologists [12]. In those
cases, the current validation pipeline at PDB does not perform well. Validation biologists cannot guarantee
the generated models have no defects in the modeling process due to the significantly large validation
spaces. Therefore, plenty of proteins containing suspicious residues have been deposited into PDB. The
visualization tool is complementary to the PDB validation pipeline. It compares the conformation of target
proteins with the data collected from reference dataset. The suspicious residues can be labeled by adjusting
the threshold value. Those anomalies are a small percentage of residues. It is feasible to double validate
them manually by structural biologists.
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Figure 2. Anomalous residues (yellow) labeled by the visualization tool in chain C of protein 3izx.
The visualization of a labeled residue in 3D space can help biologists make the decision quickly. The tool
infuses validation and visualization. Users can read 1D sequence information, 3D space information, and
HBOS scores within one window. In Figure 3, Methionine-105 (MET) in chain C of 3izx was labeled as an
anomaly. We can observe its neighbors by clicking ILE-104 and GLN-106 next to target MET-105. The
conformations of two neighbor residues are shown in Chimera windows. The side-chain interactions among
those residues can be observed directly. Load the corresponding cryo-EM density map, we note the sidechain of MET-105 are fitted into a small size of density map. Reading the HBOS scores listed in the label
section, especially the score highlighted as red color, confirms that the side-chain of MET-105 are overfolded. Since MET-105 has high HBOS score in dBlock, dSC , and 𝜑, structural biologists need to adjust both
side-chain atoms and backbone atoms to fix the conformation.
The tool uses Biopython module in Chimera platform. Biopython and Chimera have a different data
structure to save protein structures. Therefore, they are not able to share data directly. The current tool uses
an interface code to pass data between them. The data passing increases CUP time and memory cost. To
make the visualization tool run more efficiently, we may need to rewrite validation code from Biopython
version to Chimera version. Chimera is a primary tool in protein visualization. Currently, it only supports
Python 2. Including the current visualization tool, Chimera built-in tools and third-party tools were written
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in Python 2. However, the Python community has decided to stop the support for Python 2 in 2020. Since
different research teams wrote the tools in the Chimera platform, it is not feasible to ask all those teams to
rewrite and update their code to Python 3. It is predictable that Chimera community will stick with Python
2 for an extended period.

Figure 3. Methionine (MET) in chain C of 3izx and cryo-EM density map around it.
4. FUTURE WORK
The current tool consumes plenty of CUP time on validation of large proteins. We may optimize the code
of control module and GUI module to speed up the communication and display. The table in the label section was implemented with layout label widgets. It takes plenty of memory to hold those labels. We may
use widgets built in tix module to optimize it. The display controls in the current tool were implemented
with Chimera Midas commands which may have extra running overhead. Rewriting those code with Chimera Python module only may help increase running performance.
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ABSTRACT
Over the past 10 years, there have been 51 mass casualty shootings in the United States, and large public
gatherings seem to be the preferred targets. Large gatherings in one condensed area, such as sporting events,
have high risk for mass casualty. Recent increased emphasis on force protection at the United States
Military Academy aims to ensure top security for all personnel living on or visiting West Point. In this
research, a discrete-event simulation model of Michie Stadium at West Point, New York was created to
simulate how a full stadium would evacuate during a man-made disaster, such as a mass shooting or
bombing. The average evacuation time was found to be 17 minutes. These findings have a direct impact on
how emergency responders will react to man-made disasters. Measures to decrease evacuation time include
adjusting key parameters such as walkway and tunnel width and increasing signage of gates.
Keywords: Mass Evacuation, Geographic Information System (GIS) Model, Discrete-Event Simulation

1

INTRODUCTION

In the United States, the most popular past time activity is watching a football game, whether it is a
collegiate or professional game, you are able to find fans in stadiums come Saturday night. The U.S.
Homeland Security (DHS) has identified that sport stadiums meet the criteria for being a potential terrorist
threat. With the average attendance to an NFL football game being approximately 65,000, there is an
immediate concern for the safety and well-being for all participants. In the past 10 years, the number of
mass casualty shootings has hit a historic high with 51 occurrences. This makes up more than half (57%)
of all recorded mass shootings in the United States. In order to ensure safety for others, emergency
evacuation plans are being reevaluated and analyzed to ensure we, as a nation and leaders, are issuing the
best solution for responding to an emergency by getting to a designated safe area and providing medical
care.

1.1 Background
At the United States Military Academy, located at West Point, New York, the Corps of cadets and 38,000
Army West Point fans come out to Michie Stadium for seven football games, fourteen lacrosse games,
and the highly spectated graduation every year. Michie Stadium is a two-level stadium that has a seating
capacity of 38,000 within forty sections. The seating within the stadium is composed of metal bleachers
that are screwed into the floor. Additionally, there are eight gates for spectators to enter and leave the
stadium. Due to the number of high profiled military personnel and the majority of future junior officers
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of the Army located in the same location increase the likelihood of a terrorist attack. A terrorist’s goal is
to kill the maximum amount of people, whether it is done so by mass shootings or a suicide bomb.

Figure 1 ProModel Map of Michie Stadium

Figure 2 Seating Map of Michie Stadium

1.2 Literature Review
There are several resources focused on Modeling Stadiums and Security Resources. A case study,
completed by the Cartographic Modeling Lab (CML) of Penn University, on an evacuation incident of
Franklin football field. Within this model, CML used SimWalk to evaluate the time it would take to
evacuate the graduation event which comprises of 15,000 to 18,000 personnel. Their model explicitly
consideres special requirements of 75 disabled personnel. The simulation results showed that it would take
approximated 15 to 16 minutes to evacuate all personnel. Despite the stadium layouts being different, this
case study provides an example for concept design and comparison.

Zale and Kar conducted this study by modeled the University of Southern Mississippi (USM)
football stadium, M.M. Roberts Stadium. Zale and Kar using Geographic Information System
(GIS) software model with the objectives of identifying the number of evacuees and their potential
origins and destination, identifying evacuation routes and the shortest travel time and compute the
total evacuation time of the stadium. On average, the case study found that it took 2.1 hours to
evacuate 33,000 personnel from the stadium. The USM model includes the evacuation off campus
when the Michie Stadium is strictly evaluating how long it takes to evacuate the personnel from
the stadium.
Large venues such as stadiums are used for many different types of events such as sporting, graduations,
and concerts. At Fayetteville State University, Wagner and Agrawal utilized an agent-based model to
simulate crowd evacuation in the presence of a fire disaster. When modeling a stadium environment of
4000 people, it took on average 16.9 minutes for personnel to be evacuated. This model shows that through
an agent-based system (ABS), it can help evaluate different scenarios to help improve safety and evacuation
time. This model represented the effects of a fire disaster as adding fire as an agent in the system.
Additionally, this study is useful to see the effects of a fire disasters drastically slows down personnel
evacuation time. This is important to consider when modeling different emergency scenarios in Michie
Stadium.
College football attracts spectators across the nation every fall. One of the top universities in college
football, University of Alabama, created a model based upon a geographic information system (GIS).
Within this model, Alabama found that the evacuation time estimate to be 23.54 minutes. Paul was able to
calculate this through factoring distance and speed throughout the football stadiums. Analysis of similar
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stadium evacuation models highlighted key factor consideration and methodology that better signage and
fan education of exits, along with wider walkways would benefit the Michie Stadium model.

2

METHODOLOGY

Figure 1 illustrates the methodology of the methodology for this study. The model consists of entities
arriving in grouped sections within the stadium. From each section, based off of the data collected through
video, queues are created to illustrate the natural flow of personnel in Michie Stadium. User distributions
and attributes are assigned for sections with multiple exits. The percentages used in these distributions were
created through counting the flow rates of each gate. From each sections, queues are created to simulate the
flow of entities out of the stadium. Capacities were placed on the size of the queues to directly reflect the
amount of personnel that can actually stand within the area covering the queue.

Identify and
Map Flow of
Agents, Collect
Data, Identify
Desired Product

Develop Model,
Create Discrete
Event Simulation
Model, Formulate
Value Model

Verify and
Validate Model

Analyze Model
Results and
Create Propose
Solutions Based
Off Key Insights

Figure 1. Research Methodology
2.1 Stakeholder Analysis
The stakeholders for this project are West Point’s Emergency Manager, the Superintendent (the University
President), the Corps of Cadets, and the Director of Athletics. The initial client meeting began by
understanding the current evacuation plan for Michie Stadium. Additionally, feedback and previous data
that has been collected over the years in regards to Michie’s attendance record. The goal for this project is
to find friction points within the current evacuation plan which will allow a safer plan for the future.
2.2 Data Collection
In order to create this model, data was collected at three home football games. During this collection,
multiple individuals were tasked to time and video record the movement of individuals out of Gates1, 3,
and 6a in order to identify choke points and service rates. This data can be broken down into three
categories: structural, numerical, and operational data.
2.2.1 Structural Data
Structural data in the context of our project is the layout of the stadium and the capacities of the sections.
During the football games, I observed that each row could hold approximately 25 people. Some sections
were slightly larger however because seats at Michie are a bench, rather individual seats, most patrons
spaced out comfortably rather than trying to sit in their exact spot. Additionally, ticket sale were used to
find out how many rows each section had.
2.2.2 Numerical Data
The primary numerical data I gathered was the rate that entities departed the stadium. Specifically, I looked
at the rate they passed through the bottlenecks. I reasoned that if I got the rate that people got through the
bottlenecks, I could then get an average service time. At the conclusion of each football game I stood near
chokepoints and recorded the amount of people who passed the point every 30 seconds.
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2.2.3 Operational Data
At the conclusion of football games, I stayed afterwards and filmed the behavior of entities leaving the
stadium. I later analyzed this footage in order to come up with routing logic for each section to different
exits. The last structural data gathered was the location of bottlenecks at the stadium. The bottlenecks at the
stadium were not the gates themselves, but rather the aisles that lead to open areas.

2.2.4 ProModel Data Requirements
For this simulation, service rates differed by the type of area entities were trying to get through. If the are
was a walkway the service rate was .532 seconds with a standard deviation of .08 seconds. If the means to
exit was a tunnel, the service rate was .499 seconds with a standard deviation of .07 seconds. Additionally,
arrival rates were instantons as the disaster occurred. All 36,000 entities entered the system to be processed
through pathways and tunnels to get out of one of the main exits of the stadium.

3

MODEL

3.1 Verification and Validation of Model
I was able to verify this model by viewing the amount of time it takes for the model to process all of the
entities and comparing to the raw data that was taken at the home football games this season. The time it
took for all entities to be processed out of the system was 2.91 minutes and on average it took around 17
minutes in our data collection. And since our entities are one-tenth of the actual amount of a maxed out
stadium, it is expected to be 29 minutes. This time makes sense because we are not utilizing all of the gates
in Michie in our model. Another way were were able to verify our model was by watching the animation
of all the entities moving through the queues and gates. However, as I watched the animation, it significantly
lagged the model. Throughout the creation of the project, I used the trace tool to ensure entities were going
through the proper queues and gates. All three of these tools allowed me to verify that the model was
reasonable and functioning properly.
The primary method of validating this model came from comparing the model to the real life system. When
I timed the exit of Michie Stadium after a sold out football game, the time it took for the stadium to be
totally evacuated took roughly 17 minutes. The results of the Promodel simulation demonstrated similar
results. This means the Promodel is a good simulation of the real life scenario. I was able to get a utilization
equal to 1 for the Bottleneck in the southeast of Michie Stadium. Finally, when I consulted our stakeholder,
he informed me that a simulation model of the whole stadium has never been conducted. Due to this I am
unable to compare my model to other models.

3.2 Assumptions
The assumptions for this model include the following. Evacuees will prioritize their own safety, evacuees
will only exit the stadium through designated exits (ex. No climbing fences), evacuees will move at a pace
appropriate to the danger posed(ex. Running in life/death), there will be sufficient stadium personnel to
facilitate an evacuation, all gates will be operational and accessible, no resources or personnel will re-enter
the stadium once they have left, each row will hold 25 people, sections 6-8a, and section 17a-20 are corner
sections and their capacity is 2/3 that of a section with the same amount of rows, and, people went to the
exit that was most visible to them rather than the closests to their seat.
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Figure 3. ProModel of Michie Stadium

4

CONCLUSION

With the information provided from our data and Promodel there are a couple of recommendations I would
make in order to improve the evacuation speed of Michie Stadium. With the current model it takes on
average 17 minutes The primary recommendation would be to increase the width of the concrete walkways
that are directly connected to the seats for the fans. Additionally, proper signage of locations of all gates
would help increase the throughput of entities exiting the stadium. It was found that many fans were
unfamiliar with the layout of Michie Stadium. Even if after a regular game they showed a map of all of the
gates, the time in system would drastically reduce. Additionally, the use of flashing lights/arrows will help
fans move to the closest gate to exit the stadium.
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ABSTRACT
Autonomous Vehicles (AVs) have the potential to be the future for public transportation,
delivery services, military, and other applications. Lockheed Martin (LM) sees this potential and
has developed autonomous systems for air, land, and water vehicles. These AVs require testing
by introducing them to different scenarios that a vehicle could encounter. This paper contains the
design review for the Virtual Autonomous System Testbed (VAST). This design review
discusses a more detailed design of the solution than the previous proposal, the Proof-of-Concept
currently under development, VAST’s software testing methodology, and anticipated outputs of
VAST.
Keywords:
av testing environment, navigation simulation ,collision detection, scenario object
INTRODUCTION
The Corporate Engineering, Technology & Operations (CETO) Mission Development and
Integration (MDI) Branch of LM wants to rapidly test AVs but needs to build scenarios in the
most cost-effective manner. They want to have a test harness that enables their Testers to make
decisions on the effectiveness and suitability of an AV in varying environments.
The VAST conception will build on existing research on navigation simulation, as well as
integrate the design, development, and testing of software features necessary to the system
implementation. It is within the scope of VAST to parse the sensor inputs and movement
outputs of AVs, as well as the simulation initialization inputs and simulation run outputs.
As demonstrated in Figure 1 below, the overall system is comprised of three major modules: the
navigation simulation(s), the AV/software, and VAST. VAST is comprised of the AV Testbed
and the User Interface (UI) with its data and visualization components. User-defined parameters
MSVSCC 2019, April 18, Suffolk, VA, USA; ©2019 Society for Modeling and Simulation (SCS) International
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and metrics will be entered into the User Interface, and the system will generate a visualization
based on these parameters and metrics. Each auxiliary module (simulation, AV / software, and
UI) will send and receive information to and from the AV Testbed.

Figure 1: Testbed System Architecture
Requirements Overview
This section lays out the requirements of the AV Testbed in Table 1. The requirements are
broken up into three categories: the AV Testbed Process (what the internal testbed components
are and how they interact), AV Testbed Inputs (from the user interface, the navigation
simulation(s), and the AV / software), and AV Testbed Outputs (to the user interface, the
navigation simulation(s), and the AV / software). Each requirement also has acceptance criteria
associated with it, which describes the requirement in more detail.
Table 1: System Requirements
Requirement
Acceptance Criteria
AV Testbed Process
AV Testbed shall accurately
With sensor parameters provided, the simulation must be
represent data input to clients.
able to understand the AV’s decision. This decision must
be representative of the AV’s actual decision.
AV Testbed shall visualize the
The virtual environment visualized must represent AVs
environment accurately.
and other obstacles’ position and geometry accurately.
AV Testbed Inputs
AV Testbed shall be abstracted to
The user must be able to add new sensor types with
handle multiple sensor and
different parameters and functionality. The sensor
vehicle types that can be inputted
parameters must provide the simulation with enough
by the user. These sensor and
information to understand how the sensor will act
vehicle types shall have acceptable including what types of data are associated with it.
and realistic parameters.
AV Testbed shall receive and store The simulation information must be abstracted to handle
scene simulation information.
multiple types of simulations.
AV Testbed Outputs
AV Testbed shall accurately state
The geometric output may include information about the
the output made by the AV.
state of the environment surroundings, the AV, the
sensor readings, and the resulting output of the vehicle.
AV Testbed shall evaluate whether A failure is attributed to any software issue that results in
a failure/operational mission
unpredicted behavior. An operational mission failure
failure has occurred and output its (OMF) is a failure that prevents the entire system from
result.
being used (e.g. crash).
AV Testbed shall report relevant
Performance measures include quantitative and
performance measures
qualitative information regarding the overall
2
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performance of the AV. Relevant measures are described
in Section 2.3.
SOLUTION DESIGN
2.1 Testbed Components
The VAST Testbed refers to the software executable at the center of the VAST system seen in
Figure 1. When the Tester is ready to begin a scenario, she will configure VAST Testbed to
control the start and run time of the clients (AV navigation logic and the navigation simulation).
Modules in the VAST Testbed will receive known port names and variable configurations for
communication with AV logic and the navigation simulation. The data will be intercepted for
scenario analysis. Modules in VAST Testbed will perform data relay, data storage, and analysis
calculations. Further modules will interface with the VAST Testbed user.
The data flow between components is illustrated in Figure 3. Each component block is a module
of functionality planned for one or more source code files. An arrow describes the movement of
data from source to destination.

Figure 2: VAST Component Diagram
Organization
The configuration wizard classes will perform complex routines involving the naming of
scenario objects, the configuration of communication ports, and initialization variables needed
for the clients’ to be run via VAST. During initialization the user will also be prompted to select
metrics and the location of the output database.
The scenario objects will extend from the Object Class Library to create objects with open port
connections and data structures to complement the translation of incoming client data to
outgoing client data. Events generated by port activity will disseminate to the associated scenario
objects and the event tree.
As the development of the VAST program has evolved, the importance of the types of data flow
has emerged as seen in Figure 3. Every arrow in the diagram below indicates part of the VAST
program that was written to convey meaningful information from component to component. All
of the data is part of the testing of AVs.
The initial black arrow going from the user to the Configuration Wizard symbolizes the
programming of the QT graphical user interface and the initial efforts the user will undergo to set
up their VAST system components. Subsequent orange arrows symbolize the programming
inside of VAST that will use the configuration specifics to initialize components and TCP
connections. This initialization is a form of automation for the VAST user, allowing them to
access VAST features from a single control point once the components have been decided.
Internal to the VAST program, data will flow via updates (blue) and events (purple), with the
EventTree and its Clock time as a hub that receives and organizes data flow by time stamp and
3
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sends it to the database file. An update would be characterized by any information modified
from external sources that changes attributes of the sending component. A sendEvent would be
characterized by information the EventTree has organized and is ready to distribute to all the
components in the system who may want to hear about changes to other components.

Figure 3: VAST Data Flow Diagram
Extension
It is the aim of the VAST product to make extensible classes for the AV tester to create their own
Environment, Obstacle, AV, and Sensor classes. Extensibility of these base classes will allow the
user to create complex AV sensor types and more elaborate environments in which to test the
AV.
There are currently no designs for a user interface for visual programming of extended Scenario
Object classes.
2.2 Software Design
The VAST program will be written with Object Oriented Design, as referenced in the Testbed
Components section above. The source code for VAST is stored in a GitHub repository. A user
guide will be generated for VAST developer-user reference. The user guide should be developed
as VAST Scenario Objects are implemented and functionality is expanded. VAST’s Scenario
Objects Library base class initial design UML has been included in the Appendix.
The abstract classes that are used in the current prototype include the ScenerioMetric, AV, Sensor, Environment, and the VComponent class, their parent. All these
classes allow the user to set up different extended specialization classes that can be used
anywhere that the original class is used. This allows the user to create metrics that they would
like to track as well as add more autonomous vehicles that will fall under the AV class. It is the
aim of the VAST product to make extensible classes for the AV tester to create their own
Environment, Obstacle, AV, and Sensor classes. Extensible base classes will allow the user to
create tests with complex AV sensor types and more elaborate environments.
Time, Events, and Synchronization
A simulation cannot exist without a concept of time, but an AV is assumed to operate in the real
world, with continuous real time. A simulation can use continuous or discrete time progression.
Both the AV and the navigation simulation must perform calculations with respect to state
changes over time. Metrics and calculations are more readily accessible with a constant unit of
time by which they measure those state changes. Because of this higher relevance for regular
intervals of calculations, and the desire to update a visualization, the choice was made to follow a
discretized method of time progression.
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In order to bring together the state changes of these two client applications, VAST will adopt its
own discretized event recording. The advancement of the clock time will be driven by VAST
using multi-threading.
It is important to the virtual environment testing to run multiple replications and multiple
scenarios as fast as possible, so the AV system logic may likely be required to take in and output
a timestamp of its own, or implementation of the AV may be instructed to ask the EventTree for
the current time.
The VAST Tester will ideally choose a minimum time slice with which the EventTree will
prioritize incoming Events. Events that fall between time slices will be grouped and considered
a single event, with priority given to the latest added event.
Database
Database set up based on SQLite3. Current database file is able to let user to connect between
C++ and SQLite by using SQLite library. If the database does not exist, then it will be created
and finally a database object will be returned. The Unity module will query data from the open
database in order to generate scene graphics and perform collision detection during the run. The
collision detection in the scene graph is during run time and that data will be published to the
database file. The Scenario Math classes will perform live metric calculations and general
physics calculations at each Scenario Object update. And the calculation will be sent to database
file. The Event Tree/Clock class will perform the function of collecting and maintaining AV and
Environment events and publishing them.
2.3 Proof-of-Concept
Proof-of-Concept Updates
The Proof-of-Concept has shifted slightly after an evaluation of the capabilities of SUMO and
new developments in the previously-researched simulation software AirSim. The primary
method for controlling a vehicle in SUMO would be to use the MoveToXY command [1], which
would require an update every time-step to continue moving the vehicle. Although using
MoveToXY may be feasible, the control methods in other simulation software products are far
more intuitive.
Considering these limitations and strengths, the updated Proof-of-Concept will leverage the 3D
rendering and ease of control of AirSim, in coordination with the traffic simulating capabilities
of SUMO. This will not only allow for additional features in the simulation but will also
demonstrate the ability of VAST to interface with multiple simulations and create an ideal
simulation for training AVs.
Implementation
The current plan for implementing both simulations for use with the AV is to use
OpenStreetMap [2] along with various tools that have been developed to convert
OpenStreetMaps to other formats (including Unity and Unreal environments, and SUMO
networks) [3], [4], [5]. This would allow for the same real-world location to be represented in
both simulation products, easing the process of having consistent scenarios.
This coordination of multiple simulation products will not be without challenges, as this
introduces factors such as time-synchronization between the two simulations. However, this will
be an ideal way of showing the full functionality of VAST, as well as helping to ensure VAST is
developed with enough abstraction to enable such feats.
Collision Detection and Post-Simulation Visualization
Another consideration is that not all navigation simulations have the capability to detect
collisions, which is an integral part of training and testing an AV. To account for this, the Proofof-Concept will also include Unity-driven collision detection.
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The final component of the Proof-of-Concept involves the generation of a post-run visualization
(as described later in section 3.3). This functionality allows users the opportunity to visualize a
scenario after it has been run and interact with it: reversing, fast-forwarding, etc. This is highly
useful in cases where the navigation simulation does not support 3D visualization inherently.
2.4 Verification for Design
Verification of VAST must be performed to ensure that it meets all project requirements as
addressed in section 2.4. Each requirement will have a test description, criteria for accepting that
the requirement is met, and description on how these requirements solve the problem statement.
Criteria will include measures that may be thresholded or un-thresholded. The Minimum Viable
Product (MVP) of VAST is considered complete when each measure of verification passes.
A thresholded measure has a specific valued condition that must be met as a condition for the
system to pass the test; in other words, it is a critical measure. However, an unthresholded measure means that the value is calculated and tracked but is not required for the
system to pass. Critical Operational Issues (COIs) will be addressed as well in the test plan; these
include effectiveness (mission support) and suitability (reliability, maintainability, logistic
supportability, and availability) determinations. This plan must be developed in accordance with
the requirements and its acceptance criteria, which are described in Table 1 and will utilize
design of experiments (DOEs).
Table 2 below lists the unit test procedures, associating each requirement with specific
components within AV Testbed.
The collision detection section includes information about what requirement it is fulfilling, some
information on what the collision detection module needs to report to the database, and
descriptions of the test scenarios. The requirement that it is fulfilling is the testbed outputs
requirement of evaluating whether a failure/operational mission failure has occurred and output
its result". The module should report the run number, scenario number, time of the collision, and
object AV collided with to the database. There are four test scenarios: post-simulation example
to file, post-simulation example to the database, faster-than-real-time example to file, and fasterthan-real-time example to database. The test scenarios with the files will be completed within the
unity editor; however, the scenarios with the database will be a Unity executable application.
The Proof-of-Concept demonstration will be used to validate that the entire system works
together properly; thus, it serves as the integration test for VAST. While the focus of the test plan
has been on the unit testing of the classes, there is also the integration testing to take into
consideration. An integration tests serves as the validation of the component interactions; the unit
tasks prove the inner functionality of each component in isolation. Thus, a combination between
these two tests will validate the functionality of our project.
Table 2: Unit Test Procedures and Associated Measures
Requirement
Unit Test Procedures
Measures
Process: AV Testing
-Tester will run scenarios that require data
-Data format
Environment shall accurately transfer between AV testing environment and reliability
represent data input to
the simulation/AV.
-Data transfer
clients.
-Information regarding data accuracy and
success rate
transfer rate is recorded and analyzed.
Process: AV Testing
-Generate a virtual environment based on the -AV position
Environment shall visualize
simulation and AV interaction.
reliability in
the environment accurately.
-Determine if the AV position in the AV
visualization
testing environment scene graph is reliable.
Inputs: AV Testing
-Tester selects multiple sensor types.
-Sensor list
6
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Environment shall be
abstracted to handle multiple
sensor and vehicle types that
can be inputted by the user
with acceptable and realistic
parameters.
Inputs: AV Testing
Environment shall receive
and store scene simulation
information.

-AV testing environment is expected to
instantiate these sensors and associate them
with the AV.
-Sensor list is printed out and checked against
the expected sensor listing.

reliability

-Tester runs a scenario with a chosen
-Scene object
simulation.
position
-Scene information is stored internally to AV reliability
testing environment.
-Scene update
-Stored scene information is compared to the
rate
expected scene information.
Outputs: AV Testing
-Tester runs multiple scenarios.
-Output
Environment shall accurately -AV testing environment sends information to reliability
state the output made by the
the AV and receives input back from the AV.
AV.
-Output is compared to the expected output..
Outputs: AV Testing
-Tester runs scenarios that force collisions
-Collision
Environment shall report
between the AV and other vehicles.
detection rate
whether a failure/operational -AV testing environment outputs the collision
mission failure has occurred. information.
Outputs: AV Testing
-Tester selects metrics.
-Proper
Environment shall report
-AV testing environment runs a test scenario
number of
relevant performance
with already-known metrics.
measures are
measures.
-AV testing environment generates a metrics
reported
report.
-Measures are
-Tester compares the generated metrics with
correct for the
the known metrics.
scenario
Overall, there will be limitations to testing VAST. The major limitation is the fact that this test
does not include hardware-in-the-loop, which means that this validation is purely on the
software. Even if this software is fully validated, new problems are likely to arise once both
hardware and software are tested in conjunction. Specifically, in defense acquisition, multiple
test events are conducted. In an Operational Test (OT) report from Fiscal Year (FY) 17, 64 OTs
were conducted with Director, Operational Test and Evaluation (DOT&E) oversight. 34.4% OTs
conducted in FY17 discovered critical, new problems in addition to old problems. 15.7%
discovered only new, critical problems.
Additionally, there is no way a system can account for every scenario without testing how
the system of systems (SOS) integrates with the system under test (SUT). This includes how the
hardware interacts with the software (impossible to test the hardware) along with other
simulation types.
VAST TESTBED USER EXPERIENCE (UX) AND OUTPUT
3.1 System Flow
One of the most important steps in the software process is the basic user experience (UX), which
for this project focuses around initialization and configuration, which consists of its own
“wizard,” laid out in the configuration wizard UX. This process also accounts for a post-run view
that will display metrics selected in the initialization step. This view will include aggregated
metrics such as average speed, maximum speed, minimum speed, etc. Multiple replications can
be selected, all replications will be run before this screen is displayed, and metrics will be
7
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displayed per replication. VAST will generate an output database (.db) file. Within the run
summary screen, the user will have several options as to how to continue. The simulation can be
re-run, the user can go back to the initialization step, an interactive visualization can be
generated based on the data from the run or the program can be exited.
The configuration wizard allows a user to select configurations for the simulation and AV,
determine important metrics, select number of replications, choose sensors to use, and determine
the location for any output file. The UI and flow for the wizard is depicted in the configuration
wizard. The most important part of the configuration wizard is the behind-the-scenes
initialization of the simulation and AV that occurs based on the information provided by the user
in configuration files. This allows the user to determine things like how many vehicles should be
present in the simulation, what AV logic to use, starting position of the AV, etc.
3.2 Metrics
Performance metrics are necessary because the user can choose to perform simulations faster
than real time. It would be infeasible for a user to only visually determine the information they
need in such a scenario.
Table 3 includes performance metrics chosen for their suitability to be implemented into VAST
by default. “By default” means that the metric is applicable to most AVs and scenarios. Many
of the metrics below would make excellent measures of AV performance, and the Tester will
have the ability to extend the ScenarioMetric base class in a desired implementation.
Table 3: Viable Metrics
Minimum
distance

The distance between the autonomous vehicle and any object. The object
can be dynamic – like another vehicle in the simulation – or static – such as
a building that a drone must avoid.
Maximum
These depend upon the spatial paradigm of the scenario: feet, meters, etc.
acceleration
They measure, respectively, the maximum rate of increase and decrease in
/deceleration
the AV’s velocity.
Miles per
Viable if the simulation does not end after the AV makes a collision. If this
collision
is the case, VAST will keep track of how many collisions occur and how
many miles occur between them.
XYZ location,
All viable metrics since they are related to one another. Since we are
average speed/
keeping track of X, Y, and Z location by default, we can calculate the
acceleration
average speed and average acceleration from this information.
Congestion
A metric that represents how many dynamic obstacles are around the AV
within a given space. This will be useful in determining if the AV is
generating traffic due to the way it behaves.
Worst time gap
Represents the smallest distance “in time” between two ground vehicles.
between dynamic For example, if driving on the highway at 55 mph and the car in front of the
obstacles
AV passes a pole, and it takes 3 second for the AV to pass that pole, then
(front/back)
the time gap between them is 3 seconds. The way this is different from
following distance is that if both vehicles in the example are driving at 25
mph, then the distance between them can be smaller, but the time gap
between them might still be 3 seconds.
Stop frequency
How often the vehicle must stop along its route. This may be useful to
determine if the AV is making more stops than necessary.
Additionally, a standardized testing arena is something the Intelligent System Division at the
National Institute of Standards and Technology is proposing in order to facilitate standard
performance metrics. These Autonomous Road Driving Arenas (ARDA) would ideally promote
8
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the creation of AVs by providing a standard testing method and “lifting the standards of
development within the community by providing comprehensive data sets, publicly accessible
arenas, and competitions.” It would make sense that a virtual replication of said arenas could be
equally as beneficial for testing an AV’s decision making during early development [6].
One crucial aspect related to performance metrics is the feasibility of this testing arena, although
it is not within the scope of this project to determine that feasibility. In the use case of a car AV,
it would be impossible to measure the aggressiveness of the onboard AI if there are no other
vehicles for the car to interact with, nor would it be possible to determine how well it handles the
aggressiveness of other vehicles on the road. It is also important to have a repeatable scenario in
order to see the results adjustments to the AV logic. The feasibility of the scenario lends to the
feasibility of the AV performance metrics.
A feasible testing arena for any AV type would have features that can adequately allow the AV
to perform a feature test. For a car AV’s camera feature, a feasible testing arena must include
objects visible in varying degrees of the color and light spectrum that is picked up by that
camera. Objects must move on and off screen and move at and faster than the camera frame rate.
Objects must range from smaller than a pixel size to larger than the camera frame size. In this
way, the metrics developed for the camera feature testing will confidently report the failure
parameters of the AV’s camera sensor.
3.3 Visualization
The Proof-of-Concept will have an application based in Unity to be optionally used as a plug-in
by the VAST Tester. The purpose of the Unity-based visualization is to show the user the
combined scenario of the simulation and the AV. The overall logic of the visualization as seen in
Figure 4 below begins by reading in an output file from SUMO that contains second-by-second
position, rotation, and speed data for each vehicle in the simulation. The number of vehicles is
determined based on this file, and the vehicles are instantiated into the scene after runtime. The
user of the visualization selects playback speed, and Unity program updates all vehicle
information in the viewing window (position and rotation) accordingly.

Figure 4: Visualization Logic
In the demo version of this visualization, there are multiple public variables (a reference to
vehicle meshes/camera/text objects and time interval between simulation update) and private
variables (a reference to the stream reader, current line of the data file, number of vehicles,
vehicle list, current visualization time, space pressed, and enter pressed). The program initializes
the update time, reads through the entire data file, interpret the first line of the data file to
determine the categories and number of vehicles, and declare arrays and list.
Additionally, the update function is called once per frame, checks multiple conditions, and
updates certain state conditions. The camera is updated based on the position and rotation of the
first vehicle. The user’s input is received. The user can press the spacebar, the enter button, and
the arrow keys.
9
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The input received is interpreted by the program and is used to update all user interface
information. These include five text object references: time text, car following text, position text,
rotation text, and update time text (time between visualization update). Figure 5 below
demonstrates an example scenario where the bus collides with a car. The simulation time, the
name of the vehicle being followed, the world position, the rotation of the vehicle, and the time
between visualization update in seconds are all included in the left panel. Additionally, the
“paused” visual feedback, graphics/audio statistics, and user input instructions are included.

Figure 5: Visualization Example Scenario
Additionally, collision detection information is outputted using the “OnCollisionEnter” built-in
Unity function [7]. To increase performance of the visualization and collision detection, a simple
box collider is be used to encompass all obstacles in the scene, while a mesh collider is used to
encompass the AV. The major difference between these two colliders is the mesh collider is
shape-specific [8]. Collision detection is controlled by the physics system in the Unity program
[9]. The layer collision matrix defines what object types can collide with other object types.
Additionally, Unity allows for two major broad-phase types: sweep/prune and multi-box
pruning. Continuous collision detection is also an option, which ensures that objects with a high
velocity do not simply pass through other objects without the physics system recognizing the
collision [10]. While it may reduce the performance of the simulation, it is necessary for certain
use cases (e.g. high-speed vehicles).
GLOSSARY
Term
Explanation
AV Performance
A calculation of AV or scenario data in a specified formula that lends
Metric (“metrics”) meaningful analysis to the Testers of the AV about its performance in any
scenario.
Packet
A unit of encapsulated data that can be sent and received over a network
and unpacked to become meaningful information for the recipient.
Scenario
A combination of 3D environment and objects and other potentially non3D elements that together create a distinctive set of parameters for an AV
to navigate.
Testing Arena
The precise combination of scenario elements that must be present to test
the performance of the AV.
Tester
The future user of VAST, a developer of AV logic, or even potentially a
developer of navigation simulations.
ACRONYMS
2D: Two-dimensional
3D: Three-dimensional
AI: Artificial Intelligence
ARDA: Autonomous Road Driving Arenas
AV: Autonomous Vehicle
10
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CETO: Corporate Engineering, Technology & Operations
COIs: Critical Operational Issues
CPU: Central processing unit
DOEs: Design of experiments
DOT&E: Director, Operational Test and Evaluation
FY: Fiscal Year
GPU: Graphics processing unit
ID: Identifier
IQ: Intelligence quotient
LMC: Lockheed Martin Corporation
MDI: Mission Development and Integration
MVP: Minimum Viable Product
ODU: Old Dominion University
OMF: Operational mission failure
OT: DOT&E operational test
Sim: Simulation
SOS: System of systems
SUMO: Simulation of Urban Mobility
SUT: System under test
TCP: Transmission Control Protocol
UI: User Interface
UX: User Experience
VAST: Virtual Autonomous System Testbed
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ABSTRACT
The physical stress of clinical practice is an occupational risk factor for developing musculoskeletal
disorders (MSDs) in dental hygienists. The utilization of dental magnification loupes shows promise in
allowing the practitioner to maintain a neutral posture, enhancing quality of care and a reduction of
physical stress. Dental hygiene students, and professional practitioners were recruited to perform
simulated scaling instrumentation in a repeated measures design while wearing loupes, and not wearing
loupes. Accelerometers were placed on bony landmarks of the head, neck, and spine to determine body
posture while performing an instrumentation. Preliminary data suggest a positive correlation between
wearing loupes and a more neutral body posture. Loupes were also perceived by the participants to
improve posture as well as instrumentation performance.
Keywords: Accelerometry, posture, training, professional equipment education
INTRODUCTION
The physical stress of clinical practice is an occupational risk factor for developing musculoskeletal
disorders (MSDs) in dental hygienists. The incidence of MSDs is a well-documented concern in the dental
profession and attests to the work-related trauma exerted on the practitioner. Additionally, dental
hygiene practice requires the clinician to sit in a fixed posture position for long periods of time adding to
the risk for cumulative trauma and MSDs. Since MSDs threaten work productivity, income, career
longevity and the overall health of the clinician, it is imperative to understand contributing factors to
implement solutions mitigating the negative effects of MSDs. Dental loupes are specially manufactured
eyewear consisting of magnification lenses which direct the line of sight downward to the horizon,
denoted as the declination angle. The utilization of dental magnification loupes may decrease neck
flexion, allowing the practitioner to maintain a neutral posture while working and thus reduce physical
stress.
METHODS
A convenience sample of 24 participants, consisting of 12 second-year dental hygiene students and 12
practicing dental hygienists were enrolled in the study. Six second-year dental hygiene students and 6
practicing dental hygienists wearing loupes with a predetermined declination angle comprised the
experimental group; while 6 second-year dental hygiene students and 6 practicing dental hygienists
wearing loupes without a predetermined declination angle comprised the control group. Participants
were screened to ensure there was no history of injuries or disabilities of the head, neck, or trunk
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regions. Additionally, participants were required to own either predetermined or non-predetermined
declination angle loupes.
Generating a model of the human body can be done with a multitude of technologies and varied
techniques based on the needs of the given project. To determine the posture of a hygienist while
performing an instrumentation, accelerometers placed at key points of the body allow an appropriate
three-dimensional representation of the body posture during the task. Through the utilization of
multiple accelerometers placed at certain locations, it is possible to construct a human body posture
model. Each accelerometer records the three-dimensional position of the sensor in units of gravity.
Through comparing the recorded data to the calibrated position relative to the horizon, each sensor
records the X, Y, and Z orientation relative to both the horizon and body. Orientation data is compared
to that of the baseline calibration of a neutral posture to account for differences in individual posture.
Because acceleration is being used to ascertain position, appropriately filtering the signal to remove
excess noise is critical. Three accelerometers are placed on the head, neck, and mid-back which enable
the model construction of a human torso to better understand the effect of dental loupes on posture.
By placing each sensor at the dedicated location, the generation of a head and trunk model represents
an accurate model of posture during the trials. Each sensor was averaged over the course of the trial to
determine average body position during the task.

Chair mounted typodonts (simulated head models including teeth) with artificial calculus were used to
represent a simulated oral environment. Participants’ testing order was counter-balanced, and they
were assigned to wear loupes during either the first or second segment of the experiment. The
instrumentation procedure consisted of scaling in each quadrant of the mouth for two minutes, totaling
eight minutes. At the end of the study, an end user opinion 5-point Likert scale survey on the
perception of loupes and their influence on instrumentation and posture was completed. Data from the
accelerometers was processed using a custom MATLAB script to average the orientation of each sensor
throughout each two-minute trial in order to ascertain body posture.
RESULTS
Preliminary results suggest a positive relationship between wearing loupes and a more neutral body
posture while performing an instrumentation.
CONCLUSION
Wearing magnification loupes may improve posture while performing dental instrumentation when
compared to not wearing loupes. These results suggest a benefit of dental hygienists wearing loupes
while performing routine instrumentation to mitigate the occurrence of occupational based MSDs.
Future investigation can provide useful information on whether altering the severity of declination angle
of the loupes further influences posture.
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Abstract:
The United States Army recently decided to invest in next generation weapon systems utilizing a 6.8mm
munition and replacing the current M855 5.56 NATO round. This research models, analyzes, and compares
the cost versus value of the 5.56 NATO round to the proposed program implementing the 6.8mm round
highlighting the potential benefits and limitations the change makes on the performance of a standard
infantry unit. To analyze performance, several scenarios are created and implemented within Infantry
Warfare Simulation (IWARS), the Army’s authoritative model for small unit constructive simulation. Key
metrics of interest include lethality, survivability, and cost. The analysis finds the 6.8mm round improves
lethality in all aspects, especially as engagements increase in range. Differences in terms of survivability,
were negligible. However, movement to a 6.8mm round provides a greater cost-value return than almost
any small arms investment by the U.S. military to date.

Keywords: Cost-Value, IWARS, Constructive Simulation, Lethality, Survivability
1

INTRODUCTION
1.1 Background

Currently, the United States Army fields a 5.56mm M4A1 carbine possessing a barrel length shorter
than 16 inches for close to midrange combat scenarios. The U.S. Army also fields a 5.56mm M249 (SAW)
belt-fed light machine gun intended to be a large casualty producing and suppressive weapon which is
cheaper than the 7.62mm alternative, namely, the M240 general purpose machine gun. Together, these three
weapons have provided the general basis of combat power for U.S. military operations for the past two
decades.
The adoption of the 5.56mm round dates back to the end of the first World War. In the late 1920s, John
Garand developed a .276 caliber rifle as the ideal combat weapon. The U.S. Military, however, decided to
halt the development of the .276 caliber in 1932 due the excessive amount of .30-06 caliber M1906
ammunition stockpiled from the end of WWI. Although the .276 caliber proved to be the superior ballistic
round, the now famous M1 Garand adopted the .30-06 caliber for WWII. While the U.S. and all of NATO
had the opportunity to rectify this problem following WWII when the British designed the .270 (6.8mm)
caliber and .280 (7mm) caliber ammunitions, they did not. Dr. Gary Roberts, an expert on ballistics terminal
effects, expressed this decision as a “colossal weapon system selection error” in a presentation during the
MSVSCC 2019, April 18, Suffolk, VA, USA; ©2019 Society for Modeling and Simulation (SCS) International
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2008 annual National Defense Industrial Association Armament Systems Forum (Roberts). Instead of the
British round, the U.S. designed the 7.62mm T65 cartridge which showed “nearly identical ballistic
characteristics to the battle-proven .30-06” (South).
The late 1950s saw the NATO militaries push for a more lightweight ammunition and weapon system.
This in turn, pushed the development of the 5.56 NATO round, a round based on the .223 Remington which
was designed for “varmint hunting” (South). The adoption of the lighter round was based on an effect
known as “hydrostatic shock” or rounds that cause more damage from the tumbling of rounds and fragments
following impact. In 1972, the 5.56mm NATO round was determined to lack the effective range and
terminal performance of the 7.62mm NATO round, but the 7.62mm NATO round was still deemed too
heavy. To create a middle ground, the U.S. military focused efforts on a 6mm Squad Automatic Weapon
(SAW), but development was ceased four years later in fear of irritating the rest of the NATO community.
Out of that development came the XM249/M249 SAW used today in the 5.56mm NATO configuration.
The 5.56mm round became the mainstay of NATO forces from the 1950s through current day.
Overtime, the round has seen a variety of modifications from the original 55gr M193 to the currently used
SS109 and 62gr FMJ (full metal jacket) M855. The Vietnam War indicated that the M193 was “very lethal
at the relatively short engagement distances” (Crist). The round was able to easily penetrate walls and
structures made of bamboo in Vietnam, but difficulties became apparent in Somalia when the M855 was
unable to penetrate walls and other obstacles that existed in urban environments. Feedback from combat
experienced soldiers noted that the M249 provided “good firepower” but “needed greater range and
penetration power” and that the M4 carbines “too often required multiple hits to neutralize an opponent”
(Crist). Dr. Roberts found that the 5.56mm NATO rounds suffered from a variety of difficulties from their
inability to penetrate obstacles to the inconsistency at which the round yaws, fragments, or deforms leading
to “relatively insignificant wounds” (Roberts).
These significant problems (lack of range, penetration, and lethality) prompted the U.S. military to
begin looking at alternatives. This led to the lightweight small arms technologies (LSAT) development
program in the early 2000s. The aim was to develop a replacement to the M249 by decreasing the weight
of the system and ammunition by half. This led to Textron’s development of telescoped caseless and
polymer rounds. The Army became “interested in more performance than the 5.56mm NATO round could
offer” (Williams). Eventually, by 2010, the project would become known as the Cased Telescoped Small
Arms Systems (CTSAS), which included a 6.5mm round.
During that development, a 2006 Joint Service Wound Ballistics-Integrated Project team would show
the 6.8mm round as the “clear and unequivocal best performing” cartridge (South). This study prompted
the Army’s 5th Special Forces Group to develop a new round with the help of the United States Army
Armament Research, Development and Engineering Center (ARDEC). Through testing, the group arrived
at the Remington 6.8mm special purpose cartridge (SPC) “offering the best combination of ‘combat
accuracy, reliability, and terminal performance for zero to 500 yard engagements’” (South). In the end, the
6.8mm SPC was not adopted due to “modest aerodynamic properties” with little improvement in trajectory
or wind drift at longer distances outside 500 yards. In 2013, the Army would undergo the Caliber
Configuration Study (CCS) supporting two programs known as the Combat Lightweight Automatic
Weapon System (CLAWS) and Lightweight Dismount Automatic Machinegun (LDAM). The two
programs would later become grouped under the Next Generation Squad Weapon (NGSW) program and
the CCS became the Small Arms Ammunition Configuration (SAAC) study. The Army began to publish
results of the SAAC in 2017 stating advanced bullet technology, energy at the target, and fire control as the
most important factors. By 2018, the U.S. Army released two Prototype Project Opportunity Notices
(PPON) for the NGSW weapon systems.
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1.2 NGSW and the PPON
Militaries around the world have begun to move away from the 5.56mm NATO round. The French,
like the U.S. are looking to replace the M249, while Germany has already begun replacing many of their
5.56mm SAW systems with a 7.62mm MG5 modular GPMG. The British have also begun to implement
more of the 7.62mm round and have also already replaced their M249s with a 7.62mm variant. Turkey, the
second largest NATO army now uses the MPT-76 which is a 7.62mm rifle, as well as the Indian Army
(Williams). Around the globe, NATO forces are drifting away from the 5.56mm NATO round and the
pressure to maintain the use of the round for all NATO forces is diminishing. Many of the NATO concerns
focus on overmatching enemy forces in a modern combat which would require outranging the 7.62mm
PKM used by the Russians and Chinese. Further, there is growing concern about the readily available nature
of level IV ballistic plates which can survive multiple armor-piercing 7.62mm rounds at a cost of as little
as $115. A quick search on the internet exposes many cheap, Chinese-made, ballistic plates that provide
protection against a variety of heavy armor piercing calibers readily available to even the civilian populace.
These concerns have driven the creation of the NGSW program.
The PPON provides “an opportunity to build a prototype based on certain requirements” (Bahde). The
PPON issued by the U.S. Army requires the development of the NGSW to develop weapon systems that
weigh less than 12 pounds, ammunition that is 20% lighter than current models, a specific dispersion
tolerance, a weapon length of less than 35 inches, fire control of three pounds or less, a classified lethality
requirement, a specific rate of fire, the ability to attack and use a suppressor system, and quick and accurate
weapon controllability. The PPON discusses a classified 6.8mm general purpose cartridge which must be
incorporated into the system. The bullet must weigh at least 120 gr. but cannot be larger than 130 gr. The
Chief of Staff of the U.S. Army stated the round will “penetrate any existing or known body armor”
(Milley). To maintain the energy necessary for that task, the round would need a muzzle velocity in excess
of 2,800 fps (Bahde). The NGSW Program encompasses the NGSAR program (a more recent add-on)
which details requested designs for a carbine or rifle intended to replace the M4A1, while the NGSW itself
details requested designs for a light machine gun intended to replace the M249 SAW.
Currently there exists a variety of options to achieve many of these difficult tasks. Publicly, 6.8mm
terminal ballistics can best be viewed by looking at the already designed Remington 6.8mm SPC. A
physical analysis of the 6.8mm SPC against the .223 Remington showed that both had nearly identical
lengths and maximum average pressure, but the 6.8mm SPC utilized a 120 grain bullet weight versus the
62 grain of the .223/5.56 (Gash). Gun World fired the 6.8mm SPC and recorded their ballistics reports.
Combined with 5.56mm M855 data accessible on shootercalculctor.com a comparison table was generated
as Table 1.
Table 1. 6.8mm SPC versus 5.56mm M855 Ballistics
Round
5.56 𝑀855

Range (yds)
0
250
500
750
1000

𝑫𝒓𝒐𝒑 (𝒊𝒏)
-1.01
-7.24
-57.30
-193.29
-496.75

Velocity (fps)
2989
2257
1632
1118
954

Energy (ft-lbs)
1230
701
367
172
125

6.8 SPC

0
250
500
750
1000

-2.60
-10.10
-75.00
-225.00
-299.00

2460
1955
1524
1196
1008

1612
1018
619
381
271
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The 6.8mm SPC in its current form, while having slightly less velocity, maintains the energy necessary
for terminal ballistic effects to far greater ranges than the standard 5.56mm M855 NATO. In fact, at 500
yards, the 6.8mm SPC has almost twice the amount of energy remaining for impact on the target.
Despite the advantage in terminal effects, the 6.8mm SPC does have some shortcomings. The round
remains too heavy and when used in current magazine, allows only for 25 rounds per magazine. For a
soldier to carry the same combat load as current, a soldier would need about 8 magazines as opposed to the
standard seven but would also incur the same weight load as if they were carrying 300 round of 5.56mm
NATO (Crist). Understanding, the burden of weight is extremely important as a fatigue exercise conducted
by the Army found accuracy of hits dropped from 8.5 out of 10 to about 6.8 out of 10 when a soldier is
fatigued by a 35 lb load (Ito). An Australian Army study showed that soldiers routinely carry weights
exceeding 50kg (Brady). These excessive weights reduce a soldier’s agility, produce fatigue and increase
the likelihood of injury within soldiers (Brady). Natick found that excessive soldier loads increase energy
expenditure by .7-1.0% for every extra .1 kg of load (Knapik). The Australian study concluded that reducing
soldier load may require making items smaller and lighter and to invest in new technologies that meet that
need rather than removing equipment, in order to maintain the soldiers benefit of having all possible and
necessary equipment.
Options for reducing round weight do exist, to include the Sig Sauer’s belt-fed machinegun which uses
a hybrid ammo offering a “20% reduction in overall cartridge weight as well as increased velocity over
conventionally produced ammunition” (Soldier Systems). There is also Textron’s telescoping ammunition
which was mentioned earlier. An Army study on decreasing the weight of the 7.62mm case found a mix of
polymer casings and polymer links could decrease ammunition weight by 35-45%. According to their
survey, a soldier carrying the standard load of 600 rounds for an automatic gunner could save over 12 lbs
or replace this reduced weight with additional ammunition and increase the potential of “stowed kills”
(Cloutier).
Cost is always an important concern in light of decreasing military budgets. The NGSW program is
expected to cost about $10M in the first year and $150M per year as production increases for 10 years. The
production award is expected to include 250,000 total weapon systems to begin replacing the 1,000,000
M4s and M16s currently in service, starting with front-line combat units (Soldier Systems). This, however,
does raise issues on how the weapons would be serviced. The Army intends to keep the M4 within use for
soldiers not directly in combat. This means maintaining the production of the 5.56mm round for the
foreseeable future. Further, the U.S. Army would need to begin creating a stockpile of 6.8mm ammunition
which, unlike in the past with the 7.62mm and the 5.56mm, is not available. In order to achieve this goal,
the U.S. Army would thus need to support two weapon systems and two ammunition productions
simultaneously to keep soldiers supplied for combat.
2

PROBLEM DEFINITION

The proposed change from the current standard military system consisting of the 5.56mm NATO round
to a newly designed 6.8mm round will undoubtedly see an increase in ballistics and range at the potential
sacrifice of other factors. In order for the U.S. Army to properly justify the expense involved in the
development and implementation of a new round and supporting weapon system, the value gained from the
investment must be estimated. Constructive battlefield scenarios allow the Army to analyze a variety of
statistical information related to the performance of soldier equipment and analyze the effects of that
equipment. With the comparison of the expected costs and the current performance of the standard loadout,
the U.S. Army is able to compare the cost-value benefits to determine the best return on investment (ROI)
of the rounds to support the U.S. Army’s true area of focus: the battlefield.
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2.1 Problem Statement
Model, analyze, and compare the real world effects of the newly proposed 6.8mm versus the current
5.56mm. The effects must be quantified within the U.S. Army’s core desires to increase soldier survivability
and lethality in a variety of battlefield situations in a cost effective manner.

3

METHODOLOGY
3.1 Experimental Process
The experimental process is generated into four separate phases as indicated in Figure 1 below.

Figure 1. Methodology Process
3.1.1 Phase 1
Phase 1 consists of the initial background research, identification of the raw metrics necessary to
change in the IWARS database for effects in the simulated battlespace, and the identification of the
stakeholder requirements. Background research revealed the historical impact of round changes, the
justification behind the movement to a 6.8mm round, an analysis on how exterior effects can affect
combat (basic load impacts), ballistic research on similar existing rounds, the requirements of the new
weapon system and round, as well as currently developed technology that can help meet the new
requirements. Stakeholder analysis was derived exclusively from the PPONs as they detail the U.S.
Army’s core desires and requirements from the 6.8mm round and its accompanying NGSWs and
NGSARs. The PPON highlights that the system must have a weight of less than 12 pounds, an
ammunition that is 20% lighter than current models, a specific dispersion tolerance, a weapon length of
less than 35 inches, a classified lethality requirement, a specific rate of fire, and quick and accurate
weapon controllability. Phase 1 also requires acquisition of ballistic data from current systems to include
what current 6.8mm research has already been completed as well as the current metrics of the 5.56mm.
Within IWARS, there are certain metrics that would need to be modified within the simulation database
in order to model the effects of a new round. Within IWARS, further research identified adjustable factors
within the constructive battlefield system and included: delivery accuracy, casualty assessment, weapon
cyclic rates of fire, weapon weights, ammunition weights, ammunition capacity, ammunition carried,
ammunition weight, weapon drag coefficients, and average weapon muzzle velocities. These factors
affect the way a soldier shoots and kills enemies within IWARS.
3.1.2 Phase 2
In Phase 2, the key parameters are developed from the stakeholder’s desires and requirements, and the
raw metrics from the proposed 6.8mm round are developed from a mixture of the current 6.8mm
technology blended with the desired improvements outlined in the PPON. This data is then imported into
the IWARS database and a variety of combat scenarios are developed within the IWARS system in order
to analyze the potential varying effects on key parameters when soldiers are exposed to different combat
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complications. Table 2 highlights the changes made within the IWARS database to replicate the new
round. To fully analyze the NGSW program the base weapon systems currently in use, the M4A1 and the
M240 SAW had to be analyzed as a baseline. Further, in order to analyze the NGSW program in its
entirety, replacements for the M4A1 and M249 SAW with requirements detailed in the PPON were
instituted within the IWARS database referred to as the NGSAR and NGSW, respectively.
Table 2. Data Changes for IWARS
System

Mean Muzzle
Velocity (m/s)

Max
Range (m)

Weight (kg)

Cyclic ROF
(rounds/min)

Range50
(m)

Reload
Time (s)

3600

Munition
Capacity (per
magazine)
30

M4

905.267

NGSAR
M249

900.000
956.243

3.12

700

125

4

4000
3600

25
200

2.95
7.44

650
600

250
200

4
9

NGSW

950.000

4000

200

5.50

600

300

9

The basic components for each weapon system were altered from the base M4 and M249s in order to
create new weapons within the IWARS database. The NGSW velocity was dropped slightly based on the
ballistic charts and information gained during the background research. The actual average velocity for
the currently developed 6.8mm SPC was lower, but the value was adjusted to better reflect the new round
which would require higher average muzzle velocities in order to maintain an effective penetration rate
against enemy body armor, a stakeholder requirement. The max ranges and Range50 (range at which a hit
has a 50% chance of incapacitating the enemy) were altered based on the ballistic charts as presented in
Table 1. The weights were reduced to reflect new lightweight technology as well as to maintain the base
requirement that the overall system weight must be less than 12 pounds. The NGSW reflected a drop in
magazine capacity due to the Army’s desire to use already fielded support equipment to include
magazines. As such, only 25 rounds of 6.8mm fit within the standard M4 magazine instead of 30
5.56mm. Cyclic ROF was also reduced for the NGSW to reflect the larger caliber and increased heat
buildup in the barrel for a system which is incapable of barrel changes. Lastly, the reload times remained
constant as the same reloading systems are consistent for each weapon pairing. Further changes included
dropping the ammunition weight by 20%, as well as adjusting the casualty assessment and delivery
accuracy metrics using a mixture of restricted and unrestricted source material. Drag coefficients for the
weapon systems were maintained constant between the weapon systems as no information on how they
affect the new system could be found.
Following the U.S. Army’s primary goals of introducing the new weapon system, the key
performance parameters of interest are Lethality and Survivability. To measure these, an average over 50
replications, in a variety of combat scenarios, the killed red (enemy) soldiers and killed blue (friendly)
soldiers are recorded as outputs. Simulated enemy elements are equipped with AK-47 and PKMs, which
are the primary weapon systems of most U.S. near peer military threats. Lastly, three unique scenarios
were developed in order to include the potential effects of engagement range, scenario lethality, and
scenario complexity.
3.1.3 Phase 3
Phase 3 includes the verification and validation of the battlefield models. Phase 3 ensures the
scenarios operate within IWARS as desired and that the imported data is creating the desired results. In
order to validate each scenario, they were run with the base database. This method ensured that nobackground data changes affected the base workings of the scenario. Blue force soldiers were given M4s
to start each scenario while red force soldiers were given 9mm handguns. This method ensured that the
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blue force soldiers were able to engage and kill the red force while also accomplishing the missions
programmed into the scenario. Once success was achieved, the weapons were switched between the
forces to ensure the red force was able to stop and kill the blue force from accomplishing their mission.
The M4 and 9mm handgun were chosen due to the already known significant difference in their
performance abilities in range and lethality. In order to validate the new database and weapon changes, a
base scenario was designed with soldiers on flat ground. The blue force was armed with the new NGSW
or NGSAR while the Red Force was unarmed. This ensured that the new weapons and new ammo were
both functional and able to kill the enemy force.
The only method of verification during phase three was a submission and peer review of the mission
programming, new database, and scenarios by resident IWARS subject matter experts located in the
United States Military Academy Systems Engineering Department (USMA-SE). The Department helped
to ensure the models were achieving the data analysis required of the project. Further verification is
possible by submitting the project to the U.S. Army Natick Soldier System Center (NSSC).
3.1.4 Phase 4
Phase 4 concludes the process by applying the developed metrics to the constructed battlefields and
generating numerical effects on the identified key parameters. The data generated from the battlefield
scenarios is then statistically analyzed to determine statistical significance and compared with the
expected cost to develop a cost-value analysis. With the quantified effects and a statistical analysis of
those effects, the key insights are summarized on the value and benefit of the proposed change for the
U.S. Army from the 5.56mm to the 6.8mm round.
3.2 Key Performance Metrics
The U.S. Army’s main focus on the change from the 5.56mm round to a redesigned and more lethal
6.8mm system is to maximize a soldier’s ability to accomplish their mission in ground combat. In particular,
a soldier’s weapon system in regards to the accomplishment of their mission is to maximize the soldier’s
ability to survive the mission and complete the task while also maximizing the soldier’s ability to eliminate
threats. These two effects can be summed up as a soldier’s lethality and survivability in combat. The 6.8mm
round is already known to have an increased stopping power and increased range over the already existing
5.56mm round. In theory, these increases are intended to allow the soldier to neutralize the enemy more
effectively and quickly. The proposed increase in lethality stem from the idea that the greater stopping
power allows the soldier to neutralize more enemy soldiers with less ammunition, thus leaving more
ammunition to engage other enemy forces in the area. Further, the greater stopping power should allow the
Army soldier to neutralize the enemy before being impacted by the enemy soldier’s weapon. The increased
range is expected to allow the soldier to have a longer duration in which they are capable of applying effects
on the enemy as well. The converse is also true in terms of survivability as the Army solider should be able
to out survive the enemy through a mixture of stopping power and range when compared to the 5.56mm
round. The goal is to maximize a soldier’s lethality and survivability and then determine if the value
incurred justifies the allocation of resources. In order to measure the value created in terms of lethality, the
number of enemy killed in action (KIA) will be analyzed through the battlefield scenarios to determine the
increase or decrease, respectively, dependent on the round used in the scenario. Similarly, survivability will
be tested by analyzing the number of friendly KIA in each scenario. Together these data points will be
analyzed and paired with their estimated resource costs to determine the cost-value benefit allowing the
5.56mm and 6.8mm rounds to be compared. The key performance metrics are summarize in Table 3 below.
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Table 3. Key Performance Metrics

4

Priority

Metric

Data Collected

Goal

1

Lethality

Enemy KIA

Maximize Lethality

2

Survivability

Friendly KIA

Maximize Survivability

3

Cost-Value

Expected Cost
Lethality and Survivability

Pareto-Efficient Cost-Value

MODELS
4.1 Overview

In order to analyze the effects of the NGSW program on soldier lethality and survivability a variety of
scenarios were developed varying the level of complexity, the size of enemy, and the distance of the
engagement. The table below details a basic description of the models, and they are fully described in the
sections below.
Table 5. Model Descriptions
Scenario
Scenario 1a (Base)

Friendly Size
1 Rifleman

Enemy Size
1 Rifleman

Complexity
Low

Distance
100m

Danger
Low

Scenario 1a (Base)
Scenario 1a (Base)

1 Rifleman
1 Rifleman

1 Rifleman
1 Rifleman

Low
Low

300m
500m

Low
Low

1 Squad
1 Platoon

1 Squad
4 Rifleman

Moderate
High

<100m
>400m

High
Moderate

Scenario 2 (Ambush)
Scenario 3 (React to Contact)

4.2 Scenario 1
Scenario 1 is a base combat scenario in its most simplistic form. Included are one blue force soldier
and one red force soldier. Both forces are only capable of shooting at the opposing force from a standing
position. The red force solider was equipped with a standard loadout of one AK-47, body armor, and 210
rounds of 7.62x39 ammunition. The blue force solider was equipped with an M4, body armor and 210
rounds of 5.56mm ammunition in the base scenario. The scenario was then repeated, but the blue force
soldier was given an NGSW instead of an M4 and 175 rounds of 6.8mm ammunition instead of 210 round
of 5.56mm (this ensured that soldiers were given a standard loadout of 7 magazines in each scenario).
Scenario 1 was run three times as scenario 1a, 1b, and 1c. During 1a, the soldiers were placed 100m apart,
300m apart in 1b, and 500m apart in 1c. This allowed a raw gauge of soldier lethality and survivability
without the potential effects of complex scenarios. Each different version of the scenario showed ranges to
identify the change in the weapons lethality and survivability at first a range where they should both be
effective and accurate (close range), a range where the M4 is at its max effective point range (mid-range),
and a range where the M4 is past its most effective range and is at the NGSW’s max effective point range
(long range). These ranges were decided on using the ballistics data and bullet-drop off rate in table 1.
Figure 1 shows a demonstration of scenario 1.

108

Banga and Lesinski

Figure 1. Scenario 1a
4.3 Scenario 2
Scenario 2 intended to add complexity, participant size, and scenario lethality to the simulation. In this
scenario, a blue force squad with a standard loadout (M4s, M249s, and ammo) move North to South through
an urban terrain. The squad splits into two teams as they move through the buildings and both teams are
ambushed by an enemy squad minus. In the second run of the scenario the M4s were swapped with the
NGSW and the M249s were swapped with the NGSAR. The scenario was intended to put stress on the
effects of the lethality and survivability of the weapon systems using a realistic complex scenario that would
normally be difficult and dangerous for real life soldiers in combat and analyze what effects the new weapon
system can have in that type of scenario. The blue force soldiers mission is to push through the kill-zone as
quickly and effectively as possible and are able to find and seek cover during the engagement. Figure 2
demonstrates scenario 2. Similarly, the enemy was equipped with a standard squad loadout comparable to
that of the blue force and were equipped with Ak-47s instead of M4s and PKMs instead of M249s.

Figure 2. Scenario 2 Squad Ambush
4.4 Scenario 3
Scenario 3 added the most complexity, participant size, and range. As opposed to the close range of the
squad ambush, scenario 3 included a platoon blue force reacting to contact against four red force soldiers
in the mountains at ranges greater than 400m. This scenario was developed by NSCC for their own analysis
and adapted for this project. As with scenario 1 and scenario 2, the first run was completed using the
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standard infantry loadout, but included M240s as per the U.S. Army’s standard loadout for a platoon. In the
second run, the M4s again were swapped for the NGSW and the M249s were swapped for the NGSAR, but
the M240s remained constants to best accurately represent a true infantry platoon. In this scenario, the red
force is not fixed and is able to retreat, go prone, and fire on the blue force, while the blue force is able to
move, seek cover, and moves up the hill to fix and destroy the red force. Figure 3 depicts scenario 3.

Figure 3. Platoon React to Contact
5

RESULTS

Each scenario was run for fifty iterations under two cases. Each case represented one fielding the
traditional 5.56mm ammunition with the necessary equipment and one fielding the 6.8mm ammunition with
the necessary equipment. The scenarios were run through the IWARS batch analysis and the data was saved
to excel with the Red KIA and Blue KIA for each iteration. Table 5 highlights the key results.
Table 5. Key Results
Statistic
5.56 Survivability

Scenario 1a
18%

Scenario 1b
40%

Scenario 1c
66%

Scenario 2
49%

Scenario 3
99%

6.8 Survivability
5.56 Lethality

68%
70%

76%
74%

76%
38%

52%
65%

98%
8%

6.8 Lethality

100%

98%

70%

84%

18%

To determine the significance, a paired t-test was used to compare the changes in data between the two
cases. Scenario 1a showed a significant increase in lethality and survivability for the 6.8mm round. The
analysis also showed a p-value of 5.59 x 10-7 for survivability and a 3.18 x 10-5 for lethality showing
significance for both parameters. Scenario 1b similarly saw an increase in lethality and survivability with a
survivability p-value of 1.31 x 10-5 and a lethality p-value of 8.3 x 10-4 again showing significance. At
longer range like in scenario 1c, there was still a small increase in survivability but a p-value of .3018. For
survivability, the null hypothesis that there is no difference between the 5.56mm and 6.8mm data sets for
survivability cannot be rejected, and the statistic is not significant. Despite the non-significance of
survivability, the effect did not translate to lethality as the p-value and increase for lethality remained
significant with a 4.897 x 10-3. Scenario 2, like in scenario 1c, showed an insignificant survivability with a
p-value of .3153 and a significant p-value of 3.55 x 10-6 for lethality. Scenario 3 followed the same trend
as the two earlier scenarios with a p-value of .3082 for survivability and .0023 for lethality. In all scenarios,
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the lethality statistic increased when the 6.8mm was in use versus the 5.56mm. Survivability also increased
for all scenarios, except scenario 3, but not always to a statistically significant amount.
6

CONCLUSIONS

The 6.8mm round outperforms the 5.56mm round in terms of lethality regardless of distance or scenario
complexity. However, it is not statistically significant enough to claim how much the change affects the
survivability of soldiers. While it seems if a soldier was able to kill more enemies in a shorter amount of
time, then a soldier’s survivability should also be affected. This thought stems from the belief that a soldier
would experience less time in an engagement. Unfortunately, that belief did not hold credence through the
constructive battlefield scenarios. Indisputably, however, is the effect that the larger round has on lethality.
The increased range and terminal effects showed a significant increase in the amount of enemy soldiers that
were killed in each scenario. The effects of the 6.8mm round seem to be more pronounced in scenarios
where a soldier fights another soldier one on one. This effect is believed to be the result of other confounding
factors present in a realistic combat scenario. While the 6.8mm round showed incredible improvement in
the one-on-one engagements at closer ranges for both survivability and lethality, those effects broke down
as the complexity and range of the scenario increased. In those scenarios, other factors outside the scope of
this project helped to effect the viability of the equipment in combat. Nonetheless, the significant return of
lethality remained constant despite the changes made to the scenarios, however, to varying degrees.
There are a variety of factors that could still be considered and it is possible that not all the benefits of
the change are fully captured in these scenarios. While the physical effect of body load had some effect on
the scenarios outlined in this project, they could have even greater effects on simulations that experience
longer engagements and further distances moved as the physical exertion of the solider increases. There
still remains a large amount of potential factors that could add to the true benefit of the 6.8mm round than
what is captured in this project and these results.
Much of the information present in the scenarios is not perfect. Much of the information is either
classified or unavailable for a variety of reasons. While some restricted information was made accessible,
some assumptions still needed to be made. The project simulates a round that is not completely made, thus,
the weight, lethality, and other weapon statistics are assumed. These assumptions were based off of the
requirements of the PPON, existing similar technology, and viable proposed future technologies, but the
actual NGSW, NGSAR, and 6.8mm round could have statistics that are either higher or lower than what
was assumed in this project. Further, the baseline information for the M4, M249, and 5.56mm present in
the IWARS system are not completely true data points. This information is also restricted and some of that
data was unavailable for this project. As such, the input for the M4 and M249 were adjusted to make the
data as accurate as possible, but again some simple assumptions needed to be made which could place some
of those values as higher or lower. Nonetheless, the relative comparison of the two data sets developed for
use in the IWARS database are expected to be similar to the actual and expected values, thus giving this
project credence in terms of a proof of concept or theory. The actual specific data may cause an increase or
decrease in the true lethality and survivability, but the difference from this project and the actual is expected
to be minimal based on the research and information outlined through phase 1.
Lastly, the cost of the change is significant with costs of roughly $150 million per year. When compared
to the $210M dollar contract that the U.S. Army made with FN and COLT to produce the M4A1 over the
course of five years, a $1.5B dollar contract over 10 years is noteworthy. The value gained from the contract
with COLT and FN, however, produced marginal value returns and when compared to the value potentially
gained from the NGSW, the returns of the FN and COLT contract become nearly insignificant. The value
gained in the ability of the 6.8mm round to help the U.S. Army neutralize the enemy and achieve the mission
cannot be overlooked. The weapon system has the ability to help soldiers kill the enemy and survive in
combat while using less ammunition further creating the potential to save the U.S. Army a significant
amount of money over time. As such, due to the statistical and potential return of the 6.8mm round, the
round should be considered to replace the 5.56mm.
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Abstract: The Corpus Christi Army Depot (CCAD) has a critical mission of repairing all rotary winged helicopters
for the US Military. This research project aimed to improve the CCAD T700 Engine repair process. Two discreteevent simulation models were created in both ProModel™ and ProcessSimulator™ in order to identify and analyze
process inefficiencies within the system. These models incorporate an Excel-based user interface that allow the user
to conduct a “what if” analysis by manipulating different production variables to examine implications and results. A
Multiple-Criteria Decision Analysis model was developed to evaluate and compare the cost versus value of competing
production alternatives. Analysis of model outputs identified the plating shop and power turbine shaft as the key
bottlenecks, with the most constrained resource as workers. The baseline scenario has a modeled capacity of 430
engines per year. The developed models will assist in analyzing the efficiency of the T700 engine repair process.
Keywords: Multiple-Criteria Decision Analysis, Cost-Value Analysis, Discrete-event Simulation, Depot-level
Maintenance

1. Introduction
1.1 Background
Maintenance and acquisition in the Department of Defense (DoD) involves millions of different pieces of
equipment that vary in complexity and magnitude. To streamline the maintenance process, the DoD grouped
maintenance repairs into three distinct levels: basic-level repairs, intermediate levels of support, and depot
maintenance. For basic-level repairs, the US Army employs organizational maintenance, which focuses on small, unitlevel repairs to their own equipment. Units performing organizational maintenance utilize their own equipment and
resources to complete the repairs. For more complex repairs, the Army implements intermediate-level maintenance.
The Army typically provides intermediate levels of support during training and in war theaters at centralized locations.
Intermediate repairs are applied primarily to units on deployment, in which they send in equipment to a specialized
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maintenance station. Depots perform major equipment overhaul, maintenance, and the complete repair of parts.
Founded in 1961, the Corpus Christi Army Depot (CCAD) provides “helicopter maintenance, repair,
recapitalization, and overhaul capability to all the U.S. military services, as well as several foreign governments”
(History of CCAD). CCAD currently employs over 3,200 civilian employees and occupies facilities valued at over
$746 million (USD) on approximately 154 acres at the Naval Air Station (History of CCAD). The mission statement
of CCAD explains that its goals are to repair rotary wing aircraft components of the DoD and other government
organizations to ensure that the repairs are of the highest level of quality while also maintaining low costs, in the
shortest amount of time possible (History of CCAD).

1.2 Model Motivation
The CCAD motivation for developing two models of their T700 engine repair process is driven by a greater
demand for process efficiency and economy of resources. This stems from escalating expectations of the U.S. Army
to meet operational tempo. Increasing the efficiency of the T700 engine repair process will assist CCAD in meeting
their goals of repairing more engines each quarter, while simultaneously decreasing their costs for each fiscal year.
Furthermore, by analyzing the metrics valued by CCAD (throughput and utilization), this research will assist CCAD
in identifying process inefficiencies to improve the operational availability of the rotary wing aircraft fleet. Previous
CCAD modeling and analysis studies have been conducted on the Aircraft Corrosion Control Facility (ACCF), but
not the engine repair shop (Delimarschi et al. 2018).

1.3 Problem Statement
The purpose of this project is to improve the CCAD T700 Engine repair process by identifying bottlenecks
in the system. In order to do so, this project will utilize two discrete event simulation models of CCAD’s T700 Engine
Repair Shop process, analyze key performance metrics, incorporate a multi-objective decision support tool, analyze
production scenarios, prioritize resource allocation, and improve shop productivity and efficiency.

1.4 Related Research
This section identifies key concepts related to the development of the models described in this tech report.
The major concepts discussed include simulation modeling, process improvement methodologies, production metrics,
and buy vs fix. These concepts were selected and analyzed because of its relationship to the problem statement of
improving the efficiency of the T700 engine repair process.

1.4.1 Simulation Modeling
Simulation modeling is essential towards improving the T700 engine repair process at the Corpus Christi
Army Depot. It is necessary to fit the needs, assumptions, nature, and scope of the problem with the proper simulation
type to meet this criterion the best. With all model types considered, the T700 engine repair process will be modeled
as a discrete-event simulation because the process steps for the engine repair are performed in a discrete sequence of
events. Overall, this simulation can be modeled realistically as a series of discrete steps, thus making it feasible for
both ProModel™ and ProcessSimulator™.

1.4.2 Process Improvement Methodologies
An important component of the United States Military’s lethality is its logistic capabilities. Military logistics
support “deals with everything required to provide war fighters with the right stuff at the right time at the right place
at the right cost” (Bessant, 1997). Process improvement methodologies are systems that can help improve the
efficiency of military logistics. Process improvement methodologies stem from W.E. Deming’s early lectures on
quality management, which inspired numerous methodologies such Lean, Theory of Constraints, and Six Sigma. All
these methodologies can be used to improve efficiency of production, which will be helpful for building the CCAD
model. Lean focuses on removing waste from the production system; the Theory of Constraints focuses on evaluating
the constraints that create bottlenecks in the system; and Six Sigma uses statistical analysis to reduce the variation of
the system’s production of products. These three process improvement methodologies are useful tools for project
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managers who need to efficiently manage their production systems. These processes were not directed applied in the
creation of the ProModel™ and ProcessSimulator™ models, yet their optimizational influence can be seen residually
throughout the study.

1.4.3 Production Metrics
Each organization has different metrics and methods of measuring data, which adds complexity to creating
simulation models. For example, some use a balanced scorecard that considers customers, internal processes,
innovation, and finance. (Kleijnen & Smits, 2003). Others use graphs for metrics, such as a Kiviat eight metric graph
or a five point spider diagram. Some use distributions and calculate performance based on defects per million
opportunities, or the 6-sigma process capability standard. (Heravi & Mohammad, 2017). Others like the Overall
Equipment Effectiveness use a combination of availability, performance, and quality to determine their metric (Anand,
2013). Thus, a variety of methods are available to measure and present data.
These metrics use different distributions and calculations, prompting programmers to decide what fits their
simulation best. Stakeholders often use previous data or research to measure their results. Proper research is often the
best way to discover a method to measuring productivity metrics, and merely applying such metrics is the most
efficient and simple way to achieve success. However, in most cases, strong abilities in statistical analysis is required
to produce results that accurately represent the model (Hubbard, 2014). CCAD’s primary focus is on quality and
efficiency, not on growth and profit margins. CCAD primary metrics of interest are throughput per week, time in
system, resource utilization, and downtime.

1.4.4 Buy vs. Fix
Excluding outliers, it is generally more cost efficient for an organization to pursue repairing or refurbishing
a successful system over producing or buying a new system. If an engine arrives at the CCAD facility, the Army has
already made the decision that it is more cost efficient to repair the engine over buying a new one. It then becomes a
matter of repairing and refurbishing these engines as cost efficiently as possible.

1.4.5 Related Research Summary
The topics of simulation modeling, process improvement methodologies, production metrics, and buy vs fix
are influential towards one’s understanding of the professional application of project management and systems
engineering. Major takeaways from the related research for the T700 engine repair process are the simulation
modeling research and production metrics research. The T700 engine repair process will be modeled as a discreteevent simulation because the process steps for engine repair move in a consecutive series of events. Additionally,
CCAD stakeholders approved the production metrics, which will be a framework for evaluating and determining the
best alternative scenarios from the model. These research takeaways are influential towards the modeling and
understanding of the inefficiencies of the CCAD T700 engine repair process.

2. Methodology
The Corpus Christi Army Depot (CCAD) has the critical mission of repairing all rotary winged assets in the
US Military. The helicopter repair process is complex and requires a break down of sequential steps. These steps for
the methodology of the CCAD T700 engine repair process are in Figure 1. The objective of this research is to improve
the CCAD T700 Engine repair process buy identifying bottlenecks and making recommendations. Data will be
collected from historical records and stakeholder interviews. Two discrete-event simulation models are developed in
both ProModel™ and ProcessSimulator™ to identify and analyze process inefficiencies. A Multiple-Criteria Decision
Analysis model is developed to evaluate and compare the cost versus value of competing production alternatives. In
order to experiment with problem scenarios, these models will incorporate an Excel based user interface that allows
the user to conduct a “what if” analysis, by manipulating different production variables and examining their
implications.
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Figure 1. Research Methodology

2.1 Define Objective
An initial meeting with CCAD stakeholders was necessary to discuss the objectives of the models. The
primary objective of the ProSim™ and ProModel™ is to improve the T700 Engine repair process by identifying
bottlenecks and process inefficiencies within the system. The scope of this model is limited to processes within CCAD
facilities, and all other facilities will be treated as a black box. Workers will be modelled as resources and assigned
to work clusters (groups of workstations that share a common task). These work clusters are extended across the
engine repair shop and cross between the four subassemblies of the T700 Engine.
This model will simulate the process flow of the four critical components of each major subassembly: PT
Shaft (PT subassembly), Ball Bearings (Accessory subassembly), Combustion Liner (Hot subassembly), Midframe
(Cold subassembly). These components have the longest lead times in the T700 engine repair process, so it is assumed
that the engine repair process can be accurately modelled by following these four components.

2.2 Collect and Analyze Data
The data used in this research study was collected and analyzed from resources and objectives that were
clarified by the stakeholders. CCAD’s industrial engineers gathered this historical data for their own purposes and
projects, so it was necessary to first filter and process the data. This filtering process consisted of both removing and
renaming mislabeled data and removing data points with no values. The end result of this data scrubbing was viable
distribution data, able to be used by the models to accurately reflect the process on the factory floor.

2.2.1 Process
The first step for data gathering was to verify and confirm the process flow diagram. In accordance with the
project scope and objective, the process flow for the parts with the longest lead times were mapped through Microsoft
Visio™. CCAD uses the Complex Assembly Manufacturing Solution (CAMS) to track the process of components.
Using these CAMS steps, it was possible to create a process flow diagram. Finalizing the steps for the model included
the removal of steps that were insignificantly used a few times during the lifetime of CAMS and also the removal of
redundant activities in the process flow.

2.2.2 Data
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CCAD also provided CAMS steps for the Level 0 descriptions of the CCAD T700 engine repair process.
The Level 0 is the portion of the assembly line before and after it is broken into the four subassemblies. This included
a datasheet consisting of engines by IDs, the processes the engines went through, the statuses of the engines, the time
data of these processes, and other miscellaneous data. This data was filtered using several criteria:
● The engine must have been repaired within the past two years
● The engine must be completely repaired within CCAD facilities using CCAD assets
● Parts must be using the process steps that are listed by the stakeholders
● The process ID must match the process nomenclature, and
● The data must contain the time for the process
The values that the data consists of are as followed: NIIN number, location ID, location name, operation
number, time in process, count of operations, and count of hours. Hours in this dataset are the time spent in the
operation, which is the time the employee was occupied with the part before staging the it for the next operation. The
data then was consolidated and prepped for statistical analysis.

2.2.3 Statistical Analysis
ProModel™ offers a Stat:Fit™ function that can be used to build a data distribution and also gather statistical
data. Stat:Fit™ produces the necessary information to determine the data’s: independence, variability, fitness for the
provided distributions, regressions for these distributions, and the ProModel™ code to input these distributions into
the model. Data populations without significant data values or populations with no matching distributions were
replaced with the CAMS time data as a constant figure. These values were used so that the stakeholders would receive
an accurate and realistic time in system, while allowing adjustments in the future with larger samples and corrected
process data.

2.2.4 Resource Mapping
Resource variables such as resources, downtimes, and worker efficiency were added into the model. In the
models, the only type of resources are workers. These workers are organized into seventeen different clusters, which
are assigned to different workstation groups around the repair shop. Workers can be added or removed through the
user interface, which gives the user the option to edit the quantity of workers per cluster.
Additionally, each workstation has a specific number of workers needed to perform that task. Although the
majority of tasks only require one worker, there are a few that require two workers per task. These workers in the
resource cluster act as constraints on the system, as parts cannot be processed without using workers. Lastly, it is of
note that only processes inside the scope of the engine repair shop use workers; those that are treated as black boxes
only have processing times.
Worker downtime, which was originally a variable of interest for CCAD, was changed to an input variable
through further stakeholder analysis. This parameter can be set in the user interface and it indicates how often a
worker is available as a percentage. This is because if worker downtime is modelled as an input, it is no longer
measured as a metric of performance.

2.3 Develop Discrete-Event Model
The ProModel™ and ProSim™ were created as discrete-event models. The locations of these models were
the workstations, which each have a designated processing time set by the collected data. The entities of these models
are the T700 Engine components of each subassembly that is being sent through the system: T700 engine for the Level
0 initial disassembly, power turbine shaft for the power turbine subassembly, combustion liner for the hot
subassembly, midframe diffuser for the cold subassembly, and the bearing ball cylinders for the accessory
subassembly. These entities move through the discrete event model and follow the processing logics of each activity
in the process flow. Resources are workers, who are used to process the entities through each workstation and they
will be free to process other entities once the processing time for that activity is over. Lastly, arrivals are set as a user
interface parameter, attributes and variables are set for collecting output data, and macros are assigned to design
opening and closing of the PT shaft second line. All subassemblies are color schemed to show the location each
activity takes place. Additionally, each subassembly is linked to the user interface for the processing times and
resources required for each activities of each subassembly.
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2.3.1 Model Choices
ProModel™ and ProSim™ were used to model the T700 engine repair process. The two models are managed
by the ProModel™ Corporation. Both models use similar processes, but provide different perspectives towards the
the T700 engine repair process.
ProModel™ gives a visual simulation of the paths of activities and components off of the CCAD factory
floor. ProSim™ provides an overview of the process flows of the activities and components of the T700 engine repair
process.
ProSim™ is an additional modeling tool with the ProModel™ software. Similarly to ProModel™, it
identifies the impact of interactions occurring in the system. ProSim™ is used to animate the process flow and also
analyze input data. The main purpose of ProSim™ is that it enables the user to quickly achieve an optimized process
for a realistic running model. Each process on the flow diagram becomes a series of activities which can be
manipulated by different user inputs to optimize a model. The simulation is then run to identify any bottlenecks in the
process.
ProSim™ and ProModel™ are used to identify any bottlenecks in the engine repair shop. Each activity will
be linked to statistical distribution times and assigned worker resources. The processing times and resources are
recorded in the user interface, which is then integrated to the simulations using arrays and attributes. The results of
the simulation will influence necessary changes that will allow the model to meet CCAD’s objectives and also provide
outputs that will show the best option to optimize workshop efficiency.

2.3.2 User Interface
To provide easier access to adjusting parameters in the model, a Microsoft Excel sheet was built linking
distributions and variables to the models. This enables stakeholders to alter the information in the simulation without
directly adjusting the values in the model and potentially altering values they did not intend to. This increases the ease
of use, as changing values in a spreadsheet is much more efficient than altering values in the model.
Both the ProSim™ and ProModel™ are manipulated by this user interface excel sheet. This user interface
has a scenario tab, which allows the user to manipulate several different input parameters including opening and
closing the second line and changing resources. There is also a Processing Times tab, which has all the processing
times distributions for each tasks. The purpose of ProSim™ is to identify the bottlenecks in the subassemblies that
affect the overall process flow.

2.3.3 Engine Assembly
The T700 Engine starts at the Level 0, which is the initial disassembly and inspection of the engine. The
T700 engine is disassembled into the four subassemblies: power turbine Shaft (power turbine subassembly),
combustion liner (hot subassembly), midframe and diffuser (cold subassembly), bearing ball cylinder (accessories
subassembly). Repair activities for each subassembly were provided by the CCAD CAMs system and were all labeled
as workstations in both models. All engines undergo the Level 0 process until they are broken up into the four
individual subcomponents. At this point, they are routed through the subassemblies and undergo their individual
processes until they are recombined into the Level 0 before exiting. Part integrity is maintained during this disassembly
and assembly. For example, if Engine A is disassembled, all subcomponents will be reassembled back into Engine A
once it is processed through the system. No subcomponents from Engine B are allowed to be used to reassemble.
Engine Assembly contains nine steps, involves seven unique workstations, and also requires ten workers per step.
This process takes an average of 60.87 hours to complete.

2.3.4 Power Turbine Shaft
The power turbine shaft is the component with the longest lead time and takes an average of 60.5 hours. This
subassembly is the system bottleneck, as identified by CCAD in previous studies on the plating shop. The Power
turbine goes through 27 processes, uses 6 separate workstations, and involves 27 workers for the baseline model. After
cleaning, the turbine goes through the plating shop, which is modelled as a black box in the simulations. After
cleaning, the turbine goes through several machining steps and priming shops intermittently. The component finally
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goes through welding and priming before returning to the level 0 process. Activities have been added that have a
second line, the use of the second line is implemented as a macro from the user interface. This second line was
introduced to increase flow through the PT shaft, and it consists of seven independent workstations that can be opened
or closed from the user interface.

2.3.5 Combustion Liner (Hot Subassembly)
The combustion liner repair process takes an average time of 13.35 hours. The combustion liner repair
process goes through 20 individual steps, uses 6 workstations, and uses 20 workers in the baseline model. The
combustion liner goes through several sheet metal inspections and cleaning processes. Additionally, nondestructive
testing and welding processes are conducted in subassembly.

2.3.6 Midframe Diffuser (Cold Subassembly)
The midframe diffuser repair process takes an average of 9 hours. The midframe diffuser goes through 15
individual processes, utilizes 5 workstations, and requires 15 workers in the baseline. This part goes through cleaning
before it is machined and metal sprayed. Then, it gets cleaned again for priming, returning to the Level 0 once fully
processed.

2.3.7 Bearing Ball Cylinder (Accessory Subassembly)
The bearing ball cylinder repair process takes an average time of 2.8 hours. The bearing ball cylinder
undergoes 10 separate processes, utilizes 2 workstations, and uses 10 workers. After preshop assembly, the bearing
ball cylinder finishes its remaining processes in the bearing shop. It is cleaned, machined, metal sprayed, machined
again, cleaned, then primed for assembly and finally returned to the Level 0 process.

3. Verification and Validation
3.1 Verification
To verify the model, observations of the simulation and the data were used to determine feasibility and
functionality. The data was spot checked to see if the values were reasonable and feasible for our models. This method
provides insight into coding errors and corrections in the layout. These steps towards verification has made the
model’s process flow more efficient, which allows the model to produce more reliable results in accordance with the
parameters. The “debug” and “display” statements were the methods of verifications that were used to create a
reasonable output. Additionally, verifying the model’s variables allows the user to see in real time if the output is
realistic based on model parameters.

3.2 Validation
The project was demonstrated to stakeholders in order to receive feedback on the accuracy of the model to
the factory floor. Blueprints were provided to check the correct locations and interviews with floor workers provided
validation to the model. Running the model and correlating the results with historical data also provided more insight
into the ability of the model to reflect the real factory process. Lastly, the output metrics for throughput per week and
time in system were compared to the expected values from CCAD historical data, which gave the best means for
verification.

4. Results and Analysis

4.1 Model Results
Based on the results of the engine repair shop and the previous research of the plating shop, the plating shop
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was the source of the largest bottleneck in CCAD operations. Scenarios doubling the capacity in the plating shop
created the greatest increase in engines repaired and greatest decrease of the time engines take in the system. Creating
more capacity or increasing efficiency in the plating shop would be the most beneficial solution. Thus the
recommendation to the depot is to spend effort in improving the plating shop.
However, the plating shop is outside the scope of the engine repair shop operations; therefore, alternative
scenarios need to be looked at to determine additional bottlenecks in the repair shop. The following 15 scenarios were
modeled to give better alternatives for ways to improve engine repair shop bottlenecks:
●
●
●

●
●
●
●

●
●
●
●
●
●
●
●

Scenario 1: Base line: This scenario is given as the ideal workshop as CCAD currently sees it.
Scenario 2: PT Second Line Open/Max Resources PT: This scenario has the second line completely open on
the PT shaft and maximum resources for all clusters associated with the PT shaft.
Scenario 3: PT Partially Open/More Resources PT: This scenario has half the second line open: only the
second line workstations before the plating shop. Additionally, a medium level of resources are added for
the PT shaft cluster.
Scenario 4: Max Resources PT: This scenario has maximum resources for all clusters associated with the PT
shaft.
Scenario 5: PT Second Line Open/ALL Max Resources: This scenario has the second line completely open
on the PT shaft and maximum resources for all clusters.
Scenario 6: Maximum Engine Testing Capacity: This scenario focuses on improving the engine testing
capacity by adding more engine test cells and decreasing engine test cell downtime.
Scenario 7: Max Worker Productivity/Workshop Efficiency: This scenario optimizes human labor and system
efficiency. This includes measures such as adding more floor managers, replacing old machines with heavy
downtime, modernizing the factory, increasing operations tempo, and setting more rewards or punishments
for worker performance.
Scenario 8: Max Bearing Shop Efficiency: This scenario minimizes the amount of time in the accessory
subassembly by simulating additional stations in the ball bearing assemblies.
Scenario 9: Max Resources: This scenario maximizes all workers within given constraints.
Scenario 10: Min Resources: This scenario minimizes all workers within given constraints.
Scenario 11: Min Engine Testing Capacity: This scenario focuses on minimizing the costs associated with
the engine testing station by reducing engine test cells and increasing engine test cell downtime.
Scenario 12: Only PT Second Line Open: This scenario only adds second line for the PT shaft.
Scenario 13: Mid resources, Higher Efficiency: This scenario has average amount of resources and overall
higher efficiency in the system.
Scenario 14: Lowest Cost: This scenario sets all user parameters to the lowest cost option, acting as the left
bound for all scenarios.
Scenario 15: Highest Cost: This scenario sets all user parameters to the highest cost option, acting as the
right bound for all scenarios.

4.2 Multi-Objective Decision Analysis Model
All 15 scenarios were run and results were collected using Output Viewer. In Figure 2, the results of the
alternatives were recorded. For throughput per week, the greater the number, the better the value score. For time in
system, the lower the number, the better the value. With these results, a multi-objective decision analysis model can
be used to compare the scenarios by cost and value. Stakeholder analysis determined that the two criterias measured
were throughput and time in system. The stakeholders valued throughput at 90 out of 100 and time in system at 70
out of 100. The best output scenarios for each individual variable were used as the standard to base off each scenarios
performance. Below are the equations that determined the value of of each variable output for the simulation and the
equation for the cost relative to one worker in the system.

𝑆𝑐𝑒𝑛𝑎𝑟𝑖𝑜 𝑉𝑎𝑙𝑢𝑒 = (𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡)/(𝑀𝑎𝑥 𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡) ∗ (𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 𝑉𝑎𝑙𝑢𝑒)/
(𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑙𝑢𝑒) +
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(𝑇𝑖𝑚𝑒)/(𝑀𝑎𝑥 𝑇𝑖𝑚𝑒) ∗ (𝑇𝑖𝑚𝑒 𝑉𝑎𝑙𝑢𝑒)/(𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑙𝑢𝑒)
Figure 2. Value Matrix Equation
.

Figure 3. The value matrix for the criteria.
After determining the overall values of each scenario, costs factors is then assigned to each scenario for
comparisons. The cost of a scenario was determined based on the value it took to hire and employ one worker. Using
this as the standard base, costs were determined for adding an extra workshop, increasing system efficiency, and for
all of the user parameters. The scenarios then were plotted and compared in Figure 3. Scenarios that are dominated
by others in cost and value are eliminated as viable options, which gives stakeholders a range of scenarios vary in
different costs and value. The full cost equation is shown in Figure 4.

Cost = (10*Lines Cost)+(1*Cluster Cost 1)+(1*Bearing)+(1*Rate of Downtime)+(10*Number of
Bays)+(1*Workshop Efficiency)+(1*Worker Downtime)
Figure 4. Cost Equation
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Figure 5. Cost Value Matrix

4.3 Results
Figure 4 shows the dominated scenarios: costly scenarios that are surpassed in value by others. For example,
Scenario 13 dominates Scenario 5 since it is more value and also less cost. Overall, the only non-dominated solutions
are Scenario 14, Scenario 11, Scenario 13, and Scenario 15. Because Scenario 14 and Scenario 15 were designed to
be the least and most costly scenarios, this makes sense. Because Scenario 14 and Scenario 11 are both lesser value
than the baseline, Scenario 1, it is unlikely CCAD would accept these on the principle of saving cost. Thus, both
Scenario 13 and Scenario 15 are left to choose from.
Figure 5. Value Chart for Throughput Per Week and Time In System

4.3.1 Recommendations
Despite Scenario 15 being higher value than Scenario 13, there is a large cost difference between the two for
a very small return in value. This small difference in values can be seen better in Figure 5. Thus, Scenario 13 is the
recommendation to CCAD, Mid resources, Higher Efficiency.
Once interesting trend in all the non-dominated solutions is that the only three scenarios broke a value score
of over 80/100. In fact, all three of these scenarios were tied to an increase in workshop efficiency. Because increasing
efficiency is not as tangible as adding workers or a workshop, Scenario 4: Maxing Resources in the PT Shaft, is
recommended as a viable option if looking for tangible ways to improve value at little added cost.
To increase overall efficiency in the system and reduce worker downtime, the following measures ought to
be considered. Firstly, CCAD should add more floor managers to increase the productivity of workers. The floor
layout can be changed to reduce moving distance and old machines can be replaced to decrease processing time.
Lastly, the operations tempo can be increased by creating a sense of urgency and/or setting more incentives. One of
the interesting pieces of information that CCAD gave during the stakeholder analysis phase was that during wartime,
throughput per week is dramatically increased. This signifies that if needed, the facility leadership and workers can
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increase throughput, decrease time in system, and minimize worker downtime just through a sense of urgency.

4.3.2 Takeaways
Several takeaways can be discussed from this research. Firstly, it is of tremendous note that the plating shop
represents the major bottleneck for the system. Even if resources are maxed in the PT shaft, only a slight improvement
is observed. The majority of scenarios focus on trying to increase efficiency in the PT shaft, yet no matter how many

resources are added, the plating shop processing time prevents progress.
The only way to significantly improve value in the system is to increase workshop efficiency, as this method
directly decreases all processing times by a factor. Because this is harder to represent in specific plans of action, it is
recommended that CCAD invest more research in how to improve general workshop efficiency through changing the
footprint of their shop. Because the engine repair shop will move to another facility within the next five years, this is
the perfect time for CCAD to invest in how efficient footprints can cut down on time in system.
Lastly, in regard to opening a second line in the PT shaft, this was found to have no effect on increasing
throughput per week or decreasing time in the system. Therefore, extra workstations are not necessary to add given
the current constraints.

5. Conclusion
In conclusion, the research from the T700 Engine repair shop process has led to several valuable pieces of
information for CCAD. They were provided with two adjustable models, one in ProModel™ and the other in
ProcessSimulator™, which has a user interface that can simulate scenarios for the T700 engine repair process. By
doing these simulations, the different scenario output on both throughput and time in the system can be observed.
Through running 15 different scenarios, the most effective scenarios are those that increase general workshop
efficiency. Also, efficiency can be increased by adding more workers to those clusters which directly work on the PT
shaft subassembly. A second line to PT shaft should not be added, as this has no significant effect on increasing value.
Using these simulations, CCAD can explore more options towards improving the T700 engine repair process for any
future potential challenges.
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ABSTRACT
The traditional malware detection approaches rely heavily on feature extraction procedure, in this paper we
proposed a deep learning-based malware classification model by using a 18-layers deep residual network.
Our model uses the raw bytecodes data of malware samples, converting the bytecodes to 3-channel RGB
images and then applying the deep learning techniques to classify the malwares. Our experiment results
show that the deep residual network model achieved an average accuracy of 86.54% by 5-fold cross
validation. Comparing to the traditional methods for malware classification, our deep residual network
model greatly simplify the malware detection and classification procedures, it achieved a very good
classification accuracy as well. The dataset we used in this paper for training and testing is Malimg dataset,
one of the biggest malware datasets released by vision research lab of UCSB.
Keywords: Malware Classification, Deep Learning, Deep Residual Network.
1

INTRODUCTION

Malicious software (malware) had been growing exponentially in the past years, based on the purpose of
the malwares, the malwares could be divided into different categories, such as adware, spyware, virus,
worm, trojan, and ransomware etc. The traditional ways of detecting malwares are mostly heuristic and
signature-based methods. There are two types of traditional malware analysis methods: the static methods
and dynamic methods. The static methods which extract the malware features from the static malware
bytecodes, such as processor instructions, null terminated strings and library imports; the dynamic methods
extract the features while the code is being executed, collecting information how the executed codes interact
with the operating system such as system API calls or interactions with the other OSs and the network.
The feature extracting procedures in the traditional malware detection approaches could be time consuming
and also rely heavily on domain expert knowledge, it also needs special tools and software environment
and could be computation resource consuming as well. Besides, the traditional malware detection methods
do not adapt well when the malwares are modified polymorphically or metamorphically by purpose to hide
the real code when evolve or propagate. The most common ways that the polymorphic or metamorphic
approaches use to hide the code are encrypting and decrypting the raw code for multiple times to mutate
the original code, changing the registers to use, or inserting non-operation instructions etc.
Machine learning especially deep learning models achieved significant success in image classification and
computer vision fields in the past years, the deep models’ performance had exceeded human’s performance
on some dataset such as MNIST dataset. To take advantage of the high performance of the deep learning
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model in object detection and classification, in this paper we proposed a deep learning-based malware
classification scheme which converts the malware into 3-channel RGB images and then uses a 18-layer
deep residual network to classify and detect the malwares. Our experimental results show that the deep
residual network model does not only greatly simplify the malware classification procedure comparing to
the traditional methods, but also achieves a very good classification accuracy on the Malimg dataset.
The remainder of the paper will be organized as follows. At first, in the methods section it will provide an
overview of our method how to convert malware samples to images. Next, the deep residual network model
structure we used will be introduced. In the next following section, our experiment result by applying the
deep residual network model on the Malimg dataset will be discussed. In the last section, we conclude our
work in this paper for future work.
2

METHODS

2.1 Malware as Images
The malwares in the same malware family appear very similar in layout and texture, the new malwares with
modifications in the same malware family have the visual similarity with the existing ones as well. As Fig
1. Shown, the variants from the FYI malware family and Diaplatform malware family, the visual dissimilarity in one malware family are very minimal.

Fig 1. Variants of FYI Malware Family and Dialplatform Malware Family
To convert the malwares to images, we firstly convert the malware binaries to 8-bit vectors (bytecodes).
After, we then convert the bytecodes into grayscale images with value ranged from 0 to 255, that is, each
vector is converted to a pixel with value ranged from 0 to 255. In the next step we then convert the grayscale
images into 3-channel RGB images by duplicating the grayscale channel for three times and then
concatenate all of the three channels to form A RGB image. The procedure as Fig 2. shown.
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Fig 2. Converting Malware Binary Codes to RGB images
2.2 Deep Residual Network
Many complex visual recognition and image classification tasks show benefit from very deep models.
However, when the deep model went deep, it is getting harder to train the model and the model’s
performance starts to decline, the degradation problem is starting to be exposed as well. To solve this
problem, Kaiming He etc. proposed the deep residual learning framework, the deep residual network is
originated from deep convolutional neural network, it uses identity mapping for shortcut connections
between the input and weighted layer in the deep convolutional network. The deep residual network has
led to a series of breakthroughs for image classification tasks, it won the ImageNet ILSVRC 2015
classification task, it achieved the state-of-the-art performances in many other computer vision and
classification tasks as well, such as winning the 1st places in ImageNet localization, COCO detection,
COCO segmentation tasks in ILSVRC and COCO 2015 competition. The strong evidence shows that the
deep residual framework is generic and highly promising in computer vision problems.
In our proposed method we use an 18-layers deep residual net as the malware classifier. The architecture
of the deep residual network is as shown in Fig 4. It consists 17 convolutional layers with filters in different
sizes. Following each convolutional layer, there are a normalization layer (function), a rectified linear unit
layer (function), and a pooling layer (function). At the last layer there is a fully connection layer and
SoftMax layer (function) as the classifier. To avoid overfitting problem, drop out layers are added in
between of some convolutional layers and normalization layers as Fig.3 shown.

Fig 3. The Architecture of 18-layers Deep Residual Network
2.3 Malimg Dataset
The dataset we used in our experiment is the Malimg Dataset , this dataset comprised 25 malware families
with different number of samples in each class, the details are as shown in the Table 1. The largest family
of in Malimg Dataset is the Allaple.A family, it consists 2949 malware samples; the smallest malware
family in Malimg Dataset is the Skintrim.N malware family, it consists 80 malware samples. The samples
in Malimg dataset are all converted to grayscale images with a size of 32 by 32 originally. We then furtherly
convert the samples into 3-channel RGB images, the size of each sample in each malware family is 32 by
32 by 3 channels ultimately.
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Table 1. Malimg Walmare Dataset
No.

Family

Family Name

No of Variants

1.

Worm

Allaple.L

1591

2.

Worm

Allaple.A

2949

3.

Worm

Yuner.A

800

4.

PWS

Lolyda.AA 1

213

5.

PWS

Lolyda.AA 2

184

6.

PWS

Lolyda.AA 3

123

7.

Trojan

C2Lop.P

146

8.

Trojan

C2Lop.gen!G

200

9.

Dialer

Instantaccess

431

10.

Trojan Downloader

Swizzor.gen!l

132

11.

Trojan Downloader

Swizzor.gen!E

128

12.

Worm

VB.AT

408

13.

Rogue

Fakerean

381

14.

Trojan

Alueron,gen!J

198

15.

Trojan

Malex.gen!J

136

16.

PWS

Lolyda.AT

159

17.

Dialer

Adialer.C

125

18.

Trojan Downloader

Wintrim.BX

97

19.

Dialer

Dialplatform.B

177

20.

Trojan Downloader

Dontovo.A

162

21.

Trojan Downloader

Obfuscator.AD

142

22.

Backdoor

Agent.FYI

116

23.

Worm:AutoIT

Autorun.K

106

24.

Backdoor

Rbot!gen

158

25.

Trojan

Skintrim.N

80

2.4 Model Training
As Table 1. shown, the Malimg dataset is extremely unbalanced. To test our model, we balanced out the
dataset at first : we take the first 30 samples of each malware family as the testing data. If the sample size
of the malware family is more than 200, we randomly select 130 samples in that family as the training data.
If the sample size is smaller than 200 in a malware family, we chose all data samples left in that family as
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the training data. We use a smaller batch size of 16 when training the residual network. The training is
carried on GPU Tesla V100, the time for each training epoch is about 15 seconds.
3

RESULTS

3.1 5-Fold Cross Validation
We train the 18-layers deep residual network using the datasets described in last section with 5-fold cross
validation. After 50 epochs of model training for each fold of the data, we got a mean of classification
validation accuracy of 86.54%.
3.2 Apply the Trained Model to Testing Data
Then we applied the trained model on the unseen testing data, we use precision, recall and f1-score as
metrics to evaluate the results. The way to calculate them are as the following formulas shown.
The precision talks about how precise/accurate of the deep residual network model, the recall calculates
how many of the actual positives the model catches by labeling it as positive. F1-score function is a function
of precision and recall, the f1-score is generally used to seek of balance between precision and recall when
there is a uneven class distribution.
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑟𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

After we applied the trained model on the testing data, we got an average of testing accuracy of 84%. The
Precisions, Recalls and f1-Scores of the classification results of each classes are as Table 2 shown.
Table 2. Malware Classification Result by Deep Residual Network

Allaple.L
Allaple.A
Yuner.A
Lolyda.AA 1
Lolyda.AA 2
Lolyda.AA 3
C2Lop.P
C2Lop.gen!G
Instantaccess
Swizzor.gen!l
Swizzor.gen!E
VB.AT
Fakerean
Alueron,gen!J
Malex.gen!J

precision

recall

f1-score

support

1.00
1.00
0.54
0.68
0.94
1.00
0.42
0.55
1.00
1.00
0.86
1.00
0.88
0.97
0.97

1.00
1.00
0.63
0.87
1.00
1.00
0.60
0.20
0.93
1.00
1.00
1.00
0.97
0.97
1.00

1.00
1.00
0.58
0.76
0.97
1.00
0.49
0.29
0.97
1.00
0.92
1.00
0.92
0.97
0.98

30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
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4

Lolyda.AT
Adialer.C
Wintrim.BX
Dialplatform.B
Dontovo.A
Obfuscator.AD
Agent.FYI
Autorun.K
Rbot!gen
Skintrim.N

0.93
0.67
1.00
0.94
1.00
0.44
0.37
0.97
0.91
1.00

0.90
0.87
1.00
0.97
0.97
0.37
0.23
0.97
0.67
1.00

0.92
0.75
1.00
0.95
0.98
0.40
0.29
0.97
0.77
1.00

30
30
30
30
30
30
30
30
30
30

micro avg
macro avg
weighted avg
samples avg

0.84
0.84
0.84
0.84

0.84
0.84
0.84
0.84

0.84
0.84
0.84
0.84

750
750
750
750

CONCLUSION

Our experiment results show that the deep residual network performed very well on the Malimg malware
dataset for the malware classification. By the 5-fold cross validation, the average classification validation
accuracy achieves 86%. By converting the malwares raw bytecodes into images, and then applying to the
deep learning model, our proposed deep learning based malware classification methods significantly
reduced the domain expert knowledge needed in the malware detection and classification tasks, the deep
learning model makes it a lot easier for anyone without the domain knowledge to perform the malwares
classification tasks. Besides, our proposed method also significantly reduced the computation or software
resources needed in the malware detection and classification tasks, greatly simplified the procedure.
However, from the classification report, we could see that the precision and recall scores of some classes
such as malware family of Agent.FYI or Yuner are a lot lower than the other classes. The possible reasons
of the lower scores of these classes might be caused by the unbalanced training data issue among different
classes, or the small training sample issue within that class when training the model.
In the future, we will furtherly investigate in improving the performance our proposed deep residual model
and solving the small data or unbalanced data issue. GAN (Generative Adversarial Network) is a possible
solution. Besides, further tuning of the hyper-parameters of the deep residual network model will possibly
improve the performance of the model as well.
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ABSTRACT
In the world of finance, stock market analysis is the heart of the effective strategy development scheme for
stock exchange transactions. Stock price fluctuations and uncertainties are the biggest challenges for stock
analysis. Fundamental and technical are the two approaches for stock analysis where fundamental analysis
is performed using sentimental analysis using social media data whereas technical analysis is done using
stock features. In this paper, we performed technical analysis using machine learning in order to select the
best stock. We developed lasso-regression, genetic algorithm (GA) and found our genetic algorithm based
model perform well for stock selection.
Keywords: stock, regression, genetic-algorithm, lasso regression.
1

INTRODUCTION

Stock market selection is an enticing prospect to machine learning technologist and data scientist. Though
there are lots of challenges, but it is possible due to machine learning techniques. In the stock market, price
always ups and down. For a certain time in a week or month, the price goes up or down. So, there must be
some kind of patterns of price change, from which the machine learning model can learn that pattern and
make a prediction of future prices to select good stocks. Based on the selection, people can invest money
on those particular stocks and can save themselves from loss.
There are a lot of research on stock market prediction but very few research on stock selection. This paper
addresses the stock market data analysis challenges with machine learning approaches and selects good
stocks from thousands of stock.
2

METHODS

2.1 REGRESSION
Regression is a statistical model from which the relationships among the dependent variables and
independent variables can be measured. Lasso regression based on linear regression is one the robust
regression model for the financial market behavior prediction [1]. Lasso uses L1 regularization and select
operation (α) for optimization. When α equal to 0, it simply consider as a linear regression model, α equals
to ∞ forces all coefficients to zero but 0 < α < ∞ is the optimal value for alpha.
2.2 GENETIC ALGORITHM
Genetic algorithm (GA) is similar to biological evolution which is a good alternative for stock selection.
Population, selection, crossover, and mutation are the main steps of GA. We used the Sharpe ratio as the
fitness function. At first, GA uses random weights as initialization, but after iterations, weights are updated
using mutation and crossover. Higher weight value stocks treated as good stock.
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3

DATASETS AND PREPROCESSING

We used Chinese stock data set which are in excel files. All are time series data ranging from 2013 to 2018.
Data-set contains data, strategy Id which is the stock identification number, Pnl (profit and loss statement),
commission (profit bonus), slippage (unexpected price change).
For stock analysis, we need to do some preprocessing on Pnl. First, we calculated percentage gain of profitloss statement using: (Pnl / total investment) * 100 ; total investment is 1 billion dollars. After that, we
accumulated the percentage gain of Pnl and calculated the Sharpe ratio.
4

RESULT AND DISCUSSION

After preprocessing, we selected the top 20 based on the Sharpe ratio. For training, we used data from 2014
to 2017, May and rest for testing. But for GA, we used the next six months for validation and rest for testing.
For fitness function, we used the Sharpe ratio, and for evolution, we select the top 5 from the population of
validation dataset and select one which have the highest Sharpe ratio. For the fitness score, we divided
2014-2017 training data into twelve parts. Then measured the Sharpe ratio of each of the region. Earliest
parts are multiplied by 1/2, 1/4, 1/8, so on and add them all. This strategy capture the recent tread of stock
data.

Lasso Regression

Genetic algorithm
Figure 1: Models output

Figure 1 showing the model output for lasso regression and genetic algorithm. Lasso regression's predicted
return for 11 months is 9.469 whereas GA algorithm’s predicted return for 5 months is 9.36 which indicates
that GA captures good stocks. If the optimized weights are negatively correlated or zero, then we consider
those stocks as bad stock. Higher value means better stocks. Experimentally, we found that GA captures
more good stocks than Lasso and that’s why GA 5 months predicted return is very close to LASSO 11
months predicted returns.
5

CONCLUSION

Our developed genetic algorithm based stock selection model shows promising result to select good stocks.
In future, we want to tune our GA algorithm and will explore the deep learning realm for stock selection.
REFERENCES
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Zhenyu Wang, Hong Yang, Qingyu Ma
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ABSTRACT
The ridesharing economy is experiencing rapid growth and innovation. Companies such as Uber and Lyft
are continuing to grow at a considerable pace. However, many challenges remain in dynamic taxi
ridesharing services, and are not currently under wide consideration. In this paper, an agent-based
reinforcement learning approach is developed to address dynamic ride service. An unity based taxi
simulation platform is further developed to evaluate the performance of proposed approach. The result on
metrics such as total miles traveled by taxis and average waiting time of riders prove the efficiency of
proposed approach compared with conventional greedy approaches.
Keywords: Reinforcement Learning, Dynamic Ride Sharing, Taxi, Simulation
1

INTRODUCTION

Real-time ridesharing refers to the task of helping to arrange shared rides. Such an technique has been
embedded in popular platforms including Uber, Lyft, and DiDi Chuxing, and significantly transformed the
way people travel. Given the redundancy of individual trajectories in both space and time dimensions, rider
sharing can is promising to take advantage of such redundancy, and offers more efficiency on traffic
management. Over the years, the research community has made great efforts to investigate conventional
approaches such as linear regression in static taxi ride sharing management. However, such static
approaches cannot address large-scale real-time ridesharing systems, and there still lacks an efficient
approach to dynamically dispatch orders, i.e., to assign orders to a set of active drivers automatically
(Fagnant and Kockelman 2018). Since the quality of order dispatching will directly affect the utility of
transportation capacity, the amount of service income, and the level of customer satisfaction, therefore,
solving the problem of order dispatching is the key to any successful ride-sharing platform. In this paper,
our goal is to develop an reinforcement learning based approach to maximize the system performance with
the ability to scale up to a large number of drivers and robust to potential hardware or connectivity failures.
2

METHODOLOGY

Configuration of a deep reinforcement learning model requires specification of three important aspects: the
state representation, the reward function, the model structure, and the action space definition. As shown in
Figure 1, the state of an agent is taxi’s occupancy (vacant, 1 passenger occupied, 2 passengers occupied),
its distance to other potential riders. The policy is learnt via Q network to determines whether or not to pick
up a rider. Actions and environments are what a taxi will do and its surrounding riders.
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Figure 1. Framework of Reinforcement Learning.
3

RESULTS AND DISCUSSIONS

Sioux Fall city network is used as one hour case study for simulation and verification. In total, 500 vehicles
are simulated with a rider request of 3,631. The simulation step is one minute, for comparison, the
conventional greedy search algorithm (GH) is used for comparison (Santos and Xavier 2013). As shown in
Table 1, the average travel time of RL is longer compared with that of GH method. This is due to each rider
does not select the shortest path with only one passenger. Meanwhile, total travel time of RL is less
compared with that of GH algorithm. In addition, the average travel time in minute of RL algorithm is
relatively longer compared with GH due to the driving distance between different passengers.
Table 1. Comparison of RL and GH Performance
Approach

Total time (Akermi et al.)

Total distance (mile)

Total wait time (min)

RL

124.5

4829.5

2736

GH

173.2

6898.9

4824

Average time (min)

Average distance (mile)

Average wait time (min)

RL

4.05

2.7

0.76

GH

3.15

2.1

1.34

The agent based reinforcement learning approach enables taxi agents to learn the nonlinear
relationships between surrounding potential riders and optimal policy to achieve a low waiting time for
riders and small total travel distance. The simulation results prove its efficiency compared with GH method.
Other than the simple network with Sioux Fall city, we plan to further simulate taxi ride sharing in New
York city as a case study with real data, and examine the performance of our proposed approach.
REFERENCES
Fagnant, D.J., Kockelman, K.M., 2018. Dynamic ride-sharing and fleet sizing for a system of shared
autonomous vehicles in austin, texas. Transportation 45 (1), 143-158.
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ABSTRACT
Driving simulators (DS) are systems consisting of driving wheels with pedals and shifters, having one or
more monitors as the display where the user drives a virtual vehicle in a virtual environment. Most DS
systems are single user and have low fidelity. This paper presents a framework and a prototype for online
multi-user driving simulator with virtual reality and microscopic traffic simulation to alleviate the
limitations of general DS systems.
Keywords: Driving Simulator, Virtual Reality, Multi-user, Microscopic Traffic Simulation.
1

INTRODUCTION

Driving simulators are widely used to train novice drivers, perform research studies, assess a traffic
situation, perform safety measures, collect data and so on. They offer many advantages, e.g., DS
environments have high controllability and reproducibility, data collection is easy, experiments can be
performed without physically endangering a participant. They have some limitations as well like (a) most
DSs are single user so studies with multiple user interacting with each other is not possible, (b) the virtual
environment seen on display(s) is not highly realistic, i.e., low-fidelity. Our proposed system presented in
this paper completely addresses issues (a) and (b). In this paper, we created a framework where online
multiplayer architecture solves issue (a) while incorporation of VR headsets makes the user-experience
more immersive and realistic thus solving issue (b).
2

SYSTEM ARCHITECTURE

The framework consists of several integral components as shown in Error! Reference source not found..
One important requirement of this framework is that the user needs an active internet connection. The arrow
signs show the transfer of data.

Figure 1. Component Architecture.
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2.1 Client Module
The Client module (CM) is the application that the user uses to visualize and interact with the virtual
environment. This application can be executed w/o VR headsets and w/o driving wheels. The user uses the
computer browser to access the server website.
2.2 Website Server
In this framework, this server hosts the webpage, stores the data, hosts the Intermediate Application (IA)
and the Microscopic Traffic Simulation (MTS) application.
2.2.1 Microscopic Traffic Simulation (MTS) Package:
MTS is the emulation of real-world traffic movements in a virtual world with various traffic entities. By
using the MTS API, information of the traffic entities like vehicles, pedestrians, traffic signals etc. can be
accessed.
2.2.2 Intermediate Application:
Intermediate Application (IA) is the executable application that has the MTS API plugin codes. This IA is
used to exchange information to and from the MTS. The IA is also used as the TCP/IP server to which
multiple client modules connect and sends/ receives information.
3

IMPLEMENTATION

A prototype has been developed based on the above-mentioned framework. The CM who works as the
TCP/IP clients was created with Unity3D, the game development environment. The MTS package used
was Vissim, a commercial traffic simulation software. The IA was written in C++ because of the Vissim
API. XAMPP, which uses Apache servers and MySQL databases was used as the server. For testing
purposes, the website server is hosted in one of our laptop computers where IP tunneling tools were used
to go around the firewalls and make that computer IP visible to the outside world.

(a)

(b)

Figure 2. System Deployment Demonstration: (a) Driving Simulator with the VR Headset; and (b)
Wirelessly Connected Users in the Same Environment.
4

CONCLUSION

The prototype developed proves the feasibility of the framework. By incorporating virtual reality and online
multi-user capability in the driving simulator, this framework has opened the door to more immersive,
accurate and realistic user study. The limitation of this framework would be dependent on the internet speed.
So, far five simultaneous connections were tested without any significant delay or loss of data and with
further optimization, this framework can support a lot more.
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