Multivariate statistical analysis (MSA) comprises a number of powerful data analytics tools that are well suited to the analysis of spectral images (X-ray, EELS, etc.) [1] [2] and more recently to diffraction-image data sets [3] [4] . For the spectroscopic data, the number of assumptions (some would call rules today) is kept to a minimum, namely, linear additivity, non-negativity [1], simplicity [2], and a known noise structure (e.g., Poisson) [5] [6] . These tools with appropriate assumptions have proven far superior to conventional analysis methods [7] [8] , both reducing the dimension of large number of noisy observations as well as finding unexpected elements.
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Teaching MSA can be difficult as the underlying math can be hard to understand. I've found that it is easier to show how the various MSA tools work and find appropriate application rather than dwell on the underlying algorithms which are all published for those interested [9] . The problem with MSA-based factor analysis methods is that they seek to solve an equation with two unknowns, D=CS T , where D is the raw data, C is a matrix of component images, S is a matrix of corresponding spectral shapes and T denotes the matrix transpose. There are an infinite number of solutions which fit the data equally. By appropriately rotating C or S (with corresponding inverse rotation of the complementary matrix) [2] we can generate a solution which, after application of non-negativity, is simple in either the spectral or spatial domain. Figure 1 shows the MSA of an SEM X-ray spectral image. The sample consists of a number of different composition wires, several with elements in common. The factors in this case have been rotated such that the component images are simple or alternatively high-contrast. The individual component images correspond in this case to chemical phases. This method might give confusing results is several phases were overlapped in transmission as in the AEM. Figure 2 shows the MSA of the same spectral image with the factors rotates such that S is simple in structure. This provided a more elemental view of the data and is appropriate for cases in the AEM where we have precipitates in a matrix. The precipitates will come out as a separate component with elements unique from the matrix [10]. 
