Non-random connectivity can emerge without structured external input driven by activity-dependent mechanisms of synaptic plasticity based on precise spiking patterns. Here we analyze the emergence of global structures in recurrent networks based on a triplet model of spike timing dependent plasticity (STDP) which depends on the interactions of three precisely-timed spikes and can describe plasticity experiments with varying spike frequency better than the classical pair-based STDP rule. We describe synaptic changes arising from emergent higher-order correlations, and investigate their influence on different connectivity motifs in the network. Our motif expansion framework reveals novel motif structures under the triplet STDP rule, which support the formation of bidirectional connections and loops in contrast to the classical pair-based STDP rule. Therefore, triplet STDP drives the spontaneous emergence of self-connected groups of neurons, or assemblies, proposed to represent functional units in neural circuits. Assembly formation has often been associated with plasticity driven by firing rates or external stimuli. We propose that assembly structure can emerge without the need for externally patterned inputs or assuming a symmetric pair-based STDP rule commonly assumed in previous studies. The emergence of non-random network structure under triplet STDP occurs through internally-generated higherorder correlations, which are ubiquitous in natural stimuli and neuronal spiking activity, and important for coding. We further demonstrate how neuromodulatory mechanisms that modulate the shape of triplet STDP or the synaptic transmission function differentially promote connectivity motifs underlying the emergence of assemblies, and quantify the differences using graph theoretic measures. 2 sculpted by experience and has become a most relevant link between circuit structure and function [1] . The 3 original formulation of Hebbian plasticity, whereby "cells that fire together, wire together" [2, 3] , fostered the 4 concept of 'cell assemblies ' [4], defined as groups of neurons that are repeatedly co-activated leading to the 5 strengthening of synaptic connectivity between individual neurons. This has suggested that activity-dependent 6 synaptic plasticity, including both long-term potentiation and long-term depression, is a key mechanism for the 7 emergence of assemblies in the organization of neural circuits [5] [6] [7] . These interconnected groups of neurons have 8 become an important target for many theories of neural computation and associative memory [8] [9] [10] [11] . Recent 9 technological developments that enable multiple neurons to be simultaneously recorded have provided the much 10 needed physiological evidence of assembly organization [12] [13] [14] [15] . For instance, synaptically connected neurons 11 1 tend to receive more common input than would be expected by chance, [12, [16] [17] [18] and cortical pyramidal neurons 12 tend to be more strongly connected to neurons that share stimulus preference [13, 19, 20] , providing evidence for 13 clustered architecture. It has been proposed that this organization enables the cortex to intrinsically generate 14 reverberating patterns of neural activity when representing different stimulus features [1, 21] . Thus, neuronal 15 assemblies can be interpreted as the building blocks of cortical microcircuits which are differentially recruited 16 during distinct functions, such as the binding of different features of a sensory stimulus [7, 17, 22] . In addition 17 to cortical circuits, neuronal assemblies have also been observed in the optic tectum (a structure homologous 18 to the superior colliculus in mammals [23]) in the developing zebrafish larva [24] [25] [26] [27] . Experiments in sensory 19 deprived larvae have demonstrated that the basic structure of spontaneous activity and functional connectivity 20 emerges without intact retinal inputs, suggesting that neuronal assemblies are intrinsically generated in the 21 tectum and not just the product of correlated external inputs [25] [26] [27] . This raises the important question of 22 what drives the emergence of these clustered structures, and whether patterned external input is necessary.
The synaptic wiring between neurons -originally proposed as a mechanism for learning and memory -is Figure 1 . Framework set-up. A. A network of excitatory neurons (light blue triangles) fire stochastically, while their activity is driven by unstructured external input (red arrows) and modulated by a population of inhibitory neurons (yellow circles). Excitatory connections among the neurons can be weak (grey dashed arrows) or strong (black solid arrows), unidirectional or bidirectional. B. Cumulants of the spike trains (see Eq. 1). The second order cumulants C ij , C ii and C jj are calculated based on the time difference between a pair of spikes (cross-covariance in green; auto-covariances in orange/red). The third-order cumulant K ij is calculated based on the time differences between three spikes (purple). The spike triplets can be two post-and one presynaptic spikes, or one post-and two presynaptic spikes, depending on the synaptic connection being considered. The time differences are: τ 1 between a presynaptic spike and a postsynaptic spike, τ 2 between different postsynaptic spikes and τ 3 between different presynaptic spikes. C. STDP is determined by pairs and triplets of spikes. Left: An example of a classic pair-based STDP rule, with learning window denoted by L 2 . Potentiation is triggered by a postsynaptic following a presynaptic spike (τ 1 = t post − t pre > 0), whereas if a presynaptic spike follows a postsynaptic spike (τ 1 = t post − t pre < 0), depression is induced. The total potentiation (depression) is given by the red (blue) area under the curve. Right: Examples of triplet STDP rules denoted by L 3,y and L 3,x . Potentiation (red) and depression (blue) are given by triplets of spikes: post-pre-post with a time difference τ 2 = t post − t post , and pre-post-pre with a time difference τ 3 = t pre − t pre , respectively. source neuron k to the postsynaptic neuron i and the presynaptic neuron j, respectively ( Fig. 2A ; see also [6] ). Figure 3A . Their contribution to plasticity through the EPSC function E and the STDP rules L 2 and L 3 is 175 illustrated in Figure 3B . 176 In addition to the α and β path lengths, to derive the contribution of the triplet STDP rule to the average 177 change in synaptic efficacy, we also introduced the γ-path. γ is the synapse path length from the source neuron k 178 to the postsynaptic neuron i, including a time delay relative to the α path from k to i, to account for the second 179 postsynaptic spike of the triplet (Fig. 3C ). Thus, for the auto-covariance term in Eq. 2, we obtain ( 
where the motif coefficient function involving the triplet STDP rule is given in the Methods (Eq. 33).
For third-order interactions, however, it is possible that the paths by which spikes are propagated branch
Second-order cumulant contributions to plasticity. A. The cross-covariance C ij between the presynaptic neuron j and the postsynaptic neuron i is obtained by summing over all the possible α-and β-paths from every possible source neuron k in the network. Each path is calculated via the corresponding weights in the connectivity matrix and the EPSC function (see Eq. 3). B. Same as A but for the auto-covariance C ii of the postsynaptic neuron i (see Eq. 4). In this case, γ is the second index to sum over the path from the source neuron k to the postsynaptic neuron i. It should be noted that the main difference between the α-and γ-path is given by the time dependence of the EPSC function, here represented in the Fourier domain for convenience. No branching (straight paths)
The first term in Eq. 5 sums over the paths to the presynaptic neuron j and postsynaptic neuron i from a 185 source neuron k in the network that do not branch out. In other words, it considers that the 'distance' to 186 each respective spike of the triplet is given by α, β and γ (Fig. 4A ). The remaining terms include the sum 187 over possible branches in the network 'tree': ζ ≥ 1 is the synapse path length from the source neuron k to the 188 neuron l that is the branching point ( Fig. 4B-D) . It should be noted that this is only possible for motifs of order 189 higher than three, since at least one synapse must be taken into account before the splitting of the path. The to a full model that also used triplets of spikes for depression [52] . ity [81] , or the location of synaptic inputs on the dendritic tree [82] . However, recent experimental studies 225 have highlighted an important role of neuromodulators in regulating plasticity across the brain [83] [84] [85] [86] , as 226 they convey information about novelty or reward. Indeed, neuromodulators such as dopamine, acetylcholine 227 and noradrenaline, but also brain-derived neurotrophic factor (BDNF) and gamma-aminobutyric acid (GABA),
228
can predominantly act via two mechanisms: by reshaping the learning window for STDP or by regulating the 229 neuronal activity at the level of synaptic transmission [84, 86] . Therefore, we next investigated how neuromod- To determine contributions to plasticity arising due to internal network correlations and not just differences 239 in neuronal firing rates [5] , we consider the case in which the plasticity rule is balanced, such thatL 2 (0) + 240 r iL3 (0, 0) = 0. We use this condition to calculate all motif coefficients, M α,β , that arise from pairwise and 241 triplet correlations (Eqs. 49-58 in Methods). We consider only motifs up to third-order in the evolution of the 242 weights (Eq. 2) and thus no longer include the branched path motifs of Eq. 5 as they are higher-than-third-order 243 and have weaker influence on weight evolution ( Fig. 4B-D ).
244
To systematically study how the dependence of these motif coefficients on the shape of the STDP rule affects 245 connectivity structure in the network, we visualized the connectivity matrices obtained by integrating Eq. 2 246 numerically, using experimentally-fitted parameters for the triplet STDP rule and the EPSC function (Table 1) .
247
Specifically, we investigated the emergence of global network structures, or assemblies, as a function of the 248 modulation parameter η − . A key requirement for the emergence of assemblies is the formation of bidirectional 249 or reciprocal connections among groups of neurons. We compare the reciprocal connections of the first-order 250 motif contributions to gain intuition: 
Unid. Bid.
Unid. Bid. and potentiate if M 0,1 > 0. Therefore, the sign of the motif coefficient M 0,1 , which depends on the corresponding 253 pairwise and triplet correlation contributions, determines the formation of bidirectional connections. Indeed, 254 increasing η − supports the formation of bidirectional connections (Fig. 5C ) as the motif coefficient M 0,1 changes 255 sign ( Fig. 5B , blue, see inset). In contrast, as previously shown, the classical pair-based STDP rule is unable to 256 support the formation of assemblies and bidirectional connections due to its asymmetric shape [89, 90] , although 257 under certain conditions (dominant potentiation) it can promote bidirectional connections as local two-synapse 258 connectivity motifs that ignore network interactions [91] . Under the asymmetric pair-based STDP rule, M 1,0 > 259 and M 0,1 < 0 result in competition between the two reciprocal connections. To autonomously generate self-260 connected assemblies without structured network input requires a symmetric pair-based STDP rule (which 261 is not biologically motivated) and a sufficiently large synaptic latency [6] . In this case, the prominence of the 262 common input motif driven by the M 1,1 motif coefficient, over all other motif coefficients in the network supports 263 assembly formation [6] . framework, as reflected in the values of the motif coefficients ( Fig. 7A Until now, we sought to understand the mechanisms that contribute to the autonomous emergence of assemblies 358 in neural circuits without any structured external input. Yet, the training of assemblies and plasticity of 359 recurrent connections has been more frequently studied when these networks are driven by structured external 360 input, both in simulations [47, 89] and analytically [42] [43] [44] [45] 49] . Significant experimental evidence also exists for 361 the emergence of functional connectivity underlying feature selectivity in the visual cortex around the time of 362 eye opening, which is presumably influenced by structured visual input through the open eyes [14] . Therefore, 363 we wanted to compare the formation of assemblies without structured external input under the triplet STDP 364 rule to that with structured external input. To investigate spatiotemporal input patterns in our framework, we 365 studied the overall mean impact of an external pairwise correlated input. This was implemented by assuming 366 that the driving signal, which could for instance represent retinal input in the optic tectum or visual cortex,
367
is correlated for a pair of neurons in the network, so that the structure of the input is represented as common 368 input to that particular pair of neurons.
369
We write the pairwise covariance as a sum of the internal correlation and a novel term that conveys the 370 external structured activity as common input [40] :
Here, C int denotes the covariance matrix (see Eq. 24) and C ext is the covariance matrix of the external input.
372
We model the input signal as a correlated pattern that promotes the joint activity of pairs of neurons that 373 belong to a certain assembly.
374
Assuming a constant external correlation matrix, the structure of the resulting self-connected assemblies of 375 neurons can be quantified via the same graph theoretic measures as used previously (Fig. 8 ). We show that was required for this approach, it is a common technique used to approximate the dynamics of more realistic 393 biophysical neurons [5, 34] . Importantly, triplet interactions provide a way to include feedback loops in these 394 recurrent networks as an alternative to using nonlinear neurons; feedback loops are not possible when linearizing 395 networks with only pairwise interactions studied before [100] . 396 We considered an asymmetric minimal triplet STDP rule, in which depression is induced by pairs of spikes the case where HOCs drive synaptic plasticity through the triplet STDP rule. Considering these HOCs is key, 475 as plasticity rule based on pairs of spike like the asymmetric pair-based STDP, cannot support the formation 476 of self-connected assemblies [89] , beyond promoting local reciprocal connections [91] .
477

Methods
478
Network dynamics 479 We consider that the time dependent activity of a neuron i is given by a stochastic realization of an inhomoge-480 neous Poisson process [67] , with expectation value
where µ i is the rate of spontaneous activity due to constant external input, W is the synaptic weight matrix, 482 S(t) is the spike train and E(t) is the EPSC function, which we assume to be identical for all neurons. Then, 483 the product WE(t) is referred to as the interaction kernel. The operator ' * ' corresponds to the convolution 484 operation. 485 We assume that the overall effect of the inhibitory population on the synaptic efficacies among excitatory 486 neurons is to balance the network activity. Thus, the sum of inhibitory synapses into each neuron is dynami-487 cally adjusted to match the sum of the excitatory synaptic efficacies, such that each element of the inhibitory 488 connectivity matrix is equal to the average of the excitatory input as
is the value of each row element and
is a diagonal matrix to take into account there is no self-connectivity. The inhibitory connections are fast and 492 updated in each integration step.
493
Plasticity of the connectivity matrix W is determined by pair-based and triplet STDP rules. We assume 494 'all-to-all' interactions between spikes, where each postsynaptic spike interacts with every previous pre-and 495 postsynaptic spike and vice-versa [50, [118] [119] [120] . 496 We also implement heterosynaptic competition based on previous work [6, 78] as an additional mechanism 497 for the plasticity dynamics to restrict the maximum number of strong connections a neuron can make, and thus 498 keep the spectral radius of the connectivity matrix lower than one. The total synaptic input and output of each 499 neuron is limited: the sum of the inbound (afferent) connections to each postsynaptic neuron i and the sum of 500 outbound (efferent) excitatory synaptic efficacies from each presynaptic neuron j have an upper bound W max .
501
The plasticity due to heterosynaptic competition can be written as
where H is the Heaviside function. Imposing an upper bound w max for each synaptic efficacy restricts the 503 possible number of connections a neuron can make to Wmax wmax . Therefore, the average amount of plasticity is the 504 sum of the change due to STDP based on Eq. 2 and heterosynaptic competition based on Eq. 12.
Here, the learning rate scale ν ensures that the synaptic efficacy increments in each integration step are small.
506
The relative contribution of heterosynaptic competition to overall plasticity is determined by the heterosynaptic 507 competition term ψ. The value for these parameters can be found in Table 1 .
508
Averaged synaptic efficacy dynamics for pair-based and triplet STDP rules 509 Assuming slow learning in comparison to neuronal dynamics and that pairs and triplets of spikes between the 510 pre-and postsynaptic neurons are relevant to plasticity [52, 74] , the mean evolution of the synaptic efficacies 511 due to STDP is given by
and y denote that the triplets which contribute to plasticity are two pre-and one postsynaptic spikes and one 514 pre-and two postsynaptic spikes, respectively. τ 1 is the time difference between the spikes of the pre-and the 515 postsynaptic neuron. τ 2 is the time difference between two postsynaptic spikes and τ 3 is the time difference 516 between two presynaptic spikes (Fig. 1B) . It should be highlighted that this derivation is independent of the 517 specific shape of the STDP functions.
518
By definition, the mean rates of the pre-and postsynaptic neurons are r j and r i accordingly. We consider 519 both to be stationary at equilibrium. The second-order correlation between the pre-and postsynaptic neurons 520 with time delay τ 1 is
where C ij is an element of the covariance matrix ( Fig. 1B) . Note that [6, 37] use a different convention for signs.
522
The third-order correlation between the triplet of spikes 'post-pre-post' with τ 1 and τ 2 is
where K ij denotes a third-order cumulant [74] . Analogously, for the 'pre-post-pre' third-order correlation
Calculation of cumulants 525
The definition of cumulants in the Fourier space is imperative for the derivation of our results. Assuming 
whereẼ(0) = F [E(t)] | t=0 denotes the Fourier transform of the EPSC function evaluated at zero. For all the 529 calculations, we define the Fourier transform as
The second-order cumulant, the covariance, can be calculated in the time domain as [37, 99] 531
where R(t) = n≥0 G * n (t) is defined as a 'convolution power series' [37, 99] of the interaction kernel G(t) = 532 WE(t), with 533 G * n (t) =
Formally, the computation of each element R mn (t) consists of calculating the probability of a spike from neuron m at time t given that neuron n fired at time 0. This representation provides a convenient formalism for representing causality of spiking events in our model. Then, considering the definition of 'path lengths' α and β 536 from the source neuron k to the postsynaptic neuron i and the presynaptic neuron j ( Fig. 2A) , we can rewrite 537 Eq. 20 as
For the auto-covariance C ii for path lengths α and γ from the source neuron k to the postsynaptic neuron i 539 ( Fig. 2B) we analogously obtain
Since each R function consists of the convolution of the EPSC functions, then its Fourier transform is the 541 product of the Fourier transforms of each of those functions, which simplifies calculations. Therefore, the cross-542 covariance C ij in the frequency domain (i.e. the Fourier transform of Eq. 20) is given by (detailed derivation in 543 S1)
and, finally we obtain the expression
It should be noted that Eq. 25 was also derived in previous works using a different approach [6, 67] . However,
546
for the third-order cumulant K ij (Fig. 4 ) that same approach is not possible. Therefore, it is convenient to 547 write K ij in the time domain in terms of the previously defined R [37, 99] as
where additionally 549
In Eq. 26, Ψ lk (v − u) is the probability density of the event that a spike from neuron k at a time v − u = 0 causes 550 24 a neuron l (different from neuron k) to emit a spike at a time v − u = 0, after at least one synaptic connection.
551
The function Ψ is necessary in Eq. 26 to take into account the branching structures in the calculation of K ij 552 ( Fig. 4B-D) . In addition to α, β and γ, ζ is the path length from the source neuron k to the neuron l where 553 the synaptic connection path branches out and is equal to or larger than one. Then, replacing both the R and 554 Ψ functions by their corresponding definitions in terms of the connectivity matrix W and EPSC function E(t)
As with the covariance, we can calculate the Fourier transform of the third-order cumulant K ij from Eq. 26 as 557 (detailed derivation in S1)
Finally, we obtain the third-order cumulant K ij in the Fourier domain in terms of the connectivity matrix W, 559 25 the EPSC function E(t), and the path lengths α, β, γ and ζ as
Calculation of motif coefficients 
and
We note that this definition combines motif coefficients where α is the index corresponding to paths to the 569 postsynaptic neuron, regardless of which of the two postsynaptic spike of the spike triplet it refers to (Fig. 1C) .
570
For the motif coefficient in Eq. 4 we derive
Lastly, for the 'straight' triplet motif (Fig. 4A) in Eq. 5 we get:
These expressions give us a concise representation of how the spiking activity interacts with network structure 576 to impact plasticity.
577
Synaptic dynamics 578
To calculate the values for the motif coefficients in Eqs. 31-37, we define the EPSC function E(t) as 579
This function depends on two time constants τ ε and τ ι that define the onset and decay of the increase in 580 the membrane potential with each spike. In particular, when τ ι → 0 the current is instantaneous and decays 581 exponentially. The function is normalized to have an integral equal to 1, so that on average the number of 582 postsynaptic spikes with the arrival of a presynaptic spike scales with the same order of magnitude as the 583 synaptic efficacy. Its Fourier transform is
With respect to the choice of STDP function, we consider the minimal triplet STDP rule [52, 74] that consists 585 of the pair-based STDP function for depression and of a triplet STDP function for potentiation (Fig. 1C) .
586
Furthermore, we introduce a 'modulation parameter' η − to model the reshaping of the depression window of 587 the STDP function via modulatory effects.
588
The depression window of STDP the function can be written as
where τ 1 = t post − t pre denotes the time difference between a post-and a presynaptic spike, A − is the depres- 
where again τ 1 = t post − t pre denotes the time difference between a post-and a presynaptic spike and τ 2 = 
599
The Fourier transforms for these two functions are
and 
Assuming non-zero mean rates, no self-excitation (i.e. W ii = 0) and that terms of order higher than three 605 28 can be disregarded in comparison to lower order ones, the terms of Eq. 44 are
for the zeroth-order contributions,
for the first-order contributions,
for the second-order contributions, and finally
for the third-order contributions. Examples and illustrations of these motifs are given in Fig. 3 . For conciseness, we grouped motif coefficients arising from the pair-based STDP rule and from the triplet STDP rule that shared values of α and β and relabeled them as 
and thus
which is independent of the modulation parameter η − , this allows us to rewrite these motifs so that they are 616 independent of the mean firing rate of the postsynaptic neuron. We analyze the evolution of these quantities are given in S2.
621
Averaged ordered connectivity matrices 622
The connectivity matrices resulting from integrating Eq. 2 numerically were ordered to reflect the graph struc-623 ture of the network [6] (Figs. 5C). K-means classification was performed to group neurons that share similar 624 connectivity, using a squared Euclidean distance. We then reordered the connectivity matrix based on the 625 groups identified by the k-means clustering. Since the structures studied depend on initial conditions, despite 626 the deterministic nature of our approach, we averaged the rearranged synaptic efficacy matrix over many trials 627 with different (but random and weak) initial connectivity to obtain the most likely connectivity (Figs. 5E and 628 7C). Assemblies on the edges of the connectivity matrices have sharper edges due to an artifact created by the 629 ordering algorithm, but this does not impact results.
630
Network analysis 631
Graph theoretic measures for directed networks were calculated using algorithms of the Brain Connectivity 632 Toolbox [121] from http://www.brain-connectivity-toolbox.net.
633
Clustering coefficient
634
For each connectivity matrix we computed the clustering coefficient [95] . For node i, this is 635 C i = number of complete triplets number of all possible triplets .
The number of complete triplets is obtained from the product of the corresponding edges of the node (from 636 the adjancency matrix), and the total number of triplets depends on network size. Then, the average of the 637 clustering coefficients of all the vertices N is given by [93] 638
The efficiency in the communication between nodes i and j can be defined to be inversely proportional to the 640 shortest distance. The average efficiency of a network is calculated as [96] 
where N denotes the nodes in the network and d(i, j) is the length of the shortest path between a node i and a 642 different node j. As an alternative to the average path length, the global efficiency of a network is defined as
where the efficiency is scaled by an ideal graph where all the possible edges exist (i.e. full network). The 644 difference between these measures is that the first measure quantifies the efficiency in a network where only one 645 packet of information is being moved through it and the global measure quantifies the efficiency where all the 646 vertices are exchanging packets of information with each other [96] .
647
Modularity 648
The modularity Q of a connectivity matrix is a measure of the strength of its division into clusters or modules.
649
Formally, modularity can be calculated as [94] 650
where A is the adjancency matrix of the graph, k is the node degree, v and w are the nodes' indices and s is a 651 variable that determines if the node belongs to a community or not. Modularity is the non-randomly distributed 652 proportion of the edges that belong to the given cluster in a graph. It is positive if the number of edges within 653 groups exceeds the number expected at random and depends on the chosen method for community detection.
654
The first algorithm we used for community detection, referred to as 'spectral clustering' algorithm, is based S2. Calculation of motif coefficients up to third-order.
