Abstract. In this paper, a new class of optical multistage interconnection network (MIN) architecture is presented, which is constructed utilizing a modularization approach rather than the traditional recursive or fixed exchange pattern methods. The modified architecture consists of an input module, an output module, two point-to-point (PTP) modules, and one modified multicast/broadcast (M/B) module(s). We also implement the multicast/broadcast module with WDM technique, which reduces the hardware cost required for multicast and the re-computation cost for a new connection. We show that it has the best application flexibility and provides multicast function without imposing significant negative impacts on the whole network. A new multicast connection pattern is also proposed in this paper, which makes it practical and economical to apply amplification in space-division networks. Compared with existing multicast architectures, this new architecture with Dilated Benes PTP modules has better performance in terms of system SNR, the number of switch elements, and system attenuation in point-to-point connections. Moreover, the multicast/broadcast module adopts wavelength division multiplexing (WDM) technique to increase its multicast/broadcast assignment. As a result, given m available distinguished wavelengths, one M/B module can support at most m M/B requests at the same time. The new proposed M/B module with WDM is more practical and economical to apply amplification in space-division networks.
Introduction
A multistage interconnection network (MIN) is composed of several stages of switch elements by which any network input port can be connected to any output port. Optical MIN represents a very important class of interconnecting schemes used for constructing optical interconnections for communication networks and multiprocessor systems. The most commonly used implementation approach is the hybrid approach using guided wave technology. The basic switch element (SE) in hybrid optical MINs is called directional coupler typically fabricated on titanium-diffused lithium niobate (Ti:LiNbO 3 ) [11] . It has two inputs, two outputs, and an electronic control, in which wide-band optical signals are switched under electronic control. The coupler can be in one of two states based on the amount of voltage on the electrodes (see Figure 1) . Either of two input signals can go to either of two outputs.
During last several decades, many optical MIN architectures have been proposed, such as Clos network [2] , Crossbar network [5] , Benes network [1] , Double crossbar network [7] , AS/AC, PS/AC and AS/PC tree networks [15] , Jajszczyk's network [6] , and so on. Although they have their own strengths, there are two major issues that remain unsolved.
One is the lack of application flexibility. All these architectures are constructed either following a fixed exchange pattern between two neighboring stages, such as Crossbar, and Banyan [3] , or applying a recursive construction approach, such as Dilated Benes [11] , Extended baseline [17] , and Double layer [9] networks. As a consequence, the whole structure of current MIN architectures are fixed (Clos network has some sort of flexibility, but there are many restrictions on it), which means they cannot be partially adjusted to fit different application requirements.
The other unsolved issue is the poor performance when performing multicast. Multicast connection is a fundamental communication pattern in many modern applications, and especially required for telecommunication and parallel computing applications. However, only a few of current MIN architectures have multicast capability, such as PS/AC tree network [15] , and Jajszczyk's network [6] . The basic multicast principle in these architectures is to use passive splitters to split each input signal into N parts, and then use active couplers/combiners to select the desired signal, and block noises. The major problem with this scheme is that the signal power reaching outputs is much lower than its original power after passing all passive splitters along the paths. Thus they all suffer severe signal attenuation problem and have limited switch dimension.
In this paper, we propose a new optical MIN architecture with multicast capability, which is constructed utilizing a modularization approach instead of the traditional recursive method or fixed exchange pattern. It consists of an input module, an output module, two point-to-point (PTP) modules, and one or more multicast/broadcast (M/B) module(s) (see Figure 2) .
The input module takes and passes input signals into PTP modules or M/B modules. The output module receives signals from PTP modules or M/B module(s) and transmits only the desired signals to output ports. PTP modules and M/B module(s) are independent of each other. PTP modules can adopt any known point-to-point MIN architecture as their exchange patterns for point-to-point connections. And M/B modules provide multicast function without imposing any significant negative influence on PTP connections and the whole network. The multicast pattern in M/B modules is select-then-split rather than current split-then-select patterns. This paper is organized as follows. We first present some common issues in optical MINs in Section 2, and then briefly review some representative architectures in Section 3. In Section 4, the configuration of the new architecture is addressed, and its properties and performance are derived and analyzed. In Section 5, we compare the new architecture with other architectures. In Section 6 we propose the new modularized architecture using WDM technology. Finally, Section 7 concludes this paper.
Common issues in optical MIN

Blocking property
Generally there are four kinds of blocking property, blocking, rearrangeably nonblocking, wide-sense nonblocking, and strictly nonblocking. A network is blocking if some permutations of the network cannot be realized. A network is rearrangeable nonblocking if all permutations are possible but some existing connections may need to be rearranged in order to allow a new connection to be added. A network is wide-sense nonblocking if by following a certain algorithm, all permutations can be set up without any rearrangement of existing paths. A network is strictly nonblocking if all permutations can always be made without rearrangement regardless of the routing algorithm used.
Optical crosstalk
Optical crosstalk is caused by the interaction between two signal channels. There are two kinds of optical crosstalk. One is switch crosstalk that is caused when two paths sharing a switch element experience some undesired coupling from one path to the other (see Figure 3) .
The other one is waveguide crossover (or channel crossover) that occurs when the waveguides carrying the signals cross each other to embed a particular topology. Lea in [10] proved that the number of crossovers in many switching networks could be greatly reduced through a topology transformation technique. And experimental results in [11] show that it is possible to make the crossover from passive intersections of optical waveguides negligible by keeping the intersection angles above a certain minimum Figure 3 . Switch crosstalk in an electro-optical switching element [12] .
amount. Therefore, the switch crosstalk problem is more severe and becomes one of the major issues in designing optical MINs.
Approaches to avoiding switch crosstalks can be roughly divided into three categories: Space Domain Dilation (SD), Time Domain Dilation (TD), and Wavelength Domain Approach (WD). In [14] , Qiao proposed a Time Domain Dilation approach and proved that the TD approach improves the space-time tradeoffs over the network dilation approach when used to establish a set of arbitrary connections. The basic idea of the WD approach is that only those wavelengths far apart from each other can be used in the same switch element simultaneously.
System signal-to-noise ratio (SNR)
SNR is a measure of the optical switch crosstalk. The value of SNR for an optical switch architecture can be estimated by determining the number of switch elements along a path (path length) and how much power will be leaked into the signal channel at each of them (switch crosstalk). The insertion loss of directional couplers will happen in both signal and noise terms, and add no effect on the SNR result. The formula for calculating SNR is given by: SNR = 10 log 10 (
).
Attenuation (Optical path loss)
Attenuation in optical fiber leads to a reduction of the signal power as the signal propagates over some distance. It has following components: (1) propagation loss through the waveguide in a switch element; (2) signal loss at waveguide bends; (3) signal loss at waveguide crossovers (not shown in Figure 4) ; (4) propagation loss in the medium; and (5) fiber-to-substrate and substrate-to-fiber coupling loss (see Figure 4) [9] . Among those losses, the propagation loss through the switch elements is the major concern, and is proportional to the number of switch elements along an optical path. Generally, there is 0.2 dB loss in each switch element on average [9] . 
Path length
The number of switch elements along an optical path from an input port to an output port is called the length of this path, which directly affects the system attenuation and signalto-noise ratio. In some MIN architectures, different connections may have different path lengths. We only consider the path length in the worst case, that is, the longest path length among all connections.
Multicast/Broadcast capability
In a point-to-point MIN architecture, the signal in one input can go to only one output. In a multicast/broadcast MIN architecture, the input signal can go to multiple outputs or all outputs at the same time. But the signal attenuation is very serious in current multicast architectures because the input signal power will be divided among several or all output channels through passive splitters.
Maximum network dimension
Due to signal attenuation and system signal-to-noise ratio, the desired signal power at the network output ports might be only a fraction of the original input signal power. Hence, without amplification, the MIN dimension cannot be very large in order to distinguish the desired signal at output ports. For instance, the maximum dimension of Crossbar network could be only 8 × 8 under some assumptions [15] .
Number of switch elements and electronic drivers
The number of switch elements and electronic drivers is the major factor to the cost of a MIN. In most MIN architectures, each directional coupler requires one electronic driver, so the number of switch elements is the same as that of drivers.
Other issues
Some other issues include control complexity, the number of substrate, the total number of optical fiber required, fault tolerance and so on.
Review of prior MINs
Crossbar network [5] 
(proposed by H.S. Hinton in 1984)
Crossbar network is a squared (or rectangular), wide-sense nonblocking network without crossover. It has the first order switch crosstalk and requiresN 2 switch elements.
Clos network [2] (proposed by C. Clos in 1953)
Clos network is a three-stage network with two stages of r n × m switches, and one middle stage of m r × r switches. It is strictly nonblocking if m ≥ 2n − 1. In the later comparison, the n × m and r × r switches are assumed to use Crossbar architecture.
Double crossbar network [7] (proposed by M. Kondo in 1985)
Double crossbar network consists of two crossbar-like structures placed on top of each other. It is a strictly nonblocking network without first order switch crosstalk. But it has crossover and use 2N 2 switch elements.
N-stage planar network [16] (proposed by R.A. Spanke in 1987)
N-stage planar network is a rearrangeable nonblocking network. It has first order switch crosstalk, but no crossover. Its path length is N.
Banyan network [3] (proposed by L.R. Goke in 1973)
Banyan network has the best results on the number of switch elements (
) and the path length log N. But it is a blocking network with first order switch crosstalk.
Benes network [1] (proposed by V.E. Benes in 1965)
The Benes network can be considered as a Banyan network concatenated with a reverse Banyan network and the middle stage is overlapped. It is a rearrangeable nonblocking network with first order switch crosstalk and complicated control algorithm.
Dilated Benes network [11] (proposed by K. Padmanabhan in 1987)
Dilated Benes network (DBN) vertically stacks Benes network and add one extra stage at the end of it. DBN solves the first order switch crosstalk problem by following the restriction that at most one input at every switch element can be active at a time. It is a rearrangeable nonblocking network built using recursive construction.
Extended baseline network [17] (proposed by C. Wu in 1997)
It is constructed by adding a cross-connect stage after the recursive baseline network. This cross-connect stage provides one more path between each pair of input and output. As a result, it is a strictly nonblocking network. It has first order switch crosstalk, and no multicast capability.
AS/AC, PS/AC and AS/PC tree networks [15] (proposed by R.A. Spanke in 1986)
They consist of N 1 × N active/passive splitters (A/P S) in the input stage interconnected to N N × 1 active/passive combiners (A/P C) to form a strictly nonblocking network. Among these three architectures, PS/AC has multicast capability, but it has first order switch crosstalk. PS/AC network consists of N 1 × N passive splitters (PS) in the input stage interconnected by fibers to N N × 1 active combiners (AC) to form a strictly nonblocking network. The multicast pattern used in this architecture is that the input signal is passively split into N parts for each of the output, and then only the desired signal is actively selected and passed to the output. But point-to-point connections also suffer the signal loss due to splitting. Besides, the fault tolerance is very poor in this case because the connection between any pair of input and output is unique.
Khandker's network [8] (proposed by M.M. Khandker in 2001)
This architecture is built using a recursively nonblocking construction method. It is a wide-sense nonblocking network with lower signal loss and switch crosstalk than crossbar structure.
Jajszczyk's network [6] (proposed by A. Jajszczyk in 1993)
Jajszczyk's network is a strictly nonblocking network with three stages. The first and last stages consist of 2k 1 × k passive splitters and 2k k × 1 passive combiners respectively. The middle stage has 2k 2×2 seven-state switch block. It could have multicast capability by substituting 2 × 2 seven-state switch blocks with 2 × 2 multicast switch blocks.
New modularized MIN architecture
In this section, a novel MIN architecture is proposed. Our proposed architecture is constructed utilizing a modularization approach rather than the traditional recursive or fixed exchange pattern methods. It overcomes some of the problems in existing optical MIN architectures, and is flexible in terms of performance and cost. It also provides multicast function without imposing significant negative impacts to the performance of the whole network. A new multicast pattern proposed during the construction and analysis of our new architecture makes it practical and economical to apply amplification in space-division networks.
Basic optical components
There are three types of active switch elements used in the new architecture, which are 2 × 2, 2 × 1, and 1 × 2 directional couplers, respectively (see Figure 5(a)-(c) ). The only difference among them is that the number of input or output ports connected to links is different. For instance, for 2 × 2 directional couplers, all input and output ports are connected to links, and for 2 × 1 directional couplers, two input ports and one output port are connected to links. Their transmission and switch mechanisms are the same and have been described in Section 1.
Another component is 1 × 2 passive splitter (see Figure 5 (d)). It divides the input optical signal in two halves onto two output fibers. The splitting ratio, α, is the fraction of input power that goes to each output. In this new architecture, the value of α is 50:50. Thus, there is a power loss resulting from signal splitting when an optical signal passes each passive splitter.
All-optical amplifier is another component. It acts to boost the signal power. And this component will be used only in networks with a large size in order to reduce the dimension limit caused by signal attenuation.
Topology
An N × N new modularized architecture can be divided into three parts. The first part is an input module that includes a stage of N input directional couplers followed by an extra-input stage of directional couplers. The last part is an output module that is composed of a stage of N output directional couplers following an extra-output stage of directional couplers. The middle part consists of two point-to-point (PTP) modules, and one or more multicast/broadcast (M/B) module(s), which are independent of one another. Figure 6 shows a N × N network using the proposed architecture with one M/B module.
The input module takes and passes input signals into PTP modules or M/B modules. And only one input of every input switch element can be active so that there is no first order crosstalk resulting from it. With the extra-input stage, each input signal can go to at least four switch links. Two of them are connected to two PTP modules respectively, and the others are connected to different M/B modules (one link to one M/B module). Figure  6 shows only one multicast link and one M/B module. The number of M/B modules depends on the multicast requirement in an application, that is, the maximum set of multicast connections between inputs and outputs of a MIN.
The output module receives all links from PTP modules and M/B module(s). And its extra-output stage acts as an on-off switch or a filter that lets only the desired signals get the access to output switch elements and blocks other signals as noises.
PTP modules can adopt any previously reported point-to-point MIN architecture as their link exchange patterns. An M/B module is an N × 1 active select-tree structure followed by a 1 × N passive split-tree structure. The N ×1 select-tree is composed of 2×1 active directional couplers used to block noises, select and transmit the multicast signal to 1 × N split-tree. The 1 × N split-tree consists of 1 × 2 passive splitters that split and pass the multicast signal to output module. Due to the serious signal attenuation caused by passive splitters, an amplifier might be needed between two tree structures to amplify the signal power so that the final signal attenuation can be reduced to an acceptable level. Figure 7 shows a 4 × 4 Multicast/Broadcast Module.
Properties
In this section, major properties of the newly proposed architecture are discussed. In our analysis of certain properties, we assume that PTP modules use dilated Benes network structure. Properties of the architecture using other PTP structures such as Banyan networks can be obtained similarly. The performance of the architecture using dilated Benes networks as PTP modules will be compared with the performance of existing architectures in the next section.
Application flexibility.
The introduction of modularization construction enables the new architecture to have the best application flexibility. Different point-to-point MIN architectures proposed before can be used as its PTP modules according to different application requirements. For instance, PTP modules in the new architecture can be changed to Crossbar structure in blocking sensitive applications, or Banyan structure in attenuation sensitive applications, or some architecture with good SNR property in a SNR sensitive situation, at the same time all other modules are kept unchanged. This adjustable feature is obviously desirable and convenient under varied practical conditions. Figure 8 shows a 4 × 4 new architecture with DBN PTP modules.
Multicast capability and amplification cost.
M/B modules provide the new architecture multicast/broadcast capability, which adopt a new select-then-split multicast pattern rather than the current split-then-select patterns. And each multicast connection is handled by one M/B module exclusively. In other words, each multicast signal will be transmitted to a different M/B module, in which only the multicast signal can go through the select-tree, and access the split-tree to be split and transmitted to the extra-stage in the output module. The output module will do the second selection and only let the desired multicast signal get output ports. Unlike current multicast architectures, the multicast function in this new modularized architecture imposes no significant negative impacts on the point-to-point connections and the whole system because M/B modules are totally independent of PTP modules.
The new architecture's multicast assignment is extensible by adding extra M/B modules, and more directional couplers in the extra-input and extra-output stages to offer more multicast links to each input. Thus, the number of required M/B modules depends on the system multicast assignment.
Another advantage of the new multicast pattern and modularization construction is that the cost of applying amplification is reduced significantly. Current multicast MINs, such as PS/AC, and Jajszczyk's network typically require N 2 optical amplifiers, if needed, for all links in the middle of structures in order to remove noises and boost the signal power. However, for the new architecture, only one amplifier is needed in one M/B module. Therefore the number of required amplifiers depends on the system multicast assignment instead of the network switch dimension.
Blocking property.
The blocking property of the new architecture depends on its PTP modules adopted. For example, if PTP modules adopt dilated Benes network, the whole architecture is rearrangeable nonblocking because dilated Benes network is a rearrangeable nonblocking network. If PTP modules use crossbar network, the new network will be wide sense nonblocking like crossbar network. Input, output, and M/B modules have nothing to do with this property.
Number of switch elements.
In the following analysis, we assume that the multicast assignment is 1, that is, only one M/B module is needed. Networks with multiple M/B modules can be analyzed similarly.
Based on the construction, it is clear that the number of switch elements in input and output modules is 2(N + 2N ) = 6N . The number of switch elements in two PTP modules is (N log ( N − 1) . Thus, the total number of switch elements in the network is 2N log N + 6N − 2. (Note: Throughout the entire paper we use log to the base 2) 4.3.5. Attenuation. In following formulas, L is the insertion loss in each active directional coupler, and (3 + E) dB is the insertion loss in each passive splitter. Here, 3 dB represents the 50/50 power split and E is the excess loss in each passive splitter. W represents the waveguide-to-fiber coupling loss. Therefore the insertion loss (IL) for point-to-point connections is given by I L = L (2 log N + 2) + 2W , and for multicast connections (without amplification) by I L = L(4 + log N ) + (3 + E) log N + 2W .
Signal-to-noise ratio (SNR).
A. Point-to-point connections. The worst case for a certain PTP connection is that every switch element in the PTP module along the path contributes a second order noise, and the switch element in extra-output stage contributes a reduced first order noise. Thus the total noise power is:
and SNR ptp = 10 log 10 P in P noise = 2|X | − 10 log 10 2k
where N is the network dimension, k = log 2 N , P in is the input power, m is the crosstalk ratio, and |X | is the extinction ratio.
B. Multicast connections.
Because after the extra-input stage, only the desired signal is chosen to access multicast module, the worst case for a multicast connection is that every active directional coupler along the path in the multicast module and extra-output stage contributes a second-order noise. Further, no noise results from 1 × 2 passive splitters. Therefore, the total noise power,
and SNR m = 10 log 10 P in P m noise = 2|X | − 10 log 10 (k + 1) Figure 9 . System signal-to-noise ratio versus network dimension.
4.3.7.
Crossover. Under the assumption that the multicast assignment is 1, the number of crossovers along a path in the worst case is:
For point-to-point connections: ( 11 2 )N − 2 log N − 6 and for For multicast connections: 2N − 1.
Network dimension limits.
As discussed before, some MINs' dimension cannot be very large without amplification due to the signal attenuation and the noise caused during transmission. Figures 9 and 10 present network dimension limits caused by the system SNR and insertion loss, respectively. Same as Jajszczyk in [6] , the following assumptions are made:
a) The maximum attenuation allowed from system input to output without amplification is assumed to be 30 dB; b) SNR is assumed to be greater than 11 dB to achieve a 10 −9 bit error rate. c) L = 1 dB, E = 0 dB, W = 2 dB and |X | = 20 dB (that is, m = 0.01); Figure 9 shows that system SNR adds no dimension limit to the new architecture with DBN PTP modules (New DBN). And for the dimension limits caused by insertion loss without amplification, the new architecture with DBN PTP modules is inferior to PS/AC, although it is better than Jajszczyk's network as shown in Figure 10 . However, the amplification solution to system insertion loss in the new architecture is much more Figure 10 . System insertion loss versus network dimension.
practical and economical than that in current multicast architectures. This has been explained in Section 4.3.2. Khandker's network
Comparison
Blocking and multicast characteristics
New architecture DBN 2N log N + 6N − 2 Dilated Benes network 2N log N Table 1 show's the blocking and multicast comparison results and Table 2 shows the equations for the number of switch elements in various networks. Figure 11 shows the plot for the comparison of the number of switch elements for various networks. These results show that the number of switch elements in the new architecture with DBN PTP modules (New DBN) is similar to DBN, and much fewer than that in PS/AC and Jajszczyk's network.
Number of switch elements in a MIN architecture
Signal-to-noise ratio (in worst case)
In the following table, |X | = 10 log 10 (
) (that is, the SNR in one switch element with first order switch crosstalk), where |X | is the extinction ratio, and m is crosstalk ratio. Typically the value |X | is about 20 dB (m = 0.01). Table 3 shows the equations for the Signal-to-Noise ratio in various networks. Figure  12 shows the plot for the comparison of the Signal-to-Noise ratio for various networks. These results indicate that the new architecture with DBN PTP modules (New DBN) has almost the same SNR as DBN when N > 64, and when N < 64, M/B module is better than DBN, but PTP module is a little worse. And both SNR ptp and SNR m in the new architecture with DBN PTP modules are much better than in PS/AC and Jajszczyk's network. Table 4 shows the equations for the system path length in various networks. Figure 13 shows the plot for the comparison of the system path length for various networks. For the path length in worst case, the new architecture with DBN PTP modules (New DBN), Figure 11 . Comparison of number of switch elements. DBN, PS/AC and Jajszczyk's network have similar results. There is no significant difference among them. Table 5 shows the equations for the insertion loss in various networks. Figure 14 shows the plot for the comparison of system attenuation for various networks. From Table 5 and Figure 14 , we can see the insertion loss for point-to-point connection in New DBN is quite close to DBN, and much better than in PS/AC and Jajszczyk's network. New DBN's multicast connection has better signal attenuation performance than Jajszczyk's network and similar to PS/AC.
Path length (in worst case)
Insertion loss (in worst case)
Number of crossover along a path (in worst case)
The number of crossover along a path is the total number of cross points of channels along a path in the worst case. Table 6 shows the equations for the number of crossovers along a path in various networks. Figure 15 shows the plot for the comparison of system crossover in the worst case for various networks. These results show that the multicast connection in the new architecture with DBN PTP modules (New DBN) gives a very good result, and the point-to-point connection is much better than in PS/AC, but a little worse than in DBN and Jajszczyk's network. 
A modified modularized architecture with WDM technology
As we mentioned before, space division MINs are designed for the case in which only one wavelength is available. However, there are usually more wavelengths available in real applications. The advantages of using these extra wavelengths are unsolved in current space division MINs. WDM technology is quite popular right now because it can take use of multiple wavelengths at the same time [15] . But the main issue is that the number of wavelengths limits the switch dimension. In this section, we propose a modified modularized multistage interconnection network architecture based on the modularized MIN architecture proposed in Section 4. In this modified modularized architecture, we propose a new multicast pattern implementing the M/B module shown in Figure 2 with WDM technology [15] . It not only solves the problem of expensive hardware cost in the case of high multicast assignment, but also improves the fault tolerance significantly. At the same time, all other performances are almost the same as those in modularized architecture.
New multicast module implementing WDM technology
The new multicast module consists of a wavelength multiplexer, a tree structure of passive splitter, and n tunable receivers (see Figure 16) . We assume the number of available wavelengths is m below. The multicast mechanism is that m multicast requests are forwarded to the multicast module with different wavelengths, and then they are combined together by the wavelength multiplexer, and the combined signal is split into n parts each of which is passed into a tunable receiver. Here the tunable receiver works as a filter. It switches only the desired signal to the output Module. 
Topology of the modified modularized architecture
The topology of the modified modularized architecture is the same as the modularized architecture, instead of replacing the M/B module by the new WDM multicast /broadcast module shown in Figure 16 .
Performance (vs. modularized architecture)
6.3.1. Blocking property. It is the same as the modularized architecture, which means that it is decided by the blocking property of the PTP modules adopted.
Number of switch elements.
The number of SE's in input/output Modules is 2(N + 2N ) = 6N , which, is the same as it is in the modularized architecture proposed in Section 4.
The number of SE's in two PTP modules is 2N log N − 2N , which, is the same as it is in the modularized architecture. 
Multicast connections.
The modified architecture has better SNR due to noise filtering done by tunable receivers. Amplification can be done after the receivers. Thus the cost of this architecture is higher than the original one, but still much lower than that of the previously reported networks.
Fault tolerance.
Because of the high multicast capability of the multicast modules, the modified architecture improves the fault tolerance significantly. In the original architecture, each multicast module provides only one extra path for any pair of input . By adding one back-up M/B for fault tolerance, we can almost eliminate the re-computing and rearranging cost caused by some switch elements which are down (not working) because the probability of m switch elements down (not working) at the same time is very low, and can be ignored.
Conclusion
We have proposed a new class of optical MIN architecture utilizing modularization construction approach, which has an input module, an output module, two PTP modules, and one or more M/B modules. It can adopt any known point-to-point MIN architectures as its PTP modules and provide multicast capability without imposing significant negative impact on the performance of the whole system. The new multicast pattern of M/B module makes it practical and economical to apply amplification. Modularization construction offers the new architecture the best application flexibility. Comparison results indicate that this new architecture with Dilated Benes PTP module has much better performance in terms of system SNR, the number of switch elements, and signal attenuation of point-to-point connections than two current multicast MIN architectures, PS/AC and Jajszczyk's networks. The results also reveal that M/B modules do not cause problems to PTP modules. We have also proposed a modified modularized optical multistage interconnection network architecture integrating the WDM technology to implement the multicast, which improves the hardware cost and fault tolerance in the original architecture. The major compromise with this architecture is that it might need more than one substrate to implement the modularization construction, and requires more switching elements when increasing the number of concurrent multicast connections in the network.
