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Chapter 1
Introduction
A state-of-the-art atmospheric limited area model uses time-dependent lateral
boundary conditions provided by a global atmospheric model. In current practice,
the initial conditions for the limited area model are either analyses prepared us-
ing the global model and interpolated to the higher resolution grid of the limited
area model, or analyses prepared by using a data assimilation system specifically
designed to produce initial states for use by the limited area model. In the latter
case, the analysis inside the limited area domain is obtained independently of the
global analysis (e.g., Torn et al. 2006; Zhang et al. 2006; Huang et al. 2009). The
aforementioned two approaches are motivated by the practical constraint that most
weather prediction centers and research groups who run limited area models have
access to global analysis products, but do not have the capability to produce global
analyses. The only exceptions are a handful of operational NWP centers, e.g., the
National Centers for Environmental Prediction (NCEP), who prepare both global
and limited area analyses, but, mainly for practical reasons, follow one of the two
aforementioned approaches.
In this thesis, we consider the scenario in which we have access to both the
global and the limited-area model and a model-independent data assimilation sys-
tem. Our goal is to begin to address the problem of finding the configuration of
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the coupling between these three components of the forecast system, which provides
the best global and limited area model forecasts. In particular, we compare the
forecast performance of the system for different coupling strategies using both sim-
ulated and operationally used observations of the atmosphere. In our experiments,
the global model is the model component of the Global Forecast System (GFS) of
the National Centers for Environmental Prediction (NCEP) (Sela 1980) integrated
at a T62L28 (about 150 km ) horizontal resolution, the limited area model is the
Regional Spectral Model (RSM) of NCEP (Juang 1992; Juang and Kanamitsu 1994;
Juang et al. 1997; Juang and Hong 2001) integrated at 48 km and L28 resolution,
while the data assimilation system is the Local Ensemble Transform Kalman Filter
(Ott et al. 2004; Hunt et al. 2007; Szunyogh et al. 2008). We choose the NCEP
RSM for this study because along with the NCEP GFS model it has the most con-
sistent dynamics among all limited area models. In particular, the two models share
the same physical parametrization packages and the GFS model solution affects the
RSM solutions not only at the lateral boundaries, but also in the entire limited
area domain. Using these two particular models in a coupled system minimizes the
chance of spurious transient behavior that may be introduced when information is
propagated from one model to the other. In addition, this configuration allows for
a clean comparison in which two models of similar quality are used. If the two
models were of significantly different quality, it would not be possible to separate
the effects of having higher resolution model information in the limited area from
the effects of having model dynamics or physics of a different quality in the limited
area. We design numerical experiments to start assessing the forecast value added
2
by the limited area assimilation.
The structure of the thesis is as follows. Chapter 2 presents our theoretical
considerations for the coupling strategies. In particular, we describe the relationship
between the coarse resolution global fields and the higher resolution limited area
fields for an ensemble transform data assimilation scheme. Chapter 3 describes the
components of the coupled global/limited area analysis-forecast system we use in
our numerical experiments. Chapter 4 summarizes our results and findings for both
the perfect and imperfect model scenarios.
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Chapter 2
Data Assimilation
To design strategies for the coupling of a global and a limited area data assim-
ilation system, we assume that the higher resolution limited area model provides a
more accurate representation of the atmospheric dynamics in the limited area than
does the global model. Our goal is to take advantage of the availability of this
presumed better model information within the limited area to improve the quality
of the analyses. We introduce our strategies assuming that the data assimilation
component is based on an ensemble transform algorithm (e.g., Bishop et al. 2001;
Hunt et al. 2007). While Strategy 1 (interpolation of low resolution analysis) is a
conventional approach, which could be easily implemented using any data assim-
ilation algorithm, and Strategy 2 and 3 (noncycled and cycled regional analysis)
could be implemented using any ensemble-based scheme, Strategy 4 (analysis with
feedback) takes advantage of the fact that the ensemble transform algorithm pro-
vides a straightforward way to propagate information from the limited area data
assimilation process to the global process.
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2.1 Global and limited area model dynamics
The global model dynamics g, defined by
xg(tf ) = g[xg(ti)], (2.1)
propagates an estimate xg(t) of the global atmospheric state between an initial time
ti and a final time tf . The components of xg(t) are the spatially discretized atmo-
spheric state variables (e.g., temperature, components of the wind vector, surface
pressure, humidity variables). The limited area model dynamics f , defined by
xl(tf) = f [xl(ti),xg(ti),xg(tf)], (2.2)
propagates an estimate xl(t) of the atmospheric state in a limited area sub-domain
of the globe at a resolution that is higher than that of xg(t). We introduce the
notation
x′l(t) = xl(t)− L[xg(t)] (2.3)
for the difference between the high resolution and the global state estimate in the
limited area domain. In Eq. 2.3, L is the mapping from the state space of the global
model onto the state space of the limited area model. In practice, this mapping
is an interpolation from the lower resolution grid of the global model to the higher
resolution grid of the regional model. While the limited area model resolves motions
at scales that are smaller than the smallest scales resolved by the global model, there
are scales that contribute to both xl(t) and xg(t). Thus, x
′
l(t) cannot be simply
considered to be a small scale perturbation to the global state vector in the limited
area domain.
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2.2 The motivation for coupled data assimilation
The derivation of the version of the LETKF which is considered in this study
is based on the assumption that a model can provide a perfect representation of the
dynamics of the observed system (Ott et al. 2004; Hunt et al. 2007). An implementa-
tion of the scheme on a numerical weather prediction model inevitably violates this
assumption. One particular source of the error is the spatial discretization of the
dynamics: the atmospheric state at time t is represented by a spatially continuous
vector field u(t), while a model uses a finite-dimensional discretization x(t) of u(t)
assuming that a suitable projection P: xt(t) = P[u] exists. (Here, the superscript t
indicates that xt(t) is the model state representation of the true atmospheric state.)
Thus the finite-dimensional model dynamics g and f ignore an infinite number of
interactions associated with the unresolved flow components. While parametriza-
tion of the sub-grid (unresolved) processes are designed to account for the effects of
the unresolved scales on the resolved scale (e.g., Kalnay 2002), in general, a higher
resolution model is expected to provide a more accurate representation of the atmo-
spheric dynamics. The motivation for employing a limited area model is to provide
a more accurate representation of the atmospheric dynamics in a limited area do-
main of particular interest. Our intended purpose in coupling the global and limited
area data assimilation processes is to take advantage of the presumed superiority of
the limited area model in the limited area domain to improve the accuracy of the
limited area analyses.
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2.3 Ensemble transform data assimilation schemes
An ensemble-based data assimilation system obtains the state estimate at
analysis time tn in two steps: (i) in the forecast step, a prior estimate of the state,
called the background, and an estimate of the uncertainty in the background are
obtained by propagating information from the previous analysis time tn−1 to tn =
tn−1 + ∆t using the model dynamics; and (ii) in the state update step, the prior
estimates of the state and its uncertainty are updated based on the observations
collected in the time window [tn −∆t/2, tn +∆t/2].
Formally, the forecast step involves preparing a K-member ensemble of back-
ground forecasts {xb(k)(tn), k = 1, . . . , K}. For instance, in a global data assimila-
tion system
xb(k)g (tn) = g[x
a(k)
g (tn−1)], k = 1, . . . , K, (2.4)
where {xa(k)g (tn−1), k = 1, . . . , K} are the members of the analysis ensemble at the
previous analysis time tn−1. The background state x¯
b(tn) is defined by the ensemble
mean,
x¯b(tn) = K
−1
K∑
k=1
xb(k)(tn), (2.5)
while the uncertainty in the estimate x¯b(tn) is described by the ensemble based
estimate
Pb(tn) = (K − 1)
−1Xb(tn)[X
b(tn)]
T , (2.6)
of the background error covariance matrix. Here Xb(tn) is the matrix whose k-th
column is the k-th background ensemble perturbation xb(k)
′
(tn) = x
b(k)(tn)− x¯
b(tn).
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In an ensemble-transform-based data assimilation scheme (Ott et al. 2004;
Hunt et al. 2007) the ensemble mean analysis is obtained by
x¯a(tn) = x¯
b(tn) +X
b(tn)w
a(tn), (2.7)
where the “weight vector” wa(tn) is the value of w that minimizes the quadratic
cost function
J(w) = (k−1)wTw+(yo(tn)−h[x¯
b(tn)+X
b(tn)w])
TR−1(tn)(y
o(tn)−h[x¯
b(tn)+X
b(tn)w]).
(2.8)
Here, yo(tn) is the vector of observations assimilated at time tn and the observation
operator h(x) maps the model representation of the atmospheric state to observables
at observation times. The observation operator is assumed to satisfy
yo(tn) = h[x
t(tn)] + e(tn), (2.9)
where the vector of Gaussian random variable e(tn) with mean 0 and covariance
matrix R(tn) represents the observation noise. In practice, h(x) is an interpolation
of the model variables from the model grid points to the locations and times of the
observations and a conversion of the model variables to the observed quantities.1
In addition to the analysis x¯a(tn), an ensemble transform scheme also generates
an ensemble of analysis perturbations by
Xa(tn) = X
b(tn)W
a(tn). (2.10)
1Because the observations assimilated at time tn are collected in the time window t ∈
[tn −∆t/2, tn +∆t/2], the model is integrated for a time
3
2
∆t from tn−1 to provide a background
trajectory xb(t) for the entire observation time window. The observation operator h operates on
this background trajectory.
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The analysis perturbations, which are the columns of Xa(tn), are added to x¯
a(tn) to
obtain the members of the analysis ensemble xa(k)(tn); k = 1, ..., K. One approach
to compute the weight vector wa(tn) and the weight matrix W
a(tn) is through a
square-root Kalman filter algorithm (e.g., Tippett et al. (2003)). The LETKF is a
square-root filter (Ott et al. 2004; Hunt et al. 2007).
After the forecast step is completed, we use the background ensemble to define
the ensemble of background observation vectors
yb(i) = h(xb(i)), (2.11)
their mean y¯b, and the matrix Yb whose columns are the vectors yb(i) − y¯b. This
computation is done locally to filter long-distance spurious covariances and to allow
for a concurent computation of the analysis at the different grid points on a parallel
computer. The local analysis error covariance matrix is estimated by
P˜a = [(k − 1)I+ (Yb)TR−1Yb)]−1 (2.12)
and the weights necessary for the computation of the analysis perturbations are
computed by
Wa = [(k − 1)P˜a]1/2. (2.13)
The analysis mean is then obtained by
x¯a(tn) = x¯
b(tn) +X
b(tn)w¯
a(tn) (2.14)
.
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2.4 Coupling strategies
In all four configurations of the coupling considered in this thesis, the global
background ensemble is obtained by equation 2.4. In the first three strategies,
the coupling is in one direction: the limited area data assimilation process uses
information provided by the global analysis at the current or the previous analysis
time, but the the limited area analysis has no effect on the global analysis at the
current or future analysis times. In the fourth strategy, the global analysis within
the limited area domain is prepared using information from the limited area analysis,
thus feeding back information from the limited area data assimilation process to the
global data assimilation process. In our description of coupling Strategy 4, we make
use of the fact that both the mean analysis and the analysis ensemble members can
be computed by linearly combining the background ensemble perturbations.
2.4.1 Strategy 1: Limited area analysis by spectral interpolation
The limited area analysis x¯al (tn) is obtained by interpolating the global ensem-
ble mean analysis to the higher resolution grid of the limited area model:
x¯al (tn−1) = L[x¯
a
g(tn−1)]. (2.15)
In this configuration (Fig. 2.1), although the global model is run in an ensemble
mode, only a single limited area run is prepared using the mean of the global en-
semble solution to provide the large scale forcing. In this configuration, the limited
area model can outperform the global model if it can develop predictable flow fea-
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tures which may not be resolvable in the global model in response to the higher
resolution bottom boundary condition in the limited area domain.
2.4.2 Strategy 2: Non-cycled limited area analysis
Members of the global analysis ensemble at tn−1 are interpolated to the higher
resolution model grid of the limited area model to obtain a limited area analysis
ensemble:
x
a(k)
l (tn−1) = L[x
a(k)
g (tn−1)], k = 1, 2, . . . , K. (2.16)
This limited area analysis ensemble is then propagated forward in time using the
limited area model to obtain the limited area background ensemble:
x
b(k)
l (tn) = f [x
a(k)
l (tn−1),x
a(k)
g (tn−1),x
a(k)
g (tn)]. (2.17)
A limited area analysis x¯al (tn) is then prepared by applying Eqs.(2.5-2.10) the limited
area background ensemble {x
b(k)
l (tn), k = 1, 2, . . . , K}. This procedure is repeated
at each analysis time. This coupling strategy is summarized in Fig. 2.2. Note that
the limited area analysis obtained at time tn is not used at the subsequent analysis
times tm (m ≥ n). In this configuration, the limited area analysis can perform
better than in Strategy 1, if the high resolution background ensemble perturbations
that develop after a 3
2
∆t 2 time integration of the limited area model, in response to
2Because the observations assimilated at time tn are collected in the time window t ∈
[tn −∆t/2, tn +∆t/2], the model is integrated for a time
3
2
∆t from tn−1 to provide a background
trajectory xb(t) for the entire observation time window. The observation operator h operates on
this background trajectory.
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the combined effects of uncertainties in the lower resolution large scale flow and the
higher resolution forcing terms, provide a more accurate estimate of the background
error covariance than does the global background ensemble. Such an approach can
also improve the limited area forecasts, if it reduces the transient effects that may
occur in Strategy 1 due to using a different model (the global model) in the data
assimilation process than in the forecast process (the limited area model).
2.4.3 Strategy 3: Cycled limited area analysis
As in Strategy 2, we create the limited area analysis ensemble at the very first
analysis time, t1, by interpolating the members of the global analysis ensemble on the
higher resolution grid of the limited area model. We propagate this ensemble forward
in time, using the limited area model, and prepare a limited area analysis by applying
Eqs. (2.5-2.10). In all subsequent cycles, the limited area background ensemble
{x
b(k)
l (tn), k = 1, 2, . . . , K} is obtained by integrating the limited area model from
the limited area analysis ensemble {x
a(k)
l (tn−1), k = 1, 2, . . . , K} from the previous
analysis time, and the limited area analysis ensemble at time tn is obtained by
Kalman filter assimilation of observations, as described in Chapter 2 2.3. In this
configuration, the limited area analysis can perform better than in Strategy 2, if the
limited area background uncertainties cannot be fully modeled as a rapid response
of the smaller scale uncertainties to the global scale analysis uncertainties. In this
case, cycling the limited area analysis may result in a more accurate estimation of
the state through a more accurate estimation of the background error covariance
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matrix of the limited area system. This coupling strategy is summarized in Fig. 2.3.
2.4.4 Strategy 4: Feedback from the limited area analysis to the global analysis
In the three coupling strategies described so far, the global analysis is indepen-
dent on the limited area analysis both outside and within the limited area domain
and can be prepared prior to the limited area analysis. In contrast, in the last strat-
egy we describe, the limited area analysis is prepared first in the limited area domain
and the weights wal (tn) and W
a
l (tn) from the limited area analysis are applied to
global background ensemble to obtain the global analysis inside the limited area
domain. Outside the limited area domain, the global analysis ensemble is obtained
as before, computing the weights based on the global background ensemble. This
coupling strategy is summarized in Fig. 2.4.
This strategy introduces a feedback from the limited area analysis process to
the global process. An attractive aspect of this approach is that it produces a global
analysis ensemble that is consistent with the limited area analysis ensemble, in the
sense, that the k-th member of the global analysis ensemble, xa(k)g (tn), and the k-th
member of the limited area analysis ensemble, x
a(k)
l (tn), are obtained by the same
linear combination of the background ensemble members. This is appealing because
each limited area background ensemble member is dynamically coupled to the global
background ensemble member of the same ensemble index [e.g., x
b(k)
l (tn) is coupled
to xb(k)g (tn)]; applying the same weights to the limited area and global ensemble
members, we ensure that the global analyses xa(k)g (tn) and the analyses of the high
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resolution perturbations x′
(k)
l (tn) are consistent with each other. Other strategies
do not share information about weights between different scales.
The feedback may also improve the global analysis in the area near and within
the limited area domain. In particular, using the high-resolution model fields to
obtain the global analysis may reduce the effect of the representativeness errors
in the observations. There are two practical issues that have to be addressed when
implementing Strategy 4. First, using the weights from the higher resolution limited
area analysis in the global analysis requires an algorithm to map the weights from
the high resolution grid to the lower resolution global grid. Second, abrupt changes
may occur in the weights near the boundaries of the limited area domain. This can
be addressed by implementing a blending process that smooths the changes in the
weights near the boundary of the limited area domain (see section 3.3.2).
Finally, we note that it would be particularly interesting to test Strategy 4
on a coupled global limited-area model with two-way nesting; that is, in a system
where the high-resolution global solution continuously affects the coarse resolution
global solution within the limited area domain (e.g., Harris and Durran (2010)).
Unfortunately, while two-way nesting is becoming standard for mesoscale models
allowing for multiple nests, there is no readily available two-way nested system for
the global-limited-area setting.
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Figure 2.1: Schematic illustration of the data assimilation by spectral interpolation
of the global analysis to the regional model grid (Strategy 1).
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Figure 2.2: Schematic illustration of the non-cycled regional data assimilation Strat-
egy 2 : spectral interpolation of all the global analysis ensemble members to the
regional model grid generate a regional analysis ensemble member.
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Figure 2.3: Schematic illustration of the cycled regional data assimilation Strategy 3:
both the global and the limited area data assimilations are cycled.
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Figure 2.4: Schematic illustration of coupling Strategy 4: both regional and global
analysis are cycled, as in Strategy 3, but in the limited area high resolution analysis
information is feedback to the global analysis.
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Chapter 3
Experiment design
First, we briefly introduce the three main components of our coupled analysis-
forecast system: the global GFS model, the limited area RSMmodel and the LETKF
data assimilation system. Then, we describe the design of the numerical experi-
ments, the observational data sets we assimilate, and the verification scores we use
to evaluate the different coupling strategies.
3.1 Model components
3.1.1 GFS
The GFS consists of a model and a data assimilation component, but in this
study we use only the model component. The dynamical core of the model is de-
scribed in Sela (1980). The model has been upgraded numerous times since the
nineteen-eighties, mainly to improve the physical parametrization and the compu-
tational performance, but the general solution strategy of the dynamical core has
remained the same. In particular, the model uses the spectral transform technique
to solve the model equations; that is, the nonlinear terms and the terms associ-
ated with parametrized physical processes are computed on a grid, while the spatial
derivatives are computed in spectral space using spherical harmonics for the rep-
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resentation of the atmospheric fields. For vertical discretization the model uses a
sigma coordinate system. We integrate the model using a triangular truncation with
a cut-off wave-number of 62 and 28 vertical sigma levels (T62L28). At this spectral
resolution the nominal resolution of the model (the grid spacing) is about 150 km
in the middle latitudes, but-because of the use of a scale dependent diffusion to
maintain a realistic kinetic energy spectrum the effective resolution is about 220
km.
3.1.2 RSM
The RSM is a perturbation model. That is, it predicts the evolution of a high
resolution perturbation to the lower resolution global model solution and obtains
the high-resolution model forecast by adding the forecast perturbation to the global
forecast (Juang 1992; Juang et al. 1997). For the computation of the sum of the
perturbation and the global fields, the spherical harmonics that represent the global
fields in spectral space are directly transformed to the grid points of the NCEP
RSM. In our experiments, we use the RSM with a 6-hr nesting period, that is, we
store the global model solution with a 6-hr resolution and compute the global fields
by a linear time interpolation at each time step of the integration of the RSM.
In the RSM, the time evolution of the perturbation is governed by the linear
and nonlinear interactions between the different components of the perturbation
and the nonlinear interactions between the perturbations and the large scale flow.
The perturbation equation is solved by a spectral transform technique using double
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sine-cosine functions to represent the meteorological fields. The vertical coordinate
of the model is sigma and the 28 sigma levels of the RSM in our experiments are the
same as those of the GFS model. We choose an extended North-American region to
be the limited area domain (Fig. 3.1), and we use a horizontal resolution of 48 km
in this domain. While the increase of the model resolution with respect to the
resolution of the global model may seem to be modest, locally it can lead to a more
accurate representation of the orography by (300− 500 meter) (Figure 3.2).
The RSM model offers different options to ensure a smooth transition of the
limited area perturbations to zero at the boundaries. We choose the implicit re-
laxation and blending procedures described in Juang et al. (1997). The blending
procedure computes a weighted average of the high resolution forecast and the global
forecast, giving increasingly larger weights to the global forecast moving toward the
boundaries. We set the blending parameters such that blending affects a total of 20%
of the grid points (10 % at each lateral boundary). Thus, since the total number of
grid points in the zonal direction is 193, the blending affects 19 points at the eastern
and western boundaries and 14 of the 140 grid points in the meridional direction
at the southern and northern boundaries. Multiple nesting and non-hydrostatic op-
tions are available in the RSM (Juang et al. 1997), but we do not use these features
in our experiments.
21
3.2 LETKF
In the LETKF, the state update step of the Kalman filter is performed inde-
pendently for each element of the state vector (Ott et al. 2004; Hunt et al. 2007).
A key step of the LETKF algorithm is the selection of the set of observations that
are considered when updating the estimate of a given state vector component. In
practice, the different state vector components at a given grid point are analyzed in
one step and in situ observations are selected for assimilation if they are closer to the
grid point than a given distance. The assimilation of nonlocal radiance observations
with the LETKF is also possible, but for those observations the observation selec-
tion is done in a different way (Fertig et al. 2008). In this study, we use the same
set of LETKF parameters in both the global and the limited area data assimilation
system as was used in the global system described in Szunyogh et al. (2008). The
number of ensemble members is K = 40. Observations are assimilated if they are
within a 800 km radius of the grid point, and the inverse of the assumed observa-
tional error variance is tapered linearly from its original value at 500 km to zero
between a distance of 500 and 800 km (thus tapering the effects of observations on
the analysis that are further away than 500 km). The initial ensemble members are
sampled from a free run with the NCEP GFS.
The one important difference between our implementation of the LETKF on
the GFS and the RSM is that in the GFS implementation we employ a digital filter
(Lynch and Huang 1992) to control free gravity wave oscillations, but we cannot
perform such a filtering of the high-resolution limited area fields because a digital
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filtering capability is not available for the RSM.
In our implementation of strategy 4, we compute the weights wag(tn) and
Wag(tn) for the global analysis within the limited area domain by interpolating
the weights from the four closest grid points of the high resolution grid at the same
vertical level since both the global and the limited area models have the same verti-
cal resolution. Figure 3.4 shows a randomly selected component of wag(tn) (weight)
used in the regional and the global analyses and the changes in the weights of the
global analysis due to the regional feedback. We find that the blending procedure
applied by the RSM to the model fields results in a sufficiently smooth transition of
the weights of the global system near the boundaries in strategy 4. Thus, applying
a blending algorithm directly to the weights is not necessary. Another reason for
smooth transition near the domain boundaries, which are located over ocean, is the
lack of observations in these regions.
3.3 Observational data set
The observational data set is identical to the one used in Szunyogh et al.
(2008). It includes all conventional (non-radiance) measurements that were opera-
tionally assimilated at NCEP between 1 January 2004 at 0000 UTC and 29 February
2004 1800 UTC. Figure 3.5 shows the location of the surface pressure observations
on a typical day. In the simulated observation experiments, we use information
only about the location and the type of observations from the observation reports
to generate simulated observation of the right type at realistic locations by adding
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random “observation noise” to a time series of “true” states. To simplify the gen-
eration of the simulated observations, we assume that all observations were taken
at the analysis time; that is, the random observational noise is added to the true
state at the analysis time.1 This true state is obtained by first generating a time
series of coarse resolution global true states with a 60-day integration of the NCEP
GFS starting from the operational global analysis of NCEP on 1 January 2004 at
0000 UTC. Then a 60-day integration of the RSM is carried out to add a high res-
olution perturbation to the true state over the extended North American region.
Fig. 3.1 shows the time mean flow in the nature run. One important feature of the
time mean flow is the low pressure region over north-east Canada. The limited area
model domain includes only part of this stationary low, and, as we will show later,
this will obviously degrade the performance of the limited area system in the region
north of the 5200 gpm isoline.
Fig. 3.3 shows the difference between the high- and the low-resolution compo-
nents of the true state for the 500 hPa geopotential height after 16 days of integra-
tion. Although the regional model is started from a global analysis and the global
component of the high-resolution fields is provided by the NCEP GFS throughout
the entire simulation, substantial differences develop between the high resolution
true state and its global component inside the limited area domain. For a more
1When observations of the real atmosphere are assimilated, we take advantage of the 4-
dimensional capabilities of the LETKF (Hunt et al. 2004, 2007); that is, we use background
information, regarding both the state and the error covariance matrix, which is valid at the exact
observation time.
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quantitative assessment of the difference between the high-resolution nature run
and its low-resolution global component, we show the kinetic energy spectrum for
the x′l(t) (Eq. 2.3) perturbation component of the nature run (Fig. 3.6). The spec-
tral analysis takes advantage of the property of x′l(t) that it satisfies double-periodic
boundary conditions on the limited area domain: The kinetic energy spectrum is ob-
tained by (i) taking the double Fourier transform of the two zonal components of the
wind vector, (ii) computing the square of the magnitude of the spectral coefficients
by multiplying the spectral coefficients with their complex conjugate, (iii) adding
the square of the magnitude for the two components of the wind (iv) summing the
squares in unit width wave number bands centering the bands on the integer wave
numbers, finally (v) taking the time mean of the spectra. To make the interpreta-
tion of the figure easier, we scale the wave numbers by the ratio of the length of the
full latitude circle along the globe and the zonal length of the limited area domain.
That is, the results from the limited area spectral analysis are shown with respect
to the global wave number. The spectral analysis shows that the initially zero per-
turbation x′l(t) develops an energy spectrum that peaks at the synoptic scales (wave
number 6-20) and has a relatively large value even at the largest resolved scale of
about wave number 4.
3.4 Experiment design
The data assimilation is carried out by first running the global analysis cycle
from 1 January 2004 at 00:00 UTC. Then the regional analysis cycle is run from 16
25
January 2004 at 00:00 UTC. The regional data assimilation period is started only
15 days after the beginning of the global cycle to avoid the propagation of transient
effects from the global to the regional assimilation cycle. We prepare global and
limited area analyses following the four strategies described in Chapter 2.
3.5 Verification scores
We assess the performance of the different coupling strategies by preparing de-
terministic global and limited area forecasts for each configuration of the global/local
data assimilation coupling. We verify forecasts at the 12-hr and the 48-hr forecast
lead times. Since the boundary conditions tend to degrade the limited area fore-
casts near the boundaries (e.g., Warner et al. 1997; Torn et al. 2006), we define a
verification region that is smaller than the limited area domain. (See Fig. 3.1 for the
definition of the verification region.) We deem a configuration better if it produces,
on average, more accurate forecasts in the verification domain.
In the perfect model experiments, the verification is done against the known
true state on the high resolution grid of the RSM. The magnitude of the error of
the forecast of a variable at a given time and model level is measured by the root-
mean-square error. The mean in the computation of the root-mean-square is taken
either over all grid points in the verification domain and all verification times, or
over all verification times. In the former case, the error for a given variable and
level is a single scalar, while in the latter case, the error is a two-dimensional field
in the limited area domain. We also analyze time series of the mean square error at
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Figure 3.1: Ilustration of the limited area domain. Green rectangle indicates the
boundary of the forecast verification domain. Thin contours show the time mean
for the time period of the study (Jan-Feb) of the geopotential height of the pressure
level in the ”true“ states.
certain model levels.
To verify the forecasts of the real atmosphere, we compute the root-mean-
square error of the forecasts against radiosonde observations at the mandatory pres-
sure levels where observations are available for all radiosondes. For the computation
of this statistics, the forecasts are interpolated by a bilinear horizontal interpolation
to the observation locations and the mean is taken over all observation locations
and over all observation times. Since the errors in the forecasts are not correlated
with the errors in the radiosonde observations, this verification approach can re-
liably detect changes in the accuracy of the forecasts that are smaller than the
root-mean-square of the observation errors (e.g., Szunyogh et al. 2000).
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Figure 3.2: Difference in the orography of the RSM and the GFS models. Thin con-
tours show the height of the orography in the RSM model, while color shades show
the height of the orography in the RSM model minus the height of the orography
in the GSF.
28
Figure 3.3: A snapshot of the high-resolution perturbation component of the truth
in the limited area domain (color shades). Shown is the 500 hPa geopotential height
component of the perturbation after 16 days of model integration. Also shown is
the low resolution global component of the 500 hPa “true” geopotential height field
(contours).
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Figure 3.4: A randomly selected component of the weight wa) for the global analysis
(a) and the regional analysis (b). Also shown is the change introduced to the global
weights by feeding back information from the limited area analysis (c). Since the
global model uses a reduced number of grid points toward the poles, the value of
the weight is not available at all plotted locations for the global case.
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Figure 3.5: Location of the surface pressure observations, January 16 2004 at 00:00
UTC
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Figure 3.6: The time mean kinetic energy spectrum of the high-resolution pertur-
bation component of the truth with respect to the global wave number (dashes) in
a log-log scale. The straight solid line with slope -3 indicates the scaling law for the
kinetic energy in the inertial range of two-dimensional turbulence.
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Chapter 4
Results
First, we will assess performance of all strategies under the perfect model
assumption. The set of the simulated observations described in 3.3 are assimilated
in each analysis step and the results are compared with the “true” state of the
atmosphere. To assess the performance of the proposed strategies in a realistic
settin,g observations of the real atmosphere are also assimilated and the resulting
analyses and forecasts are verified against radiosonde measurements.
4.1 Perfect model scenario
We first compare the performance of the data assimilation systems for Strate-
gies 1-3, where information is not propagated back from the regional to the global
analysis. Then we compare the performance of the two systems using Strategy 3 and 4
to study the effect of the feedback.
4.1.1 The comparison of Strategies 1, 2 and 3
In Figure 4.1, we show the vertical profile of the root-mean-square error at
12-hr and 48-hr forecast times for the temperature and the two horizontal compo-
nents of the wind. The results suggest that all three limited area strategies provide
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forecasts that are more accurate than the global forecast. On average, Strategy 3 (re-
gional cycled analysis), provides more accurate forecasts than Strategy 2 (noncycled
regional analysis), and Strategy 2 provides more accurate forecasts than Strategy 1
(interpolated global analysis). While all three limited area forecast systems main-
tain their large advantage over the global system for the entire 48-hr, the difference
between the performance of the three limited area systems is smaller at 48-hr than
at 12-hr forecast time. Figure 4.2 shows the time evolution of the spatial mean of the
root-mean-square forecast error at 12-hr forecast time in the limited area domain
for temperature and wind at 500 hPa. The agreement with the conclusion drawn
based on the vertical profiles, Strategy 3 (cycled regional analysis), performs clearly
better than the other strategies.
We show the spatial distribution of the forecast improvements introduced by
the increasingly more sophisticated limited area data assimilation processes for the
geopotential height at 300 and 500 hPa (Figures 4.3 and 4.4) and for the temperature
at 850 hPa pressure level (Figure 4.5). Using the limited area model only to prepare
the forecasts (Strategy 1) consistently improves all verified forecast parameters in the
verification domain (see panels a and d of the Fig. 4.3-4.5). Evolving the background
ensemble for a single assimilation cycle with the limited area model (Strategy 2) has
little additional value compared to Strategy 1 (panels b and e); while cycling the
limited area assimilation (Strategy 3) leads to major improvements compared to
Strategy 2. While the system based on Strategy 3 performs best in the verification
domain, it also has obvious difficulties outside the verification domain, near the
northern and western lateral boundaries of the limited area domain. This result
34
suggests that while propagating the background covariance information with the
limited area model is beneficial in general, propagating the covariance through the
boundaries can be problematic even in the perfect model scenario.
4.1.2 The comparison of Strategies 3 and 4
Area averaged errors are shown for Strategy 3 and 4 in Figure 4.6, but we do
not find these differences statistically significant. (We tested the statistical signif-
icance of the difference between the errors for the two strategies by the procedure
described in Szunyogh et al. (2008).) The vertical profiles of the forecast errors
shown in 4.6 suggest that Strategy 4 (feedback) has a small negative effect on both
the global and the limited area forecast. Thus the conclusion is corraborated by Fig-
ure 4.7 which shows the time evolution of the 12-hr root-meen-square forecast error
for three different variables at 500 hPa. Figure 4.8 shows that Strategy 4 improves
the limited area forecasts within the verification region and outside the verification
region near the western boundary of the limited area domain, but it degrades the
forecasts north of the verification region (panel a, b, and c). This result indicates,
that while Strategy 4 has the potential, in general, to improve the limited area fore-
casts in regions where the limited area domain captures only a part of an important
large scale forecast feature, feeding back information from the limited area system
can have negative effects. The right hand side panels of Fig. 4.8 (panels d, e, and
f), which show the effect of the feedback on the global analysis in the limited area
domain, indicate a dominantly negative effect on the global forecasts of the feedback
35
on the global forecast.
4.1.3 Spectral analysis
Figure 4.9 shows the spectral distribution of the error in the zonal wind fore-
casts for strategies 1, 2 and 3 at the 12-h and the 48-h forecast times. This figure
is produced by the same procedure as Fig. 3.6, except that the Fourier transform
is applied to the errors in the high-resolution wind forecast perturbation. Since the
global component of the forecast is the same for all three strategies, this figure il-
lustrates the differences between the spectral distribution of the error in the limited
area perturbation component of the forecast for the three strategies. Results are
not shown for Strategy 4 because in that case the difference between errors in the
large scale forecasts also contributes to the difference between the errors.
The most striking feature of Fig. 4.9 is the large advantage of the system
that cycles the limited area analysis (strategy 3) at 12-hr forecast time in the wave
number range 10-30. This result indicates that the LETKF coupled with the RSM
can more skillfully predict the covariance in the wave number range 10−30 when the
analysis is cycled. At 12-hr forecast time, the difference between the performance
of the different configurations of the system is small at the longest resolved scales
(wave numbers larger than 10) and at the shortest resolved scales (wave numbers
larger than 60). There is no real difference at 48-hr between the performance of the
three configurations, with the exception of a slight advantage of the cycled system
(Strategy 3).
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4.2 Results with observations of the real atmosphere
4.2.1 Comparison of Strategies 1, 2, and 3
Verification results for our analysis-forecast experiments using observations of
the real atmosphere are shown in Fig. 4.10. Overall, the limited area systems perform
slightly better than the global system at 12-hr forecast time, while the global system
performs better than the limited area systems at 48-hr forecast time. The difference
between the performance of the limited area systems and the global system is larger
for the two components of the wind than for the temperature. In particular, the
clear advantage of the limited area systems for the zonal component of the wind
below the 300 hPa level at 12-hr lead time turns into a clear disadvantage by the
48-hr forecast time. Another interesting feature of the verification results for the
two components of the wind is the big advantage of the global system in the upper
troposphere (above 300 hPa), most of which disappears by 48-hr forecast time.
Similar to the results for the perfect model scenario, there is not much differ-
ence between the systems based on the different coupling strategies at 48-hr lead
time. However, the picture is very different from what we observed for the per-
fect model scenario at 12-hr forecast time: Strategy 3, which performed the best
under the perfect model scenario, performs the worst in the realistic case, while
Strategy 2 maintains its slight advantage over Strategy 1. This suggest that the
RSM at the tested resolution is not a sufficiently better model than the GFS in the
selected limited area to compensate for the problems that arise at the boundaries
in Strategy 3.
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4.2.2 Comparison of the Strategy 3 and 4
The comparison of the performance of Strategies 3 and 4 with real observations
is shown in Fig. 4.11. In these figures, we show the impact of the feedback on
both the limited area and the global forecasts (the two curves without feedback are
the same as in Fig. 4.11). We note that some caution should be exercised when
interpreting the results shown in this pair of figures: the difference between the
errors shown in these figures are statistically not significant when tested using the
approach of Szunyogh et al. (2008). That test compares the time (sample) mean
of the instantaneous differences between the root-mean-square-errors for variance of
the two configurations at the various verification times to the variance of the same
differences. The failure of the test indicates that the differences in the errors are
not due to consistent differences at the different verification times. Instead, they
are the net result of differences in the forecast errors, which are highly variable in
magnitude and sign.
Interestingly, at 12-hr forecast time, the feedback has a much larger effect
on the performance of the global forecast than on the performance of the limited
area forecast. In particular, while the global forecasts of the temperature is clearly
degraded by the feedback above 300 hPa and below 700 hPa, and the two horizon-
tal wind components above 500 hPa are clearly degraded, the feedback improves
the global forecasts of the two wind components in the lower troposphere (below
500 hPa). At 48-hr lead time, the best of the four forecasts is clearly the global fore-
cast without feedback. The only parameters for which this system is not the best are
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for the meridional component of the wind in the jet layer (around 300 hPa), where
the limited area system with feedback is the best, and for the zonal component of
the wind at the bottom of the atmosphere, where the two systems with feedback are
the best. Also, at 48-hr lead time the differences are larger between the performance
of the two limited area systems. In particular, the system with feedback performs
better for the meridional wind component in the jet layer and for the zonal wind
below 800 hPa, and it performs worse for the temperature and the zonal component
of the wind at the bottom of the atmosphere.
4.3 Conclusions
This thesis documents the first attempt at exploring the potential benefits of
coupling the global and limited area ensemble Kalman Filter data assimilation. To
the best of our knowledge, ours is the first study that considers a feedback from
the limited area data assimilation process to the global process. We carried out
analysis–forecast experiments under a perfect model scenario, where the limited area
model was considered to be perfect in the limited area domain and the global model
errors were considered to be perfect elsewhere. We also carried out experiments in
a realistic setting. Our most important findings for the perfect model scenario are
the following:
• In the limited area domain, the limited area systems based on the different
coupling strategies perform better than the global system. The advantage of
the limited area systems is much larger at 12-hr lead time than at 48-hr lead
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time.
• Preparing a limited area analysis with a cycled limited area system enhances
the performance of the limited area forecast system. The main benefit of
cycling the limited area analysis is that it provides better 12-hr lead time
forecasts at the synoptic and sub-synoptic scales (global wave number 10-30).
A single analysis cycle does not provide sufficient time to achieve a similar
effect.
Additional findings from our tests using real atmospheric data are the following:
• The results with observations of the real atmosphere confirms that the limited-
area data assimilation has potentially larger benefits at the shorter forecast
times (12-hr vs. 48-hr in our experiments). The advantage of the limited area
systems is smaller than in the perfect model scenario at 12-hr forecast time
but diminishes at 48-hr forecast time.
• Our attempt to feed back information from the limited area analysis to the
global analysis led to mixed results. The feedback improved the 48-hr high
resolution wind forecast under the perfect model scenario and the meridional
large scale wind forecast at 48–hr in the realistic scenario, but also led to
considerable degradation of some of the other verified atmospheric variables.
We emphasize that we consider the current study only to be the first step to-
ward exploring the benefits of coupling the global and limited area data assimilation
process. One potential extension of this study would be to increase the ratio of the
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resolution of the two models from the current 1:4 ratio (48 km vs. about 220 km).
Since, in the current system, the cut-off wave number for both models is within
the inertial range of two-dimensional turbulence, the regional model does not really
bring in new physics compared to the global model. Increasing the resolution of
the limited area model to a range where some of the non-hydrostatic processes are
explicitly resolved would bring in a new source of kinetic energy (convection), as
well as the effects of three-dimensional turbulence. Bringing in new physics could
reduce the representativeness component of the observation errors with respect to
the limited area model dynamics. This, in turn, could be expected to increase the
potential benefits of feeding back information from the limited area data assimila-
tion system to the global data assimilation system. One particular area of research
where we expect such an approach to be especially beneficial is in investigating the
interactions between a tropical cyclone and the large scale flow. We are currently
in the process of testing our coupled data assimilation system for such a scenario.
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Figure 4.1: Vertical profile of the root-mean-square forecast error in the limited area
domain at 12-hr (a) and 48 (b) forecast time for the global forecast (red solid) and
for the limited area forecasts with coupling Strategies 1 ( orange long dashes and
dots), 2 (blue short dashes) and 3 (green dots).
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Figure 4.2: Time evolution of the root-mean-square forecast error in the limited area
domain at 12-hr forecast time for (a) temperature (b) zonal and (c) meridional wind
for the global forecast (red solid) and for the limited area forecasts with coupling
Strategies 1 ( orange long dashes and dots), 2 (blue short dashes) and 3 (green dots).
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Figure 4.3: The difference between the root-mean square errors of the geopotential
height forecasts at the 300 hPa level for the different configurations of the analysis
system at 12-hr and 48-hr lead times. Shown are the differences between the fore-
casts started from the global analysis and the limited area analysis of Strategy 1
(panel a and d), from the limited area analyses of Strategies 1 and 2 (panel b and e),
and from the limited area analyses of Strategies 2 and 3 (panel c and f). Where the
values are positive, the forecast from latter analysis is more accurate. Also shown
is the mean flow at the 300 hPa level for the ”true states“ in the verification period
(contours).
global - strategy 1
strategy 1 - strategy 2
strategy 2 - strategy 3
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Figure 4.4: Same as Fig. 4.3, except for the geopotential height forecast at the
500 hPa level.
global - strategy 1
strategy 1 - strategy 2
strategy 2 - strategy 3
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Figure 4.5: Same as Fig. 4.3, except for the temperature at the 850 hPa level.
global - strategy 1
strategy 1 - strategy 2
strategy 2 - strategy 3
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Figure 4.6: Vertical profile of the root-mean-square forecast error in the limited
area domain at 12-hr (a) and 48 (b) forecast time for the global forecast (red solid),
global forecast with limited area feedback (cyan long dashes and dots), and the
limited area forecasts with coupling Strategies 3 regional (green short dashes) and 4
(purple dots).
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Figure 4.7: Time evolution of the root-mean-square forecast error in the limited area
domain at 12-hr forecast time for (a) temperature, (b) zonal, and (c) meridional wind
for the global forecast (red solid) and for the limited area forecasts with coupling
Strategies 3 and the global forecast (cyan long dashes), and limited area forecasts
(dashed purple) with coupling Strategies 4 .
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Figure 4.8: The difference between the root-mean square errors of the 48-hr forecasts
started from the analyses obtained by Strategy 4 and Strategy 3. Results are shown
for the limited area geopotential height forecasts at the 300 hPa (panel a) and the
500 hPa (panel b), the limited area temperature forecasts at 850 hPa (panel c), the
global geopotential height forecasts at 300 hPa (panel d) and 500 hPa (panel e),
and the global temperature forecast at 850 hPa (panel f). Strategy 4 provides more
accurate forecasts where the shades indicate positive values. Contour show the time
mean of the true geopotential height at the given level.
strategy 3 - strategy 4
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Figure 4.9: The kinetic energy spectrum of the forecast error with respect to the
global wave number at 12-hr and 48-hr forecast lead times in a log-log scale. Shown
is the error for Strategy 1 (orange), Strategy 2 (blue) and Strategy 3 (green). The
straight solid line with slope -3 indicates the scaling law for the kinetic energy in
the inertial range for two-dimensional turbulence.
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Figure 4.10: Vertical profile of the root-mean-square forecast error in the limited
area domain at 12-hr (a) and 48-hr (b) forecast time for the global forecast (red
solid) and for the limited area forecasts with coupling Strategies 1 (orange dashes
and dots), 2 (blue dashes) and 3 (green dots) assimilating observations of the real
atmosphere.
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Figure 4.11: Results for experiments assimilating observations of the real atmo-
sphere. Vertical profile of the root-mean-square forecast error in the limited area
domain at 12-hr (a) and 48-hr (b) forecast time for the global forecast (red solid), the
global forecast with Strategy 4 (cyan dashes), the limited area forecast for Strategy 3
(green dots), and the limited area forecast Strategy 4 (purple dashes and dots).
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Appendix A
Regional Spectral Model
The RSM was developed at NCEP primarily for research purposes (Juang and
Kanamitsu 1994; Juang et al. 1997). The Scripps Experimental Climate Prediction
Center (ECPC) joined the efforts for the development and maintenance of the RSM
in the early 1990s. Today it is one of the limited-area models used in the operational
limited-area ensemble system at NCEP (Du et al. 2003, 2006). The RSM is also
used at ECPC to provide fire danger forecasts, to study climate sensitivity, and
to downscale reanalysis. Due to the flexibility of its design, the RSM can be easily
implemented on a variety of computer architectures, a feature that makes the model
appealing for use at universities and research institutes around the world.
The NCEP RSM is a perturbation model: the high resolution forecast it pro-
vides is the sum of the larger-scale flow component, as predicted by the NCEP GFS,
and a high resolution perturbation component. To be precise, the NCEP RSM is not
a true perturbation model because it does not solve the forecast equations directly
for the perturbations. The tendencies are calculated as deviations of the full high
resolution field from the global base field. Thus, it may be more correct to use the
terminology perturbation filtering model (Kanamitsu 2000).
Unlike most other limited-area models, which are affected by the global fields
only through the lateral boundary conditions, the RSM is affected by the global
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fields throughout the entire limited area. Figure A.1 adapted from Juang et al.
(1997) illustrates the nesting of the higher resolution field into the coarser grid of
the global model (Juang and Hong 2001). The variable A represents a full high-
resolution field of an arbitrary scalar model variable in the limited area, and Ag
is the coarse resolution global field of the same variable. As shown in Figure A.1,
in a typical limited-area model the effects of the coarse resolution global model
are limited to a relaxation region near the border of the region. In contrast, the
perturbation method considers the coarse global model over the whole limited area
(Juang and Kanamitsu 1994). The perturbation field A′, the dark shaded area in
Figure A.1, is defined by
A′ = A− Ag. (A.1)
Features that cannot be resolved in the global spectral model, but can be resolved
by the regional model are thus called perturbations. Nesting to the outer domain is
done through relaxation of the perturbation term: the perturbation is zero at and
outside of the regional domain boundaries and nonzero inside.
Since the base field is used in the entire regional domain, relaxation along
the lateral boundary is sufficient to smooth the Gibbs effect of spectral representa-
tion. Additional blending between the regional and the global grids could achieve
smoother lateral boundary fields, but may not be necessary to improve the forecast
according to Juang and Kanamitsu (1994).
Integration of the RSM consists of the following steps:
1. The values of the global analysis Ag(x, y) are obtained at each gridpoint within
54
the regional domain by an inverse spectral transformation from the spectral
coefficients of the global field Ag(m,n).
2. Equation A.1 directly calculates the perturbation A′(x, y) within the limited
area from the regional analysis, A(x, y), and Ag(x, y). A
′(x, y) is then con-
verted into spectral space over the limited area to obtain the spectral coeffi-
cients A′(k, l) for the perturbation. We note that the spectral transformation
assumes that A′(x, y) is zero at the boundary of the limited area.
3. The base field Ag(m,n), the perturbation A
′(k, l), and their horizontal deriva-
tives are then converted into grid space to obtain A′(x, y), Ag(x, y),
∂A′
∂x
, ∂A
′
∂y
,
∂Ag
∂x
, and∂Ag
∂y
. The vertical derivatives are approximated by the finite differ-
ences.
4. The full model tendency, ∂A(x,y)
∂t
, and the global tendency, ∂Ag(x,y)
∂t
, are then
obtained and the perturbation tendency is calculated by
∂A′(x, y)
∂t
=
∂A(x, y)
∂t
−
∂Ag(x, y)
∂t
. (A.2)
5. The perturbation and global tendencies are transformed to spectral space. The
spectral coefficients for the next time step are obtained from a semi-implicit
time integration scheme. Time integration of the model is done separately for
A′ and Ag.
6. The integration of the model is carried on by returning to step 3.
Finally, we note that the NCEP RSM and GFS use the same physical parametriza-
tion packages, except for those used in very high resolution non-hydrostatic config-
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urations of the RSM. Such high resolution configurations of the RSM are not con-
sidered in this research. The consistency of the physical parametrization packages
minimizes the effects of the adjustment process that may occur due to differences
between the global and regional model physics. This is an important potential ad-
vantage, since the presence of a strong adjustment process could degrade the quality
of the estimates of the time dependent error statistics in the Kalman filter.
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Figure A.1: One-dimensional representation of an arbitrary scalar variable in the
regional model: (a) for a conventional limited area model; (b) for a perturbation
model such as the NCEP RSM. The dotted curve represents the contribution from
the global model, while the gray area represents the full high-resolution field.
57
Appendix B
Significant test
The statistical significance of the difference between two experiments is tested
by a two-sample t test for correlated data (Wilks 2006; Szunyogh et al. 2008). To
perform the test, we first take the difference between the verified and the verifying
data sets. (In our case the verifying data are radiosonde measurements at every 12
hours.) Then we take square of the difference and calculate the mean over all points
in the verification domain. This way, we obtain two time series of the errors E21 and
E22 , one for each of the two experiments we compare. We define the ∆
i difference
between the two time series, for each verification time by
∆i = E21(i)− E
2
2(i). (B.1)
For the estimation of the efficient sample size, we also need to compute ∆¯− =
(n− 1)−1
∑n−1
i=1 ∆
i, ∆¯+ = (n− 1)
−1 ∑n
i=2∆
i, and∆¯ = n−1
∑n
i=1∆
i. The total sample
size in our case is n = 30. The effective sample size n′ can be estimated using the
approximation
n′ ≈ n(1− r1)(1 + r1)
−1, (B.2)
where the auto-correlation coefficient r1 is
r1 =
∑n−1
i=1 (∆
i − ∆¯−)
∑n
i=2 (∆
i+1 − ∆¯−)
[
∑n−1
i=1 (∆
i − ∆¯−)2
∑n
i=2 (∆
i − ∆¯+)2]1/2
. (B.3)
This approach to compute the efficient sample size is based on the assumption that
the random variable ∆i, i = 1, ..., n, describes a first-order autoregressive process.
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If there was no auto-correlation between ∆i at the different verification times, the
effective sample size n′ would be equal to the sample size n , but with increasing r1,
the effective sample n′ decreases.
The t-test is based as the assumption that the test statistic
z =
∆¯
(s2∆/n
′)1/2
z =
∆¯
(sd/n′)1/2
(B.4)
, where s∆ is the sample variance of ∆
i, a normally distributed random variable. is
normally distributed. We compare this value to the probabilities of the standardized
normal distribution and determine likelihood of the difference.
We claim, that the difference between errors in the two experiments is signif-
icant at level x, if the probability of the null hypothesis, that ∆¯ is different from
zero only due to statistical fluctuations, is less then 100− x%. For example, we can
say that difference between 12-hr forecast of the regional cycled and the feedback
strategy in Table B.1 is significantly different at 99% level if the values of the z are
not bigger then −2.57 (Table B.1 in Wilks (2006)).
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Table B.1: z values for the difference of the regional cycled and the regional real
data feedback experiment for 12-hr forecast time.
Level 925 850 700 500 400 300 250 150 70 50
Temperature -0.17 -0.15 -0.12 0.14 -0.09 -0.13 0.12 -0.11 0.09 -0.09
Zonal wind -0.13 0.11 0.18 0.15 0.09 -0.11 -0.13 0.13 -0.2 0.13
Meridional wind 0.15 -0.11 0.14 0.1 0.08 0.07 0.12 0.23 0.17 0.18
Table B.2: z values for the difference of the regional cycled and the regional feedback
real data experiment for 48-hr forecast time.
Level 925 850 700 500 400 300 250 150 70 50
Temperature -0.15 0.19 0.11 0.14 -0.12 -0.16 -0.13 -0.13 0.03 0.08
Zonal wind 0.12 -0.11 0.14 0.13 0.14 0.12 -0.14 0.11 0.07 0.15
Meridional wind -0.18 0.14 -0.11 0.13 0.09 0.07 0.08 -0.07 -0.12 0.11
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Table B.3: z values for the difference of the global cycled and the global feedback
real data experiment for 12-hr forecast time.
Level 925 850 700 500 400 300 250 150 70 50
Temperature -0.18 -0.13 -0.17 -0.13 -0.10 -0.11 -0.09 -0.09 -0.14 -0.10
Zonal wind 0.12 -0.18 -0.13 -0.16 -0.12 -0.10 -0.11 -0.14 -0.14 -0.13
Meridional wind -0.12 -0.13 -0.16 -0.14 -0.12 -0.09 -0.11 -0.13 -0.17 -0.14
Table B.4: z values for the difference of the global cycled and the global feedback
real data experiment for 48-hr forecast time.
Level 925 850 700 500 400 300 250 150 70 50
Temperature -0.17 -0.12 -0.12 -0.16 -0.12 -0.13 -0.14 -0.10 0.12 -0.11
Zonal wind -0.11 -0.15 -0.14 -0.14 -0.15 -0.15 -0.08 0.08 -0.10 0.10
Meridional wind -0.16 -0.15 -0.09 -0.08 -0.09 -0.08 -0.07 -0.07 -0.11 0.10
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