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Chapter 1
Introduction
In this thesis, we study functions u : U → R which are viscosity solutions – a certain type
of solutions – to the partial differential equation (PDE)
(1.0.1) −
n∑
i=1
n∑
j=1
∂u
∂xi
∂u
∂xj
∂2u
∂xi∂xj
= 0 in U,
where U ⊂ Rn is a domain. We focus on everywhere differentiability of such functions.
The original result of everywhere differentiability is Theorem 3.2 in [1] by Lawrence C.
Evans and Charles K. Smart. However, most of the content of this thesis is going through
the underlying results, primarly from [2] and [3].
The equation (1.0.1) is called infinity Laplacian equation and its viscosity solutions
are called infinity harmonic functions. We usually write the equation (1.0.1) as
−∆∞u = 0 in U.
Our first milestone is to show that infinity harmonic functions are locally Lipschitz
continuous and hence differentiable almost everywhere in their domain. This is done in
Chapter 3. We start with properly introducing the infinity Laplacian equation and the
concept of its viscosity solutions. Then we give a proof that infinity harmonic functions
have a comparison property with respect to cone functions. Cone functions are translations
of the radial solutions to (1.0.1) and they have a cone-shaped graph. The comparison with
cones property implies local Lipschitz continuity and Rademacher’s theorem, Theorem
2.3.1, then gives almost everywhere differentiability.
In Chapter 4 we regularize the infinity Laplacian equation and study the regularized
equation. The core idea is that regularity results of infinity harmonic functions are hard
to obtain, whereas the solution of the regularized equation, denoted by u, is smooth and
we have sufficient control over its derivatives.
In Chapter 5 we arrive at studying the everywhere differentiability, which is the goal
of this thesis. We first prove that, at each point of the domain of an infinity harmonic
function u, there exists a linear tangent plane for the graph of u. The comparison property
with cone functions studied in Chapter 3 is essential. Proving the differentiability then
reduces to proving the uniqueness of the tangent plane. For the proof we need the results of
Chapter 4 concerning the function u. The main tools are the convergence result, Theorem
4.5.9, namely u → u as → 0, and the gradient estimate, Theorem 4.4.12, for Du.
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Chapter 2
Preliminaries
In this chapter we introduce the notations that are used throughout this thesis, and certain
elementary definitions which are important to keep in mind in order to easily follow this
thesis. We also state some basic results in analysis.
2.1 Notation
Symbol Meaning Explicit formula
x A typical point in Rn, sometimes re-
garded as a column vector.
x = (x1, . . . , xn)
ei The i
th standard coordinate vector in
Rn.
ei = (0, . . . , 0, 1, 0, . . . , 0)
U and Ω A domain, an open and connected sub-
set of Rn with a smooth boundary.
U Closure of U .
∂U Boundary of U .
U ⊂ Ω U is contained in Ω.
U ⊂⊂ Ω U is compact and U ⊂ Ω.
uxi or
∂u
∂xi
Partial derivative of a function u : U →
R with respect to the ith component of
x.
uxi(x) =
∂u
∂xi
(x)
= limh→0
u(x+hei)−u(x)
h ,
provided that the limit exits.
wk The kth component function of a vector
valued function w : U → Rn.
w(x) = (w1(x), . . . , wn(x))
(wk)xi Partial derivative of w
k with respect to
the ith component of x.
(wk)xi =
∂wk
∂xi
3
Du Gradient vector of a function u : U →
R.
Du = (ux1 , . . . , uxn)
D2u Hessian matrix of a function u : U → R. (D2u)ij = uxixj
AB or A ·B Matrix multiplication of the matrices
A ∈ Rn×m and B ∈ Rm×p.
(AB)ij =
∑n
k=1AikBkj
〈x, y〉 Euclidean inner product of the vectors
x = (x1, . . . , xn) and y = (y1, . . . , yn)
in Rn.
〈x, y〉 = ∑ni=1 xiyi
〈A,B〉 Frobenius inner product of the matri-
ces A and B in Rn×n.
〈A,B〉 = ∑ni,j=1AijBij
|x| Euclidean norm of a vector x ∈ Rn. |x| = (∑ni=1 x2i )1/2
|A| Hilbert norm of a matrix A ∈ Rn×n. |A| = (∑ni,j=1A2ij)1/2
B(x0, r) Open ball in Rn with center x0 ∈ Rn
and radius r > 0.
{x ∈ Rn : |x− x0| < r}
B(x0, r) Closed ball in Rn with center x0 ∈ Rn
and radius r > 0.
{x ∈ Rn : |x− x0| ≤ r}
xiyi Shorthand notation for any sum where
xi ∈ R and yi ∈ R (Einstein summation
convention).
xiyi =
∑
i xiyi
yiAijxj Shorthand notation for the inner prod-
uct of y ∈ Rn and Ax ∈ Rn, where
A ∈ Rn×n and x ∈ Rn.
yiAijxj = 〈y,Ax〉
(xiyi)
2 Sum over i to the power of two, where
xi ∈ R and yi ∈ R.
(xiyi)
2 =
(∑
i xiyi
)2
C(U) The set of continuous functions in U .
Ck(U) The set of k times continuously differ-
entiable functions in U , k ∈ N.
USC(U) The set of upper semicontinuous func-
tions in U .
u ∈ USC(U) ⇔
lim supx→x0 u(x) ≤ u(x0)
∀x0 ∈ U
LSC(U) The set of lower semicontinuous func-
tions in U .
u ∈ LSC(U) ⇔
lim infx→x0 u(x) ≥ u(x0)
∀x0 ∈ U
C A positive constant that may vary from
line to line.
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2.2 Definitions
Definition 2.2.1. Let A ∈ Rn×n be a matrix.
(i) A is positive definite, denoted by A > 0, if for any x ∈ Rn \{0} we have 〈x,Ax〉 > 0.
(ii) A is positive semidefinite, denoted by A ≥ 0, if for any x ∈ Rn we have 〈x,Ax〉 ≥ 0.
(iii) A negative definite, denoted by A < 0, if −A is positive definite.
(iv) A negative semidefinite, denoted by A ≤ 0, if −A is positive semidefinite.
Definition 2.2.2. Let U ⊂ Rn be a convex domain. A function f : U → R is convex, if
for any x, y ∈ U and any t ∈ [0, 1] we have
f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y),
and concave, if −f is convex.
Definition 2.2.3. Let U ⊂ Rn be a convex domain. A function f : U → R is strictly
convex, if for any x, y ∈ U , such that x 6= y, and any t ∈ (0, 1) we have
f(tx+ (1− t)y) < tf(x) + (1− t)f(y),
and strictly concave, if −f is strictly convex.
Visually, f being convex means that the graph of f ”curves up”. We may also describe
convexity by saying that the graph of f lies above any of its tangent planes. For a
concrete example, any parabola that opens upwards is convex in the whole of Rn, and
correspondingly, parabolas that open downwards are concave.
For C2-functions we have the following useful criterion for convexity/concavity.
Proposition 2.2.4. Let U ⊂ Rn be a convex domain and f ∈ C2(U). Then f is
convex/concave (strictly convex/concave) if and only if its Hessian matrix D2f is pos-
itive/negative semidefinite (positive/negative definite).
2.3 Preliminary results
Let U ⊂ Rn be a domain.
Theorem 2.3.1. (Rademacher) A Lipschitz continuous function f : U → R is differ-
entiable almost everywhere with respect to the Lebesgue measure.
For the proof of Rademacher’s theorem, we refer the reader to Theorem 2 in [9].
Let {fj}j∈J denote a family of functions fj : U → R, where J is an index set.
Definition 2.3.2. The family {fj}j∈J is equibounded, if there exists a constant M ≥ 0
such that
sup
U
|fj | ≤M for all j ∈ J .
Definition 2.3.3. The family {fj}j∈J is equicontinuous, if for any  > 0 there exists
δ > 0, depending only on , such that
|f(x)− f(y)| <  for all j ∈ J ,
provided that |x− y| < δ.
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Theorem 2.3.4. (Arzela`-Ascoli) If the family {fj}j∈J is equibounded and equicontin-
uous, and the index set J is infinite, then there exists a continuous function f : U → R
and a subsequence {fjk}∞k=1 such that
fjk → f as k →∞
locally uniformly in U . Moreover, if the domain U is bounded, then all the functions fj can
be extended continuously to the boundary, and the convergence is uniform in the closure
U .
For the proof of Arzela`-Ascoli theorem, we refer the reader to Theorem 1 in [9].
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Chapter 3
Infinity harmonic functions
In this chapter we first introduce the infinity Laplacian equation and the associated Dirich-
let problem. Then we give the exact definition of a viscosity solution, and provide some
concrete examples related to it. We then show that viscosity solutions of the infinity
Laplacian equation have so-called comparison with cones property. From this fairly ele-
mentary property we derive certain useful tools. The goal of this chapter is to prove that
viscosity solutions of the infinity Laplacian equation are locally Lipschitz continuous and
thus differentiable almost everywhere.
3.1 Infinity Laplacian
Definition 3.1.1. Infinity Laplacian, denoted by ∆∞, is a second order partial differential
operator defined as
(3.1.2) ∆∞u :=
n∑
i=1
n∑
j=1
uxiuxjuxixj ,
where uxi denotes the partial derivative of a function u with respect to the i
th variable xi.
Classically, we would demand that the function u is C2 whenever the operator ∆∞
acts on it. However, in this thesis, we are interested in a more general case where u is
assumed to be only continuous, or, when considering subsolutions and supersolutions, even
semicontinuity is enough. The exact definitions are given in the next section.
We often use the Einstein summation convention
∆∞u = uxiuxjuxixj
to simplify the formulas. Notice that we may also write
∆∞u = 〈Du,D2uDu〉,
where Du is the gradient of u and D2u is the Hessian matrix of u.
3.2 Dirichlet problem and viscosity solutions
Let U ⊂ Rn be a domain and u : U → R be a function. We are interested in the following,
so-called infinity Laplacian equation,
(3.2.1) −∆∞u = 0 in U,
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and the associated Dirichlet problem
(3.2.2)
{
−∆∞u = 0 in U ;
u = g on ∂U,
where g ∈ C(∂U).
Let us illustrate the problems which arise if we try to solve the Dirichlet problem
(3.2.2) in the classical sense. We introduce a well known counterexample related to the
infinity Laplacian, first introduced in [6].
Example 3.2.3. Let U := B(0, 1) ⊂ R2. We define function g : ∂U → R as
g(x, y) := |x|4/3 − |y|4/3 for all (x, y) ∈ ∂U.
It has been shown in [4], see Corollary 3.14, that in this case, although the boundary
function g is even smooth on ∂U , the Dirichlet problem (3.2.2) does not have classical
solutions.
On the other hand, we observe that ∆∞g(x, y) = 0 whenever x 6= 0 and y 6= 0. In [6],
g is called a singular solution of the infinity Laplacian equation.
In order to study the Dirichlet problem (3.2.2), we introduce the notion of viscosity
solution. We remark that sometimes slightly different formulations (although equivalent)
of the following definition are used, for instance, see Definition 8 in [9].
Definition 3.2.4. (Viscosity solution) Let u : U → R be a function. We say u is a
viscosity subsolution of the equation (3.2.1), if it is a viscosity solution of
−∆∞u ≤ 0 in U,
that is, if u ∈ USC(U) and it satisfies the following condition: for any fixed point xˆ ∈ U
and for any test function φ, which is C2 in a neighbourhood of xˆ and for which xˆ ∈ U is
a local maximum point of the function u− φ, we have −∆∞φ(xˆ) ≤ 0.
We say u is a viscosity supersolution of the equation (3.2.1), if −u is a viscosity
subsolution of the equation (3.2.1).
We say u is a viscosity solution of the equation (3.2.1), if it is both viscosity subsolution
and viscosity supersolution of the equation (3.2.1).
Remark 3.2.5. We make several observations.
(i) Viscosity solutions are continuous by definition.
(ii) Each point xˆ ∈ U has its own sets of test functions, namely the set of upper test
functions
{φ ∈ C2(B(xˆ, r)) : r > 0, xˆ is a local maximum point for u− φ}
and the set of lower test functions
{φ ∈ C2(B(xˆ, r)) : r > 0, xˆ is a local minimum point for u− φ}.
These sets are allowed to be empty. In this case the condition is automatically
satisfied and the point xˆ passes ”for free”.
(iii) The definition of a viscosity solution is consistent with the definition of a classical
solution. That is, a function u is a viscosity solution of the equation (3.2.1), provided
that u ∈ C2(U) and it is a classical solution of the equation (3.2.1).
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Figure 3.1: 3D-plot of the singular solution u(x, y) = |x|4/3 − |y|4/3.
(iv) The notion of viscosity solution is a general concept and it can be introduced to
different types of equations. In this thesis however, as we consider viscosity solutions,
we always mean the viscosity solutions of the infinity Laplacian equation.
The following two examples illustrate the somewhat complicated definition of a viscos-
ity solution.
Example 3.2.6. Let u : R2 → R be the singular solution, that is,
u(x, y) := |x|4/3 − |y|4/3 for all (x, y) ∈ R2.
Recall that, if x 6= 0 and y 6= 0, then u is a classical solution of the infinity Laplacian
equation. Let us study the sets of test functions on the coordinate axes.
First of all, at the origin we have a nonsmooth ”corner” in the graph of u and the sets
of test functions are empty. See Figure 3.1 for a 3D-plot to get an idea of the situation.
If we move from the origin and study the y-axis, then the set of upper test functions
is still empty. This is because the convex ”corner” does not allow any C2-function to fit
above it. Thus u is a subsolution on the y-axis.
The set of lower test functions is not empty on the y-axis, and each such test function
has minus infinity Laplacian greater or equal to zero. Thus u is also a supersolution on
the y-axis.
Analogously, the set of lower test functions is empty on the x-axis, because the ”corner”
is concave. The set of upper test functions is not empty and each such test function has
minus infinity Laplacian smaller or equal to zero.
We conclude that the singular solution is a viscosity solution of the infinity Laplacian
equation.
9
Figure 3.2: 3D-plot of the function u(x, y) = |x| − |y|.
Example 3.2.7. Let us slightly modify the above example and define u : R2 → R as
u(x, y) := |x| − |y| for all (x, y) ∈ R2.
See Figure 3.2 for a 3D-plot, and compare it to the plot of the singular solution in Figure
3.1.
Observe that, if x 6= 0 and y 6= 0, then u is a linear function and therefore a classical
solution to the infinity Laplacian equation. Let us again study the sets of test functions
on the coordinate axes.
At the origin we have a proper corner in the graph of u and the sets of test functions
are again empty.
We move from the origin and study the y-axis. The set of upper test functions is still
empty and u is a subsolution of the infinity Laplacian equation on the y-axis, as in the
previous example. However, u is not a supersolution there, apart from the origin. Let us
illustrate why.
We study a point of the form (0, y0) ∈ R2, y0 6= 0, and define a test function
φ(x, y) :=
(x− 1)2
4
− 1
4
− |y|.
We note that φ is C2-function in a small neighbourhood of (0, y0), say in B := B((0, y0), r).
Calculate that
u(0, y0)− φ(0, y0) = |0| − |y0| − (−1)
2
4
+
1
4
+ |y0| = 0
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and
u(x, y)− φ(x, y) = |x| − |y| − (x− 1)
2
4
+
1
4
+ |y| = |x| − (x− 1)
2
4
+
1
4
≥ 0
whenever (x, y) ∈ B. We can now see that the function u− φ has a local minimum point
at (0, y0). This is visualized in Figure 3.3.
We also have in B
Dφ(x, y) =
{
(2(x− 1), 1) if y0 > 0;
(2(x− 1),−1) if y0 < 0,
and
D2φ(x, y) =
[
2 0
0 0
]
.
Now −∆∞φ(0, y0) = −8 < 0, and hence u is not a supersolution at (0, y0).
Analogously, on the x-axis, u is a supersolution of the infinity Laplacian equation but
not a subsolution.
−2 −1 1 2
1
2
−2 −1 1 2
1
2
Figure 3.3: Left: The graph of x 7→ u(x, y) (red) related to Example 3.2.6. Observe
that every test function φ (blue) touching the ”corner” from below must have the partial
derivative φx(0, y) = 0. Right: The graph of x 7→ u(x, y) (red) related to Example 3.2.7.
Here we do not have such requirement for the test functions (blue) touching the corner
from below.
The good point to consider the viscosity solution of the infinity Laplacian equation is
that we can use it to uniquely solve the Dirichlet problem (3.2.2).
Theorem 3.2.8. (Jensen) Let U ⊂ Rn be a bounded domain and let g ∈ C(∂U). Then
the Dirichlet problem (3.2.2) has a unique viscosity solution u ∈ C(U).
We refer the reader to [4] and [5] for the proof of Theorem 3.2.8.
Viscosity solutions of the infinity Laplacian equation turn out to have other interesting
properties apart from solving the Dirichlet problem (3.2.2) uniquely. The importance of
these solutions leads us to the following definition.
Definition 3.2.9. Let U ⊂ Rn be a domain. A function u : U → R is infinity harmonic,
if it is a viscosity solution to the equation (3.2.1) in U .
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3.3 Properties of infinity harmonic functions
3.3.1 Comparison with cones
We begin by introducing the cone functions C : Rn → R of the form
C(x) = a+ b|x− x0| for all x ∈ Rn,
where x0 ∈ Rn and a, b ∈ R. Observe that the graph of C has a cone-shaped form, hence
the name. The point x0 determines the location of the vertex in Rn, a determines the
height of the vertex and b determines the sharpness of the cone. It is straightforward to
check that cone functions are classical solutions to the infinity Laplacian equation (3.2.1)
in Rn \ {x0}.
Definition 3.3.1. (Comparison with cones) Let u : U → R be a function.
(i) We say that u enjoys comparison with cones from above in U , if for any subdomain
V ⊂⊂ U and for any cone function C such that
u ≤ C on ∂(V \ {x0}),
we have
u ≤ C in V.
(ii) We say that u enjoys comparison with cones form below in U , if for any subdomain
V ⊂⊂ U and for any cone function C such that
u ≥ C on ∂(V \ {x0}),
we have
u ≥ C in V.
(iii) We say that u enjoys comparison with cones in U , if it enjoys comparison with cones
from above and from below in U .
The following theorem states that viscosity solutions of the infinity Laplacian equation
enjoy the property of comparison with cones.
Theorem 3.3.2. Let u : U → R be a viscosity solution of −∆∞u = 0 in U . Then it enjoys
comparison with cones in U .
Proof. We show that u enjoys comparison with cones from above. Similarly we can show
that u enjoys comparison with cones from below.
Fix a subdomain V ⊂⊂ U . Take any cone function C(x) = a+ b|x− x0| such that
u ≤ C on ∂(V \ {x0}).
Arguing by contradiction, we suppose that we can find a point xˆ ∈ V \ {x0} such that
u(xˆ) > C(xˆ),
equivalently,
u(xˆ)− C(xˆ) =: δ > 0.
Choose R > 0 so large that |x− x0| ≤ R for all x ∈ ∂V , and define φ : Rn → R as
φ(x) := C(x) + (R2 − |x− x0|2) for all x ∈ V,
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where  > 0 is to be selected. We notice that φ is C2-function in a neighbourhood of xˆ
and we may therefore use φ as a test function. Observe that
u− φ ≤ 0 on ∂(V \ {x0}),
whereas
u(xˆ)− φ(xˆ) = δ − (R2 − |xˆ− x0|2) > 0,
provided that  is sufficiently small. We may assume that xˆ is the maximum of u− φ on
V \ {x0}. A direct calculation gives
(3.3.3) −∆∞φ(xˆ) = 2(2|xˆ− x0| − b)2 ≥ 0.
In order to arrive at a contradiction to the assumption that u is a viscosity subsolution
of −∆∞u = 0, we would like to say that
−∆∞φ(xˆ) > 0.
In view of (3.3.3), this is indeed the case if
2|xˆ− x0| − b 6= 0,
that is, either if b ≤ 0, or if b > 0 and  is sufficiently small.
3.3.2 Consequences of the comparison with cones property
Lemma 3.3.4. If u : U → R is locally bounded from above and enjoys comparison with
cones from above in U , then u ∈ USC(U). Similarly, if u : U → R is locally bounded from
below and enjoys comparison with cones from below in U , then u ∈ LSC(U).
Proof. We give a proof for upper semicontinuity. The proof for lower semicontinuity is
similar.
Fix any x0 ∈ U and r > 0 so small that r < dist(x0, ∂U). Notice that we may write
lim sup
x→x0
u(x) = lim
k→∞
sup{u(x) : x ∈ B(x0, r/k) \ {x0}}.
Let M > 0 denote an upper bound of u on B(x0, r). We define cone function C : Rn → R
as follows
C(x) := u(x0) +
M − u(x0)
r
|x− x0| for all x ∈ Rn.
It is easy to see that
u(x0) = C(x0)
and
u(x) ≤ C(x) for all x ∈ ∂B(x0, r).
Comparison with cones property gives that
u(x) ≤ C(x) for all x ∈ B(x0, r).
We conclude that
lim sup
x→x0
u(x) ≤ lim sup
x→x0
C(x) = u(x0).
Since x0 ∈ U was arbitrary, this shows that u is upper semicontinuous in U .
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Corollary 3.3.5. If u : U → R is locally bounded and enjoys comparison with cones in U ,
then u is continuous in U .
Let U ⊂ Rn be a domain. Hereafter we assume that u : U → R is locally bounded
and enjoys comparison with cones in U . Now we may define for any x ∈ U and any small
enough radius r > 0
(3.3.6) L+r (x) :=
max∂B(x,r) u− u(x)
r
and L−r (x) :=
min∂B(x,r) u− u(x)
r
.
We note a simple but extremely useful observation. Fix x ∈ U and 0 < r < dist(x, ∂U).
Then define the following cone functions for any z ∈ Rn as follows
C+(z) := u(x) + L+r (x)|z − x| and C−(z) := u(x) + L−r (x)|z − x|.
Notice that
C− ≤ u ≤ C+ on ∂B(x, r).
Comparison with cones implies that
(3.3.7) C− ≤ u ≤ C+ in B(x, r).
See Figure 3.4 for a visualization of this observation.
Let us now introduce several results concerning the functions L+r (x) and L
+
r (x). First
we fix a small r > 0 and study L+r (x) and L
−
r (x) as functions of x, well defined in some
subdomain Ur ⊂⊂ U .
Proposition 3.3.8. For a small fixed r > 0, the functions L+r : Ur → R and L−r : Ur → R
are continuous.
Proof. Observe that the function u in the definition of L+r and L
−
r is continuous in Ur by
Corollary 3.3.5. Then it suffices to show that the functions
x 7→ max
∂B(x,r)
u and x 7→ min
∂B(x,r)
u
are continuous in Ur. Moreover, since
min
∂B(x,r)
u = − max
∂B(x,r)
(−u),
we may only study the case of maximum.
Fix any x ∈ Ur. Let {xn}∞n=1 be a sequence in Ur converging to x as n → ∞. We
define
M := max
∂B(x,r)
u and Mn := max
∂B(xn,r)
u.
Furthermore, let x+ ∈ ∂B(x, r) and x+n ∈ ∂B(xn, r) be such that
M = u(x+) and Mn = u(x
+
n ).
Our goal is to show that limn→∞Mn = M .
Let  > 0. Then, by the continuity of u, we can find δ > 0 so small that
|u(y)− u(z)| < ,
whenever |y − z| < δ, and y and z belong to some fixed compact subset of Ur. We claim
that if we choose N ∈ N so large that |xn − x| < δ/2 for all n > N , then
(3.3.9) |Mn −M | < .
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u(x)
u(x+r )
u(x−r )
x r
x+r , a maximum point on ∂B(x, r)
x−r , a minimum point on ∂B(x, r)
Figure 3.4: Fix a point x ∈ U and a radius 0 < r < dist(x, ∂U), and then find two cones,
C+ and C−, which form an upper and a lower bound for the graph of u on B(x, r). The
sharpnesses of the cones C+ and C− are determined by L+r (x) and L−r (x), respectively.
Let us check why this is true. For every n > N , there exists a point yn ∈ ∂B(xn, r), such
that |yn − x+| < δ. Thus
|u(yn)− u(x+)| < .
Since u(x+) = M and u(yn) ≤Mn, we obtain
(3.3.10) M −  < Mn.
Similarly, for any n > N there exists a point y ∈ ∂B(x, r), such that |y − x+n | < δ. Thus,
|u(y)− u(x+n )| < 
and we obtain
(3.3.11) Mn −  < M.
The inequalities (3.3.10) and (3.3.11) hold for any n > N and together they give the
inequality (3.3.9).
Secondly, we change our point of view. We fix x ∈ U and consider L+r (x) and L−r (x)
as functions of r.
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x∂B(x, r)
xn
∂B(xn, r)
x+yn
x+n
y
Figure 3.5: Visualization of the argument in the proof of Proposition 3.3.8. The distance
|xn − x|, which is marked as a double-headed arrow, is smaller than δ/2.
Lemma 3.3.12. Fix x ∈ U . Then L+r is nondecreasing with respect to r, and L−r is
nonincreasing with respect to r, whenever they are well defined.
Proof. Fix x ∈ U , and let r be small enough radius. Since u enjoys comparison with cones
from above, we obtain, by (3.3.7), that for any z ∈ B(x, r)
u(z) ≤ u(x) + L+r (x)|z − x|.
Moreover, if z 6= x, then
u(z)− u(x)
|z − x| ≤ L
+
r (x).
Thus, if 0 < s < r, then
L+s (x) =
max∂B(x,s) u− u(x)
s
≤ L+r (x).
Hence L+r (x) is nondecreasing with respect to r. Similarly, comparison with cones from
below implies that L−r (x) is nonincreasing with respect to r.
Lemma 3.3.13. For any x ∈ U and any small enough radius r,
L−r (x) ≤ 0 ≤ L+r (x).
Proof. We show that L+r (x) ≥ 0. Similar argument shows that L−r (0) ≤ 0.
Without loss of generality, we may set x = 0. Arguing by contradiction, we assume
that there exists R > 0 such that L+R(0) < 0. Since L
+
r is nondecreasing with respect to r
by Lemma 3.3.12, we have
L+r (0) =
max∂B(0,r) u− u(0)
r
< 0,
whenever 0 < r < R. Therefore
(3.3.14) u(z) < u(0) for all z ∈ B(0, R) \ {0}.
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On the other hand, by the comparison with cones property and (3.3.7), if we fix a
point y and a radius s such that
0 < |y| < s < R/2,
then
u(0) ≤ u(y) + L+s (y)|y| = u(y) +
max∂B(y,s) u− u(y)
s
|y|.
Observe that ∂B(y, s) ⊂ B(0, R) \ {0} and y ∈ B(0, R) \ {0}. Thus, employing (3.3.14)
and the fact that |y|/s < 1, we arrive at
u(0) ≤ u(y) + max∂B(y,s) u− u(y)
s
|y| < u(y) + u(0)− u(y)
s
|y| < u(0),
which is a contradiction. Therefore L+r (x) ≥ 0 for any 0 < r < dist(x, ∂U).
Corollary 3.3.15. For any x ∈ U , the limits
lim
r→0
L+r (x) and lim
r→0
L−r (x)
exist.
Consequently, we may define functions L+ : U → [0,∞) and L− : U → (−∞, 0] as
(3.3.16) L+(x) := lim
r→0
L+r (x) and L
−(x) := lim
r→0
L−r (x) for all x ∈ U.
The absolute values of these functions are in fact identical everywhere in U . For the proof,
we need the following lemma.
Lemma 3.3.17. Let u : U → R be locally bounded. Assume that 0 ∈ U .
(i) Assume that u enjoys comparison with cones from above in U . Then, for any
M > L+(0), there is r > 0 so small small that we have
(3.3.18) −M r + |x|
r − |x| ≤
u(x)− u(0)
|x| ,
provided that 0 < |x| < r.
(ii) Assume that u enjoys comparison with cones from below in U . Then, for any
m < L−(0), there is r > 0 so small that we have
(3.3.19) −mr + |x|
r − |x| ≥
u(x)− u(0)
|x|
provided that 0 < |x| < r.
Proof. We only prove the inequality (3.3.18). We can prove the inequality (3.3.19) simi-
larly.
Fix M > L+(0) and choose R > 0 such that L+R(0) < M . Comparison with cones
property implies that
(3.3.20) u(z) ≤ u(0) + L+R(0)|z| ≤ u(0) +M |z| ∀z ∈ B(0, R).
We now set r := R/2. Then, for any x ∈ B(0, r), we have
0 ∈ B(x, r) ⊂ B(0, R).
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We apply comparison with cones property in the ball B(x, r) to obtain
u(0) ≤ u(x) + L+r (x)|x| = u(x) +
max∂B(x,r) u− u(x)
r
|x|.
Then, as we plug the inequality (3.3.20) into the above inequality, we arrive at
u(0) ≤ u(x) + u(0) +M(|x|+ r)− u(x)
r
|x|,
which we rewrite as
(3.3.21) −M r + |x|
r
≤
(
1
|x| −
1
r
)
(u(x)− u(0)).
Multiplying both sides of the above inequality by
r
r − |x| > 0
completes the proof.
Lemma 3.3.22. For any x ∈ U , L+(x) = −L−(x).
Proof. Without loss of generality, we may assume that x = 0. We employ (i) of Lemma
3.3.17 to show that L+(0) ≥ −L−(0). Fix M > L+(0). We may find a small radius r such
that
−M r + |x|
r − |x| ≤
u(x)− u(0)
|x| ,
provided that 0 < |x| < r. We conclude that
−M r + 
r −  ≤ min|x|=
u(x)− u(0)

,
whenever  is small. Let → 0+ in the above inequality to obtain that
−M ≤ L−(0).
Since M > L+(0) was arbitrary, we conclude that L+(0) ≥ −L−(0).
Similarly, we employ (ii) of Lemma 3.3.17 to show that L+(0) ≤ −L−(0). Fix
m < L−(0). We may find a small radius r such that
−mr + |x|
r − |x| ≥
u(x)− u(0)
|x| ,
provided that 0 < |x| < r. We conclude that
−mr + 
r −  ≥ max|x|=
u(x)− u(0)

,
whenever  is small. Let → 0+ in the above inequality to obtain that
−m ≥ L+(0).
Since m < L−(0) was arbitrary, we conclude that L+(0) ≤ −L−(0).
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3.3.3 Regularity
Recall that infinity harmonic functions are continuous by Definition 3.2.9 and they enjoy
comparison with cones by Theorem 3.3.2. In this section, we derive the local Lipschitz
continuity of infinity harmonic functions.
Let U ⊂ Rn be a domain. We assume that u : U → R is locally bounded and enjoys
comparison with cones in U . Define functions L+r and L
−
r as in (3.3.6).
Lemma 3.3.23. Let x, y ∈ U and r > 0 be such that
|x− y| ≤ r < min{dist(x, ∂U), dist(y, ∂U)}.
Then
|u(x)− u(y)| ≤M |x− y|,
where M := max{L+r (x),−L−r (x), L+r (y),−L−r (y)}.
Proof. Let x, y ∈ U and r > 0 be such that
|x− y| ≤ r < min{dist(x, ∂U), dist(y, ∂U)}.
By the comparison with cones property and (3.3.7), since x ∈ B(y, r),
(3.3.24) u(y) + L−r (y)|x− y| ≤ u(x) ≤ u(y) + L+r (y)|x− y|
and correspondingly, since y ∈ B(x, r),
(3.3.25) u(x) + L−r (x)|y − x| ≤ u(y) ≤ u(x) + L+r (x)|y − x|.
Combining (3.3.24) and (3.3.25) completes the proof.
The constant M in Lemma 3.3.23 depends on x, y and r. We want to get rid of this
dependency and introduce the following proposition.
Proposition 3.3.26. Fix any x0 ∈ U and let R > 0 be a radius such that B(x0, 3R) ⊂ U .
Then
|u(x)− u(y)| ≤ L|x− y| ∀x, y ∈ B(x0, R),
where
L := max
{
sup{L+2R(x) : x ∈ B(x0, R)},− inf{L−2R(x) : x ∈ B(x0, R)}
}
.
Proof. Take any x, y ∈ B(x0, R). Then
|x− y| ≤ 2R < min{dist(x, ∂U),dist(y, ∂U)}.
See Figure 3.6 for a visualization.
Now we may employ Lemma 3.3.23 for x and y, and find M > 0 such that
|u(x)− u(y)| ≤M |x− y|.
Moreover, by the continuity of L+r and L
−
r given by Proposition 3.3.8,
M ≤ L,
where
max
{
sup{L+2R(x) : x ∈ B(x0, R)},− inf{L−2R(x) : x ∈ B(x0, R)}
}
.
Since x and y were arbitrary, this allows us to conclude the claim.
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x
R
x0
2R
3R
∂U
Figure 3.6: Visualization of the balls B(x0, R), B(x0, 3R) and B(x, 2R).
We have ensured the local Lipschitz continuity of u.
Corollary 3.3.27. Let u : U → R be locally bounded and enjoy comparison with cones in
U . Then u is locally Lipschitz continuous.
Theorem 3.3.28. Let u : U → R be infinity harmonic in U . Then u is locally Lipschitz
continuous.
The proof of Theorem 3.3.28 follows immediately from Theorem 3.3.2 and Corollary 3.3.27.
Rademacher’s theorem, Theorem 2.3.1, now implies that infinity harmonic functions
are differentiable almost everywhere. Hereafter we focus on proving the everywhere dif-
ferentiability of infinity harmonic functions.
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Chapter 4
Regularization of the infinity
Laplacian equation
In this chapter we regularize the infinity Laplacian equation (3.2.1) and study the solution
u of the regularized problem. Supplemented with Appendix, we go through the proofs of
Theorems 2.1 and 2.2 from [1] in great detail.
The first section is to discuss about some problems which arise as we try to study the
infinity Laplacian equation. In the second section we introduce the method of vanishing
viscosity to regularize the infinity Laplacian equation. In the third section we linearize
the regularized equation. In the fourth section we prove two estimates for the gradient of
u. In the last section we show that the u converges uniformly to the solution u of the
infinity Laplacian equation.
4.1 Remarks about the infinity Laplacian
Let Ω ⊂ Rn be a domain and u : Ω → R be an infinity harmonic function. We slightly
change our point of view on the infinity Laplacian operator and write
∆∞u = 〈A,D2u〉,
where A ∈ Rn×n is a matrix with entries (A)ij = uxiuxj for i, j = 1, . . . , n. The inner
product in the above formula is now the Frobenius inner product in the space of real
n× n-matrices, introduced in Chapter 2.
As a motivation, we study the matrix A. Observe that for any k = 1, . . . , n
Aek = (ux1uxk , . . . , uxnuxk) = uxkDu.
We can see that A projects any vector of Rn onto the 1-dimensional subspace spanned by
the gradient vector Du ∈ Rn. Therefore A is a matrix of rank 1. A has only one nonzero
eigenvalue, namely |Du|2, and the corresponding eigenvector is the gradient vector Du.
Due to this, we cannot apply standard tools to the infinity Laplacian equation.
4.2 Regularization
In order to study the properties of infinity harmonic functions, our way of approach is to
use the method of vanishing viscosity. We refer the reader to Chapter 10.1 of [7] for this
method. We approximate an infinity harmonic function u : Ω → R in some subdomain
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U ⊂⊂ Ω by the solution of the regularized equations
(4.2.1)
{
−∆∞u − ∆u = 0 in U ;
u = u on ∂U,
for  > 0 small. For later use we assume 0 <  < 1. The regularized problem is easier to
handle and we can discover certain crucial properties of its solution u. Furthermore, we
expect that u tends to the infinity harmonic u as  goes to zero.
The following theorem is one of our fundamental results. For the proof, we refer to
that of Theorem 2.1 in [1].
Theorem 4.2.2. There exists a unique smooth solution u to the Dirichlet problem (4.2.1).
At this point we observe that the local Lipschitz continuity of infinity harmonic func-
tions is in fact global on any bounded subdomain, as the proof of the following lemma
shows.
Lemma 4.2.3. Let u : Ω → R be an infinity harmonic function. Then u is globally
Lipschitz continuous on any subdomain U ⊂⊂ Ω.
Proof. The idea is to employ standard covering arguments, see Theorem 13.39 in [8].
For each x ∈ U , let us fix a neighbourhood Ux ⊂⊂ Ω such that u has a Lipschitz
constant 0 ≤ Lx < ∞ in Ux. Now {Ux}x∈U is a cover for U . Since U is compact in Rn,
we can find a finite subcover {Uxj}Jj=1. Hence
L := max
j=1,...,J
{Lxj} <∞
works as a global Lipschitz constant on U .
4.2.1 Maximum principle
Let us study the regularized equation in more detail. As in the beginning of this chapter,
we may write
−∆∞u − ∆u = −〈A, D2u〉
where A ∈ Rn×n is a matrix with entries (A)ij = uxiuxj + δij for i, j = 1, . . . , n.
Let U ⊂ Rn be a bounded subdomain of Ω and u be the unique solution to the
problem (4.2.1). Define the following differential operator L : C2(U)→ C(U) as
Lf := −〈A, D2f〉 for all f ∈ C2(U),
where A ∈ Rn×n is the matrix with the entries (A)ij = uxiuxj + δij for i, j = 1, . . . , n.
We state a specific maximum principle for the operator L. The proof is based on that
of the weak maximum principle in Chapter 6.4 of [7].
Theorem 4.2.4. (Maximum principle) Let f ∈ C2(U).
(i) If Lf ≤ 0 in U , then
max
U
f = max
∂U
f.
(ii) If Lf ≥ 0 in U , then
min
U
f = min
∂U
f.
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(iii) If Lf = 0 in U , then
max
U
|f | = max
∂U
|f |.
Proof. We begin with the proof of (i). Let us first assume that
(4.2.5) Lf < 0 in U.
Arguing by contradiction, we assume that there exists a point x0 ∈ U such that
f(x0) = max
U
f.
We conclude that the Hessian matrix D2f(x0) is negative semidefinite. We obtain that,
at x0,
Lf = −〈Du, D2fDu〉 − 
∑
k
〈ek, D2fek〉 ≥ 0,
contrary to (4.2.5). This shows that
(4.2.6) max
U
f = max
∂U
f, if Lf < 0 in U.
Let us now treat the general case. We assume that
Lf ≤ 0 in U.
We define the set of auxiliary functions wj : U → R as
wj(x) := f(x) + pj(x) for all x ∈ U,
where pj(x) :=
1
j |x|2 for each j ∈ N. Observe that wj → u everywhere on U as j → ∞.
We are going to apply the result (4.2.6) to the functions wj , and then let j →∞.
Observe that the linearity of L and our assumption Lf ≤ 0 yield
Lwj =Lf + Lpj ≤ Lpj .
Notice that each pj is strictly convex. By Proposition 2.2.4, we obtain that
Lpj = −〈Du, D2pjDu〉 − 
∑
k
〈ek, D2pjek〉 < 0.
Now we can apply (4.2.6) to obtain that for any j ∈ N
max
U
wj = max
∂U
wj .
Passing to the limit j →∞ gives that
max
U
f = max
∂U
f.
We note that (ii) follows immediately from (i) by considering −f , and (iii) follows from
(i) and (ii).
The following theorem is a straightforward consequence of Maximum principle, Theo-
rem 4.2.4. It is essential for proving the equiboundedness of the family {u}0<<1.
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Theorem 4.2.7. Let u be the smooth solution to the problem (4.2.1). Then we have the
estimate
(4.2.8) max
U
|u| ≤ C,
where the constant C is independent of .
Proof. Observe that u itself belongs to C2(U) and we can apply Maximum principle 4.2.4
to it. Then,
max
U
|u| = max
∂U
|u| = max
∂U
|u| ≤ C,
where that last inequality follows from the boundedness of U and the continuity of u.
4.3 Linearization of the regularized equation
Let u denote the unique and smooth solution to the Dirichlet problem (4.2.1), whose
existence follows from Theorem 4.2.2. We study the nonlinear PDE in (4.2.1). Differentiate
both sides with respect to xk to obtain that
0 = (−∆∞u − ∆u)xk
= −(uxiuxjuxixj)xk − (uxixi)xk
= −uxjuxixj (uxk)xi − uxiuxjxi(uxk)xj − uxiuxj (uxk)xixj − (uxk)xixi
= −uxiuxjvxixj − 2uxiuxixjvxj − ∆v
where we have denoted uxk =: v.
Let us now define differential operator L : C
2(U)→ C(U) as
Lv := −uxiuxjvxixj − 2uxiuxixjvxj − ∆v for all v ∈ C2(U).
We say that L is the linearization of the PDE (4.2.1).
The operator L is tightly connected to the study of u
. See Appendix, Section A.1,
for the properties of L.
4.4 Gradient estimates
This section is divided into two subsections, both containing one result from [1]. We state
two estimates for the gradient Du, and follow [1] for the proofs. In order to emphasize
the core structures of the proofs, the details of some long calculations can be found in
Appendix.
Throughout this section, let u : U → R be the unique and smooth solution to the
Dirichlet problem (4.2.1).
4.4.1 Uniform bound in a subdomain
Let V ⊂⊂ U be a subdomain. Define the following auxiliary function w : U → R as
(4.4.1) w := ζ2v + αz,
where ζ : U → [0, 1] is a cutoff function, that is, a smooth function such that ζ ≡ 1 in V
and ζ ≡ 0 near ∂U , v := 12 |Du|2, z := 12(u)2 and α > 1 is a constant to be selected.
Notice that w is smooth and bounded on U .
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Lemma 4.4.2. Let w be defined as in (4.4.1) and choose α large enough. Then we have
(4.4.3) max
U
|w| ≤ C,
where the constant C is independent of , and depends upon dist(V, ∂U).
We provide a proof of Lemma 4.4.2 in Appendix, Section A.2.
Theorem 4.4.4. Let u be the smooth solution to the problem (4.2.1). For each subdomain
V ⊂⊂ U we have
(4.4.5) max
V
|Du| ≤ C,
where the constant C is independent of , and depends upon dist(V, ∂U).
Proof. Define w as in (4.4.1), and choose α so large that we can employ Lemma 4.4.2. It
follows that, on V , we have
1
2
|Du|2 + α
2
(u)2 ≤ C,
which implies that
|Du|2 ≤ 2C − α(u)2,
and the inequality (4.4.5) follows.
4.4.2 Pointwise bound
Let u : Ω→ R be a viscosity solution of the infinity Laplacian equation
(4.4.6) −∆∞u = 0 in Ω.
When we later use Theorem 4.4.12, we will be interested in a neighbourhood of the origin.
Therefore assume that B(0, R) ⊂⊂ Ω for some R > 0. We approximate u in B(0, R) by
the solution of the regularized equations
(4.4.7)
{
−∆∞u − ∆u = 0 in B(0, R);
u = u on ∂B(0, R),
for  > 0 small. Again, we assume 0 <  < 1.
Roughly speaking, as we later prove Theorem 5.2.3, we will be able to force each u
uniformly close to the affine function x 7→ xn. Hence we make the following ”flatness”
assumption. Assume that for some 0 < s < R
(4.4.8) max
x∈B(0,s)
|u(x)− xn| =: λ,
where λ is small, say 0 < λ < 1, and does not depend on .
As in the case of uniform bound, we first introduce an auxiliary function and prove a
lemma for that.
We yet introduce an even smaller radius r, such that 0 < r < s < R. Define the
following auxiliary function v : B(0, s)→ R as
(4.4.9) v := ζ2Φ(Du) + α(u − xn)2 + λ|Du|2
where ζ : B(0, s) → [0, 1] is a cutoff function, that is, a smooth function such that ζ ≡ 1
in B(0, r) and ζ ≡ 0 near ∂B(0, s),
Φ(p) :=
(
max{(|p|2 − pn), 0}
)2
=:
(
(|p|2 − pn)+
)2
,
α > 0 is a constant to be selected and xn denotes the map x 7→ xn. Observe that each v
is continuous and bounded on B(0, s).
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Lemma 4.4.10. Define v as in (4.4.9) and choose a suitable α. Then we have
(4.4.11) v ≤ C
(
λ+

λ
)
in B(0, s),
where the constant C is independent of .
We provide a proof of Lemma 4.4.10 in Appendix, Section A.3.
Theorem 4.4.12. Let u be the smooth solution to the problem (4.4.7). Let us assume
that u satisfies the flatness assumption (4.4.8). Then we have
(4.4.13) |Du|2 ≤ uxn + C
(√
λ+
√
√
λ
)
in B(0, r),
where the constant C is independent of .
Proof. Define v as above and choose α so that we can employ Lemma 4.4.10. It follows
that, in B(0, r), we have
v = 1 · Φ(Du) + α(u − xn)2 + λ|Du|2 ≤ C
(
λ+

λ
)
,
which gives that(
(|Du|2 − uxn)+
)2 ≤ C(λ+ 
λ
)
− α(u − xn)2 − λ|Du|2 ≤ C
(
λ+

λ
)
.
Assuming that |Du|2 > uxn , take the square root of the both sides of the above inequality,
and rearrange the terms to get
|Du|2 ≤ uxn + C
√
λ+

λ
≤ uxn + C
(√
λ+
√
√
λ
)
,
which is the inequality (4.4.13). Notice that if |Du|2 ≤ uxn , the inequality (4.4.13) is
trivial.
4.5 Uniform convergence
Let u : Ω→ R be an infinity harmonic function and let u : U → R denote the unique and
smooth solution to the Dirichlet problem (4.2.1).
The goal of this section if to justify the convergence u → u in U . We start with
observing that, at least in the closure V of any subdomain V ⊂⊂ U , we get uniform
convergence directly from the Arzela`-Ascoli theorem, Theorem 2.3.4.
Proposition 4.5.1. Let {u} denote either the family {u}0<<1 itself or its any (possibly
only countably) infinite subfamily. For each subdomain V ⊂⊂ U , there exists a subsequence
{uj}∞j=1 of {u} and a continuous function uV : V → R, so that
uj → uV as j →∞
uniformly on V .
Proof. Theorems 4.2.7 and 4.4.4 imply that the family {u} is uniformly bounded and
equicontinuous on each V . The claim follows immediately from the Arzela`-Ascoli theorem,
Theorem 2.3.4.
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Now we want to extend the convergence to the whole of U . Take a sequence of subdo-
mains of U , namely {Vm}∞m=1, so that for all m ∈ N we have
Vm ⊂⊂ Vm+1 and dist(x, ∂U) ≤ 1
m
for all x ∈ ∂Vm.
For the first subdomain V1, we may choose a subsequence {u1j}∞j=1 so that it converges
uniformly towards a continuous function uV1 : V1 → R. For the second subdomain V2, we
may choose a further subsequence
{u2j}∞j=1 ⊂ {u
1
j}∞j=1
so that it converges uniformly towards a continuous function uV2 : V2 → R.
We continue this algorithm for each m ∈ N. Finally, we pick the following subsequence
{ujj}∞j=1 ⊂ {u}0<<1.
Observe that the limit
lim
j→∞
u
j
j (x)
exists for each x ∈ U , because there always exists m ∈ N so that x ∈ Vm.
In order to ease the notation, let us hereafter simply write
{ujj}∞j=1 =: {u}0<<1 and lim
j→∞
u
j
j (x) =: lim
→0
u(x).
Now we can rigorously define a function uˆ : U → R as
(4.5.2) uˆ(x) =
{
lim→0 u(x) x ∈ U ;
u(x) x ∈ ∂U.
Notice that the function uˆ may depend on the choices of subsequences we have to make
for each Vm.
We would like to say that u → uˆ uniformly on U . However, we only know that for any
subdomain V ⊂⊂ U , u → uˆ uniformly on V . In order to achieve uniform convergence up
to the boundary, we study u and uˆ near ∂U .
Lemma 4.5.3. Let 0 < α < 1. There exists a constant λ > 0 such that for all x ∈ U and
x0 ∈ ∂U
|u(x)− u(x0)| ≤ λ|x− x0|α,
provided that  is small. The constant λ depends on the global Lipschitz constant of u on
U , the choice of α and the diameter of U .
Proof. Recall that u is Lipschitz continuous on U by Lemma 4.2.3. Hence there exists a
Lipschitz constant L > 0 such that for any x ∈ U and x0 ∈ ∂U
|u(x)− u(x0)| ≤ L|x− x0|.
Denote d := diam
(
U
)
. We choose λ := Ld1−α. Then, for any x ∈ U and x0 ∈ ∂U , we
have
(4.5.4)
|u(x)− u(x0)| ≤ L|x− x0| = L|x− x0|1−α|x− x0|α
≤ Ld1−α|x− x0|α = λ|x− x0|α.
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We would like to replace u by u in the above inequality. Hereafter, without loss of
generality, we may set x0 = 0. Let us define
w(x) := λ|x|α for all x ∈ Rn.
We calculate
−∆∞w − ∆w = λ
3α3(1− α)
|x|4−3α − 
λα(n+ α− 2)
|x|2−α in U.
Since 4− 3α > 2− α, we may choose  so small that
−∆∞w − ∆w ≥ 0 in U.
Now, if  is small, we have the following
−∆∞u − ∆u = 0 ≤ −∆∞(u(0) + w)− ∆(u(0) + w) in U,
and, since u = u on ∂U , we may employ (4.5.4) to get,
u ≤ u(0) + w on ∂U.
Comparison principle, which we do not prove in this thesis, allows us to conclude that the
above inequality holds in the interior of U , that is,
(4.5.5) u ≤ u(0) + w in U.
Similarly
−∆∞(u(0)− w)− ∆(u(0)− w) ≤ 0 = −∆∞u − ∆u in U,
and (4.5.4) gives
u(0)− w ≤ u on ∂U,
provided that  is small. Thus
(4.5.6) u(0)− w ≤ u in U.
The inequalities (4.5.6) and (4.5.5) together give that
|u − u(0)| ≤ w in U.
This completes the proof.
Lemma 4.5.7. Let 0 < α < 1. There exists a constant λ > 0 such that for any subdomain
V ⊂⊂ U and any x ∈ V and x0 ∈ ∂U we have
|uV (x)− u(x0)| ≤ λ|x− x0|α.
Here uV denotes a continuous limit function given by Proposition 4.5.1. The constant λ
depends on the global Lipschitz constant of u on U , the choice of α and the diameter of
U . Especially it does not depend on V .
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Uorigin
boundary point boundary point
Figure 4.1: The functions x 7→ ±λ|x−x0|α (red) set limits to the differences ±|u−u(x0)|
and ±|uV − u(x0)| in the the whole of U .
Proof. Take any subdomain V ⊂⊂ U . Proposition 4.5.1 implies that we have a converg-
ing subsequence {uj}∞j=1 and a uniform limit function uV : V → R associated with the
sequence.
Let δ > 0 be arbitrary and choose j ∈ N so large that
max
V
|uj − uV | ≤ δ.
Lemma 4.5.3 implies that for any x ∈ V and x0 ∈ ∂U ,
|uV (x)− u(x0)| ≤ |uj (x)− uV (x)|+ |uj (x)− u(x0)| ≤ δ + λ|x− x0|α,
provided that  is small. This implies the claim.
Theorem 4.5.8. u → uˆ uniformly on U .
Proof. Let δ > 0 be arbitrary. Choose m ∈ N so large that
d := dist(Vm, ∂U) <
( δ
4λ
)1/α
,
where the constant λ > 0 is given by Lemmas 4.5.3 and 4.5.7. Since u → uˆ uniformly on
any subdomain of U , we can choose ζ > 0 so small that we have
max
Vm
|u − uˆ| < δ
2
,
provided that 0 <  < ζ.
For each x ∈ U \ Vm, let xx0 ∈ ∂U denote the nearest boundary point. Observe that
|x− xx0 | ≤ d. Then, for  so small that 0 <  < ζ, the following holds
sup
U
|u − uˆ| ≤ sup
Vm
|u − uˆ|+ sup
U\Vm
|u − uˆ|
≤ sup
Vm
|u − uˆ|+ sup
x∈U\Vm
(
|u(x)− u(xx0)|+ |u(xx0)− uˆ(x)|
)
≤ δ
2
+ sup
x∈U\Vm
(
λ|x− x0|α + λ|x− x0|α
)
≤ δ
2
+ sup
x∈U\Vm
(
2λdα
)
<
δ
2
+
δ
2
= δ,
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where we have employed Lemmas 4.5.3 and 4.5.7. We have proved that u → uˆ uniformly
in U .
Theorem 4.5.9. u → u uniformly on U .
Proof. We claim that the function uˆ defined by (4.5.2) is actually unique, following from
the fact that uˆ ≡ u on U .
This, in turn, follows from the following three observations. First of all, uˆ is continuous,
as a uniform limit of continuous functions. Second, it must satisfy (4.2.1) as → 0, which
means that it is infinity harmonic in U . Finally, uˆ agrees with u on the boundary ∂U .
Theorem 3.2.8, which asserts the existence and uniqueness of a viscosity solution to the
Dirichlet problem (3.2.2), implies that uˆ ≡ u on U . Thus the limit function uˆ is actually
u itself, and therefore Theorem 4.5.8 completes the proof.
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Chapter 5
Everywhere differentiability
In this chapter we prove the everywhere differentiability of infinity harmonic functions. In
the first section we essentially go through the article [3], which asserts the existence of a
tangent plane at each point of the domain of an infinity harmonic function. In the second
section we prove the uniqueness of tangent plane, which is Theorem 3.2 in [1].
5.1 Existence and linearity of the blow-up limit
Let U ⊂ Rn be a domain and u : U → R be an infinity harmonic function.
Recall that, according to the formula (3.3.6) in Chapter 3, we may define for any x ∈ U
and any small enough radius r > 0
(5.1.1) L+r (x) :=
max∂B(x,r) u− u(x)
r
and L−r (x) :=
min∂B(x,r) u− u(x)
r
.
Furhermore, employing Corollary 3.3.15 and Lemma 3.3.22, we may define function
L : U → R as
(5.1.2) L(x) := lim
r→0
L+r (x) = − lim
r→0
L−r (x) ∀x ∈ U.
We fix a point x ∈ U and a direction y ∈ Rn. We consider the behaviour of u along the
line passing the points x and x + y. We are interested in the existence of the following,
so-called blow-up limit,
(5.1.3) lim
r→0
u(x+ ry)− u(x)
r
.
In this section we assert that for a suitable sequence of radii r converging to zero, the limit
(5.1.3) exists. Furthermore it is a linear function of y. For these results, we mainly follow
[3].
5.1.1 Existence of a limit function
We fix x ∈ U . Let {rj}∞j=1 be a decreasing sequence of radii which converges to zero as
j →∞.
Let R > 0 be arbitrary large and define vj : B(0, R)→ R as
(5.1.4) vj(y) :=
u(x+ rjy)− u(x)
rj
for all y ∈ B(0, R).
Note that vj is well defined if x + rjy ∈ U , which will surely happen starting from some
index jR ∈ N.
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Theorem 5.1.5. Let R > 0 be arbitrary large. For each decreasing sequence {rj}∞j=1
converging to zero, there exists a subsequence {rjk}∞k=1 such that
vjk → v as k →∞
uniformly for some continuous function v : B(0, R)→ R.
Proof. Our goal is to show that {vj}∞j=1 is uniformly bounded and equicontinuous, and
then use the Arzela`-Ascoli theorem, Theorem 2.3.4, to find a limit.
Uniform boundedness follows easily from the fact that u, as an infinity harmonic
function, is locally Lipschitz continuous. Let y ∈ B(0, R) be arbitrary. Then, for any
j = jR, jR + 1, . . .,
|vj(y)| = |u(x+ rjy)− u(x)||rj | ≤
L|x+ rjy − x|
|rj | ≤ L|y| ≤ LR,
where L denotes some local Lipschitz constant of u around the point x. Equicontinuity
follows by using the same argument. Let y, z ∈ B(0, R) be arbitrary. Then, for any
j = jR, jR + 1, . . .,
|vj(y)− vj(z)| = |u(x+ rjy)− u(x+ rjz)||rj | ≤
L|rjy − rjz|
|rj | ≤ L|y − z|.
Arzela`-Ascoli theorem, Theorem 2.3.4, implies that there exists a subsequence {vjk}∞k=1
which converges uniformly towards a continuous limit function v : B(0, R)→ R.
We may extend the domain of v from B(0, R) to the whole of Rn. The idea is the
following. Let {rj}∞j=1 be a decreasing sequence of radii which converges to zero as j →∞.
For B(0, 1), we may choose a subsequence
{vj1k}
∞
k=1
so that it converges uniformly towards a continuous function v1 : B(0, 1)→ R. For B(0, 2),
we may choose a further subsequence
{vj2k}
∞
k=1 ⊂ {vj1k}
∞
k=1
so that it converges uniformly towards a continuous function v2 : B(0, 2)→ R. We continue
the algorithm and write, for the sake of simplicity,
{vjkk}
∞
k=1 =: {vj}∞j=1.
Each vj has a different domain, but the limit is well-defined in the whole of Rn. Hereafter
v : Rn → R denotes the limit function of the above sequence.
Let us study the function v. Fix y ∈ Rn, Then, for z := My, where M ∈ R is arbitrary,
v(z) = lim
j→∞
u(x+ rjz)− u(x)
rj
= lim
j→∞
M
u(x+Mrjy)− u(x)
Mrj
= Mv(y).
Moreover, we observe that v(0) = 0. These remarks now suggest that v is linear along
each line segment passing through the origin. This seems promising in view of our goal
that v should be a linear function, although there are continuous and nonlinear functions
which still are linear along each line segment passing through the origin.
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Figure 5.1: 3D-plot of the function f in Example 5.1.6.
Example 5.1.6. Define function f : R2 → R as
f(x, y) =
{
x2y
x2+y2
if (x, y) ∈ R2 \ {0};
0 if (x, y) = 0.
Then f is linear along each line segment passing through the origin, even though it is not
a linear function.
The previous example motivates us to study v more carefully.
Proposition 5.1.7. The function v : Rn → R enjoys comparison with cones property
everywhere in Rn.
Proof. We provide a proof only for the comparison with cones from above property. We
can prove the comparison with cones from below property similarly.
Notice that each vj enjoys comparison with cones. Let V ⊂⊂ Rn be a subdomain and
C(x) = a+ b|x− x0| be a cone function such that
v ≤ C on ∂(V \ {x0}).
Since V is bounded, there exists a radius R > 0 such that V ⊂ B(0, R). By Theorem
5.1.5, for any  > 0, we have
|v(x)− vj(x)| <  for all x ∈ B(0, R),
provided that j is large enough. Thus
vj −  < v ≤ C on ∂(V \ {x0}).
Since each vj enjoys comparison with cones from above, so does vj − , and therefore
vj −  ≤ C in V.
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Let → 0+ in the above inequality. We arrive at
v ≤ C in V.
This shows that v enjoys comparison with cones from above everywhere in Rn.
5.1.2 Linearity
For the following lemma and the proof of Theorem 5.1.14 about linearity of v, we assume
for the sake of simplicity that 0 ∈ U . We define vj by the formula (5.1.4), that is,
(5.1.8) vj(y) :=
u(rjy)− u(0)
rj
for all y ∈ B(0, R),
and write
v(y) = lim
j→∞
vj(y) for all y ∈ Rn,
to mean any limit function given by Theorem 5.1.5. Our goal is to employ the comparison
with cones property of both u and v, and show that every limit function v : Rn → R is
necessarily linear.
We start with defining
(5.1.9) Lˆ+r (y) :=
max∂B(y,r) v − v(y)
r
and Lˆ−r (y) :=
min∂B(y,r) v − v(y)
r
for any y ∈ Rn. The hat indicates that the quantities above are defined by v, not by u.
Correspondingly, we define
(5.1.10) Lˆ+(y) := lim
r→0
Lˆ+r (y) and Lˆ
−(y) := lim
r→0
Lˆ−r (y)
for any y ∈ Rn.
Lemma 5.1.11. Let Lˆ+r and Lˆ
−
r be defined as in (5.1.9). Let L(0) denote the quantity
comupted from the formula (5.1.2). Then
Lˆ+r (y) ≤ L(0) and − Lˆ−r (y) ≤ L(0)
for all y ∈ Rn and r > 0.
origin
y
z
r
rjy
rjz
rjr
Figure 5.2: Visualization of the balls B(y, r) and B(rjy, rjr).
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Proof. We only prove that Lˆ+r (y) ≤ L(0). We can similarly prove −Lˆ−r (y) ≤ L(0).
Fix y ∈ Rn. Assume that z ∈ ∂B(y, r) is such that
v(z) = max
∂B(y,r)
v = max
x∈∂B(y,r)
lim
j→∞
u(rjx)− u(0)
rj
.
Hence we write
(5.1.12) Lˆ+r (y) =
v(z)− v(y)
r
= lim
j→∞
vj(z)− vj(y)
r
= lim
j→∞
u(rjz)− u(rjy)
rjr
.
Observe that rjz ∈ ∂B(rjy, rjr), which can be easily seen from Figure 5.2. Since u enjoys
comparison with cones, we may write
u(rjz) ≤ u(rjy) + L+rjr(rjy)rjr,
from which it follows that
u(rjz)− u(rjy)
rjr
≤ L+rjr(rjy) ≤ L+s (rjy),
where rjr < s < dist(rjy, ∂U). Let j → ∞ in the above inequality. We use (5.1.12) to
arrive at
Lˆ+r (y) ≤ L+s (0).
Furthermore, let s→ 0+ to obtain
Lˆ+r (y) ≤ L+(0) = L(0),
which is the desired conclusion.
Before getting into the linearity of v, we introduce yet another auxiliary result. The
proof is a part of proving the linearity of v in Section 2 of [3], but the result itself could
be applied more generally.
Proposition 5.1.13. Let f : Rn → R be a Lipschitz continuous function with a Lipschitz
constant L > 0. Suppose that there is a line segment passing through the origin and a
point z ∈ ∂B(0, 1), such that f is linear on the line segment, and moreover, for all t ∈ Rn
f(zt) = Lt. Then f is linear everywhere.
Proof. Without loss of generality, we may assume that the line segment is along the first
coordinate axis. Thus for all x1 ∈ R
f(x1, 0, . . . , 0) = Lx1.
Write (x1, y) for a general point in Rn, where x1 ∈ R and y ∈ Rn−1. Consider the following
auxiliary function, g : Rn → R, given by
g(x1, y) :=
f(x1, y)
L
for all (x1, y) ∈ Rn.
Notice that g is Lipschitz continuous with a Lipschitz constant 1, and it satisfies
g(x1, 0) = x1 for all x1 ∈ R.
Fix (x1, y) ∈ Rn and let s ∈ R be arbitrary. Then we compute
|g(x1, y)− g(s, 0)|2 = |g(x1, y)− x1 + x1 − g(s, 0)|2
= |g(x1, y)− x1 + x1 − s|2
= |g(x1, y)− x1|2 + 2(g(x1, y)− x1)(x1 − s) + |x1 − s|2
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Since g is Lipschitz continuous with a Lipschitz constant 1, we may write
|g(x1, y)− g(s, 0)|2 ≤ |(x1, y)− (s, 0)|2 ≤ |x1 − s|2 + |y|2.
We conclude that
2(g(x1, y)− x1)(x1 − s) ≤ |y|2
for any s ∈ R. This can only be if g(x1, y)− x1 = 0, that is, g(x1, y) = x1. Hence
f(x1, y) = Lx1 for all (x1, y) ∈ Rn,
which is the desired conclusion.
We are ready to prove the linearity of the blow-up limit.
Theorem 5.1.14. Let u : U → R be an infinity harmonic function in U . Fix x ∈ U
and let v : Rn → R be the limit function given by Theorem 5.1.5 and some subsequence
{vj}∞j=1, where each vj is defined by (5.1.4). Then v is necessarily linear, that is, there
exists a ∈ Rn such that
(5.1.15) v(y) = a · y for all y ∈ Rn.
Proof. Without loss of generality we may assume that x = 0 ∈ U . Fix any radius r > 0.
Suppose that z+r , z
−
r ∈ ∂B(0, r) satisfy
max
∂B(0,r)
v = v(z+r ) and min
∂B(0,r)
v = v(z−r ).
We use the fact that v(0) = 0 and obtain the following
Lˆ+r (0) =
v(z+r )− v(0)
r
= lim
j→∞
u(rjz
+
r )− u(0)
rjr
= lim
j→∞
max
z∈∂B(0,rjr)
u(z)− u(0)
rjr
= lim
j→∞
L+rjr(0) = L(0).
Thus Lˆ+r (0) = L(0). Similar argument shows that −Lˆ−r (0) = L(0). Hence we may write
(5.1.16) L(0) =
Lˆ+r (0)− Lˆ−r (0)
2
=
v(z+r )− v(z−r )
2r
.
originz−r
z+r
Figure 5.3: The ball B(0, r) together with the boundary points z+r and z
−
r .
Note that v is locally bounded and enjoys comparison with cones by Theorem 5.1.5.
Therefore we may apply Corollary 3.3.27 to v and conclude that v is Lipschitz continuous
in B(0, r). By Proposition 3.3.26 it has a Lipschitz constant
Lˆ = max
{
sup{Lˆ+2r(x) : x ∈ B(0, r)},− inf{Lˆ−2r(x) : x ∈ B(0, r)}
}
,
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Employing Lemma 5.1.11 we conclude that Lˆ ≤ L(0), which yields that v has a Lipschitz
constant L(0) in the whole of Rn.
Our goal is to show that there is a line along which v attains the linear growth of the
form t 7→ L(0)t. Later we notice that the line must pass through the origin. Then we can
employ Lemma 5.1.13 to conclude the linearity of v.
We define a new function g : R→ R as
g(t) := v(z−r + t(z
+
r − z−r ))− v(z−r ) for all t ∈ R.
See Figure 5.3 and notice that when evaluating g we ”travel” from z−r to z+r along the
dashed line segment.
Observe that, for any t, s ∈ R, by the Lipschitz continuity of v,
|g(t)− g(s)| = |v(z−r + t(z+r − z−r ))− v(z−r + s(z+r − z−r ))|
≤ L(0)|t(z+r − z−r )− s(z+r − z−r )|
= L(0)|z+r − z−r ||t− s|,
which means that g is Lipschitz continuous with a Lipschitz constant L(0)|z+r − z−r |. In
view of (5.1.16), we observe that
|g(1)− g(0)| = |g(1)| = 2rL(0).
On the other hand, by the Lipschitz continuity of g,
2rL(0) ≤ L(0)|z+r − z−r |.
Since both points z+r and z
−
r lie on ∂B(0, r), we conclude that
(5.1.17) z+r = −z−r .
Now we see that the dashed line in Figure 5.3 must actually pass through the origin.
origin
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v(z−r )
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r
Figure 5.4: Visualization of the graph of v along the line segment joining z−r and z+r .
The above equality implies that |z+r − z−r | = 2r. Therefore |g(1)− g(0)| is a Lipschitz
constant for g. This forces g to be linear on [0, 1]. We conclude that
(5.1.18) g(t) = v(z−r + t(z
+
r − z−r ))− v(z−r ) = 2rL(0)t for all t ∈ [0, 1].
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Now, for any r > 0, there exists a point z+r such that v is linear on the line segment
joining z+r and −z+r . Moreover, (5.1.17) forces z+r to be unique.
We conclude that there is a line passing through the origin along which v, in addition
to being linear, attains its Lipschitz constant L(0). Proposition 5.1.13 implies that v is
linear everywhere.
5.2 Uniqueness of the blow-up limit and differentiability
Let us assume that u : U → R is an infinity harmonic function in U . Theorem 5.1.14
asserts that there exists a vector a ∈ Rn such that
(5.2.1) max
z∈B(0,R)
∣∣∣u(x+ rjz)− u(x)
rj
− a · z
∣∣∣→ 0 as j →∞.
The radius R > 0 above is arbitrary by Theorem 5.1.5. However, the vector a may depend
on the choice of the subsequence {rj}∞j=1. The main result of [1] proves that this is not the
case. In this section we represent the proof. Start with introducing the following lemma.
Lemma 5.2.2. Assume that b ∈ Rn. Fix a radius r > 0 and let v : B(0, r) → Rn be a
smooth function satisfying
max
x∈B(0,r)
1
r
|v(x)− b · x| ≤ η,
for some constant η. Then there exists a point x0 ∈ B(0, r) at which
|Dv(x0)− b| ≤ 4η.
Proof. Define w : B(0, r)→ R as
w(x) := b · x− 2η|x|
2
r
for all x ∈ B(0, r).
Then
(v − w)(0) = v(0) ≤ b · 0 + ηr = ηr.
Furthermore, if x ∈ ∂B(0, r), then
(v − w)(x) = v(x)− b · x+ 2ηr ≥ −ηr + 2ηr = ηr.
Consequently v − w attains its minimum over B(0, r) at some interior point x0. This is
the point we are looking for since
0 = D(v − w)(x0) = Dv(x0)− b+ 4ηx0
r
,
which yields that
|Dv(x0)− b| = 4η|x0|
r
≤ 4η.
This completes the proof.
Theorem 5.2.3. The vector a ∈ Rn in (5.2.1) is unique for each x ∈ U .
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Proof. Select any point x ∈ U . We may assume, without loss of generality, that x = 0
and u(0) = 0.
Arguing by contradiction, we suppose that the function v, given by Theorem 5.1.5,
although being always linear, is not unique. Hence there exists two sequences, {rj}∞j=1
and {sk}∞k=1, each converging to zero, for which
(5.2.4) max
z∈B(0,rjR)
1
rj
|u(z)− a · z| → 0
and
(5.2.5) max
z∈B(0,skR)
1
sk
|u(z)− b · z| → 0
for distinct vectors a, b ∈ Rn, with |a| = |b| > 0. Notice that we have performed a change
of variable in the expression (5.2.1).
We may assume, without loss of generality, that
a = en, |b| = 1 and b 6= en.
Write b = (b1, . . . , bn) and define
(5.2.6) θ := 1− bn > 0.
Our main goal is to get in contradiction to the strict inequality (5.2.6).
Let C ′ denote the constant from Theorem 4.4.12 and define C := max{C ′, 1} to make
sure that we have enough ”flatness”, in order to later safely employ Theorem 4.4.12. We
select λ > 0 so small that
(5.2.7) C
√
λ =
θ
8
.
We use (5.2.4) to select a radius r > 0 so small that
max
z∈B(0,rR)
1
r
|u(z)− zn| ≤ λ
2
.
We employ Thoerem 4.5.9, which guarantees the uniform converge u → u, and fix 1 > 0
so small that
max
z∈B(0,rR)
1
r
|u(z)− u(z)| ≤ λ
2
for all <  ≤ 1. Thus
(5.2.8)
max
z∈B(0,rR)
1
r
|u(z)− zn| ≤ max
z∈B(0,rR)
1
r
|u(z)− u(z)|+ max
z∈B(0,rR)
1
r
|u(z)− zn|
≤ λ
2
+
λ
2
= λ.
We introduce yet another constant η > 0 such that
(5.2.9) 12η =
θ
4
.
We use (5.2.5) to select a radius 0 < s < r such that
max
z∈B(0,s)
1
s
|u(z)− b · z| ≤ η
2
.
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Again, we use Theorem 4.5.9 and fix 2 > 0 so small that
max
z∈B(0,sR)
1
s
|u(z)− u(z)| ≤ η
2
for all <  ≤ 2. Thus
(5.2.10)
max
z∈B(0,sR)
1
s
|u(z)− b · z| ≤ max
z∈B(0,sR)
1
s
|u(z)− u(z)|+ max
z∈B(0,sR)
1
s
|u(z)− b · z|
≤ η
2
+
η
2
= η.
Hereafter, let  := min{λ2, 1, 2}. Since we have (5.2.10), we may employ Lemma
5.2.2 and thus secure a point z0 ∈ B(0, sR) ⊂ B(0, rR) such that
|Du(z0)− b| ≤ 4η.
Then the following inequalities hold
(5.2.11) |uzn(z0)− bn| ≤ 4η and |Du(z0)| ≥ 1− 4η,
from which the latter follows from the reverse triangle inequality.
Furthermore, since we have the flatness estimate (5.2.8), we may apply Theorem 4.4.12.
Recall the definition of λ in (5.2.7) and the choice of  to deduce that
|Du(z0)|2 ≤ u(z0) + C
(√
λ+
√
√
λ
)
≤ u(z0) + θ
8
+ C
λ√
λ
≤ u(z0) + θ
4
.
Apply (5.2.11) to obtain
(1− 4η)2 ≤ |Du(z0)|2 ≤ u(z0) + θ
4
≤ bn + 4η + θ
4
.
Write this as
1− bn ≤ 12η + θ
4
,
and by the definition of θ in (5.2.6) and η in (5.2.9) we get
θ ≤ θ
2
,
which contradicts (5.2.6). Therefore we must have a = b.
The uniqueness of tangent plane will immediately imply the everywhere differentiability
of infinity harmonic functions. Let us first recall the definition of differentiability.
Definition 5.2.12. Let f : U → R be a function. We say that f is differentiable at x ∈ U ,
if there exists a vector A ∈ Rn so that the following equality holds
f(x+ h) = f(x) +A · h+ |h|(h),
where (h)→ 0 as h→ 0. The vector A in the above inequality is the gradient of f at x.
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Theorem 5.2.13. Let u : U → R be an infinity harmonic function. Then u is differen-
tiable at each point in U .
Proof. Fix x ∈ U . We apply Theorem 5.2.3 to conclude that there exists a unique vector
a ∈ Rn such that
(5.2.14) max
z∈B(0,r)
1
r
|u(x+ z)− u(x)− a · z| → 0 as r → 0.
We define  : B(0, r) \ {0} → R as
(z) :=
u(x+ z)− u(x)− a · z
|z| for all z ∈ B(0, r) \ {0},
where r > 0 is so small that x + z ∈ U . Observe that, as z → 0, then |z| → 0, and by
(5.2.14),
|(z)− 0| =
∣∣∣u(x+ z)− u(x)− a · z|z| ∣∣∣→ 0 as z → 0.
Hence
u(x+ z) = u(x) + a · z + |z|(z),
where (z)→ 0 as z → 0, which is the definition of differentiability.
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Appendix A
Appendix
A.1 Behaviour of the operator L
Let U ⊂ Rn be a bounded domain and u : U → R be the smooth solution to the problem
(4.2.1).
Let L : C
2(U)→ C(U) denote the differentiation operator defined as
(A.1.1) Lv = −uxiuxjvxixj − 2uxiuxixjvxj − ∆v for all v ∈ C2(U).
Our goal is to introduce general lemmas about the action of L on different types of func-
tions. We then provide derivations of more specific formulas related to L, as corollaries.
These formulas will be used to prove Lemmas 4.4.2 and 4.4.10 in Sections A.2 and A.3,
respectively.
However, we start with some useful remarks about L. Our first observation is that
we may write for any v ∈ C2(U), by using the inner product notation,
(A.1.2) Lv = −〈Du, D2vDu〉 − 2〈Dv,D2uDu〉 − 
n∑
k=1
〈ek, D2vek〉
Furthermore, we observe that
(A.1.3) Lu
 = −2∆∞u
and
(A.1.4) L(u

xk
) = 0 for all k = 1, . . . , n.
The following observation is represented as a lemma.
Lemma A.1.5. Let v ∈ C2(U). Assume that v has a local maximum at point x0 ∈ U .
Then
Lv(x0) ≥ 0.
Proof. Let x0 ∈ U be a local maximum point of v ∈ C2(U). Then Dv(x0) = 0 and the
Hessian matrix D2v(x0) must be negative semidefinite. We use formula (A.1.2) to obtain
that, at x0, we have
Lv = −〈Du, D2vDu〉 − 
n∑
k=1
〈ek, D2vek〉 ≥ 0.
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Lemma A.1.6. Let f, g ∈ C2(U). Then
L(fg) = gLf + fLg − 2(uxifxi)(uxjgxj )− 2fxigxi .
Proof. The result follows from a direct calculation.
L(fg) =−
(
uxiu

xj (fg)xixj + 2u

xiu

xixj (fg)xj + ∆(fg)
)
=− uxiuxj (fxixjg + fxigxj + fxjgxi + fgxixj )− 2uxiuxixj (fxjg + fgxj )
− (fxixig + fxigxi + fxigxi + fgxixi)
= gLf + fLg − 2uxiuxjfxigxj − 2fxigxi
= gLf + fLg − 2(uxifxi)(uxjgxj )− 2fxigxi .
The proof is finished.
Lemma A.1.7. Let ϕ : R→ R be smooth and f ∈ C2(U). Then
L(ϕ ◦ f) = ϕ′(f)Lf − ϕ′′(f)
(
(uxifxi)
2 + |Df |2).
Proof. The result follows from a direct calculation.
L(ϕ ◦ f) =−
(
uxiu

xj (ϕ ◦ f)xixj + 2uxiuxixj (ϕ ◦ f)xj + ∆(ϕ ◦ f)
)
=− uxiuxj (ϕ′′(f)fxifxj + ϕ′(f)fxixj )− 2uxiuxixj (ϕ′(f)fxj )
− (ϕ′′(f)f2xi + ϕ′(f)fxixi)
= ϕ′(f)Lf − ϕ′′(f)
(
uxiu

xjfxifxj + |Df |2
)
= ϕ′(f)Lf − ϕ′′(f)
(
(uxifxi)
2 + |Df |2).
The proof is finished.
Corollary A.1.8. Define v := 12 |Du|2. Then
Lv
 = −|D2uDu|2 − |D2u|2.
Proof. Use the observation (A.1.4), the linearity of L and Lemma A.1.7 to obtain
Lv
 =
∑
k
L
(1
2
(uxk)
2
)
=
∑
k
(
uxkL(u

xk
)− ((uxi(uxk)xi)2 + |D(uxk)|2))
= −
∑
k
(∑
i
uxiu

xkxi
)2 − ∑
k
∑
i
(uxkxi)
2
= −|D2uDu|2 − |D2u|2.
Corollary A.1.9. Define z := 12(u
)2. Then
Lz
 = −2u∆∞u − |Du|4 − |Du|2.
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Proof. Use the observation (A.1.3) and Lemma A.1.7 to obtain
Lz
 = uL(u
)− ((uxi(u)xi)2 + |Du|2)
= −2u∆∞u −
((∑
i
(uxi)
2
)2
+ |Du|2
)
= −2u∆∞u − |Du|4 − |Du|2.
Corollary A.1.10. Define ψ := (u − xn)2, where xn denotes the map x 7→ xn. Then
Lψ = −4(u − xn)〈Du + en, D2uDu〉 − 2
(|Du|2 − uxn)2 − 2 (|Du − en|2) .
Proof. Use Lemma A.1.7, the linearity of L and the observation (A.1.3) to obtain
Lψ = 2(u
 − xn)L(u − xn)− 2
(
(uxi(u
 − xn)xi)2 + |D(u − xn)|2
)
= 2(u − xn)(L(u)− L(xn))− 2
(
(uxi(u

xi − δni))2 + |Du − en|2
)
= −2(u − xn)(2∆∞u + 2uxiuxnxi)− 2
(
(|Du|2 − uxn)2 + |Du − en|2
)
= −4(u − xn)((uxj + δjn)uxiuxjxi)− 2
(
(|Du|2 − uxn)2 + |Du − en|2
)
= −4(u − xn)〈Du + en, D2uDu〉 − 2
(|Du|2 − uxn)2 − 2 (|Du − en|2) .
Lemma A.1.11. Let Φ ∈ C2(Rn) and w : U → Rn be smooth. Then
L(Φ ◦ w) =
∑
k
Φpk(w)Lw
k − uxiuxj
∑
k,l
Φpkpl(w)(w
l)xj (w
k)xi
− 
∑
i,k,l
Φpkpl(w)(w
l)xi(w
k)xi ,
where
DΦ(p) = (Φp1(p), . . . ,Φpn(p))
denotes the gradient of Φ(p).
Proof. The first order partial derivative of Φ ◦ w is
(Φ ◦ w)xi = (DΦ(w) ·Dw)i =
∑
k
Φpk(w)(w
k)xi .
The second order partial derivative of Φ ◦ w is
(Φ ◦ w)xixj =
(∑
k
Φpk(w)(w
k)xi
)
xj
=
∑
k
(
Φpk(w)(w
k)xi
)
xj
=
∑
k
(
(Φpk(w))xj (w
k)xi + Φpk(w)(w
k)xixj
)
=
∑
k,l
Φpkpl(w)(w
l)xj (w
k)xi +
∑
k
Φpk(w)(w
k)xixj .
The Laplacian of Φ ◦ w is
∆(Φ ◦ w) =
∑
i
(∑
k,l
Φpkpl(w)(w
l)xi(w
k)xi +
∑
k
Φpk(w)(w
k)xixi
)
=
∑
i,k,l
Φpkpl(w)(w
l)xi(w
k)xi +
∑
k
Φpk(w)∆(w
k).
These calculations establish the desired formula.
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Corollary A.1.12. Define Ψ := Φ(Du), where
Φ(p) := (|p|2 − pn)2,
and pn denotes the map p 7→ pn. Then
LΨ =− 4(|Du|2 − uxn)(|D2uDu|2 + |D2u|2)
− 2
((
2∆∞u − uxiuxixn
)2
+ 
(
2uxku

xkxi
− uxnxi
)2)
.
Proof. Use Lemma A.1.11 and (A.1.4) to obtain
LΨ =
∑
k
Φpk(Du
)L(u

xk
)− uxiuxj
∑
k,l
Φpkpl(Du
)uxlxju

xkxi
− 
∑
i,k,l
Φpkpl(Du
)uxlxiu

xkxi
=− uxiuxj
∑
k,l
Φpkpl(Du
)uxlxju

xkxi
− 
∑
i,k,l
Φpkpl(Du
)uxlxiu

xkxi
= : A1 +A2,
where we have denoted the items of the right hand side by A1 and A2, respectively.
Calculate the first order partial derivative of Φ
(A.1.13) Φpk(p) = 2(|p|2 − pn)(2pk − δkn).
Calculate the second order partial derivative of Φ
Φpkpl(p) =2(|p|2 − pn)pl(2pk − δnk) + 2(|p|2 − pn)(2pk − δkn)pl
=2(2pk − δkn)(2pl − δln) + 4(|p|2 − pn)δkl.
We thus calculate for A1
A1 =− 2uxiuxj
∑
k,l
(2uxk − δkn)(2uxl − δln)uxlxjuxkxi
− 4uxiuxj
∑
k,l
(|Du|2 − uxn)+δkluxlxjuxkxi
=− 2
(
uxi
∑
k
(2uxk − δkn)uxkxi
)(
uxj
∑
l
(2uxl − δln)uxlxj
)
− 4uxiuxj (|Du|2 − uxn)
∑
k
uxkxju

xkxi
=− 2(2∆∞u − uxiuxixn)2 − 4(|Du|2 − uxn)|D2uDu|2,
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and for A2
A2 =− 2
∑
i,k,l
(2uxk − δkn)(2uxl − δln)uxlxiuxkxi
− 4
∑
i,k,l
(|Du|2 − uxn)δkluxlxiuxkxi
=− 2
∑
i
(∑
k
(2uxk − δkn)uxkxi
)(∑
l
(2uxl − δln)uxlxi
)
− 4(|Du|2 − uxn)
∑
i,k
(uxkxi)
2
=− 2(2uxkuxkxi − uxnxi)(2uxluxlxi − uxnxi)
− 4(|Du|2 − uxn)|D2u|2
=− 2(2uxkuxkxi − uxnxi)2 − 4(|Du|2 − uxn)|D2u|2.
We arrive at
LΨ =− 2
(
2∆∞u − uxiuxixn
)2
− 4(|Du|2 − uxn)(|D2uDu|2 + |D2u|2)
− 2(2uxkuxkxi − uxnxi)2,
from which the claim follows.
A.2 Proof of Lemma 4.4.2
Proof. Our goal is to find a bound independent of  for the maximum of w. We therefore
study a point x0 ∈ U where w attains its maximum. We divide the proof into two cases.
Case 1: x0 ∈ ∂U . Now we have
(A.2.1) w(x) ≤ w(x0) = 0 + αz(x0) = α
2
(u(x0))
2 for all x ∈ U.
Case 2: x0 ∈ U . We try to find a uniform bound for the term ζ2v at x0 by selecting
a suitably large α. Use the linearity of L and Lemma A.1.6 to obtain
(A.2.2)
Lw
 = L(ζ
2v) + αLz

= ζ2Lv
 + vL(ζ
2) +
(− 2(uxi(ζ2)xi)(uxjvxj ))+ (−2(ζ2)xivxi) + αLz
=: A1 +A2 +A3 +A4 +A5,
where we have denoted the items of the right hand side by A1, . . . , A5, respectively.
Notice that the derivatives of ζ are bounded by a constant which only depends on
dist(V, ∂U). Also, Theorem 4.2.7 gives that each u is bounded by a constant which does
not depend on . Therefore we may estimate the terms A1, . . . , A5 as follows.
We employ Corollary A.1.8 to write the first term A1 as
A1 = −ζ2|D2uDu|2 − |D2u|2.
We drop out the negative Hessian matrix term −ζ2|D2u|2 and arrive at the following
estimate
A1 ≤ −ζ2|D2uDu|2.
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For A2, we may write, interpreting the sums as inner products,
A2 = −1
2
|Du|2(uxiuxj (ζ2)xixj + 2uxiuxixj (ζ2)xj + ∆(ζ2))
= −1
2
|Du|2(〈Du, D2(ζ2)Du〉+ 4ζ〈Dζ,D2uDu〉+ ∆(ζ2)).
Use the Cauchy-Schwartz inequality and the regularity of ζ to estimate as follows,
A2 ≤ 1
2
|Du|2(|Du||D2(ζ2)Du|+ 4ζ|Dζ||D2uDu|+ |∆(ζ2)|)
≤ C|Du|2(|Du|2 + ζ|D2uDu|+ ).
Similarly, we may write A3 as follows
A3 = −4ζ(uxiζxi)(uxkuxjuxkxj ) = −4ζ〈Du, Dζ〉〈Du, D2uDu〉,
and use the Cauchy-Schwartz inequality and the regularity of ζ to estimate
A3 ≤ 4ζ|Du||Dζ||Du||D2uDu| ≤ Cζ|Du|2|D2uDu|.
For A4, write
A4 = −4ζ(ζxiuxkuxkxi) = −4ζ〈Dζ,D2uDu〉,
and use the Cauchy-Schwartz inequality and the regularity of ζ to estimate
A4 ≤ 2ζ|Dζ||D2uDu| ≤ Cζ|D2uDu|.
Finally, by using Corollary A.1.9, we may write A5 as follows
A5 = −2αu〈Du, D2uDu〉 − α|Du|4 − |Du|2.
The Cauchy-Schwartz inequality together with Theorem 4.2.7 yield the following estimate
A5 ≤ 2α|u||Du||D2uDu| − α|Du|4 − |Du|2
≤ αC|Du||D2uDu| − α|Du|4 − |Du|2.
Now, employing Lemma A.1.5 and combining the above estimates with (A.2.2), we
obtain that the following inequality holds at x0
0 ≤− ζ2|D2uDu|2 + C|Du|2 (|Du|2 + ζ|D2uDu|+ )
+ Cζ|Du|2|D2uDu|+ Cζ|D2uDu|
+ αC|Du||D2uDu| − α|Du|4 − |Du|2.
Rewrite to get
(A.2.3)
ζ2|D2uDu|2 + (α− C)|Du|4 + (α− C)|Du|2
≤ 2Cζ|D2uDu||Du|2 + Cζ|D2uDu|+ αC|Du||D2uDu|
=: B1 +B2 +B3,
where we have denoted the items of the right hand side by B1, B2, B3, respectively. We
employ Young’s inequality to estimate these terms. For the first term we have
B1 =
ζ|D2uDu|
2
· 4C|Du|2 ≤ ζ
2|DuDu|2
8
+ 8C2|Du|4,
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for the second term
B2 =
ζ|D2uDu|
2
· 2C ≤ ζ
2|DuDu|2
8
+ 2C22,
and for the third term
B3 = C(|Du| · α|D2uDu|) ≤ C
(
1
4
|Du|4 + 3
4
α4/3|D2uDu|4/3
)
.
Then plugging these estimates for B1, B2 and B3 to the inequality (A.2.3) we obtain
3
4
ζ2|D2uDu|2 +
(
α− 5C
4
− 8C2
)
|Du|4 + (α− C)|Du|2
≤ 2C22 + 3
4
Cα4/3|D2uDu|4/3,
which is equivalent to the inequality
ζ2|D2uDu|2 + 4
3
(
α− 5C
4
− 8C2
)
|Du|4 + 4
3
(α− C)|Du|2
≤ 8
3
C22 + Cα4/3|D2uDu|4/3.
At this point we may choose α so large that 43(α − 5C4 − 8C2) > 1 and (α − C) > 0. We
arrive at the following inequality
ζ2|D2uDu|2 + |Du|4 ≤ 8
3
C22 + Cα4/3|D2uDu|4/3.
Multiply both sides by ζ4 and estimate, by using Young’s inequality and the assumptions
that 0 <  < 1 and 0 ≤ ζ ≤ 1,
ζ6|D2uDu|2 + ζ4|Du|4 ≤ 8
3
C22ζ4 + Cα4/3ζ4|D2uDu|4/3
≤ 8
3
C22ζ4 +
1
3
C3α4 +
2
3
ζ6|D2uDu|2
≤ 3C2 + C3α4 + ζ6|D2uDu|2.
Deduce that the following inequality holds at the maximum point x0 ∈ U ,
ζ4|Du|4 ≤ C,
where the constant C does not depend on . Therefore
(A.2.4) w(x) ≤ w(x0) = (ζ(x0))2|Du(x0)|2 + αz(x0) ≤
√
C
2
+
α
2
(u(x0))
2
for all x ∈ U .
The claim follows since in case 1 we have the inequality (A.2.1) and in case 2 we have
(A.2.4).
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A.3 Proof of Lemma 4.4.10
Proof. We study a point x0 ∈ B(0, s) where v attains its maximum. Our goal is to fix α
so that the inequality (4.4.11), for some constant C, holds at x0. We divide the proof into
two cases.
Case 1: x0 ∈ ∂B(0, s) or |Du|2 − uxn ≤ 0 at x0. In this case the first term ζ2Φ(Du)
of v at x0 disappears. Recall that we set 0 < λ < 1. Therefore we may estimate as follows
(A.3.1)
v(x) ≤ v(x0) = 0 + α(u − xn)2 + λ|Du|2
≤ αλ2 + λC2 ≤ Cλ ≤ C
(
λ+

λ
)
for all x ∈ B(0, s).
Case 2: x0 ∈ B(0, s) and |Du|2 − uxn > 0 at x0. We try to find a suitable bound for
the term ζ2Φ(Du) at x0 by selecting a suitably large α. We follow the same procedure
as in the previous proof. Use the linearity of L to obtain
(A.3.2)
Lv
 = L(ζ
2Φ(Du)) + αL((u
 − xn)2) + λL(|Du|2)
=: A1 +A2 +A3,
where we have denoted the items of the right hand side by A1, A2, A3, respectively. We
may estimate the terms A1, A2, A3 as follows.
Use Lemma A.1.6 to write
A1 = ζ
2L(Φ(Du
)) + Φ(Du)L(ζ
2)− 4ζ(uxi(Φ(Du))xi)(uxjζxj)− 4ζ((Φ(Du))xi)(ζxj)
=: B1 +B2 +B3 +B4,
where we have denoted the items of the right hand side by B1, . . . , B4, respectively. Each
term is calculated and estimated as follows.
For the first term B1 we use Corollary A.1.12 to write
B1 =− 4ζ2(|Du|2 − uxn)(|D2uDu|2 + |D2u|2)
− 2ζ2
((
2∆∞u − uxiuxixn
)2
+ 
(
2uxku

xkxi
− uxnxi
)2)
.
Drop the negative terms −4ζ2(|Du|2 − uxn)|D2u|2 and −2ζ2
(
2uxku

xkxi
− uxnxi
)2
to
obtain
B1 ≤ −4ζ2(|Du|2 − uxn)|D2uDu|2 − 2ζ2
(
2∆∞u − uxiuxixn
)2
.
For the second term B2 we write, interpreting the sums as inner products,
B2 = (|Du|2 − uxn)2(−uxiuxj (ζ2)xixj − 4ζuxiuxixjζxj − ∆(ζ2))
= (|Du|2 − uxn)2(−〈Du, D2(ζ2)Du〉 − 4ζ〈Dζ,D2uDu〉 − ∆(ζ2)).
We use the Cauchy-Schwartz inequality, the regularity of ζ, Theorem 4.4.4 and the as-
sumption that 0 <  < 1 to estimate
B2 ≤ (|Du|2 − uxn)2(|Du||D2(ζ2)Du|+ 4ζ|Dζ||D2uDu|+ ∆(ζ2))
≤ (|Du|2 − uxn)2(C + Cζ|D2uDu|+ C)
≤ C(|Du|2 − uxn)2(1 + ζ|D2uDu|).
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Denote the constant from Theorem 4.4.4 by C ′ and introduce a fixed constant C ′′ > 0,
defined by the following inequality,
|Du|2 − uxn ≤ |Du|2 + |uxn | ≤ (C ′)2 + C ′ =: C ′′.
Furthermore, employ Young’s inequality to write
B2 = C(|Du|2 − uxn)2 + (|Du|2 − uxn)2
(
C
√
C ′′√
8
)( √
8√
C ′′
ζ|D2uDu|
)
≤ C(|Du|2 − uxn)2 + (|Du|2 − uxn)2
(
C2C ′′
16
+
4
C ′′
ζ2|D2uDu|2
)
≤ C(|Du|2 − uxn)2 + 4ζ2(|Du|2 − uxn)|D2uDu|2
For B3 we again interpret the sums as inner products and use the formula (A.1.13) for the
partial derivative of Φ to write
B3 = −4ζ〈Du, D(Φ(Du))〉〈Du, Dζ〉
= −8ζ(|Du|2 − uxn)(2∆∞u − uxiuxixn)〈Du, Dζ〉.
We use the Cauchy-Schwartz, the regularity of ζ and Theorem 4.4.4 to obtain
B3 ≤ 8ζ(|Du|2 − uxn)|2∆∞u − uxiuxixn ||Du||Dζ|
≤ Cζ(|Du|2 − uxn)|2∆∞u − uxiuxixn |.
We continue by employing Young’s inequality as follows,
B3 =
(C
2
(|Du|2 − uxn)
)(
2ζ|2∆∞u − uxiuxixn |
)
≤ C
2
8
(|Du|2 − uxn)2 + 2ζ2(2∆∞u − uxiuxixn)2
= C(|Du|2 − uxn)2 + 2ζ2(2∆∞u − uxiuxixn)2.
For B4 write
B4 = −4ζ〈D(Φ(Du)), Dζ〉,
and use the Cauchy-Schwartz, the regularity of ζ and Theorem 4.4.4 to estimate as follows
B4 ≤ 4ζ|D(Φ(Du))||Dζ| ≤ C
(∑
i
(Φ(Du))xi
)
≤ C
(∑
i
∑
k
Φpk(Du
)uxkxi
)
≤ C
(
2(|Du|2 − uxn)
∑
i
∑
k
(2uxk − δkn)uxkxi
)
≤ C
(
2
∑
i
∑
k
|uxkxi |+
∑
i
|uxnxi |
)
≤ C(2n2|D2u|+ n|D2u|) ≤ C|D2u|.
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Now we have the following estimate for the whole of A1,
(A.3.3)
A1 ≤− 4ζ2(|Du|2 − uxn)|D2uDu|2 − 2ζ2
(
2∆∞u − uxiuxixn
)2
+ C(|Du|2 − uxn)2 + 4ζ2(|Du|2 − uxn)|D2uDu|2
+ C(|Du|2 − uxn)2 + 2ζ2(2∆∞u − uxiuxixn)2 + C|D2u|
= C(|Du|2 − uxn)2 + C|D2u|.
Use Corollary A.1.10 to write
A2 = −α
(
4(u − xn)〈Du + en, D2uDu〉+ 2
(|Du|2 − uxn)2 + 2 (|Du − en|2) ).
We use the Cauchy-Schwartz inequality and the flatness assumption (4.4.8) to estimate
(A.3.4)
A2 ≤ 4α|u − xn||Du + en||D2uDu| − 2α
(|Du|2 − uxn)2
≤ αCλ|D2uDu| − 2α (|Du|2 − uxn)2 .
For A3 we use Corollary A.1.8 to write
(A.3.5) A3 = −2λ|D2uDu|2 − 2λ|D2u|2.
We employ the above estimates (A.3.3), (A.3.4) and (A.3.5) for A1, A2 and A3 together
with Lemma A.1.5 to observe that following inequality holds at x0,
0 ≤ C(|Du|2 − uxn)2 + C|D2u|
+ αCλ|D2uDu| − 2α (|Du|2 − uxn)2
− 2λ|D2uDu|2 − 2λ|D2u|2.
Rearrange the terms to obtain
(A.3.6)
(2α− C) (|Du|2 − uxn)2 ≤ C|D2u|+ αCλ|D2uDu| − 2λ|D2uDu|2 − 2λ|D2u|2.
At this point we choose α so that 2α− C ≥ 1. Then, we again employ Young’s inquality
to estimate the positive terms C|D2u| and αCλ|D2uDu| of the right hand side of the
inequality (A.3.6). Thus we obtain(|Du|2 − uxn)2 ≤(2√λ|D2u|)
(
C
√

2
√
λ
)
+
(
2
√
λ|D2uDu|)(αC√λ
2
)
− 2λ|D2uDu|2 − 2λ|D2u|2
≤ 2λ|D2u|2 + C
2
8λ
+ 2λ|D2uDu|+ α
2C2λ
8
− 2λ|D2uDu|2 − 2λ|D2u|2
= C
(
λ+

λ
)
,
where the constant C is independent of . Therefore we obtain, by using Theorem 4.4.4
and the assumption that 0 < λ < 1, that
(A.3.7)
v(x) ≤ v(x0) = (ζ(x0))2Φ(Du(x0)) + α(u(x0)− (x0)n)2 + λ|Du(x0)|2
≤ 1 · (|Du(x0)|2 − uxn(x0))2 + αλ2 + λC2
≤ C
(
λ+

λ
)
for all x ∈ B(0, s).
The claim follows since in case 1 we have the inequality (A.3.1) and in case 2 we have
the inequality (A.3.7).
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