We first give a full characterization of average-case quantum one-way permutations. Our characterization is an extension of the characterization of worst-case quantum one-way permutations (or, a partial characterization of average-case quantum one-way permutations) by Kashefi, Nishimura and Vedral. As in the previous results, our characterization is also written in terms of reflection operator and pseudo identity. To prove the full characterization of average-case quantum one-way permutations, we incorporate their basic ideas with the universal hashing technique and modify the reduction between inverting average-case quantum one-way permutation and another problem appeared in the characterization of worst-case quantum one-way permutations. In a sense, our characterization says that the hardness of inverting quantum one-way permutations comes from the hardness to efficiently implement some reflection operators.
Introduction
One-way functions are functions f such that f is efficiently computable but f −1 is computationally intractable. While the modern cryptography depends heavily on the one-wayness of the function f , the existence of the oneway functions is one of the most important open problems in theoretical computer science. On the other hand, Shor [10] showed that famous candidates of one-way functions such as the RSA function or the discrete logarithm function are no longer one-way in the quantum computational model. Nonetheless, some cryptographic applications based on quantum one-way functions have been considered (see, e.g., [1, 5] ).
The class of one-way permutations is a restricted class of one-way functions and the existence of one-way permutations is still open. Towards the settlement of the open problem, some characterizations have been introduced. In the classical case, Homan and Thakur [8] proved that worst-case one-way permutations exist if and only if P UP ∩ coUP. As the authors know, no characterization of average-case one-way permutations has been obtained. In the quantum case, Kashefi, Nishimura and Vedral [9] gave a necessary and sufficient condition for the existence of worst-case quantum one-way permutations. They also considered the averagecase quantum one-way permutations and gave a partial result on characterizing average-case quantum one-way permutations and some conjecture on the full characterization. Their characterization is based on the efficient implementability of reflection operators about some class of quantum states. Note that the reflection operators are successfully used in the Grover's algorithm [7] and the quantum amplitude amplification technique [3] . To obtain a partial characterization of average-case quantum one-way permutations, a notion of "pseudo identity" operators was introduced [9] . Since the worst-case hardness of reflection operators is concerned with the worstcase hardness of the inversion of the permutation f , we need some technical tool with which the inversion process of f becomes tolerant of some computational errors in order to devise a characterization of averagecase one-way permutations. Actually, pseudo identity operators permit of exponentially small errors during the inversion process [9] .
In this paper, we give a full characterization of average-case quantum one-way permutations. Our characterization is an extension of a partial characterization of average-case quantum one-way permutations by Kashefi, Nishimura and Vedral [9] . We incorporate their basic ideas with the universal hashing technique [4] in order to obtain a technical tool to permit of polynomially small errors during the inversion process. Roughly saying, pseudo identity operators are close to the identity operator in a sense. The similarity is defined by an intermediate notion between the statistical distance and the computational distance. In [9] , it is by upper-bounding the similarity that the partial characterization of average-case quantum one-way permutations was obtained. By using the universal hashing technique, we can estimate the expectation of the similarity and then handle polynomially small errors during the inversion of the permutation f .
Preliminaries
We say that a unitary operator (on n qubits) is easy if there exists a quantum circuit implementing U with polynomial size in n and a set F of unitary operators is easy if every U ∈ F is easy. Throughout this paper, we assume that f : {0, 1} * → {0, 1} * is a length-preserving permutation unless otherwise stated. Namely, for any x ∈ {0, 1} n , f (x) is an n-bits string and the set { f (x) : x ∈ {0, 1} n } is of cardinality 2 n for every n. First, we mention some useful operators in describing the previous and our results. The tagging operators O j are defined as follows:
where y (i, j) denotes the substring from the i-th bit to the j-th bit of the bit string y. Note that these unitary operators O j are easy. Next, we consider the reflection operators Q j ( f ) as follows:
where
|y .
(See Fig. 1 for the reflection operator.) We sometimes use the notation Q j instead of Q j ( f ).
Actually, these reflection operators are somewhat special for our purpose. In general, reflection operators are commonly and successfully used in the Grover's algorithm [7] and the quantum amplitude amplification technique [3] . 
(the state after step W.
Before giving a characterization of average-case quantum one-way permutations, we define two types of average-case "one-wayness" in the quantum computational setting. Definition 2.1 A permutation f is weakly quantum one-way if the following conditions are satisfied:
1. f can be computed by a polynomial size quantum circuit (and whenever inputs are classical the corresponding outputs must be classical).
2. There exists a polynomial p(·) such that for every polynomial size quantum circuit A and all sufficiently large n's,
where U n is the uniform distribution over {0, 1} n .
Definition 2.2
A permutation f is strongly quantum one-way if the following conditions are satisfied:
2. For every polynomial size quantum circuit A and every polynomial p(·) and all sufficiently large n's,
.
As in the classical one-way permutations, we can show that the existence of weakly quantum one-way permutations is equivalent to that of strongly quantum one-way permutations (see, e.g., [6] ). Thus, we consider the weakly quantum one-way permutations in this paper. While Theorem 2.1 is a characterization of worstcase quantum one-way permutations, Kashefi, Nishimura and Vedral [9] also gave a partial characterization of average-case quantum one-way permutations by using the following notion.
where |z 1 is the n-qubit basis state for each z and |0 2 corresponds to the ancillae of d(n) − n qubits.
The closeness between a pseudo identity operator and the identity operator is measured by a pair of parameters a(n) and b(n). The first parameter a(n) is a measure of a statistical property and the second one b(n) is a measure of a computational property. Note that we do not care where each z ∈ X n is mapped by the pseudo identity operator J n . While we can give a characterization of quantum one-way permutations by using the notion of pseudo identity, we introduce a new notion, which may be helpful to understand intuitions of our and previous characterizations, in the following.
Definition 2.4
Let d ′ (n) ≥ n be a polynomial in n and P n be a d ′ (n)-qubit unitary operator. P n is called (a(n), b(n))-pseudo reflection (with respect to |ψ(z) ) if there exists a set X n ⊆ {0, 1} n such that |X n |/2 n ≤ b(n) and for any z ∈ {0, 1} n \ X n
The above definition of pseudo reflection operators is somewhat complicated. Since Fig. 2 illustrates a geometrical intuition, it may be helpful to understand the idea of pseudo reflection operators. Let
pseudo reflection operator with respect to |ψ j,x , where a ′ (n) ≤ 2a(n) and b ′ (n) ≤ 2b(n). These estimations of a ′ (n) and b ′ (n) are too rough to obtain our characterization. Rigorously estimating these parameters is a main technical issue in this paper. 
is easy.
Kashefi, Nishimura and Vedral [9] conjectured that the converse of Theorem 2.2 should still hold and proved a weaker version of the converse as follows. 
is easy, then f is not (weakly) quantum one-way.
We mention why it is difficult to show the converse of Theorem 2.2. To prove it by contradiction, all we can assume is the existence of a pseudo identity operator. This means that we cannot know how the pseudo identity operator is close to the identity operator. To overcome this difficulty, we introduce a randomization technique and estimate the expected behavior of the pseudo identity operator. (Note that the converse looks difficult to be proved without some randomization techniques.) Eventually, we give a necessary and sufficient condition of the existence of quantum one-way permutations in terms of reflection operators. This says that we affirmatively settle their conjecture in a sense though there is a slight modification of their statements.
Universal Hashing Operator
Before showing our results, we prepare a technical tool, which may be useful by itself. In general, random permutations can be a useful tool to the analysis of randomized algorithm. In the case of quantum computation, the efficient and faithful implementation of random permutations seems to be hard to realize. Instead, we introduce the universal hashing technique [4] to quantum computing and settle the conjecture by using the efficient implementability of the universal hash functions and the similar property to random permutations.
Let r 1 , r 2 ∈ GF(2 n ) and h r 1 ,r 2 be a function from GF(2 n ) to GF(2 n ) such that
where the addition and the multiplication above are over GF(2 n ) and their implementation can be realized over the ring of polynomials in one variable. Let R = {h r 1 ,r 2 : r 1 , r 2 ∈ GF(2 n ) with r 1 0}. Since it is easy to identify GF(2 n ) with {0, 1} n by considering the standard conversion, we regard R as a family of functions from {0, 1} n to {0, 1} n . Note that any function in R is a permutation but it is generally called a "hash" function because of the historical and conventional reason. Then, R is 2-univeral, namely, for any x 1 x 2 ∈ {0, 1} n and for h chosen uniformly at random from R Pr[h(x 1 ) = h(x 2 )] = 1/2 n .
In the quantum computation, the following operation is easy:
We call it hashing (with swap) operator and denote it by R n . Since we use R n in the form R † n (U ⊗ I 3n )R n for some unitary operator U on the first n-qubit register in the above, the swapped registers go back to the original positions. We have some things to be noted.
• Instead of using the hashing operator R n , we can choose polynomially many pairs of (r 1 , r 2 ) beforehand and consider (r 1 , r 2 ) being fixed during quantum computation. Namely, we can consider that the whole computation is performed by choosing a quantum circuit randomly and then feeding a given input to the quantum circuit. For the simplicity, while we take this manner, we still describe the hashing computation just like the unitary operator. (Also note that the whole process can be done by unitary operators.)
• The third register of the hashing operator R n is not recycled. That is, we need 3n ancillae bits for each usage of R n . When the total number of R n is bounded by a polynomial, the size of ancillae bits for the hashing operators is also bounded by a polynomial. Suppose that for some fixed polynomial p(n) ≥ 4n + 2, infinitely many n, and some (1/2 p(n) , 1/p(n))-pseudo identity operator J n , the family F p,n of unitary operators is easy. We construct a polynomial-size algorithm av-INV to invert f by using unitary operations in F p,n . Algorithm av-INV is almost similar to Algorithm INV except the following change: the operator Q j is now replaced withQ j . The initial input state to av-INV is also assumed to be
where |z 1 (resp., |z 2 and |z 3 ) denotes the first n-qubit (resp., the second n-qubit and the last (r p (n) − n)-qubit) register. Algorithm av-INV performs the following steps: Algorithm av-INV uses R before and after J n . These application of R does not affect the expected performance of J n in the following sense.
Lemma 4.1 Choose parameters for R randomly and let R ′ be the resulting operator. Suppose that J n is an (a(n), b(n))-pseudo identity operator. Then operator R
Lemma 4.1 can be easily shown by taking into account that h r 1 ,r 2 is a permutation for any choice of parameters (r 1 , r 2 ) of the hashing operator. The justification of the replacement of the universal hashing operator R by a parameters-fixed universal hashing operator R ′ has discussed in Section 3.
From the definition of pseudo identity operators, there exists a set X n ⊆ {0, 1} n with |X n | ≤ 2 n /p(n) such that for any y ∈ Y n = {0, 1} n \ X n , J n |y 2 |0 3 = α y |y 2 |0 3 + |ψ y 23 , where |ψ y 23 ⊥|y 2 |0 3 and |1 − α y | ≤ 1 2 p(n) . In Algorithm av-INV, we apply J n (or, R ′ † J n R ′ ) before and after step A. j.3 for each j. The application of J n makes an error in computation of f −1 . We call the vector J n |ψ − |ψ the error associated to |ψ . To measure the effect of this error, we use the following lemmas. (Lemma 4.3 itself was stated in [9] .) The proof for Lemma 4.2 is given in Appendix. We note, in the sequel, the norm over vectors is Euclidean.
Lemma 4.2 Assume that T ⊆ S ⊆ {0, 1} n . Then length l(S , T ) of the error associated to the state
where γ(n) is a negligible function in n. For each j, we let S j = {y : f (y) (1,2 j) = x (1,2 j) } and T j = {y : f (y) (1,2 j+2) = x (1,2 j+2) }. We assume that the state before step A. j.2 is
Note that the above state is the same as the one before W. j.2 in Algorithm INV. In step A. j.2, R ′ † J n R ′ is applied to the state. Since the hashing operator diffuses X n and Y n appeared in the definition of the pseudo identity operator, from Lemma 4.2 we have the following. (The proof is given in Appendix.) (For simplicity, we neglect a negligible term γ(n) .) The vector v 2 corresponds to an error that happens when R ′ † J n R ′ is applied before step A. j.3.
Lemma 4.4 For each j,
Next, we consider the state after step A. j.3. We assume that the state after step A. j.3 is
Note that the above state is the same as the one after step W. j.2 in Algorithm INV. In order to analyze the effect of the application of (R ′ † J n R ′ ) † after step A. j.3, we need another lemma similar to Lemma 4.4. (The proof is omitted since its proof is also similar.)
Lemma 4.5 For each j,
where the expectation is over the random selection of parameters of hashing operators and γ(n) is a negligible function in n.
By a similar argument to the above, we obtain a vector v = v 1 + v 2 where v 1 /|v 1 | is the unit vector corresponding to the state after step W. j.2 in Algorithm INV and v 2 is a vector of expected length at most 2/ p(n) orthogonal to v 1 . (For simplicity, we neglect a negligible term γ(n).) The vector v 2 corresponds to an error that happens when (R ′ † J n R ′ ) † is applied after step A. j.3.
From the above analysis, we can see that after the completion of Algorithm av-INV on input x the final state become v = v 1 + v 2 where v 1 is parallel to
and v 2 is a vector of expected length at most 2 · (n/2) · (2/ p(n)) orthogonal to v 1 . Thus, the expected length of v 2 is bounded by 1/q(n) for some polynomial q. Therefore, there exists a polynomial-size quantum circuit A and infinitely many n such that
This implies that f is not weakly quantum one-way.
Conclusion
We have given a characterization of average-case quantum one-way permutations in terms of pseudo-identity and reflection operator. In order to prove the characterization, we used a technique of universal hash functions. Thus, the operators corresponding to the universal hashing appear in the characterization. However, since it is easy to see that J n is an easy pseudo-identity operator if and only if R ′ † J n R ′ is an easy pseudo-identity operator, we may eliminate the universal hashing operators in the characterization. If possible, this implies that the conjecture given by Kashefi, Nishimura and Vedral [9] holds as it is. However, the notion of pseudo-identity operators seems not to have a sufficient power to cope with probabilistic properties. Thus, we believe that a randomized version of pseudo identity identities is necessary in the characterization.
Proof of Lemma 4.4
Because of the 2-universality of hashing operators, we have
The above inequality and the linearity of the expectation imply that
for some negligible function γ.
