The solution u of problem (1) is unique up to a constant factor. It is known [13, p. 24 ] that λ is the minimum over all piecewise smooth functions u satisfy- 2 . In many practical methods for approximating λ one essentially determines p{u) for functions u satisfying (lb) which are close to a solution of the boundary value problem (1) . See [9, p. 112 ; 6, p. 276; 11, and 12]• By (2) these approximations are known to be upper bounds for λ; they can be made arbitrarily good with sufficient labor. It is obviously of equal importance to obtain close lower bounds for λ; cf. [14] .
The lower bounds for λ given by Polya and Szegδ [13] are ordinarily far
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Pacific J. Math, 4 (1954) , 467-480 467 [8] (for expositions see [3] and [16]) are arbitrarily good, but presuppose knowledge of a lower bound for the second eigenvalue λ 2 of the problem (1). The same is true of Davis's proposals in [4] . It is possible, following Aronszajn and Zeichner [l], to get close lower bounds for λ by minimizing p{u) over a class of functions u permitted some discontinuity in R (method of A. Weinstein); the author has no knowledge of the practicability of the method.
A common method of approximating λ is to replace the boundary value problem (1) by a similar problem in finite differences. Divide the plane into squares of side h by the network of lines % -μh 3 y -vh (μ, v -0, ±1, ± 2, ). The points {μhyvh) are the nodes of the net. A half-square is an isosceles right triangle whose vertices are three nodes of one square of the net. Assume that (3) R is the union of a finite number of squares and half-squares.
Then every interior node of R has four neighboring nodes in R u C.
Define Δ/^, a finite-difference approximation to Δ, by the relation
Let λ/j be the least number satisfying the following difference equation for a net function v defined on the nodes (x,y) of the net:
(4a) Δ/jf = -XfrV at the nodes in R , with the boundary condition (4b) v = 0 at the nodes on C.
One can interpret λ/^ as the square of the fundamental frequency of a network of massless strings with uniform tension h 9 fastened to C, and supporting a particle of mass h 2 at each node. That is, a certain lumping of the distributed masses and tensions of problem (1) yields problem (4).
It is easily verified for a rectangular region of commensurable sides π/p, π/q 9 and for h such that (3) holds, that one has u = v = sin px sin qγ 9 and that X, Then, as h -> 0, one has
It is a consequence of the theorem that, for all sufficiently small h, say for h £ h 0 , λfr is a lower bound for λ. The ordinary finite-difference method thus complements any method based on Rayleigh quotients; and, since λ/j -> λ as h-> 0, together two such methods can confine λ to an arbitrarily short interval. In particular, Polya [11 and 12] devises modified finite-difference approximations to problem (1) which furnish upper bounds to λ for all h. Hence arbitrarily good two-sided bounds to λ can be found by finite-difference methods alone.
The constant a of the theorem is the best possible for a rectangle R of sides π/p, π/q. For this region, we have a-(p 4 + q 4 ) (p 2 + q )~l, and (6) is seen by (5) to be actually an equality up to terms o {h 2 ).
Using heuristic reasoning, Milne [9, p. 238, (97.5)] finds an approximate formula which, specialized to the fundamental eigenvalue and set in our notation, says
ii^i_^! + o(A 2 ) (A-»0).
λ ~ 24
For a rectangle of sides π/p 9 π/q, the coefficient of -h 2 /l2 in (7) is (p 2 + q 2 )/2.
Since the coefficient of h 2 in (7) is low for all rectangles with p φ-q, and exact for squares. Hence (7) cannot ordinarily be expected to be exact in its h 2 term.
The use of the theorem to bound λ is limited by our lack of knowledge of h 0 . However, it is the author's conjecture that, for the regions R of the theorem,
The convexity of R is vital to the statement and proof of the theorem; in fact, by the remark after Lemma 4, a = oo for nonconvex polygons. A heuristic argument, supported by the numerical example of § 5, has in fact convinced the author that, for nonconvex polygons, λfr > λ for all sufficiently small h.
The restriction of R and h to satisfy (3) is less essential, but is used in two ways: (i) to be sure that no interior node has a neighboring node outside R; (ii) to prove that Γ = 0 in Lemma 7. With an appropriate alteration of Δ/j near C, and with a modification of Lemma 7, one can extend the present method to obtain formulas of type (6) without assuming (3) -and even for convex regions R bounded by piecewise analytic curves C. See [5] . Analogous results can be expected in n dimensions. 
Proof of the theorem. Let
where the sums are extended over all nodes Nfr of the net inside R.
The key to proving the theorem is to set the solution u of problem (1) into the Rayleigh quotient (8) of problem (4) . It will be shown that
Since λh <_PJ,(M), the theorem follows from (9) . Henceforth u will always denote a solution of problem (1) . where the maximum of \Vu \ is taken for all points (x 9 y) within a distance 2 A of some 135° vertex. Hence, by Lemma 2, as A -> 0 through values such that (3) holds,
Now, using the notation and assertion of Lemma 5, one obtains
Since zx satisfies (la),
the last step is correct because u(x 9 y) -> 0 as (x 9 γ) -> C.
Combining (13) and (14), one finds that, as A -> 0, 
By the definition of a we have proved (9) and hence the theorem.
Some lemmas. Lemma 1, suggested to the author by Professor Max
Shiffman, is used to establish Lemmas 2 to 7, which were applied to prove the theorem. In all the lemmas R is the convex union of squares and half-squares of the network, while u = u (x 9 γ ) is a function solving problem (1) in R. 
where 0 < 0, < 1 (i = 1, 2). By the continuity of φ'"\ the last bracket equals In the divergence theorem for p = uu xxx> q -uuyyy 9 is perpendicular to C. Thus Uydx + u x dy = 0 when (dx $ dy) is tangent to C, so that the contribution to Γ from these 45° and 135° segments of C is also zero.
Hence Γ = 0, and the lemma follows from (29).
Numerical example.
Let 1^ be the six-sided, nonconvex, L-shaped region whose closure is the union of the three unit squares l<x<0, 0 < y < 1; .4387 is something like one-fifth larger than an estimate of the corresponding quantity a{R 2 ) of the theorem. One therefore suspects that a is not the best possible constant in (6) for the region R 2 .
In the table, note the relative closeness of the values of λ n (R 2 ) to the working estimate, CC 2 » of λ(/? 2 )> even for a coarse net. Thus the value 12 for λy 2 (R 2 ), which is obtained by pencil and paper from a simple quadratic equation, is comparable to the lower bounds 12.1 and 5?7 2 /4 obtained respectively by comparison with λ for the circular membrane of equal area [13, p. 8] and with λ for the rectangular region 0 < x < 1; -1 < y < 1. The value λ 1/3 (/? 2 ) = 13.737 requires getting the least eigenvalue of a 7th-order matrix, a relatively easy procedure with a desk machine.
The monotonicity of λ n (R 2 ) supports the author's conjecture 2 that, for the
