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One of the cornerstones for topological quantum computations is Majorana zero mode, which
has been intensively searched in fractional quantum Hall systems and topological superconductors.
Several recent works suggest that such exotic mode can also exist in one dimensional (1D) inter-
acting double-wire setup even without long-range superconductivity. A notable instability in these
proposals comes from inter-channel single-particle tunneling that spoils the topological ground state
degeneracy. Here we show that 1D Dirac semimetal (DSM) nanowire is an ideal number-conserving
platform to realize such Majorana physics. By inserting magnetic flux, a DSM nanowire is driven
into 1D crystalline-symmetry-protected semimetallic phase. Interaction enables the emergence of
boundary Majorana zero modes, which is robust as a result of crystalline symmetry protection. We
also explore several experimental consequences of Majorana signals.
Introduction - Anyons are natural generalizations of
bosons and fermions from the perspective of quantum
statistics. Interchanging a pair of anyons can induce ei-
ther a non-trivial phase factor eiθ 6= ±1 in the wave-
function (Abelian anyons), or a rotation operation of the
corresponding many-body wave function among a degen-
erate set of locally indistinguishable states (non-Abelian
anyons) [1]. Anyonic physics was first pointed out in
the context of fractional quantum Hall (FQH) effect [2],
where anyons emerge as bulk quasiparticle excitations
in an FQH system. A well-known example here is Ma-
jorana quasiparticle (Ising anyon), which emerges in a
ν = 52 Moore-Read FQH state [3]. The non-Abelian
statistics of Majorana quasiparticle makes it a promis-
ing candidate for building a topological quantum com-
puter [4]. Besides FQH systems, Majorana physics was
also studied in the topological superconductor (TSC) af-
ter the pioneering works by Read and Green [5], Ivanov
[6] and Kitaev [7]. In particular, Kitaev pointed out the
existence of boundary Majorana zero mode (MZM) in
a one-dimensional (1D) p-wave TSC. Such TSC is topo-
logically distinct from a conventional superconductor due
to the MZM-induced ground state degeneracy (GSD) [8].
The degenerate ground states are further labeled by Z2
fermion parity of the system, and their stability is guar-
anteed by this Z2 parity symmetry. This Kitaev model
serves as the underlying mechanism of recent intensive
experimental efforts in realizing MZM physics in 1D semi-
conductor devices [9–14].
Theoretically, it was pointed out that MZM will be-
come unstable in a single 1D quantum wire if strong
quantum fluctuations destroy long-range superconductiv-
ity [15]. For a double-wire setup, however, MZMs can co-
exist with quantum fluctuations when inter-wire single-
particle hopping vanishes while pair hopping interaction
dominates [15–24]. Pair hopping process fluctuates parti-
cle number of each quantum wire only by a multiple of 2.
Thus in each quantum wire, an emergent Z2 fermion par-
ity P (2) is well defined. Consequently, P (2) defines dou-
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FIG. 1. In (a), DSM nanowire is driven into a rotation-
symmetry-protected 1D semimetal when flux Φ = lΦ0 (
1
2
<
l < 3
2
) is inserted. The emerging 1D Dirac points originate
from | 3
2
, 0, ↑〉 (green line) and | − 1
2
, 0, ↓〉 (red line), as shown
in (b). In (c), we show the process of pair-hopping interac-
tion g, where two “red” electrons hop to the “green” electron
states simultaneously. This process respects four-fold rota-
tion symmetry, and enables the emergence of Majorana end
states.
bly degenerate ground states, which mimics the physics
in Kitaev model. However, a well-known issue in the
double-wire setup comes from “Z2 parity breaking” in-
duced by inter-wire single particle tunneling, which is
generally unavoidable. Such tunneling process explicitly
violates P (2) symmetry and thus spoils Majorana physics.
In this work, we demonstrate how crystalline symme-
tries naturally solve the “P (2) breaking” issue, and thus
stabilize the Majorana physics without long-range su-
perconductivity. We show that 1D nanowire of three
dimensional Dirac semimetals (DSM) [25, 26] possesses
crystalline-symmetry-protected gapless Dirac points, of-
fering us a material realization of stable semimetallic
phase (Fig. 1 (a)). Therefore, a DSM nanowire man-
2ifests itself as an effective double-wire setup, with each
“quantum wire” labeled by a representation of the crys-
talline symmetry group. Inter-“wire” pair-hopping in-
teraction drives the system into an interaction-enabled
topological phase with doubly degenerate ground states
and MZMs (Fig. 1 (c)). On the other hand, the ori-
gin of P (2)-breaking, inter-“wire” single-particle tunnel-
ing, is forbidden in our rotation-invariant system, since
it explicitly breaks the rotation symmetry. As a result,
rotational symmetry protects the robustness of the Majo-
rana physics in the DSM nanowire system. The bound-
ary MZM in our setup bridges between ground states
with different angular momentum representations of the
rotational crystalline group. It is thus dubbed “repre-
sentation MZM” (rMZM) to distinguish from conven-
tional MZMs in TSCs. Experimentally, rMZM is shown
to exhibit exponentially localized zero-bias peak signal,
which can be detected via scanning tunneling microscopy
(STM). We also propose a feasible setup to explore the
transport physics of rMZM, where the transport phase
diagram and experimental signals are discussed.
1D Dirac points in DSM nanowires - The following
k · p Hamiltonian describes a typical DSM protected by
the C4 symmetry[25, 26]
Hk·p =


M(k) Ak− 0 0
Ak+ −M(k) 0 0
0 0 −M(k) −Ak−
0 0 −Ak+ M(k)

 , (1)
The basis function Ψ is
(|P, 32 〉, |S, 12 〉, |S,− 12 〉, |P,− 32 〉)T , where spin-orbit-
coupled angular momentum J ∈ {± 12 ,± 32} acts
as a pseudo-spin index. Notice that Hk·p takes a
block-diagonal form of diag(H↑, H↓), with each block
describing a Weyl Hamiltonian in the corresponding spin
(↑ or ↓) sector. Here M(k) =M0 −M1k2z −M2(k2x + k2y)
and k± = kx ± iky, with A > 0 and M0,1,2 > 0. The
bulk Dirac points are aligned along rotational invariant
kz axis at kz = ±
√
M0/M1. The ↑ and ↓ sectors are
related via H↓(M(k), A) = H↑(−M(k),−A). Thus,
we will focus on H↑, and the properties of H↓ can be
obtained analogously.
The DSM nanowire can be better described in cylin-
drical coordinates. We rewrite H↑ in terms of kr = −i∂r
and kθ = − ir∂θ with angular variables r =
√
x2 + y2
and θ = arctan yx . Solving the eigen-state problem [27],
the low-energy eigenstates of H↑ are found to be Fermi
arc states on the side surface of the nanowire [28]. For
a nanowire with radius R, surface Fermi arc spectrum
E↑ = −AR (m + 12 ), where m = 0,±1,±2, ... is the eigen-
value of kθ. The spin-down part of H0 behaves similarly
with E↓ = AR (m +
1
2 ). Notice that the complete Fermi
arc spectrum always exhibits a finite gap of A/R, which
originates from the π spin Berry phase of the Fermi arc
states [29]. In this nanowire geometry, total angular mo-
mentum Jtot is a good quantum number, while it is ac-
tually composed of two parts: (1) angular contribution
from kθ and (2) pseudo-spin J which is encoded in the
basis Ψ. In particular, we find that a state with kθ = m
carries Jtot = m+ 2σ+
1
2 in the spin-σ (σ = ± 12 ) sector.
Thus, we label an energy eigen-state as |Jtot,m, σ〉 where
spin index σ ∈ {↑, ↓}.
The 1D Dirac points can be realized by inserting mag-
netic flux to remove the Berry phase effect. The ap-
plied magnetic field should be precisely aligned along the
nanowire to preserve the C4 symmetry. With flux Φ = l
(in units of Φ0 = h/e) inserted, E↑/↓ = ∓AR (m + 12 − l).
The π Berry phase is exactly canceled, when π-flux (l =
1
2 ) is inserted. Consequently, | 32 , 0, ↑〉 touches | − 12 , 0, ↓〉
at kz = 0, which is similar to the worm-hole effect of
topological insulator nanowire [30]. When Φ is further in-
creased, | 32 , 0, ↑〉 intersects with |− 12 , 0, ↓〉 to form a gap-
less inverted band structure (1D Dirac points), as shown
in Fig. 1 (b). Since | 32 , 0, ↑〉 and | − 12 , 0, ↓〉 belong to
different representations of the rotational group, the 1D
Dirac points are robust and thus protected by C4 sym-
metry. In Fig. 1 (a), we verify the above results in the
tight-binding model obtained from regularizing the k · p
Hamiltonian on a cubic lattice [31]. The magnetic field
required for inducing 2π flux is around 1T for a nanowire
with a diameter of 100 nm [27]. This is how we assemble a
1D rotation-symmetry-protected semimetal by inserting
magnetic flux into the DSM nanowire.
Interaction-induced Majorana physics - The low-
energy theory of 1D Dirac points is well captured by the
2-channel Luttinger liquid (LL) theory,
H0 =
∑
s=1,2
∫
dx
v
2
[ψ†s,R(x)∂xψs,R(x)− ψ†s,L(x)∂xψs,L(x)].
Here ψ†1,R(L) creates a right (left) moving electron with
Jtot = − 12 , while ψ†2,R(L) creates a right (left) moving
electron with Jtot =
3
2 . Two-particle processes that
preserve both U(1) charge conservation and C4 rotation
symmetry [32] are:
H1 =
∫
dx[gψ†1,Rψ
†
1,Lψ2,Rψ2,L + g1ψ
†
1,Rψ
†
2,Lψ2,Rψ1,L
+g2ψ
†
1,Rψ
†
2,Rψ2,Lψ1,L + h.c.] (2)
If we move the Fermi level slightly away from the Dirac
points (zero energy in Fig. 1 (a) and (b)), both g1 and g2
scatterings involve certain amount of momentum trans-
fer, and will be suppressed in a translational invariant
system. Inter-channel pair-hopping g, however, preserves
both momentum conservation and C4 symmetry (angu-
lar momentum transfer ∆Jtot = 4). As will be shown
below, it is g that is responsible for Majorana physics.
We next apply Abelian bosonization technique [33] and
define ψs,R ∼ ei
√
π(φs−θs) and ψs,L ∼ e−i
√
π(φs+θs) fol-
lowing the convention in [34]. It is convenient to in-
troduce the bonding and anti-bonding fields as φ± =
31√
2
(φ1 ± φ2) and θ± = 1√2 (θ1 ± θ2), as well as K± to be
the Luttinger parameters for bonding and anti-bonding
channel. The bonding sector remains gapless, while the
anti-bonding sector might open up a non-trivial gap with
the Hamiltonian
H− =
∫
dx
v
2
[K−(∂xφ−)2 +
1
K−
(∂xθ−)2]
+g
∫
dx cos 2
√
2πθ−. (3)
We will focus on K− < 1 where g is relevant under
renormalization group analysis. At Luther-Emery point
(K− = 12 ), Eq. 3 can be exactly mapped to the topo-
logical Kitaev model with MZM end states [16, 27].
Such mapping is achieved by refermionizing Eq. 3 with
ψ˜R ∼ ei
√
π(φ˜−θ˜) and ψ˜L ∼ e−i
√
π(φ˜+θ˜), where φ˜ = φ−/
√
2
and θ˜ =
√
2θ−. Away from K− = 12 , the above mapping
fails while we will show that Majorana physics (both GSD
and Majorana end states) persists.
The ground state is obtained by minimizing
cos 2
√
2πθ− and pinning θ− = (nθ + 12 )
√
π/2, where
nθ ∈ Z is an integer-valued operator. Since θ− has√
2π periodicity, there are two degenerate ground states
|θ− = ± 12
√
π
2 〉, which are characterized by the emergent
Z2 fermion parity P
(2). Physically, P (2) counts the
parity of electron number in the Jtot = − 12 subspace,
P (2) = (−1)
√
1
π
∫
L
0
dx∂xφ1 = P+P−, (4)
where a nanowire with finite length L is considered and
P± = ei
√
π/2(φ±(L)−φ±(0)). With P (2)θ−(P (2))−1 =
θ− −
√
π
2 , P
(2) interchanges |θ− = ± 12
√
π
2 〉 from one to
another. Quantum superposition principle, however, al-
lows us to define the following degenerate ground states,
|±〉 = 1√
2
[|θ− = 1
2
√
π
2
〉 ± |θ− = −1
2
√
π
2
〉], (5)
where |+〉 and |−〉 are characterized by even and odd
P (2) parity, respectively. Since P (2) is a global property
of the system, the degeneracy here is topological, which
can NOT be distinguished via any local measurement.
Topological GSD can also be revealed by construct-
ing rMZM operators explicitly. Imposing open boundary
condition at x = 0 gives rise to ψl,L(0) + ψl,R(0) = 0
for l = 1, 2, which corresponds to φl(0) = n
(1)
l
√
π up to
an unimportant constant. Here, n
(1)
l ∈ Z is an integer-
valued operator. Introducing n
(1)
+ = n
(1)
1 + n
(1)
2 and
n
(1)
− = n
(1)
1 , the boundary condition fixes the value of φ±
as φ+(0) = n
(1)
+
√
π/2 and φ−(0) = (2n
(1)
− − n(1)+ )
√
π/2.
It is important to notice that [n
(1)
− (x), nθ(x
′)] = iπΘ(x−
x′), while n(1)+ always commutes with nθ and behaves like
a c-number. Following Ref. [35], we construct rMZM op-
erator α1 at x = 0 and α2 at x = L as,
α1 = e
iπ(n
(1)
− +nθ), (6)
α2 = e
iπ(n
(2)
− +nθ), (7)
where we have defined the boundary condition at x =
L to be φ+(L) = n
(2)
+
√
π/2 and φ−(L) = (2n
(2)
− −
n
(2)
+ )
√
π/2 in a similar way. The Majorana properties
of α1,2 can be easily checked, where [α1,2, H−] = 0 and
α21 = α
2
2 = 1. Starting from a ground state |+〉, one can
easily show that α1,2|+〉 = |−〉 up to some phase factors.
This also proves the topological GSD.
The essential role of C4 symmetry in protecting rMZM
should be emphasized. C4 symmetry enforces inter-
channel single-particle tunneling events to vanish as they
break C4 explicitly, which makes P
(2) symmetry well-
defined. Since C4θ−C−14 = θ− +
√
π
2 , it is easy to check
that C4|±〉 = ±|±〉, which proves C4 = P (2). The equiv-
alence between a N -fold discrete symmetry ZN and an
emergent ZM fermion parity P
(M) is a quite general re-
sult for two-channel systems, which is discussed in details
in the supplementary materials [27].
We stress that our theory is not limited to the C4-
symmetric DSM nanowire. For a 1D nanowire grow-
ing along the x direction, the crystalline structure in
the cross-section (y-z plane) is characterized by a two-
dimensional (2D) point group G2D, where every sym-
metry operation in G2D leaves the x direction invariant.
Therefore, it is natural to generalize our theory from C4
group to general 2D point groups. In [27], we identify
simple criteria to determine whether a given symmetry
group G could give rise to P (2) parity and present a
complete discussion of all 2D point groups, as well as
their double groups. In particular, our theory predicts
all possible irreducible representations for each G2D that
could support Majorana physics, and thus establishes the
guideline for the search of other candidate materials.
Experimental detection - One important approach to
probe Majorana signals is to map out the spatial pro-
file of spectral density using STM technique, and seek
for exponentially localized zero-bias peak that originates
from MZM bound state. Following this logic, we con-
sider the single-electron-tunneling problem from a Fermi
liquid lead to the DSM nanowire and seek for rMZM sig-
nals. This tunneling process changes both electron num-
ber and P (2) simultaneously. In particular, the ground
state is changed from |0〉 = |N, p〉 with N electrons and
P (2) = p to |1〉 = |N + 1,−p〉 with N + 1 electrons
and P (2) = −p via this tunneling process. For a DSM
nanowire at x ∈ [0, L], in the L → ∞ limit, transition
matrix element of injecting a single electron at x = x0
(0 ≤ x0 ≪ L) can be calculated with the help of mode
expansion technique [27, 36], and the resulting spectral
density is
ρ(x, ω → 0) = |〈1|ψ†1,R|0〉|2 = N (x, ǫ,K±) e
− π4K−
x
ξ (8)
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FIG. 2. (a) We apply a step-function gate to DSM nanowire to fabricate the 2LL/LL configuration. (b) Tunneling phase
diagram of 2LL/LL junction with K
−
< 1. In (c) - (e), we systematically plot the boundary conditions of the following fixed
points: DFP, PFP and A0FP. The dashed circle that contains a pair of electrons signals pair-tunneling/backscattering process.
where ξ =
√
v
8πgK−
is the correlation length of the sys-
tem and ǫ is the short distance cut-off. WhileN (x, ǫ,K±)
counts the power-law contribution of this transition pro-
cess [27], the exponential part of ρ(x, ω → 0) unambigu-
ously reveals an exponentially localized rMZM on the
boundary, which is ready to be detected using STM tech-
nique. Since ξ ∼ 1/√gK−, the stronger the interaction,
the more localized rMZM will be.
Finally, we consider a 2-channel LL/LL lead (2LL/LL)
junction, which can be experimentally achieved by apply-
ing a step-function-like gating to the DSM nanowire, as
shown in Fig. 2 (a). With this gating configuration, the
right part of the nanowire (x > 0) is in the 2-channel
LL regime, while the left part (x < 0) becomes a single-
channel LL that plays the role of a lead. The rMZM
is expected at the interface between 2-channel LL and
single-channel LL (x = 0).
The transport physics of 2LL/LL junction is charac-
terized by tunneling fixed points. Fig. 2 (c) - (e) depict
three stable fixed points for different physical boundary
conditions at the interface. (i) Disconnecting fixed point
(DFP) signals the promotion of normal reflection process,
where electrons will be perfectly reflected at the interface
between 2LL and LL (Fig. 2 (c)). (ii) Pair-tunneling
fixed point (PFP) characterizes the resonant Andreev
reflection process [37], where electrons will pair up and
tunnel through the interface without any backscattering,
as shown in Fig. 2 (d). (iii) A0 fixed point (A0FP) also
signals normal reflection process of electrons from the
LL lead, while on the 2LL side, electrons of channel-1
(channel-2) will pair up and be scattered together into
channel-2 (channel-1) at the interface, as shown in Fig.
2 (e). This is essentially different from the case of DFP,
where electrons will be individually backscattered with-
out any channel-switching. We notice that DFP and PFP
have been previously discussed in a TSC/LL junction
[38], while A0FP is a new fixed point in our system.
With the “delayed evaluation of boundary condition”
(DEBC) method [39, 40], we verified the existence of all
three fixed points (DFP, PFP, and A0FP) and evaluate
the scaling dimensions of perturbation terms at each fixed
point. A brief introduction of this method and details
of fixed point information can be found in the supple-
mentary materials [27]. The complete phase diagram is
mapped out in Fig. 2 (b) for K− < 1. In the strongly
attractive regime (K+ < 1 − 2K0), PFP is stable and
promotes the Andreev reflection process. In the strongly
repulsive limit (K+ > 4−2K0), both DFP and A0FP are
stable, and the tunneling conductance is suppressed.
A realistic system is most likely to fall into the weakly
interacting regime (K0,K+ ≈ 1) with both stable PFP
and A0FP. In a transport measurement, one expects a
zero-bias conductance peak at PFP, while a vanishing
conductance at A0FP. The co-existence of two stable
fixed points suggests the emergence of an intermediate
unstable fixed point which characterizes the transition
between PFP and A0FP. This novel phase transition is
intriguing, which is definitely worthy to be explored in
future works. At last, the role of rMZM is explored by
mapping out a Majorana-free phase diagram where we
quench pair-hopping interaction g at x > 0. In this case,
we find a completely different phase diagram with more
exotic phases [27]. Especially, the system falls into A0FP
near K0,+ ≈ 1, while PFP only shows up in the strongly
attractive regime. Therefore, the appearance of weakly
interacting PFP in Fig. 2 (b) is a direct consequence of
5rMZM, and serves as a transport evidence of rMZM.
Discussion - In summary, we have proposed that
magnetic-flux insertion drives DSM nanowire into a 1D
crystalline-symmetry-protected semimetal, which serves
as an ideal platform to realize Majorana physics without
long-range superconductivity. In particular, crystalline
symmetry forbids inter-channel single-particle tunneling,
and thus guarantees the stability of Majorana physics.
We notice that DSM nanowire of Cd3As2 has been suc-
cessfully fabricated [41, 42], while these nanowires have
been grown along [112] direction, so that C4 rotation
symmetry is explicitly broken and fails to support rMZM.
Other promising candidate materials include heterostruc-
tures of Kondo materials [43], where a correlated DSM
phase protected by C4 symmetry is found. Finally, we
emphasize once again that our theory is general and not
limited to the DSM nanowires. The classification of 2D
point groups in the supplementary materials will inspire
more future efforts into realizing symmetry-protected
Majoranas in number conserving systems.
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APPENDIX A. DIRAC SEMIMETAL IN CYLINDRICAL COORDINATES
In this appendix, we will follow Ref. [28] to derive the low-energy theory of DSM nanowire in a cylindrical geometry.
A typical Hamiltonian for Dirac semimetals (such as Na3Bi and Cd3As2) is given by [25, 26]
HDirac =
(
H↑ 0
0 H↓
)
=


M(k) Ak− 0 0
Ak+ −M(k) 0 0
0 0 −M(k) −Ak−
0 0 −Ak+ M(k)

 . (9)
The basis functions are |P, 32 〉, |S, 12 〉, |S,− 12 〉, |P,− 32 〉. HereM(k) =M0−M1k2z−M2(k2x+k2y) and k± = kx±iky, with
A > 0 and M0,1,2 > 0. The bulk Dirac points are kz = ±K0 = ±
√
M0
M1
. Notice that H↓(M(k), A) = H↑(−M(k),−A)
and we will focus on H↑ in the following discussion. In cylindrical coordinate, (x, y, z)→ (r, θ, z) with
r =
√
x2 + y2, θ = arctan
y
x
. (10)
It is easy to show that
k+ = e
iθ(kr + ikθ)
k− = e−iθ(kr − ikθ) (11)
with kr = −i ∂∂r and kθ = −i 1r ∂∂θ . When the radius r is much larger than the lattice constant a with r ≫ a, we
also have k2x + k
2
y = k
2
r + k
2
θ . Then H↑ can be separated into H↑,⊥ describing the physics normal to the surface and
H↑,‖ describing the physics parallel to the surface. Let us consider the physics around some k0 on the kz axis, with
kz = k0 + δkz . For simplicity, we will use kz to represent δkz in the later discussion. We find that
H↑,⊥ =
(
N(k0)−M2k2r Ae−iθkr
Aeiθkr −N(k0) +M2k2r
)
(12)
and
H↑,‖ =
(−2M1k0kz −M1k2z −M2k2θ −iAe−iθkθ
iAeiθkθ 2M1k0kz +M1k
2
z +M2k
2
θ
)
. (13)
7Here N(k0) = M0 −M1k20 . The strategy here is to solve for eigenstate of H↑,⊥ with open boundary condition and
use this result to project H↑,‖ to extract low-energy effective theory of the Dirac semimetal nanowire. Let us assume
the radius of the nanowire is R≫ a, and the open boundary condition is ψ⊥(r = R) = 0. Then a trial wavefunction
of H↑,⊥ should take the form
ψ⊥,λ(r) ∼ eλ(r−R)
(
C
Deiθ
)
(14)
Then the energy eigenstate with energy E can be shown to take the form
ψ⊥,λ(E, r) ∼ eλ(r−R)
(
E +m(λ)
−iλAeiθ
)
(15)
where m(λ) = N0 +M2λ
2. On the other hand, eigen-equation now becomes
det
(
m(λ)− E −iAe−iθλ
−iAeiθλ −m(λ)− E
)
= 0 (16)
λ± are the two positive λ solutions of the above equation, and they satisfy
λ+λ− =
√
N20 − E2
M22
(17)
Notice that these solutions only exist when |E| < |N0|. This implies that the surface state solutions are in-gap states
which live at −k0 < kz < k0. The wavefunction now can be written as a linear superposition of λ+ and λ− eigenstates,
ψ⊥(E, r) = c+eλ+(r−R)ψ⊥,λ+ + c−e
λ−(r−R)ψ⊥,λ− (18)
The boundary condition at r = R indicates that
det
(
m(λ+) + E m(λ−) + E
−iAeiθλ+ −iAeiθλ−
)
= 0 (19)
After some calculations, we find that
E(E +N0) = 0 (20)
For |E| < |N0|, the only solution is
E = 0
m(λ) = ±Aλ (21)
Together with the definition of m(λ), λ± must satisfy
M2λ
2 ∓Aλ +N0 = 0 (22)
or equivalently
λ+ + λ− = ± A
2M2
λ+λ− =
N0
M2
(23)
Since λ± > 0, we have m(λ) = Aλ and N0 > 0, which implies |k0| < M0M1 = K0. Therefore, this in-gap surface states
only exists between two bulk Dirac points, and are identified as the Fermi arc states connecting the bulk Dirac points.
The surface state wavefunction now takes the form
ψ⊥(E, r, θ) = f(λ±, r)
(
1
−ieiθ
)
(24)
Now let us obtain the projected low energy theory of H↑,‖, and we find that
H↑,eff = ψ
†
⊥H↑,‖ψ⊥
= −A
r
(−i ∂
∂θ
+
1
2
) +
M2
r2
(1− 2i ∂
∂θ
) (25)
8With periodic boundary condition along θˆ direction, kθ is a good quantum number and −i∂θ operator takes integer
values m = 0, 1, 2, 3.... It is easy to see that the lowest energy state locates at r = R, and when R ≫ a, the second
term in H↑,eff can be ignored. We find that
E↑,eff = −A
R
(m+
1
2
). (26)
As for the spin-down part, since H↓(M(k), A) = H↑(−M(k),−A), it is easy to see that
E↓,eff =
A
R
(m+
1
2
). (27)
It is easy to see that the energy spectrum is gapped because of the π Berry phase which gives rise to a AR energy gap.
To remove the Berry phase effect, we apply a magnetic field, which must be carefully aligned along the nanowire
to preserve the rotation symmetry of the system. Assume the flux is Ψ = lΨ0 with Ψ0 =
h
e being the flux quantum,
the energy spectrum is modified to
E↑,eff = −A
R
(m+
1
2
− l)
E↓,eff =
A
R
(m+
1
2
− l) (28)
Therefore, inserting magnetic flux shifts E↑,eff by lAR and E↓,eff by − lAR . When l > 12 , we find that |m = 0, ↑〉 (m = 0
state in the spin up sector) and |m = 0, ↓〉 form gapless inverted band structure, leading to semimetallic dispersions.
As a result of Eq. 24, a state labeled with m can be written as
|m, ↑〉 ∼ eimθ|ψ⊥, ↑〉 = eimθ(|3
2
〉 − ieiθ|1
2
〉)
|m, ↓〉 ∼ eimθ|ψ⊥, ↓〉 = eimθ(| − 1
2
〉 − ieiθ| − 3
2
〉) (29)
where we have ignored its r and kz dependence. Therefore, even with the same m value, the spin-up state and
the spin-down state have different angular momentum. Their angular momentum can be read out when we apply a
rotation operator Cθ = e
iJθ, and we find that
Cθ|m, ↑〉 = ei(m+ 32 )θ|m, ↑〉 with J = m+ 3
2
Cθ|m, ↓〉 = ei(m− 12 )θ|m, ↓〉 with J = m− 1
2
(30)
Therefore, |m = 0, ↑〉 carries angular momentum J = 32 while |m = 0, ↓〉 carries angular momentum J = − 12 . These
two states belong to different representations of rotation group, and the crossing between them is protected.
In our discussion, we create only one pair of Dirac points with flux number 12 < l <
3
2 . In general, one can keep
increasing flux to create more 1D Dirac points, realizing an N-channel LL (N > 2) system. Such N-channel LL could
be a potential realization of coupled wire system, whose interaction effects have been widely discussed [44–48].
In Fig. 3, we numerically calculate the magnetic field for inducing 2π magnetic flux in a nanowire with a radius r.
For the existing nanowire setup of Cd3As2 [42] with a diameter of around 100 nm, the magnetic field for 2π-flux is
around 0.8T.
APPENDIX B. MICROSCOPIC ORIGIN OF PAIR-HOPPING INTERACTION
In this section, we will discuss the microscopic origin of pair-hopping interaction g. Let us recall that the low-energy
physics originates from the following channels:
Channel 1: |m = 0, ↓〉 ∼ | − 1
2
〉 − ieiθ| − 3
2
〉
Channel 2: |m = 0, ↑〉 ∼ |3
2
〉 − ieiθ|1
2
〉 (31)
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FIG. 3. The magnetic field for inducing 2pi flux in a nanowire with a radius r.
We can expand the angular momentum bases with the bases of spin and atomic orbitals as follows,
|3
2
〉 = β1|p+, ↑〉+ ...
|1
2
〉 = α2|s, ↑〉+ β2|p+, ↓〉+ ...
| − 1
2
〉 = α3|s, ↓〉+ β3|p−, ↑〉+ ...
| − 3
2
〉 = β4|p−, ↓〉+ ... (32)
where αi and βi are coefficients that depend on material details. Now, we will start from the pair-hopping interaction
g and trace back its microscopic origin in the atomic orbital bases:
H1 = g
∫
dx
∫ 2π
0
Rdθ ψ†2,Rψ
†
2Lψ1,Rψ1,L
= g
∫
dx
∫ 2π
0
Rdθ (c†3
2 ,R
+ ie−iθc†1
2 ,R
)(c†3
2 ,L
+ ie−iθc†1
2 ,L
)(c− 12 ,R − ie
iθc†− 32 ,R
)(c− 12 ,L − ie
iθc†− 32 ,L
)
= g
∫ 2π
0
Rdθ[(V3311 + V1133 + V3113 + V1331 + V3131 + V1313) + e
−iθV−1 + eiθV1 + e−2iθV−2 + e2iθV2] (33)
where we have defined
Vijkl =
∫
dx ψ†i
2 ,R
ψ†j
2 ,L
ψ− k2 ,Rψ− l2 ,L (34)
The explicit form of V±1(2) are not important to our analysis, since these terms will vanish under the integral of
angular variable θ:
∫ 2π
0
einθdθ = 2πδn,0, ∀ n ∈ Z (35)
Therefore,
H1 = 2πg
∫
dx(V3311 + V1133 + V3113 + V1331 + V3131 + V1313) (36)
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Let us take V3113 as an example. In the momentum space representation,
V3113 =
∑
k,k′,q
β∗1β4c
†
p+,↑,k(α
∗
2c
†
s,↑,k′ + β
∗
2c
†
p+,↓,k′)(α3cs,↓,k′+q + β3cp−,↑,k′+q)cp−,↓,k−q
= β∗1α
∗
2α3β4
∑
q
(
∑
k
c†p+,↑,kcp−,↓,k−q)(
∑
k′
c†s,↑,k′cs,↓,k′+q)
+β∗1β
∗
2β3β4
∑
q
(
∑
k
c†p+,↑,kcp−,↓,k−q)(
∑
k′
c†p+,↓,k′cp−,↑,k′+q) + ...
= β∗1α
∗
2α3β4
∑
q
S+
p, 32
(q)S+
s, 12
(−q) + β∗1β∗2β3β4
∑
q
S+
p, 32
(q)S−
p, 12
(−q) + ... (37)
Here we have defined the spin operators as
Sip, 32
(q) =
∑
k
(c†p+,↑,k+q, c
†
p−,↓,k+q)τ
i
(
cp+,↑,k
cp−,↓,k
)
Sip, 12
(q) =
∑
k
(c†p−,↑,k+q, c
†
p+,↓,k+q)τ
i
(
cp−,↑,k
cp+,↓,k
)
Sis, 12
(q) =
∑
k
(c†s,↑,k+q , c
†
s,↓,k+q)τ
i
(
cs,↑,k
cs,↓,k
)
(38)
where τ i=x,y,z is the Pauli matrix. The spin ladder operators are defined as
S±α,J = S
x
α,J ± iSyα,J (39)
Physically, the first term in V3113 flips two spin simultaneously, which could originate from the combinational effects
of Coulomb interaction and spin-orbit coupling. The second term is the conventional multi-orbital Coulomb exchange
interaction.
APPENDIX C. EXPRESSIONS OF K+ AND K−
In this section, we consider the renormalization effects of the following density-density interactions to the Luttinger
parameters K+ and K−.
Vdensity = g3
∑
s=1,2
ρs,Lρs,R + g4
∑
s6=s′∈{1,2}
ρs,Lρs′,R + g5
∑
s=1,2
(ρ2s,L + ρ
2
s,R) (40)
Here, g3 and g4 denote intra-channel and inter-channel interactions, respectively. In the bosonization language, density
operators are defined as
ρs,L =
1
2
√
π
∂x(φs + θs)
ρs,R =
1
2
√
π
∂x(φs − θs) (41)
Each term of Vdensity can be bosonized into
g3
∑
s=1,2
ρs,Lρs,R =
g3
4π
[(∂xφ1)
2 − (∂xθ1)2 + (∂xφ2)2 − (∂xθ2)2]
=
g3
4π
[(∂xφ+)
2 − (∂xθ+)2 + (∂xφ−)2 − (∂xθ−)2] (42)
g4
∑
s6=s′∈{1,2}
ρs,Lρs′,R =
g4
2π
[(∂xφ1)(∂2φ2)− (∂xθ1)(∂xθ2)]
=
g4
4π
[(∂xφ+)
2 − (∂xθ+)2 − (∂xφ−)2 + (∂xθ−)2] (43)
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FIG. 4. The dependence of interaction strength U0 on the screening length λs.
g5
∑
s=1,2
(ρ2s,L + ρ
2
s,R) =
g5
2π
(∂xφ1)
2 + (∂xθ1)
2 + (∂xφ2)
2 + (∂xθ2)
2]
=
g5
2π
[(∂xφ+)
2 + (∂xθ+)
2 + (∂xφ−)2 + (∂xθ−)2] (44)
It is then straightforward to arrive at
K+ =
√
vf +
1
2π (2g5 + g3 + g4)
vf +
1
2π (2g5 − g3 − g4)
K− =
√
vf +
1
2π (2g5 + g3 − g4)
vf +
1
2π (2g5 − g3 + g4)
(45)
To make pair-hopping interaction g relevant, we require that K− < 1, which is equivalent to g3 < g4.
APPENDIX D. ESTIMATION OF g
In this section, we give a rough estimation of the magnitude of g. Our starting point is the standard Coulomb
interaction,
UC =
∑
i,j∈{1,2}
∫
d3rd3r′ρi(r)V (r− r′)ρj(r′) (46)
where i and j are the channel index. In the cylindrical geometry, r = (r cos θ, r sin θ, x). The screened Coulomb
potential is defined as
V (r) =
e2
4πǫ0ǫ
1
|r|e
−|r|/λs (47)
where λs is the screening length to be determined. A general electron operator in the cylindrical geometry can be
written as follows:
c†i (r) =
1
L
f(r, θ)
∑
k
eikxc†i (k) (48)
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where f(r, θ) is the radial and angular part of the wavefunction. k is the momentum defined in the x direction (along
the nanowire). The density operator is then defined as
ρi(r) =
1
L
|f(r, θ)|2ρi(x) = 1
L
|f(r, θ)|2
∑
q
ρi(q)e
iqx. (49)
Since we are only interested in the Fermi-arc states which are exponentially localized along the radial direction, we
assume r ≪ x in the long nanowire limit, and find that
|r− r′| =
√
(r cos θ − r′ cos θ′)2 + (r sin θ − r′ sin θ′)2 + (x− x′)2 ≈ |x− x′|. (50)
Back to UC , we find that
UC ≈ 1
L2
∑
i,j
(
∫
rdrdθ|f(r, θ)|2)(
∫
r′dr′dθ′|f(r′, θ′)|2)
∫
dx
∫
dx′
∑
q,q′
ρi(q)ρj(q
′)eiqx+iq
′x′V (x− x′)
=
1
L2
∑
i,j
∫
dx
∫
dx′
∑
q,q′
ρi(q)ρj(q
′)eiqx+iq
′x′V (x− x′)
=
1
L2
∑
i,j
∫
dx
∫
dx˜
∑
q,q′
ρi(q)ρj(q
′)ei(q+q
′)xV (x˜)e−iq
′x˜
=
∑
i,j
∫
dx˜V (x˜)
∑
q
ρi(q)ρj(−q)
=
∑
i,j
∫
dx˜V (x˜)
∫
dxρi(x)ρj(x). (51)
Here we have applied the long wave-length limit: limq′→0 e−iq
′x˜ = 1. Therefore, the four fermion contact interaction
in the Luttinger liquid theory corresponds to the zero-momentum component of Coulomb interaction. In other words,
the following expression will give us a rough estimation of the interaction strength in our system,
U0 = 2
∫
x>0
dx
e2
4πǫ0ǫ
1
x
e−x/λs ≈
∫ λs
lB
dx
e2
2πǫ0ǫ
1
x
=
e2
2πǫ0ǫ
ln(
λs
lB
), (52)
where lB is the magnetic length. As we have demonstrated in Appendix B, for r = 50 nm, the magnetic field for
inducing 2π flux is around 1T . This gives rise to a magnetic length of around 25 nm. For Cd3As2, the static dielectric
constant measured is ǫ ≈ 36 [53]. An accurate estimate for the screening length λs is difficult in our nanowire system.
Thus, we take λs ranging from 10 to 100 nm and numerically plot the dependence of U0 on the screening lengthin
Fig. 4. We find that U0 will increase with λs and is typically around dozens of meV.
APPENDIX E. REFERMIONIZATION AND KLEIN FACTORS
Introducing Klein factors is necessary to guarantee the anti-commutation relations of fermionic operators before
and after the bosonization process, especially in a multiple-channel Luttinger liquid system. Meanwhile, Klein factors
act as ladder operators in the Fock space of fermions. In this section, we present a detailed discussion of the role
of Klein factors in our theory [16]. In particular, we focus on the Luther-Emery point when the model is exactly
solvable. Recall that the standard Abelian bosonization takes the form:
ψs,R =
ξs,R√
2πa0
ei
√
π(φs−θs), ψs,L =
ξs,L√
2πa0
e−i
√
π(φs+θs), (53)
where a0 is the short-distance cut-off. Klein factors ξl,R/L satisfy the following relations,
[Ns,h, ξ
†
s′,h′ ] = ξ
†
s,hδh,h′δs,s′ , [Ns,h, ξs′,h′ ] = −ξs,hδh,h′δs,s′ ,
{ξs,h, ξs′,h′} = 0, {ξs,h, ξ†s′,h′} = 2δs,s′δh,h′ , ξs,hξ†s,h = 1. (54)
HereNs,h is the number operators of fermions with channel index s = 1, 2 and chirality h = R/L. At the Luther-Emery
point (K− = 12 ), we could map the pair-hopping interaction g into a spinless p-wave pairing term via refermionization
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process:
ψ†2,Rψ
†
2,Lψ1,Rψ1,L ψ˜Rψ˜L
ξ†2,Rξ
†
2,Lξ1,Rξ1,Le
i2
√
2πθ− FRFLe
i2
√
πθ˜
K−= 12
Bosonization
Field rescaling
Refermionization (55)
As a result, we start from H− with K− = 12 and arrive at the following Hamiltonian that turns out to be the Kitaev
model:
H− = iv
∫
dx(ψ˜†R∂xψ˜R − ψ˜†L∂xψ˜L) + im
∫
dx(ψ˜Rψ˜L + ψ˜
†
Rψ˜
†
L) (56)
The new defined fermionic operators are
ψ˜R =
FR√
2πa0
e
i
√
π(
φ−√
2
−√2θ−), ψ˜L =
FL√
2πa0
e
−i√π(φ−√
2
+
√
2θ−) (57)
Following Ref. [16, 18], a natural choice for defining the new Klein factors would be
FR = fRξ
†
2,Rξ1,R, FL = fLξ
†
2,Lξ1,L. (58)
In the above definition, we have introduced an additional “Majorana” operator fR/L to guarantee the anti-
commutation relation between FR and FL, which commutes with Ns,h and thus acts trivially on the Fock space.
One can easily check that
[Ns,h, Fh′ ] = (−1)sFhδh,h′ , where s, s′ ∈ {1, 2}, h, h′ ∈ {R,L}. (59)
APPENDIX F. MAJORANA ZERO MODE AT LUTHER-EMERY POINT
We perform the Bogoliubov-de Gennes (BdG) transformation by defining the BdG basis
Ψ˜ =
(
ψ˜R
ψ˜†L
)
(60)
Then H− becomes a 1D massive Dirac Hamiltonian under the BdG basis:
H− =
∫
dxΨ˜†(iv∂xσz −mσy)Ψ˜ (61)
This Hamiltonian can be easily solved for boundary zero mode by imposing open boundary condition Ψ˜(x < 0) = 0,
and we obtain a zero-mode solution that is exponentially localized at x = 0 [16]:
α1(x) =
√
m
v
e−
mx
v
(
1
1
)
Ψ˜(x) =
√
m
v
e−
mx
v [ψ˜R(x) + ψ˜
†
L(x)] (62)
In the bosonic language, we show in the main text that the open boundary condition requires
φ− = (2n− − n+)
√
π
2
. (63)
where n± ∈ Z. n+ can be viewed as a c-number in our discussion, and we are free to take n+ = 0 for simplicity. This
bosonic boundary condition simply implies
ψ˜R(x = 0) = ψ˜L(x = 0) (64)
This immediately leads to
α1 = α
†
1 (65)
at x = 0, and verified α1 as a Majorana zero mode. At Luther-Emery point, it is clear that the bosonized form of α1
(Eq. [6] in the main text) should inherit the Klein factor Fh from the bosonization formula of ψ˜h.
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APPENDIX G. SINGLE IMPURITY PROBLEM
In this section, we briefly discuss the stability of Majorana physics in the presence of C4-breaking disorders. For
simplicity, we will focus on the case with a single impurity at x = 0. With such impurity, a left-moving electron in
channel 1 can be either forward-scattered into a left-moving electron in channel 2 (denoted as T1), or be backscattered
into a right-moving electron in channel 2 (denoted as T2). Since the scattering physics happens only at the impurity
site x = 0, we are free to integrate out all bosonic fields except for the ones at x = 0. The system then reduces to a
0+1 dimensional field theory with,
T1 = t1ψ
†
1,L(x = 0)ψ2,L(x = 0) + h.c. ∼ t1 cos
√
2π(φ− + θ−),
T2 = t2ψ
†
1,L(x = 0)ψ2,R(x = 0) + h.c. ∼ t2 cos
√
2π(φ+ + θ−). (66)
The scaling dimensions of T1 and T2 are
∆(T1) =
1
2
(K− +
1
K−
), ∆(T2) =
1
2
(K− +
1
K+
). (67)
Under renormalization group (RG) process, T1 is always marginal or irrelevant. T2 is irrelevant when ∆(T2) > 1, or
equivalently
K+ <
1
2−K− ≤ 1 (68)
The second inequality is true when the pair-hopping interaction is relevant under RG (K− < 1). Therefore, when Eq.
68 holds, C4-breaking impurity is irrelevant and the C4-protected Majorana physics is stable.
APPENDIX H. EMERGENT ZM FERMION PARITY SYMMETRY FROM A ZN SYMMETRY
In this section, we hope to establish the equivalence between a discrete ZN symmetry with the fermion parity
symmetry. As an example, we first start from the model of DSM nanowire with a C4 rotation (Z4) symmetry.
According to the angular momentum representations, C4 acts on the dual bosonic fields as,
C4


φ+
φ−
θ+
θ−

 =


φ+
φ−
θ+ − 12
√
π
2
θ− +
√
π
2

 (69)
Thus, C4 symmetry also interchanges |θ− = ± 12
√
π
2 〉, which indicates that the degenerate ground states |±〉 are
also eigen-states of C4 symmetry operator. This proves the equivalence between C4 symmetry and Z2 parity in the
low-energy sector.
Now let us consider a two-channel 1D system with a ZN symmetry. The fermionic operators of different channels
belong to distinct representations of the ZN symmetry,
ZN ψ1,L/R Z
−1
N = e
i 2π
N
Jψ1,L/R
ZN ψ2,L/R Z
−1
N = e
i 2π
N
(J+k)ψ2,L/R (70)
where 0 ≤ J < N , 0 < k < N and J, k ∈ Z. A general multi-fermion interaction takes the form,
U = ψm11,Lψ
n1
1,Rψ
m2
2,Lψ
n2
2,R. (71)
where m1,2, n1,2 ∈ Z. If mi and ni take negative value, this represents (ψ†i,L)|mi| and (ψ†i,R)|ni| in U . Define
L1 = m1 + n1 and L2 = m2 + n2, then L1 = −L2 = M is required by charge conservation symmetry. Under ZN
symmetry, we find that
ZNUZ
−1
N = e
i 2π
N
[J(L1+L2)+kL2]U = e−i
2π
N
kMU (72)
Therefore, to make U invariant under ZN , we require
kM ≡ 0 mod N ⇒ M = LCM(N, k)
k
. (73)
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where LCM(N, k) is the least common multiple of N and k. Physically,M is the number of electrons that tunnel from
channel 1 to channel 2. When U is large and relevant under RG, the electron number in each channel is well-defined
modulo M , which signals an emergent ZM fermion parity symmetry. In the following, we will discuss two special
situations of Eq. 73:
• When LCM(N, k) = N , M = Nk ∈ Z. Then ZN symmetry leads to an emergent ZNk fermion
parity. For the DSM nanowire model in the main text, we have N = 4 and k = 32 − (− 12 ) = 2. Thus,
M = LCM(4, 2)/2 = 2, which corresponds to an emergent Z2 fermion parity.
• When LCM(N, k) = Nk, M = N . Then ZN symmetry leads to an emergent ZN fermion parity.
As an example, we consider a system where ψ1,L/R carries angular momentum
1
2 , while ψ2,L/R carries angular
momentum − 12 . For N = 4, now we have k = 12 − (− 12 ) = 1 and M = LCM(4, 1)/1 = 4. This leads to an
emergent Z4 fermion parity.
APPENDIX I. EMERGENT Z2 FERMION PARITY FROM 2D POINT GROUPS
Given a ZN group and its representations, we have shown in the previous section that an ZM fermion parity sym-
metry will emerge for each representation even when the total number of electrons is conserved, which is summarized
in Eq. 73. In this section, we hope to look at the problem from a different perspective: Given a group G, we are
wondering what representations of G could lead to an emergent Z2 fermion parity symmetry (M = 2). In particular,
we hope to go beyond ZN symmetry and explore a general symmetry group G. We first propose three criteria that
G should satisfy:
(a) G is “on-site”. In a quasi-1D nanowire system growing along x direction, only symmetry operations that act
trivially on x can be viewed as on-site symmetries. This implies that our target symmetry groups should be 2D
point groups.
(b) Z2 is a subgroup of G. When this condition is satisfied, there exist two inequivalent 1D irreps with basis
functions |J〉 and |J + k〉 such that M = LCM(N, k)/k = 2.
(c) There exists an interaction g such that: (i) g describes pair-hopping process between Z2 = ±1
representations; (ii) g respects every symmetry operation in G.
There are in total 10 point groups in 2D lattice systems: Cn and Dn, where n = 1, 2, 3, 4, 6. Here Cn group contains
a n-fold rotation symmetry as the group generator. Dn group contains an additional in-plane mirror operation
compared to Cn group. Notice that C1 = {e} is a trivial identity group, while D1 = {e,M} where M is a mirror
operation.
I1. Cn group
A Cn group is just a Zn group. Cn groups have only 1D irreps labeled by angular momentum J , where J is integer
(half-integer) for spinless (spinful) electrons. Starting from Eq. 73, we have M = 2 for Z2 fermion parity. Thus,
LCM(n, k) = 2k and we have n = 2k, which leads to
ei
2π
n
(J′−J) = ei
2π
n
k = −1 (74)
In the following, we give a detailed discussion of all Cn groups and check their compatibility with Eq. 74. These
results are summarized in Table I.
• C2 group (spinless) - There are two inequivalent 1D irreps: |J = 0〉 and |J = 1〉, which satisfies Eq. 74
• C2 group (spinful) - The 1D irreps are |J = 12 〉 and |J = − 12 〉 and satisfies Eq. 74.
• C3 group (spinless) - The 1D irreps are |J = −1〉, |J = 0〉 and J = 1〉. None of them satisfy Eq. 74.
• C3 group (spinful) - The 1D irreps are |J = − 12 〉, |J = 12 〉 and J = 32 〉. None of them satisfy Eq. 74.
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C2 C3 C4 C6
Spinless: |J = 0, 1〉 N/A |J = 0, 2〉 |J = 0, 3〉
|J = ±1〉 |J = 1,−2〉
|J = 2,−1〉
Spinful: |J = ± 1
2
〉 N/A |J = 1
2
,− 3
2
〉 |J = 1
2
,− 5
2
〉
|J = − 1
2
, 3
2
〉 |J = ± 3
2
〉
|J = 5
2
,− 1
2
〉
TABLE I. Cn group
• C4 group (spinless) - The 1D irreps are |J = 0〉, |J = ±1〉, and |J = 2〉. It is easy to check that both
{|J = 0〉, |J = 2〉} and {|J = 1〉, |J = −1〉} satisfy Eq. 74.
• C4 group (spinful) - The 1D irreps are |J = ± 12 〉 and |J = ± 32 〉. It is easy to check that both {|J = 12 〉, |J =− 32 〉} and {|J = − 12 〉, |J = 32 〉} satisfy Eq. 74.
• C6 group (spinless) - The 1D irreps are |J = 0〉, |J = ±1〉, |J = ±2〉, and |J = 3〉. It is easy to check that
{|J = 0〉, |J = 3〉}, {|J = −1〉, |J = 2〉} and {|J = −2〉, |J = 1〉} satisfy Eq. 74.
• C6 group (spinful) - The 1D irreps are |J = ± 12 〉, |J = ± 32 〉, and |J = ± 52 〉. It is easy to check that{|J = 12 〉, |J = − 52 〉}, {|J = 32 〉, |J = − 32 〉} and {|J = 52 〉, |J = − 12 〉} satisfy Eq. 74.
I2. Dn group
With an additional mirror operation, irreps of Dn group can be characterized by either angular momentum J or
mirror eigenvalue m, while we will continue to use J to label representations. For n > 2, Dn group is non-Abelian
due to the non-commutation between rotation symmetry Cn and mirror symmetry M , giving rise to 2D irreps. In
the following, we first derive a general condition (Eq. 80) for Dn group and pair-hopping interactions, and then apply
this condition to each Dn group. Given a state |J〉, we have
M |J〉 = c| − J〉 (75)
Here c = 1 for spinless electrons and c = i for spinful electrons. In the basis ΨL/R = (ψJ,L/R, ψ−J,L/R)T , the symmetry
operations are
Cn = e
i 2π
n
Jσz , M = σx (76)
The pair-hopping interaction between different irreps is
Vpair = ψ
†
J,Lψ
†
J,Rψ−J,Lψ−J,R + h.c = Ψ
†
Lσ+ΨLΨ
†
Rσ+ΨR + h.c. (77)
where σ± = σx ± iσy are the pseudo-spin Pauli matrices. It is important to check the compatibility between Vpair
and symmetry operations. Notice that
Mσ+M
−1 = σ−
Cnσ+C
−1
n = e
i 4π
n
Jσ+ (78)
Therefore,
MVpairM
−1 = Vpair
CnVpairC
−1
n = e
i 8π
n
JVpair (79)
Under n-fold rotation symmetry, Vpair is invariant when the following conditions are satisfied,
4J = kn, k ∈ Z
2J < n (80)
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D1 D2 D3 D4 D6
Spinless: |M = ±1〉 |J = 0, 1〉 N/A |J = ±1〉 N/A
Spinful: |M = ±i〉 |J = ± 1
2
〉 N/A N/A |J = ± 3
2
〉
TABLE II. Dn group
The second condition in Eq. 80 guarantees that |J〉 and | − J〉 are different states.
Meanwhile, we can reformulate our argument from mirror symmetry eigenstates
|m±〉 = 1√
2
(|J〉 ± | − J〉) (81)
where M |m± = ±|m±〉. In this case, we could define the pair-hopping interaction under a new basis Ψ˜L/R =
(ψm+,L/R, ψm−,L/R)
T ,
V˜pair = Ψ˜
†
Lσ+Ψ˜LΨ˜
†
Rσ+Ψ˜R + h.c. (82)
In this case, the symmetry operations are
C˜n = e
i 2π
n
Jσx , M˜ = cσz. (83)
It is easy to see that Vpair must satisfy Eq. 80 to respect symmetries. The results of our detailed analysis below is
summarized in Table II.
• D1 group (spinless) - D1 group has no rotational symmetry operation, so we use mirror eigenvalue to label
1D irreps of D1 group as |m = 1〉 and |m = −1〉, which satisfies our requirement for hosting Majorana.
• D1 group (spinful) - The D1 double group is similar to its spinless version. The 1D irreps that will work are
|m = i〉 and |m = −i〉.
• D2 group (spinless) - This is similar to the case of spinless C2 group, and the 1D irreps are |J = 0〉 and
|J = 1〉.
• D2 group (spinful) - Different from the spinless D2 group, |J = 12 〉 and |J = − 12 〉 form a 2D irrep since
M |J = 12 〉 = i|J = − 12 〉. It is easy to see that |J = 12 〉 and |J = − 12 〉 satisfy Eq. 80.
• D3 group (spinless & spinful) - For n = 3, Eq. 80 becomes: 4J = 3k and J < 32 . It is easy to check that for
both spinless (J is integer) and spinful (J is half-integer) cases, there is no J satisfying both equations.
• D4 group (spinless & spinful) - For n = 4, it is easy to check that Eq. 80 becomes: J = k and J < 2. Thus,
J can only take integer values J = 1, which corresponds to the spinless case.
• D6 group (spinless & spinful) - For n = 6, Eq. 80 is: 2J = 3k and J < 3. The only solution is J = 32 .
APPENDIX J. DIAGONALIZING H
−
WITH MODE EXPANSION
In this appendix, we introduce mode expansion technique to explicitly diagonalize the anti-bonding Hamiltonian
H−. The mode expansion offers us a powerful weapon to attack the electron tunneling problem. We introduce,
φ−(x) =
√
π
2
(nφ +
1
2
) +
√
π
2
∆nx
L
+
1√
π
∞∑
k=1
√
1
K−k
sin
πkx
L
(ak + a
†
k)
θ−(x) =
√
π
2
(nθ +
1
2
) +
√
π
2
θ0 − i 1√
π
∞∑
k=1
√
K−
k
cos
πkx
L
(ak − a†k) (84)
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with [∆n, θ0] = i and [ak, a
†
k′ ] = δk,k′ . Here, we have expanded the cosine term in H− around its minimum as
4πg[θ−− (nθ+ 12 )
√
π
2 ]
2. Plug in the mode expansion (Eq. 84) to the Hamiltonian and after some tedious calculations,
we obtain that
v
2
K−
∫
dx(∂xφ−)2 =
vπ
4L
(∆n)2 +
∑
k
vπk
4L
[aka
†
k + a
†
kak + (ak)
2 + (a†k)
2]
v
2
1
K−
∫
dx(∂xθ−)2 = −
∑
k
vπk
4L
[−aka†k − a†kak + (ak)2 + (a†k)2]
4πg[θ− − (nθ + 1
2
)
√
π
2
]2 = 2gLπ2θ20 −
∑
k
2gLK−
k
[−aka†k − a†kak + (ak)2 + (a†k)2] (85)
Therefore,
H− =
vπ
4L
(∆n)2 + 2gLπ2θ20 +
∑
k
Ak
2
[aka
†
k + a
†
kak]−
∑
k
Bk
2
[(ak)
2 + (a†k)
2]. (86)
With
Ak =
vπk
L
+
4gLK−
k
Bk =
4gLK−
k
(87)
Introduce the following Bogoliubov transformations
∆n = (
8gπL2
v
)
1
4
d+ d†√
2
θ0 = (
8gπL2
v
)−
1
4
d− d†
i
√
2
ak = Ckαk +Dkα
†
k (88)
where Ck =
√
1
2 (
Ak
Ek
+ 1) and Dk =
√
1
2 (
Ak
Ek
− 1). The Bogoliubov quasi-particles satisfy commutation relations as
[d, d†] = 1 and [αk, α
†
k′ ] = δk,k′ . The energy function Ek is now given by Ek =
√
A2k −B2k, and it is closely related to
the energy dispersion of the system
H− =
√
vgπ3
2
d†d+
∑
k
Ekα
†
kαk (89)
Let us have a closer look at the form of Ek. By defining q =
πk
L , we find a very nice form
Ek =
√
v2q2 +∆2 (90)
where ∆ =
√
8πvgK− physically denotes the energy gap formed in the anti-bonding sector, which originates from
pair-hopping interaction g.
APPENDIX K. TRANSITION AMPLITUDE OF ELECTRON TUNNELING PROBLEM
When an electron of s = 1 tunnels into the system, it changes the sign of both total fermion parity Ptot and P
(2).
Therefore, the original ground state |0〉 = |N, p〉 is changed to |1〉 = |N + 1,−p〉 via this tunneling process, with
p ∈ ±1. On the other hand, the total charge Q+ and the charge in channel s = 1 are given by
Q+ =
√
2
π
[φ+(L)− φ+(0)],
Q1 =
√
1
π
[φ1(L)− φ1(0)] = 1
2
(Q+ +Q−) (91)
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Since ∆Q+ = ∆Q1 = 1 during this single electron tunneling, we find that ∆Q+ = ∆Q− = 1, or equivalently
δφ+ = δφ− =
√
π
2
. (92)
where we have defined δφ± = φ±(L)− φ±(0). Here it is convenient to parameterize ∆φ±(x) =
√
π
2 (1− xL). The two
ground states can be connected via a unitary transformation |1〉 = e−iη|0〉 [36], where η = η+ + η− and
η+ =
∫
dx∆φ+∂xθ+
η− =
∫
dx∆φ−∂xθ−. (93)
With the fact that [e−iη± , φ±(x)] = ∆φ±(x)e−iη± , it is easy to show that e−iη±φ±(x)eiη± = φ±(x) + ∆φ±(x).
Next, we would like to calculate the tunneling amplitude
〈1|ψ†1,R|0〉 = 〈0|eiηe−i
√
π(φ1−θ1)|0〉
= 〈eiη+e−i
√
π
2 (φ+−θ+)〉+ × 〈eiη−e−i
√
π
2 (φ−−θ−)〉−
= T+T− (94)
Let us first focus on the anti-bonding part,
T− = 〈eiη−e−i
√
π
2 (φ−−θ−)〉−
= e−
1
2 〈[η−−
√
π
2 (φ−−θ−)]2〉− (95)
K1. Contribution from T
−
With the mode expansion in Eq. 84, let us move on to calculate T−. For δ−
η− =
∫
dx∆φ−∂xθ−
=
i√
2
∑
k
√
K
k
πk
L
(ak − a†k)
∫ L
0
dx(1 − x
L
) sin
πkx
L
= i
√
K
2
∑
k
ak − a†k√
k
(96)
Notice that in T− = e−F− , the imaginary part in F− = 12 〈[η− −
√
π
2 (φ− − θ−)]2〉− only contributes to a phase factor,
while its amplitude originates from its real part. By ignoring the imaginary part, we find that
F− =
1
2
〈[η− +
√
π
2
θ−]2〉− + π
4
〈φ2−〉− (97)
To start with
η− +
√
π
2
θ− = i
∑
k
√
K−
2k
(ak − a†k)(1 − cos
πkx
L
) +
π
2
(nθ + θ0 +
1
2
) (98)
In the following discussion, we will ignore the θ0 and ∆n part, which will give rise to a universal contribution to T−
as
e−
π2
8 [(nθ+
1
2 )
2+(nφ+
1
2 )
2] × e− π
2
16L (
√
v
8gπ+
√
8gπ
v
x2) (99)
where the second term becomes unity as L→∞. Then
〈[η− +
√
π
2
θ−]2〉− = −
∑
k,k′
K−
2
1√
kk′
(1− cos πkx
L
)(1 − cos πk
′x
L
)(ak − a†k)(ak′ − a†k′ )
=
∑
k
(Ck −Dk)2K−
2k
(1 − cos πkx
L
)2 (100)
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where we have used 〈α†kαk〉 = 0. Let us define κ = ξ−1 = ∆v , and the correlation length is defined as
ξ =
v
∆
=
√
v
8πgK−
. (101)
Then we have
Ak = vq +
∆2
2qv
= v(q +
κ2
2q
)
Bk = v
κ2
2q
(102)
In the strong coupling limit ∆→∞, κ≫ q. Then Ak ≈ Bk ≈ v κ22q and Ek ≈ vκ. We find that
(Ck −Dk)2 ≈ q
κ
(103)
By taking L→∞,
1
2
〈[η− +
√
π
2
θ−]2〉− = K−
4κ
∫
dq(1− cos qx)2 × e−ǫq
=
3K−
8
ξ
ǫ
(104)
where we have introduced a decay factor e−ǫq as the short distance divergence, and ǫ is the short distance cut-off.
Therefore, this part of F− does not have spatial dependence. For the second part of F−,
π
4
〈φ2−〉− =
1
4K−
∑
k,k′
√
1
kk′
sin
πkx
L
sin
πk′x
L
(ak + a
†
k)(ak′ + a
†
k′ )× e−ǫq
=
1
4K−
∑
k
(Ck +Dk)
2
k
sin2
πkx
L
× e−ǫq
=
κ
4K−
∫
dq
sin2 qx
q2
× e−ǫq
=
κ
4K−
[x arctan
2x
ǫ
− 1
4
ǫ log(
4x2 + ǫ2
ǫ2
)]
=
π
8K−
x
ξ
− ǫ
8K−ξ
log
2x
ǫ
(105)
Finally, we arrive at the following important result,
T− ∼ (2x
ǫ
)
ǫ
8K−ξ × e− π8K− xξ (106)
K2. Contribution from T+
Since the bonding part is gapless, we expect it only gives a power-law correction to T . To see this, we notice that
the essential difference between bonding and anti-bonding physics lies in the existence of g. By setting g = 0 in
anti-bonding sector, one should be able to recover the physics in the bonding sector. In this limit, we find that
∆ = 0, Ek = Ak = vq, Bk = 0. (107)
This gives rise to Ck = 1 and Dk = 0. Then
1
2
〈[η+ +
√
π
2
θ+]
2〉+ = K+
4
∫
dq
(1 − cos qx)2
q
× e−ǫq
=
K+
4
[log
x2 + ǫ2
ǫ2
− 1
4
log
4x2 + ǫ2
ǫ2
] (108)
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and
π
4
〈φ2+〉+ =
1
4K+
∫
dq
sin2 qx
q
× e−ǫq
=
1
16K+
log
4x2 + ǫ2
ǫ2
(109)
Then we arrive at
T+ = (
ǫ2
x2 + ǫ2
)
K+
4 (
4x2 + ǫ2
ǫ2
)
1
16 (K+− 1K+ ) (110)
Together with the anti-bonding contribution, we conclude that the single electron tunneling amplitude is given by
〈1|ψ†1,R|0〉 = N (x, ǫ,K±)e
− π8K−
x
ξ . (111)
where N (x, ǫ,K±) denotes the power-law corrections.
APPENDIX L. GENERAL FORMALISM OF DEBC METHOD
In this appendix, we briefly review the general formalism of “delayed evaluation of boundary condition” (DEBC)
method [39], and how this method can help us to evaluate scaling dimension of operators with given boundary
conditions. To start with, let us consider N quantum wires with different Luttinger parameter Ki (i = 1, 2, ..., N)
meet at x = 0 and form a junction. The bosonized Hamiltonian is given by
H =
N∑
i=1
∫
dx[Ki(∂xφi)
2 +
1
Ki
(∂xθi)
2] (112)
where abelian bosonization is defined as
ψi,R ∼ ei
√
πχi,R = ei
√
π(φi−θi)
ψi,L ∼ e−i
√
πχi,L = e−i
√
π(φi+θi) (113)
It is convenient to rescale the dual fields to make the system effectively non-interacting,
φ˜i =
√
Kiφi, θ˜i =
1√
Ki
θi
χ˜i,R = φ˜i − θ˜i χ˜i,L = φ˜i + θ˜i (114)
The boundary condition is demonstrated by
~χR = O~χL (115)
where ~χR/L = (χ˜1,R/L, χ˜2,R/L, ..., χ˜N,R/L)
T . O is an orthogonal matrix with OOT = 1, which contains key information
of boundary condition. In other words, a particular choice of O determines certain type of conformal
invariant boundary condition, which corresponds to certain RG fixed point in the tunneling phase
diagram.
To be specific, perturbations of a boundary fixed point come from tunneling or backscattering process, which
generally can be written as
gm,n ∼ ei
√
π(m·~φ+n·~θ) (116)
where ~φ = (φ˜1, φ˜2, ..., φ˜N )
T and ~θ = (θ˜1, θ˜2, ..., θ˜N )
T . With the definition of O matrix, the boundary condition can be
easily implemented in the χ˜R,L basis. Thus,
gm,n ∼ ei
√
π
2 [(m+n)·~χR+(m−n)·~χL]
= ei
√
π
2 [OT (m+n)+(m−n)]T ~χL
(117)
Its scaling dimension is
∆[gm,n] =
1
8
|OT (m+ n) + (m− n)|2 (118)
The specific form of O depends on the boundary condition we impose.
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L1. Orthogonality of O matrix
The orthogonality condition turns out to be an important and strong constraint to O, which can be proved as
follows. Consider an operator gA,B = e
i
√
π
2 (A·~χR+B·~χL), with A and B both N -component vectors. From Eq. 115,
~χL = O−1~χR. Then
gA,B = e
i
√
π
2 (A
TO+BT )~χL
= ei
√
π
2 (A
T+BTO−1)~χR (119)
In terms of ~χL, the scaling dimension of gA,B is
∆(gA,B) =
1
8
|ATO +BT |2
=
1
8
[OT (AAT )O +BBT +OTABT +BATO]
=
1
8
[|A|2OTO + |B|2 + (OT +O)A ·B] (120)
In terms of ~χR, we find that
∆(gA,B) =
1
8
|AT +BTO−1|2
=
1
8
[|A|2 + (OOT )−1|B|2 + (O +OT )−1)A ·B]. (121)
To make Eq. 120 and Eq. 121 self-consistent, orthogonality condition OOT = 1 must be satisfied.
L2. Application of DEBC to 2LL/LL junction
Now, we are ready to apply the DEBC method to our 2LL/LL junction setup. The central task here is to identify
O matrix that characterizes physical RG fixed point. Across the junction, current conservation requires
Jx<0 + Jx>0 = 0 (122)
Here Jx<0 = −
√
1
π∂tφ0 and Jx>0 = −
√
1
π∂t(φ1 + φ2) =
√
2
π∂tφ+. The rescaling rule of fields can be defined similar
to Eq. 114, with i = 0,±. Then the current conservation condition becomes
∂t(
1√
K0
φ˜0 +
√
2
K+
φ˜+) = 0 (123)
Other information of O depends on the details of boundary conditions. Once we obtain O, it is important to write
down possible tunneling or backscattering operators that could perturb the fixed point.
(i) Single electron tunneling,
T sij = ψ
†
i,Rψj,L + h.c. ∼ cos
√
π[(φi + φj)− (θi − θj)], (124)
where i 6= j ∈ {0, 1, 2}. However, electron tunneling process should conserve angular momentum. Let us consider a
case where electron from LL lead can hop to both i = 1 and i = 2. But inter-channel single electron tunneling events
(T s12 and T
s
21) in 2LL are strictly forbidden due to the angular momentum conservation.
(ii) Single electron backscattering,
Bi = ψ
†
i,Lψi,R + h.c. ∼ cos 2
√
πφi, (125)
with i ∈ {0, 1, 2}.
(iii) Pair electron tunneling,
T pij = ψ
†
i,Rψ
†
i,Lψj,Rψj,L + h.c. ∼ cos 2
√
π(θi − θj) (126)
with i < j ∈ {0, 1, 2}. Notice that the pair electron tunneling is essentially different from T 2ij .
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APPENDIX M. PHASE DIAGRAM OF MAJORANA-FREE 2LL/LL JUNCTION
In this section, let us first ignore pair hopping interaction between i = 1 and i = 2 that pins θ−. Then the system
is very similar to a conventional “Y” junction composed of three independent quantum wires, while rMZM does NOT
show up at the junction. However, an important difference from previous work [39, 40] comes from the constraint of
angular momentum conservation. In particular, electron tunneling between i = 1 and i = 2 is forbidden to conserve
angular momentum. For our purpose, we will focus on the situation where K− < 1.
To identify a fixed point, an effective way is to assume that some electron operators have vanishing scaling di-
mensions. This ansatz immediately leads to a corresponding O matrix. With this O matrix, we first check its
orthogonality condition to verify its validity. A stable fixed point is confirmed when all possible perturbations are
found to be irrelevant, with the help of Eq. 118. Below, we first use “disconnecting fixed point” as a detailed example
to demonstrate how DEBC method extracts the information of a fixed point. Then we will exhaust all physical RG
fixed points and discuss their stability problem.
M1. Disconnecting fixed point: an tutorial of DEBC method
The disconnecting fixed point is characterized by the vanishing scaling dimension of all the backscattering processes
B0,1,2. Thanks to the current conservation, the vanishing scaling dimension of two backscattering operators will
automatically leads to zero scaling dimension of the remaining backscattering operator. Physically, this simply means
that if channel i = 0 and i = 1 are both disconnected, i = 2 is also forced to be disconnected at the junction as no
electron can flow from i = 0, 1 to i = 2.
We first define ~χR/L = (χ˜0,R/L, χ˜+,R/L, χ˜−,R/L)T , following the convention in Eq. 114. The backscattering opera-
tors are now:
B0 ∼ cos
√
π(
χ˜0,R + χ˜0,L√
K0
)
B1 ∼ cos
√
π[
χ˜+,R + χ˜+,L√
2K+
+
χ˜−,R + χ˜−,L√
2K−
]
B2 ∼ cos
√
π[
χ˜+,R + χ˜+,L√
2K+
− χ˜−,R + χ˜−,L√
2K−
] (127)
Let us re-examine Eq. 117 and Eq. 118, the only way to make ∆[gm,n] = 0 is to impose
(m+ n) · ~χR + (m− n) · ~χL = 0. (128)
Therefore, we impose Eq. 128 to B0 and B1. Together with the current conservation condition, we arrive at
χ˜0,R + χ˜0,L√
K0
= 0
χ˜+,R + χ˜+,L√
2K+
+
χ˜−,R + χ˜−,L√
2K−
= 0
χ˜0,R + χ˜0,L
2
√
K0
+
χ˜+,R + χ˜+,L√
2K+
= 0 (129)
It is quite easy to see the solution of the above equations as
χ˜w,R = −χ˜w,L, ∀w ∈ {0, 1, 2}, (130)
which immediately leads to the rotation matrix OD that characterizes disconnecting fixed point according to its
definition (Eq. 115):
OD =

−1 0 00 −1 0
0 0 −1

 . (131)
It is easy to see that OD is an orthogonal matrix. Physically, Eq. 130 implies
φ0 = φ+ = φ− = 0. (132)
24
which is recognized as the disconnecting boundary condition at the junction. The scaling dimensions of electron
operators can be calculated via Eq. 118,
∆(T s10) = ∆(T
s
01) = ∆(T
s
20) = ∆(T
s
02) =
1
4
(2K0 +K+ +K−)
∆(T p01) = 2K0 +K+ +K−
∆(T p12) = 4K−
∆(T p20) = 2K0 +K+ +K−
∆(B0) = 0
∆(B1) = 0
∆(B2) = 0. (133)
When all tunneling terms are irrelevant, we require
K0 >
(4−K−)−K+
2
K− >
1
4
(134)
This condition explicitly characterizes the region in the tunneling phase diagram where DFP is stable.
M2. Pair-tunneling fixed point
At the pair-tunneling fixed point, two-electron pair-tunneling process TPij is dominating, and
OP =


−1 + 4K02K0+K+ −
2
√
2K0K+
2K0+K+
0
− 2
√
2K0K+
2K0+K+
1− 4K02K0+K+ 0
0 0 1

 . (135)
The OP matrix is obtained similarly to OD matrix in Eq. 131 in the last section. The orthogonality of OD can be
checked easily. From OP , it is easy to tell that
φ0 = −
√
2φ+, θ+ =
√
2θ0, θ− = 0. (136)
The scaling dimensions at this fixed point are
∆(T s10) = ∆(T
s
01) = ∆(T
s
20) = ∆(T
s
02) =
1
4
(
1
2K0 +K+
+
1
K−
)
∆(T p01) = 0
∆(T p12) = 0
∆(T p20) = 0
∆(B0) =
4
2K0 +K+
∆(B1) =
1
2K0 +K+
+
1
K−
∆(B2) =
1
2K0 +K+
+
1
K−
. (137)
Pair-tunneling fixed point is stable when
1
2K0 +K+
+
1
K−
> 4
2K0 +K+ < 4 (138)
Thus
K0 <
Cp −K+
2
(139)
where Cp = 4 if K− ≤ 14 and Cp = min{4, (4− 1K− )−1} if K− > 14 .
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M3. χ+ fixed point
χ+ fixed point is defined so that T
s
10 and T
s
02 are the only terms whose scaling dimension is vanishing, and thus
dominate the junction physics. We find that
O+ = 1
1 +K−(2K0 +K+)

−1 +K−(2K0 −K+) −2K−
√
2K0K+ 2
√
2K0K−
−2K−
√
2K0K+ −1−K−(2K0 −K+) −2
√
K+K−
−2√2K0K− 2√K+K− −1 +K−(2K0 +K+)

 . (140)
Despite its complicated form, one can still check that O+OT+ = 1 is satisfied. From O+, this simply means
φ0 = −
√
2φ+ =
√
2θ−, φ− = θ+ −
√
2θ0. (141)
The scaling dimensions at this fixed point are
∆(T s10) = ∆(T
s
02) = 0
∆(T s01) = ∆(T
s
20) =
2K0 +K+ +K−
1 +K−(2K0 +K+)
∆(T p01) =
2K0 +K+ +K−
1 +K−(2K0 +K+)
∆(T p12) =
4K−
1 +K−(2K0 +K+)
∆(T p20) =
2K0 +K+ +K−
1 +K−(2K0 +K+)
∆(B0) =
4K−
1 +K−(2K0 +K+)
∆(B1) =
2K0 +K+ +K−
1 +K−(2K0 +K+)
∆(B2) =
2K0 +K+ +K−
1 +K−(2K0 +K+)
. (142)
χ+ fixed point is stable when
[1− (2K0 +K+)](1−K−) < 0
K−[4− (2K0 +K+)] > 1 (143)
Since K− < 1, we find that
1−K+
2
< K0 <
(4− 1K− )−K+
2
and K− >
1
3
(144)
M4. χ
−
fixed point
When T s01 and T
s
20 are dominating, we arrive at the χ− fixed point, with
O− = 1
1 +K−(2K0 +K+)

−1 +K−(2K0 −K+) −2K−
√
2K0K+ −2
√
2K0K−
−2K−
√
2K0K+ −1−K−(2K0 −K+) 2
√
K+K−
2
√
2K0K− −2
√
K+K− −1 +K−(2K0 +K+)

 . (145)
and
φ0 = −
√
2φ+ = −
√
2θ−, φ− = −θ+ +
√
2θ0. (146)
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Notice the difference and similarity between O+ and O−. It is easy to check that χ− fixed point shares the same
scaling dimensions of T pij and Bi with those of χ+ fixed point. The only change in scaling dimension is that
∆(T s10) = ∆(T
s
02) =
2K0 +K+ +K−
1 +K−(2K0 +K+)
∆(T s01) = ∆(T
s
20) = 0 (147)
Therefore, when Eq. 143 is satisfied, both χ+ and χ− fixed points are stable. In other words, χ+ and χ− fixed points
coexist, and we expect an interesting intermediate unstable fixed point which characterizes the phase transition
between these two fixed points.
M5. A0 fixed point
Asymmetric fixed point Ai takes place when channel i is disconnected to the rest of the junction, while the other
two channels are fully connected via electron tunneling process. For A0 fixed point, B0 and T
p
12 will have vanishing
scaling dimension, with
OA0 =

−1 0 00 −1 0
0 0 1

 . (148)
and
φ0 = φ+ = θ− = 0. (149)
OA0 is obviously orthogonal. The scaling dimensions at this fixed point are
∆(T s10) = ∆(T
s
01) = ∆(T
s
02) = ∆(T
s
20) =
1 +K−(2K0 +K+)
4K−
∆(T p01) = 2K0 +K+
∆(T p12) = 0
∆(T p20) = 2K0 +K+
∆(B0) = 0
∆(B1) =
1
K−
∆(B2) =
1
K−
. (150)
For K− < 1, B1,2 are always irrelevant under RG. Thus, A0 fixed point is stable when
2K0 +K+ > 4− 1
K−
2K0 +K+ > 1 (151)
Thus,
K0 >
CA0 −K+
2
(152)
where CA0 = max{1, 4− 1K− }.
M6. A1 fixed point
For A1 fixed point, we require T
s
02, T
s
20, T
p
20 and B1 possessing zero scaling dimension. It turns out that these
conditions are compatible with each other, leading to rotation matrix
OA1 =
1
2K0 +K+ +K−

2K0 −K+ −K− −2
√
2K0K+ 2
√
2K0K−
−2√2K0K+ −2K0 +K+ −K− −2√K+K−
2
√
2K0K− −2
√
K+K− −2K0 −K+ +K−

 . (153)
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Despite its complicated form, one can still check that OA1OTA1 = 1 is satisfied. We find that
φ0 =
√
2φ−, φ+ = −φ−, θ− +
√
2θ0 = θ+, (154)
and
∆(T s10) = ∆(T
s
01) =
1 +K−(2K0 +K+)
2K0 +K+ +K−
∆(T s02) = ∆(T
s
20) = 0
∆(T p01) = 4(
1
K−
+
1
2K0 +K+
)−1
∆(T p12) = 4(
1
K−
+
1
2K0 +K+
)−1
∆(T p20) = 0
∆(B0) =
4
2K0 +K+ +K−
∆(B1) = 0
∆(B2) =
4
2K0 +K+ +K−
. (155)
Thus, A1 fixed point is stable when
[1− (2K0 +K+)](1−K−) > 0
1
K−
+
1
2K0 +K+
< 4
2K0 +K+ +K− < 4 (156)
Thus,
(4− 1K− )−1 −K+
2
< K0 <
1−K+
2
K− >
1
4
(157)
M7. A2 fixed point
For A2 fixed point, the terms T
s
01, T
s
10, T
p
01 and B2 can carry zero scaling dimension simultaneously, giving rise to
OA1 =
1
2K0 +K+ +K−

2K0 −K+ −K− −2
√
2K0K+ −2
√
2K0K−
−2√2K0K+ −2K0 +K+ −K− 2√K+K−
−2√2K0K− 2√K+K− −2K0 −K+ +K−

 . (158)
and
φ0 = −
√
2φ−, φ+ = φ−, θ− + θ+ =
√
2θ0. (159)
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Then
∆(T s10) = ∆(T
s
01) = 0
∆(T s02) = ∆(T
s
20) =
1 +K−(2K0 +K+)
2K0 +K+ +K−
∆(T p01) = 0
∆(T p12) = 4(
1
K−
+
1
2K0 +K+
)−1
∆(T p20) = 4(
1
K−
+
1
2K0 +K+
)−1
∆(B0) =
4
2K0 +K+ +K−
∆(B1) =
4
2K0 +K+ +K−
∆(B2) = 0. (160)
Thus, A2 fixed point is stable when
[1− (2K0 +K+)](1−K−) > 0
1
K−
+
1
2K0 +K+
< 4
2K0 +K+ +K− < 4 (161)
It is easy to see that A1 and A2 fixed points coexist in the same parameter region.
M8. Majorana-free phase diagram without bulk pair-hopping interaction
Now we are ready to map out the phase diagram of DSM nanowire junction without pair-hopping interaction
(Majorana-free). As shown in Fig. 5, the phase diagrams are plotted for a fixed K− value in: (a) K− = 0.4, (b)
K− = 0.6, (c) K− = 0.8, (d) K− = 1. Remarkably, the junction is at stable asymmetric A0 fixed point in the “free
fermion” limit with K0 = K+ = 1 (red dot), where wire i = 0 is completely disconnected from wire i = 1, 2. In this
weakly interacting region with K− < 1, the two-terminal conductance across the junction should be zero.
APPENDIX N. PHASE DIAGRAM OF 2LL/LL JUNCTION WITH RMZM
When bulk pair-hopping interaction is incorporated between channel i = 1 and i = 2, there exists a rMZM
bound state at the 2LL/LL junction. Pair-hopping interaction g pins θ− to a classical value
√
πnθ− , with nθ− ∈ Z.
Interestingly, it is possible that certain boundary condition pins φ− to
√
πnφ−x (nφ− ∈ Z) simultaneously at x = 0,
even though θ− and φ− do NOT commute with each other. Such competition between bulk interaction and bound-
ary condition requires promoting both nφ− and nθ− to integer-valued operators to recover the non-commutativity
between φ− and θ− at x = 0. With this subtlety, we briefly summarize our strategy to study the critical behaviors here:
(1) For a generic tunneling/backscattering operator t = cos
√
π[(m0φ0+m+φ++m−φ−)+ (n0θ0+n+θ++n−θ−)].
The pinning of θ− is equivalent to setting n− = 0 in t in RG calculation.
(2) With n− = 0, we force ∆(t) (the scaling dimension of t) to be zero to arrive at a possible fixed point Ft, which
is characterized by an Ot matrix. Ft is a physical fixed point with ∆(t) = 0, only if orthogonality condi-
tion OTt Ot = 1 is still lsatisfied. Otherwise, Ft is not physical and does not show up in the phase diagram.
(3) Write down the explicit boundary conditions of a physical fixed point, and check that whether the boundary
condition forces the pinning of φ−. If pinning of φ− is not required by the boundary condition, any opera-
tor t with m− 6= 0 is forced to vanish due to strong φ− fluctuations and does not enter the phase diagram.
(4) Use Ot to calculate the remaining perturbation terms, and obtain the stability condition of Ft.
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FIG. 5. Majorana-free phase diagram with K
−
value: (a) K
−
= 0.4, (b) K
−
= 0.6, (c) K
−
= 0.8, (d) K
−
= 1
N1. Why χ+ fixed point is not physical in 2LL/LL junction with rMZM?
To start with, we apply the above criterion to χ+ fixed point, and explicitly show that in the presence of pair
hopping interaction g, the rotation matrix of χ+ fixed point O+ is modified to a non-orthogonal form O(g)+ . Recall
that χ+ fixed point forces trivial scaling dimensions of T
s
10 and T
s
02. Let us first write down
T s10 ∼ cos
√
π[
χ˜0,L + χ˜0,R
2
√
K0
+
√
K0
2
(χ˜0,L − χ˜0,R) + χ˜+,L + χ˜+,R
2
√
2K+
−
√
K+
2
√
2
(χ˜+,L − χ˜+,R) + χ˜−,L + χ˜−,R
2
√
2K−
]
T s02 ∼ cos
√
π[
χ˜0,L + χ˜0,R
2
√
K0
−
√
K0
2
(χ˜0,L − χ˜0,R) + χ˜+,L + χ˜+,R
2
√
2K+
+
√
K+
2
√
2
(χ˜+,L − χ˜+,R)− χ˜−,L + χ˜−,R
2
√
2K−
] (162)
where we have ignored the constant part originated from the pinning of θ−. Together with the current conservation
condition, the existence of χ+ fixed point requires the following equations to be satisfied
χ˜0,R + χ˜0,L√
2K0
+
χ˜+,R + χ˜+,L√
K+
= 0
χ˜0,R + χ˜0,L√
K0
+
χ˜+,R + χ˜+,L√
2K+
= 0
√
K0(χ˜0,L − χ˜0,R)−
√
K+√
2
(χ˜+,L − χ˜+,R) + χ˜−,L + χ˜−,R√
2K−
= 0 (163)
This immediately leads to the following solution
χ˜0,R = −χ˜0,L, χ˜+,R = −χ˜+,L
χ˜−,R = −2
√
2K0K−χ˜0,L + 2
√
K+K−χ˜+,L − χ˜−,L (164)
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Therefore, the rotation matrix is given by
O(g)+ =

 −1 0 00 −1 0
−2√2K0K− 2√K+K− −1

 . (165)
It is easy to verify that O(g)+ fails to satisfy the orthogonal condition. As a result, χ+ fixed point is not physical in
the presence of g, and should not be considered as a candidate of fixed point in the phase diagram. Similar argument
can be performed to other fixed points, and we find that χ± and A1,2 fixed points are unphysical. The analysis of
remaining physical fixed points are given below.
N2. Disconnecting fixed point
With n− = 0, we find that the disconnecting fixed point is characterized by the same OD matrix,
OD =

−1 0 00 −1 0
0 0 −1

 . (166)
The explicit boundary condition is
φ0 = φ+ = φ− = 0, (167)
where both φ− and θ− are pinned at x = 0. Therefore,
∆(T s10) =
1
4
(2K0 +K+)
∆(T s01) =
1
4
(2K0 +K+)
∆(T p01) = 2K0 +K+
∆(T p12) = 0
∆(T p20) = 2K0 +K+
∆(B0) = 0
∆(B1) = 0
∆(B2) = 0. (168)
Notice that the scaling dimensions have been modified compared with Eq. 133. Here ∆(T p12) = 0 is a manifestation
of pinning θ−, which will also appear in other fixed points. Now, disconnecting fixed point is stable when
K0 >
4−K+
2
(169)
N3. Pair-tunneling fixed point
With n− = 0, the OD matrix remain unchanged compared with the n− 6= 0 case. Thus, we still have
φ0 = −
√
2φ+, θ+ =
√
2θ0, θ− = 0, (170)
where φ− is not pinned by the boundary condition, and thus will be strongly fluctuating due to the pinning of θ−.
Therefore, terms that involve φ−, such as T s± and B1,2, will vanish under RG. The only allowed perturbation term at
this fixed point is the backscattering term B0, with
∆(B0) =
4
2K0 +K+
(171)
So, pair-tunneling fixed point is stable when
K0 <
4−K+
2
(172)
Comparing this stability condition with Eq. 169, we find that disconnecting fixed point and pair-tunneling fixed point
are dual to each other.
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FIG. 6. The phase diagram with rMZM (pair hopping interaction).
N4. A0 fixed point
For asymmetric fixed point A0, OA0 remains the same with or without the pinning condition n− = 0. The explicit
boundary condition is
φ0 = φ+ = θ− = 0. (173)
Then φ− is also strongly fluctuating, and the non-vanishing tunneling processes are pair-tunneling T
p
01 and T
p
20, with
∆(T p01) = ∆(T
p
20) = 2K0 +K+
(174)
Thus, A0 fixed point is stable when
2K0 +K+ > 1 (175)
N5. Phase diagram with rMZM
The phase diagram can be easily mapped out in Fig. 6, and quite remarkably, the phase boundaries are completely
independent of the value of K−, in comparison with Fig. 5. As shown in Fig. 6, in the weak interacting region,
the DSM nanowire junction is in the coexisting phase between A0 fixed point and pair-tunneling fixed point. This
signals the emergence of an unstable fixed point which characterizes the phase transition between A0 fixed point and
pair-tunneling fixed point, which is similar to a pinch-off transition.
APPENDIX O. A FURTHER LOOK AT THE O MATRIX
In the previous section, we have successfully mapped out the tunneling phase diagrams of the 2LL/LL junction with
and without the pair-hopping interaction. The key information of each tunneling phase is encoded in the orthogonal
matrix O. Interestingly, the form of O of three-wire-junctions has been discussed in earlier literatures [49–52] under
very general assumptions. In particular, it has been shown that O matrices could be classified into two different
classes based on whether their determinant is +1 or −1:
• When det O = −1, O corresponds to a fixed point that possesses a Z3 symmetry among the three quantum
wires. For example, at the disconnecting fixed point (DFP), every quantum wire is in the strong backscattering
limit. If we relabel the wire indices at DFP, the DFP physics will not be affected and thus possesses the Z3
symmetry among three quantum wires. Other fixed points that belong to this class are: pair-tunneling fixed
point and chiral χ± fixed points.
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DFP χ+FP χ−FP PFP A0FP A1FP A2FP
O : OD O+ O− OP OA0 OA1 OA2
S : S(1)(t = 0) S(1)(t = − 2pi
3
) S(1)(t = 2pi
3
) S(1)(t = −pi) S(2)(t = pi) S(2)(t = pi
3
) S(2)(t = −pi
3
)
TABLE III. In this table, we applied Eq. 180 and established the mapping between O matrices we found using DEBC method
in our 2LL/LL junction and the S matrices defined in Ref. [51].
• When det O = +1, O corresponds to a fixed point that explicitly breaks the Z3 symmetry among the three
quantum wires. The asymmetric fixed points A0,1,2 belong to this class. If we start from A0FP and relabel the
wire indices in the following way: 0 → 1, 1 → 2, 2 → 0, we will arrive at the A1FP. Therefore, A0FP, as well
as A1 and A2FP, explicitly breaks the Z3 symmetry.
To compare with the results in Ref. [51, 52], we first notice that there are three important differences between the
notations:
1. In Ref. [51], the three quantum wires share the same Luttinger parameter g. While in our model, we have
assumed the Luttinger parameters K0 and K± to be different from each other.
2. In our theory, we have performed a unitary transformation to the dual boson fields, and rotate φ1,2 and θ1,2
into the bonding/anto-bonding basis φ± and θ±:
U =

1 0 00 1√
2
1√
2
0 1√
2
− 1√
2

 (176)
3. The bosonization convention in our work is different from that of earlier works:
ψl,R ∼ eiφl,O ∼ ei
√
πχl,R , ψl,L ∼ eiφl,I ∼ e−i
√
πχl,L (177)
where φl,O/I and χl,R/L are the chiral bosons defined in Ref. [51] and in our work, respectively. As a result, we
have
φl,O =
√
πχl,R, φl,I = −
√
πχl,L. (178)
As a comparison, we follow the convention of Ref. [51] and denote the orthogonal matrix that connects φO and φI
as S. Ref. [51] showed the explicit expressions of S matrix parametrized by a single angular variable t ∈ [−π, π) at
g = 1:
S(1)(t) = 1
3

 1 + 2 cos t 1− cos t+
√
3 sin t 1− cos t−√3 sin t
1− cos t−√3 sin t 1 + 2 cos t 1− cos t+√3 sin t
1− cos t+√3 sin t 1− cos t−√3 sin t 1 + 2 cos t


S(2)(t) = 1
3

 1− 2 cos t 1 + cos t−
√
3 sin t 1 + cos t+
√
3 sin t
1 + cos t−√3 sin t 1 + cos t+√3 sin t 1− 2 cos t
1 + cos t+
√
3 sin t 1− 2 cos t 1 + cos t−√3 sin t

 (179)
where S(1) with det S(1) = +1 and S(2) with det S(2) = −1 denote the Z3-symmetric and Z3-asymmetric classes,
respectively. Based on our previous analysis, by taking K0 = K+ = K− = 1 and performing a unitary transformation,
we are able to map our O matrices found in the previous sections to S(1) and S(2):
−(UOαU−1)|K0=K±=1 = S(β)(t) (180)
where α is the subscript for O matrix depending on which fixed point we are talking about. β = 1, 2 is the superscript
for S matrix. The minus sign in Eq. 180 comes from the definition of φl,I in Eq. 178. Here we would like to point out
that Oα and Oα|K0=K±=1 only differ by a field rescaling process in the definition. Therefore, it is sufficient to discuss
the relationship between the non-interacting limit of Oα and S(β), which contains all of the key information. With
Eq. 180, we have mapped all O matrices to the corresponding S matrices, and summarized these results in Table.
III.
