Abstract. Let H 2 m be the reproducing kernel Hilbert space with the kernel function (z, w)
Introduction
A well known result in operator theory is that (see [9] and [10] ) the contraction operator given by a canonical model is similar to a unilateral shift if and only if its characteristic function has a left inverse. Various approaches to this result have been given (cf. [12] ) but the present one is new and uses the commutant lifting theorem (CLT) and, implicitly, the Beurling-Lax-Halmos theorem (cf. [11] ). In particular, the proof does not involve, at least explicitly, the geometry of the dilation space for the contraction.
The Drury-Arveson space has been intensively studied by many researchers over the past few decades. In particular, the CLT and Beurling-Lax-Halmos theorem have been extended to this space with a few necessary changes. The latter result was extended by Arveson [1] to those Hilbert modules for which the coordinate multipliers yield a co-spherical contraction or row contraction. Most importantly, the isometry in the Beurling-Lax-Halmos theorem must, in general, be allowed to be a partial isometry. (Actually, we show in Theorem 4.1 that it can 2000 Mathematics Subject Classification. 46E22, 46M20, 46C07, 47A13, 47A20, 47A45, 47B32. Key words and phrases. quotient modules, shift operators, similarity, Commutant lifting theorem, resolutions of Hilbert modules.
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not be an isometry.) As a consequence, we extend the one variable result on the similarity of quotient modules of the Hardy space on the unit disk to the Drury-Arveson space for the unit ball in C m . We are able to apply essentially the same proof to the noncommutative case to obtain an analogous result. More precisely, we show that a quotient of the Fock Hilbert space, F 2 m ⊗ E, for some Hilbert space E, by the range of an isometric multi-analytic function Θ is similar to F 2 m ⊗ F for some Hilbert space F if and only if Θ has a multi-analytic left inverse. Further, we obtain some results on resolutions by Drury-Arveson modules. In particular, we show there are no non trivial resolutions if the maps are assumed to be partial isometries. We obtain some results for more general resolutions.
In a concluding section we indicate that these results can be extended to complete NevanlinnaPick kernel Hilbert spaces.
Preliminaries
We consider the two cases, the first in which the operators commute, or the algebra is commutative, and the second in which they are not assumed to commute, one after the other. We begin with the former.
Let {T 1 , . . . , T m } be a commuting set of bounded linear operators on H; that is, 
where p(z 1 , . . . , z m ) ∈ C[z 1 , . . . , z m ] and h ∈ H. We denote by M 1 , . . . , M m the operators defined to be module multiplication by the coordinate functions. More precisely,
A Hilbert module over C[z 1 , . . . , z m ] is said to be co-spherically contractive or define a row contraction if
Natural examples of co-spherical contractive Hilbert modules over C[z 1 , . . . , z m ] are the Drury-Arveson module, the Hardy module and the Bergman module all defined on the unit ball B m in C m . These are all reproducing kernel Hilbert spaces over B m and among them, the Drury-Arveson module plays the key role for the class of co-spherically contractive Hilbert modules over C[z 1 , . . . , z m ]. In order to be more precise, we briefly recall that a scalar reproducing kernel K on a set X is a function K : X × X → C which satisfies 
In the proof of the above theorem, Ball-Trent-Vinnikov [2] made the additional assumption that the submodules N ⊥ and N ⊥ * are invariant under the scalar multipliers. However, that this condition is redundant follows from part (iii) of Theorem 2.1 due to McCollough-Trent.
These statements of the CLT and the BLHT for C[z 1 , . . . , z m ] are due to McCollough-Trent and Ball-Trent-Vinnikov as indicated. However, Popescu pointed out that they follow from their noncommutative analogues established earlier by him in [13, 14] .
We now consider preliminaries for the case of noncommuting operators. Let F 
The module K over F[Z 1 , . . . , Z m ] is said to be contractive if the row operator given by module multiplication by the coordinate functions is a contraction.
A
m ⊗ E * ) for some Hilbert spaces E and E * is said to be a multi-analytic operator if it is a module map; that is, if for all,
Given a multi-analytic operator Θ as above, one can define a bounded linear operator θ :
. In this correspondence of Θ and θ, each uniquely determines the other. Moreover, the operator coefficients θ α in L(E, E * ) of Θ for each α ∈ F + m are defined by θ α t x, y = θx, e α ⊗ y = Θ(1 ⊗ x), e α ⊗ y (x ∈ E, y ∈ E * ),
It was proved by Popescu (cf. [15] ) that
where 
H (I H ) exists and 0 ≤ P ∞ ≤ I H . The Hilbert module H is said to be pure if
A canonical example of a pure co-spherically contractive Hilbert module over C[z 1 , . . . , z m ] is the Drury-Arveson module H 2 m ⊗ F , where F is a Hilbert space. Moreover, for a pure co-spherically contractive Hilbert module H, the spherical isometric module is absent and hence H is a quotient of H 2 m ⊗ E * for some Hilbert space E * (see Theorem 8.5 in [1] ). Note that, the definition of a pure co-spherically contractive Hilbert module does not depend upon the underlying algebra; that is, with appropriate change of notations, the concept of a pure co-spherically contractive Hilbert module K over F[Z 1 , . . . , Z m ] can be defined in a similar way. Popescu proved that any pure contractive Hilbert module over F[Z 1 , . . . , Z m ] can be realized as a quotient module of F 2 m ⊗ E for some Hilbert space E (see Theorem 2.10 and references in [15] ).
Given a co-spherically contractive Hilbert module
m ⊗ E * ) for some Hilbert spaces E and E * , the characteristic function of K, which is a complete unitary invariant for K (see [14] and [15] ). When the Hilbert module H is defined over C[z 1 , . . . , z m ], the characteristic function of H is in M(E, E * ) (see Theorem 3.7 in [3] and Theorem 4.3 in [14] ).
We conclude this section by recalling the formal statement of the above model representation for a pure co-spherically contractive Hilbert module in terms of the Fock space for the general case and the Drury-Arveson space for the commuting case (see Theorem 5.1 in [14] , Theorem 11 in [3] and Theorem 4.3 in [15] ). 
for some Hilbert spaces E and E * , the characteristic function of H, such that H is unitarily equivalent to the quotient module
. . , m, and H is pure co-spherically contractive or, equivalently, if H is a pure co-spherically contractive Hilbert module over C[z 1 , . . . , z m ], then the characteristic function θ is an inner multiplier in M(E, E * ) and H is unitarily equivalent to the quotient module 
is a decreasing sequence of positive operators, it suffices to show that WOT − lim l→∞ P l H (I H ) = 0. To see that this is the case, let f 1 and g 1 be vectors in H and set f = X * −1 f 1 and g = X * −1 g 1 . Then
Letting l → ∞ in the last expression, we conclude that the required limit is zero, which completes the proof.
Actually, the proof shows that two similar co-spherically contractive Hilbert modules over C[z 1 , . . . , z m ] are either both pure or both not pure.
Let H be a pure co-spherically contractive Hilbert module over C[z 1 , . . . , z m ] and X : H 2 m ⊗ F → H for a Hilbert space F be a module map; that is,
Since H is a pure Hilbert module, by Theorem 2.3, H is isometrically isomorphic to the quotient module
, for some inner multiplier θ in M(E, E * ) for Hilbert spaces E and E * . Consequently, one can identify the module multiplication M i by the coordinate function on H θ as
for all i = 1, . . . , m. Therefore, with this identification, X : H 2 m ⊗ F → H θ is a module map; and hence,
We use this identity to obtain the following result.
Proposition 3.2. Let H θ be a pure co-spherically contractive Hilbert module over
for the inner multiplier θ in M(E, E * ) for Hilbert spaces E and E * . Suppose X : H 2 m ⊗ F → H θ is a module map for some Hilbert space F . (i) There exists a multiplier ϕ ∈ M(F , E * ) such that
(ii) There exists a bounded module map + denotes the skew direct sum of two subspaces.
Proof. Part (i) is an application of the commutant lifting theorem (Theorem 2.2) and (ii) is straightforward. To prove (iii), observe that X is invertible if and only if kerX = {0} and ranX = H θ . Now the first condition is equivalent to kerM ϕ = {0} and ranM ϕ ∩ ranM θ = {0}, while the latter one is equivalent to
Proof. First, assume that there exists an invertible module map X : H 2 m ⊗ F → H, and let ϕ be defined so that P H θ M ϕ = X as in Proposition 3.2 (i). Then according to Proposition 3.2 (iii), since X is invertible we have
Thus there exists a module idempotent Q (that is,
m ⊗ E * such that QM θ = M θ , ranQ = ranM θ , and ran(I − Q) = ranM ϕ .
Define a bounded linear operatorQ :
m ⊗ E and π θ : H 
for some ψ in M(E * , E). Therefore,
To prove the converse, suppose
Obviously Q is an idempotent module map. Therefore, both ranQ and ran(I − Q) are submodules of H By the Beurling-Lax-Halmos Theorem for the Drury-Arveson space (see Theorem 2.1), there exists a multiplier ϕ in M(F , E * ) such that
where F is a separable Hilbert space. Consequently,
and hence we have an invertible module map Z satisfying the conditions of Proposition 3.2, as required.
As mentioned in the introduction, specializing the preceding proof to the case m = 1 yields a new proof of the old result on the similarity of contraction operators to unilateral shifts.
In the proof of Theorem 3.3, we did not use the fact that the characteristic function is an isometry. Hence we can state a more general result in terms of a module resolution. Although for the m = 1 case, this conclusion could have been obtained from the earlier result for isometric maps, the statement is new even for this case. 
which is exact; that is, ran M ϕ k−1 = ker M ϕ k for k ≥ 0. Here k = 0, 1, . . . , N, with a possibility of N = +∞. A basic question is whether such a resolution is finite or, equivalently, whether we can take E N = {0} for some finite N. That will be the case if and only if some M ϕ k is an isometry or, equivalently, kerM ϕ k = {0}. Unfortunately, the following result shows that this is not possible when m > 1, unless M is a Drury-Arveson module.
m ⊗ E * is an isometric module map for Hilbert spaces E and E * , then there exists an isometry V 0 : E → E * such that
Moreover, ran V is a reducing submodule of
Therefore, we have
and hence, z k+e 1 = z k if and only if k 2 = · · · = k m = 0. Repeating this argument using i = 2, . . . , m, we see that a k = 0 unless k = (0, . . . , 0).
Finally, since ran V = H 2 m ⊗ (ranV 0 ), we see that ran V is a reducing submodule, which completes the proof.
Note that this result generalizes Corollary 3.3 of [5] and is related to an earlier result of Guo, Hu and Xu [7] .
The theorem implies that all resolutions by Drury-Arveson modules, with partially isometric maps are trivial. We start with a definition. , inner multipliers ϕ k ∈ M(E k , E k−1 ) for k = 1, . . . , N and a co-isometric module map ϕ 0 :
In other words, one has the finite resolution
for N < ∞ and an infinite resolution for N = ∞. 
is an isometry onto ranM ϕ N−1 . Hence, we can apply the theorem to M ψ N−1 . Therefore, by induction we obtain the desired conclusion.
What happens when we relax the conditions on the multipliers so that ranM ϕ k = kerM ϕ k+1 for all k but do not require them to be partial isometries? In this case, finite non-trivial resolutions do exist, completely analogous to what happens for the Hardy or Bergman modules over C[z 1 , . . . , z m ] for m > 1. We describe an example.
Consider the module C (0,0) over C[z 1 , z 2 ] defined as follows:
and λ ∈ C, and the following resolution:
, and
. One can show that this sequence, which is closely related to the Koszul complex, is exact and non-trivial; that is, it does not split.
Another question one can ask is the relationship between the inner resolution for a pure co-spherically contractive Hilbert module given by the result of Arveson and a more general resolution by Drury-Arveson modules. In particular, is there any relation between the length of a more general resolution to the inner resolution.
A resolution of M can always be made longer in a trivial way. Suppose we have the resolution
Then we obtain a longer resolution essentially equivalent to the original one
The following result interprets the inner resolution for a pure co-spherically contractive Hilbert module over C[z 1 , . . . , z m ], when it has a resolution of length one with the first map being a co-isometry. We show that the additional length is obtained in a trivial way discussed in the previous paragraph. give an inner resolution for M. Moreover, we assume that X 0 and M ϕ 0 yield minimal dilations. Then there exists an invertible module map
for some Hilbert space G such that
Hence, the inner resolution up to similarity can be made to have length one.
Moreover, the pure co-spherically contractive Hilbert module M has a resolution of length one by Drury-Arveson Hilbert modules if and only if kerM ϕ 1 is isomorphic to H 2 m ⊗ G for some Hilbert space G and the sequence 
ψ is a left inverse for M ψ and Q = M ψ Mψ is an idempotent on H + kerM ϕ 1 . Therefore, we have the short exact sequence
Since M ψ has the left inverse Mψ, there exists by Theorem 3.3 a module isomorphism Z : H 2 m ⊗ G → kerM ϕ 1 for some Hilbert space G and H
, then a simple calculation shows that
which completes the proof of the first part. The hypothesis for the converse imply that H These results suggest many more questions about module resolutions. Perhaps the most obvious ones concern the consequences of weakening the rather unnatural assumptions that X 0 is a co-isometry and yields a minimal dilation of M.
Hilbert modules over
We now consider the analogous result for the noncommutative case. 
Given a module map similarity X : H → F 2 m ⊗ F , we appeal to the noncommutative analogue of the commutant lifting theorem (see Theorem 6.1 in [14] or Theorem 5.1 in [15] ) to obtain the map Z used in Proposition 3.2 for the commutative case. More precisely, X is invertible if and only if the module map Then the bounded module mapQ :
SinceQ is a module map, there exists a multi-analytic operator Ψ :
m ⊗ E such thatQ = Ψ. Hence Θ = QΘ = ΘQθ = ΘΨΘ. Since Θ is an isometry, the necessity part follows; that is, Θ has a left inverse.
To prove the sufficiency part, we proceed in the same way as in Theorem 3.3. In this case, if there is a Ψ such that ΨΘ = I F 2 m ⊗E , then Q = ΘΨ is an idempotent and any f in F 2 m ⊗ E * can be expressed as f = (f − ΘΨf ) + ΘΨf, where f − θΨf is in kerΨ and Θψf is in ranΘ. Thus, ranQ = ranΘ, and kerψ = ran(I − Q).
Observe that, kerΨ is a submodule of F Then one can define the invertible module map Z as in the necessity part, which completes the proof. The main difference in this proof and that of Theorem 3.3 for the commutative case is that here we can assume that Θ has no kernel which allows us to avoid one use of the commutant lifting theorem.
Observe that, as in the commutative case, the proof of the previous theorem is also valid in a more general setting: 
Concluding remarks
It is interesting to observe that if H is a Hilbert module over C[z 1 , . . . , z m ] (or A(Ω), where Ω is a bounded connected open subset of C m ) and if one knows that a functional model, such as the one given in Theorem 2.3 exists, the conclusion of Theorem 3.3 remains true under the appropriate hypotheses. In particular, if one knows that analogue of the commutant lifting theorem and the Beurling-Lax-Halmos Theorem for a reproducing kernel Hilbert space and the related functional models both hold for a class of Hilbert modules in terms of the given kernel, then Theorem 3.3 will extend to this class of Hilbert modules. Moreover, the results in Section 4 can be generalized for any other reproducing kernel Hilbert modules where the kernels are given by a complete Nevanlinna-Pick kernel.
