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a b s t r a c t
We characterize the collection of systems of differential equations on C2 of the form
x˙ = x + p(x, y), y˙ = −3y + q(x, y), where p and q are homogeneous polynomials of
degree three (either of which may be zero), that possess a first integral in a neighborhood
of (0, 0) of the form x3y+ · · ·, where omitted terms are of order at least five. Such systems
are called 1 : −3 resonant centers.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and statement of the results
Consider a real analytic system of ordinary differential equations on R2 with an isolated equilibrium at the origin, at
which the eigenvalues of the linear part are non-zero pure imaginary numbers. By an analytic change of coordinates the
system has the form
u˙ = ωv +
∞∑
j+k=2
αjkujvk, v˙ = −ωu+
∞∑
j+k=2
βjkujvk. (1)
The classical Poincaré–Lyapunov Center Theorem states that the origin is a center if and only if the system admits an analytic
first integral of the formΦ(u, v) = u2 + v2 + · · ·. If the system is complexified in a natural way by setting x = u+ iv then
there arises a differential equation of the form
x˙ = iωx+
∞∑
j+k=2
ajkxjx¯k. (2)
Existence of the integral Φ is equivalent to existence of an analytic first integral of (2) of the form Ψ (x, x¯) = xx¯ + · · ·.
Eq. (2) is a particular case of the system
x˙ = iωx+
∞∑
j+k=2
ajkxjyk, y˙ = −iωy+
∞∑
j+k=2
bkjxkyj (3)
if in (3) we set y = x¯ and bkj = a¯jk.
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These factsmotivate the generalization of the concept of a real center to certain classes of systems of ordinary differential
equations on C2. In this paper we study one such class, the p : −q resonant polynomial vector fields, that is, systems on C2
of the form
x˙ = px−
n∑
j+k=1
ajkxj+1yk = P(x, y), y˙ = −qy+
n∑
j+k=1
bkjxkyj+1 = Q (x, y) (4)
where p, q ∈ N, GCD(p, q) = 1. (The noncanonical indexing scheme simplifies the computations performed below.) Such a
system is said to have a center at the origin if it admits a local first integral of the form
Ψ (x, y) = xqyp +
∑
j+k>p+q
vj−q,k−pxjyk = xqyp
(
1+
∑
j+k>p+q
vj−q,k−pxj−qyk−p
)
. (5)
The center problem for polynomial systems (4) dates back about one hundred years, beginning with Dulac’s 1908
study [1] of the quadratic system
x˙ = x−
∑
j+k=1
ajkxj+1yk, y˙ = −y+
∑
j+k=1
bkjxkyj+1.
He showed that for this system a first integral of the form (5) exists if and only if by means of a linear transformation the
equation of the trajectories can be brought into one of eleven forms, each of which contains at most two parameters. He also
found first integrals for all eleven forms. Since the work of Dulac much effort has been devoted to the study of the center
problem for real polynomial systems of the form (1), and at present there is a voluminous literature devoted to such systems.
The center problem for systems (4) has been investigated far less, however. We mention here that the center problem has
been solved for quadratic systems (4) with p = 1 and q = 2 [2], and for systems (4) with p = q = 1 and nonlinear terms all
of degree 3 [3,4]. For more results on the center problem for system (4) the reader can also consult [5–7].
In this paper we obtain necessary and sufficient conditions for existence of a center at the origin for systems of the form
x˙ = x− a20x3 − a11x2y− a02xy2 − a−13y3
y˙ = −3y+ b3,−1x3 + b20x2y+ b11xy2 + b02y3.
(6)
Our approach is as follows; for fuller explanations see [2,3,7–9]. The kth focus quantity g3k,k corresponding to (6) is a
polynomial in the coefficients ajk, bkj with the property that a first integral Ψ of the form (5) exists for a system of the form
(6) if and only if every focus quantity vanishes on the coefficients of that system, that is, if and only if the coefficients lie
in the variety V(B) in C8 of the ideal B = 〈g3k,k : k ∈ N〉 in the polynomial ring C[a20, a11, a02, a−13, b3,−1, b20, b11, b02],
which we will henceforth abbreviate to C[a, b]. By the Hilbert Basis Theorem this is the same as the variety V(BK ) of the
ideal BK = 〈g31, . . . , g3K ,K 〉 for some finite but not previously known K ∈ N. Using the Focus Quantities Algorithm from
[9] and a modification of Mathematica code from [8] we computed the eight first focus quantities g3,1, g6,2, . . . , g24,8 of
system (6). They become enormous and are not listed here, but the interested reader can easily compute them using any
available computer algebra system.Wewill show thatV(B) = V(B8). Ideally at this pointwewouldnext find the irreducible
decomposition of the variety V(B8). To do so directly actually exceeds the capacity of the computational facilities available
to us, so we divide the computation into cases based on the following observation. If in (4) we make the change of the
coordinates
x˜ = rx, y˜ = sy (7)
then we obtain the system
˙˜x = px˜−
n∑
j+k=1
a˜jkx˜j+1y˜k ˙˜y = −qy˜+
n∑
j+k=1
b˜kjx˜ky˜j+1 (8)
where
a˜jk = r−js−kajk, b˜kj = r−ks−jbkj. (9)
Denote by g˜kq,kp the focus quantities of system (8). It follows frompoint (d) of Theorem 4 of [9] that if gkq,kp is a focus quantity
of system (4) then g˜kq,kp = (r−qs−p)kgkq,kp. Therefore if ajk 6= 0 (respectively, bkj 6= 0) we can choose r or s in (7) such that
in (8) a˜jk = 1 (respectively, b˜kj = 1), and if ajkbkj 6= 0 we can do so simultaneously. With this kind of reduction we can
successfully use the computer algebra system SINGULAR [10,11] to obtain a decomposition of V(B8) (overQ; see Section 2).
A system of the form (6) has a center at the origin if and only if the corresponding coefficients lie in the variety V(B). It
is clear that V(B8) ⊃ V(B). We establish the reverse inclusion by proving the existence of a first integral Ψ for systems in
each component of V(B8). To do so we primarily employ the Darboux method of integration, which we now describe (see
for example [3,12]). Recall that a polynomial f (x, y) defines an algebraic invariant curve f (x, y) = 0 of system (4) if and only
if there exists a polynomial k(x, y), the cofactor of f , such thatXf = k · f , whereX is the vector field P ∂
∂x + Q ∂∂y associated
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to (4). We follow the standard practice of referring to the polynomial f itself as an algebraic invariant curve. Suppose
f1, . . . , fm are algebraic invariant curves of (4) with respective cofactors k1, . . . , km. If there exist constants α1, . . . , αm, not
all zero, such that
m∑
j=1
αjkj(x, y) = 0 (10)
thenΦ = f α11 · · · f αmm is a first integral of (4). If there exist constants α1, . . . , αm, not all zero, such that
m∑
j=1
αjkj(x, y)+ ∂P
∂x
(x, y)+ ∂Q
∂y
(x, y) = 0 (11)
then µ = f α11 · · · f αmm is an integrating factor for system (4).
The reduction described above using (9) allows us to obtain a decomposition of V(B8) by individually treating each of
the following four situations: (α) a02 = b20 = 1, (β) a02 = 1, b20 = 0, (γ ) a02 = 0, b20 = 1, and (δ) a02 = b20 = 0. Our
results are summarized in the following three theorems, the first corresponding to situation (α), the second to (β) and (δ),
and the third to (γ ).
Theorem 1. System (6) with a02 = b20 = 1 has a center at the origin if and only if all of the quantities in at least one of the
following fourteen lists vanish, i.e. if and only if the coefficient string of the system lies in V(I1.1) ∪ · · · ∪ V(I1.14), where I1.j is the
ideal in C[a, b] generated by the polynomials in list j, 1 ≤ j ≤ 14.
1. 5b02 + 3, b11, 343b23,−1 + 180, a−13, 5a11 − 7b3,−1, 36a20 − 35a11b3,−1
2. 5b02 + 3, b11, 3b23,−1 + 20, a−13, 5a11 + b3,−1, 4a20 − 7a11b3,−1
3. b3,−1, a−13, 5a11b02 + 3a11 − b11b02 − 3b11, 2a20b02 + 3a20 − b02, 3a20a11 + a20b11 + a11 − b11
4. b02 − 1, a−13, a11, a20 − 1
5. b02 − 1, a−13, 2a11 − b11, 5a20 − 1
6. b02−1, a−13, 27a311b3,−1+27a211b3,−1b11+9a11b3,−1b211+b3,−1b311−16, 16a20+9a311b3,−1−3a211b3,−1b11−5a11b3,−1b211
− b3,−1b311
7. 11b02 + 3, 11b211 − 48, 3b3,−1 + 11b11, a−13, 3a11 + 2b11, 3a20 + 19
8. b3,−1, a11, a20 − 1
9. 5b02 − 21, 8b211 + 15, 6b3,−1 + b11, 5a−13 + 6b11, 15a11 + b11, 3a20 − 2,
10. b02 − 6, 16b211 − 507, 39b3,−1 − 4b11, 52a−13 − 15b11, 39a11 + b11, 3a20 − 5
11. 7b02 − 3, b3,−1, 3a11 − 2b11, 9a20 − 1
12. 14a211 + 21b02 − 29, 147b202 − 126b02 − 101, 3a20 − 21b02 + 26, 77a11 − 8b3,−1 − 49a11b02, 43a11 − 8b11 + 105a11b02,
84a−13 − 55a11 − 105a11b02
13. b02 − 1, 8b211 + 9, 6b3,−1 − b11, 3a−13 − 10b11, a11 − b11, a20
14. b02 + 3, b211 + 3, 3b3,−1 + b11, a−13 + b11, 3a11 − b11, a20 − 1.
Theorem 2. System (6) with b20 = 0 has a center at the origin if and only if all of the quantities in at least one of the following
nine lists vanish, i.e. if and only if the coefficient string of the system lies in V(I2.1)∪ · · · ∪ V(I2.9), where I2.j is the ideal in C[a, b]
generated by the polynomials in list j, 1 ≤ j ≤ 9.
(1) 2b02 + 3a02, b3,−1, a−13, 3a11 + b11
(2) b11, b3,−1, a−13, a11
(3) b3,−1, a20
(4) b02 − a02, a−13, 2a11 − b11, a20
(5) b02 − a02, a−13, a11, a20
(6) b02 − 9a02, 81a11 + 7b11, 392b211 + 3645a20b02, 196a−13b11 − 25b202, 5a20b11 − 6b3,−1b02, 1176a−13b3,−1 − 125a20b02,
729a20a−13 + 10b11b02, 6075a220 + 784b3,−1b11
(7) b02 − a02, 3a11 + b11, 8b211 + 27a20b02, 4a−13b11 − 5b202, a20b11 − 2b3,−1b02, 8a−13b3,−1 − 5a20b02, 27a20a−13 + 10b11b02,
27a220 + 16b3,−1b11
(8) b02 − a02, a−13, 3a11 + b11, a20b11 − 3b3,−1b02
(9) b02 − a02, a−13, 3a11 + b11, 27a320b02 − 4b3,−1b311.
Theorem 3. System (6) with a02 = 0 and b20 = 1 has a center at the origin if and only if all of the quantities in at least one of
the following eleven lists vanish, i.e. if and only if the coefficient string of the system lies in V(I3.1)∪ · · · ∪V(I3.11), where I3.j is the
ideal in C[a, b] generated by the polynomials in list j, 1 ≤ j ≤ 11.
1. a20+1, 3b11+5a11, 5a11b02−12a−13, 3b3,−1b02−4a11, 16a211+9b02, 4b3,−1a11+3, 64a−13a11+15b202, 16a−13b3,−1+5b02,
25b302 + 256a2−13
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2. a11, a20 − 1, b3,−1
3. b02, a11, a20 + 3, b11, b3,−1
4. b02, a11, 5a20 − 3, b11, b3,−1
5. b02, a11, a20 − 3, b11, b3,−1
6. b02, a11, a20 − 1, a−13
7. b02, a11, b11, a−13
8. b02, 9a20 − 1, 2b11 − 3a11, b3,−1
9. b02, b3,−1, a−13, b11a20 + 3a20a11 − b11 + a11
10. 2a20 − 1, b11 − 5a11, b3,−1, a−13
11. b02, 5a20 − 1, b11 − 2a11, a−13.
The following problemwas mentioned in [6]. ‘‘In all known polynomial examples of p : −q resonant saddle centers with
p + q ≥ 3 one (or both) of the separatrices of the saddle is algebraic. Is it always so when p + q ≥ 3?’’ Our work supports
an affirmative answer to this conjecture.
At several points in the proofs we will use the observation contained in the following remark, which allows us to avoid
treatment of special subcases.
Remark 4. Suppose that for polynomials f1, . . . , fs, g1, . . . , gr ∈ C[a, b] the variety V = V(f1, . . . , fs) is irreducible and that
for all (a∗, b∗) ∈ S := V \V(g1, . . . , gr) the corresponding system (6) with (a, b) = (a∗, b∗) has a center. If S is a non-empty
proper subset of V , then because the Zariski closure of S (the smallest variety in C6 containing S) is V (which follows from
the irreducibility of V ) and because the set of all systems having a center is a variety, it follows that for all (a∗, b∗) ∈ V the
corresponding system (6) has a center.
The remainder of the paper is structured as follows. In the next section we prove the necessity of the conditions listed
in the three theorems. Proofs that the conditions are sufficient are grouped according to the technique of proof, since often
practically the same idea applies to several cases. Each remaining section is devoted to one proof technique.
2. Necessity
Suppose a02 = b20 = 1 (situation (α)) and let V1.j denote the variety in C6 of I1.j, V1.j = V(I1.j) = {a ∈ C6 : f (a) =
0 for all f ∈ I1.j}. For example to the fourth list in the theorem correspond the ideal I1.4 = 〈b02 − 1, a−13, a11, a20 − 1〉 and
the variety V(b02 − 1, a−13, a11, a20 − 1). Using the FGb package [13] we computed a Gröbner basis G (see [14]) of the ideal
B8 with respect to lexicographic order with b02 > a20 > a11 > a−13 > b3,−1 > b11. For a given polynomial ideal I the
routineminAssChar [10] of SINGULAR [11] computes, over the ground fieldQ, the prime decomposition of the radical
√
I of
the ideal I ,
√
I = ∩Pj, where each Pj is prime, using the characteristic sets method (see, e.g. [15]). We applied this routine to
〈G〉 = B8, and SINGULAR yielded fourteen ideals I1.j. (In the twelfth case we made a second Gröbner basis calculation with
respect to lexicographic order with a−13 > b11 > b3,−1 > a11 > a20 > b02 to obtain a considerable simplification.) Since
for any field kV(
√
I) = V(I), V(∩Ij) = ∪V(Ij), and V(I) ⊂ kn is irreducible if and only if I is prime in k[a, b]we conclude that
the variety V(B8) consists of the fourteen components V1.1 through V1.14. Each component is irreducible as a variety in Q6,
but although the decomposition is still valid in C6, the subvarieties V1.j need no longer be irreducible. For example, in Case
1.1, the third case treated in Section 3, V1.1 consists of two points inC6. Nevertheless, the vanishing of all the polynomials in
at least one of the fourteen lists is a necessary condition for the origin to be a center of system (6) onC2 when a02 = b20 = 1.
For situation (β), using the FGb package and minAssChar of SINGULAR we found that the variety of the ideal B8 with
a02 = 1 and b20 = 0 consists of nine components, corresponding to the varieties of the nine ideals with the following
generators:
(1) 2b02 + 3, b3,−1, a−13, 3a11 + b11
(2) b11, b3,−1, a−13, a11
(3) b3,−1, a20
(4) b02 − 1, a−13, 2a11 − b11, a20
(5) b02 − 1, a−13, a11, a20
(6) b02 − 9, 177147b3,−1 + 196b311, 196a−13b11 − 2025, 81a11 + 7b11, 32805a20 + 392b211
(7) b02 − 1, 27b3,−1 + 4b311, 4a−13b11 − 53a11 + b11, 5a20 − 8a−13b3,−1
(8) b02 − 1, a−13, 3a11 + b11, a20b11 − 3b3,−1
(9) b02 − 1, a−13, 3a11 + b11, 27a320 − 4b3,−1b311.
Form the set U1 of all strings (a, b) ∈ C6 for which there exists a transformation of the form (7) that maps the given string
onto a string (a′, b′) that satisfies a′02 = 1, b′02 = 0, and the four conditions corresponding to the vanishing of the four
generators in list (1) above. We obtain the four conditions given by the vanishing of the four polynomials in case (1) of
Theorem 2 and the extra condition that a20 6= 0. The set U1 is not itself a variety, but its Zariski closure is precisely the
variety defined by the vanishing of the four polynomials in case (1) of Theorem 2, i.e., is the variety of the ideal I2.1 with
those four polynomials as generators, V(I2.1). Because extra points were added in forming the Zariski closure it contains
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points that correspond to systems that cannot be transformed to a system that satisfies the conditions in (1) above. In the
samemannerwe obtain the remaining eight lists of polynomials in the statement of Theorem 2, and the ideals I2.j, 2 ≤ j ≤ 9,
that they generate. We claim that V(I2.1)∪ · · · ∪ V(I2.9) = V(B8)∩ V(b20), or, using known properties of polynomial ideals
and their varieties, that
V(I2.1) ∪ · · · ∪ V(I2.9) = V(B8) ∩ V(b20) = V(B8 + 〈b20〉) = V(g3,1, . . . , g24,8, b20),
and thus that the nine conditions listed in Theorem 2 give necessary conditions for existence of a center situation in both
situations (β) and (δ).
To prove the claim we proceed as follows. Over C, for any two ideals I and J , V(I) = V(J) if and only if √I = √J .
Moreover V(I ∩ J) = V(I) ∪ V(J). The Radical Membership Test (Chapter 4, Section 3, Proposition 8 of [16]) states that
f ∈ √〈f1, . . . , fs〉 if and only if a reduced Gröbner basis of 〈f1, . . . , fs, 1−wf 〉 in C[a, b, w] is {1}. Thus we compute a set of
generators {h1, . . . , hw} of I2.1∩· · ·∩ I2.9 (see Chapter 4, Section 3, Theorem 11 of [16] for a basis of an intersection of ideals)
and verify by means of the Radical Membership Test that on the one hand hj ∈
√
g3,1, . . . , g24,8, b20, 1 ≤ j ≤ 9, while on
the other hand that g3k,k ∈ √h1, . . . , hw , 1 ≤ k ≤ 8, and b20 ∈ √h1, . . . , hw , establishing the claim.
Lastly, for situation (γ ), again using the FGb package andminAssChar of SINGULAR we found that the variety of the ideal
B8 with a02 = 0 and b20 = 1 consists of eleven components, corresponding to the varieties of the eleven ideals determined
by the eleven lists of generators in Theorem 3, which are thus necessary for existence of a center at the origin.
3. Sufficiency: Darboux first integral
In this section we show sufficiency by constructing a first integral using invariant algebraic curves and Eq. (10). We begin
with the two cases with the most complicated proofs.
Case 1.12.We solve the first condition for b02 in terms of a11. When this expression for b02 is inserted in the second condition,
it yields four real values of a11; when it is inserted in the four remaining conditions it determines the values of the remaining
four coefficients a20, aa−13, b3,−1, and b11 in terms of a11. The four values of a11 are
(i)
1
49
√
10+ 4√6 (ii) − 1
49
√
10+ 4√6 (iii) 1
49
√
10− 4√6 (iv) − 1
49
√
10− 4√6.
In situation (i) we make substitution (7) with
r = i
10
√
3138+ 1924√6 and s = − i
441
√
−9+ 8√6.
In situation (ii) we make the same substitution but with s negated. Each time we obtain the system
x˙ = x− 50(19503+ 3802
√
6)
9272709
x3 − 10(155+ 48
√
6)
10201
x2y+ 63+ 56
√
6
101
xy2 − y3
y˙ = −3y+ 500(24267+ 6791
√
6)
936543609
x3 − 50(962
√
6− 1569)
3090903
x2y− (2470
√
6− 2650)
10201
xy2 + y3.
(12)
This system has the two invariant curves
f1(x, y) = 3184560451803+ (−407071925100− 54863528250
√
6)x2 + (−206039593980+ 552560729310√6)
× xy+ (−1513454472144− 283772713527)√6y2 + (1736405000− 1647427500√6)x4
+ (19554509000− 20080820000√6)x3y+ (47667232800− 65398611000√6)x2y2
+ (96992536140− 59468973720√6)xy3 + (200420332326+ 41520099999√6)y4
and
f2(x, y) = 88588507087433232981+ (−15098638014088383600− 2034934128702117000
√
6)x2
+ (−7642180789818767280+ 20494939390877603160√6)xy+ (−56135291619759672384
− 10525367178704938572√6)y2 + (421130742850350000+ 25601856821910000√6)x4
+ (4169664471292056000− 214655795182800000√6)x3y+ (8161076222865698400
− 2096853334793708400√6)x2y2 + (1155613296750272640− 5225481554154506640√6)xy3
+ (12818021415650568756+ 3207400119363331116√6)y4 + (−1702094143000000
+ 815558065000000√6)x6 + (−42765011980200000+ 20105315206800000√6)x5y
+ (−222699447918900000+ 113067667738800000√6)x4y2
+ (−502036705235880000+ 287354328287280000√6)x3y3
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+ (−639106724217690000+ 351265665253194000√6)x2y4
+ (−727706746568638800+ 88400875717931040√6)xy5
+ (−685342885711620024− 182054951908673904√6)y6
with respective cofactors
k1(x, y) = − (263400+ 35500
√
6)x2
1030301
+ (1320− 3540
√
6)xy
10201
+ (288+ 54
√
6)y2
101
and k2(x, y) = 4k1/3. By (10) a first integral is
Φ(x, y) = f
4
1 (x, y)
f 32 (x, y)
= A+ Bx3y+ · · ·
where A = 6759804861−1 and B = −8000(510510+ 181457√6)/213138685368775006083. Thus Ψ (x, y) = (Φ(x, y)−
A)/B is a first integral of the form (5).
In situation (iii) we make substitution (7) with
r = 1
10
√
−3138+ 1924√6 and s = 1
441
√
9+ 8√6.
In situation (iv) we make the same substitution but with r negated. Each time we obtain the system
x˙ = x+ 50(−19503+ 3802
√
6)
9272709
x3 + 10(−155+ 48
√
6)
10201
x2y+ 7(9− 8
√
6)
101
xy2 − y3
y˙ = −3y− 500(−24267+ 6791
√
6)
936543609
x3 + 50(1569+ 962
√
6)
3090903
x2y+ 10(265+ 247
√
6)
10201
xy2 + y3.
Like system (12) this system possesses two invariant curves g1(x, y) and g2(x, y). The expression for g2 in particular is
enormous, so they will not be written explicitly. (They have degrees four and six, respectively, each one is a sum of
homogeneous polynomials of even degree, and g1(0, 0) = g2(0, 0) = 1.) From them an analytic Darboux first integral
Φ = g41g−32 can be constructed, which in turn leads to a first integral Ψ of the form (5).
Case 2.9. We may assume that a11a20 6= 0 else we are in Case 2.3, 2.4, or 2.8. Such assumptions will always be made
in reference to earlier cases of the same theorem, so there is no danger of circularity in the proof. We may then apply
transformation (7) with r = √a20 and s = a11/√a20, which yields, dropping the tildes,
x˙ = x− x3 − x2y− 4Rxy2, y˙ = −3y− Rx3 − 3x2y+ 4Ry3
where R = −(a11b3,−1)/a220. Algebraic invariant curves are f1(x, y) = x, f2(x, y) = 1+ (R− 1)x2 − 2(R− 1)xy, and
f3(x, y) = 8R− 4R(2R+ 3)x2 + 8R(R+ 3)xy+ R(2R+ 3)(4R+ 1)x4
+ (4R+ 1)(2R+ 3)(2R− 1)x3y+ 4R(2R+ 3)(4R+ 1)x2y2,
the latter two with cofactors k2(x, y) = 2(R − 1)x2 + 4(R − 1)xy and k3(x, y) = −(2R + 3)x2 − (4R + 6)xy. Using
(10) we obtain the first integral Φ = f α2 f3, α = (2R + 3)/(2R − 2). Taking the series expansion we find that Ψ =
[(6R− 1)(4R+ 1)(2R+ 3)]−1[Φ − 8R] is a first integral of the form (5).
These computations are valid only on V2.9 \ V(J)where J is the ideal
J = 〈 [2a11b3,−1 − 3a220][a11b3,−1 + a220][6a11b3,−1 + a220][4a11b3,−1 − a220] 〉
corresponding to R ∈ {− 32 ,− 14 , 16 , 1}. But the Zariski closure of V2.9 \ V(J), V2.9 \ V(J), is V2.9, which can be verified by
computing I2.9 : J and confirming that√I2.9 = √I2.9 : J using the Radical Membership Test (see the next to last paragraph
of Section 2). (An algorithm for computing generators of the ideal quotient I : J is given in Section 4.4 of [16].) Thus because
V(B) is a variety that contains V2.9 \ V(J), it contains V2.9 \ V(J) = V2.9.
For the remaining cases for which there is a Darboux first integral we merely list the original system (when needed
for clarity), values of r and s that we use in substitution (7) to simplify it, the simplified system with the tildes omitted,
the invariant algebraic curves and their cofactors (unless the curve is a coordinate axis, in which case we usually omit
mention of the obvious cofactor P/x or Q/y), an analytic first integral Φ arising from (10), and a local analytic first integral
Ψ of the form (5). When the symbols ‘‘±’’ or ‘‘∓’’ appear then the upper sign is to be applied everywhere in that case, and
separately the lower sign applied everywhere in that case. Thus in Case 1.1 there are two systems specified by V1.1, each
with a transformation of the form (7) to yield the single model system shown. In Case 2.6 two of the invariant curves are so
large thatwemerely indicate their structure, fromwhichwith the knowledge of the cofactors the reader can easily construct
them.
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Case 1.1.
x˙ = x
(
1+ 5
7
x2 ∓ 6i√
35
xy− y2
)
, y˙ = −3y± 30i
7
√
35
x3 + x2y− 3
5
y3
r = i/√7, s = ∓√5/5
x˙ = x(1− 5x2 + 6xy− 5y2), y˙ = −3y+ 6x3 − 7x2y− 3y3.
f1(x, y) = x k1(x, y) = 1− 5x2 + 6xy− 5y2
f2(x, y) = 1− 3x2 − 2xy+ y2 k2(x, y) = −6x2 + 4xy− 6y2
f3(x, y) = y− x3 − x2y+ xy2 + y3 k3(x, y) = −3− 9x2 − 2xy− 9y2
Φ = f 31 f −42 f3 = Ψ .
Case 1.9.
x˙ = x− 2
3
x3 ± 1
15
√
15
8
ix2y− xy2 ± 6
5
√
15
8
iy3, y˙ = −3y∓ 1
6
√
15
8
ix3 + x2y±
√
15
8
ixy2 + 21
5
y3
r = ∓(√3/6)i, s = 1/√10
x˙ = x+ 8x3 − x2y− 10xy2 + 15y3, y˙ = −3y− 3x3 − 12x2y− 15xy2 + 42y3.
f1(x, y) = 1+ 9x2 − 6xy+ y2 k1(x, y) = 18x2 + 12xy− 6y2
f2(x, y) = 2y+ x3 + 9x2y+ 15xy2 − 25y3 k2(x, y) = −3− 3x2 − 30xy+ 117y2
f3(x, y) = 1− 2x− 2y+ 3x2 + 14xy− 5y2 k3(x, y) = −2x+ 6y+ 2x2 − 20xy+ 42y2
f4(x, y) = 1+ 2x+ 2y+ 3x2 + 14xy− 5y2 k4(x, y) = 2x− 6y+ 2x2 − 20xy+ 42y2
f5(x, y) = 2x+ 9x3 + 21x2y− 17xy2 + 3y3 k5(x, y) = 1+ 17x2 − 22xy+ 41y2
Φ(x, y) = f −21 f2f −33 f −34 f 35 = 16x3y+ · · · , Ψ (x, y) =
1
16
Φ(x, y).
Case 1.10.
x˙ = x− 5
3
x3 ±
√
3
12
x2y− xy2 ∓ 15
16
√
3y3, y˙ = −3y± 1
3
√
3x3 + x2y± 13
4
√
3xy2 + 6y3
r = ±1/√6, s = √2/4
x˙ = x− 10x3 + x2y− 8xy2 − 15y3, y˙ = −3y+ 3x3 + 6x2y+ 39xy2 + 48y3.
f1(x, y) = 2x− 9x3 − 33x2y− 19xy2 − 3y3 k1(x, y) = 1− 19x2 + 34xy+ 49y2
f2(x, y) = 2y− x3 − 9x2y− 27xy2 − 27y3 k2(x, y) = −3− 3x2 + 66xy+ 129y2
f3(x, y) = 1− 16x2 − 32xy− 16y2 + 72x4 + 192x3y+ 464x2y2 + 256xy3 + 40y4
k3(x, y) = −32x2 + 64xy+ 96y2
f4(x, y) = 1+ 3x+ y k4(x, y) = 3x− 3y− 9x2 + 6xy+ 3y2
f5(x, y) = 1− 3x− y k5(x, y) = −3x+ 3y− 9x2 + 6xy+ 3y2
Φ(x, y) = f 31 f2f −33 f 24 f 25 = 16x3y+ · · · , Ψ (x, y) =
1
16
Φ(x, y).
Case 2.6. Assume a02a−13 6= 0 else a subcase of Case 2.3 or Case 2.4.
r =
√
70a302
196a−13
, s =
√
a02
70
x˙ = x+ 700x3 + 175x2y− 70xy2 − 25y3, y˙ = −3y− 1875x3 + 2025xy2 + 630y3
f1(x, y) = 2x+ 3125x3 − 2875x2y− 245xy2 − 5y3
f2(x, y) = 2y+
3∑
j=1
h2j+1(x, y), hu homogeneous of degree u
f3(x, y) = 1+
6∑
j=1
h2j(x, y), hu homogeneous of degree u
k1(x, y) = 1+ 3825x2 + 3050xy+ 665y2
k2(x, y) = −3+ 225x2 + 3450xy+ 1785y2
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k3(x, y) = 3900x2 + 4200xy+ 1260y2
Φ = f 31 f2f −33 , Ψ =
1
16
Φ.
Case 2.7. Assume a11b02 6= 0 else a subcase of Case 2.3 or Case 2.4.
r = a11/
√
b02, s =
√
b02
x˙ = x+ 8
3
x3 − x2y− xy2 + 5
12
y3, y˙ = −3y+ 4x3 − 3xy2 + y3
f1(x, y) = 1+ 4x2 + 4xy− 13y
2 − 4
3
x4 + 8
9
x3y+ 2
3
x2y2 − 2
3
xy3 + 5
36
y4 k1(x, y) = 8x2 − 8xy+ 2y2
f2(x, y) = 12y− (2x− y)3 k2(x, y) = −3+ 2x2 − 2xy+ 12y
2
f3(x, y) = x− 13x
3 + 1
2
x2y− 1
4
xy2 + 1
24
y3 k3(x, y) = 1+ 2x2 − 2xy+ 12y
2
Φ = f −11 f2f 33 , Ψ =
1
12
Φ.
Case 3.1.
x˙ = x+ x3 + 3
4b
x2y− 5
16b3
y3, y˙ = −3y+ bx3 + x2y+ 5
4b
xy2 − 1
b2
y3
f1(x, y) = x+ 14x
3 − 3
8b
x2y+ 3
16b2
xy2 − 1
32b3
y3 k1(x, y) = 1+ 32x
2 + 3
2b
xy− 9
8b2
y2
f2(x, y) = y− b6x
3 + 1
4
x2y− 1
8b
xy2 + 1
48b2
y3 k2(x, y) = −3+ 32x
2 + 3
2b
xy− 9
8b2
y2
f3(x, y) = 1+ 12x
2 − 1
2b
xy+ 1
8b2
y2 k3(x, y) = x2 + 1b xy−
3
4b2
y2
Ψ = f 31 f2f −63 = Ψ .
Case 3.6.
x˙ = x− x3, y˙ = −3y+ bx3 + x2y+ cxy2
f1(x, y) = x, k1(x, y) = 1− x2
f2(x, y) = 1+ x, k2(x, y) = x− x2
f3(x, y) = 1− x, k3(x, y) = −x− x2
f4(x, y) = −2+
(√
1− bc + 1
)
x2 + cxy k4(x, y) = −
(√
1− bc + 1
)
x2 + cxy
f5(x, y) = 4− 4x2 − 4cxy+ bcx4 + 2cx3y+ cx2y2 k5(x, y) = −2x2 + 2cxy.
Φ = f
√
1−bc
2 f
√
1−bc
3 f
−2
4 f5 = 1+
c
2
√
1− bcx3y+ (5)· · ·
Ψ (x, y) = 2
c
√
1−bc [Φ(x, y) − 1] for systems with coefficients in V3.6 \ V(〈c, bc − 1〉). By Remark 4 there is a center for
every system in V3.6.
4. Sufficiency: Darboux integrating factor I
In this section we show sufficiency by constructing an integrating factor using invariant algebraic curves and Eq. (11) in
the cases in which there are no complications. We explain in detail the first case that we treat.
Case 1.13. In this case system (6) takes the form
x˙ = x∓ 3i
2
√
2
x2y− xy2 ∓ 5i√
2
y3, y˙ = −3y± i
4
√
2
x3 + x2y± 3i
2
√
2
xy2 + y3.
We apply transformation (7) with r = ±1/2 and s = i/√2 to obtain the equivalent system
x˙ = x− 3x2y+ 2xy2 + 5y3, y˙ = −3y− x3 + 4x2y+ 3xy2 − 2y3.
Two invariant algebraic curves and their cofactors are
f1(x, y) = 1− x2 − 2xy− y2 k1(x, y) = −2x2 + 4xy+ 6y2
f2(x, y) = 6y+ x3 − 3x2y− 9xy2 − 5y3 k2(x, y) = −3+ 3x2 + 6xy+ 3y2.
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By (11) the function µ = f1f −
2
3
2 is an integrating factor on a neighborhood of (0, 0) minus the zero set of f2. By direct
integration using µwe obtain
Φ(x, y) =
(
1
2
x− 1
4
x3 − 1
4
x2y+ 1
4
xy2 + 1
4
y3
)
(6y+ x3 − 3x2y− 9xy2 − 5y3) 13 ,
a first integral on a neighborhood of (0, 0) minus the zero set of f2, along which it is not differentiable. Then Ψ (x, y) =
4
3Φ
3(x, y) is an analytic first integral on a neighborhood of (0, 0) of the form (5).
For the remaining cases treated in this section we merely list the original system (when needed for clarity), values of
r and s that we use in substitution (7) to simplify it, the simplified system with the tildes omitted, the invariant algebraic
curves and their cofactors, an integrating factor µ arising from (11) (which may fail to exist on one or more curves through
(0, 0)), a local first integral Φ (possibly failing to exist or be differentiable on a full neighborhood of (0, 0)) obtained by
integration using µ, and an analytic first integral Ψ of the form (5) obtained fromΦ .
Case 1.2.
x˙ = x
(
1− 7
3
x2 ± 2i√
15
xy− y2
)
, y˙ = −3y± 2
√
5i√
3
x3 + x2y− 3
5
y3
r = 1/√3, s = ∓i/3√5
x˙ = x(1− 7x2 − 6xy+ 45y2), y˙ = −3y+ 2x3 + 3x2y+ 27y3.
f1(x, y) = x k1(x, y) = 1− 7x2 − 6xy+ 45y2
f2(x, y) = 1− 9(x− y)2 k2(x, y) = −18(x+ 3y)(x− y)
f3(x, y) = 1− (x+ 3y)2 k3(x, y) = −2(x− 9y)(x+ 3y)
µ = f 21 f −
3
2
2 f
− 52
3
Φ(x, y) = 1
96
3x4 + 24x3y+ 54x2y2 − 81y4 + 6x2 + 18y2 − 1
[1− 9(x− y)2] 12 [1− (x+ 3y)2] 32
= − 1
96
+ x3y+ · · · ,
Ψ (x, y) = Φ(x, y)+ 1
96
.
Case1.3.
f1(x, y) = x, f2(x, y) = y
µ = f α11 f α22 , where α1 = −(9a20 − 1)/(3a20 − 1), α2 = −(5a20 − 1)/(3a20 − 1)
Φ(x, y) = [(2a− 1)(a− 1)− a(2a− 1)(a− 1)x2 + 2a(2a− 1)cxy+ a(a− 1)y2](x3y) 2a1−3a ,
a = a20, c = a11.
Ψ (x, y) =
[
1
(2a−1)(a−1)Φ(x, y)
] 1−3a
2a
, a = a20, for systems in V1.3 \ V(J),
J = 〈a20(3a20 − 1)(2a20 − 1)(a20 − 1)〉.
Finish as in Case 2.9 (Section 3) by showing that V1.3 \ V(J) = V1.3.
Case 1.5.
f1(x, y) = x, µ = f 21 , Φ(x, y) = −
1
6
b3,−1x6 + x3y
(
1− 1
5
x2 − 1
2
a11xy− 13y
2
)
= Ψ (x, y).
Case 1.7.
x˙ = x+ 19
3
x3 ± 2
3
√
48
11
x2y− xy2, y˙ = −3y∓ 11
3
√
48
11
x3 + x2y±
√
48
11
xy2 − 3
11
y3
r = 1/√3, s = ∓1/√11
x˙ = x+ 19x3 − 8x2y− 11xy2, y˙ = −3y+ 12x3 + 3x2y− 12xy2 − 3y3.
f1(x, y) = x k1(x, y) = x+ 19x2 − 8xy− 11y2
f2(x, y) = 1+ 21x2 + 12xy+ 3y2 − 3(5x+ y)(x− y)3 + (x− y)6 k2(x, y) = 42x2 − 24xy− 18y2
µ = f 21 f −
7
3
2
Φ(x, y) = − 1
288
n(x, y)
f2(x, y)
4
3
= − 1
288
+ x3y+ · · · ,
n(x, y) = 1+ 28x2 + 16xy+ 4y2 + 6(13x2 + 6xy+ y2)(x− y)2 − 4(5x+ y)(x− y)5 + (x− y)8
Ψ (x, y) = Φ(x, y)− Φ(0, 0).
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Case 1.11.
f1(x, y) = y, µ = f −
2
3
1
Φ(x, y) = y 13
(
3x− 1
3
x3 − 3
4
a11x2y− 37xy
2 − 3
10
a−13y3
)
, Ψ (x, y) = 1
27
Φ3(x, y).
Case 2.1.
f1(x, y) = x, f2(x, y) = y, µ = f −31 f −
5
3
2
Φ(x, y) = 3
4
x−2y−
2
3 (−2+ 2a20x2 − 4a11xy− a02y2), Ψ =
(
−2
3
Φ(x, y)
)−3/2
.
Case 2.4.
f1(x, y) = x, µ = f 21
Φ(x, y) = x3y− 1
2
a11x4y2 − 13a02x
3y3 − 1
6
b3,−1x6 = Ψ (x, y).
Case 3.3.
x˙ = x+ 3x3 − ay3, y˙ = −3y+ x2y
f1(x, y) = x− a10y
3, k1(x, y) = 1+ 3x2, f2(x, y) = y
µ = f −
14
5
1 f
− 85
2 , Φ(x, y) = −
5
72
24+ 72x2 − 18axy3 + ay6
y
3
5 (x− a10y3)
9
5
, Ψ = −72
5
Φ−
5
3 .
Case 3.7.
x˙ = x− ax3, y˙ = −3y+ bx3 + x2y
f1(x, y) = x k1(x, y) = 1− ax2
f2(x, y) = 1+
√
ax k2(x, y) =
√
ax− ax2
f3(x, y) = 1−
√
ax k3(x, y) = −
√
ax− ax2
µ = f 21 f
1
2 (
1
a−5)
2 f
1
2 (
1
a−5)
3
Φ(x, y) = x3y(1− ax2)− 12 (3− 1a ) + b
(3a− 1)(a2 − 1) [8+ 4(1− 3a)x
2 + (a− 1)(3a− 1)x4](1− ax2) 12 (3− 1a ).
Ψ (x, y) = Φ(x, y)−Φ(0, 0) for systems with coefficients in V3.7 \V(〈a, a+1, a−1, 3a−1〉). By Remark 4 there is a center
for every system in V3.7.
Case 3.8.
x˙ = x− 1
9
x3 − ax2y− cy3, y˙ = −3y+ x2y+ 3
2
axy
f1(x, y) = y, µ = f −2/31
Φ(x, y) =
(
3x− 1
3
x3 − 3
4
ax2y
)
y
1
3 − 9c
20
y
10
3 , Ψ =
[
1
3
Φ
]3
.
Case 3.10.
x˙ = x− 1
2
x3 − ax2y, y˙ = −3y+ x2y+ 5axy2 + by3
f1(x, y) = x, f2(x, y) = y, µ = f −71 f −32
Φ(x, y) = 1
12
1
x6y2
[−6+ 3x2 + 12axy+ 2by2], Ψ = [−2Φ]− 12 .
Case 3.11.
x˙ = x− 1
5
x3 − ax2y, y˙ = −3y+ bx3 + x2y+ 2axy2
f (x, y) = x, µ = f 21
Φ(x, y) = x3y− b
6
x6 − 1
5
x5y− a
2
x4y2 = Ψ (x, y).
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5. Sufficiency: Darboux integrating factor II
In this section we show sufficiency by constructing an integrating factor using invariant algebraic curves and Eq. (11) in
the cases in which there is some complication.
Case 1.4. Algebraic invariant curves are f1(x, y) = x and
f2(x, y) = 1− 2x2 − b11xy+ 14 (4+ b11b3,−1)x
4 + 3
2
(b11 − b3,−1)x3y+ 14 (4+ b
2
11)x
2y2
− 1
4
b3,−1(b11 − b3,−1)x6 + 12 (b3,−1 − b11)x
5y− 1
4
b11(b11 − b3,−1)x4y2 + 12 (b3,−1 − b11)x
3y3
with its cofactor k2(x, y) = −4x2 + 2b11xy. From (11) we obtain the integrating factor µ = f 21 f −12 , which yields
Φ(x, y) =
∫
µ(x, y)P(x, y) dy = (x3y+ (6)· · ·)+ f (x)
for some analytic function f andwhere the notationmeans that omitted terms have order at least six. Sinceµ(x, y)Q (x, y) =
−3x2y+ (5)· · ·, f ′(x) = ax5+ (6)· · · for some a, henceΦ(x, y) = x3y+· · · andΨ (x, y) = Φ(x, y) is a first integral of the form (5).
Case 1.6. If a11 = 0 then the simultaneous vanishing of the two polynomials that involve a11 implies that a20 = 1, and the
system satisfies the conditions of Case 1.4. Thus we proceed on the assumption that a11 6= 0. We make the substitution (7)
with r = 1 and s = a11, obtaining from (9) and the first two conditions in this case a˜20 = a20, a˜11 = 1, a˜02 = a−211 , b˜20 = 1,
and b˜02 = a−211 . We treat a20 and a11 as parameters, writing d = a20 and c = a11, and use the remaining two conditions of
this case to reduce (6) to the form
x˙ = x− dx3 − x2y− c−2xy2
y˙ = −3y+ (1− d)
3
4c2
x3 + x2y+ 1+ 3d
1− d xy
2 + c−2y3 where (d− 1)c 6= 0.
Then an algebraic invariant curve is f1(x, y) = x. If (d − 1)2 − 4dc2 6= 0 then a second algebraic invariant curve is
f2(x, y) = 1+ Ax2 + Bxywith cofactor k2(x, y) = 2Ax2 − 2Bxy, where
A = (d− 1)
2 − 4dc2
4c2
and B = − (d− 1)
2 − 4dc2
2(d− 1)c2 .
Eq. (11) holds with α1 = 2 and α2 = 2(5d − 1)c2[(d − 1)2 − 4dc2]−1, so an integrating factor is µ = f α11 f α22 . Multiplying
the system by µ and integrating yields as a first integral an expression of the form
Φ(x, y) = M(x, y)
8c[3(d− 1)2 − 2c2(d+ 1)](d− 1)(d− 1+ c2)[(d− 1)2 + 2c2(3d− 1)]
= Φ(0, 0)+ x3y+ · · ·
whereM is a polynomial in x and ywhose coefficients are polynomials in d and c and
Φ(0, 0) = 8(d− 1)
2c4
[3(d− 1)2 − 2c2(d+ 1)](d− 1+ c2)[(d− 1)2 + 2c2(3d− 1)] 6= 0,
all of this provided that none of the factors in the denominator ofΦ(0, 0) vanishes. Thus Ψ (x, y) = Φ(x, y)−Φ(0, 0) is as
required for systems in V6 \ V(J)where
J = 〈[(a20 − 1)2 − 4a20a211][3(d− 1)2 − 2c2(d+ 1)][d− 1+ c2][(d− 1)2 + 2c2(3d− 1)]〉.
But the Zariski closure of V1.6 \ V(J), V1.6 \ V(J), is V1.6, which can be verified by computing I1.6 : J and confirming that√
I1.6 = √I1.6 : J using the Radical Membership Test. Thus because V(B) is a variety that contains V1.6 \ V(J), it contains
V1.6 \ V(J) = V1.6.
Case 2.2. In this case system (6) takes the form
x˙ = x− ax3 − bxy2, y˙ = −3y+ cy3.
There are three algebraic invariant curves f1(x, y) = x, f2(x, y) = y, and f3(x, y) = 1 − 13 cy2, the last one with cofactor
k3(x, y) = 2cy2. Using (11) we find that there is an integrating factor f −31 f −
5
3
2 f
− 23− bc
3 , using which we obtain (integrating−µQ with respect to x then differentiating the result with respect to y and comparing to µP) the first integral
Φ(x, y) = −3
2
x−2y−
2
3
((
1− 1
3
cy2
) 1
3− bc − ax2 2F 1
(
−1
3
,
(
2
3
+ b
c
)
; 2
3
; 1
3
cy2
))
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where 2F 1(a, b; c; z) denotes the classical standard hypergeometric function
2F1(a, b; c; z) = 1+ ab1!c z +
a(a+ 1)b(b+ 1)
2!c(c + 1) z
2 + a(a+ 1)(a+ 2)b(b+ 1)(b+ 2)
3!c(c + 1)(c + 2) z
3 + · · · .
Thus Ψ (x, y) = (− 23Φ(x, y))−
3
2 is a first integral of the form (5).
Case 2.5. In this case system (6) takes the form
x˙ = x− axy2, y˙ = −3y+ bx3 + cxy2 + ay3.
Algebraic invariant curves are f1(x, y) = x and
f2(x, y) = 4− 4cxy+ bcx4 − 6abx3y+ c2x2y2 + ab2x6 + abcx4y2 + 2a2bx3y3
with cofactors k1(x, y) = 1− ay2 and k2(x, y) = 2cxy, respectively. From (11) we obtain the integrating factor µ = f 21 f −12 .
By the same argument as in Case 1.4 (the first case treated in this section) we obtain a first integral Φ(x, y) = 14x3y + · · ·,
hence Ψ (x, y) = 4Φ(x, y) is a first integral of the form (5).
Case 2.8. We may assume that b3,−1 6= 0 else we are in Case 2.2 or Case 2.3. We will treat the situations (a) b02 = 0 and (b)
b02 6= 0 separately.
Subcase (a). First suppose b02 = 0. Then by the first and fourth conditions on the list a02 = 0 and a20b3,−1 = 0.
(i) If a20 = 0 then the system has the form
x˙ = x− ax2y, y˙ = −3y+ bx3 − 3axy2. (13)
The algebraic curves f1(x, y) = x and f2(x, y) = 1 + 2axy − 12abx4, the latter with cofactor k2(x, y) = −4axy, yield via
(11) the integrating factor µ(x, y) = x2(−4axy)− 52 , using which we obtain by direct integration the first integral
Ψ (x, y) = 4
3
6x3y− bx6
(4+ 8axy− 2abx4) 32
,
which is of the form (5). This computation is valid only if a 6= 0, but it is apparent that the end result is valid even when
a = 0. That is, the function Ψ obtained when a = 0 is a first integral for system (13) with a = 0.
(ii) If b3,−1 = 0 then the system has the form
x˙ = x− ax3, y˙ = −3y+ bx3.
If a = 0 then we have system (13) with a = 0. Proceeding on the assumption that a 6= 0, the invariant algebraic
curves f1(x, y) = x and f2(x, y) = 1 − ax2, the latter with cofactor k2(x, y) = −2ax2, are distinct and yield via (11) the
integrating factor µ(x, y) = x2(1− ax2)− 52 , using which we obtain by direct integration the first integral
Φ(x, y) = 3a
2bx4 + 3a3x3y− 12abx2 + 8b
3a3(1− ax2) 32
= 8b
3a3
+ x3y+ · · ·
hence Ψ (x, y) = Φ(x, y)− Φ(0, 0) is a first integral of the form (5).
Subcase (b). Now suppose b02 6= 0. Then b3,−1b02 6= 0 and we may apply transformation (7) with r = b1/602 b1/33,−1 and
s = b1/202 , which yields, dropping the tildes,
x˙ = x+ 1
R
x3 − Rx2y− xy2, y˙ = −3y+ x3 − 3Rxy2 + y3
where R = a11b−2/302 b−1/33,−1 . Algebraic invariant curves are f1(x, y) = x and f2(x, y) = 1+ 1Rx2 + 2Rxy− R2x4 + x3y− 12Rx2y2,
the latter with cofactor 2Rx
2 − 4Rxy. From (11) we obtain the integrating factor f 21 f −
5
2
2 and the first integral Φ(x, y) =
− 13 (1+ 2R3)2g(x, y)f2(x, y)−
3
2 , where
g(x, y) = 8R3 + 12R2x2 + 24R4xy− 3R(2R3 + 1)x4 − 3(2R3 − 1)x3y+ 6R2(2R3 − 1)x2y2
+ R3(2R3 − 1)x6 − 3R2(2R3 − 1)x5y− 3R(2R3 − 1)x4y2 − (2R3 − 1)x3y3.
Taking the series expansion we find that Ψ (x, y) = Φ(x, y)− Φ(0, 0) is a first integral of the form (5).
Case 3.9. In this case system (6) takes the form
x˙ = x− ax3 − bx2y, y˙ = −3y+ x2y+ cxy2
where a, b, and c satisfy c(a−1)+b(3a+1) = 0. The two algebraic curves f1(x, y) = x and f2(x, y) = y are always invariant,
and when a 6= 1/3 they yield via (11) the integrating factorµ = f α11 f α22 , α1 = (9a−1)/(1−3a), α2 = (5a−1)/(1−3a). By
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direct integration we obtain the first integralΦ(x, y) = −p−1[x3y]p[−1− 2abxy+ ax2], where p = 2a/(1− 3a), provided
a 6= 0 as well. Thus Ψ = [pΦ]−p is a first integral of the form (5).
If a = 0 then b = c , the integrating factor is µ = (xy)−1, and integration gives the first integral Φ(x, y) =
− 12x2 − bxy+ 3 log x+ log y hence Ψ = expΦ is a first integral of the form (5).
If a = 13 then c = 3b and the system is a scaling of x˙ = x, y˙ = −3y by a quadratic function that does not vanish at the
origin, so Ψ (x, y) = x3y is a first integral.
6. Sufficiency: First integral of the form
∑
fk(x)yk
Cases 1.8 and 3.2. In these cases system (6) takes the form
x˙ = x− x3 − ηxy2 − a−13y3, y˙ = −3y+ x2y+ b11xy2 + b02y3 (14)
with η = 1 in Case 1.8 and η = 0 in Case 3.2. To simplify the notation set a−13 = a, b11 = b, and b02 = c. We will show that
there exists a first integral that can be expressed in the form Ψ (x, y) = ∑∞k=1 fk(x)yk. In order that such a series Ψ satisfy
ΨxP + ΨyQ ≡ 0 the functions fk must satisfy the linear ordinary differential equations
(x− x3)f ′k(x)+ k(x2 − 3)fk(x)+ Gk(x) = 0, (15)
where
Gk(x) = (k− 1)bxfk−1(x)+ (k− 2)cfk−2(x)− ηxf ′k−2(x)− af ′k−3(x)
and where we initialize by setting fj(x) ≡ 0 for j ≤ 0. The solution of (15) is
fk(x) = −
(
x
1− x2
)3 ∫
(1− x2)k−1
x3k+1
Gk(x)dx . (16)
Choosing the constant of integration to be zero each time the first few functions are f1(x) = (1 − x2)−1x3, f2(x) =
(1 − x2)−2 b2x4, and f3(x) = (1 − x2)−3( 14 (η − c)x5 + b10x4 + 16 (c − 3η)x3). A straightforward induction argument using
(16) shows that the pattern that is apparent here persists: the integration does not produce logarithms so that fk exists (on
a disk of radius 1 about x = 0) and has the form (1− x2)−kpk(x)where pk is a polynomial of degree k+ 2 whose coefficients
are polynomials in a, b, c , and η. With attention to the precise nature of the polynomials pk one can in fact establish the
convergence of the series defining Ψ on a neighborhood of (0, 0). This is not necessary, however, since existence of the
formal first integral, which by the form of f1 is of the form (5), implies the existence of an analytic first integral of the form
(5) (e.g., Theorem 2 of [9]).
For the remaining cases treated in this section we merely list the original system (when needed for clarity), the ordinary
differential equations that the fk must satisfy, the first few fk, and the general form of the fk, which is established by an
inductive argument. We always initialize by setting fk ≡ 0 for k ≤ 0. Note that the form of f1 in every case gives Ψ the form
of (5).
Case 2.3.
x˙ = x− a11x2y− a02xy2 − a−13y3, y˙ = −3y+ b11xy2 + b02y3
xf ′k(x)− 3kfk(x)+ Gk(x) = 0,
where
Gk(x) = −a11x2f ′k−1(x)− a02xf ′k−2(x)− a−13f ′k−3(x)+ (k− 1)b11xfk−1(x)+ (k− 2)b02fk−2(x)
f1(x) = x3, fk ∈ C[x], deg fk = k+ 2.
Case 3.4.
x˙ = x− 3
5
x3 − ay3, y˙ = −3y+ x2y
x(5− 3x2)f ′k(x)+ 5k(x2 − 3)fk(x)− 5af ′k−3(x) = 0
f1(x) = x3(5− 3x2)− 23 , f2(x) = x6(5− 3x2)− 43 , f3(x) = x9(5− 3x2)− 63
fk = (5− 3x2)− 23 kpk(x), pk ∈ C[x], deg pk ≤ 3k.
Case 3.5.
x˙ = x− 3x3 − ay3, y˙ = −3y+ x2y
x(1− 3x2)f ′k(x)+ k(x2 − 3)fk(x)− af ′k−3(x) = 0
f1(x) = x3(1− 3x2)− 43 , f2(x) = x6(1− 3x2)− 83 , f3(x) = x9(1− 3x2)− 123
fk = (1− 3x2)− 43 kpk(x), pk ∈ C[x], deg pk ≤ 3k.
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7. Sufficiency: Case 1.14
In this case system (6) takes the form
x˙ = x− x3 ∓ i√
3
x2y− xy2 ±√3iy3, y˙ = −3y∓ i√
3
x3 + x2y±√3ixy2 − 3y3.
We apply transformation (7) with r = i/√3 and s = ±1 to obtain the equivalent system
x˙ = x+ 3x3 − x2y− xy2 − y3, y˙ = −3y+ 3x3 − 3x2y+ 3xy2 − 3y3.
There are two invariant algebraic curves f1(x, y) = 1+ 3x2+ y2 and f2(x, y) = −2y+ x3− 3x2y+ 3xy2− y3 with respective
cofactors k1(x, y) = 6x2−6y2 and k2(x, y) = −3+6xy−6y2. From (11) we obtain the integrating factorµ(x, y) = f −11 f −
2
3
2 .
However, the integrations yield a non-analytic first integral. We appeal in this situation to Theorem 5.10(ii) of [5], which
guarantees existence of a first integral of the form (5).
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