Abstract-In this paper, we propose an approach to automatically compute invariant clusters for semialgebraic hybrid systems. An invariant cluster for an ordinary differential equation (ODE) is a multivariate polynomial invariant g( u, x) = 0, parametric in u, which can yield an infinite number of concrete invariants by assigning different values to u so that every trajectory of the system can be overapproximated precisely by a union of concrete invariants. For semialgebraic systems, which involve ODEs with multivariate polynomial vector flow, invariant clusters can be obtained by first computing the remainder of the Lie derivative of a template multivariate polynomial w.r.t. its Gröbner basis and then solving the system of polynomial equations obtained from the coefficients of the remainder. Based on invariant clusters and sum-of-squares (SOS) programming, we present a new method for the safety verification of hybrid systems. Experiments on nonlinear benchmark systems from biology and control theory show that our approach is effective and efficient.
I. INTRODUCTION Hybrid systems [1] are models for systems with interacting discrete and continuous dynamics. Safety verification is among the most challenging problems in verifying hybrid systems, asking whether a set of bad states can be reached from a set of initial states. The safety verification problem for systems described by nonlinear differential equations is particularly complicated because computing the exact reachable set is usually intractable. Existing approaches are mainly based on approximate reachable set computations [2] , [3] , [4] and abstraction [5] , [6] , [7] , [8] , [9] .
An invariant is a special kind of overapproximation for the reachable set of a system. Since invariants do not involve direct computation of the reachable set, they are especially suitable for dealing with nonlinear hybrid systems. However, automatically and efficiently generating sufficiently strong invariants is challenging on its own.
In this work, we propose an approach to automatically compute invariant clusters for a class of nonlinear semialgebraic systems whose trajectories are algebraic, i.e., every trajectory of the system is essentially a common zero set (algebraic variety) of a set of multivariate polynomial equations. An invariant cluster for a semialgebraic system is a parameterized multivariate polynomial invariant g( u, x) = 0, with parameter u, which can yield an infinite number of concrete invariants by assigning different values to u so that every trajectory of the system can be overapproximated precisely by a union of concrete invariants.
The basic idea of computing invariant clusters is as follows. A sufficient condition for a trajectory of a semialgebraic system to start from and to always stay in the solution set of a multivariate polynomial equation g( x) = 0 is that the Lie derivative of g( x) w.r.t. f belongs to the ideal generated by g( x), i.e., L f g ∈ g( x) , where f is the vector flow of the system. Therefore, if some g( x) satisfies this condition, g( x) = 0 is an invariant of the system. Then, according to Gröbner basis theory, L f g ∈ g( x) implies that the remainder of L f g w.r.t. g( x) must be identical to 0. Based on this theory, we first set up a template polynomial g( u, x) and then compute the remainder r( u, x) of L f g w.r.t. g( u, x) . Since r( u, x) ≡ 0 implies that all coefficients a i ( u) of x in r( u, x) are equal to zero, we can set up a system P of polynomial equations on u from the coefficients a i ( u). By solving P we get a set C of constraints on u. For those elements in C that are linear in u, the corresponding parameterized polynomial equations g( u, x) = 0 form invariant clusters. Based on invariant clusters and SOS programming, we propose a new method for the safety verification of hybrid systems.
The main contributions of this paper are as follows: 1) We propose to generate invariant clusters for semialgebraic systems based on computing the remainder of the Lie derivative of a template polynomial w.r.t. its Gröbner basis and solving the system of polynomial equations obtained from the coefficients of the remainder. Our approach avoids Gröbner basis computation and first-order quantifier elimination. 2) We present a method to overapproximate trajectories precisely by using invariant clusters. 3) We apply invariant clusters to the safety verification of semialgebraic hybrid systems based on SOS programming. 4) We implemented a prototype tool to perform the aforementioned steps automatically. Experiments show that our approach is effective and efficient.
The paper is organized as follows. Section II is devoted to the preliminaries. In Section III, we introduce the approach to computing invariant clusters and using them to characterize trajectories. In Section IV, we present a method to verify safety properties for semialgebraic continuous and hybrid systems based on invariant clusters. In Section V, we present our experimental results. In Section VI, we introduce some related works. Finally, we conclude our paper in Section VII.
II. PRELIMINARIES
In this section, we recall some backgrounds we need throughout the paper. We first clarify some notation conventions. If not specified otherwise, we decorate vectors ·, we use the symbol K for a field, R for the real number field, C for the complex number field (which is algebraically closed) and N for the set of natural numbers, and all the polynomials involved are multivariate polynomials. In addition, for all the polynomials g( u, x), we denote by u the vector composed of all the u i and denote by x the vector composed of all the remaining variables that occur in the polynomial.
Definition 1 (Ideal): [10] A subset I of K[ x], is called an ideal if 1) 0 ∈ I; 2) if p, q ∈ I, then p + q ∈ I; and 3) if p ∈ I and q ∈ K[ x], then pq ∈ I.
Definition 2 (Generated ideal): [10] Let g 1 , . . . , g s be polynomials in K [ x] . The ideal generated by {g 1 , . . . , g s } is
Definition 3 (Algebraic variety): Let K be an algebraically closed field and I ⊂ K[ x] be an ideal. We define the algebraic variety of I as
Next, we present the notation of the Lie derivative, which is widely used in the discipline of differential geometry.
Definition 4 (Lie derivative):
Essentially, the k-th order Lie derivative of p is the k-th derivative of p w.r.t. time, i.e., reflects the change of p over time. We write L f p for L 1 f p. We furthermore use the following theorem for deciding the existence of a real solution of a system of polynomial constraints.
Theorem 1 (Real Nullstellensatz): [11] The system of multivariate polynomial equations and inequalities
where d k ∈ N and p i , q j , r k , β j , b tv , c tv , s w are polynomials in R[ x]. Remark 1: Theorem 1 enables us to efficiently decide if a system of polynomial equations and inequalities has a real solution. By moving the term w s 2 w in equation (2) to the right-hand side and denoting the remaining terms by R( x, y), we have −R( x, y) = w s 2 w , which means that −R( x, y) is a sum-of-squares. Therefore, finding a set of polynomials β j , r k , b tv , c tv , s w as well as some d k 's that make −R( x, y) a sum-of-squares is sufficient to prove that the system has no real solution, which can be done efficiently by SOS programming [12] .
In this paper, we focus on semialgebraic continuous and hybrid systems which are defined in the following, respectively.
Definition 5 (Semialgebraic system): A semialgebraic system is a tuple M def = X, f , X 0 , where 1) X is the state space of the system M , 2) f is a Lipschitz continuous vector flow function, and 3) X 0 is the initial set described by a semialgebraic set. The Lipschitz continuity guarantees existence and uniqueness of the differential equation˙ x = f . A trajectory of a semialgebraic system is defined as follows.
Definition 6 (Trajectory): Let M be a semialgebraic system. A trajectory originating from a point x 0 ∈ X 0 to time T > 0 is a continuous and differentiable function
Definition 7 (Safety): Given an unsafe set X U , a semialgebraic system M = X, f , X 0 is said to be safe if no trajectory x(t) of M satisfies both x(0) ∈ X 0 and ∃τ ∈ R ≥0 :
• L is a finite set of locations (or modes); • X ⊆ R n is the continuous state space. The hybrid state space of the system is denoted by X = L × X and a state is denoted by (l, x) ∈ X ; • E ⊆ L × L is a set of discrete transitions;
X is a guard mapping over discrete transitions;
• R : E × 2 X → 2 X is a reset mapping over discrete transitions;
X is an invariant mapping;
• F : L → (X → X) is a vector field mapping which assigns to each location l a vector field f . The transition and dynamic structure of the hybrid system defines a set of trajectories. A trajectory is a sequence originating from a state (l 0 , x 0 ) ∈ X 0 , where X 0 ⊆ X is an initial set, and consisting of a series of interleaved continuous flows and discrete transitions. During the continuous flows, the system evolves following the vector field F (l) at some location l ∈ L as long as the invariant condition I(l) is not violated. At some
, then the discrete transition can be taken and the system state can be reset to R(l, l ′ , x). The problem of safety verification of a hybrid system is to prove that the hybrid system cannot reach an unsafe set X U from an initial set X 0 .
III. COMPUTATION OF INVARIANT CLUSTERS
In this section, we first introduce the notion of invariant cluster and then show how to compute a set of invariant clusters and how to use it to represent every trajectory of a semialgebraic system.
A. Foundations of invariants and invariant clusters
Given a semialgebraic system M , for any trajectory x(t) of M , if we can find a multivariate polynomial g( x) ∈ R[ x] such that g( x(0)) ∼ 0 implies g( x(t)) ∼ 0 for all t > 0, where ∼ ∈ {<, ≤, =, ≥, >}, then g( x) ∼ 0 is an invariant of the system. For the convenience of presentation, we call g( x) an invariant polynomial of M . In addition, a trajectory x(t) is said to be algebraic if there exists an invariant g( x) = 0 for x(t) and g( x) ≡ 0. In the following, we present a sufficient condition for a polynomial g( x) to be an invariant polynomial.
Proposition 1: Let M = X, f , X 0 be a semialgebraic system and
Proof: See Appendix A. Proposition 1 states that all the polynomial equations and inequalities g ∼ 0 are invariants of M if the Lie derivative of g belongs to the ideal g . Note that every invariant satisfying condition (3) defines a closed set for trajectories, that is, no trajectory can enter or leave the set defined by the invariant.
For a semialgebraic system whose trajectories are algebraic, the trajectories can usually be divided into several groups and in each group all trajectories show similar curves. Essentially, these similar curves can be described identically by a unique parameterized polynomial equation, which we characterize as an invariant cluster. The computation method of invariant clusters is presented in Subsection III-B.
Definition 9 (Invariant cluster): An invariant cluster C of a semialgebraic system is a set of invariants which can be uni-
Note that by requiring u = 0 in Definition 9 and the following related definitions, we exclude the trivial invariant 0 = 0. Given an invariant cluster, by varying the parameter u, we may obtain an infinite set of concrete invariants for the system. To be intuitive, we present a running example to demonstrate the related concepts throughout the paper.
Example 1 (running example): Consider the semialgebraic system
Next we introduce the notion of an invariant class. Definition 10 (Invariant class): Given a semialgebraic system M with some initial point x 0 and an invariant cluster
. Given an invariant cluster C, by substituting a specific point x 0 for x in g( u, x) = 0, we obtain a constraint g( u, x 0 ) = 0 on u, which yields a subset Class(C, x 0 ) of C. Apparently, every 
member of Class(C, x 0 ) is an invariant for the trajectory originating from x 0 . Example 2 (running example): For the given invariant cluster C * in Example 1 and a given initial point x 0 = (4, 2), we get the invariant class Class(C * ,
is an invariant for the trajectory of M 1 originating from x 0 . The algebraic variety defined by Class(C * , x 0 ) is shown in Figure 1 . An invariant class has the following important properties. Theorem 2: Given an n-dimensional semialgebraic system M and an invariant class
, let D g be the set of all invariant polynomials occurring in D and π x0 be the trajectory of M originating from x 0 . Then,
where m is the dimension of the hyperplane g( u, x 0 ) = 0 in terms of u in R K and D g and B denote the ideal generated by the members of D g and B, respectively. Proof: See Appendix B. Remark 2: The first property in Theorem 2 reveals that a trajectory π x0 is always contained in the intersection of all the invariants in the invariant class D of x 0 . The second property concludes that the invariant class can be generated by a finite subset B of D if it consists of an infinite number of invariants.
The algebraic variety V(B) (which is equivalent to V(D g )) forms an overapproximation for π x0 and the quality of the overapproximation depends largely on the dimension m of V(B). More specifically, the lower the dimension is, the better the overapproximation is. The ideal case is that, when m = 1, V(B) shrinks to an algebraic curve and hence some part of the algebraic curve matches the trajectory precisely. In the case of m > 1, V(B) is usually a hypersurface. To make the overapproximation less conservative, we may take the union of multiple invariant classes from different invariant clusters to reduce the dimension of the algebraic variety.
B. Computing invariant clusters
In the following, we propose a computation method for invariant clusters. The main idea arises from the following proposition.
Proposition 2: Let M = X, f , X 0 be a semialgebraic system and suppose for a given multivariate polynomial g
According to Proposition 2, if we can find a polynomial g( x) such that the remainder of its Lie derivative w.r.t. g( x) is identical to 0, then g( x) = 0 is an invariant of M . The idea is as follows. We first establish a template g( u, x) for g( x) with parameter u and then compute the remainder r( u, x) of L f g w.r.t. g( u, x). According to the computing procedure of a remainder [10] , r( u, x) must be of the form
where d ∈ N, b i ( u) are homogeneous polynomials of degree d+1 over u, u j is the coefficient of the leading term of g( u, x) by some specified monomial order of x, and X i are monomials on x. Since r( u, x) ≡ 0 implies u j = 0 and b i ( u) = 0 for all i = 1, . . . , K, we obtain a system C of homogeneous polynomial equations on u plus u j = 0 from the coefficients of r( u, x). Solving C can provide a set of invariant clusters of M if it exists. Note that all the aforementioned steps can be performed automatically in a mathematical software such as Maple. Pseudocode for computing invariant clusters is shown in Algorithm 1. The principle for the loop in line 5 is that the remainder may vary from the monomial order of x and hence produce different solutions. Using multiple orders helps to get more solutions.
Remark 3 (Complexity):
In Algorithm 1, the key steps are computing the remainder in line 4 and solving the system of equations on u in line 8. The former takes only linear time and hence is very efficient. The latter involves solving a system of homogeneous polynomial equations, which is known to be NP-complete [13] . In our implementation in Maple, we use the command solve for solving the system of equations. In our experiments on nonlinear (parametric) systems of dimension ranging from 2 to 8, the solver can return quickly in most cases whether they have solutions or not. Among the solutions we obtained, we found some complex solutions, however, we have not seen nonlinear solutions. 1) Generate the template polynomial of degree 2:
Compute the Lie derivative L f g 2 using Definition 4:
Compute the remainder of L f g 2 w.r.t. g 2 by graded reverse lexicographic (grevlex) order of (x, y). Using this order, the leading term of L f g 2 and g 2 is u 5 x 2 y and u 6 x 2 , respectively. Then:
4) Collect the coefficients of r( u, x):
5) Solve the system formed by S. To save space, we just present one of the six solutions we obtained:
Substitute the above solution C 6 for u in g 2 ( u, x). We get the following parameterized invariant polynomial:
Note that the other five solutions obtained in step 5) are in fact the products of the invariant polynomials {u 2 y, u 1 (x + y), u 1 (x − y)}, which have been obtained when initially computing the invariants of degree 1. Hence they cannot increase the expressive power of the set of invariant clusters and should be dropped. The solution presented above is the one we have given in Example 1.
C. Overapproximating trajectories by invariant classes
In this section, we address how to overapproximate trajectories precisely by using invariant classes.
Invariant clusters can be divided into two categories according to the number of invariant classes that they can yield by varying the parameter u. 1) finite invariant cluster: This kind of invariant cluster can yield only one invariant class no matter how u changes. For example, {u 1 (x − y) = 0 | u 1 ∈ R \ {0}} is such an invariant cluster for the running example. In this case, the trajectories that can be covered by the invariant class is very limited. Moreover, the overapproximation is also conservative due to the high dimension of the algebraic variety defined by the invariant class. 2) infinite invariant cluster: One such invariant cluster C can yield an infinite number of invariant classes Class(C, x 0 ) as the initial point x 0 varies, e.g., the invariant cluster C * in Example 1. For the trajectory π x0 , the overapproximating precision of Class(C, x 0 ) depends largely on the dimension m of the algebraic variety defined by Class(C, x 0 ). The best case is m = 1 and then it gives a curve-to-curve match in part for the trajectory. Now, we introduce how to identify the invariant classes for a given point x 0 from a set of invariant clusters and how to get a finite representation for it. To be intuitive, we first present a 3-dimensional system and a set of invariant clusters for it.
Example 4: Consider the following semialgebraic system M 2 : [ẋ,ẏ,ż] = [yz, xz, xy]. We obtain a set of invariant clusters consisting of 7 elements. Here we only present the infinite invariant cluster (for other clusters see Appendix I).
The invariant clusters are capable of overapproximating all the trajectories of the system M 2 . For any given initial state, how can we identify the invariant classes from the set of invariant clusters? Suppose we want to find the invariant classes that can overapproximate the trajectory from the state x 0 = (1, 2, 3). According to Theorem 2, we have Algorithm 2 for the purpose.
Remark 4:
In Algorithm 2, we enumerate the invariant clusters to find out which one can provide a non-empty invariant class Class(C, x 0 ) for x 0 . For a Class(C, x 0 ) to be nonempty, the corresponding hyperplane g( u, x 0 ) = 0 must have at least one solution to u ∈ R K \{ 0}, which is equivalent to that its dimension must be at least 1. For a hyperplane in R K , its dimension is equal to K − 1. Therefore, Class(C, x 0 ) must be nonempty if K > 1 and the basis of the hyperplane can be obtained through a basic linear algebraic computation (which will be illustrated in what follows). However, in the case of g( u, x 0 ) being identical to 0, the hyperplane degenerates to the space R K \ { 0} and the dimension will be K. Therefore, an invariant class with K = 1 is nonempty iff g( u, x 0 ) is identical to 0. For example, given an invariant
We continue from Example 4. For the given point x 0 = (1, 2, 3), according to Algorithm 2, we find that only Class(C 7 , x 0 ) = {g 7 ( u, x, y, z) = 0 | 3u 5 + 8u 6 + u 0 = 0, u ∈ R 3 \{ 0}} is nonempty. The dimension of the hyperplane H : 3u 5 + 8u 6 + u 0 = 0 is 2. Since u 0 = −3u 5 − 8u 6 , to get the basis of H, we can write (u 0 , u 5 , u 6 ) = (−3u 5 − 8u 6 , u 5 , u 6 ) = u 5 (−3, 1, 0) + u 6 (−8, 0, 1). Hence, we have the following basis for H: {(−3, 1, 0), (−8, 0, 1)}. As a result, we get the finite representation B = {y 2 − x 2 − 3 = 0, z 2 − x 2 − 8 = 0} for Class(C 7 , x 0 ). It is easy to check by the Maple function HilbertDimension that dim(B) = 1. Therefore, we finally get an algebraic variety V(B) which provides in part a curve-to-curve match to the trajectory π x0 . The 3-D vector field and the algebraic curve V(B) is shown in Figure 3a and Figure 3b , respectively.
IV. SAFETY VERIFICATION BASED ON INVARIANT CLUSTERS

A. Safety Verification of Continuous Systems
In this section, we show how to verify a safety property for a nonlinear system based on invariant clusters.
In Section III, we have demonstrated that a trajectory can be overapproximated by an invariant class. Since an invariant class is determined uniquely by a single hyperplane g( u, x 0 ) = 0 in R K for an initial point x 0 , and a hyperplane without constant term (this is the case for g( u, x 0 ) = 0) is uniquely determined by its normal vector, we can verify if two states lie on the same trajectory based on the following theorem.
Theorem 3: Given a semialgebraic system M = X, f , X 0 and an invariant cluster
, let X 0 be the initial set and X U be the unsafe set. Then, if there exists a pair of states ( x 1 , x 2 ) ∈ X 0 × X U such that x 1 and x 2 lie on the same trajectory, one of the following two formulae must hold:
Moreover, if some ψ i ( x) ≡ 1, i.e. g( u, x) contains a constant term u i , then formula (4) simplifies to
Proof: See Appendix D. Remark 5: Instead of computing the invariants explicitly, Theorem 3 provides an alternative way to verify whether two states x 1 , x 2 lie on the same trajectory by checking that the difference between the normal vectors of g( u, x 1 ) = 0 and g( u, x 2 ) = 0. Let us take Example 4 for illustration. We think of C 7 as a hyperplane over u ∈ R 3 :
. Given two random points x 1 = (1, 2, 3) and x 2 = (5, √ 27, √ 34), it is easy to verify that N ( x 1 ) = N ( x 2 ), which means that x 1 and x 2 are not on the same trajectory. This can be verified in another way, as we know that the invariant class of x 1 is {y 2 − x 2 − 3 = 0, z 2 − x 2 − 8 = 0} and x 2 does not belong to its solution set. Now we demonstrate how to verify a safety property of semialgebraic systems. Assume X 0 and X U can be written as semialgebraic sets, i.e.,
Then we have the following theorem for deciding the safety of a semialgebraic system. Theorem 4: Given a semialgebraic system M = X, f , X 0 and invariant cluster C = {g( u, x) = 0 | u ∈ R K \ { 0}} of M with K ≥ 2. Suppose the normal vector of the hyperplane g( u, x) = 0 over u is (1, ψ 1 ( x) , . . . , ψ K ( x)). Then the system M is safe if there exists the following polynomial identity
Proof: See Appendix E. Remark 6: Theorem 4 transforms the safety verification problem into a decision problem about the existence of a real solution of a system of polynomial equations and inequalities. As noted in Remark 1, this decision problem can be solved by SOS programming. Our implementation uses the efficient tool SOSTOOLS [12] . Appendix C contains more information on SOS programming.
In Theorem 4, we deal with a general semialgebraic system where the initial set and the unsafe set are represented by a set of polynomial equations and inequalities. However, if the system is described by much simpler set representations such as a single polynomial equation or inequality, the programming problem can be simplified correspondingly. For example, if both sets can be represented or overapproximated by a single polynomial equation I( x 1 ) = 0 and U ( x 2 ) = 0, respectively, then the programming problem is simplified to (see [11] 
where (ψ 1 ( x), . . . , ψ K ( x)) is the same as in Theorem 4 and α j , β, θ ∈ R[ x 1 , x 2 ]. For how to overapproximate a compact set we refer the reader to Appendix J. The algorithm for safety verification based on the condition (8) is shown in Algorithm 3.
The next example demonstrates the application of the verification method.
Example 6 (running example 2): Given the semialgebraic system M 3 by [ẋ,ẏ] = y 2 , xy and the initial set be
2 \ { 0}} has dimension 1 and hence can provide an invariant class for every state in X 0 and X U . The normal vector of the hyperplane g( u, x) = 0 is (1, ψ 1 (x, y)) = (1, y 2 − x 2 ). Let θ ← generate a polynomial of degree i for U( x 2 );
Solution ← perform SOS programming on P ; ϕ(x 1 , y 1 , x 2 , y 2 ) = ψ 1 (x 1 , y 1 ) − ψ 1 (x 2 , y 2 ). By Theorem 4, to verify the safety property, we only need to verify that the following system of equations has no real solution.
2 ) = 0 Note that we substitute (x 1 , y 1 ), (x 2 , y 2 ) for (x, y) in I(x, y) and U (x, y), respectively, to denote the different points in X 0 and X U . To prove that the system is safe, we need to find α i ∈ R[x 1 , y 1 , x 2 , y 2 ], i = 1, 2, 3 such that Prog = α 1 I + α 2 U + α 3 ϕ − 1 is a sum-of-squares. Finally, we found three polynomials of degree 2 for α i , respectively (see Appendix K for the expressions of α i and Prog), hence the system is safe. As shown in Figure 2 , although the relative position of X U to the reachable set of X 0 is very close, we can still verify the safety property using an invariant cluster. However, we failed to find a barrier certificate for this system by using the methods in [14] , [15] .
In Theorem 4, we present a sufficient condition for deciding if a semialgebraic system is safe. The theory originates from the fact that the system is safe if there is no invariant class intersecting both the initial and the unsafe set, which is equivalent to that the formula (7) holds. To verify the latter, we need to find a set of witness polynomials by SOS programming. However, as the dimension of the system increases, the number of parametric polynomials involved increases correspondingly, which also leads to an increase in computational complexity. In what follows, we present a new method for safety verification, which avoids the aforementioned problem. The new method is based on Proposition 1, that is, for any polynomial g( x)
satisfying L f g ∈ g , g(x) ∼ 0 is an invariant for any ∼ ∈ {<, ≤, =, ≥, >}.
Proposition 3: Given a semialgebraic system M = X, f , X 0 and an invariant cluster C = {g( u, x) = 0 | u ∈ R K \ { 0}} of M , let X 0 and X U be the initial set and the unsafe set, respectively. Then, the system is safe if there exists a u * ∈ R K \ { 0} such that
Proof: See Appendix F. According to Proposition 3, to verify the safety property, it suffices to find a u * ∈ R K \ { 0} which satisfies the constraints (9) and (10) . There are some constraint solving methods available, e.g, SMT solvers. However, the high complexity of SMT theory limits the applicability of the method. In the following, we transform the above constraint-solving problem into an SOS programming problem, which can be solved efficiently. We write P ( x) 0 to denote p i ( x) ≥ 0, i = 1, . . . , m for a polynomial vector P (x) = (p 1 ( x), . . . , p m ( x)).
Proposition 4: Given a semialgebraic system M = X, f , X 0 and an invariant cluster C = {g( u, x) = 0 |,
m2 }. Then, the system is safe if there exist a u * ∈ R K \ { 0} and two SOS polynomial vectors
and µ 2 ∈ R[ x] m2 such that the following polynomials are SOS polynomials.
Proof: See Appendix G. Similar to Theorem 4, Proposition 4 also reduces to an SOS programming problem. However, the ideas behind these two theories are different in that by Theorem 4 we attempt to prove no invariant class which overapproximates trajectory can intersect both X 0 and X U , while by Proposition 4 we mean to find a hypersurface which is able to separate the reachable set of X 0 from the unsafe set X U . Apparently, there must exist no invariant class intersecting both X 0 and X U if there exists such a hypersurface, but not vice versa. Hence the latter is more conservative than the former, but it is also more efficient in theory because it usually involves less unknown polynomials. For example, for an n-dimensional system with X 0 and X U defined by a single polynomial inequality, respectively, we usually need n + 1 unknown polynomials for the former method, however, we need only 2 for the latter. See Algorithm 4 for the pseudocode of the method based on Proposition 4.
Let us use the following example to demonstrate the application of Algorithm 4.
Example 7: Given the semialgebraic system S 4 by 
if Solution is found then 9 IsSafe ← True; 
By Algorithm 1, we first get an invariant cluster
} for the system S 4 , then by Algorithm 4, we find an invariant g( u * , x) = 0 with u * = (−3081.9, 7.1798) from the invariant cluster C 4 : g( u * , x) = 7.1798x 3 − 7.1798y 3 + 21.539x 2 + 21.539y 2 − 3081.9 and two polynomials µ 1 ( x), µ 2 ( x) of degree 2. The stream plot of S 4 and the plot of g( u * , x) = 0 are shown in Figure 4 . Note that we failed to find a barrier certificate by using the method in [15] and [14] for this system.
B. Safety Verification of Hybrid Systems
In this section, we extend the safety verification method for continuous systems based on invariant clusters to semialgebraic hybrid systems.
A hybrid system consists of a set of locations and a set of discrete transitions between locations. In general, different locations have different continuous dynamics and hence correspond to different invariant clusters. An invariant for the hybrid system can be synthesized from the set of invariant clusters of all locations. The idea is to pick out a polynomial g l ( u * l , x) from the respective invariant cluster C l for each location l such that g l ( u * l , x) ≥ 0 is an invariant for the location l and all the invariants coupled together by the constraints at the discrete transitions form a hybrid invariant for the hybrid system. The aforementioned idea is formalized in Proposition 5.
Proposition 5: Given an n-dimensional hybrid system H = L, X, E, R, G, I, F and a set of invariant clusters {C l , l = 1, . . . , n}, where
. . , n} such that, for all l ∈ L and (l, l ′ ) ∈ E, the following formulae hold:
where Init(l) and Uns(l) denote respectively the initial set and the unsafe set at location l. Proof: See Appendix H. Similar to Proposition 3, we further transform the problem into an SOS programming problem. Consider a semialgebraic hybrid system H = L, X, E, R, G, I, F , where the mappings R, G, and I are defined in terms of polynomial inequalities as follows:
and the mappings of the initial and the unsafe set are defined as follows:
where m ll ′ , n ll ′ , r l , p l and s l are the dimensions of the polynomial vector spaces. Then we have the following proposition for safety verification of the semialgebraic hybrid system H. Proposition 6: Let the hybrid system H, the initial set mapping Init, and the unsafe set mapping Uns be defined as above. Given a set of invariant clusters {C l , l = 1, . . . , n} of H, where
′ ) ∈ E} of constants, and a constant vector ǫ ∈ R n >0 , the system is safe if there exists a set
n} and five sets of SOS polynomial vectors
w l , l ∈ L} such that the following polynomials are SOS for all l ∈ L and (l, l ′ ) ∈ E:
Proof: Similar to the proof of Proposition 4, we can easily derive the formulae (13)- (15) from the SOS's (16)- (18), respectively. Then, by Proposition 5, the system is safe.
The algorithm for computing invariants for semialgebraic hybrid systems based on Proposition 6 is very similar to Algorithm 4 for semialgebraic continuous systems except that it involves more SOS constraints on continuous and discrete transitions.
V. IMPLEMENTATION AND EXPERIMENTS
Based on the approach presented in this paper, we implemented a prototype tool in Maple and Matlab, respectively. In Maple, we implemented the tool for computing invariant clusters and identifying invariant classes based on the remainder computation of the Lie derivative of a polynomial w.r.t. its Gröbner basis and solving the system of polynomial equations obtained from the coefficients of the remainder. In Matlab, we implemented the tool for safety verification based on the SOS programming tool package SOSTOOLS. Currently, we manually transfer the invariant clusters computed in Maple to Matlab for safety verification. In the future, we will integrate the two packages into a single tool. Now, we present the experimental results on nonlinear benchmark systems, run on a laptop with an 3.1GHz Intel Core i7 CPU and 8GB memory.
A. Longitudinal Motion of an Airplane
In this experiment, we study the 6th order longitudinal equations of motion that captures the vertical motion (climbing, descending) of an airplane ( [16] , Chapter 5). Let g denote the gravity acceleration, m the total mass of an airplane, M the aerodynamic and thrust moment w.r.t. the y axis, (X, Z) the aerodynamics and thrust forces w.r.t. axis x and z, and I yy the second diagonal element of its inertia matrix. Then the motion of the airplane is described as follows.
where the meanings of the variables are as follows: v: axial velocity, w: vertical velocity, x: range, z: altitude, q: pitch rate, θ: pitch angle.
To transform the above system into a semialgebraic system, we first introduce two additional variables d 1 , d 2 such that d 1 = sin(θ), d 2 = cos(θ) and then substitute d 1 and d 2 respectively for sin(θ) and cos(θ) in the model. In addition, we get two more constraintsḋ 1 = qd 2 andḋ 2 = −qd 1 . As a result, the dimension of the system rises to 8. For this system, using the method in [17] , Ghorbal et al. spent 1 hour finding three invariant polynomials of degree 3 on a laptop with a 1.7GHz Intel Core i5 CPU and 4GB memory. Using our method, we spent only 0.406 seconds obtaining an invariant cluster g 9 ( u, x) = 0 of degree 3, which is presented in Appendix L. By the constraint d (1, ψ 1 , ψ 2 , ψ 3 ) , where ψ 1 , ψ 2 , ψ 3 are defined as follows.
2 ), we have verified that our invariant cluster defines the same algebraic variety as defined by the invariants in [17] by comparing their Gröbner bases. However, our method is much more efficient. Moreover, we also obtained the invariant clusters of higher degrees (4 − 6) quickly. The experimental result is shown in Table I . The first column is the degree of the invariants, the second column is the variables to be decided, the third column is the computing time in seconds, and the last column is the number of invariant clusters generated. As can be seen, in the most complicated case, where the number of the indeterminates reaches up to 3003, we spent only 200.9 seconds to discover an invariant cluster of degree 6. However, we found that these higher order invariant clusters have the same expressive power as the invariant cluster of degree 3 in terms of algebraic variety.
B. Looping particle
Consider a heavy particle on a circular path of radius r. The motion of the particle is described by the following differential equation.
 ẋ ẏ ω
Note that the above is a parameterized system with gravity acceleration g and radius r as parameters. Our tool finds the following invariant cluster consisting of a parametric polynomial of degree 2:
According to Algorithm 2, the algebraic variety representing the trajectory originating from
The results in [19] and [18] are special cases of our result when setting (r, g) = (2, 10) and (r, g, x 0 , y 0 ) = (2, 10, 2, 0), respectively. Therefore, our method is more powerful in finding parameterized invariants for parameterized systems. See Table I for detailed experimental result.
C. Coupled spring-mass system
Consider the system
The model consists of two springs and two weights w 1 , w 2 . One spring, having spring constant k 1 , is attached to the ceiling and the weight w 1 of mass m 1 is attached to the lower end of this spring. To the weight w 1 , a second spring is attached having spring constant k 2 . To the bottom of this second spring, a weight w 2 of mass m 2 is attached. x 1 and x 2 denote the displacements of the center of masses of the weights w 1 and w 2 from equilibrium, respectively.
In this benchmark experiment, we first tried an instantiated version of the system by using the same parameters as in [20] : k1 m1 = k2 m2 = k and m 1 = 5m 2 . The experimental result is presented in Table I . We found that the expressive power of the invariant clusters does not increases any more as the degree is greater than 3 and it took only 0.250 seconds to compute the invariant cluster of degree 3. Finally, we perform the computation directly on the fully parameterized system and we get the following parameterized invariant cluster.
This invariant cluster enables us to analyze the system properties under different parameter settings.
D. 3D-Lotka-Volterra system
Consider the system [ẋ,ẏ,ż] = [xy − xz, yz − yx, xz − yz]. The experimental result is presented in Table I . Here we present only two invariant clusters to show their expressive power: one of degree 1 and one of degree 3. 20 . Invariant cluster C 1 shows that every trajectory of the system must lie in some plane. C 3 can overapproximate the trajectories with a much higher precision because it can provide algebraic varieties of dimension 1. For example, in [20] , the initial set is given as X 0 = {(x, y, z) ∈ R 3 | x 2 − 1 = 0, y 2 − 1 = 0, z 2 − 1 = 0} and they discovered four invariants. In our experiment, we spend 0.109 seconds discovering an invariant cluster. This invariant cluster can overapproximate all the trajectories precisely, say, for x 0 = (1, −1, 1) ∈ X 0 , we get the invariant class Class(C 3 , x 0 ) = {g 3 ( u, x) = 0 | −u 5 +7u 10 +u 16 +u 19 +u 20 = 0, u ∈ R 5 \{ 0}}. By taking the intersection of its basis xyz + 1 = 0 and x + y + z − 1 = 0, we immediately obtain a one-dimensional algebraic variety which overapproximates the trajectory precisely.
E. Hybrid controller
Consider a hybrid controller consisting of two control modes. The discrete transition diagram of the system is shown in Fig. 5a and the vector fields describing the continuous behaviors are as follows: The system starts from some point in X 0 = {(x, y) ∈ R 2 | (x−9)
2 +(y−20) 2 ≤ 4} and then evolves following the vector field f 1 ( x) at location l 1 (Switch-On). The value of x keeps increasing until it reaches 35, then the system switches immediately to location l 2 (Switch-Off) without performing any reset operation. At location l 2 , the system operates following the vector field f 2 ( x) and the value of x keeps decreasing. As the value of x drops to 5, the system switches immediately back to location l 1 again. Our objective is to verify that the value of y will never exceed 48 in both locations. For the convenience of SOS programming, we define the unsafe set as Uns(l 1 ) = Uns(l 2 ) = {(x, y) ∈ R 2 | 48 < y < 60}, which is sufficient to prove y ≤ 48 in locations l 1 and l 2 . According to the theory proposed in Section IV-B, we first find an invariant cluster for each location, which is composed of a parameterized polynomial, respectively: g 1 ( u 1 , x) = − Fig. 5b , the curves of g 1 ( u * 1 , x) = 0 and g 2 ( u * 2 , x) = 0 form an upper bound for the reachable set in location l 1 and l 2 , respectively, which lie below the unsafe region y ≥ 48. Therefore, the system is safe.
VI. RELATED WORK
In recent years, many efforts have been made toward generating invariants for hybrid systems. Matringe et al. reduce the invariant generation problem to the computation of the associated eigenspaces by encoding the invariant constraints as symbolic matrices [21] . Ghorbal et al. use the invariant algebraic set formed by a polynomial and a finite set of its successive Lie derivatives to overapproximate vector flows [17] . Both of the aforementioned methods involve minimizing the rank of a symbolic matrix, which is inefficient in dealing with parametric systems. In addition, none of these methods involve how to verify safety properties based on the invariants. Sankaranarayanan discovers invariants based on invariant ideal and pseudo ideal iteration [20] , but this method is limited to algebraic systems. Tiwari et al. compute invariants for special types of linear and nonlinear systems based on Syzygy computation and Gröbner basis theory as well as linear constraint solving [22] . Platzer et al. use quantifier elimination to find differential invariants [23] . The methods based on Gröbner basis and first-order quantifier elimination suffer from the high complexity significantly. Another approach considers barrier certificates based on different inductive conditions [15] , [14] which can be solved by SOS programming efficiently but is limited by the conservative inductive condition. Carbonell et al. generate invariants for linear systems [24] . Some other approaches focusing on different features of systems have also been proposed for constructing inductive invariants [25] , [26] , [18] , [27] , [28] .
VII. CONCLUSION
In this paper, we proposed an approach to automatically generate invariant clusters for semialgebraic hybrid systems. The benefit of invariant clusters is that they can overapproximate trajectories of the system precisely. The invariant clusters can be obtained efficiently by computing the remainder of the Lie derivative of a template polynomial w.r.t. its Gröbner basis and then solving a system of homogeneous polynomial equations obtained from the remainder. Moreover, based on invariant clusters and SOS programming, we propose a new method for safety verification of hybrid systems. Experiments show that our approach is effective and efficient for a large class of biological and control systems.
