Weighted 1 minimization (WL1M) is a general and powerful framework for reconstructing sparse signals from underdetermined measurements. The performance improvement of WL1M owes to the incorporation of additional structural priors of signals by means of its weights. However, the selection of weights relies on hand-crafted designs in existing works, so that high-order structural priors of signals are hard to be captured. This paper proposes a data-driven method, namely RBM-WL1M, to alleviate this situation. In the RBM-WL1M, restricted Boltzmann machines (RBMs) are employed to learn the prior distribution of the signals from training data; furthermore, utilizing the RBM, high frequency support set and non-zero probabilities for each of the entries in signals can be estimated effectively, which are used to appropriately select the weights. In our experiments, the proposed framework demonstrates superior performance over several state-of-the-art CS methods on the Physikalisch-Technische Bundesanstalt(PTB) Diagnostic ECG Data set.
I. INTRODUCTION
Reconstructing a signal from significantly fewer linear measurements than their ambient dimension is an important step for a wide range of signal processing applications [1] - [5] . These applications include image super-resolution [1] , electromagnetic imaging [2] , brain-computer interface [3] , distributed networked storage [4] and 5G communications [5] , which all admit sparse or approximately sparse representations in time/transform domains.
Compressed sensing (CS) [6] , [7] has emerged as an effective paradigm for the acquisition of high-dimensional signals from undersample measurements by exploiting signal characteristics. Consider an arbitrary signal x * = (x * 1 , . . . , x * n ) T ∈ R n , whose measurements y can be represented as y = Ax * +e,
The associate editor coordinating the review of this manuscript and approving it for publication was Xun Chen . where A ∈ R m×n is a known measurement matrix and e ∈ R m is the noise. Suppose x * can be represented as an k-sparse signal, i.e., n-dimensional signal having at most k non-zero elements. CS theory states that it is possible to recover x * from y even when m n. A classical approach [8] to obtain an estimate of x * is to solve the 1 minimization problem min
where h is a tuning parameter that controls the tradeoff between the data fidelity and the sparseness term and x 1 n i=1 |x i | is the 1 norm of x. It has been proved that if m klog(n/k) then 1 minimization problem (1) can stably and robustly recover x * from measurements y [9] .
Several works have further proposed alternate algorithms [10] - [13] to incorporate not only sparsity prior but also structural priors of x * , which, in essentially, can be formulated as VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the following weighted 1 minimization (WL1M) problem min
where W = diag(w 1 , . . . , w n ) is a diagonal matrix that are generally determined by structural priors about the underlying signal x * . For example, iterative reweighted 1 minimization (IRL1) [10] refines the current estimate by using the estimate in previous iteration to update the weights; both threshold iterative support detection (threshold-ISD) [11] and modified-BPDN [12] exploit support information of x to obtain superior recovery performance than the classical methods. In [13] , we have analyzed the performance gain of the WL1M theoretically, and proposed a binary sparsity-Promoting Reweighted 1 minimization (bPRL1) algorithm for binary signal recovery. On the other hand, there are also a few works [14] - [16] that explore the priors from the data by means of deep learning models. Typically, restricted Boltzmann machines (RBMs) and deep belief networks (DBNs) have been employed to model the prior distribution of the sparsity pattern of signals, which is then used in a maximum a posteriori approach for the reconstruction [15] , [16] . At the same time, some other deep learning based methods, such as autoencoder (AE) [17] , [18] , have been used for reconstructing sparse signals from underdetermined measurements. However, these methods treat the problem as a black-box so that large volumes of data are often required for the training of the models. In this paper, a data-driven reconstruction approach, namely RBM-WL1M, is proposed, which incorporates the RBM into the WL1M problem. More specifically, the RBM is used to learn the prior distribution of signals belonging to the same class from training data. Owing to the representational power of RBMs, the RBM-WL1M can obtain a significant performance gain, compared with the other weighting strategies. It is also different with Polanía's works [15] , [16] that we used the RBM to determine the crucial parameters W of the WL1M, rather than identify the support of x * on line for a given y via an MAP estimator. At first, because the selection of W in the RBM-WL1M is off line and in one pass, the RBM-WL1M is far more efficient than the RBM-OMP algorithm. More importantly, the WL1M is more flexible to incorporate the high-order stuctural priors of signals than the least squares methods used in the RBM-OMP algorithm. Therefore, the performance improvement is to be expected. In our experiments, the proposed RBM-WL1M demonstrates superior performance over several state-of-the-art methods, including the RBM-OMP, on the Physikalisch-Technische Bundesanstalt(PTB) Diagnostic ECG Data set. We briefly introduce the notation used in this paper. Scalars are denoted by lowercase letters (e.g., m), vectors by lowercase bold italicized letters (e.g., x), matrices by uppercase boldface letters (e.g., A) and sets by uppercase calligraphic letters (e.g., S). We denote the i-th entry of a vector x by x i , the i-th row of a matrix A by A i , the i-th column of a matrix A by A i and its (i, j)-th element by A ij . The support set of a vector x is denoted by supp(x), the cardinality of a set S by |S|. The notation x p denotes the p norm of x. The notation A T and A −1 denote the transpose and the inverse of A, respectively. The outline of the paper is as follows. In section II, a brief review restricted Boltzmann machines. In section III, we detail the proposed method. In Section IV, we demonstrate the performance of the proposed algorithm through numerical simulations and compare it with several state-of-the-art CS algorithms. Conclusions are provided in Section V.
II. RESTRICTED BOLTZMANN MACHINE
An RBM model [19] is used to learn a joint probability distribution of training data, whose structure forms a bipartite graph, as shown in Fig.1 . It consists of n v visible units v = [v 1 , . . . , v n v ] T to represent observable data and n h hidden units h = [h 1 , . . . , h n h ] T to capture dependencies between observed variables. In binary RBMs, whose random variables are all binary (i.e., v i , h j ∈ {0, 1}), the joint probability distribution is given by
where z = v,h p(v, h) is the nomalization term and E(v, h) is the energy function. In RBMs, the energy function is defined as
where U ∈ R n v ×n h denote the weights between visible and hidden units, b ∈ R n v and c ∈ R n h are bias terms. The graph of an RBM has only connections between the layer of hidden and visible variables but not between two variables of the same layer. In terms of probability this means that the hidden variables are independent given the state of the visible variables and vice versa:
where p(h j |v) and p(v i |h) represent the conditional probabilities of a single variable being one. These conditional probabilities can be interpreted as the firing rate of a (stochastic) neuron with sigmoid activation function σ (x) = because it holds:
For RBMs, the parameters that need to be estimated include the weight matrix U, the bias term vectors b and c, which can be optimized by performing the stochastic gradient ascent (SGD) [20] on the log-likelihood of training data. However, it is intractable to compute the exact gradient of the log-likelihood, because the direct calculation of the expected values of the energy function under the model distribution will lead to an exponential growth of computational complexity [21] . To avoid this problem, the expectations can be approximated by samples drawn from the corresponding distributions based on Markov chain Monte Carlo (MCMC) techniques [22] , such as Contrastive Divergence (CD) [23] and Gibbs Sampling [24] . Nevertheless, obtaining unbiased estimates of log-likelihood gradient using the Gibbs sampling typically requires many sampling steps. Recently, CD learning shows that it is sufficient to obtain the samples for model training by running the Gibbs chain for just a few steps. The Gibbs chain is a MCMC chain that initialized with the training sample of training dataset. In this paper, we adopt CD algorithm as our learning algorithm to train the RBM.
III. PROPOSED RBM BASED WEIGHTED 1 MINIMIZATION
In this section, a new data-driven method, called RBM-WL1M, is proposed, which incorporates the RBM into (2). The RBM-WL1M includes two stages: training and reconstruction. During the training stage, the RBM-WL1M needs a training dataset of the same class as the signal to be recovered, based on which an RBM is employed to model the prior distribution for sparsity pattern of signals. The aim of training stage is to learn the high-order dependencies between the elements of the sparsity pattern of signals. Furthermore, utilizing the pretrained RBM, the structural priors can be extracted effectively, i.e., a high frequency support set and corresponding non-zero probabilities for each of the elements in the set. In the reconstruction stage, the RBM-WL1M utilizes these priors to determine the weight matrix W of the WL1M. The motivation behind the RBM-WL1M is to incorporate highorder structural priors into the reconstruction algorithm, with the final goal of improving the recovery performance. The detail of RBM-WL1M is described in this section. The block diagram of the proposed RBM-WL1M is presented in Fig.2 .
A. PROBLEM FORMULATION
In this paper, a sparsifying matrix D ∈ R n×n is employed to represent the signal x * , i.e., x * = Ds * , where s * ∈ R n denotes the corresponding sparse or approximately sparse vector. Suppose the noise e in the measurement process follows the Gaussian distribution with zero mean and variance σ 2 e . The measurements y can be written as
Denote = AD, then the vector y can be rewritten as
where ∈ R m×n is the sensing matrix.
B. ESTIMATE OF HIGH FREQUENCY SUPPORT SET
Define the sparsity pattern of s, u, to be an n-dimensional all zero vector except u i = 1 when the i-th entry of s is nonzero.
Denote the probability distribution of the sparsity patterns of signals to be recovered as p(u). We use the probability distribution over visible units p(v) [25] of RBMs to model p (u) . For an RBM, we have
Furthermore, assume that there is a small fraction of the indices of entries in signals, whose probabilities to belong to the support is far larger than the others. We denote a set constituted by these indices as V, called hight frequency support set. In fact, the sparsity pattern is equivalent to the support set. Therefore, we use p(v) to estimate V, based on the assumption that V ⊆ supp( v), where v = arg max(p(v)). Combining (11) and (12), it leads to the following estimate of V:
where u is an n-dimensional all zero vector except u i = 1 for i ∈ V, which can be interpreted as a representation of V. However, the solving of (13) is a combinatorial optimization problem that require an exhaustive search over all possible sparsity patterns. Hence, a greedy prusuit algorithm is used to approximate V, which was first proposed by Peleg et al. [14] . In our work, V is initialized to the empty set. At each iteration, the algorithm searches for the elementī that can be added to V in order to maximize p(v), or stops when any additional element in the support decreases the objective function in (13) .
C. DETERMINING W IN THE WL1M
In the RBM-WL1M, we pursue the recovery of s * by solving the WL1M as follows,
where w i 0 is the weight for component i, 1 ≤ i ≤ n. We penalize different components of s with nonuniform weights according toV, i.e.,
where p(i ∈ V) represents the non-zero probabilities of each of the entries in s, which can be denoted as
with
Obviously, the existence of normalization term z leads to (16) being unachievable. Because the calculation of Z requires an exhaustive search over all possible values of the joint variable (v, h). In order to overcome the intractability of z, we propose to perform a block Gibbs sampling on all training data to obtain the estimate of p(i ∈ V). The estimate of p(i ∈ V) can be performed in two sub steps: sampling a new state h for the hidden neurons based on (5) for each v ∈ U, where U represents the sparsity patterns of the signals in training set and denote U j as the sparsity pattern of the j-th signal; then obtaining the conditional probability p(v (1) i = 1|h) for the visible layer based on (6) . Therefore, the estimate of the non-zero probabilities for each of the entries in signals arê
At last, the weights in the RBM-WL1M are determined by
A summary of the RBM-WL1M algorithm is presented in Algorithm 1. Note that the function g RBM (·) refer to the objective functions (13) .
Algorithm 1 RBM-WL1M Algorithm
Input: = AD, y ∈ R m , the sparsity pattern of training dataset U, the probability distribution over visible units p(v) of the RBM Output: In addition to solving the WL1M problem, the computational complexity of the RBM-WL1M is mainly consisted of three parts: the training of the RBM, the estimate ofV, and the estimate ofp (i ∈ V). We assume that the training of the RBM is precomputed and do not contribute to the cost, and the computational complexity of a standard multiplication is 1. Suppose we have an RBM with n visible units and n h hidden units. Thus, calculating g RBM (·) costs O (n h n). Let k denote the total number of iterations in Algorithm 1 and k (n − 1) denote the number of times that the function g RBM (·) needs to be calculated. The computational complexity of the estimate ofV is O kn h n 2 . The estimate ofp(i ∈ V) just performs a block Gibbs sampling in training dataset and its computational complexity is O ((2n h + 1) |S| n). Therefore, the total computational complexity is O (2n h + 1) |S| n + kn h n 2 .
The RBM-OMP algorithm [15] , [16] also use RBMs to model the prior distribution of the sparsity pattern of signals. However, the RBM-OMP first calculating the MAP estimator of the support set and then calculating the MAP estimator of the sparse vector. Compared with the RBM-OMP algorithm, the RBM-WL1M is more efficient due to the following reasons. Firstly, the complexity of estimating the parameters in the RBM-WL1M is lower than the one of RBM-OMP, which needs a complexity of O kn h n 2 + k 2 m 2 n . Secondly, more importantly, the parameter estimates of the RBM-WL1M are off line and in one pass, while the one of the RBM-OMP are on line and need to be performed for every s * to be reconstructed.
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the proposed RBM-WL1M algorithm on Physikalisch-Technische Bundesanstalt (PTB) Diagnostic ECG dataset [26] , [27] . To quantify the reconstruction performance, the widely used performance metric, namely the reconstruction SNR (R-SNR) is employed, which is defined as R − SNR(dB) = 10 log 10 x * 2 2 x * −x 2 2 (19) where x * andx denote the n-dimensional original and the reconstructed singals, respectively. In adddition, Zigel et al. [28] has classified the different values of percentage root-mean-square difference (PRD) based on the signal quality perceived by specialists. In accordance with their results, this paper classifies the ''good'' reconstruction quality when PRD value is below 9%. The relationship between the R-SNR and PRD is R − SNR(dB) = 10 log 10 100 PRD .
Therefore, the reconstructed ECG is classified as ''good'' quality when its R-SNR is greater than 20(dB) in this paper.
A. EXPERIMENTAL SETUP
In our experiment, we consider the first channel of all 549 records from the PTBD dataset. Let G denotes the ECG dataset and the |G| = 9975, which is extracted from the original records at the window size n = 512 and the same number of segments are extracted from each records. The training dataset G train and the testing dataset G test have 9475 and 500 segments, respectively, which are randomly extracted from G. A binary RBM was trained with n v = n h = 512. Without loss of generality, we assume that the entries of the sampling matrix A ∈ R m×n are independently sampled from a normal distribution with mean zero and variance 1 m , where m is the number of measurements. We assume the noise is additive Gaussian noise with zero mean and variance σ 2 e = 1. The Daubechies-4 wavelet is employed to construct the sparsifying matrix D.
Let S and U denote the sparse representation set and the sparsity pattern set of G train , respectively. For g ∈ G train , we have g = Ds, wheres is the representation of vector g in the D domain. The corresponding sparse representation s ∈ S is obtained by keeping only the k largest (in magnitude) coefficients ins. Thus the corresponding sparsity pattern u ∈ U can be obtained as
Several state-of-the-art CS algorithms have been chosen for performance comparison, including the OMP [29], VOLUME 7, 2019 the BSBL [30], the BPDN [8] , the IRL1 [10] , the threshold-ISD [11] , the AE and the RBM-OMP [15] , [16] algorithms. Among them, the OMP, the BSBL and the BPDN are traditional methods of the greedy algorithm, the Bayesian CS and the convex relaxation algorithm; the IRL1 and the threshod-ISD algorithms are based on the WL1M which incorporate both sparsity and the structural priors; the AE is the classical deep learning based method; Both the RBM-WL1M and the RBM-OMP utilize the RBM to capture the complex statistical structure of the input data. In our experiments, we used the solvers SolveOMP and SolveBP of the SparseLab toolbox [31] for OMP and BPDN implementation, respectively; for IRL1 and threshold-ISD implementations, we employed the open source code in [11] ; for BSBL implementations, we used the open source code in [30] . In order to minimize the impact of the parameter settings, we used the default values of the parameters in these codes. The AE [18] adopted the classical four layer structure where the number of neurons in the input layer, the first hidden layer, the second hidden layer and the output layer is 512, m, 256 and 512, respectively. We used the SGD algorithm with 0.01 learning rate to train the model. In the proposed method and RBM-OMP, the same RBM with n v = n h = 512 is used, whose activation and loss functions are the sigmoid and the mean-square error, respectively.
B. R-SNR RESULTS AND THE NUMBER OF ''GOOD'' RECONSTRUCTION
The experimental results outputted by these algorithms are shown in Fig. 3 , where each point is the average R-SNR of a specified sampling rate (rate = m n ). At the same time, Table 1 reports the number of ''good'' reconstruction quality at different situations. As it is shown in Fig. 3 and Table 1 , the RBM-WL1M algorithm achieved the best performance in terms of averaged R-SNR and the number of ''good'' reconstruction quality. It is shown that the WL1M based algorithms, i.e., the RBM-WL1M, the IRL1 and the threshod-ISD, achieved better reconstruction performance at low sampling rate (rate 0.3), compared with the others. Moreover, significant performance gains can be obtained by the RBM-WL1M algorithm when the sampling rate low than 0.3. For example, the average R-SNR of the RBM-WL1M algorithm is close to 34(dB) and it can achieve nearly 89% of ''good'' reconstruction quality with the number of measurements m = 103. As a comparison, many other algorithms in this case cannot recover any records with ''good'' reconstruction quality.
To observe the variance across the individual records, Fig. 4 shows the box plots for these algorithms when the number of measurements m = 103. On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, and the whiskers extend to the most extreme data points. Obviously, the RBM-WL1M algorithm outperforms the other algorithms. It is well known that by meaning of both the sparse and the structure priors of the signals, the WL1M is a flexible and power framework to recover the underlying signals. We emphasize that the RBM-WL1M learns highorder structural priors of signals and incorporates it into the WL1M model. Thus, the performance improvement is to be expected.
C. VISUAL EVALUATION
We select the reconstructed results of patient-06, patient-286 and patient-288 records for comparison. After the same data processing, patient-06, patient-286 and patient-288 records have 57, 57 and 19 segments, respectively. We assume that the number of measurements is m = 103. Fig. 5, Fig. 6, and Fig. 7 plot the reconstructed results of patient-06, patient-286 and patient-288 records, respectively. In the Figures, the red line and the blue line denote the original segments and the reconstructed segments, respectively; from (a)-(h), we plot the corresponding results of the RBM-WL1M, RBM-OMP, AE, IRL1, threshold-ISD, BSBL, BPDN and OMP, respectively. As it is shown in Fig. 5, Fig. 6 , and Fig. 7 , while other algorithms hardly recover the signal, the distortion of the results of the RBM-WL1M algorithm is pretty small.
Further, for all 133 segments belonged to patient-06, patient-286 and patient-288 records, the average reconstruction time of these algorithms are shown in Table 2 . It is note that there is no consideration of the training of the RBM for the RBM-OMP and the RBM-WL1M. It can be observed that the RBM-WL1M can achieve excellent performance in terms of the reconstruction time. Therefore, the RBM-WL1M algorithm is strongly recommended for ECG data reconstruction at low measurement rate.
V. CONCLUSION
In this paper, we propose a data-driven method, namely RBM-WL1M, for sparse reconstruction, which employs an RBM to capture the statistical dependencies of the data. Furthermore, utilizing the RBM, high frequency support set and non-zero probabilities for each of the entries in signals can be estimated effectively, which are used to appropriately select the weights of the WL1M model. Owing to the incorporation of the statistical priors, the RBM-WL1M leads to significantly superior performance than not only the classical CS methods, such as the BPDN and the OMP, but also the existing WL1M based methods, such as the IRL1 and the threshold-ISD algorithm. The proposed approach also outperforms the RBM-OMP algorithm in which the RBM is also employed in a MAP estimator for the reconstruction. What's more, the RBM-WL1M is far more efficient than the RBM-OMP. 
