Abstract-In a sensor network with information sources and a sink, we assume a single path between every location in the network and the destination. These abstract information paths represent the desired paths for transmission of information. If the number of sensor nodes is large enough to approximate information paths with a certain precision, we call the network implementable. In this paper, we investigate the relation between density of nodes and implementability of information paths. We show that a quadratic relation between the density of nodes and the magnitude of information flow does not guarantee implementability. On the other hand, we show that in a rectangular geometry with a line source and a line sink, and a total load of θ bps, N = O(θ 2 log θ) number of nodes is sufficient for implementing the information paths. Furthermore, we show via simulation that adding the log factor is also a necessity for implementing the paths.
I. INTRODUCTION
Dense sensor networks have recently become a subject of interest to researchers, many of whom have analyzed different aspects of such networks with approaches inspired by physics [1] , [2] , [3] , [4] , [5] , [6] . An underlying assumption of many of these works is that the network is dense or in other words the number of nodes is very large, technically reaching infinity (see the survey [14] for more information in this regard).
Discrete models are not good candidates for modeling the flow of information in a wireless sensor network as the number of sensor nodes grows. A main shortcoming of discrete models is that the flow model becomes intractable when the number of nodes grows very large. To overcome this problem, we use a continuous space model by defining the information flow vector field in formulating the flow of information in a dense wireless network. The vector field has two components at every point of the network: magnitude which is proportional to the density of communication, and direction which is toward the flow of information. This model was first introduced in [1] and [2] with an inspiration from electrostatics, where a quadratic cost function was proposed to find the optimal flow of information from a source to data sink. Approaches based on electrostatics have since become popular. [7] , [8] , [9] , and [10] are among the works based on this analogy. In a recent work [11] , we generalized the quadratic cost function to a pnorm flow optimization problem with p > 1 by minimizing the p-norm of the information flow vector field subject to the basic flow constraints. We proposed an iterative method to numerically solve the p-norm flow problem. This was done using Sequential Quadratic Programming (SQP). It was shown in the paper that the p-norm problem has load balancing property; for p close to 1, the information flow tends to pass through geometric shortest paths. By increasing the value of p, the flow spreads in the network using resources more evenly, and it reaches maximum load balancing when p → ∞. In [12] , we discussed more about the challenges of numerical analysis of the p-norm flow optimization problem.
While the concept of information flow has been studied extensively, we still need to answer an important question about the validity of our model. As mentioned earlier, the continuous model is valid as long as the network is dense enough. The important part which is still not discussed is the term "dense" and what is exactly meant by that. In other words, what is the lower bound on the total number of sensor nodes to have a dense network? What is the relation between density of nodes and magnitude of information flow? This question was initially investigated by Toumpis and Tassiulas in [3] , where they showed that minimizing the quadratic cost function results in optimal deployment of sensor nodes. This result was based on the assumption that a location (x, y) with node density d(x, y) can support an information flow with magnitude less than or equal to γ d(x, y) for some constant γ. This assumption was not strictly proven in the paper; it was rather shown in a simple example which cannot be generalized to more complicated scenarios.
In this paper we show that the above relationship is not realistic even in very simple examples. For this, we define a stronger notion of connectivity which is equivalent to implementability of information flow paths with sensor nodes. Implementability requires not only the existence of connected hop-by-hop routes from sources to sinks, but ones that approximate the information flow paths-i.e, the flux lines of the information flow vector field. This happens when the number of nodes is large enough to approximate the information flow paths with piecewise linear routes. With this new definition, we prove that a quadratic relation between the density of nodes randomly distributed throughout the network and magnitude of information flow does not guarantee implementability. Instead, we show that in a rectangular geometry with a line source at the top producing θ bps and a line sink at the bottom of the network, a total number of N = O(θ 2 log θ) nodes with uniform distribution provides implementability. Similar to [13] , a log factor is the price to pay for the random distribution of nodes.
The rest of the paper is organized as follows. After a short overview of the definition of information flow and its basic properties in Section II, we define a new notion of connectivity equivalent to implementability of information flux lines in Section III. In Section IV we prove that a quadratic relation between the density of nodes and the magnitude of information flow is not enough to implement the flux lines. We also present a simple example and show that N = O(θ 2 log θ) nodes is sufficient for implementability in a rectangular geometry with a total load of θ bps. In Section V we show via simulation that adding the log factor is also necessary for implementing the flux lines, and finally conclude in Section VI.
II. BACKGROUND
Let us start with a short overview of the definition of information flow vector field and its basic properties. We then briefly state the p-norm optimization problem. For more complete definitions and results see [1] , [2] and [11] . In this section and the next section, we assume the model with a single destination case. This assumption is made for simplicity and it can be generalized to multiple destinations as in [15] .
Consider a network of N sensor nodes in a region A in the plane. Sensors are intended to collect information and send it to a destination called the data sink in a multihop fashion. Define load density r(x, y) ≥ 0 as the rate of information generated per unit area at point z = (x, y) in the network. Furthermore, assumeθ(x, y) represents a unique direction of flow of information at every point (x, y) in the network. The value ofθ(x, y) is undefined at the data sink. This assumption implies that there is a unique path between each location of the network and the destination.
With the above assumptions, we define the information flow vector field as the flux density of paths to the destination. Given a point (x 1 , y 1 ) ∈ A, and choosing a small line segment L passing through (x 1 , y 1 ) and perpendicular toθ(x 1 , y 1 ), the magnitude of information flow equals the density of information passing through L. This can be mathematically stated as follows.
In this representation, α(L) denotes the upstream area of L, which is the part of the network whose traffic passes through L on its way toward the sink. This is shown in Fig. 1 . The information flow vector field satisfies two basic properties. First,
ρ(x, y) equals the load density function r(x, y) throughout the network except at the data sink, which is assumed to be at (x 0 , y 0 ) in (2) . ρ(x 0 , y 0 ) is represented as a dirac delta function of weight w 0 , which is equal to the total load produced in the network. This is to force all the information flow to end at the destination. The second property of information flow is
where D n is the normal component of D on the boundary of A, denoted by ∂A. This property states that no information is allowed to pass the geographical boundaries of the network. Note that definition 1 is a mathematical definition of information flow vector field which depends on the set of paths chosen for the flow of information. Therefore, the value of D differs based on the set of paths chosen, but as long as a vector field satisfies properties (2) and (3), it is considered to be an information flow vector field. Furthermore, we assume that the information flow is a smooth function of location in space. We will use this assumption later in the sequel as we divide the network geometry into small area elements and assume that the magnitude of information flow is approximately uniform inside each small element.
From the discussion above, it is obvious that properties (2) and (3) do not specify a unique D(x, y) and leave some room for optimization. Therefore, we introduced the p-norm flow optimization problem, which minimizes the p-norm (p > 1) of the information flow subject to its basic properties.
It is shown and fully discussed in [11] that the p-norm flow problem has load balancing properties and that the value of p can be chosen based on a trade-off between delay and balancing the traffic over the network.
III. IMPLEMENTING THE FLUX LINES
In this section we define a new notion of connectivity which deals with implementing routes that can approximately follow the information flux lines. In the literature [13] , the notion of network connectivity is defined as the existence of at least one path from each node in the network to every other node in the network. Considering information flow vector fields, a different notion of connectivity must be defined. As discussed earlier in [1] , we assume there exists a single path from every location in the network to the destination. These paths are mathematically defined as directed curved lines starting at a location (x, y) and ending at the destination. Therefore, paths are not determined by the location of the nodes; rather they are abstract paths representing the desired paths for transmission of information. Now, routes are defined as sequences of sensor nodes starting from each source to the destination. The goal is to approximate information paths, also called flux lines, with routes. This approximation is possible if sensor nodes are distributed dense enough in the network. If the number of nodes is large enough to approximate information flux lines, the paths are implementable. A more precise definition of implementability is given in next section, where we define implementability for a simple rectangular network and generalize it for more complex network topologies in the sequel.
Intuitively, a network needs more sensor nodes to be implementable than to be connected based on its standard definition. This is illustrated in Fig. 2 . It shows a simple rectangular network with a source located at the left end and a sink at the right end of its geometry, and a single flux line between the source and the sink which is the straight line connecting the two nodes. Sensor nodes are uniformly distributed throughout the network. The goal is to approximate the flux line with a piecewise linear route within the margins specified by dashed lines below and above the flux line. These margins are specified arbitrarily for this specific example; however, as we show later in the sequel, the margins have a linear relation with the transmission range of sensor nodes and are not specified arbitrarily in general.
Starting from the source, each node tries to find a node within its transmission range, specified by the circles around the nodes, with the most progress toward the sink. In Fig. 2(a) , although nodes can find a route from the source to the sink and make the network connected, the route has violated the margins. Hence, the number of nodes is not enough to make the flux line implementable. In Fig. 2(b) , nodes are increased such that they can find a route within the margins. This time, the network is connected and the information flow is implementable.
Our goal in this paper is to investigate the relation between density of nodes and implementability of flux lines. This is done by finding the relation between the magnitude of information flow vector field and the density of nodes. Once this relation is found, it can be used in two different ways. First, assuming that D(x, y) is known at every point of the network, this relation can be used to find the order of nodes needed to implement the information flux lines. Second, this relation can be used as the cost function to find the optimal information flow D(x, y) that requires minimum number of nodes to carry the traffic from information sources to the destination.
IV. THE RELATION BETWEEN NODE DENSITY AND INFORMATION FLOW

A. Why a quadratic relation fails
We start with a simple network example and a simple scheduling scheme, and define a new notion of connectivity, referred to as implementability, which is equivalent to ability to implement information flux lines with piecewise linear routes. Then we prove that a quadratic relation between the magnitude of information flow vector field and the density of nodes does not guarantee implementability. We will generalize this notion of connectivity to other network topologies in the sequel.
Consider a rectangular geometry of width W and length L, as depicted in Fig. 3 , with a line source at the top producing information with a total rate of θ bps. The data sink is a line sink located at the bottom of the network. Sensors are distributed uniformly at random throughout the network's geometry and relay information to their downstream with equal transmission capacity of C bps. We consider the case where the information flow is parallel to the height of the rectangular geometry. As we see later in the following for a generalized arbitrary network, the area can be divided into small rectangular elements where the size and orientation of each element is chosen such that the magnitude of information flow is approximately uniform inside the element, and the flow is parallel to the height of the rectangular element. Thus, the case of a general network can be locally reduced to the special case we consider here except at a set of points of measure zero in the region in which the network is defined.
Although the information flow is continuous in nature, the flux lines must get discretized in order to be implementable. We assume that the discretized information flow can be represented by n 0 = θ αC equally spaced flux lines each relaying αC bps to the sink, where α ≤ 1 is a constant specified by the MAC protocol. This divides the geometry into n 0 subregions of equal width, with the information flux lines at the center of sub-regions and directed from the top to the bottom. The goal from now on is to implement the flux lines with piecewise linear routes that stay within the margins defined by the boundaries of the sub-regions.
In order to prevent interference between sub-regions, the wireless channel can be divided into two sub-channels where every other sub-region shares the same channel. Let δ denote the transmission range for each node. Based on the Protocol Model [16] , in order to avoid interference between nodes in two different sub-regions sharing the same channel, the distance between every other sub-region must satisfy
where Δ is a nonnegative constant. As shown in Fig. 4 , strips of width δΔ are guard zones added between sub-regions to prevent interference. Now, relation (5) suggests that the width of each sub-region must be equal to the transmission range δ. This makes the inequality in (5) to an equality, and prevents an overdesign in choosing the width of sub-regions. In this way, the transmission range is also chosen to be the maximum possible which is consistent with the overall goal of minimizing the total number of nodes needed to implement the flux lines.
Choosing the width of each sub-region to be equal to δ, the magnitude of information flow vector field is equal to | D| = This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings. Increasing the total load θ while C is fixed increases the number of flux lines needed to carry the traffic. As the distance between the flux lines decreases, the transmission range must also decrease to prevent large footprints in the network. This reciprocal relation between θ and δ is clearly shown in relation (6) .
With this network setup, the implementability of flux lines is equivalent to having enough nodes distributed uniformly at random throughout the network to be able to implement all information flux lines with piecewise linear routes within their sub-regions. This definition of implementability of flux lines can be generalized for other network topologies as well. Consider an arbitrary network geometry with an information source and destination. The network geometry can be divided into smaller rectangular area elements, where the size and orientation of each rectangle is chosen such that the information flow inside the rectangle is approximately uniform and is parallel to its longer sides. Now, the implementation of flux lines in the network can be analyzed locally by analyzing the implementation of flux lines inside each small rectangle similar to the simple example discussed here. The total load carried inside each rectangle is equal to the amount of information flow that enters the rectangle from its side and exits from the opposite side. This is equal to θ = | w D · d n|, where w denotes either of the shorter sides of the rectangle and d n is the differential vector normal to w. Now we can follow a similar approach to the example discussed in this section to find the number of flux lines needed to carry the traffic and form the sub-regions to implement each flux line with piecewise linear routes.
To implement a flux line, all nodes within its sub-region must have nonempty downstream regions. In other words, all nodes must have at least one node within their transmission range in their downstream toward the corresponding sink. Let S x denote this area for a node in the network. As shown in Fig. 5 this area is a function of x, which is the distance between the node and the left border of its sub-region. Clearly x ranges between [0, δ], and therefore it can be written as x = βδ for β ∈ [0, 1]. Now the area of the downstream region can be computed as follows.
where
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE "GLOBECOM" 2009 proceedings.
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This suggests that S β is a function of δ 2 multiplied by a coefficient m β ranging between m min = 0.7854 and m max = 0.9566 as shown in Fig. 6 . We will use the following bounds in the proof of the theorems stated in the rest of the paper. Lemma 1:
Proof: The right inequality can be easily verified by comparing 1 − p to the Taylor expansion of exp(−p) around the origin. For the left inequality, proceed as below: (1 − p) ), where
Theorem 1: A total number of N = O(θ 2 ) nodes distributed uniformly at random in the rectangular geometry described before does not guarantee implementability.
Proof: Let x 1 , · · · , x N denote the nodes distributed in the network. Furthermore, let S βi denote the area of the downstream region of node i.
is a random variable counting the total number of nodes inside the downstream region of node i. 
where we have used Lemma 1 for the last inequality. Now if we choose N = kθ 2 and use relation (6) ,
which is a positive constant, and
The last line shows that there is a positive probability for the network to be disconnected, and therefore N = kθ 2 nodes is not enough to guarantee implementability.
Note that by adding guard zones between the sub-regions, Δ 1+Δ fraction of nodes do not participate in routing. These are nodes that are in the guard zones and nodes inside the subregions do not communicate with them. However, this does not change our result since we care about the order of nodes rather than specific bounds. 
B. A Sufficient Condition For Connectivity
In this section, we will investigate a sufficient condition for the total number of nodes that guarantees implementability. This condition is stated in the following theorem.
Theorem 2: Suppose a rectangular geometry with a line source and line sink and a total load of θ bps, as described in the previous section. If N = kθ 2 log θ is the total number of nodes distributed uniformly at random throughout the geometry, the network is implementable provided that k > k 1 , where
Again Lemma 1 is used in writing the last inequality. Now, letting N = kθ 2 log θ and using relation (6) , Np min =
978-1-4244-4148-8/09/$25.00 ©2009 
k1 log θ and therefore
Hence lim θ→∞ p d = 0 provided that 2k k1 > 2. Theorem 2 states only a sufficient condition for number of nodes that guarantees implementability. However the simulation result which is shown in the next section suggests that N = O(θ 2 log θ) is also a necessary condition for implementability.
V. SIMULATION
In this section we run a simulation to investigate the relation between θ and total number of nodes that guarantee implementability. We consider the same rectangular geometry described earlier with L = W = 10. It has a line source at the top producing information with a total rate of θ bps, and a line sink at the bottom of the network. Each node is assumed to have a transmission capacity of C = 1 bps. The guard zone coefficient Δ = 0, and the MAC protocol constant α = 1 for the purpose of simulation. For each fixed θ, we keep adding nodes one by one uniformly at random and independent from each other until the flux lines are implementable. For each N , nodes try to route information from the top to the bottom in each sub-region. Each node routes to the node in its downstream region which is closest to the sink. This is shown in Fig. 7 where θ = 10 bps. In part (a), N = 600 which is still not enough for all paths to get connected. Unconnected paths are shown by dashed lines. As shown in the figure, three out of ten paths are not connected. The last node in each of these unconnected paths was not able to find a node in its downstream region. In part (b), the number of nodes is increased to N = 639, which is the onset for the network to get connected. This occurs when all n 0 = 10 paths are implementable. This procedure is repeated 50 times for each θ ranging from 8 bps to 50 bps, taking the average of the number of nodes that resulted for each fixed θ. Fig. 8 shows the result of this simulation. As can be seen from the figure, the experimental relation between N and θ can be well approximated to be N = 2.5θ 2 log θ. Looking back to Section IV-B, N = kθ 2 log θ with k > k 1 is a sufficient condition for implementability. With the parameters of this simulation, k 1 = 2.5 which completely matches with our simulation result. This suggests that N = O(θ 2 log θ) is a necessary and sufficient condition for implementability. However, the necessity is only shown by simulation. 
VI. SUMMARY AND CONCLUSIONS
In a dense wireless sensor network, we model flow of information as a continuous function. This model is valid as long as the density of nodes is such that they can approximately follow the information flux lines. We call this property implementability. In this paper, we provided a lower bound on the total number of nodes in the network required for implementability.
We proved that even in a simple network with a rectangular geometry, a line source and a line sink, a quadratic relation between density of nodes and magnitude of information flow does not guarantee implementability. This result contradicts the previous belief that minimizing the quadratic cost function results in optimal deployment of nodes by minimizing the number of nodes required to transport information to the sink. We also proved that in a rectangular geometry with a total load of θ bps, a total number of N = O(θ 2 log θ) nodes guarantees implementability. The simulation results also gave the same relation between N and θ, which suggests that N = O(θ 2 log θ) is both sufficient and necessary for implementability. The necessity is only shown by simulation, and the mathematical proof is left for future work.
The above relation suggests that minimizing A W 2 |D| 2 log(W |D|)dxdy, instead of the quadratic cost function, subject to the basic constraints of the information flow results in the optimal deployment of sensor nodes. This optimization problem has a smooth cost function which is consistent with our previous assumption of smoothness property of information flow. Solving for the optimal flow is also left for future work.
