Introduction
In this paper we develop improved methods for accurate estimation of lod scores for genetic linkage analyses [1] , using data jointly at multiple genetic markers on members of extended pedigrees with substantial missing information. To map the genes underlying complex diseases, the usual strategy has been to first localize genes to regions on a scale of centiMorgans (cM) using data on pedigrees. Fine-scale mapping using associations between genotype and phenotype can then identify candidate genes. A recent example is the study of age-related macular degeneration (AMD) [2] .
The development of genotyping technology and publicly available information on human genetic variation such as that provided by the HapMap project [3] have made possible the direct testing of associations between genotype and phenotype on a genome-wide scale. Such genome-wide association studies (GWA) raise the possibility of identifying disease-related genes from large samples of unrelated individuals, which are much more easily obtained than are pedigree data. However, it remains to be determined how far GWA studies can replace pedigree linkage analyses. As yet, GWA studies have provided conflicting results in comprehensive nationwide studies of Parkinson disease [4] [5] [6] [7] [8] [9] and of obesity [10] [11] [12] [13] . Problems of population structure and of genetic heterogeneity, at both the locus and allelic level, impact GWA severely but have little impact on pedigree analyses. Further, the power of linkage analysis is substantially increased by joint analysis of marker data at multiple polymorphic markers observed on members of extended pedigrees ascertained for multiple affected individuals [14] . Thus it remains important to develop computationally efficient methods for obtaining accurate lod scores using such data.
To obtain linkage lods scores, we assume availability of data on the genotypes at multiple linked genetic marker loci (Y M ) and trait characteristics (Y T ) of some subset of the members of extended pedigrees. Genotyping error is not considered in this paper. The genetic marker model, including the genetic map of the marker loci and the population frequencies of marker alleles, is assumed known. We also consider a single-locus model for the trait data Y T . The parameter of interest is then the location ␥ of the trait locus on the chromosome of the markers, with ␥ = G denoting that the trait locus is not on this chromosome. The lod score is the log-likelihood statistic
since, in the absence of linkage, trait data Y T and marker data Y M are independent. On extended pedigrees with a substantial proportion of missing observations, a major challenge remains the computation of this lod score [15] . Note that the subscript ␥ is dropped when a probability, such as P ( Y T ), does not depend on the location of trait locus. When exact computation is infeasible or impractical, Markov chain Monte Carlo (MCMC) methods provide a way to estimate the lod score [16, 17] . Where there are multiple genetic marker loci, both exact and Monte Carlo methods use some form of meiosis indicators [18] or inheritance vectors [19] to achieve the computation. The inheritance of DNA at any locus can be specified by binary meiosis indicators S ij , with S ij = 0 or 1 as in meiosis i at locus j the maternal or paternal DNA of the parent is transmitted to the offspring. Here i = 1, …, m indexes the meioses in the pedigree. We assume that the linked marker loci j = 1, …, n are ordered along the chromosome. Let S M denote the meiosis indicators relating to all the markers. Then the probability required for the lod score (1) may be written
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The form of equation (2) shows the challenge for exact computation when m and n are both large; S M consists of mn binary indicators. Equation (2) also shows how Monte Carlo estimation may be achieved through sampling S M conditionally on Y M and averaging the resulting val-
There are many ways to sample the components of S M conditionally on Y M using MCMC, but among the simplest and most effective are block Gibbs samplers. The locus (or L) sampler [20] jointly resamples { S ij ; i = 1, …, m } successively over loci j . The meiosis (or M) sampler jointly resamples { S ij ; j = 1 ,…, n } successively over meioses i . These two block-Gibbs samplers may be combined to form the LM-sampler [21] which has been the mainstay of our MCMC lod score estimation approaches [22] . The LM-sampler, together with the estimation approach indicated by equation (2) , forms the basis of the MORGAN [23] program lm_markers . In comparisons with other software, the lm_markers programs has been found to be quite competitive for lod score estimation on extended pedigrees [24] . We therefore take lm_markers (MOR-GAN V2.8.1) as the base-point for comparison of the improved MCMC methods presented in this paper. Our new programs are also implemented in the MORGAN package.
In this paper, we describe two ways in which MCMC sampling may be improved in order to obtain more accurate lod score estimates more efficiently. Our first improvement is a generalization of the block-Gibbs meiosis (M) sampler in which multiple meioses are updated jointly, across all loci. The simplest proposal is to update some randomly chosen subset of k meioses, which can be achieved in time of order k 2 k using the factored Hidden Markov Model (HMM) method [25] . Alternative proposals are to update specific subsets, such as the two meioses of an individual, the maternal and/or paternal meioses in a sibship, or the meioses of a 3-generation pedigree segment. Where the number of such meioses is too large for simple computation a restricted sampling of such updates has been implemented, similar to that of Thomas et al. [26] . These proposals have been implemented in the program lm_multiple released in version 2.8.2 of MORGAN package [23] .
The second method augments the latent state space with the haplotypes of a few 'key' individuals. Sobel and Lange [27] describe two sets of latent variables, descent graphs and descent states. Descent graphs are equivalent to the meiosis indicators S ij which define the descent of DNA at every locus j . Descent states specify in addition the haplotypes of founders: the alleles carried on each founder chromosome. The founder allelic types and the meiosis indicators together determine the genotypes of all individuals. Thus use of descent states makes computations simpler, but the much larger and more constrained space impairs the mixing performance of the MCMC. Our approach specifies the haplotypic states not of the founders but of key pedigree members who divide the pedigree. Segments of the pedigree are then independent conditional on these haplotypes, permitting either exact computation and independent realizations or MCMC methods to be performed on each segment and the results combined. Both the multiple-meiosis sampling and the augmentation with haplotypes of key individuals are implemented in the program lm_haplotype within the framework of the MORGAN version 2.8 package [23] . The program lm_haplotype is not yet publicly released.
In this paper we first provide the details of these generalizations of our MCMC methods. We then compare the performance of the three MORGAN [23] programs lm_markers , lm_multiple and lm_haplotype , using simulated data at 10 linked markers on a 52-member pedigree. In our simulations and in the paper, we use sex-averaged genetic maps, but this is for ease of presentation only. As with all MORGAN programs [23] , these three programs can equally use gender-specific maps. On an extended pedigree, with a substantial portion of missing data, and when marker loci are tightly linked, the lm_markers program can perform poorly. We show how lm_multiple improves estimation of a multipoint lod score, and lm_hap-lotype provides further improvement. For comparison with exact results using VITESSE [28] , we use just 4 markers on the full 52-member pedigree. We also compare the results for all 10 markers on a 14-member subset of the pedigree, using MERLIN [29] . We show that, using our new programs, MCMC is both an accurate and a computationally efficient approach to computation of multipoint lod scores.
Methods

Meiosis Indicators, Recombination, and Genetic Maps
We first review the probability model and conditional independence structure of the meiosis indicators S ij . This structure underlies all multilocus computations and sampling methods. At any single locus j , the meiosis indicators S ij , i = 1, …, m are independent. However, for each meiosis i , the S ij , j = 1, …, n are dependent. In meiosis i , recombination occurs between two loci j and l if S ij 0 S il . That is, the genes segregating to the offspring are from different grandparents. At any two loci j and l , the pairwise distribution of ( S ij , S il ) is determined by the recombination rate jl between the two loci. That is,
For loci that are close together on a chromosome, jl is close to 0. For independently segregating loci, such as loci on different chromosomes, jl = 1/2. Although, in reality and in our software, recombination rates may differ between male and female meioses, for simplicity we use sex-averaged rates in this paper.
To define the joint distribution of S ij over j = 1, …, n , an additional assumption is required. In this paper, we assume absence of genetic interference so that { S ij } j = 1, …, n are independent Markov chains ( i = 1, …, m ). In this case, the Haldane map function [30] provides the conversion between the genetic distance between j and l and the recombination rate jl . Let S . j = ( S 1 j , …, S mj ) denote the meiosis indicators and Y . j denote the observed marker genotype data at locus j over the whole pedigree. At locus j , conditional on meiosis indicators S . j , the observed data Y . j are independent of observed data and meiosis indicators at other loci.
This hidden Markov structure permits use of the factored HMM method [25] to obtain the forward cumulative probabili-
, which may be written as 
Multiple Meiosis Sampler
Except on small pedigrees, the number of meioses m is too large for the above exact forward computation and backwards sampling to be feasible. Thus, only a small subset of the total set of meioses can be sampled jointly. MCMC procedures resample a subset of the indicators S ij conditional on the data and current values of the remaining indicators. An MCMC iteration (or scan ) consists of a sequence of such resampling steps repeated until all the indicators have been resampled. In the sampling implemented in the programs lm_markers and lm_multiple only inheritance vectors at marker loci are resampled. Thus each MCMC scan provides the next realization of S M . Once a sequence of realizations of S M is obtained, equation (2) then provides a Monte Carlo estimate of the lod score as a function of the location of the trait locus.
At each MCMC iteration, our programs first randomly determine whether the scan is to be by locus (L-sampler) or by meiosis (M-sampler). Our new multiple meiosis (MM) sampler is a generalization of the M-sampler of Thompson and Heath [21] in which meioses are updated singly. For a subset I of meioses, we write S . j = ( S Ij , S -Ij ), where S Ij ( S -Ij ) denotes meiosis indicators in (not in) subset I at locus j . Instead of one meiosis i , MM-sampler jointly resamples { S Ij ; j = 1, …, n } successively over subsets I of meioses conditionally on { S -Ij ; j = 1, …, n } and the marker data Y M . The factored HMM structure holds for this subset of meioses, so that the method of Fishelson and Geiger [25] can be applied for the calculations.
We have defined several possible subsets I : their benefits for MCMC mixing performance are considered further in the Discussion. Specifically, we consider subsets I such as 1 random update: a random subset of the meioses, or 2 individual update: both maternal and paternal meioses for an individual, or 3 complete sib update: all the meioses from parents to children in a nuclear family, or 4 complete 3-generation update: all the meioses from grandparents to parents and from parents to children in a 3-generation family, which is defined as a nuclear family together with any grandparents present in the pedigree. At each MCMC iteration of sampling inheritance indicators, a sampling type of a random update, individual update, sib update or 3-generation update is chosen according to probabilities p r , p i , p s and p 3 , where p r + p i + p s + p 3 = 1. If a random update is chosen, then a random integer will first determine the size of this subset of meioses. For example, if the allowed maximum number of meioses in a subset is 8, then a number will be selected from the integers from 1 to 8 each with probability 1/8. This number of meioses will be selected randomly from the overall set of meioses and the indicators are updated according to its posterior distribution. Then a second integer from 1 to 8 will be randomly selected and a second subset of meioses randomly selected from the remaining meioses (excluding the ones previously selected), and so on until all the meiosis indicators are updated. If an individual update is chosen, the two meioses of each individual are updated jointly for each individual of the pedigree in a random order. Similarly, if a sib or 3-generation update is chosen, then the meioses included in these subsets are jointly updated, with the subsets being updated in random order. The subsets in a sib update are disjoint while the subsets in a 3-generation update can overlap since the grandparents in a 3-generation family can be parents or children in other 3-generation families.
Restricted Multiple-Meiosis Updates
The computational time is exponential in the number k of meioses in subset I . When k is too large, it could be computationally expensive or even impossible to do a complete sib or 3-generation update. In this case, a restricted sib or 3-generation update is possible.
For the restricted sib update , consider I to be the set of meioses from parents to children in a nuclear family. 
S s S s
Similarly, when the complete 3-generation update is impractical, a restricted 3-generation update can be applied. Consider I to be the set of meioses in a three generational family of grandparents, That is, there are two restricted choices to update meiosis indicators in I: (1) the same as current realization (2) swapping maternal and paternal meiosis indicators for meioses from grandparents to parents and flipping all the meiosis indicators for meioses from parents to children. We show in the Appendix that { X j } j = 1 , …, n is a Markov chain for the case of restricted sib update. An analogous result holds for the case of the restricted 3-generation update. Hence, given data Y . j and fixed S -Ij for j = 1, …, n , we retain the HMM structure with the { X j } j = 1 , …, n replacing the much larger space of S Ij . Since each X j takes only 2 or 4 values, it is possible to jointly sample X = ( X 1 , …, X n ) for all the marker loci in time of order n instead of the previous nk 2 k . The total number of choices over all n loci is then 4 n or 2 n at each resampling step, providing a wide space of potential updated meiosis indicators. Updates similar to our restricted updates were proposed by Thomas et al. [26] , for a single marker locus. However, they did not demonstrate how all the loci can be updated jointly.
Haplotype Sampler: Combination of Exact and Approximate Calculations
Conditional on the complete haplotypes at marker and trait loci of individuals who divide the pedigree into subsets of individuals, data on the different pedigree subsets are independent. The conditional independence of pedigree segments given the haplotypes of individuals who divide the pedigree is the basis of the Elston-Stewart algorithm [31] for likelihood computations on pedigrees. However, here we have multiple marker loci, so our method of computation on each pedigree segment is based on the Lander-Green approach [19] . We augment the space of hidden variables with the haplotypes of such 'key' individuals. If a subset separated by a 'key' individual is small, exact computation is feasible. In genetic studies, data are more often available for extant individuals at the bottom of the pedigree, constraining the haplotypes of immediate ancestors. It is therefore practical and efficient to do exact calculation on small subpedigrees of current individuals, taking as a 'key' individual the ancestor who connects the subpedigree to the remainder of the pedigree.
The haplotypes used to augment the space of hidden variables include the trait locus in addition to the marker loci. Without loss of generality, assume the trait locus T is between the d th and d +1st marker loci. Then, for each meiosis i , { S ij } j = 1 , …, d , T , d +1,…, n is a Markov chain, and the trait data depend only on the trait model and the inheritance at the trait locus. That is, the HMM structure and all the computational and sampling methods of the previous sections follow exactly as before, with the trait locus now being included.
For example, in the pedigree segment shown in figure 1 , let (2) , S (2) ) be data and meiosis indicators in the 1st (2nd) descendant pedigree. Note that, since the key individuals themselves are in both descendant and ancestral pedigree segments, Y 1 is included in both Y (1) and Y (p) , and Y 2 is included in both Y (2) and Y ( p ) . Then the probability distribution of the observed data Y can be written as 
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Notice that in equation (3) 
) is a connection between descendant and ancestral pedigrees. We analyze these terms and explain in detail how to calculate them in the following four paragraphs.
First, consider the term
. This part is independent of S ( p ) , the meiosis indicators in the ancestral pedigree. Now , .
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The probability for the first descendant part P ␥ ( Y (1) ) can either be calculated exactly or, if it is too large, estimated by MCMC. For a fixed genetic map, P ␥ ( Y (1) ) is calculated only once summing over all possible values of H 1 and H 2 . The prior probability, P ( H 1 ), of the ordered haplotype pair H 1 , is assumed to be the product of the allele frequencies at each marker/trait locus. The multilocus penetrance probability P ( Y 1 ͉ H 1 ) is a product over the marker and trait loci, 1 or 0 for genotypic data, or a more general penetrance for discrete or quantitative trait data. When P (
is defined to be 0. The haplotype pair h 1 can be sampled according to the posterior distribution P ␥ ( H 1 ͉ Y (1) ). When the number of possible haplotypes is not large, the full distribution P ␥ ( H 1 ͉ Y (1) ) can be calculated exactly. However, when the exact calculation is infeasible, we have
Equation (4) indicates that we can first sample s (1) conditional on Y (1) . We then sample h 1 , locus by locus, conditional on Y (1) and a realization of S (1) . Second, consider the term
We use MCMC to sample s ( p ) conditional on data Y ( p ) using the new MMsampler to improve mixing. Now
Thus we may sample
The trait-locus penetrance probability on the ancestral pedigree, 
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To summarize, we estimate the likelihood of equation (3) by first sampling h 1 ϳ P ␥ ( H 1 ͉ Y (1) ) and h 2 
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The average of this quantity over MCMC realizations provides an
, which is proportional to the likelihood
Of course, this method is not limited to the special case of two 'key' individuals who are siblings. One can choose any small number of individuals anywhere in the pedigree as 'key' individuals. However, different choices of 'key' individuals can make a difference in the efficiency of estimation. As a guideline, one should choose individuals whose descendants have enough information to at least partially restrict the space of haplotypes of each key individual. Additionally, the procedure is much more effective if exact computation is used on the descendant pedigree segments. Thus, the number of each individual's descendants should be not large so that the computation of the exact haplotype distribution is infeasible. The methods of this section have been implemented in the program lm_haplotype . In this program, a subset of 'key' individuals must be predefined by users. Then the program lm_haplotype will automatically divide the whole pedigree into parts and calculate each part exactly or approximately according to the size of each part and the maximum number of meiosis allowed for exact calculations. When Monte Carlo approximation is necessary, the MM-sampling of lm_multiple , rather than the M-sampler of lm_ markers , is applied. The final results are then combined as described above and estimates of lod scores are returned.
Results
Set Up for Simulation and Analysis
We illustrate our methods on the single pedigree, In the analysis, trait-locus genotypes are unobserved, but affectation status is available for each of the 32 observed individuals. The assumption of 'known' phenotypes of unaffected individuals results in a stronger linkage signal compared to many real data analyses, where often only the more clearly defined 'affected' phenotype is specified. However, this fact has no (in lm_multiple ) or little (in lm_haplotype ) effect on the mixing performance of MCMC.
All the programs were run on a Dell Precision 360 workstation with Pentium 4 (3 GHz) processor, 2 GB memory and Red Hat Enterprise Linux 4 WS system. In all three MCMC programs, we use 3K (3,000) sequential imputation realizations to obtain the initial realization of meiosis indicators S M . The value chosen is the realization that gives the highest value of P ( Y T ͉ S M ). In lm_markers and lm_multiple , the probabilities for L and M sampling are 0.5 and 0.5 respectively. Sampling is by scan in both lm_markers and lm_multiple . When lm_multiple selects an M-sample scan, the probabilities for individual, sib, 3-generation and random updates are 0.3, 0.3, 0.2 and 0.2 respectively. In the random update, the number k of meioses jointly updated is uniformly distributed from 1 to 8. In the sib and 3-generation updates, the maximum allowed number of meioses for complete updating is 8. That is, when the number of involved meioses in these updates is greater than 8, restricted updates are applied. For lm_hap-lotype , whenever MCMC sampling is necessary on either ancestral or descendant parts of the pedigree, lm_multiple is used with the same parameter values as above.
To choose the 'optimal' key individuals for lm_haplo-type , 50 short lm_multiple runs (each of length 5K MCMC scans) are performed on some subpedigrees of ped52 . For example, individuals 202, 2,020 and their descendants would be one such subpedigree ( fig. 2 ) . Another example subpedigree would be individuals 304, 3040 and their descendants. The idea is that special attention should be paid to the subpedigrees that give significant contribution to the overall lod scores but have large variation among independent runs. Using this method, we find that in this example, the subpedigree that might be the source of large variation is the one consisting of individuals 202, 2020 and their descendants. There are 14 individuals and 20 meioses in this subpedigree. For lm_hap-lotype , we then choose individual 202 as the key individual and sample her haplotype, conditional the data on this subpedigree. The computation time for this preliminary analysis is not included in table 2 .
Ped52 with 4 Markers
Our aim is to obtain accurate MCMC lod score estimates for large pedigrees with multiple markers. However, on ped52 we first consider markers 3, 4, 6, 7 only (ped52-4) , in order to make possible a comparison with exact computations.
The exact lod scores are calculated using VITESSE [28] and is shown in figure 5 (dashed line) . The differences between exact lod scores and estimated ones from 50 runs using the three MCMC programs lm_markers , lm_multiple and lm_haplotype (30K MCMC scans for each run) are shown in figure 3 . For lm_markers ( fig. 3 a) , there are two clear separate clusters of estimates, indicating poor MCMC mixing. Therefore, the estimated lod scores are not accurate and reliable in this case. To determine whether a longer run can overcome this mixing problem, we choose 10 runs from the upper cluster and 10 runs from the lower one and extend the number of MCMC scans from 30K to 1M (1,000,000) for each run. All the 20 runs are still in their original cluster after such a long run, although the between-run variation of lod scores within each cluster does decrease compared to the lod score estimates based on 30K MCMC scans (results not shown). This indicates that the lm_markers sampling procedure has negligible chance of moving between subsets of S M that provide lod scores in different clusters in this example. varying around true lod-score curve. Figure 3 c shows that lm_haplotype not only overcomes the mixing difficulties of lm_markers , but also has smaller variation compared to lm_multiple . In the worst scenarios of bad choices of key individuals, lm_haplotype performs at least as well as lm_multiple (results not shown). To see how the number of MCMC scans affects the final estimates, we also did 50 short runs (10K scans per run), 50 long runs (30K scans per run) and 50 extremely long runs (1M scans per run). For a given position, we consider two measures of accuracy and precision of the estimated lod score: the discrepancy which is the mean (over runs) of the absolute difference from the truth, and the range which is the difference between maximum and minimum over runs. For each program, these 2 statistics are calculated at three positions: marker-3, marker-6, and marker-7. The results are shown in table 1 .
From table 1 we see that for ped52 with 4 markers, both lm_haplotype and lm_multiple have much smaller discrepancy than lm_markers . For example, for the long runs at marker-6, lm_haplotype , lm_multiple and lm_ markers have discrepancies 0.057, 0.082, 0.439 respectively, which are 6, 8 and 45% of the true lod score 0.965 at this position. With extremely long runs, the discrepancies for these three programs decreased to 0.012, 0.014, 0.335 respectively. However, the discrepancy for lm_ markers (0.335) is still too large to be reliable. This shows that lm_markers can not overcome the mixing difficulties even with extremely long runs (1M scans). Moreover, Each MCMC computation time is an average over the corresponding set of 50 runs of table 1. The computation time of VITESSE and MERLIN are shown in parentheses in the exact column. The number 10K means 10,000 and 1M means 1 million. The numbers included in parentheses in the position column are exact lod scores calculated by VITESSE or MERLIN at these positions. mrk, mul and hap represent lm-markers, lm-multiple and lm-happlotype respectively. lm_haplotype and lm_multiple also have smaller range than lm_markers in most cases.
For a given number of MCMC scans, the computation time for lm_haplotype is about the same as for lm_mul-tiple and about three times the time for lm_markers ( table 2 ). That is, a short run (10K scans) of lm_multiple or lm_haplotype uses about the same computation time as a long run (30K scans) of lm_markers . By comparison, note that exact computation using VITESSE [28] takes much longer time to compute the lod scores at the same points as the MCMC programs estimate them ( table 2 ) . On this pedigree, four 4-allele markers is the limit of computation feasibility for VITESSE, showing the importance of having accurate and reliable MCMC methods.
For the three MCMC programs, a fair comparison with respect to time is thus of the long run results using lm_markers with the short run results using lm_multiple and lm_haplotype . Table 1 shows that even short runs (10K scans) of lm_haplotypes and lm_multiple perform much better than long runs (30K scans) of lm_markers , with both smaller discrepancy and smaller range over runs. Notice that, in this example, more MCMC scans of lm_markers do not necessarily increase accuracy or decrease variability because of poor mixing of the Markov chain. However, increasing the number of MCMC scans for lm_haplotype or for lm_multiple does decrease both the discrepancy and the range.
Ped14 with 10 Markers
To use all 10 markers and to compare the performance of these with exact calculation, we can use only a small part (ped14-10) of the pedigree. We consider the right part of ped52 consisting of founders 202, 2,020 and their descendants: 14 individuals in total (see fig. 2 ). MERLIN [29] can compute exact lod scores on this subpedigree. For each of the three MCMC programs, the discrepancy and range at marker-3, at marker-6, and at marker-7 are shown in table 1 . Comparing the long run results from lm_markers with short run results from lm_multiple and lm_haplotype , we find that the latter two programs always have smaller discrepancy and less variation ( table 1 ) . In fact, in this example, lm_markers requires about 50% more computation time for 30K MCMC scans than do the other two programs for 10K scans ( table 2 ) .
A further comparison of the accuracy of MCMC estimates as compared to exact results from MERLIN is shown in figure 4 . For all three MCMC programs, and for both short and long runs, this figure shows the empirical CDF (over 50 runs) of absolute error in lod score at the true trait locus (position 30 cM, at the midpoint between marker-5 and marker-6). For example, consider the number of runs (out of 50) with this error less than or equal to 0.025, which is 4.8% of the true lod score of 0.518. For short and long runs, respectively, this number is about 27 and 38 for lm_markers , 38 and 47 for lm_multiple , and 43 and 49 for lm_haplotypes . In this example, lm_markers does not have the obvious mixing problem that it had on the full pedigree; there are no distinct clusters of lod score estimates among the 50 short or long runs. However, lm_ multiple and lm_haplotype still perform better, providing more accurate estimates with less variability in shorter time.
Ped52 with 10 Markers
We estimate the lod score for the complete ped52 pedigree with all 10 markers (ped52-10) using these three MCMC programs. As before, we obtain 50 independent long runs (30K MCMC scans) for each program. Now, no comparison with exact results is possible, so the discrepancy measure is not obtainable. The lod score ranges at marker-6, for lm_markers , lm_multiple and lm_haplo- type , are 0.466, 0.059, and 0.032, respectively. As before we get the smallest range for lm_haplotype and the largest range for lm_markers . Comparing with the corresponding results for ped52-4 ( table 1 ), we see that there is much less between-run variation in the lod score using all 10 markers.
To check how the between-run variation in the lod score is affected by markers included in the analysis, we estimate the lod score for the complete ped52 pedigree with 5 markers of 3, 4, 5, 6, 7 (ped52-5) . Exact results are not possible here. Using the results from 50 independent long runs (30K MCMC scans) for each program (results not shown), the lod score ranges at marker-6, for lm_ markers , lm_multiple and lm_haplotype , are 0.307, 0.031, and 0.021, respecitvely. The between run variations are not only less than the ones for ped52 using 4 markers, but also less than the ones for ped52 using all 10 markers. This shows that marker-5 plays an important role in estimating lod scores at marker-6.
Finally, the lod-score curve is estimated for ped52-10 using our best program lm_haplotype with 1M scans ( fig. 5 ). For comparison, figure 5 shows also the exact lod scores for ped52-4 and the estimated lod scores for ped52-5 . The estimated lod score curve for ped52-5 is the average over the 50 long runs using lm_haplotype . It takes about 2 hours to get the MCMC-based ped52-10 lod score curve. Based on the consistent performance of lm_haplotype for ped52-4 and ped14-10 , we are confident that this lod-score curve is reliable. The maximum lod score 1.972 is obtained at marker-6 for ped52-10 , which is more than the maximum lod score of 1.771 from ped52-5 and about twice of the maximum lod score from ped52-4 . This shows that the increase in maximum lod score is mainly, but not entirely, due to the marker data at marker 5. For extended pedigrees with many missing data, we thus see that joint use of data at multiple markers increases the power to detect linkage.
Discussion
We have developed new MCMC methods for accurate estimation of multilocus likelihoods using pedigree data. MCMC methods make linkage analysis feasible for large pedigree data when exact computational methods cannot be applied (ped52-10) . Even in the case that exact computation is feasible, MCMC methods can give reasonable results using much less computational time (ped52-4) .
Compared to the lm_markers method, our new MCMC methods improve the accuracy of lod score estimates and decrease the variation of lod score estimates between runs. The procedure lm_multiple outperforms lm_mark-ers by jointly considering multiple meioses, and lm_hap-lotypes outperforms lm_multiple by additionally considering haplotypes of some individuals.
By updating jointly over loci, a single meiosis sampler (M-sampler) avoids problems of poor mixing due to tight linkage [21] , but inheritances in different meioses are jointly constrained by data. Further, although the L-sampler and hence also the LM-sampler are irreducible, the M-sampler alone can never be guaranteed irreducible. Clearly, the random, individual, complete sib and 3-generation updates improve mixing; they may sometimes even ensure irreducibility of the sampler. Often the joint updating of meioses within nuclear families may be sufficient to improve mixing, whereas the random update could (in principle) choose meioses whose inheritances are independent given the data. In this extreme case, the MM-update process is equivalent to M-sampler updates of this block of meioses but requires longer computation time. However, as shown by the example of Sobel and Lange [27] , two meioses well separated in the pedigree may be jointly constrained by the data on descendants, causing reducibility of single-meiosis updates. Thus it seems advisable to always give positive probability to the updating of randomly chosen subsets, and not restrict the process only to local sib or even 3-generation updates.
In lm_multiple, the probabilities for random, individual, sib and 3-generation updates are pre-defined. Higher probability of complete sib and 3-generation updates may provide better estimates of lod scores because the meiosis indicators are jointly updated according to full conditional distribution. However, it remains to be investigated whether the gains outweigh the additional computational burden. Similarly, for lm_haplotype , exact calculations can be done for small parts of the pedigree. However, exact calculation is computationally intensive and the choice of how much exact computation to do is always a compromise between accuracy and time.
In lm_haplotype , the choice of key individuals has effects on both the performance of MCMC and the computation time required. In principle, any individual can be a key individual. However, we would like to do as much exact calculation as possible since this computation can be done once only, and the more exact computation is done the smaller the Monte Carlo variation in the lod score estimate. Thus we prefer to choose a key individual that has a deeper descendant pedigree provided exact computation can still be done on this sub-pedigree. In the current analysis, we use short runs in partial pedigrees to find the underlying problematic part of the pedigree. Although this worked well here, more theoretical exploration is needed to support generalization. An automated procedure to choose optimal key individuals is also desirable.
All the three simulation studies are based on data from simple structured pedigree ped52 . For complicated pedigree with loops, lm_markers and lm_multiple can be used without any modification, although loops may result in poor mixing in some cases. To use lm_haplotype , a little bit more modification in likelihood equation in equation (3) is needed, when some key individuals and their descendants actually form a loop. More investigation is needed on the effect of loops on MCMC mixing performance.
The examples of this paper have used microsatellite type markers, but increasingly data are available for large numbers of dense SNP markers. For a given number of MCMC scans, both lm_markers and lm_multiple have computation time linear in the number of marker loci n . The program lm_haplotype is also linear in n in the case that the haplotypes of key individuals are sampled conditional on realizations of meiosis indicators in sub-pedigrees. Wijsman et al. [24] have shown that lm_markers can obtain accurate lod score estimates using dense simulated SNP marker data. In an analysis of the real SNP data of GAW15 [32] , lm_multiple shows better performance than lm_markers . Therefore, we are optimistic on the general performance of lm_multiple using dense SNP data. More work is needed to evaluate the performance of lm_haplotype on SNP data.
Although it is always very challenging to deal with real, large pedigrees with multiple tightly linked marker loci and a lot of missing data, our new methods are promising in improving the performance over previous MCMC methods. where g ( k ) is a function of k . This indicates that { X j } j = 1, …, n is a Markov chain. Thus, using the HMM algorithm of Baum and Petrie [33] and Rabiner [34] , we are able to sample P ( X ) jointly over n marker loci using block Gibbs sampling method in time of order O ( n ).
