Abstract: Precise optical modeling of blue light-emitting diodes (LEDs) is constructed by reasonable optical parameters and Monte Carlo ray-tracing with the capability of precisely predicting light extraction and radiation pattern for both bare LED and packaged LED. Refractive indices and absorption coefficients of LED materials are determined by abundant references and comparisons between simulations and experiments. Surface roughness is considered in the optical model to improve the simulation precision. The simulation precisions are excellent for both bare blue LEDs (>96.5% for light extraction and >99% for radiation pattern) and packaged blue LEDs (>98.5% for both light extraction and radiation pattern). 2285-2286 (1996 Si (111) Matsumoto, "Room-temperature absorption edge of InGaN/GaN quantum wells characterized by photoacoustic measurement," Jpn.
Introduction
A precise optical modeling of blue light-emitting diodes (LEDs) is critical for the study of optical issues such as light extraction, radiation pattern, and spatial color uniformity in the packaging co-design of phosphor-converted LEDs [1] [2] [3] [4] [5] [6] [7] [8] . Previous studies have presented some reasonable optical models of LEDs by simplification of chip structures and optical properties of chip materials [1, 2, 4, 5, [9] [10] [11] [12] . These studies normally simulate LEDs by Monte Carlo ray-tracing to compatible with the packaging modeling. Generally, three approaches are adopted. The first approach treats the LED as a homogeneous material and defines blue light to be emitted from its external surfaces, mainly from the top surface with Lambertian pattern [2, 13] . In the second approach, the LED is composed of multiple layers with different refractive indices and similar absorptions, and the blue light is randomly emitted from the active layer [4, 5, 10, 14] . The third approach applies similar settings as those of the second approach except the absorption model, in which only the active layer absorbs light with very high absorption coefficient [1, 9, 11, 12] . Since the first approach has difficulty showing the change of light escaping cone of the chip from bare LED to packaged LED, the second and third approaches are more widely used in the packaging modeling of white LEDs. An increasing concern for the second and the third approaches is whether they are precise enough to predict the optical performance for both bare LED and packaged LED. Realization of precise optical modeling normally requires the simulation result to approximate the experimental result by adjustment of the optical parameters. But the adjustment should be physically reasonable. The optical parameters used in previous optical models are not clear enough and lack of sufficient references, especially for the absorption coefficients. Therefore, other researchers have difficulty improving previous studies. In addition, as far as we know, a clear comparison including light extraction and radiation pattern is not given for both bare LED and packaged LED by simulation and experiment. The verified optical parameters used for bare LED may not be practicable for packaged LED. Finally, the surface morphology is not adequately considered in previous studies. The wave guide mode of photons in LED causes strong dependence of light extraction on the surface roughness.
Therefore, this study tries to present a precise optical modeling of blue LEDs by taking into account the three issues above. Detail investigations of refractive indices and absorptions of LED materials are given in below by summarizing the references. Surface roughness is applied into LED model by introducing bidirectional scattering distribution function (BSDF). Finally, simulation results of bare and packaged LEDs are compared with experimental results to show the feasibility of our LED modeling. Figure 1 shows three typical GaN based blue LED structures that will be studied in this express. Thicknesses and composites of LED materials in each structure are given. In conventional chip, a current spreading layer fabricated by Indium Tin Oxide (ITO) is considered. In vertical injection chip, buffer layer is removed and thickness of n-GaN is thinner than that of other two chips due to the laser lift-off process and following reactive ion etching (RIE) process. Thinner p-GaN in conventional chip is to provide lower resistance, and thicker p-GaN in flip chip and vertical injection chip is to improve the mechanical strength. The chip sizes are all 1 × 1 mm to refer to high power LEDs. For simplicity, electrode pattern is not considered.
Optical characterizations of layers of blue LEDs

Refractive indices of blue LED materials
In visible spectra, refractive index n(hv) of Al x Ga 1-x N normally has a relationship with its bandgap E g as [15, 16] :
where h is Planck constant, v is light frequency, a and b are fitting parameters varying with molar fraction x. When x changes to 0, n(hv) of Eq. (1) will be refractive index of GaN. From [16] , E g , a, and b are: 
where Calculated refractive indices of GaN, Al x Ga 1-x N, In y Ga 1-y N, sapphire, and ITO are shown in Fig. 2 . In this study, molar fractions of x and y are set to be 0.2 and 0.16, respectively. Dopants in alloys are assumed to have slight impacts on refractive indices, and thus refractive indices of p-GaN and n-GaN are set to be the same as that of GaN, and refractive index of p-AlGaN is equal to that of AlGaN. Refractive index of MQW layer is the mixing of refractive indices of GaN and InGaN by: 
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where α is absorption coefficient of InGaN epilayer, α 0 is a fitting constant, E B is the mean bandgap, E P is the photon energy of emission peak, E is the photon energy of incident light, and ∆E is the absorption broadening factor equivalent to the Urbach tailing energy. For InGaN/GaN MQW, two absorption edges are normally visible in the absorption spectra. One is located at the E g of GaN, and the other is located at the E B of InGaN. Equation (9) is effective to estimate the light absorption around the absorption edge of E B . However, if the optical energy of incident light is beyond the blue light range, the value of Eq. (9) will be too low. We summarized the photoluminescence excitation data and measurement results from recent studies [44] [45] [46] [47] [48] , and revised Eq. (9) to be Boltzmann form:
where α 1 is a fitting constant. In this study, α 0 and α 1 are set to be 5000 mm −1 and 5 mm
The light absorption of ITO strongly depends on the sputtering conditions and normally varies by the oxygen ratio in the growth [27] [28] [29] . This study assumes the oxygen ratio to be 10% and fits the absorption of ITO with data from [27]:
where the parameters C 1 , C 2 , C 3 , and C 4 are fitted to be 0.28147, −0.34242, 0.14236, and −0.01916, respectively.
Sapphire is considered to be transparent for visible light. The buffer layer is assumed to be a high absorbing layer due to the high defects and dislocations during epitaxy. Schad et al. have estimated the absorption coefficient of the buffer layer to be approximately 390 mm −1 at wavelength of 430 nm [36] .
As a summary, Fig. 3 shows the absorption data of LED materials from references and our calculations. Since the empirical formulas for the absorptions of doped GaN and doped AlGaN are not available, wide variation ranges are adopted in the following simulation for their absorptions in order to find the reasonable values. The ranges are 1-10 mm −1 for the GaN and 2-20 mm −1 for the AlGaN. 
Light scattering on nano-rough surfaces of blue LEDs
Our optical modeling only considers the light scattering on the external surfaces including the top surface and the four lateral surfaces, and the reflecting interfaces. From Fig. 1 , for the top surface and the reflecting interface, four materials should consider their surface roughnesses: p-GaN (reflecting interfaces of flip chip and vertical injection chip), n-GaN (top surface of vertical injection chip), ITO (top surface of conventional chip), and sapphire (reflecting interface of conventional chip and top surface of flip chip). For the surface roughness of lateral surfaces, sapphire is specifically discussed due to its thick thickness, and ITO and GaN based materials are assumed with the same roughness. Generally, the above mentioned surfaces are very smooth and show nano-scale roughness if no special treatment is applied. The light scattering intensity on these surfaces is described by total integrated scattering (TIS). TIS is the ratio of the scattered light to the total reflected light [49, 50] 
where δ is the rms roughness of surface, θ 0 is the angle of incident light. δ of p-GaN, n-GaN and ITO strongly depend on their fabrication processes and sample quality. p-GaN is grown by the epitaxy. In earlier epitaxial growth, surface of p-GaN can be very rough due to poor process control. With the advancement of epitaxy, surface quality of pGaN has been improved, and its δ can be lower than 1 nm [51] [52] [53] .
δ of n-GaN of vertical injection chip is normally high, because its surface is formed by laser lift-off and RIE. Both of the processes break the crystal and affect surface quality. By better control of the two processes, smaller δ can be realized within 4-14 nm [54] [55] [56] .
δ of ITO also can be high. Figure 4a shows one earlier LED and one currently commercial LED with their δ varying from 54 nm to 9.8 nm. In most cases, by better control of oxygen flow and annealing temperature, δ of ITO can be limited in the range of 3-13 nm [29, 57, 58] . Surface of sapphire is generally polished by chemical mechanical polishing (CMP) before the sapphire using for the epitaxial growth. δ of the sapphire is normally lower than 1 nm in conventional chip [59] . For flip chip, the sapphire will be further polished before the dicing. Our group has shown that sapphire of flip chip can also realize mirror surface with δ lower than 1 nm [60] . But for some commercial LEDs, the surface of sapphire is a little rough, δ of which may be as high as 5 nm, as shown in Fig. 4b . Figure 4c shows the lateral surface features of some conventional LEDs. In most cases, δ of lateral surface of the sapphire is below 1 nm, but some moiré like features at the bottom of the sapphire may increase the light scattering. δ of other lateral surfaces are higher. For ITO and GaN based materials, the lateral surfaces are formed by RIE and their δ may be higher than 4 nm. For the lateral surfaces of reflecting layer, bonding layer, and Si substrate, the modeling assumes their surface scattering as Lambertian scattering. After knowing the total scattering intensity by TIS, the next step is obtaining the angular scattering intensity of light on the nano-rough surfaces. A general numerical method used for the calculation of the angular scattering is converting the digitized roughness height from AFM data to the power spectral density (PSD) by Fourier transform, and then obtaining the BSDF over the whole solid angles [61] [62] [63] [64] . 
where L is the AFM scan length, z mn is the profile height at coordinate of (m, n), N is the number of data points per line and row, f x , y is the spatial frequency at the x and the y direction, ∆L = N/L is the sampling distance, θ i and θ s are the angles of incident light and scattered light, φ s is the azimuth angle of scattered light, and Q is the geometric mean of the sample specular reflectances at θ i and
). Figure 5 shows the calculated PSD of some nano-rough surfaces. A k-correlation model (also called as ABC model) is used to fit the PSD data [65, 66] .
where A is the magnitude at low f x,y values, B determines the position of the knee, and C is the slope at high f x,y values. K-correlation model has a relationship with δ as:
We found that the k-correlation model shows good match with the tested PSD data and gives similar δ as those from AFM. In the following simulation, k-correlation model is also used to generate other PSD functions for δ that are not obtained from AFM test.
The final step is to determine the total reflectance and total transmittance on above nanorough surfaces. For the transparent surfaces in terms of top surfaces and lateral surfaces, light is divided into transmitted light and reflected light. The transmittance and reflectance obey the Fresnel law. Diffuse parts of the transmitted light and reflected light have the same BSDF.
For the reflecting interfaces, both of specular reflection and diffuse reflection occur. Our optical modeling assumes Ag as the reflecting film. Total reflectance of Ag is: 
where n i is the refractive index of sapphire or p-GaN, n Ag and k Ag are the real and imaginary refractive indices of Ag. Data of n Ag and k Ag covering the visible range are obtained from [67] . R for normal incidence is shown in Fig. 5 . Optical parameters of lateral surfaces of the reflecting layer and the bonding layer are 20% absorption, 50% specular reflection, and 30% Lambertian diffuse scattering. Reflectance of lateral surfaces of Si substrate in vertical injection chip is 50% specular reflection and 10% Lambertian diffuse scattering.
Monte Carlo ray-tracing simulation and experiment for bare blue LEDs
Based on the optical characterizations of the blue LEDs, Monte Carlo ray-tracing simulation was conducted with four cases considered, as shown in Table 1 . In each of the first three cases, all of the surfaces are assumed with nanoscale roughness. Rms roughnesses of Sapphire/Ag and p-GaN/Ag are set to be 1 nm and 3 nm, respectively. Rms roughnesses of the lateral surfaces are 1 nm for the sapphire and 5 nm for other layers. Roughnesses of the top surfaces are changed as shown in Table 1 . From Case I to Case III, the absorption coefficients of doped GaN and doped AlGaN vary from low absorption to high absorption as the above stated. For Case IV, surface roughness is not considered as the representative of previous studies.
During the ray-tracing simulation, photons are randomly generated from the MQW layer with their wavelengths in the range of blue spectra, as shown in Fig. 2 . The total number of rays is 4,000,000, and the threshold is 10 −5 . Light extraction efficiency and the radiation pattern are obtained from the simulation results.
After the ray-tracing simulation, commercial samples of conventional chip and flip chip were tested by HAAS-2000 spectroradiometer and GO1900L goniophotometer from Everfine. Since commercial samples for vertical injection chip with the top surface having nanoscale roughness is not available, we have to use a standard Lambertian pattern to compare with the radiation pattern of the simulated LEDs. 
Monte Carlo ray-tracing simulation and experiment for packaged blue LEDs
A precise optical modeling of blue LEDs should also be capable of predicting the optical performance of packaged LEDs. LED samples above were packaged with silicone from Dow Corning and leadframe from local markers in China. Ray-tracing simulation for the packaged blue LEDs was conducted by using assumptions of Cases I and II for conventional chip and assumptions of Case I for flip chip according to simulation results of bare blue LEDs. Fig. 6 . Demonstration of experimental samples and ray-tracing models for packaged conventional chip and packaged flip chip, and illustration of the package structure. Figure 6 shows the packaged samples and the structure of packaged conventional chip. Refractive indices of the silicone and the lens are 1.54 and 1.59, respectively. Surfaces of the leadframe and the heat slug are assumed to be coated with Ag. Optical parameters of these Ag coatings are 15% absorption, 60% specular reflection, and 25% Lambertian diffuse reflection. Reflectance of the black molding compound is set to be 20% with Lambertian diffuse pattern. The difference between the structures of packaged flip chip and packaged conventional chip is that flip chip is bonded on a hexangular silicon submount before bonding on the heat slug. Thickness of the submount is 0.15 mm, and radius of its inscribed circle is 0.75 mm. Optical parameters of the submount are 30% absorption, 40% specular reflection, and 30% Lambertian diffuse reflection. Light extraction efficiencies of the bare blue LEDs are shown in Fig. 7a . It can be found that light extraction efficiencies for LEDs considering the surface roughness are higher than those without considering the surface roughness, especially for vertical injection chip. The difference can be as high as 7.06% for conventional chip, 2.61% for flip chip, and 36.12% for vertical injection chip.
Results and Discussion
In addition, with the increase of the surface roughness of the top surface, the light extraction efficiency is enhanced. Increments of the light extraction efficiency for conventional chip and flip chip are smaller than those for vertical injection chip, because the surface ratio of the top surface to the lateral surface for vertical injection chip is larger than those of conventional chip and flip chip.
Light extraction efficiency of the bare blue LED also strongly depends on the absorption coefficients of GaN and AlGaN. When the absorption coefficients change from Case I to Case III, the decreases of the light extraction efficiency are as high as 3.85% for conventional chip, 3.41% for flip chip, and 19.99% for vertical injection chip.
To determine the correction of our optical modeling, simulation results are compared with experimental results, as shown in Fig. 7a . Surface roughnesses of the commercial samples are tested by choosing some areas and determined by using the average values. The average rms roughnesses of the top surface are 7.52 nm for conventional chip and 2.16 nm for flip chip. Light extraction efficiencies of the commercial samples are determined by dividing the tested wall plug efficiencies by the internal quantum efficiency. Generally, the internal quantum efficiency of blue LEDs is around 70%. The tested wall plug efficiencies are 12.09% for conventional chip and 12.52% for flip chip. Therefore, the light extraction efficiencies are 17.27% for conventional chip and 17.88% for flip chip.
From Fig. 7a , larger differences are found between the results of Case IV and the experimental values of conventional chip and flip chip. The highest precision of Case IV (simulation/experiment) is around 88%. In our opinions, the simulation precision should not be lower than 95%. Comparing with Case IV, other cases with surface roughness considered show smaller differences between the simulations and experiments. The experimental value of flip chip is slightly higher than the result of Case I, and the experimental value of conventional chip locates between the curves of Cases I and II. The precision (simulation/ experiment) are 96.91% for conventional chip under Case II and 96.84% for flip chip under Case I. Therefore, the surface roughness is critical for the precise optical modeling of bare blue LEDs.
For the absorption models, we cannot definitely declare that the absorption coefficients of GaN and AlGaN should be lower than 5 mm −1 and 10 mm −1 according to the results of Fig.  7a , because the material absorption strongly depends on the epitaxial and chip processes and can be even higher. But from our results, other designers will find the reasonable assumptions that can provide more precise models for present high brightness LEDs, most of which show better material quality and lower chip absorption. Taking our simulation as an example, if we want to improve the precision for bare LED to be higher than 99%, we only need to slightly adjust the absorption coefficients of GaN and AlGaN to be lower than present settings. But the adjustment sometimes is time consuming. Therefore, the designers should choose proper precision level for the optical modeling.
In previous simulations, comparing with conventional chip and flip chip, vertical injection chip did not show significant improvement of light extraction [12] . The improvement normally is due to the reduced chip absorption. But the slight improvement does not agree with the experiments. From Fig. 7a , due to the consideration of surface roughness, our optical modeling can show the change of light extraction by vertical injection chip. The increase of light extraction is twofold to threefold comparing with that of conventional chip, when the surface roughness is larger than 10 nm under Case I. This enhancement of light extraction is more reasonable and has been proved by many reports [55, 68] . Figure 7b shows the comparisons of the simulation results and the experimental results for the packaged blue LEDs. Results reveal that our optical modeling is also capable of predicting the packaging performance when the surface roughness is considered. The precisions are as high as 98.89% (experiment/simulation) for conventional chip under Case II and 99.73% (simulation/experiment) for flip chip under Case I. It can be found that the precision of packaged LEDs is higher than that of bare LEDs. In addition, comparing Fig. 7a with Fig. 7b , dependences of light extraction efficiency on the surface roughness are different for bare LEDs and packaged LEDs. For conventional chip, the enhancement of light extraction efficiency is 4.21% for bare LEDs but 2.54% for packaged LEDs when the surface roughness increases from 4 nm to 12 nm. Flip chip also shows similar behaviors as the surface roughness increasing. What's more, light extraction efficiency of conventional chip shifts from the location of higher than Case II in Fig. 7a to the location of lower than Case II in Fig. 7b . The above differences are mainly due to the optical parameters of packaging components. In the experiments, factors such as the reflectance of mirror, chip location, size of lens, wettability of silicone on rough surface et al. all can affect the light extraction [69] . Therefore, the simulation precision of packaged LEDs can be adjusted by changing these factors. The importance of surface roughness for the precise modeling of packaged LEDs is weakened. From these findings, it can be deduced that a precise modeling of packaged LED may not have precise model of bare LED, but a precise modeling of bare LED is helpful to improve the precision of packaged LED.
Radiation patterns of the simulated LEDs are also compared with experiments. Both the radiation patterns of simulations and experiments are normalized to simplify their comparison. A normal cross correlation (NCC) function is used to evaluate the similarity of radiation patterns between the simulation and the experiment [2, 9] . 2 2 packaged LEDs. The simulation precisions are higher than 99% for bare LEDs and 98.5% for packaged LEDs. In Fig. 8 , NCC values of conventional chip and flip chip are even larger than 99.5%. From Fig. 8 , it can be found that the relative light intensity of the simulation data is lower than that of the experimental data around the central angles for conventional chip and flip chip. In addition, a weak shoulder around the angle of 45° exists for the three types of LEDs. In Fig. 9 , the shoulder shifts to the angle of 25° and the light emission converged into central angles, causing a sharp turning of the simulation data around the angle of 40°. By checking our optical models, we believed that the main reason causing the sharp shoulder is the sapphire layer. The difference of refractive indices between the sapphire and the silicone is smaller than that between GaN and the silicone, causing blue light to be more easily extracted from the lateral surfaces of the sapphire. On the other hand, location of the active layer is also important. Since the active layer is at the bottom or the top, thick sapphire enhances the side emission of packaged blue LEDs.
To diminish the shoulder, a reasonable approach is assuming the buffer layer with material scattering. In this layer, the dislocations and defects are serious and act as the scattering centers. Generally, sizes of these centers are smaller than the wavelength and cause the light to be scattered as the Rayleigh scattering. Therefore, part light generated from the active layer will be multiple reflected between the buffer layer and the p-GaN, meaning that less light enter the sapphire layer and emit from the lateral surfaces. From Fig. 8 , it also can be found that the variations of NCC are small for all of the three types of LEDs from Case I to Case III. The variations generally are not larger than 0.5%. This means that the dependence of normalized radiation pattern on the absorption coefficients of GaN and AlGaN is not strong. In addition, the changes of NCC values are small from Cases I, II, and III to Case IV. This may be due to the surface roughness of our study that is only nanoscale and cannot change the normalized radiation pattern significantly. However, it should be noticed that the absolute light intensity strongly depends on the chip absorption and the surface roughness due to their effects on the light extraction. Figure 10 is a collection of the NCC values for both bare LEDs and packaged LEDs. It can be found that the variations of NCC are irregular as the surface roughness increasing. NCC of Case IV sometimes may be higher than that of other Cases. This irregularity may be due to the simulation errors and the test errors. However, it can be found that the overall variations are very small. Comparing the NCC values themselves, the variations almost can be negligible. If we take the absolute light intensity into consideration, real radiation patterns of the simulation results will clearly show their differences due to their differences on the light extraction. Higher light extraction means larger absolute light intensity. Therefore, only the light extraction can be precisely predicted, the real radiation pattern of the simulation can be close to that of the experiment. For Case IV, although the NCC value is high, the light extraction is lower than that of the experiment, causing the absolute light intensity of Case IV lower than that of the experiment. For Case II of conventional chip and Case I of flip chip, although the NCC values sometimes are not the highest at the tested rms roughnesses, their real radiation patterns can show the best match with the experiments due to their higher precisions on the light extraction. From this view point, the surface roughness is also critical for the precise optical modeling of the radiation pattern.
Conclusion
Precise optical modeling of blue LEDs is constructed by assuming the refractive indices and the absorption coefficients of the chip materials with reasonable values from the references and applying the surface roughness in the optical modeling. Comparisons between simulations and experiments reveal that the surface roughness is critical for precise prediction of the light extraction and should be seriously considered in the optical modeling. Absorption coefficients of GaN and AlGaN depend on how the LED is fabricated and its chip structure, but possible values for those high brightness LEDs should be lower than 5 mm −1 and 10 mm −1
. The radiation pattern also can be precisely predicted by our optical modeling with the precision larger than 99% for bare blue LEDs and 98.5% for packaged blue LEDs.
