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ABSTRACT 
The Prediction of Small Business Failure Utilizing 
Financial and Nonfinancial Data 
(September 1978) 
Jeffrey Ross Alves, B.S., United States Air Force Academy 
M.B.A., Southern Illinois University, Edwardsville 
Ph.D., University of Massachusetts 
Directed by: Professor Joseph E. Finnerty 
This study was designed to provide additional 
knowledge concerning the factors which contribute to the 
identification of small enterprise failure. Through 
the development of linear discriminant models it was shown 
that a small manufacturer's tendency towards failure can 
be predicted with a reasonable degree of accuracy. 
Most of the medium and large firm failure studies to 
date have been based solely on the evaluation of financial 
ratios, in both a univariate and multivariate context. Yet, 
univariate studies of the relationship between small busi¬ 
ness and failure indicate that there are a variety of other 
firm specific factors that are strongly correlated with 
the demise of small enterprises. Ideally, the analytical 
framework for evaluating the health of a small firm would 
include not only financial performance measures but com¬ 
parative performance information, organizational character- 
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istics, owner/manager characteristics and economic/general 
business condition information. 
This investigation examines a group of SEC registered 
small manufacturers which meet the Small Business Administra¬ 
tion loan/loan guarantee requirements. Half of the eighty- 
two firms were classified as failed by Dun and Bradstreet, 
Inc. The other forty-one businesses were healthy and 
matched with the failed firms based on industry. The 
variables considered for inclusion in the models were 
financial ratios for which industry averages were available, 
owner/manager characteristics, organizational characteristics 
and economic conditions. This more fully integrated set of 
information was expected to produce a model which more 
effectively screens small manufactuers tending towards 
failure. 
The four hypotheses tested basically asked the follow¬ 
ing questions. Can financial ratios be linearly combined 
in such a manner that they can predict a small manufacturer's 
tendency towards failure? Can financial ratios combined 
with nonfinancial information in a linear manner effective¬ 
ly predict the tendency of a small manufacturer to fail? 
Can financial ratios which are transformed by their industry 
average and linearly combined predict small manufacturer 
failure? And finally, can small manufacturer failure be 
Vlll 
predicted by industry average transformed financial ratios 
and nonfinancial information combined in a linear manner? 
The total matched firm sample was split so that the 
firms which failed between 1971 and 1973 and their matched 
nonfailed firms comprised the model development and 
validation sample. The firms which failed between 1974 and 
1976 and their matched nonfailed firms made up the inter¬ 
temporal sample. The models were developed based on the 
data for the first group and the Lachenbruch-Mickey leaving- 
one-out validation technique was employed to test for 
classification accuracy. Next, models developed from the 
first sample were tested for predictive accuracy using the 
intertemporal sample. 
Linear discriminant models were derived for both one 
and two years prior to failure. In general, it was found 
that the addition of both industry average ratios and non¬ 
financial information improved the predictive accuracy of 
the models. The best model included the deviation of the 
Quick Ratio from its industry average, the deviation of the 
Earnings Before Taxes to Total Assets Ratio from its in¬ 
dustry average and the level of diversification. fbr the 
first two variables the nonfailed group had higher means than 
the failed firms. The level of diversification was lower 
for nonfailed firms than failed firms, indicating that up 
to a certain point diversification reduces a small manu- 
IX 
facturer's risk but above that level, risk is increased. 
For this model the overall apparent and validation 
classification accuracy was 90.5 percent and compares 
quite favorably with the results of previous studies. 
The intertemporal accuracy was 82.5 percent. No real 
comparison can be made with previous investigations since 
they did not truly examine the intertemporal or predictive 
classification accuracy. 
Further investigation into the nature of business 
failure and the development of predictive models which will 
screen out potential failures is necessary. Improved 
specification of the model to include more relevant 
nonfinancial information is likely to produce better re¬ 
sults. The questions of variable relationship stationarity 
and coefficient stability should also be addressed. 
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CHAPTER I 
INTRODUCTION 
Background Information 
The role of small business in the American economy 
has been a continuous influence throughout the history 
of this country. The small firm has provided our economy 
with a steady source of competition and the basic growth 
opportunity for both single- and multi-business firms. 
Large numbers of individuals have invested their lives in 
such enterprises in the hopes of attaining financial suc¬ 
cess and personal satisfaction. Yet statistics tell us that 
the small business population experiences the highest 
failure rate. The Small Business Administration estimates 
that this group of businesses accounts for approximately 
95 percent of all business failures [81]. Despite this 
alarming rate, aspiring individuals continue to attempt 
to establish and operate businesses that are small in com¬ 
parison to others in the economy. 
Purpose of the Study 
The purpose of the proposed research is to examine 
the incidence of failure among the small manufacturer popu¬ 
lation and determine if there is some way to evaluate its 
2 
tendency towards failure. Predictive models have been 
advanced by several authors and indicate financial ratios 
can be used to make such a failure classification up to 
three years prior to the demise of firms [7,18,27,29,32,38, 
62,67,74,84], Most of the research to date has dealt with 
large firms and was based on the assumption that financial 
ratios act as proxies or reflect the operating environment 
and performance of the firm. Other research in the area of 
small business indicates that there are other factors which 
must be considered when evaluating small business success 
and failure [3,20,42,76,91]. 
Given the previous studies on failure and their 
relatively strong predictive ability, this research seeks 
to answer three basic questions. First, can financial 
ratios be used to predict small manufacturer failure with the 
same degree of accuracy as when applied to large firms? 
Second, can the predictive ability of a failure model be 
improved by including nonfinancial information that a priori 
seems to have a stronger impact on small business than on 
large firms? Finally, what effect do industry average 
ratios have when combined with company specific financial 
ratios in the development and application of predictive 
failure models? 
3 
Prior Research 
Financial ratios were applied initially to credit 
evaluation. Recently ratios have been employed to predict 
failure. Merwin (1942) was the first to suggest that 
certain ratios were correlated with a firm's tendency towards 
failure [67]. Further research in this area did not prove 
fruitful until 1966 when Beaver published a relationship 
between several ratios and the failure/nonfailure status of 
the firm. [18]. Both Beaver and Merwin examined ratios on 
a univariate basis, that is, comparison of one ratio at a 
time with the incidence of failure. 
Altman (1968) noted that examining ratios and failure 
on a one-to-one basis tends to ignore the correlative effect 
of ratios when they are considered simultaneously [7]. He 
developed a model which would take this into account using 
a statistical technique called multiple discriminant 
analysis (MDA). The results indicate that use of the model 
produces accurate prediction up to two years prior to failure 
and that there is a five year deteriorating trend in the 
ratios as failure approaches. Deakin (1972) was the next to 
use MDA to predict failure [29]. While his approach refined 
the Altman model and used a different population, he showed 
that 90 percent accuracy was possible for up to three years 
prior to failure. Both Altman and Deakin used medium-sized 
4 
and large firms to develop their models. 
Edmister (1972) utilized MDA to predict failure of 
small businesses [32] . Like Altman and Deakin, he limited 
the variables examined to financial ratios. Using Small 
Business Administration loan/guaranteed loan data, his re¬ 
sults indicate that failure of loan recipients can be pre¬ 
dicted with a high degree of accuracy. 
In contrast to the above multivariate research, the 
Fredland and Morris (1976) study examined nonfinancial 
information and its relationship to small business failure 
[42]. The results were based on univariate analysis and 
indicate that several factors have a strong influence on 
failure. These include firm size, management experience, 
diversification and organizational form. 
Definitions, Data and SamDles — --- -  
For the purposes of this research, small businesses 
will be defined as those manufacturing firms which are 
registered with the Securities and Exchange Commission (SEC) 
and meet the Small Business Administration loan/guaranteed 
loan criteria. The choice of manufacturing firms is based 
on two considerations. First, manufacturing firms typically 
provide the greatest contribution per firm to the national 
economy in terms of both human and capital resources employed. 
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Secondly, data for such firms is more readily available 
than for service oriented firms. Small Business Administra¬ 
tion criteria were selected to facilitate comparison of this 
research's results to those obtained by Edmister [32], 
Since Dun and Bradstreet, Inc. is the foremost source 
of failure information, their definition of failure is used 
[23]. They define failure as 
. . . those businesses that cease operations follow¬ 
ing assignment or bankruptcy; ceased with loss to 
creditors after such actions as execution, foreclosure 
or attachment; voluntarily withdraw leaving unpaid 
obligations; were involved in court actions such as 
receivership, reorganization or arrangement volun¬ 
tarily compromised with creditors. 
These definitions are sufficiently broad to allow investi¬ 
gation of a larger and potentially more realistic portion 
of the small business population. They eliminate the major 
criticism of Edmister's research which involved using only 
Small Business Administration loan/loan guarantee recipients 
which biases the sampled population to those firms who ap¬ 
proach the SBA as a lender of last resort and are granted 
loans or loan guarantees. 
The factors that will be considered are segregated 
into two groups of data: financial and nonfinancial. Finan 
cial ratios have been selected based on their popularity ana 
usefulness in previous failure research, availability of in¬ 
dustry averages, and their potential relevance to this study 
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Nonfinancial data will include those factors which 
Fredland and Morris [42] cite as contributing factors to 
small business failure plus economic variables which will 
permit the model developed to be applied on an intertemporal 
basis. The economic variables are expected to pick up the 
tendency for more firms to fail during downswings in the 
business cycle than in upswings. 
Methodology 
The major task of evaluating the potential failure 
related variables will be to simultaneously consider their 
informational content in such a way that the basic questions 
posed can be answered. That is, can financial ratios be 
used to predict small business failure as accurately as large 
firm failure and can the inclusion of nonfinancial informa¬ 
tion improve the predictive accuracy of the model? The 
first question will be answered by comparing the results of 
the first model developed with those conclusions reached by 
researchers who have previously examined this problem. The 
second question will be addressed by comparing the model 
which includes only financial information with the model 
that includes both financial and nonfinancial information. 
The basic statistical tool selected to assist in the 
analysis is multiple discriminant analysis. Multiple dis- 
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criminant analysis (MDA) will be utilized to derive the 
models and the resulting discriminant functions will be used 
to classify firms in a second sample. This will allow for 
simultaneous evaluation of all information in determining 
the relationship between failure and nonfailure based on the 
variables selected. Because of the small sample problem, 
the Lachenbruch-Mickey leaving-one-out method [28] will be 
employed to measure classification error rates. By utili¬ 
zing this technique, a validation sample will not be 
necessary.'*' If the U-method validates the models developed, 
the predictive power will be tested by employing an inter¬ 
temporal sample. 
Once each model is tested satisfactorily, the results 
will be compared with prior models and previous research to 
determine whether financial information is as important to 
identifying the tendency towards failure of small firms as 
it is for large firms. Next, the full model, which includes 
nonfinancial information, will be compared to the model which 
includes only financial information to assess the usefulness 
of nonfinancial information. 
Implications 
There are several potential results that will prove 
useful to both the academic community and practicing busi- 
^For a good discussion of the Lachenbruch-Mickey leaving- 
one-out method, see Crask and Perreault [17]. 
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nessmen. First, this study will answer the question of 
whether or not financial ratios are as accurate proxies 
of small business performance as they are assumed to be for 
large firm management. If the ratios do not represent the 
performance of the small firm as well as they do the large 
one, then application of ratio analysis to this segment of 
the business population is not as appropriate as it is 
frequently thought to be. Indeed, credit analysts have 
admitted to the use of nonfinancial information in deter¬ 
mining credit ratings. And bank loan officers frequently 
include subjective information concerning potential customers 
prior to deciding whether to make the loan. 
If the full model proves to have greater predictive 
accuracy than the model which includes only financial in¬ 
formation, some of the factors will have been identified which 
have an impact on the small manufacturer's tendency towards 
failure. While one cannot expect this result on an a priori 
or systematic basis, it will help answer the question of 
whether there do exist any factors which project important 
information about small businesses and their tendency towards 
success or failure. If this information does emerge, it 
will be useful to a variety of creditors and lenders. 
Finally, an understanding of the underlying factors which 
contribute to the health of the small firm can be applied 
by potential entrepreneurs in assessing their chances for 
success. 
9 
Contents of the Study 
The study begins by examining the literature 
pertinent to this study. Since the focus is on small 
business failure prediction, the role of small business in 
our economy and its characteristics are first examined. 
Then business failure and recent failure models are con¬ 
sidered. With a review of the literature as background, 
the theory, hypotheses, definitions, variables to be con- 
2 
sidered and methodology are introduced. Finally, the 
conclusion (Chapter 6) investigates the implications and 
limitations of the research. 
Summary 
The research outlined above will answer three basic 
and controversial questions about the small manufacturer's 
tendency towards failure. Are financial ratios as useful 
in evaluating small business health as they are for larger 
firms? Does the addition of nonfinancial information 
contribute to the explanation of the tendency towards 
failure of small businesses? Does the information content 
of industry averages contribute to the explanation of small 
firm failure or nonfailure? 
By developing a multiple discriminant analysis model 
and applying it to small firms, all three of these questions 
are answered. The results will help shed light on some of 
^Chapter 5 presents the results of the data analysis 
and hypotheses testing. 
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the underlying factors which contribute to the health and 
demise of small firms. 
CHAPTER I I 
LITERATURE REVIEW 
Small Business in the American Economy 
The role of small business in the American economy 
is not well publicized or recognized. Most of us are aware 
that in any locale there are many small supermarkets, gas 
stations, restaurants, etc., but the influence and power 
of large firms has been the major preoccupation of most aca¬ 
demic research and business press coverage. 
Figures 2-1 and Table 2-1 reveal some interesting 
facts.1 As can be seen from Figure 2-1, small business 
provides a significant part of the national economic founda¬ 
tion. Forty-three percent of the gross national product 
is accounted for by this portion of the business population. 
The fact that larger firms, which are more visible to the 
public, only contribute 45 percent serves to reinforce the 
importance of small firms. 
1Both Figure 2-1 and Table 2-1 are from the Small 
Business Administration publication Small Enterprise in the 
Economy [8]. The apparent discrepancy in statistics is due 
to the sources of information used to develop the exhibits. 
Although historical data indicates that these relationships 
between large and small firms are relatively stable, there is 
a barely discernible decline in the proportion of small busi¬ 
nesses to large business [69]. Whether this slight decline is 
due to the measures used or is real is an empirical question. 
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Figure 2-1 
GROSS NATIONAL PRODUCT 
Source: Small Enterprise in tne American Economy (Washington. D.C : 
U.S. Small Business Administration. Office of Advocacy. 
Planning and Research. June 1976) [81]. 
Table 2-1 
13 
Share of Market as Measured by Business Receipts - 1972 
Number Annual 
of Businesses Business Receipts 
Industry (Thousands) (Percent) (Billions) (Percent 
Agriculture, 
Forestry and 
Fishery 
(less farms) 
Small business 212.8 93.8 $ 5.5 55.2 
Large business 14.1 6.2 4.5 44.8 
Total 226.9 100.0 $ 10.0 100.0 
Mining 
Small business 69.9 88.3 $ 9.4 39.0 
Large business 9.3 11.7 14.8 61.0 
Total 79.2 100.0 $ 24.2 100.0 
Contract 
Construction 
Small business 1,012.6 99.2 $ 109.4 76.0 
Large business 8.2 0.8 34.5 24.0 
Total L,020.8 100.0 $ 143.9 100.0 
Manufacturing 
Small business 416.6 95.4 $ 368.8 43.6 
Large business 20.1 4.6 477.0 56.4 
Total 436.7 100.0 $ 845.8 100.0 
Transportation, 
Communication, Elec- 
trie. Gas and 
Sanitary 
37.9 Small business 379.8 88.0 $ 65.0 
Large business 51.8 12.0 106.5 62.1 
Total 431.6 100.0 $ 171.5 100.0 
Wholesale Trade 
Small business 549.2 98.1 $ 219.9 63.8 
Large business 10.6 1.9 124.8 36.2 
Total 559.8 100.0 $ 344.7 100.0 
Retail Trade 
Small business ! 2,310.0 99.0 $ 337.8 72.7 
Large business 23.3 1.0 126.9 27.3 
Total 2,333.3 100.0 $ 464.7 100.0 
Finance, Insurance, 
and Real Estate 
48.1 31.4 Small business L,465.3 99.8 $ 
Large business 2.9 0.2 105.2 68.6 
Total L , 468.2 100.0 $ 153.3 100.0 
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Table 2-1 (Continued) 
Number 
of Businesses 
Industry (Thousands) (Percent) 
Services 
Small business 
Large business 
Total 
All Industry 
Small business 
Large business 
Total 
3,003.6 94.3 
181.6 5.7 
3,185.2 100.0 
9.419.8 96.7 
321.9 3.3 
9,741.7 100.0 
Annual 
Business Receipts 
(Billions) (Percent) 
$ 82.6 56.7 
63.1 43.3 
$ 145.7 100.0 
$1,246.5 54.1 
1,057.3 45.9 
$2,303.8 100.0 
Small Enterprise in the Economy. Washington, D.C.: 
U.S. Small Business Administration, Office of 
Advocacy, Planning and Research), June 1976 
[81] . 
Source: 
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Table 2-1 further emphasizes the role of smaller 
enterprises. Small businesses outnumber larger ones by near¬ 
ly 33 to 1. Based on number of employees, the small busi¬ 
ness community accounts for 55 percent of the nation's work 
force [20]. In terms of annual receipts, however, small 
firms account for only slightly more than the larger firms. 
These statistics point out that small business plays 
an important role in our national economy. It is clear that 
all industries are not dominated by large firms in terms of 
dollar receipts. For example, contract construction, whole¬ 
sale trade, retail trade and services are industries in which 
small firms prosper and survive. 
Microeconomic theory suggests that as size increases, 
firms may gain advantages in economies of scale. If we find 
that as the size of business increases, proportionately larger 
returns are dominant, they are normally attributed to one of 
the following reasons. Inputs become cheaper as the purchase 
lot size increases. More specialized processes become 
possible as the scale of operations increases. The statistical 
law of large numbers gives rise to certain economies of 
scale and acts to reduce risk as size increases. 
On the other hand, if decreasing returns are evident, 
they are customarily ascribed to the difficulties associated 
with managing a large firm. 
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Such arguments raise the question of the relationship 
between firm size and profits. Evidence on this relation¬ 
ship is mixed. The following generalizations, however, have 
been made: 
— The relationship between the size of firms and 
their profits varies from industry to industry. 
— The variability of rates of return over time 
and within size classes is inversely related to 
firm size. It is more unstable for small firms 
than large. 
-- There is no clear evidence that provides sub¬ 
stantiation or explanation on whether large firms 
have a greater monopolistic tendency than small 
firms or whether economies of scale are dominant. 
Specific evidence and research findings supporting 
these generalizations have been provided by Alexander [2] , 
McConnell [65], and Samuels and Smyth [77], Anderson [12] 
and Steckler [86] further note that small firms have a ten¬ 
dency to do better in job-type businesses which provide 
specialized goods or services. These conclusions support 
the small firm dominance in certain industries. Anderson's 
results also lend credence to the notion that in some in- 
3 
dustries economies of scale are relatively important. In 
general the size and number of firms within an industry are 
2 
For further development of this point, see Narver and 
Preston [69]. 
3It should be noted that the lack of clear and con¬ 
sistent evidence may be partially due to the paucity of ade¬ 
quate and suitable data. For example, it is conceivable 
that closely held small enterprises under-report their 
profits which could lead to spurious research results. Or 
the lack of data on negative returns experienced by failing 
firms can mislead investigators. 
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limited by the extent of its market. 
To some degree the health of any firm is determined 
by its own ability to find an optimal size and/or effective¬ 
ly differentiate its product/service [70] . In this sense 
it is reasonable that both large and small firms can and do 
coexist within the same industry. 
In fact, the optimal size may be small for certain in¬ 
dustries or market segments. Or the optimal size range may 
include a region which includes small enterprises. Within a 
specific industry, the determinants of firm size also include 
the number and characteristics of potential entrants, the 
institutional constraints facing the industry and the costs 
of entry. Differentiation can be provided in many forms. 
Not only is it possible to differentiate on the basis of 
product/service, but natural differentiation such as market 
segment served and geographical location served exists. 
In addition, certain individual and group behavioral 
elements enter as factors. Owner/manager errors in judgment 
may account for at least some of the size disparity within 
an industry as well as contribute to the high probability 
4 
of small business failure. 
For example, the owner may overestimate the market 
size and incur fixed costs which cannot be supported by the 
volume of business actually done. He may also locate the 
firm in an area that is not conducive to his line of busi¬ 
ness or expected volume. 
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In summary, the economic conditions that support 
large numbers of small businesses include optimal firm 
size given its market, industry characteristics, product 
and/or market differentiation and judgment errors on the 
part of owners. 
Small Business Definition and Characteristics 
One of the first problems one faces in discussing 
small business is definitional. What is small business? 
Many individuals and organizations have attempted to define 
it. While there is no universally accepted definition, most 
researchers identify some measurable characteristic of all 
firms and select an arbitrary level below which firms are 
classified as small. Such classifications are common and 
are frequently based on sales, assets, net worth or number 
of employees. For example, the following table outlines 
the measures used by four separate organizations [20]. 
Table 2-2 
Measures of Firm Size 
Organization Measure 
Fortune Magazine 
Internal Revenue Service 
Department of the Census 
Dun and Bradstreet, Inc. 
Assets 
Sales 
Number of Employees 
Net Worth 
From a pragmatic standpoint, however, these definitions 
overlook the effects and characteristics exhibited by 
different industries. 
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The definition used by the Small Business Administra¬ 
tion (SBA) does recognize some industry effects. It defines 
a small business as "one which is independently owned and 
operated and not dominant in its field of operation" [78]. 
For business loan purposes, firms must usually meet the 
following criteria [78]: 
retailing 
services 
wholesaling 
less than $2 to 7.5 million annual 
sales, depending on industry 
less than $2 to $8 million annual 
receipts, depending on industry 
less than $9.5 to 22 million sales, de¬ 
pending on industry 
manufacturing less than 250 to 1500 employees, de¬ 
pending on industry 
This research uses the SBA definition and is restricted to 
manufacturing firms. 
The use of quantifiable definitions assumes that there 
is a distinct difference between firms which lie on either 
side of the arbitrary cutoff point. If a firm with $9 
million in sales is classified as a small firm while a firm 
with $11 million is considered large, the use of this type 
of definition presumes that the characteristics of the two 
firms are dissimilar. It is important to note, however, 
that while this may not be a completely accurate representa¬ 
tion, the strength of a quantitative definition lies in its 
ease of application to empirical research. 
Generally, both financial and management characteristics 
for the small enterprise differ from those of larger firms. 
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One of the most distinguishing financial characteristics 
of the small firm is its higher cost of capital. While 
empirical work in this area is limited by the lack of data, 
several authors have concluded that capital is more costly, 
and sometimes completely unavailable, for small businesses 
[1,15,22]. Archer's presentation of this problem is 
excellent and covered in the following paragraphs [14]. 
There are three primary and unique factors affecting 
the cost of capital for the small business: lack of 
availability of certain forms of capital, reluctance to 
share management and control on the part of the owner, and 
excessive costs associated with certain types of funding. 
The lack of availability may be due to the firm's choice or 
to some real institutional barrier. The reluctance to share 
control effectively eliminates the possibility of venture 
capital. Excessive costs are reflected in higher cost per 
dollar provided. Relatively small loans and small quantities 
of equity capital are so expensive that the suppliers of 
these funds deem it unrealistic. Consequently, institution¬ 
al barriers are created. 
Since set-up and servicing costs are relatively 
constant, small loans carry higher effective interest 
rates than do larger loans. In addition, some forms of 
debt, such as bonds, are unavailable to small firms. 
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Small businesses are also viewed as more risky borrowers 
and lending institutions demand higher risk premiums 
and more collateral. All of these factors and the fact 
that the market for funds is not perfect tend to make the 
cost of debt higher for small business. To complicate 
matters further, during tight money market priods, banks 
lend to their less risky borrowers. The small firm is usually 
at the bottom of the bank's prospective loan list. 
In the equity market, the sale of new issues of firms 
that are already public is less risky and costly than for 
firms entering the market for the first time. If the firm 
is new to the public, underwriters perceive more un¬ 
certainty with respect to the proper pricing of the issue. 
The uncertainty is reflected in the higher flotation costs 
demanded. 
Several other factors affect the cost of capital for 
small firms. Small business traditionally has displayed 
more variability in their rate of return. While this lack 
of stability varies from industry to industry, the higher 
failure rate of small firms and the lower sales and return 
stability are reflected in their capital structure. It is 
manifested by the lack of access to the full range of 
capital sources. The net result of the higher flotation 
and servicing costs is a higher cost of capital. 
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Another area that highlights the dissimilarity 
between small and large business is management and owner 
involvement in the firm's operations. Many small firms 
are closely held businesses in which the owners exercise 
direct control if not outright management. For example, 
in 1972, 78 percent of all businesses in the U.S. were sole 
proprietorships. Partnerships accounted for 7.6 percent and 
the remaining 14.4 percent were corporations [85]. Most 
proprietorships and partnerships are small businesses. As 
such, the owners are more likely to perform all the 
management functions with minimal staff support. They are 
also more intimately involved with the routine, day-to-day 
operations of the firm than their large business counter¬ 
parts. The small enterprise owner is frequently the person¬ 
nel manager, the financial manager, the production manager 
and the marketing manager. 
By virtue of the firm's size, the owner must be know¬ 
ledgeable of all these areas because the business typically 
cannot afford to hire internal staff. This places the owner 
at a severe disadvantage in terms of time commitment required. 
Both his time and effort are spread across all the major 
functions of the business. Further compounding this problem 
is the fact that most small firm managers must deal with 
the routine, day-to-day problems which large business managers 
23 
delegate to line and staff members for resolution. In 
addition, many owners have expertise and experience in only 
one or two functional areas. 
Most of the research on the relationship between small 
business and failure has concentrated on these nonfinancial 
characteristics [30,42]. Only one study has examined the 
incidence of small firm failure with respect to financial 
information [29]. Yet, it has only been suggested that both 
financial and nonfinancial characteristics be combined to 
determine their relationship with small business failure and 
success [3,69]. 
Business Failure 
Every year a certain number of businesses fail. Dun 
and Bradstreet, Inc. provides the most commonly used source 
of failure statistics. The average annual failure rate be¬ 
tween 1965 and 1975 was 0.43 percent of the businesses for 
which Dun and Bradstreet compiles data [23]. Small firms 
account for nearly all these failures. During the critical 
first five years of operation, over 57 percent of the 
businesses fail [23]. Of all firms which fail, the Small 
Business Administration estimates that approximately 95 per¬ 
cent are small [81]. In the first two years the small 
business mortality rate is 44 percent while larger firms 
fail at a rate of 12.4 percent [64]. 
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It is clear that the small business population is 
much more prone to failure than large firms. But what is 
failure and what does it mean? 
In an economic sense, a business failure means that 
the firm's rate of return is less than its opportunity 
cost. If there is a full employment economy with 
reasonably efficient capital markets, failure indicates 
an initial misallocation of resources. Failure or bankrupt¬ 
cy would then hasten the resource reallocation process. 
If there exist imperfect capital markets, however, failure 
is said to have a positive economic cost. For example, if 
capital markets have different standards for various 
classes of borrowers, in at least some cases failure can 
stem from discrimination and not the misallocation of re¬ 
sources. And if the economy is at less than full employ¬ 
ment, failure may result from slack demand. In such a 
case the cost of failure manifests itself in the form of 
lost output [42]. 
There are many arguments for why firms fail. Dun 
and Bradstreet [35] state 
Managerial inexperience and ineptitude account for 
90 percent of business failures, a percentage that 
varies slightly over the years. 
Managerial inexperience includes lack of experience 
in the product line, lack of managerial experience and un- 
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balanced experience.^ Both managerial inexperience and 
ineptitude Cor incompetence) are manifested by the 
inability to avoid conditions that result in inadequate 
sales, competitive weakness, heavy operating expenses, 
receivables difficulties, inventory difficulties, poor 
location and excessive fixed assets. In 1975 these were 
classified as the underlying causes for almost 93 percent 
of the failures [23]. In addition, the economic climate 
and problems faced by management further affect failure 
rates. Other studies consider more specific causes. For 
example, Dickerson and Kawaja [30] reached the following 
conclusions in three state studies on the causes of failure: 
— There is a higher failure rate for businesses 
whose owners have few years of formal educa¬ 
tion . 
— There is little relationship between previous 
work experience and success. 
— Individuals who have previously owned businesses 
had a lower rate of failure. 
— Management teams of up to four were more success¬ 
ful than single managers. 
— In general, the higher the initial investment and 
proportion of equity supplied, the more likely 
success is. 
Because there are so many factors, by whichever defi¬ 
nition of failure is chosen, it is difficult to break down 
Unbalanced experience is defined as "experience not 
well-rounded in sales, finance, purchasing and production 
on the part of the individual in case of a proprietorship, 
or of two or more partners or officers constituting a 
management unit" [23]. 
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clearly or even list causes of failure. Many authors 
simply provide shopping lists of nearly every single 
factor that could conceivably affect the health of a busi¬ 
ness [76,91], The fact that many of the causes are close¬ 
ly interrelated further complicates the problem. Most of 
these lists of causes, however, contain the following 
factors [17]: 
— general business conditions 
— inadequate financing 
— inadequate or unused business records 
— unwillingness or inability to keep abreast of change 
— certain highly personalized factors 
As can be seen the causes of failure lie between two 
extremes—poor management and general business and economic 
conditions. It is useful to classify the factors associated 
with failure as either endogenous or exogenous. The en¬ 
dogenous factors deal with those elements internal to the 
firm and its management and are assumed, at least to some 
extent, to be within their control. In general, the business 
community accepts these factors as the prime cause of 
failure and there is considerable evidence to support their 
view [42]. Exogenous factors relate to those elements ex¬ 
ternal to the firm and beyond their control. While there 
is little evidence supporting the idea that these factors 
are unique to a particular firm or industry, there is well- 
documented evidence that these exogenous factors affect 
business as a whole. For example, there is little evidence 
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substantiating the charge made by many that loan differen¬ 
tials overcompensate for risk and handling differences on 
loans. There is some recent evidence, however, that credit 
rationing and the level of the national economy are 
correlated with the failure rates [16,42,61]. 
It is interesting to note the various definitions 
of failure used in the literature. The most common defi¬ 
nition is the one used by Dun and Bradstreet. Failures 
are: 
. . . those businesses that cease operations follow¬ 
ing assignment of bankruptcy; ceased with loss to 
creditors after such actions as execution, fore¬ 
closure or attachment; voluntarily withdrew leaving 
unpaid obligations; were involved in court actions 
such as receivership, reorganization or arrangement 
or voluntarily compromised with creditors [23]. 
Other definitions have also been used. Beaver [18] defined 
failure as a firm declaring bankruptcy, overdrawing its 
bank account or defaulting on interest payments on its 
debt. Deakin [29] defined failure as those firms which 
experienced bankruptcy, insolvency, or otherwise liquidated 
for the benefit of creditors. Libby [62] and Edmister 
[32] were concerned with those firms who failed to meet 
their loan obligations. And Altman [7] and Comerford [27] 
used bankruptcy as their criterion for failure. It appears 
that many authors have their definition incorporated in 
the problem under investigation [7,27] or base their defi¬ 
nition on the data they have available. 
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Despite the many definitions of failure that have 
been used, the most common and widely used in the business 
community is that of Dun and Bradstreet, Inc. For this 
reason it will be used for this study. 
Recent Failure Models 
The majority of failure models have been based on 
financial ratios. Ratios have been used to analyze the 
g 
performance of business operations since before 1900. 
Bliss [14] was the first to attempt to provide a compre¬ 
hensive theoretical framework for ratio analysis. He based 
his work on the assumption that ratios are "indicators of 
the status of fundamental relationships within the business 
[14]. This theoretical framework and the assumption that 
ratios are proxies of the relative performance of a firm 
were the major breakthroughs that led to the development of 
more sophisticated analysis. 
The most widely acclaimed proponent of financial 
ratios was Foulke [40]. His efforts resulted in the de¬ 
velopment and publication of a list of fourteen ratios that 
was published on industry financial information. These 
first appeared in 1933 in Dun and Bradstreet credit reports 
and are still used today. 
^For a brief but comprehensive review of financial 
ratios see Horrigan [47]. 
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The use of financial ratios in failure models was in¬ 
itially on a univariate basis. Later multivariate approaches 
developed. The following discussion first examines the work 
done in the area of general business univariate and multi¬ 
variate failure models. It provides much of the methodology 
used to develop small business failure models. A review of 
the studies and models for small firm failure will conclude 
the literature review. 
General failure studies - univariate. In the study con¬ 
sidered to be the forebearer of predictive failure models. 
Smith and Winakor concluded that the ratio of net working 
capital to total assets was the most accurate and reliable 
indicator of financial problems [83]. The research of Fitz¬ 
patrick [29] and Ramser and Foster [74] also found that in¬ 
dividual ratios or trends of ratios were strongly correlated 
with a firm's tendency towards failure. 
The first sophisticated analysis of ratios as predictors 
of failure was conducted by Merwin and published in 1942 
[67]. His study drew upon the work of Smith and Winakor [83], 
Fitzpatrick [39] and Ramser and Foster [7 4] . His con¬ 
clusions were that the following three ratios were sensitive 
to the discontinuance of a firm four to five years ahead of 
failure: net working capital/total assets, net worth/total 
debt and the current ratio. 
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The starting point of contemporary failure research 
is considered to be Beaver's 1966 study [18,47]. By ex¬ 
amining the relationship between 30 ratios and failure/non¬ 
failure status of the firms in his sample, he concluded that 
cash flow/total debt, in particular, was a significantly 
strong predictor up to five years prior to failure. His 
second conclusion supported the assumption of Bliss [14] and 
Foulke [40]. That is, financial ratios contain useful in¬ 
formation concerning the health of the firm. Finally, he 
questioned the usefulness of ratios considered on a uni¬ 
variate basis. He suggested combining them in a multivariate 
approach to take advantage of the potential synergistic in¬ 
formational content. 
General failure studies - multivariate. Altman [5], in his 
widely-publicized bankruptcy study [44], provided the first 
predictive model based on the simultaneous evaluation of 
financial ratios through the use of multivariate statistical 
techniques. The purpose of his research was to assess the 
quality of ratio analysis as an analytical technique for 
predicting failure. One of his principal goals was to show 
that the ambiguity existing when univariate methods are 
used can be greatly reduced with a multivariate approach. 
Drawing a sample of 33 manufacturers which had filed 
for bankruptcy under Chapter 10 of the U.S. Bankruptcy Act, 
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Altman matched these firms with nonfailed manufacturing 
firms based on industry and asset size. The sample, like 
Beaver's [18], included only medium and large sized firms. 
On the basis of 22 financial ratios he employed multiple 
discriminant analysis (MDA) to develop his model. The 
discriminant function (model) included only five ratios in 
the final characteristic profile. These five ratios were 
not the most independently significant variables but they 
did offer the greatest contribution to the explanatory power 
of the model. The discriminant function included the follow¬ 
ing ratios: 
Working Capital/Total Assets 
Retained Earnings/Total Assets 
Earnings Before Interest and Taxes/Total Assets 
Market Value of Equity/Book Value of Total Debt 
Sales/Total Assets 
Altman's model correctly classified 95 percent of the 
initial sample in the first year prior to failure. This 
type of result is to be expected because of the upward bias 
produced by applying the model to the sample used to generate 
the model. To validate the model he selected two additional 
samples from the same time period used for the initial sample. 
The classification accuracy for these validation samples is 
7 
indicated in Table 2-3. 
"^Altman, Haldeman and Narayanan [9] further refined 
this 1968 model in 1977 and produced the "Zeta" model. Seven 
variables were included in the model (both linear and quad¬ 
ratic discriminant functions). The results indicated that for 
both the linear and quadratic "Zeta" models, classification 
accuracy improved for two to five years prior to failure but 
did not change substantially for one year prior. 
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Table 2-3 
Classification Accuracy of the 1968 Altman Model 
Year Prior 
to Failure 
Classification 
Accuracy (%) 
1 
2 
3 
4 
5 
95 
72 
48 
29 
36 
In concluding, Altman noted: 
1. The model is an accurate predictor of failure up to 
two years prior to that event. 
2. The five year trend of all ratios included in the model 
showed a deteriorating trend as failure approaches. 
3. The most serious change in the majority of ratios 
occurred between the third and second year prior to 
failure which caused the drastic improvement in 
classification accuracy. 
Deakin [29] was the next major contributor to the 
multivariate approach with respect to ratios. First he 
replicated Beaver's [18] dichotomous classification test. 
Using the same procedures as Beaver but a different sample, 
he concluded that his replication of the dichotomous 
classification test generally confirmed Beaver's results. 
He next constructed a discriminant function based on 
Beaver's ratios to take advantage of the potential syn¬ 
ergistic information content of the ratios and reduce the 
20 percent classification error rate for the first year prior 
to failure obtained in the dichotomous classification test. 
Separate discriminant functions were computed for each of 
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five years prior to failure. All ratios were retained 
because withdrawal increased the classification error. 
The significance and relative importance of each variable 
varied over the five year evaluation period. 
Instead of using the critical value of the "Z-score" 
to classify group members as Altman did, Deakin employed 
g 
the minimum Chi-square rule. His classification results 
were better overall than those obtained by Altman and are 
presented in Table 3. 
Table 2-4 
Classification Accuracy of the 1972 Deakin Model 
Year Prior to Failure Classification Accuracy (%) 
1 
2 
3 
4 
5 
78 
94 
88 
77 
85 
o 
The "Z-score" refers to the discriminant score [7]. 
The critical Z-score value is determined by finding the dis¬ 
criminant score which correctly classifies the maximum 
number of firms from the function that maximizes the F- 
value (ratio of the between-groups sum-of-squares to the 
within-groups sum-of-squares). This has the effect of 
spreading the group mean (centroids) and concurrently reducing 
the dispersion of single points from the group mean. Deakin's 
primary objection to this approach was that it fails to take 
into account the relative discriminant scores [29]. The 
minimum chi-square rule measures the distance from each 
observation to the group means and produces a probability of 
group membership [29,87], Bartlett's V statistic is used 
and is distributed approximately as a chi-square. The dis¬ 
criminant function which meets the significance level speci¬ 
fied for the chi-square distribution is the one retained for 
use in classifying the observations. 
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In explaining the high (22%) raisclassification rate for 
the first year prior to failure, Deakin noted that some 
deterioration was to be expected. 
The use of nonfinancial information to help predict 
medium and large sized firm failure has not appeared in the 
literature. Moyer [69] recently noted, however, that 
Other factors such as firm age, micro-economic con¬ 
siderations, earnings variability and the effects of 
alternative management philosophies regarding risk 
will have to be incorporated into future analyses if 
any truly prospective models are to be developed. 
Small business failure studies - univariate. There have 
been several univariate analyses examining the relationship 
between small firm characteristics and failure. Most have 
examined nonfinancial factors and are based on small samples 
drawn from geographically local populations. One such study 
performed by Dickerson and Kawaja [30] indicates strong 
correlation between failure and formal education of the 
owner, previous business experience and success, prior 
business ownership, the use of management teams and the 
amouht of initial equity capital. 
One of the most recent studies was conducted by Fred- 
land and Morris [42] in 1976. They included both financial 
and nonfinancial information which they felt contributed 
to the success or failure of the small enterprise. Using 
Dun and Bradstree's definition of failure, the authors 
analyzed a sample of 2,080 small business failures and 
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1,987 nonfailures. The variables included: 
— Firm size (number of employees, annual sales 
and fixed assets 
— Management experience and the CEO's experience 
in the firm's product line 
— Age of the firm 
— State demographic data (per capita income and 
percentage of population growth between 1960 and 
1970) 
— Loan data (source, amount and security provided) 
— Number of SIC's within the firm 
— Legal form of organization 
Using simple and partial correlation analysis, these re¬ 
results were observed: 
— Failure rates increase with firm size over a cer¬ 
tain range. 
— Young firms run by managers with little management 
experience and little experience in their product 
lines are more likely to fail. 
— With respect to loan data, no significant dif¬ 
ferences were noted although the failure group 
had obtained their loans from a wider variety of 
sources and the size of loans was negatively 
correlated with group assignment. 
— Firms with a greater number of SIC's (indicating 
greater diversification) experienced lower failure 
rates. 
— Corporations were more likely to succeed than sole 
proprietorships or partnerships. 
These results are only for one year's data (1972) but one 
of the conclusions is provoking in that it contradicts a 
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widely held view. "... (S)ize (is) not strongly 
correlated with failure for a significant proportion of 
American business" [42]. It will be interesting to see if 
this relationship holds up over longer time periods. 
With respect to small firms, it appears that nonfinan- 
cial information is important in the determination of the 
relationship between failed and nonfailed firms. Which 
specific pieces of information carry the most weight is 
an empirical question and should be considered in a multi¬ 
variate context. 
Small business failure studies - multivariate. Edmister 
[32] provided the first and only published multivariate 
analysis that directly assesses the prediction of small 
business failure. He used data from the Small Business 
Adminstration's Financial Growth Data Bank which contained 
over 192,000 financial statements supplied by SBA borrowers 
between 1954 and 1969. Using MDA and nineteen ratios, he 
tested the following hypotheses [32] : 
1. A ratio's level is a predictor of small business 
failure. 
2. The three year ratio trend is a predictor of small 
business failure. 
3. The three year ratio average is a predictor of small 
business failure. 
4. The combination of the industry relative trend and 
industry relative level for each ratio is a predictor 
of small business failure. 
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To validate the models he used a split-sample or 
holdout sample approach. The classification accuracy of 
the discriminant function was 93 percent. The results of 
his study were [32]: 
Although not all the methods and ratios are predictors 
of failure, many ratio variables are found which do 
predict failure of Small Business Administration borrow¬ 
ers and guarantee recipients. Using step-wise multiple 
discriminant analysis, with a restriction on simple 
correlation of the entering variable with the included 
variables, a function of independent ratio variables, 
which is highly accurate in classifying borrowers in 
the test sample, is developed. Methods of analysis 
found useful are: (1) classification of a borrower's 
ratio into quartiles relative to other borrowers in the 
sample, (2) observation of an up- or down-trend for a 
three-year period, (3) combinatorial analysis of a 
ratio's trend and recent level, (4) calculation of the 
three-year average and (5) division of a ratio by its 
respective RMA industry average ratio. 
Edmister pointed out two heretofore unreported facts 
of importance to the study reported here. First, MDA can 
be utilized to differentiate between small business failures 
and nonfailures. Second, the ratios in the multivariate con¬ 
text can be transformed by their industry average to im¬ 
prove the model's classification accuracy. He makes no 
statement, however, about the informational content of the 
industry average ratio relative to its impact on the company 
specific ratio. 
There are three major criticisms that might be made 
concerning this study. Edmister infers that his model can 
be applied to the entire small business population. The 
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sample used to derive his model, however, is biased to 
the extent that most SBA borrowers cannot borrow* from 
banks without SBA support. By limiting the sample to 
SBA borrowers he ignored the majority of small businesses 
and biased the sample towards those firms considered risky 
customers by banks. 
The second criticism involves use of the model for 
prediction when the model was not tested on an inter¬ 
temporal sample [50,69]. This is the same pitfall that 
Altman [12] fell into and will be discussed in Chapter 4 
(Methodology). 
Finally, Edmister did not consider nonfinancial in¬ 
formation. He assumes that the financial ratios act as 
proxies for this group of firms. Since univariate data 
studies have shown strong correlation between some of this 
nonfinancial information and failure, this assumption 
should be empirically tested. That is one of the goals 
of this study. 
CHAPTER III 
THEORY 
Theoretical Justification for an Integrated Model 
Conceptual development of failure models has not been 
fully integrated to include all factors affecting small en¬ 
terprises. Univariate studies have examined both financial 
and nonfinancial information with respect to their re¬ 
lationship with failure and nonfailure [18,38,42]. Un¬ 
fortunately, univariate analysis tends to ignore the inter¬ 
action of the various bits of information being examined. 
Multivariate approaches have partially resolved the 
loss of information problem. To date, however, only finan¬ 
cial ratios have been employed. These studies indicate that, 
with some qualification, ratios can be employed success¬ 
fully to distinguish between firms which are tending to¬ 
wards failure and those which are not [7,27,29,32,69]. 
Such signals are apparent up to three years prior to failure. 
When examining large or medium sized firms, ratios may be 
appropriate. The major assumption is that ratios act as 
proxies for the firm's and management's performance. 
For small enterprises in which the owner also manages 
the firm, that individual is typically responsible for 
several, if not all, of the functional areas of management. 
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In contrast to his large firm counterpart, the small 
business owner not only "wears several hats" but is more 
involved in the day-to-day operations of the firm. To a 
great extent his expertise in each of the major functional 
areas determines the success of his venture. Even if he is 
competent in the areas critical to survival, there is the 
potential for spreading his attention and time too thinly.^ 
His efforts may be concentrated in only one area at any 
time. If the owner is not qualified in one or more areas 
and does not have the initiative or time to develop a 
reasonable degree of competence, this may also be detri¬ 
mental to the firm. Consequently, owner/manager char¬ 
acteristics are extremely important when examining a small 
firm for its success or failure potential. 
Several authors have noted the relationship between 
business characteristics and the success or failure of the 
small firm [30,42]. Organizational form and the level of 
diversification within the firm have been shown to be 
strongly correlated with failure. 
Organizational form has been taken as a proxy for the 
amount of vested interest management has in the firm. If 
Areas that are traditionally thought to be crucial to 
small business survival are frequently determined by the imme¬ 
diate situation. They include understanding the firm's 
market, production processes employed, financial control 
techniques, marketing methods and competition. The owner must 
be able to assess the position of the firm and take action 
based on understanding these factors to improve the likelihood 
of success [13,17,30,42]. 
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the business is a proprietorship or partnership, the owner/ 
manager may have a more difficult time distinguishing be¬ 
tween personal and truly business objectives. If the firm 
is a corporation, this distinction is clearer and studies 
indicate the corporation is more likely to succeed than 
the proprietorship or partnership [42]. 
One would expect that diversification also has direct 
relationship with success and failure. Less diversified 
businesses face the possibility of product obsolescence 
or technological innovation which is too expensive to im¬ 
plement for the small enterprise. More diversified firms 
can withstand these threats with less strain since di¬ 
versification tends to stabilize earnings [1,42]. The 
a priori expectation is that up a certain point the more 
2 
diversified the firm, the more likely it is to succeed. 
There are, of course, economic factors which affect 
the small firm's performance. Because the small firm 
typically does not have the financial strength to weather 
adverse economic conditions, they are more prone to failure 
during such periods [16,20,22,23]. For example, one of the 
most commonly cited causes for small business failure is 
2 
The optimal level of diversification is a function 
of the industry, firm size and management abilities. 
Smaller enterprises are likely to be more efficient and 
profitable with lower levels of diversification than larger 
firms. 
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undercapitalization [23,35]. While many consider this 
a function of poor management, it is also directly influ¬ 
enced by prevailing economic conditions. Credit rationing 
3 
is frequently employed during periods of tight money. 
Small firms are often viewed as more risky borrowers and 
lending institutions demand higher risk premiums and more 
collateral than may be justified by the additional risk 
assumed. When loan funds are restricted by tight money 
conditions, lenders allocate the available funds to their 
less risky borrowers, which usually do not include the small 
firms. 
In addition an examination of the relationship between 
general economic conditions and business failure reveals an 
interesting pattern [16,20,27]. During expansionary periods 
both the number of new businesses and failures increase. 
During slow economic periods the number of new businesses 
decrease but failures increase. Under stable conditions, 
failures tend to decrease. These relationships are partially 
due to credit rationing and capital availability. They in¬ 
dicate that the state of the economy is important to all 
3 
Archer and Faerber [15] and Fredland and Morris [42] 
describe this process in general terms. Laun [61] and Archer 
[14] present evidence supporting the existence of credit 
rationing. They cite the capital market imperfections which 
affect small firms as costs of entry, risk premiums incon¬ 
sistent with the risk involved, limited access to markets, 
crowding out and investor flight from risk beyond a certain 
level. 
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businesses but particularly critical to the small enter¬ 
prise. 
It is expected that the success/failure status of 
small firms is a function of all these factors: owner/ 
manager characteristics, organizational factors, economic 
conditions and financial characteristics. With this more 
completely specified model, the usefulness of both financial 
and nonfinancial information can be assessed. 
No small business failure model nor any business 
failure model in general has included these important factors 
as variables in a multivariate approach. It has implicitly 
assumed that financial ratios or their transformation by 
some trend or industry average variable reflect this informa¬ 
tion. Rather than make this assumption, the model proposed 
here includes them. 
Hypotheses 
Since one of the purposes of this research is to de¬ 
velop a failure prediction model for a more representative 
sample of the small manufacturer population, the; first 
task will be to use this sample to build a model based on 
only financial information. The next step will be to com¬ 
bine both the financial and nonfinancial information to 
assess the usefulness of the nonfinancial information which 
a priori appears to be more important in determining the 
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failure/nonfailure status of a small enterprise. Finally, 
the inclusion of industry average ratios in the model will 
allow examination of the impact of this information. 
Hypothesis 1: Financial ratios can be combined in such a 
manner that their interactive information 
content can be used to predict a small 
business' tendency towards failure or non¬ 
failure . 
This first hypothesis will allow comparisons with 
previous failure model results to determine if the predictive 
accuracy of the suggested small manufacturer model compares 
favorably with those models developed for larger firm 
failure models. It also serves as a benchmark for comparing 
the models generated to test the next three hypotheses. 
If this model does not perform as well as previous models, 
one must question the relevance of the informational content 
of financial ratios as they apply to small business. 
Hypothesis 2: Financial ratios and nonfinancial informa¬ 
tion can be combined in such a manner that 
their interactive information content can 
be used to predict a small business' tendency 
towards failure or nonfailure. 
The results of testing the second hypothesis will be 
compared with those obtained in the first hypothesis and 
previous failure model results. It will indicate if non¬ 
financial information contributes to the predictive accuracy 
of failure models for small business. 
The third question will be addressed by testing two 
hypotheses (3a and 3b). The results of these tests should 
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provide insight into the informational content of industry 
average ratios. 
Hypothesis 3a: Financial ratios which are transformed by 
industry average ratios can be combined in 
such a manner that their interactive in¬ 
formation content can be used to predict a 
small business' tendency towards failure or 
nonfailure. 
This hypothesis attempts to assess not only the use¬ 
fulness of financial ratios but the relationship between a 
company's specific financial characteristics and those of 
other firms in the same line of business. The results of 
testing this hypothesis will be compared with the predictive 
accuracy of previous failure models and the model developed 
to test the first hypothesis. It may be that the trans¬ 
formation of a specific firm's financial characteristics 
by relative industry performance picks up some of the non- 
financial information and/or other information important to 
4 
assessing the business' future prospects. 
Hypothesis 3b: Financial ratios, transformed by industry 
averages, and nonfinancial information can 
be combined in such a manner that their 
interactive information content can be used 
to predict a small business' tendency 
towards failure or nonfailure. 
Comparison of the results obtained testing this model 
with the previous hypotheses' results and previous failure 
4Edmister [32] showed that transformation of the firm's 
specific financial ratio by the industry average improves 
the predictive accuracy of the: subsequent model. 
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model results will indicate whether considering non- 
financial information in addition to company specific 
ratios and industry average financial ratios is important. 
Definitions and Variables 
For the purpose of this research small business is 
defined as those manufacturing firms^ "which (are) inde¬ 
pendently owned and operated and not dominant in (their) 
field of operation." Each firm must have less than 250 to 
1500 employees, depending on its industry. This is the 
Small Business Administration definition and basic criteria 
for loan purposes. A further restriction is that each firm 
must be registered with the SEC. Use of this particular 
definition will allow comparison of the results obtained in 
this research with those obtained by Edmister [32] in his 
small business failure prediction study. 
To facilitate comparison with other studies which were 
based on large and medium sized firm samples, the Dun and 
Bradstreet, Inc. definition of failure will be used [23]. 
They define failure as 
. . . those businesses that cease operations following 
3The use of small manufacturers in this study is based 
on pragmatic considerations. Manufacturing companies are 
more likely to have reliable data available. They also re¬ 
quire a more diverse range of skills to successfully operate. 
Their role in the economy in terms of contribution to GN? per 
firm and employment per firm is greater than other industries 
Finally, their failure rates are higher in relation to other 
types of businesses. 
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assignment or bankruptcy; ceased with loss to 
creditors after such actions as execution, foreclo¬ 
sure or attachment; voluntarily withdrew leaving 
unpaid obligations; were involved in court actions such 
as receivership, reorganization, or arrangement or 
voluntarily compromised with creditors. 
The use of these definitions will allow the research 
to focus on a segment of the small business population that 
has not been investigated before and yet allows comparison 
with previous studies. 
The dependent variable in each of the proposed models 
is the failure/nonfailure status of the firm. The independent 
variables fall into four categories: 
1. Owner/manager characteristics 
2. Organizational characteristics 
3. Economic conditions 
4. Financial characteristics 
Owner/manager characteristics include variables such 
as previous experience of the owner in both general manage¬ 
ment and the product line offered by the firm, and the number 
of years with the firm. 
Organizational characteristics include level of di¬ 
versification (number of four digit SIC's), age of the firm 
and number of employees. 
Economic conditions will include GNP level, interest 
rates and money supply. 
The financial characteristics will be measured by 
financial ratios which will include those for which industry 
averages are available. Table 3-1 indicates the financial 
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ratios included and their definitions.6 
All of the independent variables included were 
selected on the basis of the following: 
1. Previously reported usefulness in assessing the 
tendency towards failure (both univariate and 
multivariate studies). 
2. Potential relevancy to this study. 
3. Availability of industry averages (financial 
ratios only). 
A summary of the variables considered for the models 
is reported in Table 3-2. 
While the variables selected for the models have 
firm theoretical justification, others which are equally 
important have been excluded. The major limitation which 
precluded consideration of all potentially relevant in¬ 
formation was the availability of useful data and its 
associated cost. At the very least, the variables proposed 
for inclusion tap a more diverse and relevant range of in¬ 
formation than has been previously reported [7,24,32]. 
To construct the ratios, the following data were 
collected for each firm for both one and two years prior to 
failure: 
Cash 
Accounts Receivable 
Inventory 
Other Current Assets 
Fixed Assets 
Accumulated Depreciation 
Accounts Payable 
Notes Payable 
Other Current Liabilities 
Long Term Debt 
Preferred Stock 
Common Stock 
Retained Earnings 
Net Sales 
Cost of Goods Sold 
General, Selling and 
Administrative Expense 
Current Depreciation 
Interest Expense 
Taxes Paid 
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Table 3-1 
Financial Ratios Defined 
Ratio Definitiona 
Net Profits on Sales 
Net Profits on Tangible 
Net Worth 
Net Profits on Net 
Working Capital 
Net Sales to Tangible 
Net Worth 
Net Sales to Net Working 
Capital 
Collection Period 
Net Sales to Inventory 
Fixed Assets to Tangible 
Net Worth 
Current Debt to Tangible 
Net Worth 
Total Debt to Tangible 
Net Worth 
Inventory to Net Working 
Capital 
Current Debt to Inventory 
Current Ratio 
Quick Ratio 
Net after tax earnings divided by 
net sales (gross sales less 
returns, allowances and cash 
discounts) 
Net after tax profits divided by 
tangible net worth (total 
assets less total liabilities 
less intangible assets) 
Net after tax profits divided by 
net working capital (total 
current assets less total 
current liabilities) 
Net sales divided by tangible net 
worth 
Net sales divided by net working 
capital 
Notes and accounts receivable 
divided by the quotient of annual 
net sales divided by 365 days 
(net sales per day) 
Annual net sales divided by total 
inventory 
Net fixed assets at depreciated 
book value divided by tangible 
net worth 
Current debt divided by tangible 
net worth 
Current plus long term debt di¬ 
vided by tangible net worth 
Total inventory divided by net 
working capital 
Current debt divided by inventory 
Current assets divided by current 
liabilities 
Current liquid assets (cash, 
marketable securities, accounts 
receivable and prepaid expenses) 
divided by current liabilities 
a. The definitions provided here are consistent with 
those of Dun and Bradstreet, Inc. [36] and Robert Morris 
Associates [13]. 
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Table 3-1 (Continued) 
Ratio Definition 
Sales to Receivables 
Cost of Sales to Inventory 
Profits Before Taxes to 
Tangible Net Worth 
Profits Before Taxes to 
Total Assets 
Net annual sales divided by the 
total of accounts and notes 
receivable 
Cost of sales divided by inven¬ 
tory 
Net profit before taxes divided 
by tangible net worth 
Net profit before taxes divided 
by total assets 
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Table 3-2 
Sources and Variables 
SEC Records Raw financial information (see 
footnote 6) 
Owner/manager characteristics 
Years management experience, 
CEO 
Years product line experience, 
CEO 
Years with the firm, CEO 
Organizational characteristics 
Diversification (#4 digit 
SIC's) 
Age of the firm 
Number of employees 
Dun and Bradstreet, Inc. Industry ratio averages 
• . c 
Robert Morris Associates Industry ratio averages 
U.S. Government Gross National Product (in 1972 
dollars) 
Manufacturing GNP (in 1972 dollars) 
Ml (currency and demand deposits) 
M2 (Ml plus time deposits at 
commercial banks other than 
large certificates of deposit) 
ST Interest 1 (based on three 
month Treasury Bill rate) 
ST Interest 2 (based on commer¬ 
cial paper rate) 
ST Interest 3 (based on New York 
Federal Reserve discount rate) 
aSee Chapter 4, Methodology. 
DThe Dun and Bradstreet, Inc. source was "Key 
Business Ratios" [36]. 
CThe Robert Morris Associates source was "Annual 
Statement Studies" [13]. 
^The U.S. Government source was the Economic Report 
of the President, January 1977, Table B-5 (p. 193), Table 
B-57 (p. 253 and Table B-63 (p. 260) [31]. 
CHAPTER I V 
METHODOLOGY 
Design, Sampling and Data Collection 
Design. Essentially the study is an example of ex post 
facto (retrospective) research. It was not possible to 
assign firms based on random treatment to failed and 
nonfailed groups. The treatment or event (failure) had 
already occurred. Therefore, each firm had already self- 
selected the group to which it belonged. 
With the information available a weighted combina¬ 
tion of characteristics (independent variables) was genera¬ 
ted that allowed the firms to be classified into their 
appropriate failed or nonfailed group. 
Samples. Recently, there has been criticism in the 
financial literature concerning sampling techniques and 
the assertion of discriminant model predictability 
[33,50] . To claim a model has predictive accuracy, three 
Altman and Eisenbeis [8] point out in a clarification 
of arguments presented by Joy and Tollefson [58,51] that it 
is only necessary to employ an intertemporal sample if the 
coefficient stability over time is questionable or if the 
sample is small. Since both situations are present in this 
study, an intertemporal sample is employed. If the classi¬ 
fication error rates are not consistent from the validation 
sample period to the intertemporal sample period, the 
stability of the coefficients and predictive accuracy of the 
models are suspect. 
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samples should be employed: model development, validation 
and intertemporal. The model development and validation 
samples should be drawn from the same time period. 
In this study the model development and validation 
samples were combined and the Lachenbruch-Mickey leaving- 
one-out (LM) validation technique was used. Firms which 
failed during the years 1971 through 1973 and their 
matched nonfailed firms comprised the model development 
and validation sample. Those which failed between 1974 
and 1976 and their matched nonfailed firms made up the 
intertemporal sample. 
Matching procedure. Each failed firm was matched with a 
nonfailed firm based on three digit SIC one year prior 
to the demise of the failed firm and on the definitional 
requirements established earlier. The initial list of 
failed firms was drawn from the manufacturers on the 
2 
Dun and Bradstreet, Inc. list of business failures. 
From the period 1971 to 1976 approximately 200 firms were 
identified. At this point it was not known which of these 
firms met the study's definitional requirements for small 
manufacturers. 
2The Dun and Bradstreet, Inc. list of business fail¬ 
ures was obtained during visits to the Business Economics 
Department at the New York City headquarters. 
54 
Failed firms were matched with nonfailed firms based 
on the SEC classification system (see Table 4-1). An 
average of three nonfailed firms was examined for each 
failed firm to insure definitional requirements were met 
and sufficient data were available. It is important to 
note that firms were matched on SIC and definitional re¬ 
quirements alone. Firm age and a measure of firm size 
were not included in the matching technique as several 
authors have suggested (Altman [7], Deakin [29] and Fredland 
and Morris [42]). Matching firms on specific variables im¬ 
plicitly assumes that the variables contain important in¬ 
formation relative to the problem being investigated. If 
they are expected to be significant factors in assessing 
a firm's tendency towards failure, they should be included 
as independent variables so that their relative importance 
. . 3 
can be empirically tested. 
3 
Professor Altman cautioned against the use of firm 
age as an independent variable at the Fall 1977 Financial 
Management Association meetings in Seattle. His reasoning 
was that young firms show a much higher tendency towards 
failure than do older firms. Failure statistics support 
this argument. However, the average age of the nonfailed 
firms in the total sample is 13.22 years versus 10.80 years 
for failed firms. Both group averages are above the 
traditional critical first five years during which most 
firms fail. In addition, the univariate tests performed 
did not note a statistically significant difference between 
the failed and nonfailed groups based on age. 
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Table 4-1 
Securities and Exchange Commission Industry Classification 
SIC Description Included SIC's 
208 
225 
231 
241 
275 
281 
285 
309 
335 
349 
354 
357 
366 
369 
373 
379 
381 
384 
399 
Alcohol & Malt Beverages 
Knitting Mills, includes Knitted 
Apparel 
Apparel, Except Knitted Apparel 
Lumber & Wood Products, Except 
Furniture 
2082-85 
225 
231-238 
241-245,249 
Printing & Allied Industries 
Basic Chemicals, Plastic Materials 
& Synthetics 
Paints & Allied Products 
Rubber & Plastic Products 
Nonferrous Metals - Refining, Roll¬ 
ing, Drawing & Nonferrous Foundries 
2732,275-279 
281,282 
285,2893 
302-304,306,307 
333-336 
Fabricated Metal Products 
Metalworking Machinery 
Office & Computing Machines 
Radio, TV, Communication Equipment 
& Electronic Components & 
Accessories 
344,346,347,349 
354 
357 
365-367 
Electric Lighting & Wiring Equipment, 
Transmission & Distribution Equip¬ 
ment & Electrical Machinery 
Ships & Boat Building & Repairing 
Transportation Equipment 
Scientific Instruments & Mechanical 
Measuring Devices 
Medical Instruments & Supplies 
Manufacturers, Misc. 
361,362,364,369 
373 
375,379 
381,382 
384 
395,399 
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To match the firms, data from SEC required reports 
were examined. These reports included 10-K's, 8-K's, 
4 
prospectuses and annual reports. Many firms were re¬ 
jected from the sample because they either did not meet 
the definitional requirements or did not have sufficient 
data available on file with the SEC.^ 
Table 4-2 presents the list of the 82 failed and 
nonfailed firms finally included in the sample. They are 
grouped by year of failure (for the failed firms) and 
the SEC classification scheme. 
Data collection. Table 3-2 lists the sources of variable 
information. The data were collected for one and two 
years prior to failure. With respect to the industry 
financial ratio averages, both D&B and RMA utilize different 
classification systems. Neither corresponds to the SEC 
4 
The SEC data were obtained during visits to the 
Public Reference Section of the Securities Exchange 
Commisssion in Washington, D.C. 
5 
There were several problems associated with the 
collection of suitable data at the SEC. Many of the 
firms on the failure list were not registered with the 
SEC. Numerous firms that were registered did not report 
information consistently. To add to this problem, in 1970 
the SEC revised its reporting format and information re¬ 
quirements. This frequently necessitated use of filed 
prospectuses for the information required during the 1969 
to 1971 time period. Finally, several firms either did not 
report during some years or the reports that were submitted 
were not on file. 
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classification scheme. As a result, the industry averages 
used in this study were weighted averages which were com¬ 
puted so that they were consistent with the SEC classifica¬ 
tion system. 
Data Analysis 
Prior to model development and empirical testing 
of hypotheses, the data were examined to gain insight 
into its quality and general characteristics. Even though 
the ultimate test of any model is its robustness, the 
underlying distributions of the independent variables 
must be evaluated for conformity to distributional as¬ 
sumptions and for unrealistic values or outliers. If 
extreme values exist, the appropriate means of handling 
them must be determined. 
Descriptive analysis of firm ratios and nonfinancial data. 
Because the individual firm financial ratios and nonfinan¬ 
cial data were used as input to the discriminant function 
derivation, understanding the distributional characteristics 
was important. Three techniques were employed to facilitate 
this understanding: Kolmogrov-Smirnov tests, general data 
description (mean, variance, etc.) and location tests. 
The Kolmogrov-Smirnov one-sample (KS) test was used 
because of the small sample size available. If the sample 
were large enough. Chi-square tests could have been utilized 
to determine the goodness of fit of the sample distribution 
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to the expected distribution. The KS test compares the 
observed relative cumulative frequency distribution of the 
sample (with mean and covariance estimated from the data) 
to that expected under the hypothesis (normal in this case). 
The test statistic is obtained by determining the maximum 
absolute deviation between the observed and expected 
distributions: 
D = Max |F (x) - F (x)| Eq. 4-1 
a e 
where D = the Kolmogrov-Smirnov test statistic, 
F (x) = sample cumulative frequency 
distribution and 
F (x) = hypothesized cumulative frequency 
distribution 
Results of the initial KS tests are presented in Chapter 5, 
Tables 5-1 and 5-2.^ 
To gain an understanding of the distributional 
characteristics, BMDP Program 2D, "Detailed Data Descrip¬ 
tion, Including Frequencies" [21], was used. The data for 
the failed and nonfailed firms were subdivided into six 
groups for analysis. The groups are: 
1. Two years prior to failure, 1971-1973 
^The program used was SPSS-6000 (Version 6.5) 
NPAR [88]. In addition to computing the KS test statistic 
values, it provided the P-values that the observed dis¬ 
tribution conforms to the expected normal distribution. 
The higher the P-value, the more closely the variable 
distribution conforms to the hypothesized. 
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2. One year prior to failure, 1971-1973 
3. Two years prior to failure, 1974-1976 
4. One year prior to failure, 1975-1976 
5. Two years prior to failure, 1971-1976 
6. One year prior to failure, 1971-1976. 
The data examined included firm ratios, business 
characteristics, owner/manager characteristics and economic 
data. 
One of the purposes for subdividing the data was to 
determine if there were any systematic changes in the 
central values and dispersion of each variable between the 
period used for model development and validation (1971- 
1973) and the period used to test the models' predictive 
accuracy (1974-1976). 
The information provided by BMDP2D included the 
variable's maximum and minimum values, range, variance, 
standard deviation, mean, median, skewness, kurtosis, Hampel 
location estimate, Andrews location estimate and Tukey 
location estimate. Since one cannot eliminate the possi¬ 
bility of the variable distributions deviating from normality, 
the skewness and kurtosis measures are useful as an estimate 
in determining the degree of nonconformity. The Hampel, 
Andrews and Tukey location estimates are useful if extreme 
values exist. These three statistics are essentially 
trimmed mean estimates in that they weight the observation 
values depending on their distance from the center of the 
distribution. That is, values farthest from the center 
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receive lower weights than do values close to the center. 
Each uses a different weighting scheme. 
The results of the KS tests (Tables 5-1 and 5-2) and 
BMDP2D indicated that most of the variables did not conform 
to normal distributions (as expected). Most of the 
variable distributions were both skewed and kurtotic. 
Further examination of BMDP2D results revealed that for 
a few of the variables, extreme outliers existed. In some 
cases these values were more than ten standard deviations 
from the mean. To reduce the potential influence of these 
outliers on the estimated discriminant coefficients, all 
values which exceeded three standard deviations were 
deleted. The mean for these variables was recalculated 
and substituted for the deleted values. This approach 
follows one of the methods recommended by Chan and Dunn 
[27] ? 
Following the data modification, both KS tests and 
BMDP2D were repeated. The results of the KS tests on 
the revised data are presented in Chapter 5, Tables 5-3 
through 5-6. 
7 
This method of improving the distributional char¬ 
acteristics was employed only for the first sampling 
period (1971-1973). The second sampling period was used 
to test the predictive accuracy of the models developed 
from the data in the first sampling period. Since the 
extreme values existed, application of the models to real 
data would encounter such values. Their effect on the 
discriminant scores could then be noted and examined. 
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Univariate tests for between group differences. The 
next step in the analysis was to test for differences 
between groups with respect to each of the ratios and non- 
financial variables. The null hypothesis was that the 
failed and nonfailed firms came from the same population. 
The appropriate test is determined by the distributional 
characteristics of each variable. The most common approach 
in previous failure prediction studies has been to employ 
the parametric t-test [7,24,42]. 
The t-test evaluates the question of whether the two 
groups come from the same population by examining the mean 
of the groups for statistically significant differences. 
The first step is to calculate the standard error of the 
differences between groups: 
SEM1-M2 = SEM1 " SEM2)k Eq' 4'2 
where SE.. is the standard error of the mean 
M 
estimate and equals a (where a is the standard 
s s 
/“n deviation of the sample and 
n is the sample size), 
Ml is the mean of group 1, 
M2 is the mean of group 2 and 
SE„, is the difference in the standard errors 
M1-M2 
for the two groups. 
Next, the t ratio is derived from 
_ Ml-M2_ Eq. 4-3 
SEM1-M2 
The greater the difference between means (the numerator) 
relative to the standard error, the more statistically 
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different are the groups [52]. The SPSS-6000 (Verson 6.5)/ 
TTEST routine [88] was used to perform the t-tests. The 
results are summarized in Chapter 5, Table 5-7. Complete 
t-test results are presented in Appendix A, Tables A-l 
through A-16. The validity of t-tests rests, however, on 
the assumption that the variables are distributed normally. 
Examination of the data revealed that the normality as¬ 
sumption was violated for many variables. In this situa¬ 
tion nonparametric tests may be appropriate. The Wilcoxon 
Rank Sum test was selected for two primary reasons. First, 
it only requires that variables have a continuous dis¬ 
tribution and does not require specification of the dis¬ 
tributional form. Second, even if the variable distribu¬ 
tions are normal, the test is about 95 percent as efficient 
as t-tests in determining whether the two groups come from 
the same population [46,92]. 
SPSS-6000 (Version 6.5), NPAR routine [88], performs 
the Wilcoxon Rank Sum tests and was used to test for 
differences in mean location. Computationally each of 
the variable values is ranked from the smallest to largest 
and the rank is assigned. The test statistic for the 
Wilcoxon Rank Sum test is 
n 
W = l R. 
j-i ] 
Eq. 4-4 
where R^ is the rank of observations. 
P-values are then computed based on the test statistic (W) 
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and the size of the two groups. The P-values can then 
be compared with desired significance levels to determine 
if the failed and nonfailed groups are statistically dif¬ 
ferent. Results of the Wilcoxon Rank Sum tests are 
summarized in Chapter 5, Table 5-3 (see Appendix A, 
Tables A-17 through A.-20 for the complete results) . 
Model Development and Testing 
Model development and linear discriminant analysis. The 
models were developed using linear discriminant analysis 
(LDA). A total of sixteen discriminant functions were 
evaluated in the testing of the three hypotheses. Since 
the purpose of this research was to identify a method of 
predicting small manufacturer failure, the criteria for 
acceptance of the models and testing of the hypothesis was 
predicated on the predictive accuracy of the models. That 
is, how well does each model derived from the data in the 
1971 to 1973 sample classify firms in the 1974 to 1976 
sample? 
Discriminant analysis can be used for two purposes: 
description and prediction [7,41,37]. Both were used in 
this study. Description was employed in the development 
of each model and the testing of the models was tantamount 
to prediction. This technique facilitated the distinction 
between the two groups (in this case, failed and nonfailed 
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firms) based on a common set of variables. Although 
only two groups were necessary in the present study, LDA 
can be generalized to g groups. The mathematical ob¬ 
jective is to weight and combine the independent variables 
in such a way that the two groups are as statistically 
different as possible. The set of weights or coefficients 
and n associated independent variables then allow applica¬ 
tion of the function to other data to determine the pre¬ 
dictive nature of the equation. The general form of the 
discriminant function is 
D = b..x. + b0x0 + ... + b x + c Eq. 4-5. 
s 1 1 2 2 nn 
where D is the discriminant score, 
s 
b^ is the coefficient of variable x^, 
x. is the observed value of the ith variable 
l 
n is the maximum number of variables and 
c is the constant. 
The underlying assumptions in LDA are: 
1. The variable distributions of the independent 
variables for both groups are multivariate 
normal with equal covariance matrices, i.e., 
X ~ N in and and X^ ” N(vu, E) . 
2. The prior probability of population membership is 
known. 
3. Population parameters are known. 
If any of these assumptions do not hold, the estimated dis¬ 
criminant coefficients and the classification accuracy may 
t 
67 
be biased. Consequently, the discriminant function de¬ 
rived may not produce the optimum assignment rule. 
BMDP: Biomedical Computer Programs (7M, Stepwise 
Discriminant Analysis) [21] was selected to derive the 
models and validate the classification accuracy. The 
discriminant coefficient (b.) estimates are defined as 
1 
6 = S'1 (X - X ) Eq. 4-6. 
where 3 is the matrix of estimated coefficients b., 
l 
-1 
is the pooled within sum of cross-product 
deviations matrix and 
c = h 3 (X.J+ x2) . 
and X2 are the variable observation value 
matrices of the failed and nonfailed 
groups respectively. 
The constant is estimated by 
Eq. 4-7. 
A stepwise procedure selects only those variables which 
provide the maximum contribution to the explanatory ability 
of the models. In BMDP [21] the coefficients and variables 
chosen for inclusion at each step maximize the weighted 
between-groups variance to pooled within-groups variance. 
The discriminating power of the variable considered at each 
step can then be evaluated by the F statistic where 
2 
F = 
nln2 ^nl + n2 “ k"l) 
(n^ + n2^ni + n2*"2) k 
D Eq. 4-8. 
which has k and n^+n2~k-l degrees of freedom and 
where n^ is the sample size of population 1, 
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k is the number of variables, and 
2 
D is the Mahalanobis distance measure. 
After three variables have been included, variable 
deletion becomes operational. Under this option, if, after 
any variable is added to the discriminant function, the F 
statistic fails to exceed the specified level, the variable 
with the smallest value is deleted. 
As a result of this stepwise procedure, the linear 
discriminant functions produced were all above a prespeci- 
o 
fied significance level of 0.10. 
The robustness of the models is dependent on the 
degree of conformity with the assumptions underlying LDA. 
For the data used in this study, several violations existed. 
The results of the KS tests indicated that most of 
the variable distributions were nonnormal. This could 
produce biased discriminant coefficients and consequently 
less than optimal classification rules. Gilbert [43] 
showed that if the distributions are moderately normal, the 
resultant discriminant function classification rules and 
the optimum procedure are highly correlated. If the co- 
variance matrices are unequal, quadratic discriminant 
functions are normally more appropriate [8,33,34,57]. Marks 
and Dun [63] showed that linear discriminant functions per- 
®In fact, the lowest discriminant function signifi¬ 
cance level was 0.005. This occurred in only one of the 
sixteen models generated. Twelve of the models were 
statistically significant at the 0.000 level. 
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form satisfactorily if the dispersion matrices are not 
too different. They further point out that classification 
performance of quadratic functions is particularly poor 
for small samples and very sensitive to the normality 
assumption. Confirming this finding, Lachenbruch, 
Sneeringer and Revo [59] noted that when the normality 
and equal covariance matrices assumptions do not hold, 
linear models were more robust than quadratic functions. 
Therefore, quadratic discriminant analysis was not deemed 
useful for this study. 
The assumption that the prior probability of group 
membership is known was not violated. The sampling pro¬ 
cedure required equal numbers of firms for each of the 
failed and nonfailed groups. Thus, the prior probability 
of group membership was equal for both groups. However, 
in the application of the model to the overall business 
population, the prior probabilities are not equal. The 
appropriate method for handling this problem is discussed 
in Chapter 6. 
The third assumption posits that the populations' 
distributional parameters must be known. Since this re¬ 
search only sampled the populations, the sample parameters 
must be used as estimates of the population distributional 
characteristics. This presented several problems. In 
addition to the possibility that the sample estimates did 
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not reflect the true population parameters and charac¬ 
teristics, the sample size for developing the models and 
testing the predictive accuracy of the models was small 
. 9 
relative to the total population. Because of the small 
sample problem, it was imperative to both validate the 
models and test for predictive accuracy before any con¬ 
clusions could be drawn. 
The Lachenbruch-Mickey leaving-one-out or U method 
[28,56,57,58,59] was used to validate the models. It is 
an iterative process in which one pair of observations is 
left out of the sample and classified by the derived dis¬ 
criminant function. The classification error rates are 
then summed to determine how well the discriminant functions 
perform. In their original article Lachenbruch and Mickey 
[58] found that if data is nonnormal, the apparent and U 
method error rates are the only ones appropriate since they 
are distribution free. They also noted that the apparent 
error rate is severely biased when applied to small samples 
and concluded that the U method is most appropriate when 
this situation exists. Lachenbruch, Sneeringer and Revo 
9 
The forty-two firms which comprise the model develop¬ 
ment sample represent approximately 0.01 percent of the 
estimated 416,600 small manufacturers in the United States. 
It would be an understatement to assert that the sample is 
small relative to the total population. 
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[59] also found that the U method is a better estimate of 
classification error rates than is the apparent error 
rate, especially for small samples. Hills [45] supports 
these findings and further notes that the U method pro¬ 
duces almost unbiased estimates of the expected actual 
error rate. 
Intertemporal testing. Many studies in the financial 
literature that employ discriminant analysis as a means 
for constructing models have validated these models using 
data from the same time period. Joy and Tollefson [50] 
point out that validation is not the equivalent of pre¬ 
diction. To assess the predictive power of a model, ob¬ 
servations from a different time period should be selected 
and the model applied to this data. If the classification 
error rates are relatively low and consistent with those 
obtained during validation, then and only then can any 
statement be made about the predictive ability of the 
model. 
The basic question to be resolved through inter¬ 
temporal testing is whether or not the coefficients and 
classification error rates are stable over time. Lachen- 
bruch [57] and Lachenbruch and Mickey [58] note that the 
bias of the estimated error rates is inversely related to 
sample size. Altman and Eisenbeis [8] suggest that if a 
72 
discriminant model is developed from data using a 
sufficiently long sampling period, the problem of co¬ 
efficient stationarity should not exist. They do acknow¬ 
ledge, however, that if the relationships between the in¬ 
dependent variables shift over time, coefficient reliability 
is reduced and classification accuracy deteriorates. 
Despite these conclusions, the clearest method of 
determining coefficient and classification error rate 
stability is to empirically test for it. Consequently, 
intertemporal classification rates are presented with the 
apparent and U method classification accuracy results in 
Chapter 6. 
Hypotheses testing. For each of the hypotheses discriminant 
models were developed. Both validation and intertemporal 
classification results were used to accept or reject each 
hypothesis. The models, classification results and ac¬ 
ceptance or rejection of each hypothesis are presented in 
Chapter 5 and summarized in Chapter 6, Tables 6-1 through 
6-5. 
CHAPTER V 
RESULTS 
In this chapter the results of the data analysis 
and hypothesis testing are presented. To improve the 
flow of material presented, the results of the models 
developed to test each of the four hypotheses are preceded 
by discussion of the data and univariate test results. 
Data Description 
Kolmogorov-Smirnov tests. Tables 5-1 and 5-2 present 
the p-values for KS tests on ratios, nonfinancial data and 
economic information by sample period and by failed and 
nonfailed groups. It can be seen that the distributions 
of the variables did not, as a rule, follow the normal 
distribution. For the failed group only six of the variables 
had greater than a 90 percent probability of approximating 
normality. Only 8.7 percent of the variables showed greater 
than a 70 percent probability of being normal.^ 
Examination of the variable distribution characteris¬ 
tics produced by BMDP2D confirm that the data were nonnormal. 
■'"The p-values indicate the probability that the sample 
distributions conform to the expected cr hypothesized dis¬ 
tribution (normal in this case). 
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In addition to the existence of extreme outliers (beyond 
three standard deviations) most of the variable distribu¬ 
tions were skewed and kurtotic. The extreme values may 
have strongly influenced the mean and variance estimates. 
In some cases the sample parameters were unrealistic. The 
trimmed mean estimates appeared more reasonable. 
While discriminant analysis does not strictly require 
normality in applications, the variable distributions 
should be continuous and should, if possible, be as close 
to normal as possible. If the distributional assumptions 
of discriminant analysis are violated the tests of signi¬ 
ficance and error rate estimates may be biased [33]. 
To help alleviate this problem, the financial ratios 
and firm nonfinancial data were modified by deleting values 
in excess of three standard deviations, calculating the 
means without the outliers and substituting the means for 
2 
the missing values. Tables 5-3 through 5-6 present the 
results of KS tests on this modified data. 
The modifications improved the distributional char¬ 
acteristics. Of the 124 possible variables, 19.4 percent 
2 
The modified data for 1971-1973 failed firms and 
their matched nonfailed firms were used for the remainder 
of the data analysis and univariate tests. Data for the 
period 1974-1976 was not modified. This allowed for a more 
realistic testing of the models described later. 
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had greater than a 70 percent probability of being normal 
and 6.5 percent were 90 percent probable of being normal. 
In addition, a greater number of variables in the one year 
prior to failure group approximated normality than did 
those in the two year prior group (see Table 5-3). 
Distributional characteristics were improved even 
further when the transformations required for testing hy¬ 
potheses 3A and 3B were per formed. Tables 5-4 through 
5-6 present KS results for these variables. For each 
transformation at least 24 percent of the variables were 
better than 70 percent normal and at least 15 percent were 
greater than 90 percent normal. Data description results 
from BMDP2D confirmed that the distributions better conformed 
to normality. 
Univariate tests for differences between groups. Both t- 
tests and Wilcoxon Rank Sum tests were used to determine if 
there were statistically significant differences between 
the failed and nonfailed groups on a univariate basis. 
T-test results. Tables A-l through A-16 report the 
t-test results with means and standard deviations for each 
group. Both samples (1971-1973 and 1974-1976) are reported 
for two and one year prior to failure and for the transformed 
variables required to test the third hypothesis. Table 5-7 
summarizes Tables A-l through A-16. 
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Table 5-7 
SUMMARY OF TWO-TAILED PROBABILITY 
BASED ON T-TESTS 
Failure Year 1971-1973 
Years Prior to Failure 1 Year 
Variable A B C D 
Net Profits on Sales 
Net Profits on Net Worth 
Net Profits on Net Working 
Capital 
Net Sales to Net Worth 
Net Sales to Net Working 
Capital 
Collection Period 
Net Sales to Inventory 
Fixed Assets to Net Worth 
Current Debt to Net Worth 
Total Debt to Net Worth 
Inventory to Net Working 
Capital 
Current Debt to Inventory * * * * 
Current Ratio * * * * 
Quick Ratio * * * * 
Sales to Receivables 
COGS to Inventory 
EBT to Net Worth 
EBT to Total Assets * * 
Management Experience 
Product Line Experience 
Years with Firm 
Diversification * * * * 
Age of Firm 
Number Employees 
1974-1976 
2 Years 1 Year 2 Years 
ABCDABCDABCD 
* * * 
* * 
* * * * 
* * * * 
* * * * * * * 
* * * * 
* * * * 
******** 
* * * * 
* Significant at the 0.05 level 
A: Financial Ratios and Nonfinancial Data 
B: Ratios Divided by Industry Average and Nonfinancial Data 
C: Deviation of Ratio from Industry Average and Nonfinancial Data 
D: Deviation of Ratio from Industry Average Divided by Industry 
Average and Nonfinancial Data 
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Of the total of 24 variables, ten were statistically 
significant at the 0.05 level for either the variable in 
its original form or in its transformed form. At the 0.001 
level, however, only the Current Ratio and Quick Ratio 
statistically distinguished between the failed and nonfailed 
groups. 
The pattern of important individual variables re¬ 
vealed two interesting features. First, more variables 
differentiated between the groups one year prior to failure 
than during two years prior. Secondly, only the Current 
Ratio, Quick Ratio and Earnings Before Taxes to Total Assets 
appeared during both periods. This might indicate that 
there is a shift in the importance of individual ratios 
over time leading to poor discriminant coefficient stability. 
Wilcoxon Rank Sum Test Results. Since the variable 
characteristics and the KS tests indicated a degree of non¬ 
normality, nonparametric Wilcoxon Rank Sum tests were also 
performed to identify those variables which distinguished 
between the failed and nonfailed groups. 
Tables A-17 through A-20 present these results. As 
was the case with the t-test results, the Current and Quick 
Ratios were consistently important differentiators. In 
addition, these two ratios and the Earnings Before Taxes 
to Total Assets were significant at the 0.001 level. Again, 
This problem is addressed more fully in Chapter 6, 
Conclusions. 
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Table 5-8 
SUMMARY OF TWO-TAILED P VALUES 
BASED ON WILCOXON RANK SUM TEST 
Failure Years 
Years Prior to Failure 
Variable 
1971-1973 
1 Year 2 Years 
A B C D A B C 
1974-1976 
1 Year 2 Years 
DABCDABC 
Net Profits on Sales 
Net Profits on Net Worth 
Net Profits on Net 
Working Capital 
Net Sales on Net Worth 
Net Sales on Net 
Working Capital 
Collection Period 
Net Sales to Inventory 
Fixed Assets to Net Worth 
Current Debt to Net Worth 
Total Debt to Net Worth 
Inventory to Net Working 
Capital 
Current Debt to Inventory 
Current Ratio 
Quick Ratio 
Sales to Receivables 
COGS to Inventory 
EBT to Net Worth 
EBT to Total Assets 
Management Experience 
Product Line Experience 
Years with Firm 
Diversification 
Age of Firm 
Number of Employees 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
★ 
* * 
* * * 
* * * 
* 
* 
* 
* 
* 
* 
Indicates P-value less than 0.05 
A 
B 
C 
D 
Financial Ratios and Nonfinancial Data 
Ratios Divided by Industry Average and Nonfinancial Data 
Deviation of Ratio from Industry Average and Nonfinancial Data 
Deviation of Ratio from Industry Average Divided by Industry 
Average and Nonfinancial Data 
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more variables reflected statistically different means for 
the two groups one year prior to failure than two years 
prior. Overall, fourteen variables had p-values less than 
0.05 (compared with ten for the t-tests). 
At one year prior to failure five variables were 
significant during both the 1971-1973 and 1974-1976 
periods. This compares with only three found important 
during both periods using the t-tests. In all the sampling 
periods each group was significantly different at the 0.05 
level during at least one period based on all variables 
except the following: 
Net Sales on Net Worth** 
Net Sales on Net Working Capital 
Net Sales to Inventory 
Inventory to Net Working Capital 
Sales to Receivables^ 
Cost of Goods Sold to Inventory 
Management Experience4 
Years with Firm 
Age of the Firm4 
Number of Employees * 
For the variable values at two years prior to failure, only 
three differed at the 0.05 level. 
Hypotheses Testing 
As outlined in Chapter 3, models were developed in 
the form of linear discriminant functions to test each of 
^These six variables were not significant at even 
the 0.1 level. The others were. 
the three hypotheses. For simplicity model numbers 
correspond to hypothesis' numbers as depicted in Table 
5.9. 
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Table 5-9 
Model Composition 
Model # Information Included 
Corresponding 
Hypothesis 
1 
2 
3A1 
3B1 
3A2 
3B2 
3A3 
3B3 
Financial ratios 1 
Financial ratios and nonfinancial 
information 2 
Financial ratios divided by industry 
average 3A 
Financial ratios divided by industry 
average and nonfinancial data 3B 
Deviation of financial ratios from 
industry average 3A 
Deviation of financial ratios from 
industry average and nonfinancial 
data 3B 
Deviation of financial ratios from 
industry average divided by industry 
average 3A 
Deviation of financial ratios from 
industry average divided by industry 
average and nonfinancial data 3B 
The model results and acceptance or rejection of the null 
hypotheses are presented in this order. 
Inclusion of the constant (c) in the discriminant 
functions produces a classification cutoff score (Ds) equal 
to zero. Firms with a score greater than zero are classi¬ 
fied as nonfailed and those with scores less than zero are 
classified as failed.^ 
^The discriminant functions presented minimize overall 
misclassification. 
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Hypothesis 1. The first hypothesis states that "financial 
ratios can be combined in such a manner that their inter¬ 
active information content can be used to predict a small 
manufacturer s tendency towards failure or nonfailure." 
Linear discriminant functions for both one and two years 
prior to failure were derived. For two years prior to 
failure the equation was 
Dg = .01450X1q - 1.13847X12 - .054491 
where X^ is Collection Period and 
X12 is Fixed Assets to Net Worth. 
Table 5-10 presents the classification results and predic¬ 
tive accuracy of this model.6 
Table 5-10 
Classification Results 
Two Years Prior: Model 1 
Group % Correctly 
Classified 
# Classified 
Group 
Nonfailed 
into 
Failed 
Apparent 
Nonfailed 66.7 14 7 
Failed 57.1 9 12 
Total 61.9 23 19 
U-Method 
Nonfailed 66.7 14 7 
Failed 57.1 9 12 
Total 61.9 23 19 
Application of the model to the intertemporal sample 
is the only use which assesses the predictive accuracy. 
See Chapter 4 for the discussion. 
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Group % Correctly 
Classified 
# Classified 
Group 
into 
Intertemporal Application 
Nonfailed Failed 
Nonfailed 50.0 10 10 
Failed 50.0 10 10 
Total 50.0 20 20 
The Apparent Classification Accuracy reflects the applica¬ 
tion of the model to the data used to derive it. The U- 
Method is the Lachenbruch-Mickey leaving-one-out technique 
described in Chapter 4. 
Model 1 based on two years prior to failure performs 
poorly as a predictor of a firm's tendency towards failure. 
In fact, random assignment of firms in the sample to 
either the failed or nonfailed group would have performed 
equally well. 
However, before rejecting the first hypothesis, the 
model for one year prior to failure must be evaluated. The 
discriminant function was 
Ds = . 56566Xi:l + 2.15275X18 + 3.59735X22 - 4.27679 
where X^ is Net Sales to Inventory 
X^8 is Quick Ratio and 
X22 is Earnings Before Taxes to Total Assets. 
Table 5-11 presents the classification results for Model 1, 
one year prior to failure. 
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Table 5-11 
Classification Results 
One Year Prior: Model 1 
Group % Correctly # Classified 
Classified Into Group 
Nonfailed Fai 
Apparent 
Nonfailed 90.5 19 2 
Failed 100.0 0 21 
Total 95.2 19 23 
U-Method 
Nonfailed 90.5 19 2 
Failed 95.2 1 20 
Total 92.8 20 22 
Intertemporal Application 
Nonfailed 80.0 16 4 
Failed 75.9 5 15 
Total 77.5 21 19 
As a failure potential predictor. Model 1 for one 
year prior performed much better than the model for two 
years prior to failure. This result was also consistently 
found in testing the subsequent hypotheses. 
In addition to the increase in predictive accuracy 
evidenced by the one year prior model, the variables in¬ 
cluded in the discriminant functions change between the 
two year prior model and the one year prior model. 
Based on the 77.5 percent predictive accuracy of 
the one year prior model, the first hypothesis is accepted. 
It is possible to predict a small firm's tendency towards 
failure or nonfailure by combining financial ratios in a 
linear manner. 
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Hypothesis 2: This hypothesis posits that non- 
financial information in conjunction with financial 
ratios can be combined to predict failure. More precise¬ 
ly, "Financial ratios and nonfinancial information can 
be combined in such a manner that their interactive in¬ 
formation content can be used to predict small manu- 
factuer's tendency towards failure or nonfailure." 
The model for two years prior that was derived is 
D = . 02297X. n - 1.88503X-, 0 + .16450Xo-> - 1.00591XOC 
s 10 12 23 26 
+ 1.16383 
where X^Q is Collection Period, 
X^ is Fixed Assets to Net Worth 
X22 is Management Experience and 
Classification accuracy improved substantially over the 
model which included only financial ratios (see Table 
5-12) . 
Table 5-12 
Classification Results 
Two Years Prior: Model 2 
Group % Correctly 
Classified 
# Classified into 
Group 
Nonfailed Failed 
Apparent 
Nonfailed 
Failed 
Total 
66.7 
85.0 
75.6 
14 
7 
17 
7 
14 
24 
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Table 5-12 (Continued) 
U-Method 
Nonfailed 66.7 14 7 
Failed 85.0 7 14 
Total 75.6 17 24 
Intertemporal . Application 
Nonfailed 100.0 20 0 
Failed 30.0 14 6 
Total 65.0 34 6 
The improved predictive accuracy. however, is due to 
the nonfailed accuracy which is much higher than in 
Model 1. The relative imbalance in predictive accuracy 
between the nonfailed and failed groups might be due to 
conditions which cause the coefficients to shift over 
time. 
Model 2 for one year prior to failure produced the 
following function: 
D = .63089X.. + 2.75446X-,0 + .37286X.Q 
S 11 18 19 
+ 4.87418X22 - .11150X27 - 5.86591 
where X^ is Net Sales to Inventory, 
X^g is Quick Ratio, 
X,~ is Sales to Receivables, 
-L y 
X22 is Earnings Before Taxes to Total 
Assets and 
X27 is Age of the firm. 
The classification results are in Table 5-13. 
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Table 5-13 
Classification Results 
One Year Prior: Model 2 
Group % Correctly # Classified 
Classified Into Group 
Nonfailed Failed 
Apparent 
Nonfailed 85.7 18 3 
Failed 100.0 0 21 
Total 92.9 18 24 
U-Method 
Nonfailed 85.7 18 3 
Failed 90.5 2 19 
Total 88.1 20 22 
Intertemporal 
Nonfailed 
Application 
75.0 15 5 
Failed 70.0 6 14 
Total 72.5 21 19 
Again, overall classification and predictive accuracy 
improved over the two year prior Model 2. But the ad¬ 
dition of the nonfinancial information reduced the pre¬ 
dictive accuracy relative to the one year prior Model 1. 
Despite this, the second hypothesis must be accepted since 
both classification and predictive accuracy are acceptable 
for both two years and one year prior to failure. 
Hypothesis 3A: Hypothesis 3A states "financial 
ratios which are transformed by industry average ratios can 
be combined in such a manner that their interactive in¬ 
formation content can be used to predict a small manu¬ 
facturer's tendency towards failure or nonfailure." 
Three transformations were performed for this hypothesis 
and hypothesis 3B. The first was simply dividing the firm 
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ratio by the industry average ratio (hypothesis 3A1). 
Hypothesis 3A2 employed the deviation of the firm ratio 
from the industry average ratio. And finally, the third 
transformation involved dividing the deviation from the 
industry average by the industry average for hypothesis 
3A3. 
The model developed for two years prior to 
failure and hypothesis 3A1 was 
D = .92978Xco - .52963X., - .58780 
s 59 61 
where X^^ is Collection Period and 
X,-. is Fixed Assets to Net Worth. 
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Classification results are presented in Table 5-41. 
Table 5-14 
Classification Results 
Two Years Prior: Model 3A1 
Group % Correctly # Classified 
Classified Into Group 
Nonfailed Failed 
Apparent 
Nonfailed 70.0 14 6 
Failed 65.0 7 13 
Total 67.5 21 19 
U-Method 
Nonfailed 65.0 13 7 
Failed 65.0 7 13 
Total 
Intertemporal - 
65.0 
Application 
20 20 
Nonfailed 60.0 12 8 
Failed 45.0 11 0 
Total 52.5 23 17 
Despite the improved distributional characteristics 
of the variables, the classification and predictive 
accuracy showed only marginal improvement over Model 1 s 
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two year prior performance. Therefore, it must be 
concluded that the two year prior version of Model 3A1 
cannot predict failure or nonfailure of small manu¬ 
facturers . 
As was the case with Model 1, however, the model im¬ 
proves with the one year prior function which is 
D = 1.55109X-.- + . 11397X-., - 1.55067 
s 67 71 
where X is Quick Ratio, 
is Earnings Beofre Taxes to Total 
Assets 
Table 5-15 
Classification Results 
One Year Prior: Model 3A1 
% Correctly # Classified 
Group Classified Into Group 
Nonfailed Failed 
Apparent 
Nonfailed 80.0 16 4 
Failed 95.0 1 19 
Total 87.5 17 23 
U-Method 
Nonfailed 80.0 16 4 
Failed 90.0 2 18 
Total 35.0 18 22 
Intertemporal Application 
Nonfailed 65.0 13 7 
Failed 85.0 3 17 
Total 75.0 16 24 
The second trans formation employed was theoretically 
more attractive since it directly presents information 
relative to average performance within a firm's industry. 
The two year prior model for hypothesis 3A2 was 
Ds = 0.01559X59 - 1.34906X61 - .17402 
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where Xj-g is Collection Period, 
Xg^ is Fixed Assets to Net Worth • 
The classification and predictive accuracy results 
are presented in Table 5-16 • 
Table 5- 16 
Classification Results 
Two Years Prior: Model 3A2 
% Correctly # Classified 
VJJ. U U.M 
Classified Into Group 
Nonfailed Fai 
Apparent 
Nonfailed 71.4 15 6 
Failed 57.1 9 12 
Total 64.3 24 18 
U-Method 
Nonfailed 71.4 15 6 
Failed 57.1 9 12 
Total 64.3 24 18 
Intertemporal Application 
Nonfailed 55.0 11 9 
Failed 45.0 11 9 
Total 50.0 22 18 
While the classification accuracy was acceptable, the poor 
predictive accuracy suggested that Hypothesis 3A must be 
rejected for this model. 
Applying the second transformation to one year prior 
to failure produced 
D = 2.14505XC_, + . 27683Xcq + 3.63798X-. + . 64243 
where X^^ is the Quick Ratio, 
X68 is Sales to Receivables and 
X^^ is Earnings Before Taxes to Total Assets. 
99 
Use of this model improved both the classification and 
predictive accuracey relative to Model 3A2, two years 
prior (see Table 5-17) and led to acceptance of Hypothesis 
3A. 
Table 5-17 
Classification Results 
One Year Prior: Model 3A2 
% Correctly # Classified 
Groun 
Classified Into Group 
VJ V-/ Cl M 
Nonfailed Failed 
Apparent 
Nonfailed 85.7 18 3 
Failed 90.5 2 19 
Total 88.1 20 22 
U-Method 
Nonfailed 76.2 16 5 
Failed 81.0 4 17 
Total 78.6 20 22 
Intertemporal Application 
Nonfailed 65.0 13 7 
Failed 80.0 4 16 
Total 72.5 17 23 
The third transformation involved dividing the devia¬ 
tion of the firm's financial ratio from the industry 
average ratio by the industry average ratio. Its purpose 
was to assess the importance of relative variance from an 
average compared with the gross deviation used in Model 
3A2. Model 3A3 for two years prior to failure was 
D = .97159Xco + .00556XC, - .24245 
s 59 61 
where is Collection Period, 
Xr, is Fixed Assets to Net Worth. 
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Based on -the poor predictive accuracy for the two year 
prior model (see Table 5-18), the hypothesis was rejected. 
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Table 5-18 
Classification Results 
Two Years Prior: Model 3A3 
% Correctly #Classified 
Group Classified Into Group 
Nonfailed Failed 
Apparent 
Nonfailed 66.7 14 7 
Failed 61.9 8 13 
Total 64.3 22 20 
U-Method 
Nonfailed 66.7 14 7 
Failed 61.9 8 13 
Total 64.3 22 20 
Intertemporal Application 
Nonfailed 55.0 11 9 
Failed 50.0 10 10 
Total 52.5 21 19 
Both classification and predictive accuracy again 
improved when the model for one year prior was developed. 
The model was 
D = 1.50534X/r_ - . 35456 
S 6 7 
where is the Quick Ratio. 
Table 5-19 presents these results. 
Table 5-19 
Classification Results 
One Year Prior: Model 3A3 
% Correctly # Classified 
Group Classified Into Group 
Nonfailed Failed 
Apparent 
8 Nonfailed 61.9 13 
Failed 90.5 2 19 
Total 76.2 15 27 
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Table 5-19 (Continued) 
U-Method 
Nonfailed 61.9 13 8 
Failed 90.5 2 19 
Total 76.2 15 27 
Intertemporal Application 
Nonfailed 55.0 11 9 
Failed 80.0 4 16 
Total 67.5 15 25 
The third hypothesis was accepted for this model. 
Hypothesis 3B: Hypothesis 3B utilized the same 
transformations as 3A but added the nonfinancial informa¬ 
tion. It states "financial ratios, transformed by in¬ 
dustry averages, and nonfinancial information can be com¬ 
bined in such a manner that their interactive information 
content can be used to predict a small manufacturer's 
tendency towards failure or nonfailure." For two years 
prior to failure and the first transformation the 
classification function was 
= 2.31318XC - . 35947X^ + . 19793X^ - 1.13737X 
‘59 
- .00786X28 - .06300 
‘62 23 
where X^^ is Collection Period, 
Xg2 is Current Debt to Net Worth, 
X 22 is Management Experience, 
is Diversification and 
26 
‘26 
X2g is Number of Employees. 
With the results presented in Table 5-20, the hypothesis 
must be rejected. 
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Table 5-20 
Classification Results 
Two Years Prior: Model 3B1 
% Correctly 
Classified 
Group 
Apparent 
Nonfailed 80.0 
Failed 94.7 
Total 87.2 
U-Method 
Nonfailed 75.0 
Failed 78.9 
Total 76.9 
Intertemporal Application 
Nonfailed 65.0 
Failed 45.0 
Total 55.0 
The one year prior model for 
# Classified 
Into Group 
Nonfailed Failed 
16 4 
1 18 
17 22 
15 5 
4 15 
19 20 
13 7 
11 9 
24 16 
Hypothesis 3B1 was 
D = -1.10720Xct. + . 94817X,--, - .52267Xoc + 2.26339 
s 65 67 26 
where is Current Debt to Net Worth, 
Xg^ is the Quick Ratio and 
X2£ is Diversification. 
The predictive accuracy improved over that obtained for 
the two year prior model (see Table 5-21) and Hypothesis 
3B was accepted. 
Table 5-21 
Classification Results 
One Year Prior: Model 3B1 
% Correctly 
Group Classified 
Apparent 
Nonfailed 
# Classified 
Into Group 
Nonfailed Failed 
75.0 15 5 
Table 5-21 (Continued) 
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Failed 90.0 
Total 82.5 
U-Method 
Nonfailed 70.0 
Failed 80.0 
Total 75.0 
Intertemporal Application 
Nonfailed 55.0 
Failed 90.0 
Total 72.5 
2 18 
17 23 
14 6 
4 16 
18 22 
11 9 
2 18 
13 27 
The models developed to test the hypothesis based 
on both nonfinancial information and firm financial ratio 
deviation from the industry average led to acceptance of 
the hypothesis. For two years prior to failure the 
derived model was 
D = .02601XCn - 2.30461X,., + . 18007XOC - 1.03843Xo. 
s 59 61 25 26 
+ 1.70648 
where X^g is the Collection Period, 
X,., is Fixed Assets to Net Worth, 
61 
X~c is Years with the Firm and 
Z D 
X26 is Diversification. 
For one year prior the model was 
Ds = 1.07067X67 + 3.1297X71 - .43125X26 + 1.80087 
where X^7 is the Quick Ratio, 
X71 is Earnings Before Taxes to Total Assets 
and 
is Diversification. 
Z b 
The classification and predictive accuracy results are 
reported in Tables 5-22 and 5-23 for the two year and one 
104 
year prior models ; respectively 
Table 5-22 
Classification Results 
Two Years Prior: Model 3B2 
% Correctly # Classified 
Group Classified Into Group 
Nonfailed Fail< 
Apparent 
Nonfailed 66.7 14 7 
Failed 80.0 4 16 
Total 73.2 18 23 
U-Method 
Nonfailed 66.7 14 7 
Failed 70.0 6 14 
Total 68.3 20 21 
Intertemporal . Application 
Nonfailed 80.0 16 4 
Failed 45.0 11 9 
Total 62.5 27 13 
Table 5-23 
Classification Results 
One : Year Prior : Model 3B2 
Group % Correctly # Classified 
Classified Into Group 
Nonfailed Fai! 
Apparent 
Nonfailed 90.5 19 2 
Failed 90.5 2 19 
Total 90.5 21 21 
U-Method 
Nonfailed 90.5 19 2 
Failed 90.5 2 19 
Total 90.5 21 21 
Intertemporal . Application 
Nonfailed 85.0 17 3 
Failed 80.0 4 16 
Total 82.5 21 19 
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Hypothesis 3B was also accepted when the third 
transformation was performed on the financial ratios. 
This applied to both two and one year prior models. For 
the two year prior model the classification function was 
D = 1.73099XCQ - . 96973X,. + .20731XOC- - 1.01424XOC 
s 59 61 25 26 
- 1.32157 
where X^^ is the Collection Period, 
X,., is Fixed Assets to Net Worth, 
b 1 
X25 is Years with the Firm, and 
X~^ is Diversification. 
26 
The performance of this model is reported in Table 5-24. 
Table 5-24 
Classification Results 
Two Years Prior: Model 3B3 
% Correctly # Classified 
Group Classified Into Group 
Nonfailed Failed 
Apparent 
Nonfailed 76.2 16 b 
Failed 30.2 5 16 
Total 78.0 21 21 
U-Method 
Nonfailed 76.2 16 5 
Failed 75.0 16 5 
Total 75.6 21 20 
Intertemporal . 
Nonfailed 
Application 
75.0 15 5 
Failed 50.0 10 10 
Total 62.5 25 
15 
Table 5-25 reports the results of the one year pn >r 
model for Hypothesis 333 which had a classification fun 
of 
on 
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Dg = 11.02037X60 - 2.39122X65 + 1.67673Xg7 - 
6.18088X6g - .55786X27 + 6.15178 
where Xg9 is Net Sales to Inventory, 
Xg5 is Current Debt to Net Worth, 
Xg7 is the Quick Ratio, 
Xg9 is Cost of Goods Sold to Inventory, 
X2g is Diversification, and 
X27 is Age of the Firm. 
Table 5-25 
Classification Results 
One Year Prior: Model 3B3 
Group 
% Correctly 
Classified 
# Classified 
Into Group 
Nonfailed Failed 
Apparent 
Nonfailed 95.2 20 1 
Failed 95.2 1 20 
Total 95.2 21 21 
:hod 
Nonfailed 90.5 19 2 
Failed 95.2 1 20 
Total 92.9 20 22 
■temporal Application 
Nonfailed 75.0 15 5 
Failed 65.0 8 12 
Total 67.5 23 17 
Summary of Hypotheses Testing Results: Table 5-26 
presents an overview of the acceptance or rejection of each 
of the four hypotheses based on both the two year prior and 
one year prior models plus the models based on transformed 
financial ratio information. 
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Table 5-26 
Hypothesis Testing Results 
Hypothesis # Two Years Prior One Year Prior 
1 
2 
Reject 
Accept 
Reject 
Reject 
Reject 
Reject 
Accept 
Accept 
Accept 
Accept 
Accept 
Accept 
Accept 
Accept 
Accept 
Accept 
• 3A1 
3A2 
3A3 
3B1 
3B2 
3B3 
All eight one year prior models were able to predict firms' 
tendency towards failure. The two year prior models, 
however, were not as successful. Those which included 
both financial and nonfinancial information performed better 
than those which included only financial information. 
In fact, with the exception of Model 3B1, the models which 
included both sets of information (financial and non- 
7 
financial) led to acceptance of their respective hypothess. 
Discussion of other findings and implications which 
do not directly relate to evaluation of the hypotheses is 
contained in Chapter 6. 
^Model 3B1 did perform better than the others which 
caused hypothesis rejection. But because its predictive 
accuracy was only 55%, it was also interpreted as not 
supporting the hypothesis. 
CHAPTER V I 
CONCLUSIONS 
As the evidence presented in Chapter 5 indicated, 
it was possible to differentiate between nonfailure and 
failure potential of small manufacturing firms by employing 
both financial and nonfinancial information. Distinction 
between the two groups of firms was clearly better when 
data for one year prior were utilized. 
In this chapter several topics are discussed which 
relate to the results of the hypothesis testing and other 
findings not directly related to evaluation of the hypo¬ 
theses. First, the 16 separate models are summarized with 
particular attention to the classification accuracy of the 
models and the variables which recur from model to model. 
The classification and predictive accuracy of the various 
models are compared and the importance of the nonfinancial 
information is assessed. Next, the best discriminating model 
is compared with previously reported models and general 
conclusions are drawn concerning the ability of linear 
models to predict failure and nonfailure. Finally, comments 
relative to the application of the model, model weaknesses 
and areas for further study are addressed. 
108 
109 
Summary of the Models 
The sixteen models developed to test the hypo¬ 
theses are presented in Table 6-1 with their overall 
classification results. One or more of fourteen variables 
(in either raw or transformed form) were included in the 
models. For the models including only ratio information, 
the number of included variables ranged from one (Model 
3A3, one year prior to failure) to three (Model 1, one 
year prior to failure) out of a possible 20 variables. 
For the models which included both financial and non- 
financial data, out of a possible 30 variables the range 
was from three (Models 3B1 and 3B2, both one year prior) 
to six (Model 3B3, one year prior). 
In addition to the varying number of included 
variables, an interesting pattern of variables included 
was noted (see Table 6-2). The only variable that was 
common to both the two and one year prior models was the 
level of diversification. During both periods (1971-1973 
and 1974-1976) failed firms had a higher level of diversi¬ 
fication than did nonfailed firms. All models which 
considered nonfinancial information included this 
variable with the exception of one (Model 2, one year 
prior) and the sign of the coefficients was negative. 
This would seem to indicate that for small manufacturers 
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diversification beyond two or three four digit SIC's 
was not advantageous since it increased their probability 
of failure and consequently reduced the discriminant 
scores. 
Another pattern is revealed by Table 6-2. This 
involves the shift in important variables between the one 
and two year prior models.1 Collection period and fixed 
assets to net worth dominated the two year prior models 
while the quick ratio and earnings before taxes to total 
2 
assets dominated the one year prior models. This finding 
indicates that two years prior the most critical areas 
for distinguishing between failure and nonfailure potential 
were management efficiency and capital investment relative 
to equity. At the one year prior point liquidity and 
asset productivity were important. Failed firms showed 
a greater decrease in the quick ratio between two and one 
year prior to failure than did the nonfailed firms. The 
same relationship held true for the earnings before taxes 
to total assets ratio. 
Finally, Table 6-2 indicates which of the variables 
included in the various models were significant in dif- 
1A11 that is meant by "important variable" is that 
it was selected for inclusion in the discriminant function. 
These variables are in addition to diversification 
which appeared important regardless of the period. 
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ferentiating between the groups on a univariate basis. 
All discriminated between the failed and nonfailed firms 
in a univariate context except the following: 
Net Sales to Inventory 
Cost of Goods Sold to Inventory 
Management Experience 
Years with Firm 
Age of Firm 
Number of Employees 
The variables which were significant in a univariate sense 
but not found important discriminators in the multi¬ 
variate context included: 
Net Profits on Sales 
Net Profits on Net Worth 
Net Profits on Net Working Capital 
Net Sales to Net Working Capital 
Current Ratio 
Earnings Before Taxes to Net Worth 
Product Line Experience 
Some of the variables included in the models could 
not differentiate between failed and nonfailed firms on a 
univariate basis. Seven of those which could were not 
included in any of the discriminant functions. Thus, it 
was the combined information effect of the model variables 
taken as a group that was the important consideration. 
Or, stated another way, it was not the informational content 
of each variable considered individually that assisted 
in distinguishing between the groups but the synergistic 
or combined informational content effect. 
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Classification and predictive accuracy. 
Overall accuracy:3 On the whole, the models 
developed did successfully differentiate between the failed 
and nonfailed firms. Three measures of classification 
accuracy were employed. Apparent classification accuracy 
is the sample equivalent of the total classification 
accuracy which applies the discriminant functions to the 
data used to generate the models. Most authors have re- 
v ported these results as part of their justification that 
their models are useful [7,27,29,32]. The U-method refers 
to the Lachenbruch-Mickey leaving-one-out approach to 
classification. While not as robust a measure as true 
holdout techniques, it has been shown to be relatively 
reliable [28,56,57,58]. Finally, the intertemporal 
accuracy is a test of the true predictive accuracy of the 
models. It applied each model to a sample of matched 
failed and nonfailed firms drawn from the failure period 
of 1974-1976. The intertemporal classification rates were 
deemed the most important since they provided a measure 
of each model's predictive ability. 
The overall classification rates are reported in 
Table 6-3. On the average, the accuracy of the one year 
3 
Overall classification accuracy is defined as the 
number of firms correctly classified divided by the total 
sample size. 
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Table 6-3 
SUMMARY: OVERALL CLASSIFICATION ACCURACY 
Model (Yr. Prior) 
1 (2) 
(1) 
2 (2) 
(1) 
3A1 (2) 
(1) 
3B1 (2) 
(1) 
3A2 (2) 
(1) 
3B2 (2) 
(1) 
3A3 (2) 
(1) 
(2) 
(1) 
Classification Accuracy (%) 
Apparent U-Method Intertemporal 
61.9 
95.2 
61.9 
92.9 
50.0 
77.5 
75.6 
92.9 
70.7 
88.1 
65.0 
72.5 
67.5 
87.5 
65.0 
85.0 
52.0 
75.0 
87.2 
82.5 
76.9 
75.0 
55.0 
72.5 
64.3 
88.1 
64.3 
78.6 
50.0 
72.5 
73.2 
90.5 
68.3 
90.5 
62.5 
82.5 
64.3 
76.2 
64.3 
76.2 
52.5 
67.5 
78.0 
95.2 
75.6 
92.9 
62.5 
67.5 
3B3 
118 
prior models is higher than the two year prior models 
based on the three measures. Overall, the one year prior 
models reduced classification errors by 16.93 percent 
relative to the two year prior models. The greatest 
improvement was obtained by the intertemporal application 
for the models (17.25 percent). 
The best two year prior model was Model 2 with a 
predictive accuracy rate of 65 percent. Because of the 
high misclassification rate it was a particularly crude 
screening device. 
The most successful one year prior model, 3B2, 
displayed a 27 percent increase in predictive accuracy 
over the best two year prior model. With a 82.5 percent 
intertemporal classification rate, it had six percent 
higher accuracy than the next best function. 
Nonfailure accuracy (Table (6-4): The ability of 
the models to predict and classify nonfailed versus failed 
firms differed sharply. For nonfailed classification 
the one year prior forms of the models improved the over¬ 
all accuracy over the two year prior models by 8.17 per¬ 
cent. The improvement in predictive accuracy was only 
1.88 percent. The model which most accurately predicted 
nonfailed group membership was Model 2, two years prior, 
which had a predictive accuracy of 100 percent. The 
119 
Table 6-4 
SUMMARY: ACCURACY IN CLASSIFYING 
NONFAILED FIRMS 
Model (Yr. Prior) 
1 (2) 
(1) 
2 (2) 
(1) 
3A1 (2) 
(1) 
3B1 (2) 
(1) 
3A2 (2) 
(1) 
3B2 (2) 
(1) 
3A3 (2) 
(1) 
3B3 (2) 
(1) 
Classification Accuracy (%) 
Apparent U-Method Intertemporal 
66.7 
90.5 
66.7 
90.5 
50.0 
80.0 
66.7 
85.7 
66.7 
85.7 
100.0 
75.0 
70.0 
80.0 
65.0 
80.0 
60.0 
65.0 
80.0 
75.0 
75.0 
70.0 
65.0 
55.0 
71.4 
85.7 
71.4 
76.2 
55.0 
65.0 
66.7 
90.5 
66.7 
90.5 
80.0 
85.0 
66.7 
61.9 
66.7 
61.9 
55.0 
55.0 
76.2 
95.2 
76.2 
90.5 
75.0 
75.0 
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second best performer was Model 3B2, one year prior, 
with a 15 percent error rate. 
Failure accuracy (Table 6-5): For failed firm 
classification the overall improvement of performance 
between the two year and one year prior models was 
25.17 percent. The difference in predictive accuracy 
between the two groups of models was 32.56 percent. 
The best model was Model 3B1, one year prior (90 percent 
accuracy) followed by Model 3A1, one year prior with 
85 percent predictive accuracy. 
Impact of nonfinancial information: In each of 
the situations cited above (models providing the best 
overall, nonfailure and failure predictive accuracy) the 
superior model included nonfinancial information. Each 
of the three models considered the level of diversifi¬ 
cation as a significant contributor to the differentiation 
between failed and nonfailed firms. The model with the 
best nonfailure predictive accuracy. Model 2, two years 
prior, also included the number of years of general 
management experience the chief operating officer had at 
that point in time. 
The best model: 
The most effective overall model was Model 3B2, one 
year prior. Its discriminant function was 
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Table 6-5 
SUMMARY: ACCURACY IN CLASSIFYING 
FAILED FIRMS 
Model (Yr. Prior) 
1 (2) 
(1) 
2 (2) 
(1) 
3A1 (2) 
(1) 
3B2 (2) 
(1) 
3A2 (2) 
(1) 
3B2 (2) 
(1) 
3A3 (2) 
(1) 
3B3 (2) 
(1) 
Apparent 
57.1 
100.0 
85.0 
100.0 
65.0 
95.0 
94.7 
90.0 
57.1 
90.5 
80.0 
90.5 
61.9 
90.5 
80.2 
95.2 
Classification Accuracy (%) 
U-Method Intertemporal 
57.1 
95.2 
50.0 
75.0 
75.0 
90.5 
30.0 
70.5 
65.0 
90.0 
45.0 
85.0 
78.9 
80.0 
45.0 
90.0 
57.1 
81.0 
45.0 
80.0 
70.0 
90.5 
45.0 
80.0 
61.9 
90.5 
50.0 
80.0 
75.0 
95.2 
50.0 
60.0 
h 
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Dg = 1.07067X67 + 3.12970X71 - .43125X26 + 1.80087 
where Xg7 is the Quick Ratio, 
X71 is Earnings before Taxes to 
Total Assets and 
X2g is the level of diversification. 
Both the Quick Ratio and Earnings Before Taxes to Total 
Assets were expressed as the deviation of the firm's ratio 
from the industry average. The coefficients on these 
two variables indicate that the score improves as the 
firm's ratio becomes greater than the industry average 
ratio. For both of these ratios, this was expected 
theoretically. 
The Quick Ratio reflects a firm's liquidity position 
without the consideration of inventory, a manufacturer's 
least liquid current asset. It is frequently interpreted 
as the ability of a firm to meet short-term financial 
or cash flow crises. The fact that this ratio appeared 
in all of the one year prior models and none of the two 
year prior models is indicative of its short-run effect on a 
business and the relative speed with which a liquidity 
problem can affect a small manufacturer. 
The Earnings Before Taxes to Total Assets ratio 
is a profitability ratio that has not been diluted by 
tax carry-forwards or other tax related effects. For this 
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reason it is a more realistic maeasure of the profitability 
and overall management of the firm in terms of asset 
productivity. The positive coefficient assigned to this 
variable verifies the theoretical rationale that the higher 
the profitability of a firm the more healthy it is. When 
compared to the industry average, this ratio takes on 
added significance. 
Mean values of both the Quick Ratio and Earnings 
Before Taxes to Total Assets were higher for the nonfailed 
firms than for the failed firms. The finding that di¬ 
versification means were higher for failed firms than 
nonfailed firms conflicts with both generally accepted 
theory and the findings of Eredland and Morris [42], It 
is often assumed that greater levels of diversification 
are good for the firm, since it provides business risk 
reduction. The finding presented here indicates that di¬ 
versification beyond three four-digit SIC's was not ad¬ 
vantageous. It may be that a narrow range of diversi¬ 
fication is all that the management of most small firms 
can effectively handle and beyond that point, it begins 
to affect their financial health. 
Comparison with previous models. 
Table 6-6 was constructed to show the comparative 
classification accuracy produced by the discriminant models 
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Table 6-6 
Classification Accuracy Comparison with Previous Models 
Model Apparent Validation Prediction 
Altman 95 88a 85 (75)b 
Deakin 78 00
 
na 
Edmister 93 nac na 
Zeta (LDF)^ 93 91e na 
(QDF)Q 93 87e na 
Model 2B2 90.5 90.5e 82.5 
a. The holdout sample approach was used to validate 
the model. 
b. The 85 percent predictive accuracy was based on 
Altman's application of his original model to the 
data employed to derive the Zeta model [9]. It 
should be noted that this of data did not conform 
to the sample definitions employed in developing 
the original 1968 model [7]. Consequently, no 
firm statement can be made about the predictive 
accuracy of the model relative to the original 
definitional requirements. The 75 percent accuracy 
was found by Moyer who also used a sample defi¬ 
nition different from that used for the model 
[69] . 
c. Edmister did not attempt to validate his model. 
He noted that the sample size of 42 firms was 
not large enough [32] . He apparently did not 
consider the Lachenbruch-Mickey leaving-one-out 
technique. 
d. In developing the Zeta model, Altman [9] constructed 
both linear discriminant functions (LDF) and 
quadratic discriminant functions (QDF). The 
results of both are reported here. 
e. These validation results were based on the Lachen¬ 
bruch-Mickey leaving-one-out approach. 
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developed by Altman [7,9], Deakin [29], Edmister [32] 
and the author. As can be seen. Model 2B2 compares 
quite favorably, especially when all three classification 
accuracy rates are considered. It was expected that the 
small manufacturer model would have poorer predictive 
ability because of the greater impact of a single 
manager on performance and the lack of management ex¬ 
pertise generally available to smaller firms. While the 
apparent rate is less than that obtained by Altman [7] 
the validation accuracy is comparable and the predictive 
accuracy is better.4 
Comparison with Edmister's small business failure 
model is not possible because he did not provide valida¬ 
tion or predictive accuracy rates. In terms of the 
apparent classification results, the models are roughly 
comparable. 
Comment on the distinction between the validation 
and predictive accuracy is appropriate. No author has 
tested the predictability of his model at the time the 
the functions and classification rules were developed. 
The comparison of validation and predictive 
accuracy may be misleading. The author utilized the L-M 
approach which may bias the error rate estimation down¬ 
ward. Altman [7] employed a split sample technique which 
may be more realistic. The predictive accuracy obtained 
by Altman [7] and Moyer [69] was based on samples which 
did not meet the definitional requirements of Altman's 
original model and may bias the accuracy. 
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Strict comparison between the results obtained in this 
research and the results obtained by Altman [9] sub¬ 
sequent to reporting his original model [7] are difficult 
since Altman did not apply his model to firms which met 
the same definitional requirements as those used to de¬ 
velop the models. As pointed out by Joy and Tollefson 
[51] he initially confused validation accuracy with pre¬ 
dictive ability [7], If his purpose was to provide a 
descriptive model, the validation accuracy would have 
sufficed. However, Altman claimed his original model 
had predictive ability when in fact he had not empirically 
tested for it. In a reply to criticism levied by Joy and 
Tollefon [51], Altman and Eisenbeis [8] argued that it was 
not necessary to employ a separate sampling period to 
test for predictive accuracy. They note that use of 
the Lachenbruch-Mickey validation technique produces 
consistent error rate estimates and the amount of bias 
in the error rate is a function of sample size. They go 
on to state that coefficient stability and stationarity 
among the variable relationships observed during valida- 
ation is tantamount to prediction. 
This whole issue is largely an empirical one. Ex¬ 
amination of the data employed in this study revealed 
that the variable relationships were not stationary be- 
127 
tween the two sampling periods even after adjusting the 
values by industry average. Consequently, any statement 
concerning predictive ability of a model must be 
supported empirically as it was done here. 
General conclusions. 
Several of the models developed in this project proved 
successful in differentiating between failed and nonfailed 
firms in both the descriptive and predictive sense. The 
best model was a linear function combining the Quick and 
Earnings Before Taxes to Total Assets ratios with level 
of diversification. The ratios were expressed in terms 
of their deviation from the industry average ratios. The 
classification and prediction error rate estimates compared 
well with previous studies. While some potential users 
might be reluctant to employ a model with a predictive 
error rate of 18 percent, it is still a useful screening 
device. Its application should be limited to those firms 
which satisfy the same definitional requirements as those 
used to construct the model. 
Of significant importance is the fact that in¬ 
clusion of nonfinancial information relative to the firm 
improved the robustness of the models. Admittedly, some 
of the variables may be poorly specified and do not tap 
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the most important nonfinancial aspects of the firm. 
For example, expertise in the functional areas of 
management (accounting, finance, production, sales, 
personnel, etc.) should be better indicators of a firm's 
success or failure potential than are more general 
variables such as management experience and product line 
experience. 
The Vermont office of the SBA has employed a rating 
scheme for the last several years that includes owner/ 
manager experience, education and training, state of the 
business and the owner/manager's orientation and ca¬ 
pability (sales, financial, etc.) By considering the 
score of this "summary management rating" in conjunction 
with traditional financial analysis, they have a 2.5 
percent delinquency rate (compared to the average of 10 
percent) and a 0.8 percent default rate (versus a 8 
percent national average).^ Such consistently superior 
loan management indicates the value of the nonfinancial 
information. If properly measured, the same information 
is likely to be included in a multivariate model. 
Ideally, however, one might consider the following in- 
^This information was obtained from Mr. Ray Denault, 
the Vermont SBA Management Assistance Officer during an 
interview in October 1976. 
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formation for potential inclusion as suggested by 
Alpin and Leveto [3]: 
owner/manager psychological profile 
owner/manager cultural background 
owner/manager technical/managerial competence 
type of ownership 
type of business 
customer profile 
Further testing of the existing models should also 
be undertaken to determine the stability of coefficients, 
variable relationship stationarity and continued pre¬ 
dictive usefulness. Most of the research to date has 
not addressed trend problems inherent in the use of ratios. 
Moyer [69] and Joy and Tollefson [50] indicate that it is 
an area in need of attention. Time series analysis of 
ratios may reveal structural shifts in financial re¬ 
lationships that are not taken into account by current 
models. If industry ratio averages are included as bench¬ 
marks through transformations, the effects of potential 
shifts might be minimized. An alternative approach would 
be the development of moving models. This would involve 
estimating discriminant functions based on five years of 
data, for example, and re-estimating the models each year 
using the most recent information. This moving function 
might provide more realistic estimates of the error rates 
and variable relationships. 
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One must also question the ability of financial 
ratios to measure small manufacturer performance in 
light of the usefulness of nonfinancial information. 
The models which included only ratio information did 
prove to be useful screening devices when considering 
the tendency of a firm towards failure. However, the 
models including both financial and nonfinancial data 
improved the accuracy of the models. Based on these 
results, one must conclude that both sets of information 
are important and should be considered when evaluating 
the health of the small firm. 
One group of variables did not play an important 
role in failure/nonfailure differentiation. These were 
the economic variables. There are two explanations for 
this that do not rule out their potential importance. 
First, each of the seven variables included to measure 
economic activity had only three observation points for 
each model. With so few data points relative to other 
variables, the distributions were far from normal. It 
might prove useful to stratify the models based on the 
level of economic activity or interest rates. Second, the 
industry average ratios reflect to some extent the busi¬ 
ness and economic environment within which the firms 
operate. As such, the industry averages may include more 
information important to the firm's health than do just 
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economic variables. Measuring firm performance 
against industry averages thus reflects the impounded 
informational content of not only competition's per¬ 
formance but the general level of business acitivity as 
well. 
Comments. 
When presented with a model that is claimed to be 
predictive in nature, one must ask about the applicability 
of it to other firms. The apparent variable relationship 
nonstationarity has been noted previously. This problem 
notwithstanding, there are other factors that must be 
taken into account. 
First, the models developed were based on equal 
sized samples of failed and nonfailed firms. The prior 
probability of group membership was 50 percent. In true 
applications, however, the prior probabilities are not 
equal. Optimally the samples used would have been in 
relative proportion to the populations being examined. 
Altman and Eisenbeis [8] suggest that error rate estimates 
can be adjusted to take into account unequal prior 
probabilities. If the goal is to minimize total expected 
error rates, classification accuracy can be estimated by 
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R ql(nll/nl*) + q2(n22//n2*^ Eq. 5-1 
where is the prior probability of being 
assigned to the failed group, 
q2 is the prior probability of being 
classified as a nonfailed firm, 
n^ is the estimate of failed firms 
correctly classified, 
n22 is the estimate of nonfailed firms 
correctly classified, 
is the total sample size of failed 
firms and 
n2# is the total sample size of nonfailed 
firms. 
Users must adjust for the appropriate prior probabili¬ 
ties which vary with age of the firm (see Dun and 
Bradstreet's "The Business Failure Record" [24]. 
Another factor that must be considered is the cost 
of misclassification. Equation 5-1 can be modified to in¬ 
clude this cost information. The goal changes from mini¬ 
mizing error rates to minimizing the cost of misclassifica¬ 
tion , 
Eq. 5.2. 
where Cf is the cost of classifying a failed firm 
n as a nonfailed firm and 
C f is the cost of classifying a nonfailed 
n firm as a failed firm. 
If misclassification cost minimization is the goal the user 
must provide both estimates of the prior probability of 
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group membership and the costs of misclassification. 
These may prove difficult to estimate. 
Users of any failure prediction or screening model 
must also be aware of their inherent weaknesses. For 
example, in the models developed for this study a variety 
of potential shortcomings may exist. First is the possi¬ 
bility that the samples selected do not adequately repre¬ 
sent overall population characteristics. This is a 
problem all sample derived estimates or models must face. 
The use of holdout or intertemporal samples to validate 
the models can reduce the problem but not eliminate it 
entirely. 
Another problem that exists with this model is defi¬ 
nitional in nature. Failure was interpreted in its 
broadest sense with the Dun and Bradstreet, Inc. definition. 
Several of the firms included in both the model develop¬ 
ment and intertemporal samples did not truly fail. 
Rather, they entered periods of extreme financial dis¬ 
tress and emerged as healthier businesses at the expense 
of their creditors. It may be possible to develop models 
based on the degree of financial health (or, conversely, 
weakness). 
The definition of small manufacturer may also be 
too broad. Several of the firms had in excess of 1000 
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employees and still met the Small Business Administration 
loan requirement definition of a small firm. This 
should have not been a serious problem since the difference 
in number of employees between the failed and nonfailed 
groups was insignificant. 
Finally, the most major problem might be poor model 
specification. This was mentioned in the discussion of the 
influence of nonfinancial information. Most people who 
must judge the health of firms do not rely solely on ratios 
based on past financial performance and pro forma estimates. 
They also assess the management's ability to operate the 
business successfully. Crude measures such as those in¬ 
cluded in the models are infrequently employed. 
Areas for further study. 
Any research that is basically grounded in empirical 
evaluation of generally unsupported theory raises many 
questions to be investigated. This study was no exception. 
The two major areas include better specification of the 
model and further evaluation of coefficient stability and 
variable relationship stationarity. 
Improved specification of the model to more accurate¬ 
ly reflect nonfinancial information important to the 
health of the firm is likely to be difficult. The prob¬ 
lem is not in identifying theoretically justified variables. 
It is in obtaining the data itself. 
BIBLIOGRAPHY 
1. W.W. Alberts and S.H. Archer, "Some Evidence on the 
Effect of Company Size on the Cost of Equity 
Capital," Journal of Financial and Quanti¬ 
tative Analysis (March 1973), pp 229-242. 
2. Sidney Alexander, "The Effect of Size of Manu¬ 
facturing Corporations on the Distribution of 
the Rate of Return," Review of Economics and 
Statistics (August 1949), pp 229-235. 
3. John C. Alpin, Jr., and Greg A. Leveto, "Factors 
That Influence the Success of Minority 
Entrepreneurs," American Journal of Small 
Business (October 1976), pp 30-36. 
4. Edward I. Altman, "Bankrupt Firm's Equity Securi¬ 
ties as an Investment Alternative," Financial 
Analysts Journal (July-August 1969), pp 129- 
133. 
5. Edward I. Altman, "Bankruptcy Identification: 
Virtue of Necessity," The Journal of Port¬ 
folio Management (Spring 1977), pp 63-67. 
6. Edward I. Altman, "Corporate Bankruptcy Potential: 
Stockholder Returns and Share Valuation," 
The Journal of Finance (December 1969), pp 
887-900. 
7. Edward I. Altman, "Financial Ratios, Discriminant 
Analysis and the Prediction of Corporate 
Bankruptcy," The Journal of Finance 
(September 1968), pp 589-609. 
8. Edward I. Altman and Robert A. Eisenbeis, "Finan¬ 
cial Applications of Discriminant Analysis: A 
Clarification," Journal of Financial and 
Quantitative Analysis (March 1978), pp 185-195. 
9. Edward I. Altman, Robert G. Haldeman and P. Naraya¬ 
nan, "Zeta Analysis: A New Model to Identify 
Bankruptcy Risk of Corporations," Journal of 
Banking and Finance (Spring 1977), pp 29-54. 
135 
136 
10. Edward I. Altman and Bettina Loris, "A Financial 
Early Warning System for Over-The-Counter 
Broker-Dealers," The Journal of Finance 
(September 1976), pp 1201-1217. 
11. Edward I. Altman and Arnold W. Sametz, Financial 
Institutions and Markets in a Fragile 
Environment (New York: John Wiley and Sons,- 
1977). 
12. Theodore Anderson, "The Effect of Size on Profits in 
Manufacturing Industries," in I. Pfeffer, Ed., 
The Financing of Small Business: A Current 
Assessment (New York: Macmillan Co., 1967). 
13. Annual Statement Studies (1970-1976 Editions) 
(Philadelphia: Robert Morris Assocites, 1970- 
1976). 
14. Stephen Archer, "Financial Aspects of Small Business," 
Journal of Contemporary Business (Spring 1976) , 
pp 47-66. 
15. Stephen H. Archer and LeRoy G. Faerber, "Firm Size 
and Cost of Externally Secured Equity Capital," 
The Journal of Finance (March 1966), pp 69-84. 
16. John Argenti, Corporate Collapse: The Causes and 
Symptoms (London, UK: McGraw-Hill Book 
Company (UK) Ltd., 1976). 
17. Clifford M. Baumback, Kenneth Lawyer and Pearce 
C. Kelly, How to Organize and Operate a 
Small Business, 5th Ed. (Englewood Cliffs, 
NJ: Prentice-Hall, Inc., 1973). 
18. William H. Beaver, "Financial Ratios as Predictors 
of Failure," Journal of Accounting Research 
(Supplement 1966), pp 71-102. 
19. James H. Bliss, Financial and Operating Ratios in 
Management (The Ronald Press Co., 1923). 
Cited in Horrigan [47], 
Bette Blondin and Rowena Wyant, "Small Business," 
Dun and Bradstreet Reports (July-August 1977), 
pp 20-26. 
20. 
137 
21. BMDP: Biomedical Computer Programs (Los Angeles: 
University of California Press, 1977). 
22. Eugene Brigham and Keith V. Smith, "The Cost of 
Capital to the Small Firm," The Engineering 
Economist (Fall 1967), pp 1-26. 
23. The Business Failure Record, 1975 (New York: Dun 
and Bradstreet, Inc., 1976). 
24. The Business Failure Record (New York: Dun and 
Bradstreet, Inc., 1977). 
25. Donald T. Campbell and Julian C. Stanley, Experi¬ 
mental and Quasi-Experimental Designs for 
Research (Chicago: Rand McNally College 
Publishing Co., 1963). 
26. L.S. Chan and O.J. Dunn, "The Treatment of Missing 
Values in Discriminant Analysis - 1. The 
Sampling Experiment," Journal of the American 
Statistical Association (1972), pp 473-477. 
27. Robert A. Comerford, "Bankruptcy as Business Strategy 
A Multivariate Analysis of the Financial 
Characteristics of Firms Which Have Succeeded 
in Chapter XI Compared to Those Which Have 
Failed," Unpublished Doctoral Dissertation, 
University of Massachusetts, 1976. 
28. Melvin R. Crask and William D. Perreault, Jr., 
"Validation of Discriminant Analysis in 
Marketing Research," Journal of Marketing 
Research (February 1977), pp 60-68. 
29. Edward B. Deakin, "A Discriminant Analysis of 
Predictors of Business Failure," Journal of 
Accounting Research (Spring 1972), pp 167- 
179. 
30. O.D. Dickerson and Michael Kawaja, "The Failure Rates 
of Business" in I. Pfeffer (Ed.), The Financing 
of Small Business: A Current Assessment 
(New York: Macmillan Co., 1967). 
31. Economic Report of the President, January 1977 
(Washington, D.C.: U.S. Government Printing 
Office, 1977) pp 193, 253, 260 
138 
32. Robert 0. Edmister, "An Empirical Test of Financial 
Ratio Analysis for Small Business Failure 
Prediction," Journal of Financial and Quan¬ 
titative Analysis (March 1972), pp 1477-1497. 
33. Robert A. Eisenbeis, "Pitfalls in the Application of 
Discriminant Analysis in Business, Finance and 
Economics," The Journal of Finance (June 1977), 
pp 875-900. 
34. R.A. Eisenbeis and R.B. Avery, Discriminant Analysis 
and Classification Procedures: Theory and 
Practice (Lexington, MA: D.C. Heath and Co., 
1972). 
35. The Failure Record Through 1969 (New York: Dun and 
Bradstreet, Inc., 1970). 
36. Key Business Ratios (1970-1977 eds) (New York: 
Dun and Bradstreet, Inc., 1970-1977). 
37. R.A. Fisher, "The Use of Multiple Measurement in 
Taxonomic Problems," Annals of Eugenics 
(1936), pp 179-188. Cited in Lachenbruch [57]. 
38. Paul J. Fitzpatrick, A Comparison of the Ratios of 
Successful Industrial Enterprises with Those of 
Failed Companies (The Accounting Publishing Co., 
1932). Cited in Horrigan [47], 
39. Paul J. Fitzpatrick, Symptoms of Industrial Failures 
(Catholic University of America Press, 1931). 
Cited in Horrigan [47]. 
40. Roy A. Foulke, Practical Financial Statement Analysis, 
5th Ed. (New York: McGraw-Hill Co., 1961). 
41. Donald G. Frederick, "Discriminant Analysis," 
Unpublished Manuscript, University of Massa¬ 
chusetts, 1976. 
42. J. Eric Fredland and Clair E. Morris, "A Cross Section 
Analysis of Small Business Failure," American 
Journal of Small Business (July 1976), pp 7-18. 
43. E.S. Gilbert, "On Discrimination Using Qualitative 
Variables," Journal of the American Statistical 
Association (1968), p 1399. Cited in Lachenbruch 
l57T 
139 
44. Arlene Hershman, "How to Figure Who's Going Bankrupt/' 
Dun's Review (October 1975), pp 63-65. 
45. M. Hills, "Allocation Rules and Their Error Rates," 
Journal of the Royal Statistical Society, B28, 
p 1. Cited in Lachenbruch L57J. 
46. Myles Hollander and Douglas A. Wolfe, Nonparametric 
Statistical Methods (New York: John Wiley and 
Sons, 1973) . 
47. James 0. Horrigan, "A Short History of Financial Ratio 
Analysis," Accounting Review (April 1968), 
pp 284-294. 
48. Pearson Hunt, Charles M. Williams and Gordon Donald¬ 
son, Basic Business Finance (Homewood, IL: 
Richard E. Irwin, Inc., 1974). 
49. E.C. Jackson, "Missing Values in Linear Multiple 
Discriminant Analysis," Biometrics (1968), 
p 835. Cited in Lachenbruch [57]. 
50. 0. Maurice Joy and John 0. Tollefson, "On the 
Financial Applications of Discriminant Analysis," 
Journal of Financial and Quantitative Analysis 
(December 1975), pp 723-739. 
51. 0. Maurice Joy and John 0. Tollefson, "Some Clari¬ 
fying Comments on Discriminant Analysis," 
Journal of Financial and Quantitative Analysis 
(March 1978), pp 197-200. 
52. Fred N. Kerlinger, Foundations of Behavioral Research, 
2nd Ed. (New York: Holt, Rinehart and Winston, 
Inc., 1973). 
53. Key Business Ratios (New York: Dun and Bradstreet, 
Inc., 1966-1976). 
54. William R. Klecka, "Discriminant Analysis" in Normal 
H. Nie, C. Hadlai Hull, Jean G. Jenkins, Karin 
Steinbrenner and Dale H. Bent, Statistical 
Package for the Social Sciences (SPSS), 2nd Ed. 
(New York: McGraw-Hill Book Co., 1975), pp 
434-467. 
55. W.J. Krzanowski, "The Performance of Fisher's Linear 
Discriminant Function Under Non-Optimal Condi¬ 
tions," Technometrics (May 1977), pp 191-200. 
140 
56. Peter A. Lachenbruch, "An Almost Unbiased Method of 
Obtaining Confidence Intervals for the Pro¬ 
bability of Misclassification in Discriminant 
Analysis," Biometrics (December 1967), 
pp 639-645. 
57. Peter A. Lachenbruch, Discriminant Analysis (New 
York: Nafner Press, 1975). 
58. Peter A. Lachenbruch and M. Ray Mickey, "Estimation 
of Error Rates in Discriminant Analysis," 
Technometrics (February 1968), pp 1-11. 
59. P.A. Lachenbruch, C. Sneeringer and L.T. Revo, 
"Robustness of the Linear and Quadratic Dis¬ 
criminant Function to Certain Types of Non- 
Normality," Communication in Statistics 
(1973), pp 39-57. Cited in Lachenbruch [57]. 
60. Lawrence P. Lapin, Statistics for Modern Business 
Decisions (New York: Harcourt Brace Jovano- 
vich, Inc., 1973). 
61. Louis F. Laun, "Statement Before the Joint Economic 
Committee and the Senate Select Committee on 
Small Business" in The Role of Small Business in 
the Economy - Tax and Financial Problems, Joint 
Hearing Before the Select Committee on Small 
Business and the Joint Economic Committee, U.S. 
Senate, 94th Congress, 1st Session, November 21, 
1975 (Washington D.C.: U.S. Government Printing 
Office, 1976), pp 65-163. 
62. Robert Libby, "Accounting Ratios and the Prediction 
of Failure: Some Behavioral Evidence," Journal 
of Accounting Research (Spring 1975), pp 150-161. 
63. S. Marks and O.J. Dunn, "Discriminant Functions When 
Covariance Matrices Are Unequal," Journal of 
the American Statistical Association (1974), 
pp 555-559. Cited in Lachenbruch 57]. 
64. Kurt Mayer, "Small Business as a Social Institution, 
in Small Business and Society, Hearings before 
the Select Committee on Small Business, U.S. 
Senate, December 2-5, 1975 (Washington, D.C.: 
U.S. Government Printing Office, 1976), pp 424- 
441. 
65. Joseph McConnell, "1942 Corporate Profits by Size or 
141 
Firm," Survey of Current Business (January 1946), 
pp 10-16. 
66. Joseph W. McGuire,"The Small Enterprise in Economics 
and Organizational Theory," Journal of Con- 
temporary Business (Spring 1976), pp 115-138. 
67. Charles L. Merwin, "Financing Small Corporations: 
In Five Manufacturing Industries, 1926-1936," 
National Bureau of Economic Research, 1942. 
Cited in Horrigan [47]. 
68. Monthly Failures (New York: Dun and Bradstreet, Inc., 
June, 1976). 
69. R. Charles Moyer, "Forecasting Financial Failure: A 
Re-Examination," Financial Management (Spring 
1977), pp 11-17. 
70. John C. Narver and Lee H. Preston, "The Political 
Economy of Small Business in the Postindustrial 
State," Journal of Contemporary Business 
(Spring 1976), pp 1-24. 
71. Normal H. Nie, C. Hadlai Hull, Jean G. Jenkins, Karin 
Steinbrenner and Dale H. Bent, Statistical 
Package for the Social Sciences (SPSS), 2nd Ed. 
(New York: McGraw-Hill Book Company, 1975). 
72. George E. Pinches, Arthur A. Eubank, Kent A. Mingo 
and J. Kent Caruthers, "The Hierarchical 
Classification of Financial Ratios," Journal 
of Business Research (October 1975), pp 295-310. 
73. George E. Pinches, Kent A. Mingo and J. Kent Caruthers, 
"The Stability of Financial Patterns in Industrial 
Organizations," The Journal of Finance (May 1973) 
pp 389-396. 
74. J.R. Ramser and Louis 0. Foster, "A Demonstration of 
Ratio Analysis," Bulletin Number 40 (Urbana IL: 
University of Illinois, Bureau of Business 
Research, 1931). Cited in Horrigan [47]. 
75. C.R. Rao, "Inference on Discriminant Function Coeffi¬ 
cients," Essays in Probability and Statistics, 
R.C. Bose,-et~~alT"i Ed's] (Chapel Hill NC: 
University of North Carolina and Statistical 
Publishing Society, 1970), pp 587-602. Cited 
in Lachenbruch [57]. 
142 
76. R.M. Robinson, "Profile of a Bankrupt," Credit and 
Financial Management (January 1976), pp 34-35. 
77. J.M. Samuels and D.J. Smyth, "Profits, Variability of 
Profits and Firm Size," Economica (May 1968), 
p 139. 
78. SBA Business Loans (Washington D.C.: U.S. Small 
Business Administration, April 1976). 
79. SBA Facts (Washington, D.C.: U.S. Small Business 
Administration, 1975). 
80. Elton Scott, "On the Financial Applications of 
Discriminant Analysis: Comment," Journal of 
Financial and Quantitative Analysis (March 
1978), pp 201-205. 
81. Small Enterprise in the Economy (Washington D.C.: 
U.S. Small Business Administration, Office of 
Advocacy, Planning and Research, June 1976). 
82. Small Enterprise in the Economy (Washington, D.C.: 
U.S. Small Business Administration, Office of 
Advocacy, Planning and Research, December, 
1976) . 
83. Raymond F. Smith and Arthur H. Winakor, "Changes in 
the Financial Structure of Unsuccessful Indus¬ 
trial Corporations," Bulletin Number 51 (Urbana 
IL: University of Illinois, Bureau of Business 
Research, 1935). Cited in Horrigan [47]. 
84. Raymond F. Smith and Arthur W. Winakor, "A Test 
Analysis of Unsuccessful Industrial Companies," 
Bulletin Number 31 (Urbana IL: University of 
Illinois, Bureau of Business Research, 1930). 
Cited in Horrigan [47]. 
85. Statistical Abstract of the U.S. - 1975 (Washington 
D.C.: U.S. Government Printing Office, 1976). 
H.O. Stekler, Profitability and Size of the Firm 
(Berkeley CA: Institute of Business and 
Economic Research, 1963). 
86. 
143 
87. Maurice M. Tatsuoka, Multivariate Analysis: Techniques 
for Education and Psychological Research (New 
York: John Wiley and Sons, Inc., 1971). 
88. University Computing Center, SPSS-6000: Version 6.5 
Update (Amherst, MA: University of Massachusetts, 
1976). 
89. James C. Van Horne, Financial Management and Policy 
(Englewood Cliffs NJ: Prentice-Hall, Inc., 
1971). 
90. Alexander Wall, "Study of Credit Barometrics," 
Federal Reserve Bulletin (March 1919). Cited 
in Horrigan [47]. 
91. "Watch for These Warning Signs," Credit and Financial 
Management (January 1976), pp 34-35. 
92. Robert L. Winkler and William L. Hays, Statistics: 
Probability, Inference and Decision, 2nd Ed 
(New York: Holt, Rinehart and Winston, Inc., 
1975). 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
TC
H
ED
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
F
IN
A
N
C
IA
L
 
R
A
T
IO
S
 
A
N
D
 
N
O
N
F
IN
A
N
C
IA
L
 
D
A
T
A
 
(T
W
O
 
Y
E
A
R
S 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
) 
(1
9
7
1
-1
9
7
3
) 
144 
>4 
4-> 4C 
T3 -H 4C 
a; rH 4C 
rH *H CN <T> r—i uo rH o cn oo <n cn CO <N 00 CO CO oo 
•H .Q rH H C" CN oo 00 oo oo eo v£> 00 cn H 00 T OO v£> 
d d CN 00 oo CO *H o rr o rH rH rr CO 00 U5 CN <T> 00 
E-* .a • 
I o 
CN u 
Oa 
<v 
3 
iH oo o oo in oi o h n o 
id cn cn cn cn in oo cn in rr r''.-HCNrr^40oor-i 
>  
I *—I I rl H (N i—I rH I r—( 
E-* I till I 
C 
T3 O 
>4 *H 
cn (0 4-> r-* CO cn CN (Tv vO r* rr 00 o r* CN rH rr m m m in 
£ <0 vO o o vO CN in in H o rH O vO rH o vO o OO 
'H c -H m oo rT 00 m o vO rH rr vO cn m *H o in 00 rr 
•h ffl > 
u* 4J a) rH CN o H CN H CN rH rH rH ■'T rH 
CO Q rH rr 
n 
01 
rH vO cn CO CN CN in o cn in o r» rr 00 CN o rr rH o 
•H c rr oo m rr CN CN CN vO in 00 r" r- r» 00 rr 00 00 CO 
CO <0 CN o rr rr O rH rH vO rr cn 00 m o CN r-~ 00 vO m 
&4 oi CN rr rH 00 oo m vO cn 00 oo OO rH CN CO oo rH 
1 1 CN t" rH oo rH rH H CN rH m CN 1 i 
l£> 
c 
TJ O V4 -H 
cn d 4J 00 00 <n in cn m vO o o cn r~ 00 vO V0 oo 00 vD 
£ T3 (0 in rH oo vO rH r* o CO uo 00 CO uo CN uo oo in cn 
•h C •H cn rr vO oo \D rr VD V3 rH 00 o r- cn CO CN VO rr 00 
•H d > 
4J a) CN rH in 00 o CN CN oo rH CN rH CN 
C/1 Q rr 
TO 
ai 
rH r- O CO r* rH 00 00 00 00 rr oo o r- o 00 CN o 00 
•H G ♦H vO m 00 00 cn vO o uo o rH o oo CN rH uo 
3 00 r~ 00 r- vO cn oo rr 00 <n cn o uo cn 00 00 
144 a) uo CN CN *H in oo o CN rH rH o 0O CN 00 vO 0" rH rH 
3 2 • 
0 i i | oo 00 rr rr rH rH CN rH rr CN I i 
z 00 
cn 
c £ >4 
.c •H cn 4-1 4J cn 14 
4J AC c 14 S-t c 0 
V4 A £ -H >1 0 0 4-1 •H 4-1 
0 0 4J AC ■-I 2 2 AC c 
cn 2 2 M V4 0 0 >4 01 cn 
cu O 0 4-> 4J 4J 2 0 > 01 cn 
r—1 4-1 4J 2 2 c 0) 01 2 c »—i 44 
(0 0) 01 T3 01 z z 4J M >4 01 
in z z 4J 4-> 0 > ai 4-> <d 14 sc cn 
CL) a •H G 0 0 z 01 0 > 0 4J cn 
c c c Z z 1-4 M 4J 4-1 z 4-1 •H 4-1 >4 < 
0 0 0 01 0 0 01 c 0 
G c cu O cn 4-1 4-1 0 4-1 •H o 01 2 <-4 
cn cn cn 0 0 4-> 4-1 J3 4-1 .3 4-1 0 01 > cd 
4-1 4J 44 f—l rH G ai 01 4-1 rH 0) cd •H oc G 4-1 4-1 
-H •H -H d cn cn <d O cn cn Q A >1 id a CcC 4-1 M ai 0 
cu (M U-l <44 4J o a; 4J •H 01 cn 01 >4 4-1 cd 0 z Eh 
r-4 0 0 0 •H *—i <-4 •H 4J i-H < 4-1 a 0 -H 4-1 4-1 DC 4-1 0 
.n u '-4 A 04 cd id CU o cd c 4-1 04 G 4-1 0 0 
d cu O, C- 3 cn CO cd ai CO 03 01 <—i c id 0) 0) AC cn 4-1 44 
•H u u rH 01 lu cd 01 U 14 Sh O 01 CO 
)4 4-1 4-* 4-> 4-1 44 rH 4-> X >4 4J > A 14 •H rH £ Eh Eh 
<T3 a) a) 0) a) 01 0 01 •H 3 0 G 3 3 3 cd 03 CQ 
> z z z z z u z &4 U Eh M U U O CO CJ CO CO 
T
A
B
L
E
 
A
-
l 
C
o
n
ti
n
u
e
d
 
145 
-P 
T3 -H * 
0) rH * 
rH •H (T> CN 00 cD m rH 
•H A cO co O cd m 
(T3 cd ID CO in O •"tf o 
E-» A 
| 0 
CM P 
Cu 
a) 
a 
i—i CN O •^T rH 
fd in rH cD 0^ C" o 
> 
&-• 
CN i CN 
c 
TO 0 
P •H 
to cd -p in <r> cC cO CD CN 
e TJ cd o in CN O CN 
p C •H CO o CO CO <T> rH 
cd > • 
Cn ■P <d cd m rH CN ao 
co Q rH CD 
r0 rH 
<D 
rH CN CN r* CO o 
•H c »H m in CD CO rH 
<d <d cr> cr» CD CN CO 
Ch a) m o o CD in CO 
s • 
o rH CO CO CN in 
rH rH rH CO 
rH 
c 
r0 o 
p •H 
CO cd ■P CO rH o cr» CTi 00 
£ T3 cd r" cD <S\ CO f" rH 
p c •H in 'd* CO rH CO 
-H cd > 
-p CD CO cD rH O CN 
CO Q rH CTi 
T3 
CD 
rH 00 O cD r- rH in 
■H c rr rH CO in r-' o 
<d cd o CO CN CO in ao 
<P a) <T» CO CN 00 rH 
c £ 
o rH rH r- CN <r> rH 
2 rH rH o 
rH 
CD 
O 
a) G 
o CD 
c •H (0 
cd P CD 
•H <D CD 
M 04 >. 
Cl) X £ G O 
Q< a P 0 rH 
X -H •H 04 
a a) Cl4 -P E 
c <d £ W 
■p -H u P 
c ■P •H •H <p 
<d 0) •H IP 04 0 
rH E 4J -P 
A <u o CO »P P 
cd O' 3 CO p 0 CD 
•H <d T3 p CD ,Q 
p c 0 <d > CD g 
<d cd P a) ■H CT> 
> 2 04 >* Q < 2 
D
IF
F
K
R
K
N
C
K
S
 
R
B
T
W
K
K
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
l 
l.K
O
 
F
IR
M
S
i 
T
-T
R
S
T
S
 
O
N
 
F
IN
A
N
C
IA
L
 
R
A
T
IO
S
 
A
N
D
 
N
O
N
F
IN
A
N
C
I 
A
l,
 
D
A
T
A
 
(O
N
E
 
Y
F.
A
R
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
) 
(1
9
7
1
-1
9
7
3
) 
146 
£ 
^.1 
>i 
0 
73 -H 
O «-4 
I 
CN 
O 
u 
a. 
© 
3 
.H 
«3 
> 
I 
E- 
"3 
- 
■IP w 
© 
* 
* 
* 
pH •H X O' X O CN T r* ro ro o P' *T O O X ro CN 
•H .3 X X O' ro rH CN in CN X ro ro #H O O O' *H o 
<0 «3 CN ro ro r~ pH X o cn X X ~T O O o p* p~ ro 
r- .fl 
« 
* 
X 
O 
O 
ro r-< 
»H O' 
in in 
x ro 
cm <n x in in O' 
X CN O' CN O *T 
O)CO(Ni/1'flMnG0 
r^xror^oiroo® 
CN 
I 
T *T r-t CN 
7i <3 U O' r> O' pH H O CN O' p- X ro p* O' o pH ro O' X 
2_ 3 ro o CN ro ro pH P* rO rO O' O' X X X pi PI o p> 
*H mm P» o o O' X X r- X "7 o CN p* p* ro X X o ro 
-4 o > 
i- -U cn ro X O' X pH rH ro X ro rO pH PI 
CO C rO 
© 
*H '£* O CN ro pH o rO o pH X O' -7 o ro o r J X 
-H mm x O' X PI X pH cn O' CN pH o X rO -7 o o 
- *■» "7 rO r» X CN X O' o -7 PI PI p* p- P~ "7 P- pi X 
fib «y X X o -7 CN rO ©■ X X pH X rO X O' X X r0 
p£* 
i 1 CN 1 o ro pH pH pH X CN 1 1 
"3 
M 
0 
-h 
u X -7 H -7 X £ X © PI O' X O X p» X CN p4 
« p* O CN PI CN rO X X 0 ro o- O' r 1 "7 pH X o 
-H X X P- —C X o pH rO rO X X -7 £ "I *7 p» X "7 
- > 
X 
©P“ CN rO PI rO 
pi pH H n pH 
-I 
I t 
cn o f^ooo 
P- X f< 'fl X p s a 
o- ro r» cn x r* r* r- 
o £ '< c ifl -r m o 
o o O 3 ro o cn ro 
-4 n r- £ o O -r 
o a m m o '6 m h 
r- o o o r-coo 
cn 
r- 
-4 *i h m ^ i i 
V p* r— > 
-H O' O H 
•p pp p4 p- c © 
c p > 
H 
^c 
>* 
p4 J p4 .X mm 
7. 3 0 © W M 0 > © 
ip i) i mm © © 2 ip 
O © > 'J z z 4J H x, > © 
X z z 0 > © »- < H 
p* (0 
s, © H © 0 z © 0 > 0 t> 'Pi mm mm z z w H Al Z w -»4 ♦P p4 
•P 5 p y 
0 * 0 
© 
0 4J 
0 
-*4 
© 
u 
mm 
z »4 
m «• c ll X- IP 0 © > - * 
4PP w pH pH *+ © © — •— > O 
■m X mm ip IP 
H -H H « 0 #/> N > -3 X 0 *4 © P 
w w %4 ♦p ♦p & > %4 
•3 © z 
p Cr H *-» H pH < © u X IP 0 K JH H r' H r; r* P p^ 
X M 
0 © © 
p m p 5? VJ X < O X * •P »- 
mm •3 S © 
Yt 
IP 
O pH © M <3 © ©> H «4 © © 
w 
Z z N
o
t 
N
o
t ** 
© 
z 1 
© 
z 
X 
'•4 
2b 0 
0 
2 
> mm H H 
O 
** 
C 
•«4 
3 
©P 
pH 
X 
A 
3 
f* 'P s- 
Id 
147 
T3 •H * 
0) 4t 
rH •H <n ro rH ro ro o 
-H XI vO r- <n o p- <n 
id cd m CO rH o <d« CN 
£h X 
l 0 
CN n 
& 
dl 
3 
rH vO CN vr r" 
ra in rH VO CN f" o 
> 
ro 
i 
i rH 
1 
C 
0 
H •H 
cn ro +J in CN vO p- VO O' 
£ T3 id o CO in rH O rH 
C •H ro CT> CO vO <n 
•H cd > 
Cn 4J 0) vO vO in CN CN CN 
a Q rH vO 
T3 rH 
CD 
rH X) CN O CN vO 
•H C rH in rH X) CO 
<d cd r~ <T> CO P" CN 
Cn <u m o o ro 'd* "d* 
s 
rH CN r* ro ro 
rH rH rH vO 
rH 
C 
T3 0 
cn U •H 
£ id 4-> ro rH o CO cn 
H T3 cd P-* vO CT> ro r- m 
•H C -H in CO CN ro vo 
Cn cd > • 
4J <13 CO VO p" rH O in 
T3 C/3 Q rH o 
d3 rH 
rH 
•H CD o VO ro rH CN 
cd C rH CO ro r» in 
CM cd O CO CN ro in cn 
c d) CT> ro ro CO o 
0 2 
2 CN CN CO CN o CO 
rH rH rH 
d3 O iH in 
O o o o 
<13 c • • • 
O d3 o o o 
T3 c •H 03 
d> <13 U d3 4-3 pi 4-> 
3 •H <13 d) cd cd cd 
C U ft >. 
•H d) X £ C O 4-3 4-3 4-1 
pi ft a u 0 rH c c c 
C X •H -H 04 cd cd cd 
0 a <u a 4-> £ o o o 
u c <d £ a •H •H •H 
4-> •H sz o <4-1 <H CM 
CN c a 4J •H •H •H •H -H 
1 d3 <13 •H vw a 0 C C C 
< rH E 4-> 2 •H cn cn cn 
XI d) U 03 a u •H •H •H 
a <d cn 3 03 P 0 d) C/3 a a 
a -H cd -3 d3 n « 4t 4S 
03 U c 0 cd > d3 4C 41 
< id id H d3 -H cn 3 4C 
Eh > 2 ft Q < 2 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
F
IN
A
N
C
IA
L
 
R
A
T
IO
S
 
A
N
D
 
N
O
N
F
IN
A
N
C
IA
L
 
D
A
T
A
 
(T
W
O
 
Y
E
A
R
S
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
) 
(1
9
7
4
-1
9
7
6
) 
148 
>1 
x 
T3 -H 
0) rH 
rH -H vO O 03 rH CO rH 03 
-H XI r—1 Lf) VO OT vO 03 CO 
03 03 rH OT ID 00 ID ID UO 
E-t XI 
I o 
CN P 
* 
-K 
■K 
O p» H vO ■or ID H C3 or CN 00 
CO vO CO CO o CO r- CO 00 ID CO 
<n p" CO 03 ■or o o or or CO o 
d) 
3 
i-i co p* co o oo ^ cn oi o 
<i3 vo p- id cn id in vo o co oo ooocNcor^p'cnr^ 
I iH I I II I I (N H rH 
Eh 
03 O 
X •H 
03 03 x P- p> CO cn ID CN 03 CN vo CO or rH or rH <30 or ID CD 
g 03 03 »H or ID or P* 03 CN cn ID p* vo VO o or or P' VO CN 
C •H CN CO <n o or CN CO or 00 CO o p- cn CD ID p~ CO CN 
-H 03 > • • 
IX X <d rH rH VO o CN or iH CN ID vo ID <30 CO rH 
U3 Q CN P* CN 
T3 
CD 
rH vO o ID vO P~ 03 vo CO CO CSI r» CN 00 CO 00 CO ID rH 
•H C cn o VO ID or O cn CO or CO o vO CN vo vo or or vO 
03 03 CO <30 03 or CO cn CO p' VO ID rH CO rH or CO or or 
IX CD o rH rH rH or o CO or CO r'- or p» p- cn CO vO rH o 
Z 
1 i i LD or 03 ID rH CN rH CN rH CO CO i i 
00 r-\ 
c 
T3 0 
w P •H 
g dJ -P CD rH P' o CO CO rH rH CN P- CO CO vO CN VO CO rH <n 
H rO «3 vO o C3 CO or P~ ID r- ID ID VO UO CN or o CN o CN 
•H c •H O CN CO CN p~ vO CO CO O O ■^ rH ID <n p~ ID or rH 
IX <T3 > 
-P cu CO 00 CO rH CN CN CN CN CN rH ID cn 
T3 CO a rH or rH VO 
CD rH 
rH 
•H C3 or p* cn p> o VO <n 00 CN 00 P* P* <n or CO o rH 
iT3 c VO or rH CO CO 00 ID CO cn or CO P> ID o o rH 00 vO 
VH (13 O or vo CO vO or ID o CN o 00 vO rH p- CO vO ID LO 
C a) O o o vo o CO O ID rH vx CO ID rH p~ ID CN rH O 
0 z 
z 1 or CO CO P* rH rH rH rH CO rH CO ID 
p> or 
tn 
c x X 
£ •H cn x 4-> Cn p 
x x: c p P X c 0 
p p x •H >1 0 O X •H 4-4 
0 0 -p x: P s s P xc c 
cn s p p 0 0 p CD 03 
<D 0 o 4-1 4-) 4-> £ 0 > CD 03 
rH -p X s s c CD (D 2 C rH X 
(13 CD CD T3 CD z Z X M X >i CD 
CO Z z X 4J O > (D 4-> (13 P X 03 
(D <D •H C 0 0 Z CD O > 0 X 03 
g c c Z z p M 4-> 4-1 Z -P •H X p < 
0 0 o CD 0 0 CD G 0 
c c 04 0 03 4-1 4-1 0 4-> •H O CD £ rH 
03 03 03 0 0 4-> 4-) X X X X 0 CD > <13 
X X X rH rH c CD CD 4-4 rH CD (13 •H CX G X X 
•H •H •H (13 03 03 (13 0 03 03 a X >1 (13 a a X M CD O 
CD <H X X X (D CD X •H CD 03 CD p 4-4 (IS O Z Eh 
rH 0 0 0 •H iH rH •H 4-> rH < X a 0 -H X X a X 0 
X P P p Ql (13 (13 04 O (13 c -p cu G c X 0 O 
(13 (X 04 04 (13 C/3 CO (13 CD 03 T3 CD rH c (13 CD CD x: 03 X X 
•H u L) rH CD P (13 CD U P P u CD cn 
p X -P 4-1 4-1 4J rH X X P 4-4 > P P -H rH CD E-( Eh 
(13 CD <D CD CD CD 0 ID •H 3 0 c a 3 3 (13 O 03 03 
> Z Z Z Z z u Z IX U E-i M o U cn cn u a a 
T
A
B
L
E
 
A
-3
 
C
o
n
ti
n
u
e
d
 
149 
> 
Jj * 
-H * 
rH * 
*H o in X in H o 
JO x in *H m CO X 
3 »H o o o o o 
JO 
0 
u 
cv 
o 
3 
r-J rH X X CN m 
rn o X CO 
> • 
1 rs rsj rH rH 
Ch i 
c 
T3 0 
Vi -H 
33 (0 JJ Cl c X m in 
e •o 3 rH p~ in c CS 
u C -H r* m rsi vO r- X 
—1 3 > 
b JJ o vO vO m rH iD m 
X £0 o 
T3 rs 
3 
rH o O c c o o 
H c o C c o c o 
3 C in in in c o o 
a 3 IN CO rs S3 c 10 
z 
CO o in rs 03 m 
rH rH X 
rs 
TO 0 
33 Vi -H 
s S3 JJ X m CS O rH X 
Vi •c S3 in o rH m i£> X 
-H -H n o CS o in 
Eh * > 
jj 3 rH n rH rH r- 
-o x Q rH *H •H rH 
3 rs 
»H 
-H o o c c c o 
”5 C c o o o o o 
u-i 3 c c m m m o 
c 3 rs o rH o> r-~ r- 
0 Z 
z r~ f" CN H X o 
H rH rH rH rs 
m 
3 o ^H m 
O o o o 
O c • • • 
o o o o o 
c H X 
o Vi o JJ Jj JJ 
-H O 9 CO X 3 
Vi — >. 
9 X S C O JJ JJ JJ r* 
U| Vi 0 <“i c c r" — 
X •H -H S3 3 3 
a o n JJ s o O O 
S3 c — -H -H -H 
jj -•■j O Vi «W <4-1 
c ±3 -H ■H -H -H -H 
3 3 H iw a 0 3 c 
•—i c jj ? •H X X 
JO O o X l*-l Vi ~H -H 
S3 O' 3 X Vi O 9 X X 03 
-H S3 X Vi 3 — « JC * 
V4 M 0 <3 > 3 s « 
S3 S3 Vi 3 -rj X C3 •it 
> Z & >• Q < Z 
150 
43 
p 
•H « % * * * 
a rH * * * * * 
rH •p a rH rH r- CN 0 a in rH <3 in m CN CN Ci rH c rT 
-p 3 O in in a 4* a rH rH Ci O rH CN O O CN T CN 0 
4 4 O CN 0 0 a a cx> 3 in a r* O O 'a* a CN 0 
i 
CN 
o 
p 
cu 
0) 
3 
rr 
I 
< 
w 
j 
CQ 
< 
rH 3 3 a c C CN n* O rr CN 3 3 3 rH a rr a 
Q 4 CN »H 0 r- rH O O CN rr 3 O a 3 rr a a CN rH 
Z 3 > • • 
< r- 1 a rH CN CN 1 rH rH 1 a a *H a 
c Eh 1 1 
a rH 
X 0 1 
M M 
a Eh p> 
3 < c 
2 rH C 
43 0 
Q a P -H 
Z < CQ 4 P 3 c r- CD CD c CN CN a 3 rH r- rT rr rH a 3 
< w g E 43 4 r* 3 CO *7 3 3 O rH r- cn 3 rT a CN a c CN rr 
U 2 P C -H CN rH CN CD 3 CN rH 3 rr rr rr 3 3 CD rH CN rH rr 
Q z 3 -H 4 > 
a < a Cl4 P O CN 3 r* a f" rH CN rr CN 3 a a CN 
a z w a 3 rH O a 
M M < 43 
< a Cn O 
a rH CN a 3 a 3 3 <n rr a cn P~ rH rr CD 3 a O 3 
z 0 C a p' rT rH 0 cn r** a a O CN cn a CD pj rr 3 c 
a O &H 4 4 "T CD 3 r-~ •'T 3 0 3 rH CD 3 CN rH 3 a a CN 
u a © CN 3 3 0 a CN r* CD 3 a CD CN cn 3 3 rr 3 a 
m a a Z 
3 Eh 0 1 O CN CN 0 3 3 rH cn rH rr 1 1 
2 a w 1 1 rH r* rH 
a a 
CO Eh 
1 
Er 
a 
s a 
M < s 
a a 43 0 
• • >• p -H 
z a CQ 4 p rT a T CN 3 3 3 rH fn 0 3 CN rH CN 3 rr r- 
a 2! a E 43 4 rH CD CN a c a 3 m rT ("• a CN a a rH rr CN p- 
M z P c -P rH •V O rH CN 3 3 3 rr 0 3 rr rH CN 3 a 3 rH 
2 M 0 •P 4 > 
Eh a a P 0) rH 3 3 3 rH CN rH 3 CN rH rH 0 
a a 3 m CN 3 CN 
£ Q 
a 
a 
< 43 
0) 
<p 
CN 
a 
fcH 
< CN rr rH 3 CN rH a CD 
Q O 3 a rH rH O P~ 3 3 
a M 3 -p C 3 t 3 CD 3 cn 3 3 p" a 3 cn T 3 O rT a rr 
0 < 4 4 CN O 3 a 3 a rH 3 CN a 3 rr cn a 3 a CN rH 
z Zip p © O rH r-< rr 3 rH rr rr a cn rH 3 rH 3 rH 0 0 O 
a z < c z 
a a 0 M 0 | 0 0 a m m rH rH rH CN cn rH 3 1 
a z U z | 1 r- rH 3 
a z 
a 3 < 
M a z C 
c M 
** > 
O a 3 -P 3 P p a P 
Eh z P PC c •p p £ 
r- 
0 
O p p 
r- -p > 0 0 p -P P 
5, z 0 0 P PC p 2 2 H PC c 
CQ CO 2 2 P ■p 0 0 p 0 
a 
r-i 
4 
cn 
p 
-a 
z 
P 
o 
z 
£ 
4 
-P 
P 
4 
> 
CCS 
o o o 
03 CQ 0) 
iJ U J 
OOO 
P P P 
c. cu cu 
•U P P 
OOO 
z z z 
o 
2 
P 
© 
z 
c 
o 
o 
3 
P 
o 
z 
c 
o 
43 
o 
*H 
P 
© 
CU 
p 
© 
z 
0 
p 
4 01 CO 4 O 
P © © P *H 
*H H H *P P 
a 4 4 £4 o 
4 Cfl W 4 © 
u u <-• 
P P «H 
00 o 
z z u 
O co 
p p 
© 
0} 0} 
© CQ 
•H < 
4 
C/3 43 
a 
p x 
© *H 
Z &u 
P 
a 
z 
o 
p 
p 
•Q 
a 
p 
a 
z 
o 
p 
p 
.3 
a 
n 
o 
2 
0 
p 
p 
c 
a 
- 4 
u 
3 
o 
o 
E- 
O 
P 
o 
P -P 
3 P 
rH © 4 
>.4 3 2: 
P P 
o -p P p 
P 34 C 
c 4 a 
©up 
> 
a 
1-1 
p p 
3 3 
u o 
3 
4 
> 
-p 
a 
o 
o a 
-P 2£ 
P 
4 O 
X P 
p; 01 
o a 
•p ip 
3 4 
CA W 
O 
P 
a 
> 
o 
p 
w 
8 
U 
P 
'p 
0 
2 
p 
a 
z 
o 
p 
p 
a 
03 
m 
< 
4 
p 
o 
E-» 
0 
P 
E- E* 
ffi £ 
£ £ 
151 
>1 
fa * 
TO •H * 
CU rH ■K 
r—1 •H o in O'! •^r rH 
•H X! o\ un rH OV 00 vO 
03 <d rH o o o o 
Eh fa • 
1 0 
CN p 
ft 
<u 
3 
rH rH <T> CN CN o 
cd m o CO co 
> 
Eh 
rH CN CN rH rH 
c 
TO 0 
P •H 
cn <d +j CT> o rH co rH 
s TO id rH in 00 in 
H C •H co CN CN r~ vO 
•H <d > 
ft fa <U vO vO in rH vO VO 
CO Q m 
TO CN 
<U 
rH o o o o o 
•H G o o o o o o 
<d id in in in o o in 
fa CD CN 00 CN 00 o o 
£ 
rH O CN o CO 
rH rH rH CO 
CN 
C 
TO 0 
P •H 
V) id fa 00 in CN rH CO 
e TO id m o rH cn VQ o 
p c •H CO VO CN CN (■" CN 
•H id > 
fa fa 0) rH co rH rH rH 
CO Q rH rH rH rH r» 
TO CN 
<U 
rH o o o o o o 
•H c o o o o o o 
id id o o m o in in 
fa <U CN VO rH rH r-~ CO 
c 2 
0 CO CO co CN 00 
2 rH rH rH rH o 
co 
rH 
cu O rH in 
o O o o 
a) c • • • 
o (U o o o 
TO c •H W 
0) 0) p cu fa fa fa 
3 •H cu cu <d id id 
G P ft >i 
•H a) X £ c 0 fa fa fa 
fa ft u P 0 rH c c G 
c X •H •H ft id <d id 
0 fa cu fa fa £ o a o 
u c id £ fa •H ■H •H 
fa •H fa a P fa fa fa 
<3* c fa fa •H •H fa •rl •H •H 
1 a) cu •H fa fa 0 c G c 
< rH i fa 5 •H O' Cn Cn 
fa cu O W fa P •rH •H •H 
fa id 0"! 3 in P 0 CU CO CO CO 
fa •H id TO P CU g * * •K 
fa P c 0 id > cu fa •K He 
< <d <d P cu •H CT> 3 * 
Eh > S fa >« Q < 2 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
R
A
T
IO
S
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(T
W
O
 
Y
E
A
R
S
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
1
-1
9
7
3
) 
152 
>1 
P 
TJ -H 
ID rH 
rH *H 
•H XI 
03 03 
Eh A 
I O 
CM P 
Ck 
* 
* 
Me 
ro o CM in co CM d1 r* vO •H rH1 in rH rH CO in d' 
in CM O in d* X) rH i—i 00 m <31 O CO C31 rH in CO 
oo vO d' Cl r—1 O co o o rH co <31 vO CO cn d1 
a) 
3 
rH 
03 
> 
Eh 
d1 O in kD CM CN CN 00 00 d1 
ci in oo o in ffi o ^ h in 
I H H H CM rl rl 
I III 
htNCOONOHn 
COrHCNd’OOr'rH 
II rH | 
I 
TJ O 
P -H 
cn 03 -P vO rH CM o in •H m CO o o CO in CM in o o o d* 
T3 03 r~ d* d1 <31 CO o d* f- in o d* VO d4 CO CM CO 
C •H CM rH rH CO r~ r- CO C' m <31 CM rH r» o m m CO C' 
•H 03 > 
Ok P <D CM rH CM CM CM rH rH CO vO 
cn Q 
T3 
CD 
rH vO CO CO vO CO r- r* d* c- C' CO <31 d> <31 vO d* o m 
•H C r* d4 d1 CM o CO d* CO CO CO CM rH d< CO d* CM CM 
03 03 <31 vO rH in vO 00 d1 C'- CO CM VO 00 in C- in 01 o 01 
Cu CD O O o o r* o vO VO <31 00 VO o rH CO VO vO C' 
£ 
1 ,* rH rH rH rH CM rH rH rH rH rH 1 
G 
T3 O 
P -H 
cn 05 p CO 00 CO r- m vo CO rH rH o r* r- CO r- CM <31 vo C" 
£ T3 05 CM CM <31 C' 01 rH t-~ d4 <31 rH CM d4 Ol d4 CM CO CM r- 
p C •H CO CO rH CO vO r- in CO 00 CM CM r» d4 00 CO CO r- r- 
-H 03 > 
Ph P CD rH rH in d4 rH rH in 
cn Q rH 
TO 
0) 
vO rH CO CO CO vO CO o rH d4 rH 01 r- d4 r- 01 O CO CO 
•H C d4 uo Ol CO VO d4 o d4 r» d4 00 vo in CO CO CM m cn 
03 «3 CO CM CM r* CM o o CO in Ol 00 d4 o oi rH o vO CO 
4H CD rH o o o CO in CO d4 O rH CO vo rH CM r- r- CO m 
c £ 
0 i 1 1 rH rH 1 rH rH rH rH CM i 
2 1 
CP 
c A >1 
£1 •H toi p P Cn p 
P 44 G p P JC C 0 
P P A •H >1 0 0 p •H p 
0 0 P X p 2 2 p c 
cn 2 2 P P 0 0 P CD cn 
<d 0 O p p P 2 O > ID cn 
rH P P 2 2 G <D <D 2 G rH p 
«3 (1) ID n <D 2 2 P M XI CD 
W z Z P P 0 > d> P p 40 cn 
a d) •H c 0 0 2 CD 0 > 0 P cn 
c c C 2 2 p H p P 2 p •r| p P < 
0 0 0 <u O O CD c 0 
G G Ok 0 cn P P O p •H O <d 2 rH 
cn cn cn 0 0 p p P XI P O CD > id 
p p P rH rH c <D CD P i—1 CD no •r| X G P P 
•H •H •H 03 cn cn <C3 0 cn cn Q XI >i no a X P w <D 0 
<d <P P P P a) CD p •p (D cn CD P P «3 0 2 p 
rH 0 O O •H rH rH •H p rH < P a 0 •H p P Oh p O 
Ol p p p Ck <TJ 03 Ck o ftJ C p Ck G G P O 0 
03 0k Ck 0u <0 cn cn 03 CD cn T3 (D i—i c «J CD CD 44 cn P p 
•H u CJ rH <D P «3 <D u P P O d) cn 
P p p P p p r—1 p X P P > P P •H rH o E-i Ei 
<0 CD 0) 0) CD d) 0 CD •H 3 O C 3 3 3 n3 o CQ CQ 
> 2 2 2 2 2 CJ 2 Oh U Ei M U U cx cn u M W 
* * * 
* * 
« 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
153 
X 
n 
CD 
•H 
rH 
•K 
•K * * 
rH •H r-' d1 (N CO CO in in 03 03 CO o o d< 03 o 03 
•H XI <T> 00 CN X) o m r-* rH O O rH o o CO 00 o d1 
rd rd rH CN in iX rH X) o CN r* 00 CO o o o GO m cn CO 
Eh 
\ 
CN 
XI 
0 
X 
On 
• • 
CD 
P 
co rH CN O in d1 03 in d< CO co m d< d* <n O rH rH CO in 
r- rd CO rH X) d- X5 d’ 00 CN co CN 0 X) x> X3 CN 0 rH cn 
03 > 
rH 1 rH rH o rH rH rH 1 rH CN d1 d1 1 
i Eh i 1 1 
rH 
05 Q 
M CQ 03 
CQ Q rH 
33 M '—' 
Eh > G 
M T5 0 
Q Q X *H 
2 2 CO rci 4-> CO CO rH 00 in 0 03 r" r~ in in CN CO d* CO CN 0 0 
C CO D e TS id CO m 03 in r- X) X) rH 03 r- CO o> d’ r- 0 CN 
o X C CO CN CN x> CO in CO X) CN 00 rH 03 CO CO m in CO CO 
Q H H •H id > 
CQ Eh < Cm 4-1 as CN CN x> CO X) d1 CN m 
XI < (h CO a rH 
M K T3 
< o 0) 
Cm 2 Eh rH CO rH CO m 00 CN P- CO d* in 0 O X) in r-' in X) CN 
O •H c [■" d1 o 0 rH CO r* 0 m d1 CN CO in 03 co X) CO 
35 05 CCS rd r-' in CN 03 •H rH rH cn rH in rH X5 CO d* X) CO 
CJ CO O Cm as rH o o rH CN X3 cn co r- 0 co r-' in 00 r-* C3 
H Eh H 2 
X) 35 CO 05 i i 1 rH CN rH rH 1 CO 
i 3 CQ (X 1 
< Eh 
CO | 05 
w 2 Eh < 
3 CQ 
CQ H >H C 
< Cm • • T3 0 
Eh CO CQ X *H 
2 2 CO <d 4-1 o CO CO d1 CN ID X) CN CO 0 0 in r- rH rH CO X) CN 
CQ 2 O s ^3 rd X) x> CO r» CO CO 00 00 d* in d* co 0 co X) in in d1 
w H X C ■X rH o o c- cn X) CO r- 03 rH co m co CN CO d* CO co 
5 Pm •H rd > 
Eh CQ Ph 4-1 a) rH rH CO X) 
CQ Q O CO a 
CQ CQ < TS 
XI 2 as 
CO H CQ rH d* CN CO 0 0 CO CO CO 03 CO CO 03 CO X) d< r" in 
CQ < > •H c cn X) CO 00 in rH CN X) <n 0 <n X) d* in cn LO 00 in 
CJ Cm < rd rd in rH rH CO rH 0 CO 03 0 CN r- CO in 0 in d1 O CN 
2 2 44 as o o o <n 03 CO CO 0 d* 03 CN in 03 CO r- X) O 
CQ O >1 C5 2 
2 2 05 0 i i rH rH rH rH rH rH rH 1 CN 
cq Eh 2 1 
Ph Q CO 
Ph CQ 2 
M 2 Q CD 
Q o 2 G X X >4 
Eh H X •H tn X X cn X 
4J X G X X X c 0 
JH X X X •H >4 0 0 X •H X 
CQ 0 O X X X 2 2 X X G 
CO 2 3 X X 0 0 X CD CO 
a) 0 0 X X X 2 0 > CD CO 
rH 4-> 4-> 2 2 G 0) <D 3: C rH X 
rd CD CD T3 CD 2 2 X M X CD 
CO z z X X O > <D X rd X X CO 
(D CD •H C O O 2 CD 0 > 0 X CO 
G G c 2 2 X M X X 2 X •H X X < 
0 0 o CD O 0 CD G 0 
G G 04 0 CO X X O X •H O CD 3 rH 
CO CO CO 0 O X X X X X X 0 CD > rd 
4-> X 4-1 rH rH C CD <D X rH (D jS •H 05 C X X 
•H •H *H rd CO CO rd O co CO a X >4 rd a 05 X H CD O 
aj <4M 44 44 X CD CD X •H CD CO CD X X id O 2 E-* 
0 0 0 •H rH rH •H X *H < X a 0 •H X X 05 X 0 
XI X X X & rd rd a. 0 id G X Q4 c G X O O 
rd 04 04 04 rd CO CO rd CD co TJ CD rH c id CD CD X CO X 4-> 
-H cj u rH CD X rd CD u X X 0 CD C/3 
X 4-> 4-1 4-1 X X rH X X X X > X X •H rH O Eh Eh 
flj CD CD <D <D CD 0 CD •H 3 0 c 3 3 3 rd O CQ CQ 
> 2 2 2 2 2 O 2 Cm CJ E-i M CJ CJ OC uj CJ CQ CQ 
* * * 
* * 
* 
L 
S
ig
n
if
ic
a
n
t 
a
t
 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t
 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
154 
03 
03 
4-> 
•H 
rH 
■K 
■K 
•It 
rH •H in rH x in r» CN o *p x o X X o X <p o X p 
•H a CN *p x rH rH X rH o x X CN 'p X ■p CN r>. 00 
03 rH in 'p CO p» x X x X 01 x o o p X X o 
Eh 
» 
X 
X! 
0 
u 
CU 
<u 
p 
rH 01 CN CD CO X o rH X X 'CP 'CP o X X X X p- X 
X 03 X X P CD X X rH X o X O o rH X p' X X p' 
r* > • • • 
X X rH 1 1 l 1 1 rH X rH rH 
03 
rH Eh i 
Q i 
H X P 
X Q r- 
S3 M 01 
Eh > rH 
H "—' g 
Q Q 03 0 
2 X 34 •H 
< X 2 to 03 X CO P rH 01 X X rH p X X X X P p» X X X X 
O D £ n 03 X CN X O o X X X r-' X o X X X X 'p X rH 
Q H X H c •H o rH rH CN X X CD X p- X p- X X X X X o X 
X Eh M •H 03 > 
X < X X 03 CN p rH X X X X X X X X 
M 2 X X Q 
< 03 
X 2 o 03 
O fcH rH 01 p o X X CO p X X o rH X rH X X X X X 
X 
X 
•H C p X X CO Oi CD CO X X p- X rH 'CP X p X 'p 
u X 03 03 CN rH o X X CO rH 01 p X X o p- X X X o p- 
H Eh o X 03 o o o X p» X o X p- X p* o X X p- X o X 
X X H 2 
r* s X X 1 i 1 rH rH rH rH rH rH X rH X rH 1 1 
| Eh X 
< CO l 
Eh X 
w X 
X M < 
CQ X • • X C 
< X >H XI 0 
Eh 2 S 34 •H 
X o CO 03 X 01 X X X o 01 X r* 'CP p rH X O X X rH X o 
W H 2 e X! 03 rH CN p rH o X OI P- X X 'p 'CP p- p- X X X § X X c •H o O o X CO X CO O X p~ X X X o o r~ p p 
Eh •H 03 > 
X Q X X 03 rH X rH rH X rH X rH rH X o X X rH 
X X X X Q X 
X o *d 
X M 03 
X < 2 rH p CN p* o X X CO X 'CP P X rH o p- rH X rH 'p 
U X X •H C rH P m p X X 01 X rH P- X o X X o X X X 
2 2 > 03 03 o o o X X rH p X o rH X X X X X r- X X 
x o < M4 0) o o o rH p X o X X X X X X X X X X X 
2 2 C 2 
x X 0 1 rH rH rH rH rH rH rH rH rH rH rH X rH 
Pm a X 2 
X X X 
M X X 
Q u D Oi 
Eh Q c A A >i 
2 S3 •H Oi 4J ■P Oi u 
S H X c >4 34 A C 0 
u 
o 
oi S 
a) 
u 
o 
s 
A 
4-> 
u 
o 
H 
X 
u 
o 
>1 
u 
0 
4-> 
o 
s 
4-> 4-3 
4-1 
34 
o 
s 
■H 
34 
o 
4J 
c 
03 
> 
to 
03 
rH -P ■P s S c 03 03 s c rH 
03 0) 03 T! 03 2 2 4-3 H A >1 
X 2 2 4J 4J 0 > 03 4-> 03 34 A 
0) 03 •H G 0 0 2 <13 0 > 0 4-> 
c C C 2 2 34 H 4-3 4-3 2 4-> •H 4-> 34 
0 0 0 0) 0 0 03 c 0 
C C CU 0 03 4-3 4-3 0 4-> •H O 0) 3 
oi w to 0 0 4J 4-> A 4-3 A -P 0 0) > 
4-> V 4-> r—\ rH c 03 03 4-> rH 0) 03 •H OS c 4-1 
•H •H •H 03 to U) 03 0 01 03 Q ,0 >1 03 Q & 4J H 03 
03 44 44 44 4-> 03 03 4J •H 03 03 03 34 4-» 03 0 2 
i—1 0 O 0 •H rH rH •H 4J rH < 4-1 Q 0 -H 4-> 4-1 OS 4-3 0 
XI 34 34 U CU 03 o3 04 O 03 C 4-1 04 G G 4-» 0 
03 CU CU CU 03 X X 03 03 X 03 03 rH c 03 03 03 X 03 4-3 
•H u u rH 0) >4 03 03 U 34 34 o 0) X 
34 4-> 4-3 4J 4J 4.) rH 4-3 X 34 4-3 > Vi )4 •H rH o E^ 
03 0) 03 03 03 03 0 03 •H P 0 G P P p 03 o X 
> 2 2 2 2 2 u 2 &4 u E4 H O U Ot X u X 
to 
4-1 
0) 
to 
to 
< 
03 
4-> 
o 
Eh 
o 
4-3 
■It -K * 
■It * 
« 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
R
A
T
IO
S
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(O
N
E
 
Y
E
A
R
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
4
-1
9
7
6
) 
155 
>1 
■P 
73 -H 
(1) rH 
rH -H 
•H 
75 
H 
I 
CN 
ja 
03 
XI 
O 
P 
o^ 
■K * Ht 
■It ■K Ht * ■k ■K 
* ■K ■K * * ■K 
in rH in CN 00 r* •H CN r- cn CO rH CN cn id 00 o rH 
o in *r cn m cn 10 00 cn cn rH rH o o o i0 rH o CN o in o 00 cn r- Cn rH m o o in *r o 
a) 
3 
rH <r oo cn cn O cn cn rH 
03 O rH rH KQ CN rH cn 
> • • 
1 cn rH CN CN 
E-i | 
10 00 
cn o 'XXi-'r-riDcor^t"- 
I r-l i cn CO CN 
i 
c 
73 O 
P -H 
cn 73 ■P cn o o i0 in cn ro cn o o rH o in rH CN 
e 73 73 r-» o CN in rH rH CO i0 m CO r- CO *r CO CN *r in cn 
p G •H o CN cn o rH r-» r- O <0 CO r- CO CO i0 r-~ o rH 
•H 73 > 
4-3 <13 CN cn rH CO cn cn CN uo iO rH CO 
cn Q rH 
73 
0) 
rH CN in CN <r O i0 t-~ o o o CO CO CO HT cn CN cn r- 
•H C r* ^r •>r in rH CO CO rH rH CO in CN CN r- CN r- o 
03 73 U3 r- rH r- m CN CN *r «0 CN cn C30 cn CO CN rH 
Em <u o o rH r-' <3* rH CN i0 rH CO *r 10 10 i0 o f" o 
•^4 
i i i CN rH rH 1 rH rH CN CO CN rH rH in 
I I 
73 0 
5m •H 
cn 73 ■P O 00 r* or CO r-' CO iO r-~ CN or or 10 CO o i0 in CO 
e 73 73 in OP r- in rH o CO rH cn CO CO i0 or cn CN cn in CN 
p C •H o o o <n CN in CN r-' rH rH CO CN rH or rH rH CO CO 
•H 73 > 
Cm 4J a) rH rH CN rH CN CN rH or rH rH CO i0 CN CN 
cn a CN 
73 
03 
rH r* CN CN iO 00 cn 10 o 10 10 00 r** rH io cn io uo O 
*H c CO o r* i0 00 or CN or CO or cn or in r* r- o CO 10 
73 73 rH rH rH CO CN CN CO cn cn or CO io CN i0 <n rH r- <n 
ip 03 o o o o 00 m 10 o CO CN CN CO i0 00 cn CN rH CN 
G 2 
0 i i i rH rH rH rH rH rH rH CN rH rH in CN 
cn 
G x: JG >1 
JG •H cn -P 4-1 cn p 
4J G p 5m S4 G 0 
5m 5M •C •H >i 0 0 ■P •rH 4-> 
0 0 -P 5h 2 2 P ,x G 
cn 2 2 5m P 0 O p 03 cn 
a) 0 0 -P 4-> 4-1 2 0 > a; cn 
rH 4-3 4-> s 2 G 03 03 2 C rH -P 
73 03 03 73 03 z z 4-3 H XI >1 03 
cn z Z ■p -P 0 > 03 4-1 73 p XI cn 
03 03 •H C 0 0 Z 03 0 > 0 4-1 cn 
G G G Z Z 5m H -p 4-> z 4-> •H ■P P < 
0 0 0 03 0 0 03 c 0 
G G Oi 0 cn 4-> 4-1 0 4-> •rH O 03 2 rH 
cn cn cn 0 0 -p 4-1 X) 4-> XI 4-> 0 03 > 73 
4-1 4-1 4J rH rH G 0) 03 4-1 rH 03 73 •H 04 c ■P 4-3 
•rH •H •H 73 cn cn 73 0 cn cn a XI >1 73 a 04 4-> M 03 0 
a) 4M 4M 4M 4-3 03 03 4-3 •H 03 cn 03 P 4-> 0 Z Eh 
i—i o 0 0 •H i—1 rH •H 4-1 rH < 4-3 a 0 •H 4-3 4-1 04 -P 0 
XI 5M p SM cu 73 73 Oh O 73 G 4-1 a c c ■p 0 0 
73 cu cu Oh 73 cn cn 73 03 cn 73 03 rH c 73 03 03 X cn 4-1 4J 
-H CJ u rH 0) 5m 73 0) u P P 13 03 cn 
5m 4-> ■p 4-5 -p 4-1 rH ■p X P 4-> > P P •H r—1 o E-i Eh 
73 03 03 03 03 03 0 03 •H 2 0 c 3 3 3 73 o CQ QQ 
> z z z z z u z Cm U Eh M U U ot cn u W CU 
■It Ht Ht 
* -it 
•It 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
R
A
T
IO
S
 
M
IN
U
S
 
IN
¬
 
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(T
W
O
 
Y
E
A
R
S
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
) 
(
1
9
7
1
-
1
9
7
3
)
 
156 
>1 
P * 
T3 •H * 
CD rH ■K 
iH -H CN CN CO CN CN CO d d C" 01 
•H A v£> oi d rH CN 00 CN CN co 
cd ftJ d CO r* CO rH o d O rH rH 
E-i .Q 
1 0 
CN p 
fa 
CD 
3 
rH d d CO d rH 00 CN ln r- o 
<d 
> 
i 
rH CO CN v£> t-> C" CO LD d 
i i rH rH CN rH rH 
E-i 1 1 I i 
COdOOLOrHvOCNVO 
cooirHoocominvo 
daooovocNair'eo 
rHnrorHCN'XicNr' 
I rH 
I 
G 
T3 o 
P -H 
to cd ■p rH d CN d oi CO r* CO CO d d d O d rH CN vO vO 
s T3 <d o 00 CO CN CO o CO CN o CN rH o vO CN in 01 in 
p C •H rH CO rH CO CO o CO vO rH d vO 01 LD rH vO 01 d 
•H cd > 
fa P 0) rH CN d CN o rH rH rH CN rH rH rH CO rH 
co Q rH d 
'O 
cd 
rH CN UO rH r* o vO IT) vO r- d o CO CO rH o m d r> 
•H C CO rH CO CO uo o r» r- CO o vO CN C" Oi r~ 00 in CN 
cd (d CO CN o CN o CO CO vO CO o CO rH CO vO 01 o r- rH 
in <1) o cn CN rH CO CO 01 CN in vO vO LD o rH CO 00 d CN 
CO r* rH CO d rH i rH i 1 
I I rH I I 
c 
T3 O 
P -H 
co id -P O o 01 vO vO rH d CO d 01 in CO in d o CO rH o 
S 00 cd d 00 CO o o d O vO CO d rH C" CO CN o CO 01 
P c •H uo in o rH o vO CN in o CO o r» 01 CO in in d CO 
•H <d > 
fa -P cd rH CO d in CO rH CO CN CO rH CN CN CN 
CO Q d 
T! 
CD 
rH CN r- CN O vO r- in O CN in o CN o vO d m 
•H c O CO r- d d 01 CN VO CN 00 VO o d CO oi CO o 
id id d Oi CN rH CO CO oi vO VO vO CO d CO 01 r-~ vO 01 01 
CM <d CO VO d d O CO rH CN vO CO in rH CN o CN rH 
c 2 
o CO r* rH i r- rH i 1 1 CN rH | I 
2 1 i rH CN 1 1 1 
Oi 
c A A >1 
A ■H Oi P P O' p 
P X G P P C 0 
P P A •H >1 0 O p •H p 
0 0 P p 5 s p M G 
cn s s P p 0 0 P CD CO 
CD 0 0 p P p 2 0 > CD CO 
rH p p s 2 G CD CD s C rH p 
cd (D <D TJ (D 2 2 p H -Q >1 CD 
co 2 2 p p 0 > CD p cd P A CO 
CD <D •rH C 0 O 2 CD 0 > 0 P CO 
c G C 2 2 P H P P 2 p •rH p P < 
0 0 0 CD O 0 CD c 0 
C G fa 0 CO P P 0 p •H O CD rH 
co co co 0 O p p P A P 0 CD > cd 
p p p i-H rH C (D CD P i—I CD cd •H fa G P p 
■H •H •H cd cn cn cd 0 CO CO Q .Q >i cd Q fa P M CD 0 
CD VM P P p CD CD P •rH CD CO CD P p cd 0 2 El 
rH 0 0 0 •H rH f—l -H P rH < P Q 0 •H P P fa P 0 
,3 p p P Oh Cd cd fa o <d G p fa C G P 0 0 
id fa fa fa cd CO CO cd CD CO TO <D i—1 G cd (D CD CO P p 
•H CJ u rH CD P id CD u P P o CD CO 
P p p P P p rH p X P P > P P •H rH O (r> Eh 
cd CD CD <D CD CD 0 CD •H 3 O C 3 3 3 id O CQ CQ 
> 2 2 2 2 2 u 2 in U EH M U O CX CO O fa fa 
* * * 
* * 
He 
S
i
g
n
i
f
i
c
a
n
t
 
a
t
 
0
.0
0
1
 
S
i
g
n
i
f
i
c
a
n
t
 
a
t
 
0
.0
1
 
S
i
g
n
i
f
i
c
a
n
t
 
a
t
 
0
.0
5
 
D
im
iR
R
N
ri
S
S
 
M
K
T
W
K
K
N
 
l*'
 l 
R
M
S 
W
ll
ll
’l
l 
K
A
ll
.K
l)
 
A
N
D
 
T
II
E
IH
 
M
A
T
C
H
E
D
 
N
O
N
K
A
ll
.E
D
 
K
IK
M
S
i 
T
-T
K
H
T
S
 
O
N
 
H
A
T
 L
O
S 
M
IN
U
S
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(O
N
E
 
Y
E
A
R
 
P
R
IO
R
 
T
O
 
P
A
 1
1,
1 
IR
E
) 
( 
I'
) 
/1
 
157 
> 
- - 
x 
X 
x O' rs; in CS w>. ©• 
* 
< * 
—\ 
* 
w »—j X 
* 
« 
X 
PS H r* *■4 X rsj m c o —N w C o o C 
x H H CM <x X ©■ o o o X X en o 
rs u 
S 
3 
r-j m rs out .-t rs x X 
z c lo in n x rs m rs 
> . 
I H i“S H 
r* I 
x x cxx<-jxx^x 
C'T CO>^CO(NfNOr' 
I N I rt N 
I 
— o 
- -n 
r - JJ x ro w x -4 ro r* o sr X en <7 o tn 
X TS m sr m x X X X c X X X X r~ >—4 m X 
_ r^ o cu X rr o rs r* en rs X O m 
•M z > 
Jj © H rs n « f*> rs en in tn m rs rs 
CQ m 
•_ 
r-4 x rs x X X JJJ X C ■7 o X X rp ©■ X 
—4 —w sr —» *7 X H X H <7 X X c X X en rs X 
c z m ■*? X rs m m ^4 rs c w r» ro X en o r-4 
% z ■<? m o £N sr x H iJSrf X in ©• X p* <T 
Z 
tn X •w 1 ■<7 rs rs 1 i i 1 i 1 
1 i H 1 r-4 i i 
I 
— o 
U —f 
3 © — r* r* r~ r- "3 X X —- X o X X rn c 
s= ©J © rr X X m r- rr X- 3 X m m rs r* rs 
'*4 •H rs rs o /•^ •w» X X r* m m X ■©• X rs m X ©• 
© > 
— z H rs en rs rs rs rs 
en n 
© 
^4 rs X O n X X p* X —4 X X c rs X X X 
— *-• m X —* X X rs ^7 X X r- rr 7—* rs X 
© O n f" /^n -- rs r~ ^7 rr r-* rj X 
r-s ©• cs X 
•*- *% •J rs X X 3 X — rs c rs C X •M X rs o 
© tn i i 1 ^4 l 1 
z i l 
» • 
1 
^-4 i 
> 
i i 
-r| 4J X u 
— ©» u 0 
M - -w > 0 0 jj -^4 4J 
0 0 jj 2 2 - 
X T. 2 2 }>4 0 0 © © 
01 S 0 0 -J U JJ 2 0 > © 
kJ X 2 2 © © 2 «-4 
« Z © -3 © z z jj X © 
cn z z 4-> — 0 > © jj © - ■/. 
© © 0 o Z © 0 > 0 X 
z Z H ■U jj z jj -M Jj - < 
o 0 o © o 0 © mm 0 
0 X jj 4J 0 jj -M o © 2 *■4 
SB K « o 5 4J JJ X jj X jj 0 © > 45 
4J — 4-> H ^■4 © © JJ © © -H en jj JJ 
-H -H CO a © 5 X X X X > © X 2S jj h4 © 0 
c CM <U — u © © -^4 © X © jj © 0 Z —* 
o 0 0 -~4 -M X H < Jj 0 —j Jj JJ X jj 0 
X w r; a o « JJ 
«■* 
01 
jj o © 
1! r - en en © © en -» © •H © © © JC 
en 
— 4J 
--4 o u © u © © o © u o © 
4J 4J 4J 4J SJ 4-t >: iJ w > u ^-4 'J r* r- 
0 z z © © 0 © ^4 © 0 3 3 3 © C z. a 
> Z z z z z o z &« o ft M O O o< en o ■** 
*
S
ii
jn
i 
f
ic
a
n
t 
a
t 
0
.0
0
1
 
*
*
S
ig
n
if
le
a
n
t 
a
t 
0
.0
1
 
*
*
S
i<
jn
i 
M
e
a
n
t 
a
t 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
R
A
T
IO
S
 
M
IN
U
S
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
S
 
(T
W
O
 
Y
E
A
R
S
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
4
-1
9
7
6
) 
158 
£>1 
X 
n •H 
<d rH 
rH •H C" CO in ID 
*H XI o CT> cn CO 
id id CO P- CO 00 
Eh X) 
1 0 
CN x 
IX 
<d 
3 
rH in ID co rH 
id CN CN rH CN 
> 
Eh 
i-h r^- m o rj< 
o m pi id c^- 
in id ^ cn r* co 
P' CO m 00 rH rH 
in in id o co <n 
i i i 
* 
* 
* 
^O(r1^lnc0ln^<^ 
ooon^noiiaffi 
oi^'OO'j^no 
(Ninooujinn 
ooocNCDr^vocrir' 
I I CN i—I r-l 
g 
T3 O 
X -H 
W id 4-1 in o ID rH o CTi O CN in in CO cn CO iD p- p~ o 
£ ts id 00 in in CO CN o CO o ID 00 CO o cn CO 
H c o rH CO CN in CO in in CO O r« cn m CO rH CO CN 
•H id > 
IX x> 0) rH CO iD iD rH CN in rH CN in ID m <Ti rH 
CO Q CN f" CN 
T3 
CD 
»H in o in rH CO cn CO vD CN CTi rH CN CN 00 P* cn CO 
■H C r- 00 CO CO CT> iD in in p* r> ID CO iD CO rH CN cn CO 
id id o CO o rH rH iD CTi vD P* CO O rH rH CD 
X CD CO o CO P* CO 'd* o p* p» in r- rH o CN o CO rH 
2 
CO o’ rH 1 CO i rH rH i | ID rH 1 i 
1 rH rH CN i 
I I 
a 
T3 O 
X -H 
cn id 4-> iD p^ cn CN in CO o rH CN CN "d* in CO 00 O rH 
g TO id CO CO CO m CO o CO CO rH iD r-' *3* ID ■'d' 00 rH CO 
G •H O m cn iD CN CN p' CO cn o <3* o in <n m ID <d< rH 
•H id > 
(X 4-1 <D rH CN in p~ 00 p- cn rH CN CN CN CN rH in cn 
CO a rH ■'d' iD 
T3 
a) 
rH 
rH 00 ID CO in r" cn H CN CN rH in iD cn CO CO CO in 
•H c CO o iD cn CO o iD CN CO o ID o in <3* r-' rH 
id id CN o in in m CO •d* cn ID rH uo rH CO rH •d1 rH ID 'd* 
X CD CN CO o CN CN CN CN o in iD m iD CN CO cn ID O o 
c 2 
0 CO <n rH CO CO rH rH m 1 1 
2 1 1 rH rH CO 
I 
tn 
G X X >1 
x •H tn X X tn X 
4-> X c X X X G 0 
X X x •H >. 0 0 X •H X 
0 0 X X X s s X X c 
cn s s X X 0 0 X CD cn 
CD 0 0 X X X 0 > CD cn 
f—i X 4-1 s 3 G CD CD s c rH X 
id a) CD T3 CD 2 2 X H X >i CD 
co z z X X O > <D X id X X cn 
<D CD •H G O O 2 CD 0 > 0 X cn 
G G G 2 2 X H X X 2 X •H X X < 
0 0 0 CD O O CD G 0 
C G X O cn X X 0 X •H O CD 3 rH 
cn cn cn 0 O X X X X X X 0 CD > id 
4-1 4-1 X rH rH G CD CD X rH CD <d ■H DC G X X 
•H •H •H id cn cn id O cn cn a X IX id a DC X H CD 0 
(D <H IX IX X CD CD X •H CD cn CD X X id O 2 E-c 
rH O 0 0 •H rH rH •H X H < X a 0 •H X X DC X 0 
XI X X X IX id id cx o id c X G c X O O 
id X (X IX id CO CO id CD CO CD rH c id CD CD cn X X 
•H u u rH <D X id CD o X X O CD CO 
X 4-1 X X X X rH X X X X > X X -H rH o E-* 
id CD CD <D <D CD 0 CD •H 3 O c 3 3 3 id o CQ CQ 
> 2 2 2 2 2 u 2 O E-c M U u cx CO CJ W CQ 
* * * 
* « 
« 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t
 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
R
A
T
IO
S
 
M
IN
U
S
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
S
 
(O
N
E
 
Y
E
A
R
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
4
-1
9
7
6
) 
159 
>1 
P 
T3 -H 
<10 rH 
rH -H 
•H 
td 
Eh 
I 
CM 
13 
tO 
13 
O 
P 
CU 
CM 01 00 uo 
* 
* 
* 
CM CN "T CM in 
CO rH CO ■sr CO CO rH Cl 
in in CM o Cl CM 00 MO 
* * 
* * 
CO Cl CO [-« CO 00 1—1 in tn 
o rH CM rH o CM CO o 
MO CO r" CO o "cr CO CM o 
ao 
3 
rH 
tO 
> 
Eh 
co m 
io M3 
O 00 "S' Cl O 
CM r* rH O rH 
•H CM I rH 
I 
^ O Cl H tfl 
cm ^ m o co 
rH | 
rH O rH CO CM O 
O Cl co 01 (N H 
rH CO rH CO 
C 
n o 
p -H 
uo tO P o r- Cl CM CO in CO Cl Cl CO CM in 00 tn 
£ 03 (0 rr m CM r- CM O [-* Cl MO MO CM CO [■" Cl f" MO 
H G •H rH CO Cl in MO r-~ in in in m M3 CM CO 00 CM rH 
•H (0 > 
Cm 4-> ao rH CO r* r- CO 00 -c rH CM CM in UO CO CO CM 
UO Q rH Cl CO 
no 
00 
rH r- CO CO r- in rH CO o in r~ in CO rH rH o [-» rH Cl 
•H G CM CO Cl CO MO CO CO r- o MO CO rH rH CM CO CO rH 
td f0 CM o o CO O r- CN CO CO CM co CM in CM uo rH 
pH CD 
S' 
in 00 CM CM CM CM O o CM Cl CO MO CO rH CM CO 
co o rH M> MO 1 1 CM rH 1 01 1 1 1 
i rH rH | rH | 
i i 
c 
T3 0 
P -H 
UO <d -p uo Cl CO o M3 M3 M3 rH uo uo rH CO 03 C" CO 
e 03 td CO CO uo M3 CO CO rH M3 Cl rH rH in CM CO rH M3 CO 
p G •H o rH 00 Cl CM Cl r~ M3 CO Cl uo CO Cl CO Cl 00 UO rH 
•H td > 
Cm P CD rH CM 'cr CM M3 Cl CM rH rH rH UO in rH o o 
uo Q CO CM M3 CM 
03 
1) 
CM 
rH r" Cl M3 M3 [-" M3 <3- Cl P- rH CO Cl C' M> UO CM r- CO 
-H C m o CM M3 in CO CO r- Cl CO co O Cl M3 M3 M3 
id td CM o O CO CO uo uo O o CM O CO r- 
P ao CO CM r- CM Cl M3 Cl o CO CO CO r" rH r* t" CO CM o 
c z 
M3 0 CO O 1 ■O' UO rH | 1 
z i rH 
1 
O! 
rH 
1 
rH uo 
G -G -G 
13 •H !3i P P Oi p 
P G P P 13 c 0 
P p 13 -H >*1 0 0 P •rH p 
0 0 p 34 p p rX c 
uo s s p P 0 0 P ao UO 
uo CO 0 0 p P P s 0 > ao 
rH p p 2 2 c CO CO z c rH p 
td CO CO 03 CO z z p H 13 >1 CO 
U3 z 2 p P 0 > ao p td P x: U) 
CO CO •H c 0 0 z ao 0 > 0 p uo 
c G G *~T z p H p p z p •H p p < 
0 0 0 o 0 0 ao c 0 
G c cu 0 uo p p 0 p •H o CO s rH 
uo UO UO 0 0 p p 13 p 13 p 0 ao > td 
p P p rH rH c ao CO p rH CO td •H 05 G p p 
•H •rH •rH <d UO uo td 0 uo UO a 10 >1 td a 05 P M CO 0 
a) ip p p P CO CO p •H CO uo ao p P td 0 z Eh 
rH 0 o 0 •H rH rH ■H P rH < p a 0 •rH p P 05 p 0 
13 p p p CU td td cu O td G p cu G G 
tn 
p 0 0 
td CM cu Oi td uo uo td CO uo n CO rH G td ao CO 34 
uo 
p P 
*H u O rH ao p td CO CJ p p o co 
p P p p p P rH p X p P > p p •H rH u Eh Eh 
td ao CO CO CO co 0 co •H p 0 c 3 3 3 id o 
o 
CQ 03 
> z z z z z u z Cm u Eh H U u Oi UO 03 W 
* * * 
* * 
* 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t
 
0
.0
5
 
160 
>1 
X 
TD •H 
,—■* 03 rH 
x rH •H cn o 
r* •H 43 x CM 
<n o3 fd cn x 
iH Eh 43 • • 
3 1 0 
rH CN u 
r-" PC 
X 
rH 
■K 
* 
* 
x x oocN^r^vOrH 
o in ^ ko h h co n 
X i—l O ro O O >H 
mocooHinooui 
ncrir'^ro^rroo 
03 
2 2 rH O in X CN CN CN X X r- X 00 o X X H X 
X 
fc. 
D 
X 
M 
03 
> 
1 
X X X o X X o r'- X X H X HT o O H 
1 i H H H X H H i i H i 
< Eh i 1 | i i 
PC, 
O Cm 
H 
M H o 
W Eh 
X 2 
Eh 2 C 
O T3 0 
Q o M Sh •H 
2 2 03 03 X X rH CN o X H X X o o X X X X o o X H* 
C 2 X e TJ 03 X X o r- r" X o r* X X X X 
o Sh G ■H CN rH rH X r» t'' X r- X X X H r-" O X X X C" 
Q M X •H 03 > • • 
W Eh PC X X a) CN H X X X H H X X 
X < < X a 
H M X X! 
<C > >H 03 
CM w rH X CO CN X X r- X [•" r- X X X X X 
Q o •H C r- r? X X o X X X X X X H X X HT X 
X 2 0} 03 cn X X X X X X r- X X X X X o X X 
u 2 Eh X 03 o O X o r" o X X X X X o H H X X r" 
cn H O N—' 2 
H X rH rH 1 | H i 1 H H 
i s CO X i i i i 
< Eh u 
CO CO <c 
w 2 X 2 
x c2 Eh X 
cq H 1 > C 
< X Eh c T3 0 
Eh Sh •H 
2 >H cn 03 X cn X X r-' X X X H H o r- X r- X X H 
W • • 2 6 T3 03 CN CN X r'- X H [" X H X HO* X X X 
CO Eh SH G •H cn X rH X X r- X X X X X [■" X X X r- 
§ 2 X •H 03 > 
Eh Ph X Cm X <u H H X H H X 
W H Q X a H 
X X 2 T3 
H a; 
CO Q rH CO CO X X o X X H H r- r- X o r" X 
w X >H •H G rr in X X X X X X X X X X r- r- r- X 
u X X 03 03 CO CN CN r-' C" o X H X o X o X X X H X 
2 M <HH a) rH o O o H X H X o X X X H X X X X X 
H < Q c 2 
2 X X 0 rH rH rH i 1 1 H 1 1 i X H 
w 2 Q 2 o i | i 1 1 
x O M t 
x 2 > 
H H cn 
Q Q Q c 43 43 >1 
X X •H X X X X Sh 
X X X 44 G Sh Sh X C 0 
CJ o 
< 
SH Sh A •H >1 0 0 X •H X 
Eh 0 O X 44 sh 2 2 Sh 44 G 
2 03 2 2 Sh SH 0 0 Sh 03 03 
X 0) o 0 X X X 0 > 03 03 
> rH X X 2 2 c 03 03 S C H X 
< 03 o CD 03 0) 2 2 X H x >i 03 
X 2 2 X X 0 > 03 X 03 Sh A 03 
>H <u 03 *H G O 0 2 03 0 > 0 X 03 
2 c c G 2 2 SH M X X 2 X •H X Sh < 
Eh 0 0 0 0) 0 0 0) C 0 
X G C p^ o 03 X X 0 X •H O 03 2 H 
D 03 03 03 0 0 X X X X X X 0 03 > 03 
Q X X X H H c 03 03 X H 03 03 •H PC C X X 
2 •H -rH •H 03 03 03 03 0 03 03 a X >1 03 a 2 X H 03 0 
H a) X X X X (13 03 X •H 03 03 03 Sh X 03 0 2 Eh 
H 0 0 0 •H H H •H X H < X a 0 •H X X 2 X 0 
x SH u SH Oh 03 03 cu u 03 G X cc c c 
03 
X 0 0 
o3 X X X 03 X X o3 03 X 03 03 H c 03 03 03 44 X X 
•H U U H 03 SH Oj 03 U Sh Sh O 03 X 
!h X X X X X H X X Sh X > Sh Sh •H H e> Eh Eh 
03 a) o> a> 03 03 0 03 •H 3 0 c 3 3 3 03 o X X 
> 2 2 2 2 2 u 2 fc, U Eh H u U C* X u W u 
o 1—1 X 
o o o 
o o o 
X X X 
03 03 03 
X X X 
c c c 
03 03 03 
a 0 O 
•H •rH -H 
X OH X 
•H •rH •H 
c c c 
X X X 
•H •H •H 
X X X 
< * * 
* * 
* 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
D
E
V
IA
T
IO
N
 
O
F
 
R
A
T
IO
 
F
R
O
M
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(O
N
E
 
Y
E
A
R
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
1
-1
9
7
3
) 
161. 
>1 
4J * 
T3 •H ■K 
CD rH ■K 
rH •H r* CM p- ro CO 0 0 03 o> CO 
•H XI 03 00 CM >0 o in rH MT o o rH 
05 03 rH fN in 0 rH 0 o CM p- CO CO o 
Eh XI 
1 0 
CM 3-1 
cu 
<d 
3 
rH CM O in 03 in CO CO 0 
o3 CO rH i0 0 CO CM CO CM o 0 
> • • 
1 iH rH i rH rH rH 1 rH CM 
Eh I 
* 
o 
o 
o 
* 
o 
o 
o 
0 O 0 
0 oo o 
oo 0 cr> co 
O O rl rl 
O rH 
co in 
0 
c 
O 
34 -H 
CO 03 4-> 00 CO rH CO 0 o 0 p» r- 0 0 CM 0 'd* 0 CM 0 o 
s V o3 p- CO 0 03 0 p- 0 0 rH 0 p- 0 0 p- P* o CM 
c •H CO CM CM 0 0 0 0 0 CM 0 rH 0 0 0 0 0 0 0 
•H 03 > 
0 4-> CD CM CM 0 0 0 CM 0 
0 Q «H 
T3 
<D 
rH CO rH CM rH 0 CM 0 0 0 0 o O 0 0 0 o CM 
■H G p- MT o> 03 rH CO CM o 0 p- 0 o 0 0 0 
03 03 r- p- p* 0 rH 0 P» 0 0 0 0 0 0 rH 0 rH 0 
0 CD rH o 03 CM rH CM 0 0 rH p~ 0 0 CM rH CM 0 p- 
S 
rH •H 1 i rH | rH 1 1 | l i 1 rH 
III II 
c 
T3 O 
U -H 
co o3 -P O 0 0 CM 0 0 CM 0 o o 0 P- rH rH 0 O CM 
e *3 03 0 0 0 P- 0 0 0 0 0 0 O 0 0 0 
34 G -H rH O o r- 0 0 0 P~ 0 rH 0 0 0 CM 0 0 0 
*H 03 > 
0 +J CD rH rH 0 0 
0 Q 
TS 
(D 
rH CM p- o O 0 p- 0 0 0 p- 0 0 0 0 0 rH 0 
•H C 0 0 0 CM 0 rH p- 0 0 o o 0 0 o rH 0 
03 03 0 rH 0 rH 0 o 0 0 o CM CM 0 0 o 0 0 CM 
44 <D o o 0 o O 0 rH O o CM 0 0 rH CM 0 o 
G 2 
0 rH rH | | 1 i 1 i 1 rH 0 
2 i 1 i 1 
0 
G XI JZ >i 
•G •H 0 4-1 4-3 0 >4 
4-> 04 G 34 3-1 A C 0 
S-l U JZ ■H >1 0 0 4-1 •H 4-> 
0 0 4-> 04 u 2 2 3-1 04 G 
CO s 2 3-1 U 0 0 3-1 CD CO 
<D 0 0 4.3 4-3 4-1 2 0 > CD CO 
1—1 4-3 4-1 2 2 c <D CD 2 C rH 4-1 
03 CD CD n CD 2 2 4-1 H JZ >1 (D 
0 2 2 4-> 4-3 0 > CD 4-3 o3 34 .C CO 
CD CD -H G 0 0 2 CD 0 > 0 4-3 CO 
C C C 2 2 u H 4-3 4-» 2 4-3 •H 4-1 34 < 
0 0 0 <D 0 0 CD G 0 
G G 0 0 CO 4-1 4-3 0 4-1 ■H O CD 2 rH 
co co CO 0 0 -P 4-1 X! 4-3 XI 4-3 0 CD > 03 
+j 4-1 4-3 rH rH G CD (D 4-1 rH CD 03 •H OS C 4-3 4-1 
•H •H •H 03 CO CO 03 0 CO CO Q XI >1 03 Q OS 4-3 H CD 0 
CD 44 44 M—1 4-> CD CD 4-1 ■H CD CO <D 3-1 4-3 03 0 2 Eh 
r—1 0 0 0 •H i—1 r—1 •H 4-1 iH < 4-1 Q 0 •H 4-1 4-» OS 4-1 0 
XI 3-1 U 3-1 04 03 03 04 O 03 c 4-3 04 c c 4-3 0 0 
03 0 04 04 03 0 0 03 CD 0 CD r-l c 03 CD CD 04 CO 4-3 4-1 
■H U U r-l CD 3-1 03 CD U 34 U o CD 0 
>4 4-> 4-1 +J 4-3 4-3 rH 4-3 X u 4-3 > 34 34 •H rH O Eh Eh 
03 CD CD CD CD CD 0 CD •H 3 0 C 3 3 3 03 o 0 m 
> 2 2 2 2 2 u 2 0 O E-c M U U Oi 0 u 0 0 
* * * 
* * 
* 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
D
E
V
IA
T
IO
N
 
O
F
 
R
A
T
IO
 
F
R
O
M
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(T
W
O
 
Y
E
A
R
S
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
4
-1
9
7
6
) 
162 
T> 
<3 
r-) 
•H 
03 
I 
CN 
>1 
■P 
•H 
XI 
03 
XI 
O 
P 
fa 
* 
* 
* 
m rH oi in p- CN o ro o NO O in o in 
CN ro rH rH NO rH o r" CN NO CN NO CN CO 
rH in NO CO oi in oi in <31 ro O o in in o 
<3 
3 
rH 
03 
> 
\ 
oi oi oo ro 
in no oo 
oo o rH oo ro rr -toioncoin^tn 
M o h io o id oOrHOir^NOint"- 
i i CN 
c 
03 O 
P -H 
CO 03 4-> ro rH <31 NO CN iH "T CO ro CN m in m <31 CO m 
e 03 03 NO CN ro O o CN CN NO ro O 00 <31 r- ro <31 rH 
p C -H O rH rH CN ro ro CO ro r- NO [•" CN in NO uo NO O NO 
-H 03 > 
fa -P (3 CN rH ro NO NO NO NO ro NO CN 
C/3 Q 
03 
<3 
rH <31 rr o in m CO in <31 O rH NO <31 rH <31 NO in 
-H C ro no CO <31 00 00 X> NO p~ CN rH m ro r- in CN 
03 03 CN »H o in CN ro rH <31 <31 ro O CN rH NO ro O r* 
fa <3 O o o NO [■" NO o CO P* m o o o p~ rH o in 
2 
rH rH rH rH CN i i rH rH 
III II 
G 
n o 
co <T3 -P <31 in ro ro o 01 CN p* rH CO o NO CN rH CN o 
E TO <ts rH CN rH o ro 01 P» m CN P' P' NO Ol 
p G •H o o O ro CO CN CO o ro p~ 01 CO ro O o p' 
•H <T5 > 
fa -P <3 rH CN rH rH CN rH CN rH rH CN o CN CN rH 
W Q CN 
<3 
rH CO ro o CN in ro CN ro rH o p- rH CN Ol NO 
•H C rH m »H CN m Ol CN rH f" CN o CN 00 o Ol NO O 
03 <3 o 01 <31 CO NO rH NO o rH NO ro CO CN ro r- NO P' 
<H <3 o <31 <31 rH in o ro CO NO NO m NO Ol ro CN rH ro 
c 2 
1 0 rH 1 1 i 
2 1 
Oi 
G rC A >. 
a •H CT> -P -P Ol P 
4-> x: G P P A G 0 
p p x: •H >1 O O -P •H 4-1 
0 0 4-1 p 3 3 P X C 
co 2 s P P 0 0 p (3 CO 
(3 0 0 -p 4J 4-> 2 0 > <3 <0 
r—1 -P 4-) s s c <3 <3 3 G rH •P 
<3 (3 (3 T3 <3 2 2 4-1 H A >1 <3 
cn 2 2 4-1 4-1 O > <3 4-1 <3 p A CO 
<3 <3 •H c O O 2 <3 0 > 0 4-1 CO 
G C G 2 2 P M ■P 4-1 2 4-> •H -p P < 
0 0 0 <3 O O <3 c 0 
G G fa 0 CO 4-1 4-> O 4-> •H O <3 2 rH 
co CO CO 0 O 4-1 4-> XI 4-1 XI 4-0 O <3 > <3 
4-> 4J 4-> rH r—1 G <3 <3 4-1 rH <3 <3 •H fa c -p ■P 
•H -H •H <3 (0 CO <3 O CO CO Q xo >. <3 Q fa 4-1 H <3 0 
<3 4-1 44 44 4-1 <3 <3 4-1 ■H <3 CO <3 P 4-1 <3 O 2 E-i 
rH 0 0 O •H iH rH •H -P iH < 4-> Q 0 •H 4-1 -P fa 4-> 0 
XI P P P fa <3 <3 fa O <3 G 4-> fa G C 4-1 O O 
<3 fa fa fa <3 CO W <3 <3 cn TO <3 rH c <3 <3 (3 X (0 4-> ■P 
•H u U iH <3 P <3 <3 U P P o <3 cn 
P 4-> -P 4-1 4-> 4-1 rH 4-0 X P -P > P P •H rH O &-• E-* 
<3 <3 <3 <3 (3 (3 0 <3 •H 3 O G 3 3 3 <3 O fa fa 
> 2 2 2 2 2 o 2 fa U H U U o> C/0 u fa fa 
* * * 
« « 
« 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
-T
E
S
T
S
 
O
N
 
D
E
V
IA
T
IO
N
 
O
F
 
R
A
T
IO
 
F
R
O
M
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
(O
N
E
 
Y
E
A
R
 
P
R
IO
R
 
T
O
 
F
A
IL
U
R
E
)(
1
9
7
4
-1
9
7
6
) 
163 
P> * •n * 
•H •It * ■it ■it ■It ■It 
T3 rH ■It * ■k ■it ■It * 
d) •H m rH in CN CO r-~ rH CN r* x 00 rH CN cn X CO O rH 
rH XI o m CO x cn X CO cn x rH rH O o "cr o X rH 
•H <13 o CN o m o CO x r" cn rH in o o m tT o 
(13 X! 
E- 0 
l p 
CN fa 
<d 
3 
i—i oo x x o x x .-t x x 
<0 O H rH X X rH <n f" X O XXtyn’XXI'^r^ 
t x rH x x i rHinn cn 
E-i l l 
c 
T3 O 
P -H 
cn <13 p> <n o o r- X X cn CO cn o o pH O p« X rH CN 
P T3 n3 r~ o CN in pH rH CD X X X r-- cn T X p- X X 
C *H o CN CO o rH r* p- o X X r- p' cn X CN r-« o rH 
•H n3 > 
fa P> a) CN CO rH X CO cn CN X X rH X 
cn Q rH 
pO 
Cl) 
rH CN m CN X o X r- o o o n” X X X X CN X p~ 
•H C P' rH CD x n1 rH rH X X r~ p- p* CN p* o 
<T3 <13 r* XI r* X r-~ X CN CN X ■<T CN o o X X CN rH 
fa <U o o rH CN rH CN X rH cn cn X X o P» o 
<p< 
rH rH pH » rH rH rH CN i i rH CN X 
I I I 
T3 
P 
c 
o 
•H 
cn P> O X X p- X X p~ X X X o X X X 
s T3 (13 X p» X rH o X pH X X X X •'T X X X X X 
p C •H o o o X CN X X p> rH rH X X ♦H pH pH X X 
•H (13 > 
fa -P a) •H rH X rH X X rH rH rH X X X X 
X a X 
TO 
0) 
rH p* CN CN X CN X X o X X X p» rH X X X X o 
•H c X O P~ X rH X X •tT X X p* p- o X ■tr 
(13 (13 rH rH rH X p~ X X X X X X X X X pH X o 
4-1 d) o o o o *H X X o X X X X X X X X X p> 
c 2 
0 rH rH rH i rH rH 1 i 
2 i i 1 
X 
c 
A •H X 
P> c 
P P A •H >1 
0 0 -P >c p 
cn 2 2 P p 0 
<D 0 0 pi 
rH p> P> 2 2 c 
(IS d) d) T3 a 
x z Z pi pi 0 > 
cu d) •H c 
c c c z z P M 
0 0 0 d) 
c c fa 0 
cn cn cn 0 0 pi 
■p ■p ■p I—l rH C 
-H •H •H (13 cn cn (13 0 cn 
d) 4h 4H 4h ■P <u d) +J •«H <u 
rH1 o 0 0 -H i—i rH -p 4J rH 
A p p P a (13 (13 fa o (13 
(13 fa fa fa (U X X (13 d) X 
•H u U rH 
p 4-1 pi P> -P •P rH pi 
(13 d) d) <U d) d) 0 <D 
> z z z z z u Z 
A £ 
pi Pi X P 
P P c 0 
0 0 x: •H pi 
2 2 p> X c 
p P d) cn 
pi p> 0 0 > d) cn 
CD d) 2 2 c rH pi 
Z Z M X) >1 d) 
pi pi (13 P A cn 
0 0 CD d) 0 > 0 p> cn 
p> pi z z pi -H pi P < 
0 d) c 0 
cn p) 0 0 pi •H O <u 2 i—( 
pi ja PI pi XI p) 0 dl > (13 
d) <u rH d> <13 •H DC c pi P> 
cn Q p> >1 (13 a DC, pi M d) 0 
cn .Q p Pi (13 0 Z Eh 
< p> d) 0 ■H pi Pi DC pi 0 
C a pi fa c C pi 0 0 
n d) c (13 d> d) DC cn PI p» 
<u P (13 d) U p P O <u X 
X P pi > p P -H rH u Eh Eh 
•H 3 0 c 3 3 3 (0 o X X 
fa U E- M U U CX X u fa fa 
♦S
ig
n
if
ic
a
n
t 
a
t 
0
.0
0
1
 
*
*
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
1
 
♦
♦
♦
S
ig
n
if
ic
a
n
t 
a
t 
0
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
W
O
 
T
A
IL
E
D
 
P
 
V
A
L
U
E
S
 
B
A
S
E
D
 
O
N
 
T
H
E
 
W
IL
C
O
X
O
N
 
R
A
N
K
 
S
U
M
 
T
E
S
T
 
F
O
R
 
F
IN
A
N
C
IA
L
 
R
A
T
IO
S
 
A
N
D
 
N
O
N
F
IN
A
N
C
IA
L
 
D
A
T
A
 
164 
* 4c 
* 4C 
54 4c * 4e 4C 4C 
n3 54 CO rH CO ID or rH ID CO cn CD (T> rH CD rH rH 00 
0 0 o r~ CO ID CO or ID CD ID ID CO O o or 00 
>• •H o rH or or CO ac or or ID or CD CM O o <r> or 
u o or o C' o •H c- CO or CD O o O o rH or 
0 cu 
CO C 
o 
cn 
rH 
4C 4e 
or oi 4C 4c 
r~ 54 4c 4c 
<J1 rtf u rH CO CD ac or ac 00 o ID o CD CM a\ 00 oi ro 
rH a) 0 or CO or CO CM CD CO CM r-- CM ID or C" or CD CD 
>4 •H Ol or CM rH <Ti ID CO r» o CD or P- rH CM ID CM 
5-1 rH or CTC CO CO CT> ID CO rH O CD o o o CT> cD 
T
w
o
 
a* 
4C 
•K 4c 4C 
* * * 4C 
54 4C 4e 4c 4e 4c 
rtf u or id CO r- o rH or CM CM ID or or CM o <T> O 
a) 0 rH C\ rH 00 o or r» CO ID CT> or O o CTi O 
>4 •H o rH ID or CM r- CTt or rH or CM CM o o or CTC 
S-l o o CD CD rH CO O CM o o LD o o o cr» CO 
0 cu • 
co c 
O 
cn 
iH 
1 * 4c 
rH c/i 4C 4C 
54 4C 4C 
(T* rtf 54 <T> CD f'- ID CO tD or •H rH <TC rH <y> rH CM cD o 
rH 0 0 O CD ID rH CO rH CTC CM o CD Cc CM o p- o 
>4 •H CM 00 ro or r~ CO r- CO r- CD O CD or rH ID o 
54 CO rH ID CO CO o ID O o O CD CTi CM rH CM o 
0 CU 
rH £ 
cn 
c -C -C >1 
x: •H CT' 4-5 4-> O' 54 
4-5 G 54 54 x: c 0 
54 54 -C >1 0 0 4-5 •rH 4-5 
0 0 4-1 54 2 2 54 -X c 
01 2 2 54 54 0 0 54 0 01 
0 0 0 4-> 4-5 4-5 2 0 > 0 
i—1 ■P 4-5 s 2 c 0 0 2 c r-4 
(0 0 0 TD 0 2 2 4-1 H -Q >4 
C/1 z z 4-5 4-> 0 > 0 4-1 (tf 54 
0 0 •H c 0 0 2 0 0 > O 
G G G 2 2 54 M 4-1 4-5 2 4-1 •H 4-5 
0 0 0 0 0 0 0 G 
!-4 G 0 r4 04 0 01 4-> 4-5 0 i-4 4-5 •r4 a 0 
oi C/J 01 (0 0 4-1 (tf 4-1 4-5 XI 4-5 (tf -Q 4-1 0 0 > 
4J 4-5 4-> 4-5 4-5 C 0 0 4-1 4-1 0 (tf •r4 os G 
•H •H •r4 •H CO C/1 •H 0 01 01 Q XI >4 •H a OS 4-1 H4 
0 >44 CM CM 04 0 0 04 •H 0 01 0 54 cu (tf 0 
r—l 0 0 0 ftf i-4 i-4 ftf 4-5 r4 < 4-5 a 0 (0 4-1 4-1 GS 4-1 0 
XI 54 54 54 u (tf ftf u o ftf G 4-5 u c G 4-» 
<0 04 04 04 C/1 CO 0 C/1 n 0 r-4 G 0 0 -X 01 
•H rH 0 54 (tf 0 54 54 o 0 C/1 
54 4J 4-1 4-5 4-5 4-5 i-4 4-5 X 54 4-5 > >4 54 •r4 r-4 CD 
(tf 0 0 0 0 0 0 0 •H 3 0 G 3 3 3 (tf O 
> z 2 z 2 2 u 2 t. O &4 H O O CX C/1 U 
T
A
B
L
E
 
A
-1
7
 
C
o
n
ti
n
u
e
d
 
165 
* 
4t * 
G 4t * 
(d g CN CN <T> iH I"' VO rH 
cu 0 O rH <T> rH rH r~ vO 
Sh -G co o •^r o CN VO in <3* 
g co o CO rH O o CN cn 
0) ft • 
vO C 
r* O 
cn 
rH 
| ■K 
cn * 
G * 
cn id G CO 00 cn rH in vO CN 
H 0) 0 CN VO <n rH rH ''3* o 
>i •G CO CO o CN in uo in 
5-1 iH CO rH o o CN 
0 ft 
4t 
4C * 
g ■K * * 
id G r* (Ti CO rH rH CO 
<u O o O CN o cn CN 
Sh •H rH O VO -d- o o CO 
g o o r~ CO CO o vO in 
<U ft 
CO G 
r-' O 
cn 
rH 
rH cn 4C 
G * 
cn id u r-~ r- CO o rH 00 r* r- 
rH cu 0 r- rH IN o cn f'- rH 
X •H CO cn vO in o o CN 
g rH CO 00 o vo rH 
0 ft 
Eh 
<U O r—1 in 
o O O o 
<u c • • • 
o <u 
cn G •H cn 4J 4-» 4-> 
4J CU G <u id id id 
(1) •H <U cu 
x: cn G ft +j 4J 4J 
V cn cu X 6 c 0 G G G 
g < ft w G 0 T-1 id id id 
0 X •H •H ft o o u 
s i—t w cu cg 4J s •rH •H ■H 
id G id g w <4H <44 >44 
-U 4-> -p •H -C o G •H •H •G 
0) 0 G .J 4-> •H •H <4H C C C 
cu z E-* cu •H <4-1 ft 0 cn cn cn 
iH e 4-> s -H •H •G •G 
XJ 0 0 cu o cn <4H G CO CO CO 
id 4-> 4J cn 3 cn G 0 <U 
•G id T3 G cu n 4t 4C * 
G Eh Eh c 0 <d > cu g 4t 4t 
cd CQ CQ id G <u •H cn 41 
> W a 2 ft X Q < 2 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
W
O
-T
A
IL
E
D
 
P
 
V
A
L
U
E
S
 
B
A
S
E
D
 
O
N
 
T
H
E
 
W
IL
C
O
X
O
N
 
R
A
N
K
 
S
U
M
 
T
E
S
T
 
F
O
R
 
F
IN
A
N
C
IA
L
 
R
A
T
IO
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
166 
* 
Vl * * * ■It 
<0 * * * * * 
© u 1—1 r- in o CO r- c pH r- CN CO <—1 cn r" O rr 
> 0 1—1 i—i iH vD <r i—i o rH r—1 «D CO 1—1 O iD O m 
-H o o in vD CN o o r- o r—1 in CN o O CO r- iH O 
© u o o H o 00 T m o o o o m m CN o 
c cu 
HO o rH 
r- 
cr 
pH 
i ■It ■It 
co ■It ■It 
Vi ■It * 
CT d Vi rH CN o o r- ■'T r- CT in r- o in "T in in o o ID 
rH © 0 ID c o 00 CN CO rH CT CO o m CO CN m ID CN 
JH -H <T rH o [■" CN <?\ CN CO m r- r- CT CN ■'T ID r~ o 
Vi rH in o in CO CO CO 'T pH o in o O o r- p- n pH 
0 CU 
£ 
ro 
e'¬ 
er 
■It ■It * 
Vi ■it ■It * ■it 
d * ■It * * •K ■It 
© Vi m m r- CO r~ CT 00 o m rH CN o rH pH in rH 
>M 0 iD rH rH CT o ro CO CO <T m o o H CO CO iD 
•H O pH "T in o in CO r~ o ■tr CO H o o H r- o r- 
© Vi o o cD id pH CO o CN o o o o o CO cD CN o 
C a. 
O 
i 
co 
■* 
* * 
Vi * * 
ns Vi ID rH 00 o CO cn ID in in CO CN *H CT pH ID n 
a 0 00 CN pH in CT o m CO r- CT m O \D CN CO m m 
x *H 00 m r- CO in r- o m CO CN ro CN r- -T CN pH 
Vi in CN m CN ID o 'T o o o vD m o r- r» 
0 cu 
£ 
—■ 
^0 >. 
r. cp tJ 4J CP Vl 
■0 c Vl Vl -C c 0 
Vl s: •H >1 0 0 4J •H 4-1 
0 u Vl 2 2 Vl c 
CO 2 Vl Vl 0 0 Vl © CO 
© 0 0 4J 4J 4-> 2 0 > © CO 
i—i 4-1 4-> rH 2 2 c © © 2 c pH 4-1 
d as as d TO © 2 2 4J M X2 >. © 
C/2 2 2 4-1 4J 4-» 0 > © 4-) d Vl x: CO 
-H © © •H a O 0 2 © 0 > 0 4J CO 
c C G a. 2 2 Vl M 4J 4J 2 4-1 •H 4J Vl < 
0 0 0 d © 0 0 © c 0 
u c C Cm 0 CO 4J 4-1 0 4J •H o © 2 
CO CO CO 0 0 4-> 4-> JO 4-> XI 4-> o © > d 
4-> •4-1 4-> CT »H c © © 4-1 1—I © d ■H OS c 4-1 4J 
•H -H -H c CO CO d 0 CO CO a Si >i d a cc 4J M © 0 
o (4-1 (W U-l -H © © 4-1 •H © CO © Vl 4-> d 0 2 
i—i 0 0 0 <—i r-4 •H 4J pH < 4J Q 0 -H 4J 4-1 OS 4-1 0 
.Q Vl Vl Vl U d d Cm O d c 4J Qt c c 4J 0 0 
ns cu Cm CU 0 CO CO d © CO TS © c d © © CO 4-1 4-1 
•H 2 u »—1 © Vl d © U Vi Vi o © CO 
Vl 4-> 4-> 4-> 4-1 4J rH 4J X Vl 4J > u Vi •H pH 0 E- 
d a> © © © © 0 © •H 3 0 c 3 3 3 d O CQ 02 
> 2 2 2 2 2 u 2 &M o M u o cx co u K W 
S
ig
n
if
ic
a
n
t 
a
t 
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
W
O
-T
A
IL
E
D
 
P
 
V
A
L
U
E
S
 
B
A
S
E
D
 
O
N
 
T
H
E
 
W
IL
C
O
X
O
N
 
R
A
N
K
 
S
U
M
 
T
E
S
T
 
F
O
R
 
D
E
V
IA
T
IO
N
 
O
F
 
F
IR
M
 
R
A
T
IO
 
F
R
O
M
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
167 
Vi 
id 
* 
* 
* •It •it 
■it 
•it 
0) u co O CO CO p cp o p CO in m m p in in p 'CP rH 
X 0 CP VO rH CP r-H ID o CO 00 CO rH o o o CO p CO rH 
•H p lO in rr in rH o CM <p CO in CO o o p o rH o 
a) u CM p in CO rH co o CO •p in o o o o p CO CM o 
c 
o 
cu 
rH 
p ■it ■K 
p cn * ■K 
<p Vi ■K ■it 
rH Id Vi ID •CP CO O P 00 P o CO P in CO CP ID <P o <p o 
CL) 0 uo 00 CO ID CM CO CO CM <p CO CO <p P CM P ID rH in 
X •H 'CP p rH ID cp rH P P CM CO CO CM CO CO O ID 00 CO 
Vi ID <n CP P CO CP ao CO rH o in rH o O P P- P r-H 
O PU 
Vi 
id 
0) u 
x o 
•H 
d) Vi 
c pu 
co o 
p 
cr> 
i—i 
rH 03 
p u 
CP CTJ M 
rH d) O 
X -H 
Vi 
O PU 
g 
■it ■it ■it 
■K ■K •it ■it ■it 
•it ■it ■k * ■it •It ■it 
P ID ID rH CM CO O o CO in p CM CM o cp rH CO P- 
O CO 00 cp in <P CO CO ID CO p- P O o cp ID rH r-H 
CN CO 00 CO in CM CM ID O CO CO rH o o o O CM o 
CO in in 'CP rH CT> r-H CM O o in o o o cp ID O o 
•K ■K 
■K * 
■K * 
ID rH rH in p in CO CM cp cp ID ID in p o cp CM p 
CO CO rH in p CO CM CO 'p p vD CO CO o in CM O o 
00 r- rH 00 CO CO CO rH CO CO cp CO in CO o P rH CO 
m ID CO CO in o CO o o o ID in CO o in P rH 00 
CP 
G A A X 
A •rH CP 44 44 CP Vi 
44 c Vi Vi A C 0 
Vi Vi A •rH >1 0 0 44 •H 44 
0 0 4-> 44 Vi 2 5 Vi A c 
s 2 Vi Vi 0 0 Vi <u cn 
cn 0 0 44 44 44 S 0 > d) cn 
a) 44 4-) 2 2 c a) d) 2 c rH 44 
r—1 0) d) TD CD 2 2 44 H 13 >. <d 
Id 2 2 4-> 44 0 > a; 44 id Vi A cn 
CO Cl) CD •H C 0 0 2 a) 0 > 0 44 cn 
G C 2 2 Vi M 44 44 2 44 •H 44 Vi < 
c 0 0 a) 0 0 CD G 0 
0 G C PV 0 cn 44 44 0 44 ■H o d) 2 r—l 
to in 0 0 4-> 44 13 44 13 44 o <d > id 
44 44 4-1 rH rH G a) CD 44 rH CD <d •H os c 44 44 
•H •rH •H Id cn cn id 0 W cn a 13 X id a PS 44 M d) 0 
a) MH ItH ItH 44 a) CL) 4-) •ri <u W CD Vi 44 id 0 2 Eh 
rH 0 0 0 •H rH i—1 •H 4-> r—1 < 44 a 0 •H 44 44 OS 44 0 
Vi Vi Vi Qi CO fO Qi a <d G 44 Qi c G 44 0 o 
id PV Oi PU <d CO CO id a) CO 'O <u rH c id d) d) cn 44 44 
-rH U o f—i <d Vi id Q) <J Vi Vi o <d CO 
Vi 4-) ■P 44 44 44 rH 4-) Vi 44 > Vi Vi •H rH O Eh Eh 
(0 a) Q) a) <u <u 0 a) •H 3 O C 3 3 3 aj O 03 03 
> 2 2 2 2 2 u 2 Ed U Eh H u O ex CO <J W Ed 
■it it ■* 
* -it 
« 
S
ig
n
if
ic
a
n
t 
a
t 
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
.0
5
 
D
IF
F
E
R
E
N
C
E
S
 
B
E
T
W
E
E
N
 
F
IR
M
S
 
W
H
IC
H
 
F
A
IL
E
D
 
A
N
D
 
T
H
E
IR
 
M
A
T
C
H
E
D
 
N
O
N
F
A
IL
E
D
 
F
IR
M
S
: 
T
W
O
-T
A
IL
E
D
 
P
 
V
A
L
U
E
S
 
B
A
S
E
D
 
O
N
 
T
H
E
 
W
IL
C
O
X
O
N
 
R
A
N
K
 
S
U
M
 
T
E
S
T
 
F
O
R
 
D
E
V
IA
T
IO
N
 
O
F
 
F
IR
M
 
R
A
T
IO
 
F
R
O
M
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
D
IV
ID
E
D
 
B
Y
 
IN
D
U
S
T
R
Y
 
A
V
E
R
A
G
E
 
168 
54 * 
* 
■d * * 
<d * * * * * 
05 u rH r~ in o CO [-> O rH r- CM CO -T rH m o 
>• 0 rH rH rH lO rH o rH rH 10 ^r CO rH o lO o CO rH 
•H o o m 10 CM o o r- o rH m CM o o CO r~ rH o 
(1) u o o r-~ rH o CO m o o o o CO in CM o 
c a, 
vO o rH 
r- 
<T> 
rH 
i * ■d 
or cn * * 
54 * ■d 
<Ti <d 54 rH CM o o r* or r~ <T> in r- o in or m in o o 10 
rH a) 0 or lO o o CO CM 00 *H <T» CO o CO CO CM in vO CM or 
>< •H a> rH o CM <Ti CM CO in r* CD CM or or iO f' o 
54 rH m o in CO CO CO or rH o in o o o r~ cn rH 
0 04 
2 
m 
r" 
<n 
rH 
I 
r—I 
f" 
<x> 
r—I 
* ■d ■d 
u ■d ■d ■d ■d ■d 
10 ■d ■d ■d ■d ■d * ■d 
a) 54 cn in CO or (T> 00 O CO rH CM or O rH rH rH rH 
0 iO rH rH cn or o or CO CO CO <n in o o rH CO r~ 10 
•H o rH or in o in CO r" o or CO rH o o rH r- CO r- 
05 54 o o io lO rH CO o CM o o or o o o 00 iO CM o 
c 04 
o 
cn 
■d 
■d •d 
54 ■d •d 
<d U iO rH CO o CO CO or 10 in m CO CM or rH rH or CO 
a) 0 00 CM rH in c\ O CO 00 r" <n CO or o iO CM 00 rH in 
•H 00 CO r- CO m or r- o in 00 CM CO CM r- or CM o rH 
54 in CM CO CM iO o or o o o l£> r- CO o or or CO t"- 
0 04 
3 
E-i 
a) 
i—t 
X 
id 
•H 
U 
> 
CP 
c X £ >. 
£ •H co 4J 4J Oo 54 
-U c 54 54 x: C 0 
54 54 x ■H >. 0 0 4J •H 4-5 
0 0 4J 54 2 2 54 c 
cn 2 2 54 54 0 0 54 05 cn 
<y 0 0 X 4-5 4-> 2 0 > 05 cn 
rH 4-> 4-> 2 2 c CJ 05 2 c rH X 
id 05 05 T3 a; 2 2 4-5 M X 05 
cn 2 2 X 4-> 0 > 05 4J m 54 X cn 
<u <u -H c 0 0 2 05 0 > 0 X cn 
c C C 2 2 54 M 4J 4-5 2 4-5 •H X 54 < 
0 0 0 05 0 0 05 c 0 
C C 04 0 cn 4-5 4-> 0 4-> -H O 05 2 rH 
cn cn cn 0 0 4J 4-5 XI 4-> X 4-5 0 05 > id 
+j 4-» X rH rH c <u QJ V r4 05 id •H qo c X X 
•H •H •H (0 01 cn id 0 cn cn a XI >. m a Q£ 4-» w 05 0 
4-1 IW 44 4J a) cu 4J •H cu cn 05 54 4-5 d 0 2 Eh 
0 0 0 •H •—i >—i •H x rH < 4-> a 0 •H 4-5 4-5 Q£ X 0 
u 54 >4 04 <d <0 04 O <0 c 4J 04 c c X 0 0 
o- 04 04 CtJ CO cn in a) cn T3 a> r4 c m 05 05 cn X X 
o u rH a) 54 m 05 u 54 54 O 05 cn 
4-1 4-> 4-1 X 4-> rH 4J X 54 4-5 > 54 54 •H rH o £-• E-> 
a> 01 05 <u a) 0 a *H 3 0 e 3 3 3 id o CQ 03 
2 2 2 2 2 o 2 Cl4 u Eh M U U o cn u a a 
* -d * 
* -d 
■d 
S
ig
n
if
ic
a
n
t 
a
t 
.0
0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
.0
1
 
S
ig
n
if
ic
a
n
t 
a
t 
.0
5
 
_ 

