problem of identifiability of finite mixture of Burr type XII distributions is studied. A procedure is presented for finding maximum likelihood estimates of the parameters of a mixture of two Burr type XII distributions, using classified and unclassified observations. Estimation of a nonlinear discriminant function on the basis of a small sample size is considered. Its performance is investigated by a series of simulation experiments.
INTRODUCTION
Burr type XII distribution was first introduced by Burr [l] . Lewis [2] stated that many standard theoretical distributions, including the Weibull, exponential, logistic, Gompertz, normal, extreme value and uniform, are special cases or limiting cases of the Burr system of distributions. Dubey [3, 4] discussed usefulness and properties of the Burr type XII distribution as a failure model. Evans and Simons [5] studied further the distribution as a failure model, and they also derived the maximum likelihood estimators as well as the moments of the Burr type XII distribution. Wingo [6] fitted the Burr type XII distribution to life testing data using the maximum likelihood method.
The cumulative distribution function of Burr type XII distribution is given by Mixtures of life distributions occur when two different causes of failure are present each with the same parametric form of life distribution. Finite mixture of distributions have been used as models throughout the history of modern statistics. The mixture of two populations is usually associated with two problems. In the first problem, the aim is to estimate the parameters of the two populations. Unclassified data are used for this purpose. The other problem associated with the mixture model is to estimate a discriminant function from the unclassified data and
Typeset by J&@-~&X 13 study the performance of the discriminant function. Studies in this area have been undertaken by O'Neill [7] and Ganasalingam and Mclachlan [8, 9] . In all these studies, the underlying population are assumed to be normal. Amoh [lo] estimated a discriminant function from a mixture of two inverse Gaussian distributions when the sample size is small. In this paper, a mixture of two Burr type XII is considered, identifiability, estimation of parameters and estimation of nonlinear discriminant function are studied. Also, three classification procedures, mixture, completely classified and optimal are compared.
IDENTIFIABILITY
The property of identifiability is an important consideration on estimating the parameters in a mixture of distributions, also testing hypothesis about mixture of distributions, classification of a random variable based on a mixture, etc., can be meaning fully discussed only if the class of all finite mixtures is identifiable. Here, we discussed the problem of identifiability of finite mixture of Burr type XII distributions. Yet, to our knowledge, the question of identifiability in this case has not been settled in the literature. Discussions of the identifiability of mixtures may be found in several papers, among others, by Teicher [ll-131, Yakowitz and Spragins [14] , Mohanty [15] , Rennie [16] , Blum and Susarla [17] , AL-Hussaini and Ahmad [18] , Fraser et al. [19] , Ahmad and AL-Hussaini [20] , Kent [21] , Ahmad [22] , and Ahmad and Abd EL-Hakim [23] .
The set H of all finite mixtures of a class 3-1 of distributions is the convex hull of 7-1, implies n = m and for each i, 1 5 i 5 n, there is some j, 1 5 j < n, such that ci = c: and Fi = Fl. The following theorem given by Teicher [12] gives a necessary and sufficient condition for the identifiability of finite mixtures of distributions.
THEOREM. [12] A necessary and sufkient condition that the class IFt = {EZ, ciFi(z), ci 2 0, Cz, ci = 1) of all finite mixtures of the finite family 2 = {Fl(z), Fz(z), . . . , F,(z)} be identifiable is that there exist n real values x1, x2, . . . , x, for which the determinant of Fi(zj), 1 5 i, j 5 n does not vanish. with xj = (2j -l)l", = 1,2,..., n, leads to the determinant
taking 2-kj = Xj, for j = 1,2,. . . , n, the above determinant (2.2) can be written in the form where the above determinant is a Vandermonde one. Thus, the form in (2.4) is equal to
which is not equal zero for distinct Xi, Xp, . . . , A,.
LIKELIHOOD ESTIMATION
Let 21, 22, . . . , zn be a random sample of size n drawn from a mixture of two Burr type XII density functions in the form
where p is the mixing proportion of the first component in the mixture, ICI is the shape parameter of the first component, k2 is the shape parameter of the second component and c is the common shape parameter. where r(xj) = log(1 + xi), P(xj) = x;/(l + x;) logxj. It is straightforward, at least in principle, to find a solution of the system of equations (3.7), using the EM algorithm of Dempster et al. [25] .
In this article, we solve the nonlinear system of equations (3.4) directly by using routine ZSPOW from IMSL [26].
CLASSIFICATION RULES
Discriminant function is helpful in indicating the direction and the degree to which each variable contributes to the classification. The classification procedure assigns an individual to one of two distinct population ~1 and 7r2 with probability p and q, p + q = 1. When all the parameters of the populations are known the optimal rule, nonlinear discriminant rule is to assign a new observation x to ~1 or ~2 according to whether the value of the nonlinear discriminant function NJ!+_,(X) = a + br(x), where
is less or greater than zero, respectively. On the other hand, when the parameters of the population are unknown but there are ni initial observations available from ni with n = ni +nz, the classification rule is based on estimates of the unknown parameters from the classified samples. The resulting classified nonlinear discriminant function is iv&(x) = C+&(x),
ndog(~)+log(~). ?,=&iz, F(z)=log(l+x"). (4.2)
The maximum likelihood estimates of the parameters from the classified samples can be written in the form where r(xij) = log ( ln+ xzj) - 
DEFINITION OF PROBABILITY OF MISCLASSIFICATION
Let Eij (i = 1,2, j = o, c, m) be the probability of misclassifying an observation from xi by the nonlinear discriminant function NLj(z), with Ej as the corresponding total probability of misclassification. The conditional error rates for the nonlinear discriminant function well be measured by the following exact formula.
Consider the nonlinear discriminant function
NLj(z) = aj + bjr(s). (5.1)
We classify 2 in ~1 if NLj(Z) < 0. Hence,
Elj = p(aj + bj T(X) > 0 1 x E TI), if ICI < kz, bj < 0,
hence, 
SIMULATION EXPERIMENTS AND RESULTS
A series of simulation experiments were performed to investigate the performance of NL,(z) relative to NL,(z) and NL,(z) for small samples. Twelve combinations of the parameters were taken: c = 5, ICI = 1, k2 = 2,6,11 and p = 0.3,0.5. For each combination of the parameters, classified and mixture samples of sizes n = 40 and n = 100 were generated from the mixture distribution. The following procedure was used for generating a mixture sample: -Generate Vi and Us from U(0, 1) using GGBUS routine from IMSL. Using the parameters and the calculated estimates the individual and total conditional probabilities of misclassification, as defined in (5.2), were evaluated for the completely classified and mixture discrimination procedures for each sample generated. These were averaged over 50 repetitions for each combination of parameters considered. The sample means of the individual and total conditional probabilities of misclassification are denoted by i!& and Ej (i = 1,2, j = m, c), respectively. The corresponding optimal probabilities of misclassification I&, I& and E, were also evaluated for each parameter combination. Table 1 shows the individual probabilities of misclassification for the three discrimination procedures for n = 40 and n = 100. The standard deviations for the conditional probabilities of misclassification are shown in parentheses. We find that generally Erj (j = c, m) are closer to the corresponding optimal values than Ezj, considering these conditional probabilities of misclassification as estimates of the optimal probabilities of misclassification. We observe that for small values of d = llcl -lczl, the estimates ,??rj are poor with Z&j, consistently exceeding Ezo. This is not surprising since when the parameters are small the components of the mixture population are well-separated, and hence, it is very difficult to discriminate between them. When d is large and p is change from 0.3 to 0.5, the estimates Erj and Ezj are improved. The variance associated with Eij are quite large and every Eij lies within one standard deviation of the corresponding optimal value Ei,. Also, for every parameter combination, the standard deviation of Ei, is smaller than that of Eim, since more information is known in the former case. Table 2 shows the total probabilities of misclassification, with the standard deviation of Em and E, shown in parentheses. Also shown are the standardized biases. The first entry in each cell under B(l?j) is the value of the absolute bias from E, standardized by the standard deviation of ,??j and the second is the value of the ratio of the absolute bias to E,. On the other hand, B is the value of the ratio of the bias of E,,, from I?,.
From Table 2 , we see that the total conditional probabilities of misclassification as estimates of the optimal probabilities are poor when d = llcr -Iczl is small. The standard deviations are smaller than those for individual probabilities but they are still quite large. When d is large the estimates are quite good and EC does consistently better than I?,. From the last column, we see that the mixture discriminant procedure relative to the classified performs poorly for d large and
