ABSTRACT Twin extreme learning machine (TELM) based on the hinge-loss function shows great potential for pattern classification. However, the hinge loss is related to the shortest distance between sets and the corresponding classifier is hence sensitive to noise and unstable for resampling. In contrast, the ε-insensitive zone pinball loss is related to the quantile distance therefore is not sensitive to noise, and the resulting solution is sparse. To improve the performance of TELM, we propose a novel TELM learning framework by introducing ε-insensitive zone pinball loss function into TELM. Compared to TELM with hinge loss, the proposed SPTELM has the same computational complexity and is insensitive to noise, resampling stability and maintaining the sparsity of the solution. Further, we theoretically analyzed the sparsity, noise insensitivity and time complexity of SPTELM. Experimental results on multiple datasets demonstrate the noise insensitive, retains sparsity of the proposed method.
I. INTRODUCTION
Single-layer hidden layer feed-forward neural networks (SLFNs) [1] have received extensive attention and in-depth research in recent decades. However, one of the two challenges and difficulties faced by SLFNs is that most of the algorithms described above for training SLFNs do not guarantee global optimality. As an excellent feed-forward single hidden layer neural networks training algorithm, the extreme learning machine (ELM) was proposed by Huang et al. [1] , [2] . Compared with traditional neural networks, ELM main advantage is its fast speed, globally optimal solution and easy implementation. ELM not only overcomes the shortcomings of traditional feed-forward neural networks, but also achieves faster calculation speed and better generalization performance in theory and simulation. Recently, ELM has been successfully applied in many fields, such as Bioinformatics [3] , [4] , Computer Vision [5] , Data Mining [6] , Robotics [7] .
In recent years, many researchers have conducted in-depth research and discussion on ELM and proposed many
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ELM-based algorithms [8] - [20] . The main representative work can be briefly reviewed as follows. Miche et al. [8] prposed a optimally pruned extreme learning machine. It is based on the original ELM algorithm and adds some steps to make it more robust and versatile. A sparse extreme learning machine (SPELM) was proposed by Yang and Zhang [10] . Ma et al. [11] proposed Lagrangian extreme learning machine (LELM) for pattern recognition. Bai et al. [14] proposed a sparse ELM as an alternative solution to classification, reducing storage space and testing time. Iosifidis et al. [18] proposed minimum class variance extreme learning machine for human action recognition. Inspired by twin support vector machine (TSVM) [21] , Wan et al. [22] proposed a new twin extreme learning machine (TELM) for binary classification problems. TELM aims to learn two nonparallel separating hyperplanes in the ELM feature space. TELM inherits the advantages of ELM and TSVM. However, TELM is mainly used to deal with supervised learning problems. In order to improve the performance of TELM in semisupervised learning environment, Shuang et al. [23] proposed a novel laplacian TELM (Lap-TELM), which simultaneously trains two related and paired semi-supervised ELMs with two nonparallel separating planes for the final classification. The Lap-TELM exploits the geometry structure property of the unlabeled samples and incorporates it as a manifold regularization term. This allows Lap-TELM to reap the benefits of fully exploring the plentiful unlabeled samples while retaining the learning ability and efficiency of TELM. Although TELM provides acceleration relative to ELM, it is not only noise sensitive but also unstable for resampling due to the hinge loss based on TELM. To overcome this limitation of hinge loss, Huang et al. [24] proposed an interesting approach, which for the first time introduced the pinball loss to the classic SVM, which is called pinall SVM (pin-SVM). The core idea of pinball loss is based on maximizing the quantile distance between two classes, rather than maximizing the distance between the closest samples between the two classes [25] - [28] . Therefore, this approach makes the SVM noise insensitive and resampling stability. However, introducing pinball loss to the SVM leads to the solution losing its sparsity. In order to overcome this difficulty while maintaining the sparsity of Pin-SVM, Huang et al. [24] introduced an ε-insensitive zone in the pinball loss and proposed a sparse SVM (SPSVM). Theoretical and experimental results analysis shows that the sparse pinball loss model is insensitive to noise and sparse in the solution obtained. In recent years, many researchers have conducted in-depth research based on pinall loss and proposed many excellent learning algorithms [29] - [35] . For example, Xu et al. [29] proposed a novel twin support-vector machine with pinball loss (pin-TSVM). Simultaneously Xu et al. [32] proposed a maximum margin and minimum volume hyper-spheres machine with pinball loss for imbalanced data classification. Although the above pin-TSVM exhibits good performance for noise and resampling, it lacks sparsity. To overcome this difficulty, Tanveer et al. [36] proposed a novel sparse pinball twin support vector machines (SPTSVM) based on the ε-insensitive zone pinball loss function to rid the original TSVM of its noise insensitivity and ensure that the resulting TSVM problems retain sparsity which makes computations relating to predictions just as fast as the original TSVM. The experimental results show that SPTSVM is insensitive to noise while preserving sparsity, and in most cases the performance is better than that obtained by the original TSVM. In addition, many scholars have proposed some excellent learning algorithms based on TSVM [37] - [43] . For examples, Khemchandani and Sharma [37] proposed robust least squares TSVM for human activity recognition. Tanveer et al. [38] proposed robust energy-based least squares twin support vector machines. At the same time, Tanveer [39] proposed robust and sparse linear programming twin support vector machines.
As mentioned above, TELM is an excellent learning algorithm, but TELM cannot address the issues of insensitivity to noise around the decision boundary and ensuring sparsity of the solution. Therefore, it is necessary to introduce noise insensitivity and sparsity in the TELM formulation. To the best of our knowledge, no one has introduced BB to TELM so far. Inspired and motivated by the studies of TELM and SPTSVM, in this paper, we propose a novel TELM learning framework based on ε-insensitive pinball loss called sparse twin extreme learning machine (SPTELM). SPTELM is not only insensitive to outliers, but also preserves the sparsity of the solution, and resampling is stable compared to TELM. Extensive experiments conducted across multiple datasets demonstrates that the proposed SPTELM is competitive with state-of-the-art methods in terms of robustness and feasibility.
The rest of this paper is organized as follows. In Section II, we briefly review the related work, including ELM, TELM and Pinball loss with ε-insensitive zone. In Section III, we will give the details of our algorithm. Experimental results and the analyses are given in Section IV. Finally, the paper is concluded and future work is presented in Section V
II. BACKGROUND
In this section, we will briefly introduce the TELM [22] and pinball loss with ε-insensitive zone [24] .
A. TWIN EXTREME LEARNING MACHINE
TELM is an excellent learning tool for machine learning and pattern recognition [22] . Compared with ELM, TELM also randomly generates the input weights and biases of the hidden layer. Specifically, TELM first constructs a feature space using random feature mapping mechanism, and then learns two non-parallel separated hyperplanes for final classification. For each hyperplane, TELM minimizes the distance to one class while the distance to the other class is as large as possible. TELM introduces the idea of TSVM into the basic learning framework of ELM, so TELM has the advantages of both algorithms.
Consider a binary classification problem the training data 
For the linear case, similar to TSVM, the TELM [22] also determines two nonparallel hyperplanes in the TELM feature space:
and
In order to get (1) and (2), we have the following pair of quadratic programming problems (QPPs):
where α and θ are the vectors of Lagrange multiplier.
A new sample point x ∈ R n is assigned the positive or negative class by comparing the following vertical distance measurement between it and the two hyperplanes, i.e.
For the nonlinear case and more details, please refer to [22] .
B. PINBALL LOSS WITH ε-INSENSITIVE ZONE
In order to make the classifier unaffected by the characteristic noise near the decision boundary, pinball loss is proposed [24] - [28] . The core idea of pinball loss is based on maximizing the quantile distance between two classes, rather than maximizing the distance between the closest samples between the two classes. The pinball loss is given as follows,
which can be regarded as a generalized l 1 loss. Although pinball loss makes the classifier insensitive to the noise of the decision boundary and has resampling stability. However, the noise insensitivity caused by the loss of the pinball leads to the sparsity of the solution. This is because the subgradient of pinball loss is non-zero almost everywhere. To achieve sparsity, many scholars have introduced introduce an insensitive zone to the pinball loss, then any point located in the insensitive zone corresponds to a zero dual variable [24] , [36] . In [24] , Huang et al. proposed ε insensitive zone pinball loss, as follow
where ε ≥ 0. When ε = 0, the (9) reduces to the pinball loss. The study shows that lengthes of insensitive zones for u > 0 and u < 0 can be different [19] . L τ (u) is related to + is related to τ [19] . Therefore, Luo et al. [19] have shown that the length of the insensitive area is reasonable in relation to τ . Specially, Luo et al. [19] pointed out the smaller τ is, the larger the insensitive zone for u < 0 should be. For this reason, Luo et al. [19] redefine the pinball loss with ε-insensitive zone as follows,
In Figure 1 , L ε τ (u) with τ = 0.5, ε = 0.2 is illustrated. For more details, please refer to [19] . 
III. SPARSE TWIN EXTREME LEARNING MACHINE
The TELM has been proved to be an effective classification algorithm. However, we notice its hinge loss function has noise sensibility. To further improve the generalization performance, we provide a novel TELM based on ε-insensitive pinball loss, which is called sparse twin extreme learning machine (SPTELM). It rid the original TELM of its noise insensitivity and ensure that the resulting TELM problems retain sparsity. Similar to TELM, SPTELM also derives a pair of nonparallel planes for final classification by solving a pair of QPPs. VOLUME 7, 2019 A. LINEAR SPTELM For the linear case, SPTELM first utilizes the random feature mapping mechanism to construct the feature space, and then two nonparallel separating hyperplanes are construct for the final classification. Therefore, we can get two non-parallel SPTELM classification hyperplanes in R n :
that attempt to separate positive and negative class points, respectively. In this paper, we call f 1 (x) and f 2 (x) as the positive and negative hyperplanes, respectively. Similar to the TELM, we utilize the positive and negative hyper-planes (11) and (12) to separate the future sample points. In general, the two hyperplanes are nonparallel. Next, we elaborate the formulation of the SPTELM in the linear case for binary classification problems (13) and (14) . In order to obtain the positive and negative hyperplanes, we consider the following a pair of constrained optimization problems:
and min
where ξ and η are slack vectors, 0 is a zero vector, c 1 , c 2 > 0 are regularization parameters, e 1 ∈ R m 1 and e 2 ∈ R m 2 are vectors of ones.
In both the problems (13) and (14), the first term of the objective function corresponds to minimizing the sum of the squared distances of the samples of the concerned class from the hyperplane of that class. Meanwhile, the second term seeks to minimize the sum of errors that arise according to whether the samples of the other class are at least 1 unit distance away from the hyperplane or not. An intuitive geometric interpretation is shown in Figure 2 . Here, the pinball loss with ε-insensitive zone (ε = 0.05, τ = 0.5) is exploited in SPTELM. As shown in Figure 2 , we give the classification hyperplane of SPTELM and TELM on the artificial dataset with zero mean Gaussian noise. It is obvious that in this case, our proposed SPTELM has a more reasonable classification hyperplane than TELM.
We notice that both (13) and (14) are QPPs of the same form as the original TELM problems, the only difference being the extra constraint due to the different loss function we use. For each of the two problems, we can see that the objective function depends on the samples of the corresponding class whereas the constraints depend on the samples of the other class.
To solve (13), we introduce the following Lagrangian function:
where α ≥ 0, β ≥ 0 and γ ≥ 0 are the Lagrangian multipliers. Differentiating the Lagrangian function with respect to w 1 and ξ yields the following Karush-Kuhn-Tucker (KKT) conditions
From (16a), we can get
Finally, we can derive the dual problem of (13) as follows:
Similarly, we can get the dual problem of (14) as follows:
where δ ≥ 0, θ ≥ 0 are Lagrangian multipliers. Remark 1: It is easy to see that the solutions to the dual problems (18) and (19) 
B. NONLINEAR SPTELM According to Hilbert space theory, w 1,2 can be expressed as
we consider the following two kernel generated separating surfaces:
where C T = [A B] T and K is an ELM kernel function. We can calculate the ELM kernel function as
In order to get the above two nonparallel-planes (21) and (22), we will consider the following a pair of optimization problems:
where Similarly linear case, we can get the dual problems of (24) and (25) as follows:
where δ ≥ 0, θ ≥ 0 are Lagrangian multipliers.
Once we obtain the required parameters from problems (26) and (27), we use the decision function to predict the class of a new sample x ∈ R n by assigning it to class l, (l = 1, 2) in a manner similar to the linear case.
C. PROPERTIES AND ANALYSIS OF SPTELM
In this section, we explain from a theoretical perspective how combined with the ε-insensitive ball function results in noise insensitivity. For the sake of brevity, we take the linear case as an example, and the same analysis applies to nonlinear cases. The subgradient of the ε-insensitive pinball loss function is as follows
Thus, the optimality condition for (13) can be written as:
where 0 is the vector which has all its components equal to zero and h(x 2,i ) ∈ H 2 . For a given w 1 , we partition the index set into five sets:
where i ∈ {1, 2, . . . , m 2 }. It is easy to know that the data samples do not contribute to w 1 in S w 1 2 because the subgradients in these data samples are zero. Therefore, S w 1 2 directly affect the sparsity of the SPTELM. In addition, we find that set S w 1 2 is dependent on the value of ε. The sparsity of the model will be lost when ε is close to 0, and if ε → ∞, then more samples are located in S w 1 2 , so we get sparsity. Thus, there are ψ i ∈ [0, 1] and
From (31), we easily find that when the value of ε is fixed, τ controls the number of samples in S 2 . When τ is small, the number of samples in S w 3 4 is very large, while the number of samples in other sets is small, making the result sensitive to feature noise in the sample. Conversely, having a large τ value will provide many data samples for all five sets, and the results are less sensitive to zero-mean feature noise.
D. ANALYSIS OF TIME COMPLEXITY
It is easy to find that SPTELM's main computational complexity mainly consists of solving a pair of quadratic programming problems and matrix inversion. The computational complexity for solving QPP (26) or QPP (27) is approximately O(m 3 ). The inverse of the matrices with size of (n + 1) × (n + 1) is no more than O((n + 1) 3 ), and the inverse of the matrices with size of L × L is no more than O(L 3 ); Therefore, the total time complexity of solving SPTELM is around O(m 3 + (n + 1) 3 + L 3 ).
E. COMPARISON WITH OTHER ALGORITHMS 1) SPTELM VERSUS TELM AND Pin-TSVM
Both SPTELM, TELM and Pin-TSVM find two nonparallel hyperplanes by solving a pair of small-sized QPPs. However, the loss functions they used are significantly different. TELM employs the hinge loss function and Pin-TSVM employs the pinball loss, while SPTELM adopts the pinball loss with ε-insensitive zone. In addition, the objective function in Pin-TSVM needs to calculate bias b, and there is no need to calculate bias in the objective function of SPTELM. And, the two non-parallel separated hyperplanes of the SPTELM pass through the origin in the SPTELM feature space. On the other hand, unlike Pin-TSVM, SPTELM uses a random feature map and the user knows h(x). In the non-linear case, there are similar properties.
2) SPTELM VERSUS SPTWSVM
Both SPTELM and SPTSVM find two nonparallel hyperplanes by solving a pair of small-sized QPPs. It is easy to see that SPTELM and SPTSVM use the same loss function. However, it is easy to see that their objective functions are different. It is necessary to calculate bias b in SPTSVM, and there is no need to calculate bias b in SPTELM. In addition, the two non-parallel separated hyperplanes of the SPTELM pass through the origin in the SPTELM feature space. Different from SPTSVM, the random feature mapping is adopted by SPTELM and h(x) is known to users. The specific content of SPTELM compared with other related algorithms is presented in Table 1 .
IV. EXPERIMENTS
In this section, to evaluate the performance of our method, we compared it with the most advanced classification algorithms, including C-SVM, 1 pin-SVM 2 [24] , pin-TSVM [29] , TELM [22] , SPTSVM [36] .
A. EXPERIMENTAL SETUP
In our experiments, all parameters are selected by the grid search method. The details of the parameters involved in each algorithm are as follows:
• C-SVM: the regularization parameter C, and the RBF kernel parameter θ ;
• pin-SVM: the regularization parameter C, the parameter τ and the RBF kernel parameter θ ;
• SPTSVM: the regularization parameters C = C 1 = C 2 , the parameter τ 1 = τ 2 = τ , the parameters ε 1 = ε 2 = ε and the RBF kernel parameter θ ;
• pin-TSVM: the regularization parameters C = C 1 = C 2 , the parameter τ 1 = τ 2 = τ , the parameters ε 1 = ε 2 = ε and the RBF kernel parameter θ ;
• TELM: the regularization parameters C = C 1 = C 2 , and the hidden layer node L;
• SPTELM: the regularization parameters C = C 1 = C 2 , the parameter τ 1 = τ 2 = τ , the parameters ε 1 = ε 2 = ε and the hidden layer node L; The experimental parameters are selected by 10-fold cross validation and grid search methods and testing accuracy is the average value of results for 10 times for each datasets. In other words, a data set is randomly divided into ten subsets, one of which is used as a test set and the other subsets as a training set. This process was repeated ten times and the average of ten test results was used as a performance measure. At the same time, while maintaining a constant ratio of samples in each class, the corresponding parameters corresponding to the highest classification accuracy are used to predict the corresponding test set. The parameters selected by all the above algorithms are as follows:
(1) The regularization parameters C are all selected from the set C ∈ {10 −6 , 10 −5 , . . . , (4) The RBF kernel parameter θ ∈ {10 −6 , 10 −5 , . . . , 10 6 }. To measure the actual classification performance of all algorithms, the traditional accuracy index Accuracy (ACC) is used. The above value is defined as:
where TP and TN denote true positives and true negatives, FN and FP denote false negatives and false positives, respectively. For fair comparison, we exploit the Matalab toolbox of quadratic programming (QP) to solve all the QP problems in the relevant algorithms. All the methods are implemented in MATLAB 2014a on Windows 10 running on a PC with system configuration Intel(R) Core(TM) i7-8700 processor (3.40 GHz) with 16 GB of RAM.
B. EXPERIMENTAL RESULTS ON ARTIFICIAL DATASET
Artificial Dataset: The distribution of the Cross-Planes dataset. It is generated by perturbing point lying on two intersecting line, and two classes are distinguished by blue ''+'' and red ''+'', respectively. Here, some Zero mean Gaussian noise are added into the dataset. Here, ε is kept constant, equal to 0.05, for the sake of easier data representation. For each combination of R and τ , we repeat the experiment 10 times and the results are presented in Figure 3 . It can be seen from Figure 3 that the classification hyperplane of TELM changes with the increase of Gaussian noise, and the proposed SPTELM classification hyperplane has almost no change, which indicates that our SPTELM is feasible and effective. 
C. EXPERIMENTAL RESULTS ON UCI DATASETS WITHOUT NOISE
To evaluate the effectiveness of SPTELM. We obtain ten benchmark datasets from the UCI machine learning repository. 3 We perform ten-fold cross validation in all considered datasets. In other words, the data set is randomly divided into ten subsets, nine of which are used as training sets and the remaining one is reserved as a test set. This process is From the results listed in Table 3 and Table 4 , it can be seen that in most data sets, SPTELM classification performance is better than other five methods. However, on the Heart-Statlog dataset, the other five methods have better classification accuracy than SPTELM. As for the learning time of the model, we can see from Figure 4 that the proposed algorithm outperforms TELM and SPTELM on all six data sets.
D. EXPERIMENTAL RESULTS ON UCI DATASETS WITH NOISE
In order to verify the noise insensitivity of our proposed algorithm SPTELM, we tested on ten benchmark datasets with zero-mean Gaussian noise. In other words, we add a certain percentage of noise to each data set and then analyze the results of the experiment. For each feature, the ratio of the variance of the noise to the variance of the feature is represented by R. In SPTWSVM we use the RBF kernel and the ELM kernel is used in the TELM and SPTELM models. We use SPTWSVM, TELM and SPTELM SPTWSVM to perform different levels of noise classification on corrupted data sets. In order to facilitate data representation, ε remains unchanged, equal to 0.05. For each combination of (R, τ ), the experiment was repeated ten times and the average of the obtained precisions, the experimental results are presented in Table 5 . As mentioned earlier, for each data set and different R values, the model with the best average classification accuracy is highlighted in bold.
As can be seen from Table 5 , our SPTWSVM achieves better results, that is, the average accuracy of SPTWSVM is the highest compared to TETM and SPTELM. In addition, the standard deviation of the proposed algorithm SPTELM is small, so this indicates that SPTELM is not sensitive to noise, which is consistent with our theoretical analysis. Further, we can observe that the classification accuracy of SPTSVM is better than TELM on the six UCI data sets. In terms of the learning time of the model, we can see from Figure 5 that the proposed algorithm SPTELM has obvious advantages over TELM and SPTELM on ten data sets.
E. SPARSITY OF SPTELM
In this part we will verify the sparseness of the proposed SPTELM, and the experimental setup is the same as IV-C. In Table 4 , we present the experimental results and compare the sparsity of the original TELM and SPTSVM and the propose SPTELM. In Table 6 , the two columns under each model show the number of non-zero dual variables corresponding to each of the two separate hyperplanes. Here, we have kept C and σ constant for all ε values which resists the effect of change in hyperparameters. From Table 6 , we can easily see that the sparsity of SPTELM is increased with the increase of ε, which is expected because the subgradients of many error terms in in our dual formulation become zero. Further, we can see from Table 6 that our model SPTELM is more sparse than the original TELM, while maintaining the characteristics that are not sensitive to noise. This sparsity of solution makes the prediction process faster than the TELM which is of immense value, especially in datasets with large samples
F. PARAMETERS ANALYSIS
Further, in order to evaluate the performance of our algorithm, we fixed the parameters τ = 0.3 and ε = 0.05. SPTELM performed a series of experiments on data sets Australia and Spect with different noise ratios. All experimental results are presented in Figure 6 . From Figure 6 , we can easily find that the proposed SPTELM is more stable and better than SPTSVM and TELM. In addition, SPTSVM performs better than TELM on both data sets. This further proposed SPTELM is not sensitive to noise.
In order to analyze the influence of parameters on the performance of the proposed SPTELM, we selected two UCI data sets for experiments. The experimental results are presented in Figure 7 . Figure 7 shows a 3-dimensional plot of classification accuracy and parameters ε and τ . From Figure 7 , we can observe that the change in classification accuracy of SPTELM is related to parameter selection. Intuitively, SPTELM is sensitive to the choice of parameters. Therefore, when we are learning the SPTELM model, parameter selection becomes an important issue.
V. CONCLUSIONS
In this paper, we propose a new TELM learning framework called sparse twin extreme learning machine (SPTELM). Compared with TELM, our proposed SPTELM is not only insensitive to noise but also sparse. The effectiveness of our proposed SPTELM is demonstrated by numerical experiments performed on several UCI benchmark datasets. Numerical experiments show that SPTELM is superior to other algorithms in classification accuracy, while maintaining sparsity and insensitivity to outliers. In the future work, how to extend our SPTELM to multi-view learning, multiinstance learning, multi-label learning, metric learning, weak supervised learning and semi-supervised learning are worthy of further study. Certainly, how to develop fast algorithms for our SPTELM and apply advanced loss functions to TELM is also worth studying.
