Abstract. We express the multigraded Betti numbers of monomial ideals in 4 variables in terms of the multigraded Betti numbers of 66 squarefree monomial ideals, also in 4 variables. We use this class of 66 ideals to prove that monomial resolutions in 4 variables are independent of the base field. In addition, we give a formula for the Betti numbers of an arbitrary monomial ideal in 4 variables.
Introduction
Motivated by the work of Ezra Miller [Mi] , this article is entirely concerned with monomial resolutions in 4 variables. The key argument in this study is the fact that the multigraded Betti numbers of an arbitrary monomial ideal in 4 variables can be expressed in terms of the multigraded Betti numbers of squarefree ideals, also in 4 variables.
Every monomial ideal can be expressed as a squarefree ideal by polarizing. However, the technique of polarization requires adjoining many new variables. Thus, the polarization of an ideal in 4 variables will usually be an ideal in more than 4 variables. The idea that we introduce in this paper is different in the sense that we always work in 4 variables. Indeed, we reduce the general case to the study of 66 squarefree tetravariate ideals. After considering each of these 66 cases, we conclude that monomial resolutions in 4 variables are independent of the base field, and we construct a formula for the Betti numbers of an arbitrary monomial ideal in 4 variables.
Our work is organized as follows. Section 2 concerns background and notation. In Section 3, we explain how to express the multigraded Betti numbers of an ideal in terms of the multigraded Betti numbers of 66 squarefree ideals. Section 4 gives the list of 66 squarefree ideals mentioned above. In section 5, we prove that resolutions in 4 variables are characteristic-independent. Section 6 gives a formula for the Betti numbers of all ideals in 4 variables. Section 7 discusses the advantage of formulas over algorithms. In Section 8, we close the article with questions and final thoughts.
Background and notation
Throughout this paper S represents a polynomial ring over an arbitrary field k, in 4 variables. The letter M always denotes a monomial ideal in S, and the symbol T M always represents the Taylor resolution of S/M . If m is the multidegree of a basis element of T M , sometimes we will say that m is a multidegree of T M , for short. The unconventional notation m ∈ T M will also convey this idea. A nice construction of the Taylor resolution as a multigraded free resolution can be found in [Me] .
Definition 2.1. Let M be minimally generated by a set of monomials G.
• A monomial m ∈ G is called dominant (in G) if there is a variable x, such that for all m ′ ∈ G \ {m}, the exponent with which x appears in the factorization of m is larger than the exponent with which x appears in the factorization of m ′ . We say that G is a dominant set if each of its elements is dominant. The ideal M is a dominant ideal if G is a dominant set.
• G is called p-semidominant if G contains exactly p nondominant monomials. The ideal M is p-semidominant if G is p-semidominant.
Example 2.2. Let M 1 , M 2 , and M 3 be minimally generated by G 1 = {a 2 , b 3 , ab}, G 2 = {ab, bc, ac}, and G 3 = {a 2 b, ab 3 c, bc 2 , ad 2 }, respectively. Note that a 2 and b 3 are dominant in G 1 , but ab is not. Thus, both the set G 1 and the ideal M 1 are 1-semidominant. On the other hand, ab, bc, and ac are nondominant in G 2 . Therefore, G 2 and M 2 are 3-semidominant. Finally, a 2 b, ab 3 c, bc 2 , and ad 2 are dominant in G 3 . Thus, G 3 and M 3 are dominant.
The next theorem gives a complete characterization of when the Taylor resolution is minimal [Al] .
Theorem 2.3. T M is minimal if and only if M is dominant.
The formula for the fourth Betti numbers of S/M is already known [Al2, Corollary 6.3 (i) ], and we will state it below. First, we will need a few definitions.
Let
, and m 2 = x β1 1 . . . x β4 4 be two monomials of S. We say that m 1 strongly divides m 2 , if α i < β i , whenever α i = 0. For instance, m 1 = x 1 x 2 strongly divides m 2 = x 2 1 x 2 2 x 3 x 4 ; but m 3 = x 1 x 2 x 3 does not strongly divide m 2 , as x 3 appears with exponent 1 in the factorizations of m 2 and m 3 .
Let G be the minimal generating set of M . Define the class D M = {D ⊆ G : D is a dominant set of cardinality 4, such that no element of G strongly divides lcm D}.
For example, if M has minimal generating set G = {x 
Reducing to the square free case
In this section we explain how to interpret the Betti numbers of an ideal in 4 variables in terms of the Betti numbers of squarefree ideals in 4 variables. Part of this material has been taken from [Al2] and adapted to the study of free resolutions in 4 variables. The next theorem is due to Gasharov, Hibi, and Peeva [GHP] .
Theorem 3.1. Let M be minimally generated by G, and consider a multidegree m of T M . Let M m be the ideal generated by all monomials of G dividing m.
Construction 3.2. Let M be minimally generated by G, and consider a multidegree m of T M . Let M m = (m 1 , . . . , m q ) be the ideal minimally generated by all monomials of G dividing m. 
Proof. By Corollary 3.8,
Squarefree ideals in 4 variables
Corollary 3.9 says that the Betti numbers of M can be expressed in terms of the multigraded Betti numbers of the squarefree twin ideals M ′′ m , with m ∈ T M . Since the number of squarefree ideals in 4 variables is finite (and small enough to list them one by one), the study of Betti numbers of an infinite family can be reduced to the study of the Betti numbers of a handful of them. With this purpose, we now describe all squarefree ideals in 4 variables.
We will express the class of all squarefree ideals M as the disjoint union
M i is the class of all squarefree ideals for which the largest degree of a minimal generator is i. Below, we describe the elements of each M i . 0) M 0 :
#1
(1) = S. 1) Let M be an arbitrary ideal in M 1 . Then M = (x i1 , . . . , x ir ), with 1 ≤ i 1 < . . . < i r ≤ 4. After making the change of variables y 1 = x i1 , . . . , y r = x ir , M can be expressed as one of the following ideals:
Let ij be the first element among i 1 j 1 , . . . , i r j r in lexicographic order. Let y 1 = x i , and y 2 = x j . Let {x k , x l } = {x 1 , . . . , x 4 } \ {x i , x j }, where k < l. If x k does not appear in the factorization of any of the minimal generators of M , define y 3 = x l . Otherwise, let y 3 = x k and y 4 = x l . Then, M is one of the following ideals:
• Ideals with exactly one minimal generator:
• Ideals with exactly two minimal generators:
• Ideals with exactly three minimal generators:
• Ideals with exactly four minimal generators:
(y 1 y 2 , y 1 y 3 , y 2 y 3 , y 2 y 4 ) #33 (y 1 y 2 , y 1 y 3 , y 2 y 3 , y 3 y 4 ) #34 (y 1 y 2 , y 1 y 3 , y 2 y 4 , y 3 y 4 ) #35 (y 1 y 2 , y 1 y 4 , y 2 y 3 , y 2 y 4 ) #36 (y 1 y 2 , y 1 y 4 , y 2 y 3 , y 3 y 4 ) #37 (y 1 y 2 , y 1 y 4 , y 2 y 4 , y 3 y 4 ) #38 (y 1 y 2 , y 2 y 3 , y 2 y 4 , y 3 y 4 ) #39 (y 1 y 2 , y 1 y 3 , y 2 y 3 , y 4 ) #40 (y 1 y 2 , y 1 y 4 , y 2 y 4 , y 3 )
• Ideals with exactly five minimal generators:
#41
(y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 3 , y 2 y 4 ) #42 (y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 3 , y 3 y 4 ) #43 (y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 4 , y 3 y 4 ) #44 (y 1 y 2 , y 1 y 3 , y 2 y 3 , y 2 y 4 , y 3 y 4 ) #45 (y 1 y 2 , y 1 y 4 , y 2 y 3 , y 2 y 4 , y 3 y 4 )
• Ideals with exactly six minimal generators:
#46
(y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 3 , y 2 y 4 , y 3 y 4 )
3) Let M be an arbitrary ideal in M 3 . Then M is of the form M = (x i1 x j1 x k1 , . . . , x ir x jr x kr , monomials of degree less than 3). Let ijk be the first element among i 1 j 1 k 1 , . . . , x r j r k r in lexicographic order. Let y 1 = x i , y 2 = x j , y 3 = x k , and y 4 = x, where {x} = {x 1 , . . . , x 4 } \ {x i , x j , x k }. Then M is one of the following ideals:
Characteristic independence in 4 variables
Before giving a formula for the Betti numbers of a monomial ideal in 4 variables, we will show that Betti numbers in 4 variables are independent of the base field. [Ka, TH] 
Total Betti numbers
We remind the reader of the notation that we have adopted. If M is a monomial ideal in 4 variables, and m is a multidegree of its Taylor resolution, then M m is the ideal generated by those minimal generators of M that divide m. The ideals M 
36 (y 1 y 2 , y 1 y 4 , y 2 y 3 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 1 37 (y 1 y 2 , y 1 y 4 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 1 38 (y 1 y 2 , y 2 y 3 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 1 39 (y 1 y 2 , y 1 y 3 , y 2 y 3 , y 4 ) y 1 y 2 y 3 y 4 0 2 40 (y 1 y 2 , y 1 y 4 , y 2 y 4 , y 3 ) y 1 y 2 y 3 y 4 0 2 41 (y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 3 , y 2 y 4 ) y 1 y 2 y 3 y 4 0 2 42 (y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 3 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 2 43 (y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 2 44 (y 1 y 2 , y 1 y 3 , y 2 y 3 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 2 45 (y 1 y 2 , y 1 y 4 , y 2 y 3 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 2 46 (y 1 y 2 , y 1 y 3 , y 1 y 4 , y 2 y 3 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 0 3 47 (y 1 y 2 y 3 ) y 1 y 2 y 3 0 0 48 (y 1 y 2 y 3 , y 1 y 2 y 4 ) y 1 y 2 y 3 y 4 1 0 49 (y 1 y 2 y 3 , y 1 y 3 y 4 ) y 1 y 2 y 3 y 4 1 0 50 (y 1 y 2 y 3 , y 2 y 3 y 4 ) y 1 y 2 y 3 y 4 1 0 51 (y 1 y 2 y 3 , y 1 y 4 ) y 1 y 2 y 3 y 4 1 0 52 (y 1 y 2 y 3 , y 2 y 4 ) y 1 y 2 y 3 y 4 1 0 53 (y 1 y 2 y 3 , y 3 y 4 ) y 1 y 2 y 3 y 4 1 0 54 (y 1 y 2 y 3 , y 4 ) y 1 y 2 y 3 y 4 1 0 55 (y 1 y 2 y 3 , y 1 y 2 y 4 , y 1 y 3 y 4 ) y 1 y 2 y 3 y 4 2 0 56 (y 1 y 2 y 3 , y 1 y 2 y 4 , y 2 y 3 y 4 ) y 1 y 2 y 3 y 4 2 0 57 (y 1 y 2 y 3 , y 1 y 3 y 4 , y 2 y 3 y 4 ) y 1 y 2 y 3 y 4 2 0 58 (y 1 y 2 y 3 , y 1 y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 2 0 59 (y 1 y 2 y 3 , y 1 y 3 y 4 , y 2 y 4 ) y 1 y 2 y 3 y 4 2 0
60 (y 1 y 2 y 3 , y 2 y 3 y 4 , y 1 y 4 ) y 1 y 2 y 3 y 4 2 0 61 (y 1 y 2 y 3 , y 1 y 4 , y 2 y 4 ) y 1 y 2 y 3 y 4 1 0 62 (y 1 y 2 y 3 , y 1 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 1 0 63 (y 1 y 2 y 3 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 1 0 64 (y 1 y 2 y 3 , y 1 y 2 y 4 , y 1 y 3 y 4 , y 2 y 3 y 4 ) y 1 y 2 y 3 y 4 3 0 65 (y 1 y 2 y 3 , y 1 y 4 , y 2 y 4 , y 3 y 4 ) y 1 y 2 y 3 y 4 1 1 66 (y 1 y 2 y 3 y 4 ) y 1 y 2 y 3 y 4 0 0 Note 6.1. Table 1 
The advantage of having formulas
In the previous section, we found an indirect way to compute b 3 (S/M ). In this section, we give an explicit formula for b 3 (S/M ). This formula will enable us to prove an interesting fact about an infinite family of ideals, something that we would not be able to do if we applied an algorithm to compute b 3 (S/M ). Both formulas and algorithms are critical to the study of monomial resolutions, but they play complementary roles. This section underlines the advantage of having formulas. Proof. Let N denote the class of all 66 squarefree ideals listed in section 4. According to Table 1 , for every m ∈ T M , b 3,ym ∈ {0, 1, 2, 3}. If b 3,ym = 1, , then y m = lcm G ′′ m , and (after doing a change of variables) M ′′ m is one of #4, #14, #21, #24, . . . , #38, #65. Now, {#4, #14, #21, #24, . . . , #28} = {dominant ideals of N , minimally generated by 3 monomials}; {#29, . . . , #38} = {ideals of N , minimally generated by 4 quadratic monomials}; and #65 is the only ideal in N minimally generated by 1 cubic and 3 quadratic monomials. Therefore, Since m k | lcm(m i , m j ), α kr ≤ max(α ir , α jr ), for all r. We will prove that m
by showing that β kr ≤ max(β ir , β jr ). If β kr = 0, then β kr ≤ max(β ir , β jr ). On the other hand, if β kr = α r , we must have that α kr = α r . Thus, max(α ir , α jr ) = α r , which means that either α ir = α r or α jr = α r . Hence, either β ir = α r or β jr = α r , and then max(β ir , β jr ) = α r = β kr . We have proven that m As Example 6.4 shows, the reciprocal to Theorem 7.3 does not hold.
Final comments
If an ideal M of S were chosen at random, and we had to guess which of b 2 = b 2 (S/M ) and b 3 = b 3 (S/M ) is larger, we would likely say that b 2 > b 3 . This impression may be due to the fact that most of the examples commonly studied involve ideals minimally generated by 3, 4 or 5 monomials, and for such ideals, b 2 ≥ b 3 . Indeed, suppose that M = (m 1 , . . . , m q ), where 3 ≤ q ≤ 5. Then T M has q 2 and q 3 basis elements in homological degrees 2 and 3, respectively. Let b 2 = q 2 − k. This means that, starting with T M , it is possible to perform k consecutive cancellations between k basis elements in homological degree 2 and k basis
