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Abstract
We study positive Liouville theorems and the asymptotic behavior of
positive solutions of p-Laplacian type elliptic equations of the form
Q′(u) := −∆p(u) + V |u|
p−2u = 0 in X,
where X is a domain in Rd, d ≥ 2, and 1 < p < ∞. We assume that the
potential V has a Fuchsian type singularity at a point ζ, where either ζ =∞
and X is a truncated C2-cone, or ζ = 0 and ζ is either an isolated point of
∂X or belongs to a C2-portion of ∂X.
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1
1 Introduction
A function u is called p -harmonic in a domain X ⊂ Rd if
−∆p(u) = 0 in X.
Here ∆p(u) := div (|∇u|
p−2∇u) is the celebrated p -Laplacian.
The positive Liouville theorems for p -harmonic functions states that a
nonnegative entire p -harmonic function on Rd is constant (see for example
[15]). On the other hand, Riemann’s removable singularity theorem for p -
harmonic functions with p ≤ d claims [16] that if u is a positive p -harmonic
function in the punctured unit ball B1 \ {0}, then either u has a removable
singularity at the origin, or
u(x) ∼
x→0
 |x|
p−d
p−1 if p < d,
− log |x| if p = d.
Furthermore, Picard’s principle for p -harmonic functions claims that up to
a multiplicative constant there exists a unique positive p -harmonic function
in the punctured unit ball B1 \ {0} which vanishes on ∂B1 (see for example
Theorem 1.1). Finally, Poisson‘s principle states that for a given ζ ∈ ∂B1,
the cone of positive harmonic functions in the unit ball that vanish on ∂B1 \
{ζ} is of one dimension.
The aim of this paper is to study positive Liouville theorems, Picard-type
principles, and removable singularity theorems for more general equations.
More precisely, we study the uniqueness (up to a multiplicative constant) of
certain positive solutions of the quasilinear elliptic equation
Q′V (u) = Q
′(u) := −∆p(u) + V |u|
p−2u = 0 in X, (1.1)
where 1 < p < ∞, X is a domain in Rd, d ≥ 2, and V ∈ L∞loc(X) is a
potential with a Fuchsian type singularity at a fixed point ζ which belongs
to the (ideal) boundary of X. We also study the asymptotic behavior of the
quotients of two positive solutions near the singular point ζ.
Unless otherwise stated, we assume throughout the paper that
Q(u) :=
∫
X
(|∇u|p + V |u|p) dx ≥ 0 u ∈ C∞0 (X). (1.2)
In other words (see [25]), we assume that (1.1) admits a positive solu-
tion.
Without loss of generality, we suppose that the singular point ζ is either
the origin (so, ζ = 0), or ζ = ∞. More precisely we consider the following
two cases:
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1. X is a domain (which might be unbounded and nonsmooth) such that
the singular point ζ = 0 is either an isolated component of the boundary
∂X, or ζ = 0 belongs to a C2-portion of ∂X.
2. X is a cone near infinity, and ζ = ∞. More precisely, the intersection
of X with the exterior of some ball is an open connected truncated
cone with C2 boundary (this boundary might be empty; in this case
X is an exterior domain, and ζ =∞ is an isolated singular point).
Remark 1.1. The assumption in (1) that ζ belongs to C2-portion of bound-
ary should be considered as a technical condition under which the boundary
Harnack inequality is valid. We expect that our results hold true under
milder smoothness assumptions.
Since we allow X to be unbounded and ζ = ∞, it is convenient to consider
the one-point compactification R̂d := Rd ∪ {∞} of Rd. We denote by Xˆ the
closure of X in R̂d. On the other hand, by a neighborhood of infinity in
X we mean a set of the form X \K, where K ⋐ X (we write Ω1 ⋐ Ω2 if Ω2
is open, Ω1 is compact and Ω1 ⊂ Ω2).
Definition 1.1. Let ζ ∈ ∂Xˆ, where ζ ∈ {0,∞}. We say that (1.1) has
a Fuchsian type singularity at ζ if there exists a relative neighborhood
X ′ ⊂ X ⊂ Xˆ of ζ and a positive constant C such that
|x|p|V (x)| ≤ C for a. e. x ∈ X ′. (1.3)
Fuchsian type equations form a natural class where positive Liouville
theorems, Picard’s principle and removable singularity theorems hold true
(see [6, 10, 17, 24, 28, 33] and the references therein). In particular, under
some restrictions, Poisson’s principle for a Fuchsian type p -Laplace equation
of the form (1.1) in a bounded smooth domain is proved in [4]. For other
Liouville theorems for quasilinear equations see for example [5, 12, 18, 30],
and the references therein.
One of the main tools of the present paper is a dilatation process which
uses the simple observation that near a Fuchsian-type singularity Eq. (1.1)
is quasi-invariant under the scaling x 7→ Rx. We postpone the description of
the dilatation process to the next section, and we continue the introduction
by stating our main results.
First we recall two types of positive solutions of minimal growth [1, 24,
26].
Definition 1.2. 1. Let K ⋐ X, and let u be a positive solution of the
equation Q′(u) = 0 in X \ K. We say that u is a positive solution
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of minimal growth in a neighborhood of infinity in X if for any
K ⋐ K ′ ⋐ X with smooth boundary and any positive supersolution v ∈
C((X \K ′) ∪ ∂K ′) of the equation Q′(w) = 0 in X \K ′ satisfying u ≤ v on
∂K ′, we have u ≤ v in X \K ′.
2. Let ζ ∈ ∂Xˆ , and let u be a positive solution of the equation Q′(u) = 0
in X. We say that u is a positive solution of minimal growth in a
neighborhood of ∂Xˆ \ {ζ} if for any relative neighborhood K ′ ⋐ Xˆ of
ζ such that Γ := ∂K ′ ∩ X is smooth, and for any positive supersolution
v ∈ C((X \K ′) ∪ Γ) of the equation Q′(w) = 0 in X \K ′ satisfying u ≤ v
on Γ, we have u ≤ v in X \K ′.
We summarize some basic properties of solutions of minimal growth in a
neighborhood of infinity at the end of Section 2 (see Remarks 2.1).
Next, we introduce a partial order - on a certain set Gζ of germs at ζ.
Denote by Gζ the set of all positive solutions u of the equation Q
′(w) = 0 in
some neighborhoodX ′ ⊂ X of ζ that vanish continuously on (∂X ′∩∂X)\{ζ}
(X ′ might depend on u).
Let u, v ∈ Gζ . We use the following notations.
• We denote u ∼
x→ζ
v if lim
x→ζ
x∈X
u(x)
v(x)
= C for some positive constant C.
• By u ≺
x→ζ
v we mean that lim
x→ζ
x∈X
u(x)
v(x)
= 0.
• By u -
x→ζ
v we mean that either u ∼
x→ζ
v or u ≺
x→ζ
v.
• We denote u ≻
x→ζ
u if v ≺
x→ζ
u. Similarly, u %
x→ζ
v if v -
x→ζ
u.
• The dependence on ζ in the above notations will be omitted when there
is no danger of confusion.
Clearly, u∼v defines an equivalence relation and equivalence classes on Gζ .
Definition 1.3. Fix ζ ∈ ∂Xˆ.
1. Let u ∈ Gζ . We say that ζ is a regular point with respect to the
solution u if for any v ∈ Gζ we have
either u - v or u % v.
2. We say that ζ is a regular point of the equation Q′(w) = 0 in X
if for any two positive solutions u, v ∈ Gζ we have
either u - v or u % v.
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3. By uniqueness of positive solutions we always mean uniqueness
up to a multiplicative constant.
Remarks 1.1. (1) ζ is a regular point of (1.1) if any u, v ∈ Gζ are comparable
with respect to the - ordering. In other words, regularity means that the
ordering - is total on Gζ .
(2) Equivalently, ζ is a regular point of the equation (1.1) if for any two
solutions u, v ∈ Gζ the limit
lim
x→ζ
x∈X′
u(x)
v(x)
exists.
Now we are ready to state our main conjecture which is partially answered
in the present paper.
Conjecture 1.1. Assume that Eq. (1.1) has a Fuchsian type singularity at
ζ ∈ ∂Xˆ and admits a (global) positive solution. Then
i) ζ is a regular point of equation (1.1).
ii) Equation (1.1) admits a unique (global) positive solution of minimal
growth in a neighborhood of ∂Xˆ \ {ζ}.
Remarks 1.2. (1) Part i) of Conjecture 1.1 should be considered as a re-
movable singularity statement, while part ii) is a Liouville (or Picard)-type
statement. In particular, if X = Rd and ζ = ∞, then Conjecture 1.1 ii)
asserts that the positive Liouville theorem is valid.
(2) One can rephrase part ii) of Conjecture 1.1 as saying that the Martin
boundary of (1.1) at a Fuchsian type singular point is a singleton.
It turns out that the first part of Conjecture 1.1 implies the second part.
We have:
Proposition 1.1. Assume that equation (1.1) has a Fuchsian type singu-
larity at ζ ∈ ∂Xˆ and admits a (global) positive solution. If ζ is a regular
point of (1.1), then (1.1) admits a unique positive solution in X of minimal
growth in a neighborhood of ∂Xˆ \ {ζ}.
Remarks 1.3. (1)Conjecture 1.1 holds true for second-order linear (not nec-
essarily symmetric) equations with a Fuchsian type singularity at ζ. More-
over, in this case, if ζ is a nonisolated singular point it is sufficient to as-
sume that ∂X is Lipschitzian near ζ. In particular, the conjecture holds for
Eq. (1.1) with p = 2 [24].
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(2) Let ζ ∈ ∂Xˆ be a Fuchsian isolated singular point, and let u be a
positive solution of the equation Q′(w) = 0 in some neighborhood X ′ ⊂ X
of ζ. It was shown in examples 9.1 and 9.2 of [24] that
lim
x→ζ
x∈X′
u(x)
might not exist even in the linear case (p = 2). Nevertheless, in Theorem 7.1
we partially answer Question 9.5 of [24] by proving that (under some further
assumptions) if V is a nonnegative potential and ζ is a Fuchsian isolated
singular point of ∂Xˆ , then
lim
x→ζ
x∈X′
u(x) exists.
In a subsequent paper [23], the authors prove the existence of the limit for
sign changing V satisfying additional assumptions.
We first concentrate on the case where ζ is an isolated point of the bound-
ary ∂Xˆ, that is, either ζ = 0 and X is a punctured neighborhood of the
origin, or ζ = ∞ and X is an exterior domain. We postpone the study
of non-isolated singularity to Section 6. For isolated singularities we prove
that the two statements of Conjecture 1.1 hold true in two particular cases.
In the first case we deal with weakly Fuchsian singular point (to be defined
later), where we strengthen our assumption on the behavior of the potential
V near the (isolated) singular point ζ. For the precise formulation of this
result see Theorem 2.1. Meanwhile, for illustration we present a particular
case of the aforementioned theorem.
Theorem 1.1. Suppose that (1.1) admits a positive solution, and let ζ ∈ ∂Xˆ
be an isolated point of ∂Xˆ. Assume that |x|pV (x) is continuous near ζ, and
that
lim
x→ζ
|x|pV (x) = 0.
Then the two assertions of Conjecture 1.1 hold true.
Let X be a domain in Rd, x0 ∈ X, and let V ∈ L∞loc(X). Without loss of
generality, we may assume that x0 = 0. By applying Theorem 1.1 in X \{0},
and ζ = 0, we readily obtain the following result which is new for p > d (the
case p ≤ d follows also from [25, 26]).
Corollary 1.1. Suppose that (1.1) admits a positive solution, and let x0 ∈
X. Then the equation Q′(u) = 0 admits a unique positive solution in X\{x0}
of minimal growth in a neighborhood of infinity in X.
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A second case where the assertions of Conjecture 1.1 hold true is the
spherical symmetric case. In particular, ζ is again an isolated singularity,
and X is one of the following domains: Rd,Rd \{0}, Rd \BR, BR \{0}. We
have
Theorem 1.2. Suppose that the domain X and the potential V are spherical
symmetric, and that Eq. (1.1) admits a positive solution. Assume further
that V has a Fuchsian type singularity at ζ, where ζ = 0 or ζ =∞. Then
(i) ζ is a regular point of (1.1).
(ii) Equation (1.1) admits a unique positive solution of minimal growth in
a neighborhood of infinity in X \{ζ}. This solution is spherically symmetric.
(iii) For any u ∈ Gζ there exists a radial solution u˜ ∈ Gζ such that u ∼ u˜.
Example 1.1. Let X = Rd \ {0}, d > 1. Consider the equation
Q′(u) := −∆p(u)− λ
|u|p−2u
|x|p
= 0 in X. (1.4)
So, (1.4) has Fuchsian type singularities at ζ = 0 and at ζ =∞. By Hardy’s
inequality (1.4) admits a positive solution if and only if
λ ≤ cH :=
∣∣∣∣p− dp
∣∣∣∣p .
Moreover, in this case, (1.4) is critical in X if and only if λ = cH (for
the definition of criticality see Remarks 2.1 (1)). Furthermore, for λ = cH
the corresponding unique positive (super) solution (ground state) of (1.4) is
given by u(x) = |x|γ∗ , where γ∗ := (p− d)/p [27].
On the other hand, if λ < cH , then the corresponding radial equation
−|v′|p−2
[
(p− 1)v′′ +
d− 1
r
v′
]
− λ
|v|p−2v
rp
= 0 r ∈ (0,∞)
has two positive solutions of the form v±(r) := |r|
γ±(λ), where γ−(λ) < γ∗ <
γ+(λ), and γ±(λ) are solutions of the transcendental equation
−γ|γ|p−2[γ(p − 1) + d− p] = λ.
Consequently, (1.4) has two positive solutions of the form u±(x) := |x|
γ±(λ).
It follows from Proposition C.1 in [22] (see also [26], Theorem 7.1) that u− is
a positive solution of minimal growth in ∂Xˆ \{0}. By a similar argument, u+
is a positive solution of minimal growth in ∂Xˆ\{∞}. Therefore, Theorem 1.2
implies that u− is the unique positive solution of minimal growth in ∂Xˆ\{0},
while u+ is the unique positive solution of minimal growth in ∂Xˆ \ {∞}.
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Moreover, we have the following isotropy result. Let v be any positive
solution of the equation Q′(u) = 0 in a neighborhood of ζ. Then the two
limits
lim
|x|→ζ
v(x)
|x|γ±
exist. Furthermore, For any u ∈ Gζ there exists a radial solution u˜ ∈ Gζ such
that u ∼ u˜.
The outline of the paper is as follows. In Section 2 we introduce the
notion of a weak Fuchsian singularity and discuss some other notions and
results we need throughout the paper. In particular, we outline the dilata-
tion technique that are used to prove the regularity of a singular point.
The proofs of the main results of the present paper rely on comparison tech-
niques, dilatation arguments, and the regularity of singular points of limiting
equations; these issues are discussed in sections 3, 4 and Appendix A, re-
spectively. In particular, the key Proposition 1.1 is proved in Section 4, the
proof of Theorem 1.2 appears in Section 5, and in the appendix we prove for
the case p > d the exact asymptotic of positive p -harmonic functions defined
in a neighborhood of infinity. In Section 6 we extend the results to the case
of a nonisolated singularity. Finally, we conclude the paper in Section 7 with
some examples, remarks and applications.
2 Preliminaries and main results
In this section we discuss the necessary background for our study of Liouville
theorems and present the main results of the paper.
The following notations and conventions will be used. We denote by
BR(x0) (respectively, SR(x0)) the open ball (respectively, sphere) of radius
R and a center at x0, and let BR := BR(0) and SR := SR(0). The exterior of
a ball will be denoted by B∗R := R
d \BR. For a domain Ω ⊂ Rd and R > 0,
we denote
Ω/R := {x ∈ Rd | x = R−1y, where y ∈ Ω}.
Let f, g ∈ C(Ω) be positive functions. We use the notation f ≍ g on Ω if
there exists a positive constant C such that
C−1g(x) ≤ f(x) ≤ Cg(x) for all x ∈ Ω.
We also denote f±(x) := max{0,±f(x)}, so, f = f+ − f−.
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Let Ω be a subdomain ofX. By a (weak) solution of the equation Q′(u) =
0 in Ω, we mean a function v ∈W 1,ploc (Ω) such that∫
Ω
(|∇v|p−2∇v · ∇ϕ+ V |v|p−2vϕ) dx = 0 ∀ϕ ∈ C∞0 (Ω). (2.1)
We say that a real function v ∈ C1loc(Ω) is a supersolution (respectively,
subsolution) of the equation Q′(u) = 0 in Ω if for every nonnegative ϕ ∈
C∞0 (Ω) we have∫
Ω
(|∇v|p−2∇v · ∇ϕ+ V |v|p−2vϕ) dx ≥ 0 (respectively, ≤ 0). (2.2)
Next we introduce a dilatation process that uses the quasi-invariance of
our equation under the scaling x 7→ Rx. For R > 0 let VR be the scaled
potential defined by
VR(x) := R
pV (Rx) x ∈ X/R. (2.3)
Let {Rn} ⊂ R+ be a sequence satisfying Rn → ζ (where ζ is either 0 or ∞)
such that
VRn −→n→∞
W in the weak∗ topology of L∞loc(Y ), (2.4)
where Y := limn→∞X/Rn. Define the limiting dilated equation with
respect to (1.1) (and the sequence {Rn}) as
D{Rn}(Q)(w) := −∆p(w) +W |w|
p−2w = 0 on Y. (2.5)
Remark 2.1. In general Y is a cone. However, if ζ is an isolated singular
point, then clearly Y = Rd \ {0}.
The next two propositions give basic properties of limiting dilated equa-
tions. The first proposition states that a Fuchsian singular point is invariant
under a limiting dilation process Q′ 7→ D{Rn}(Q), the second states that
the regularity of a Fuchsian singular point with respect to a limiting dilated
equation implies the regularity of the corresponding singular point for the
original equation.
Proposition 2.1. Assume that the equation
Q′(u) := −∆p(u) + V |u|
p−2u = 0 in X
has a Fuchsian singularity at ζ ∈ ∂Xˆ, and let
D{Rn}(Q)(u) := −∆p(u) +W |u|
p−2u = 0 in Y := lim
n→∞
X/Rn,
be a limiting dilated equation corresponding to a sequence Rn → ζ. Then the
equation D{Rn}(Q) = 0 in Y has Fuchsian singularities both at 0 and at ∞.
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Proof. By definition, there exist C > 0 and a relative neighborhood X ′ ⊂ X
of ζ such that
|x|p|V (x)| ≤ C for a. e. x ∈ X ′.
We claim that
|x|p|W (x)| ≤ C for a. e. x ∈ Y.
For ε > 0, and 0 < r < R <∞ consider the sets
A±ε,r,R := {x ∈ Y ∩ (BR \Br) | |x|
pW±(x) ≥ C + ε}.
We need to prove that for any ε > 0 and 0 < r < R <∞ we have |A±ε,r,R| = 0.
Suppose that |A+ε,r,R| > δ, and let χ be the indicator function of A
+
ε,r,R. Then
for n large enough we have∫
Y
χ(x)|x|p(W+(x)− VRn(x)) dx ≥ (C + ε)δ − Cδ = δε
which is a contradiction.
Proposition 2.2. Let ζ ∈ Xˆ be a Fuchsian singular point of (1.1), and
assume that there is a sequence Rn → ζ, such that either 0 or ∞ is a regular
point of the limiting dilated equation D{Rn}(Q) = 0 in Y = limn→∞X/Rn.
Then ζ is a regular point of the equation Q′(u) = 0 in X.
The proof of Proposition 2.2 appears in Section 4. For a slightly stronger
result see Proposition 4.1. Next, we define a class of equations that dilates
(1.1) to the p -Laplace equation after a finite number of iterations.
Definition 2.1. Let V ∈ L∞loc(X) and ζ ∈ ∂Xˆ , where ζ = 0 or ζ = ∞.
We say that V has a weak Fuchsian singularity at ζ if inequality (1.3)
is satisfied, and in addition, there exist m sequences {R
(i)
n }∞n=1 ⊂ R+, 1 ≤
i ≤ m, satisfying R
(i)
n → ζ(i), where ζ(1) = ζ, and ζ(i) = 0 or ζ(i) = ∞ for
2 ≤ i ≤ m, such that
DR
(m)
n ◦ . . . ◦ DR
(1)
n (Q)(w) = −∆p(w) on Y, (2.6)
where Y = limn→∞X/R
(1)
n .
Note that the potential V considered in Theorem 1.1 (where |x|pV (x) is
continuous near an isolated point ζ and lim|x|→ζ |x|
pV (x) = 0) has a weak
Fuchsian singularity at ζ. For further examples of potentials with weak Fuch-
sian singularities, see Remark 7.1. On the other hand, the following example
shows that a potential with a weak Fuchsian singularity might exhibits more
complicated behaviors.
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Example 2.1. Let Rn → 0 be a monotone sequence such that Rn+1/Rn →
0. For n large enough put
V (x) =
{
|x|−p Rn ≤ |x| < 2Rn,
0 2Rn ≤ |x| < Rn−1.
Then DRn ◦DRn(Q)(w) = −∆p(w) in Rd \ {0}, however the potential corre-
sponding to DRn(Q) is nonzero in B2 \B1.
The following theorem states that Conjecture 1.1 holds true if ζ is an
isolated point of ∂Xˆ, and V has a weak Fuchsian singularity at ζ.
Theorem 2.1. Suppose that (1.1) admits a positive solution, and let ζ ∈ ∂Xˆ
be an isolated point of ∂Xˆ. Assume that V has a weak Fuchsian singularity
at ζ. Then
(i) ζ is a regular point of (1.1).
(ii) Equation (1.1) admits a unique positive solution of minimal growth in
a neighborhood of ∂Xˆ \ {ζ}.
The proofs of Theorem 2.1 and of the other cases where Conjecture 1.1
holds true are all along the following three main steps:
1. Rescale the original equation to obtain a limiting dilated equation
DRn(Q)(u) = 0 in Y .
2. Prove that either 0 or∞ is a regular point of the above limiting dilated
equation.
3. Conclude that ζ is a regular point of the original equation and hence
the positive Liouville theorem holds.
In the first step we use the Proposition 2.1 and uniform Harnack inequalities
(see Section 4). The third step is due to propositions 2.2 and 1.1. The
second step is the hardest. In general it requires the strong comparison
principle which is known to hold only in special cases (see Section 3). The
following result is essential for proving step (2) for a weakly Fuchsian isolated
singularity. Recall that for a weak Fuchsian isolated singular point the ‘final’
limiting dilated equation is the p -Laplace equation in the punctured space.
Proposition 2.3. (i) If p ≤ d, then ζ = 0 is a regular point of the equation
−∆p(u) = 0 in Rd \ {0}.
(ii) If p ≥ d > 1, then ζ =∞ is a regular point of the equation −∆p(u) =
0 in Rd.
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Remark 2.2. It follows from Proposition 2.2 and Proposition 2.3 that for
any 1 < p < ∞ and d ≥ 2, both ζ = 0 and ζ = ∞ are regular points of the
equation −∆p(u) = 0 in Rd \ {0} (cf. Remark 2.3).
The proof of Proposition 2.3 relies on the asymptotic behavior of positive
solutions near an isolated singularity. For p ≤ d the following (more general)
result is known.
Theorem 2.2. Let p ≤ d, and let u be a positive solution of Q′(u) = 0 in
the punctured ball Br \ {0}. Assume that V ∈ L
∞(Br). Then either u has a
removable singularity at the origin, or
u(x) ∼
x→0
 |x|
p−d
p−1 if p < d,
− log |x| if p = d.
(2.7)
We note that the proof of Theorem 2.2 is a consequence of nontrivial
asymptotic results by Serrin [31] and Ve´ron (see [25]; see also [16] for stronger
results for the p -Laplace equation).
For the second part of Proposition 2.3 we need the following counterpart
of Theorem 2.2. This result is of independent interest and we shall discuss
it in greater detail elsewhere.
Theorem 2.3. Let p ≥ d > 1, and let u be a positive solution of the equation
−∆p(u) = 0 in a neighborhood of infinity in Rd. Then either u has a positive
limit as x→∞, or
u(x) ∼
x→∞
 |x|
p−d
p−1 if p > d,
log |x| if p = d.
The case p = d in Theorem 2.3 follows from Theorem 2.2 using the
conformality of the d-Laplacian. We prove the case p > d of Theorem 2.3 in
Appendix A. The proof uses a modified Kelvin transform and an argument
similar to the one used in the proof of Theorem 2.2.
Remark 2.3. Suppose that in a punctured neighborhood of ζ
|V (x)| ≤
M
|x|q
, (2.8)
where M > 0 and q < p if ζ = 0 (respectively, q > p if ζ =∞).
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In [23] we prove that if V satisfies (2.8), and if u is a positive solution of
the equation −∆p(u) + V |u|
p−2u = 0 in a punctured neighborhood of ζ = 0
and p > d (respectively, ζ =∞ and p < d), then
lim
x→ζ
u(x) = C,
where C is a nonnegative constant.
Proof of Theorem 2.1. (i) By Proposition 2.3 either 0 or∞ is a regular point
of the equation
DR
(m)
n ◦ . . . ◦ DR
(1)
n (Q)(w) = −∆p(w) = 0 in Rd \ {0}.
Therefore, Proposition 2.2 and an induction argument imply that ζ is a
regular point of Q.
(ii) The claim follows from part (i) of the theorem and Proposition 1.1.
We conclude this section with general remarks concerning positive solu-
tions of minimal growth in a neighborhood of infinity (see Definition 1.2).
Remarks 2.1. (1) Suppose that the equation Q′(u) = 0 admits a positive
solution in X. The existence of positive solutions of minimal growth in a
neighborhood of infinity in X follows by a simple exhaustion argument of
solving Dirichlet problems in annular smooth domains {An} ⋐ (X \K) that
exhaust X\K, subject to zero boundary condition on the (‘exterior’) portion
of the boundary of An that tends to infinity in X (see, [1, 26]).
In particular, for any x0 ∈ X the equation Q
′(u) = 0 admits a positive
solution ux0 of the equation Q
′(u) = 0 in X \ {x0} of minimal growth in a
neighborhood of infinity in X [1, 26]. This solution is known to be unique
if 1 < p ≤ d [26]. The uniqueness for p > d follows from Theorem 2.1 (see
Corollary 1.1). The equation Q′(u) = 0 is critical (respectively, subcrit-
ical) in X if such a solution has a removable (respectively, nonremovable)
singularity at x0 [26].
On the other hand, for any ζ ∈ ∂Xˆ the equation Q′(u) = 0 admits a
positive solution in X of minimal growth in a neighborhood of ∂Xˆ \{ζ}; the
proof is similar to the proof in Section 5 of [24] using a Martin sequence of the
form {uxn(x)/uxn(x0)}, where x0 is some fixed reference point in X, {xn}
is some sequence in X such that xn → ζ, and uxn is the positive solution of
the equation Q′(u) = 0 in X \ {xn} of minimal growth in a neighborhood of
infinity in X.
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(2) A (global) positive solution of the equation Q′(u) = 0 inX of minimal
growth in a neighborhood of infinity in X is called a ground state of the
equation Q′(u) = 0 in X. Note that a ground state is a positive solution
of minimal growth in a neighborhood of ∂Xˆ ′ \ {x0}, where x0 is some point
in X, and X ′ := X \ {x0}. It follows that (1.1) admits a ground state if
and only if (1.1) is critical in X. Moreover, (1.1) is critical in X if and only
if it admits a unique global positive supersolution [26]. In particular, the
positive Liouville theorem holds true in the critical case.
(3) Let Γ be a C2-portion of ∂X \ {ζ}, and let U ⊂ X be a relative
neighborhood of Γ. Assume that V ∈ L∞loc(X) ∩ L
∞(X ∩ U). Then positive
solutions of minimal growth vanish continuously on Γ. Moreover, if X ⊂ Rd
is an unbounded C2-domain and V ∈ L∞loc(X¯), then any positive solution of
(1.1) which vanishes continuously on ∂X is a positive solution of minimal
growth in a neighborhood of ∂Xˆ \ {∞}.
3 Weak and strong comparison principles
and applications
In this section we discuss the validity of the weak comparison principle
(WCP) and the strong comparison principle (SCP) for the equation Q′(u) =
0, and their relations to the results of the present paper. Roughly speaking,
the validity of the SCP implies that Conjecture 1.1 holds true (see Theo-
rem 3.3).
Theorem 3.1 (Weak comparison principle [14]). Let Ω′ be a bounded C1,α
subdomain of a domain Ω ⊂ X, such that Ω′ ⋐ Ω. Assume that the equation
Q′(w) = 0 admits a positive solution in Ω and suppose that u, v ∈ C1(Ω′) ∩
C(Ω′), u, v ≥ 0 satisfy the following inequalities
Q′(v) ≥ 0 in Ω′,
Q′(u) ≤ 0 in Ω′, (3.1)
u ≤ v on ∂Ω′.
Then u ≤ v in Ω′.
Next, we state a conjecture concerning the strong comparison principle
(SCP), and discuss some cases where it holds.
Conjecture 3.1 (Strong comparison principle). Suppose that all the condi-
tions of Theorem 3.1 are satisfied. Then
either u < v in Ω′, or u = v in Ω′.
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Remarks 3.1. (1) By the strong maximum principle, the SCP holds true for
a general (nonsymmetric) linear operators, and in particular, Conjecture 3.1
holds for p = 2. By the same reason, it also holds for 1 < p <∞ and u = 0
[14]. For other particular cases where the SCP holds true see [3, 7, 8, 9, 13, 32]
and the references therein. On the other hand, the validity of Conjecture 3.1
for p 6= 2 is an open problem even for the simplest case where u and v
are positive p -harmonic functions, i.e. positive solutions of the equation
−∆p(w) = 0 in Rd, and d > 2 (see e.g. [21]). Conjecture 3.1 for p 6= 2 and
strictly positive potentials V is open as well.
(2) By [14], WCP holds true under slightly weaker assumptions. Namely,
WCP holds true if condition (3.1) is replaced with
Q′(v) ≥ 0 in Ω′,
Q′(v) ≥ Q′(u) in Ω′, (3.2)
u ≤ v on ∂Ω′.
However, there is a counterexample [7] which shows that the corresponding
SCP does not hold under condition (3.2). The construction of the counterex-
ample in [7] relies on the fact that (3.2) is not homogeneous under scaling.
More precisely, there might exist a constant C > 1 such that (3.2) holds
true, Cu ≤ v on ∂Ω′, but Q′(v) ≥ CQ′(u) does not hold.
Next, we state a special case where SCP is known to hold (cf. [8]). To
this end, we need to discuss the set Su of critical points of a given function
u. More precisely, let u ∈ C1(Ω′), then
Su := {x ∈ Ω
′ | |∇u(x)| = 0}
is called the set of critical points of u. For u, v ∈ C1(Ω′), we use the
notation S := Su ∩ Sv, and by S
c we denote the complement of S in Ω′, the
nondegeneracy set. Note that S is a closed set [11].
Theorem 3.2. Suppose that Ω, Ω′, u, v satisfy all the conditions of Theo-
rem 3.1. Assume further that
(i) Sc is a connected set.
(ii) S ∩ ∂Ω′ is empty.
Then the SCP holds true with respect to u and v.
Proof. Let E ⊂ Ω′ be a set where u(x) = v(x). If E ∩ Sc is empty, then by
(ii) there exists a 0 < C < 1 such that u ≤ Cv < v on the boundary of Ω′
and by the WCP u ≤ Cv < v in Ω′.
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So, let us assume that E∩Sc is not empty and choose x ∈ E∩Sc. Without
loss of generality we may assume that |∇v(x)| > 0, and let Br(x) ⊂ Ω
′ be a
ball such that Br(x) ∩ Sv = ∅. Then
Aij := |∇v|
p−4
(
(p − 2)∂iv∂jv + |∇v|
2δij
)
is a positive definite matrix in Br(x). Indeed, this is trivial for p ≥ 2 and
follows from the inequality∑
i, j
(p− 2)∂iv∂jvξiξj ≥ −|∇v|
2|ξ|2 ∀ξ ∈ Rd,
for 1 < p < 2. With this condition the tangency principle (see Theorem 2.5.2
in [30]) implies that Br(x) ⊂ E (the proof relies on the strong maximum
principle for the function u−v that satisfies a certain elliptic linear equation
near the nondegenerate point x). Thus, E is a nonempty open set in Sc.
Since at the same time it is a closed set in Sc, the assumption that Sc is
connected implies Sc ⊂ E. On the other hand, X \ Sc is an open set where
∇u = ∇v = 0. Consequently, the claim follows since u and v are constant
on any connected component of this set.
In Section 5 we use Theorem 3.2 to prove the first part of Theorem 1.2
concerning regular points of spherically symmetric equations (cf. [9]).
The main obstacle in the proof of Conjecture 1.1 in the quasilinear case is
that the SCP is not known to hold for such equations without some artificial
assumptions on the critical set. In fact, our result concerning the spherically
symmetric case (Theorem 1.2) can be viewed as a variation of the following
general result.
Theorem 3.3. Assume that (1.1) admits a positive solution, and suppose
that V has a Fuchsian singularity at an isolated point ζ ∈ ∂Xˆ. Assume
further that there is a sequence Rn → ζ such that SCP holds true with
respect to any two positive global solutions of the limiting dilated equation
D{Rn}(Q)(w) = 0 in Y. (3.3)
Then
(i) ζ is a regular point of the Eq. (1.1).
(ii) Equation (1.1) admits a unique positive solution of minimal growth in
a neighborhood of ∂Xˆ \ {ζ}.
We prove Theorem 3.3 in Section 5. The extension of Theorem 3.3 to
the case where ζ is a nonisolated singular point is studied in Theorem 6.1.
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4 Uniform Harnack inequality and behav-
ior near regular points
One of our main tools in the present paper is dilatation. Let u be a positive
solution of (1.1). Then for any R > 0 the function uR(x) := u(Rx) is a
solution of the equation
Q′R(uR) := −∆p(uR) + VR(x)|uR|
p−2uR = 0 in X/R, (4.1)
where VR(x) := R
pV (Rx) is the scaled potential.
Let u, v be two positive solutions of the equation Q′(u) = 0 in some
relative neighborhood X ′ ⊂ X ⊂ Xˆ of ζ, where ζ = 0 (respectively, ζ =∞).
Assume that u and v vanish continuously on (∂X ′∩∂X)\{ζ}. So, u, v ∈ Gζ .
Let Ar be the annular set Ar := (Br \Br/2) ∩X
′, and denote
ar := inf
x∈Ar
u(x)
v(x)
, Ar := sup
x∈Ar
u(x)
v(x)
.
Then by the local Harnack inequality [30] and the boundary Harnack in-
equality [4, 19] there exists r0 > 0 such that 0 < ar ≤ Ar < ∞ for all
0 < r < r0 (respectively, r > r0). For a Fuchsian type singularity we have
Lemma 4.1 (Uniform Harnack inequality). Assume that the potential V
has a Fuchsian type singularity at ζ, where ζ ∈ {0,∞}. Then there exists
C > 0 such that the following uniform boundary Harnack inequality holds
Ar ≤ Car
for any u, v ∈ Gζ and r near ζ.
Proof. For r > 0, denote
ur(x) := u(rx), vr(x) := v(rx) x ∈ X
′/r.
Also, for r > 0 consider the annular set A˜r := (B2r \ Br/4) ∩ X
′. Note
that if ζ = 0 (respectively, ζ = ∞) is an isolated singular point, then for
r < r0 (respectively, r > r0) Ar/r and A˜r/r are fixed annuli A and A˜
satisfying A ⋐ A˜. Similarly, if ζ =∞ is not an isolated singular point, then
without loss of generality, X ′ is a truncated cone. Hence for r large enough,
the domains Ar/r and A˜r/r are fixed C
2 domains A and A˜, respectively,
satisfying A ⊂ A˜.
It follows that for such r the functions ur and vr are positive solutions
of the equations Q′r(w) = 0 in A˜ (which, in the case where ζ =∞ is not an
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isolated singular point, vanish continuously on ∂X ′/r ∩ ∂A˜). Since V has
a Fuchsian type singularity at ζ, it follows that the scaled potentials Vr are
uniformly bounded in A˜. Therefore, either the local Harnack inequality [30]
or the boundary Harnack inequality [4, 19] in A˜ implies that
Ar = sup
x∈Ar
u(x)
v(x)
= sup
x∈A
ur(x)
vr(x)
≤ C inf
x∈A
ur(x)
vr(x)
= C inf
x∈Ar
u(x)
v(x)
= Car,
where C is r independent.
If ζ = 0 belongs to a C2-portion of ∂X, then the result follows directly
from the boundary Harnack inequalities of [4, 19].
The following lemma gives additional information on the behavior of the
quotient of two positive solutions near the singular point ζ.
Lemma 4.2. Let u, v ∈ Gζ defined in a relative neighborhood X
′ of ζ, where
ζ ∈ {0,∞}). For r > 0 denote
mr := inf
Sr∩X′
u(x)
v(x)
, Mr := sup
Sr∩X′
u(x)
v(x)
.
(i) The functions mr and Mr are monotone as r → ζ, In particular, there
are numbers 0 ≤ m ≤M ≤ ∞ such that
lim
r→ζ
mr = m, lim
r→ζ
Mr =M. (4.2)
(ii) Suppose further that u and v are positive solutions of the equation
Q′(u) = 0 in X of minimal growth in ∂X \ {ζ}, then 0 < m ≤M <∞ and
mr ց m, Mr րM as r → ζ.
Proof. Assume first that ζ = 0.
(i) Suppose that BR0 ∩ X ⊂ X
′. Let {rn}
∞
n=0 be a strictly decreasing
sequence such that rn ≤ R0, and limn→∞ rn = 0. Denote also mn = mrn
and Mn =Mrn . By Harnack, mn and Mn are positive.
By the weak comparison principle, for any n ≥ 1 and 1 ≤ i ≤ j we have
min(mn,mn+j) ≤ mn+i, max(Mn,Mn+j) ≥Mn+i. (4.3)
So, {mn} and {Mn} are “concave” and “convex” sequences, respectively. It
follows that the sequences {mn} and {Mn} are finally monotone. Thus, mr,
and Mr are finally monotone functions of r. In particular, limr→0mr, and
limr→0Mr exist.
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(ii) By the definition of positive solutions of minimal growth, for any
r < r′, the inequality mrv(x) ≤ u(x) on Sr ∩ X implies mrv(x) ≤ u(x)
on Sr′ ∩ X, and therefore, mr ≤ mr′ . By a similar argument Mr′ ≤ Mr.
Consequently, mr ց m, andMr րM as r → 0+. By Lemma 4.1, mr ≍Mr,
and therefore 0 < m ≤M <∞.
The case ζ =∞ follows by the same argument.
The second part of Lemma 4.2 readily implies the following corollary:
Corollary 4.1. Let ζ ∈ ∂Xˆ. Assume that Eq. (1.1) admits a positive so-
lution and has a Fuchsian type singularity at ζ. Let u, v be two positive
solutions of (1.1) of minimal growth in a neighborhood of ∂Xˆ \ {ζ}. Then
u ≍ v. More precisely,
mv(x) ≤ u(x) ≤Mv(x) x ∈ X,
where 0 < m ≤M <∞ are given by (4.2).
Remark 4.1. Lemmas 4.1 and 4.2 imply that for u, v ∈ Gζ either
u ≻ v or u ≺ v or u ≍ v.
We are now ready to prove Proposition 1.1 that claims that the regularity
of ζ implies the uniqueness statement of Conjecture 1.1.
Proof of Proposition 1.1. Let u and v be two positive solutions of (1.1) of
minimal growth in a neighborhood of ∂Xˆ \ {ζ}. By Corollary 4.1
mv(x) ≤ u(x) ≤Mv(x) x ∈ X,
where m and M are positive numbers given by (4.2). By our assumption ζ
is a regular point. Hence,
lim
x→ζ
x∈X
u(x)
v(x)
exists.
Therefore, m =M , and u(x) = mv(x).
Next we prove Proposition 2.2 concerning a regular point of a limiting
dilated equation.
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Proof of Proposition 2.2. Suppose that V has a Fuchsian type singularity at
the point ζ ∈ ∂Xˆ , and let u, v ∈ Gζ . Let
mr := inf
Sr∩X′
u(x)
v(x)
, Mr := sup
Sr∩X′
u(x)
v(x)
. (4.4)
If M := limr→ζMr = ∞ (respectively, m := limr→ζmr = 0), then by
Lemma 4.1 m =∞ (respectively, M = 0) and the limit
lim
x→ζ
x∈X′
u(x)
v(x)
exists in the generalized sense.
So, we may assume that u ≍ v in some neighborhood X ′ ⊂ X of ζ. Let
Rn → ζ be a sequence associated with the limiting dilated equation
−∆p(w) +W |w|
p−2w = 0 in Y, (4.5)
where W is the weak∗ limit in L∞loc(Y ) of Vn := VRn , the associated scaled
potential (see (2.3)). Fix x0 ∈ Rd such that Rnx0 ∈ X for all n ≥ 1. Define
un(x) :=
u(Rnx)
u(Rnx0)
, vn(x) :=
v(Rnx)
u(Rnx0)
. (4.6)
Then un and vn are positive solutions of the equation
−∆p(w) + Vn(x)|w|
p−2w = 0 in X ′/Rn.
Since un(x0) = 1 and vn(x0) ≍ 1, it follows by a standard elliptic argument
that {Rn} admits a subsequence (denoted again by {Rn}) such that
lim
n→∞
un(x) = u∞(x), and lim
n→∞
vn(x) = v∞(x) (4.7)
locally uniformly in Y , and u∞ and v∞ are positive solutions of the limiting
dilated equation (4.5) that vanish continuously on ∂Y \{0} (this follows from
[4] and [20]). Moreover, for any fixed R > 0 we have
sup
x∈SR
u∞(x)
v∞(x)
= sup
x∈SR
lim
n→∞
un(x)
vn(x)
= lim
n→∞
sup
x∈SR
un(x)
vn(x)
= lim
n→∞
MRRn =M,
where we used the local uniform convergence of the sequence {un/vn} in Y ,
and the existence of limr→ζMr =M . Similarly,
inf
x∈SR
u∞(x)
v∞(x)
= m.
20
By our assumption either ζ1 = 0 or ζ1 =∞ is a regular point of the limiting
dilated equation (4.5), and so
lim
x→ζ1
x∈Y
u∞(x)
v∞(x)
exists.
Therefore, m =M , which in turn implies that
lim
x→ζ
x∈X′
u(x)
v(x)
exists
and so u and v are comparable with respect to - near ζ.
The following is a slightly stronger version of Proposition 2.2.
Proposition 4.1. Suppose that ζ ∈ ∂Xˆ is a Fuchsian singular point with
respect to the equation Q′(u) = 0 in X, and assume that there is a sequence
Rn → ζ, such that for any two global positive solutions u∞, v∞ of the limiting
dilated equation D{Rn}(Q) = 0 in Y that vanish on ∂Y \ {0} and for either
ζ1 = 0 or ζ1 =∞
lim
x→ζ1
x∈Y
u∞(x)
v∞(x)
exists.
Then the assertions of Conjecture 1.1 hold true for (1.1) and ζ. In particu-
lar, if a limiting dilated equation of (1.1) is critical in Y , then the assertions
of Conjecture 1.1 hold true for (1.1) and ζ.
Proof. The proof follows from the simple observation that in the proof of
Proposition 2.2, the limit
lim
x→ζ1
x∈Y
u∞(x)
v∞(x)
should exist only for any two global positive solutions of the limiting dilated
equation D{Rn}(Q) = 0 in Y that vanish on ∂Y \ {0}.
Remark 4.2. Fix a Fuchsian singular point ζ ∈ ∂Xˆ , and u ∈ Gζ . Assume
that there is a sequence Rn → ζ, such that either 0 or ∞ is a regular point
with respect to the solution u∞ of the limiting dilated equation D
{Rn}(Q) =
0 in Y := limn→∞X/Rn, where u∞ is the limit of the sequence {un} defined
by (4.6). Then ζ is a regular point with respect to the solution u of the
equation Q′(u) = 0 in X. The proof of this statement is the same as the
proof of Proposition 2.2.
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5 Proofs of theorems 1.2 and 3.3
We start with the proof of Theorem 1.2 concerning Liouville’s theorem in
the spherically symmetric case. First we need the following lemma.
Lemma 5.1. Suppose that the domain X and the potential V are spherical
symmetric, and that Eq. (1.1) admits a positive solution. Assume further
that V has a Fuchsian type singularity at ζ, where ζ = 0 or ζ = ∞. Then
for any u ∈ Gζ there exists a radial solution u˜ ∈ Gζ such that u ≈ u˜.
Proof. Assume that ζ = 0, and let u ∈ Gζ . Let R be a fixed positive number
such that u is defined in B2R \ {0}. For 0 < r ≤ R denote mr := infSr u(x),
and consider the solution ur of the following Dirichlet problem
Q′(w) = 0 in BR \Br,
w(x) = mR |x| = R,
w(x) = mr |x| = r.
(5.1)
Clearly ur is spherical symmetric. Moreover, by the uniform Harnack in-
equality and the WCP there exists a constant C independent of r such that
Cu ≤ ur ≤ u in BR \ Br. Consequently, there exists a sequence of rn → 0
such that urn → u˜ locally uniformly in BR \ {0}. Clearly, u˜ is a radial pos-
itive solution of the equation Q′(w) = 0 in BR \ {0} satisfying u˜ ≈ u near
the origin.
The proof for ζ =∞ is similar and left for the reader.
Proof of Theorem 1.2. (i) and (iii) Let u and v be two positive solutions of
the equation Q′(u) = 0 in a neighborhood X ′ ⊂ X of ζ, and assume first
that u is spherically symmetric. We follow along the lines of the proof of
Proposition 2.2.
Lemmas 4.1 and 4.2 imply that either
lim
x→ζ
x∈X′
u(x)
v(x)
∈ {0,∞},
and the limit exists in the generalized sense, or u ≍ v in a neighborhood
X ′′ ⊂ X of ζ.
Therefore, we may assume that u and v are comparable. Let {Rn} be a
sequence such that Rn → ζ and
lim
n→∞
un(x) = u∞(x), and lim
n→∞
vn(x) = v∞(x),
22
where un and vn are the corresponding dilated normalized solutions defined
as in (4.6), and u∞, v∞ are solutions of a limiting dilated equation
D{Rn}(Q)(w) = −∆p(w) +W (|x|)|w|
p−2w = 0 x ∈ Rd \ {0}.
Clearly, W and u∞ are spherically symmetric. As in the proof of Proposi-
tion 2.2, for any fixed R > 0 we have
inf
x∈SR
u∞(x)
v∞(x)
= m, sup
x∈SR
u∞(x)
v∞(x)
=M,
where as usual, m = limr→ζmr, and M = limr→ζMr, and mr, Mr are
defined by (4.4). Moreover, we may assume that W is nontrivial near ζ,
otherwise, W has a weak Fuchsian singularity at ζ, and the result follows
from part (i) of Theorem 2.1.
The set Su∞ of the critical points of u∞ is closed and spherically sym-
metric. Therefore, one of the following two cases occur:
1. ζ is an interior point of Ŝu∞ . Then there is a neighborhood Ωζ of ζ such
that |∇u∞| = 0 in Ωζ . So, u∞ is constant near ζ, but this contradicts
the non-triviality of W near ζ.
2. There exists an annulus A = BR \ Br sufficiently close to ζ such that
Su∞ ∩A = ∅. Therefore, Theorem 3.2 implies that the SCP holds true
in A. Thus,mv∞ = u∞ =Mv∞ in A. So, m =M , and the proposition
follows.
Now let u, v ∈ Gζ . By Lemma 5.1 there exists a radial solution u˜ ∈ Gζ such
that u˜ ≈ u. By the proof above, we have that u˜ ∼ u and
lim
x→ζ
x∈X′
u˜(x)
v(x)
exists in the generalized sense. Therefore,
lim
x→ζ
x∈X′
u(x)
v(x)
exists in the generalized sense.
(ii) We claim that there exists a spherically symmetric positive solution
of the equation Q′(w) = 0 in X of minimal growth in a neighborhood of
∂Xˆ \ {ζ}.
Indeed, let Bn ⋐ Bn+1 ⋐ X, n = 1, 2, . . ., be a sequence of radially
symmetric domains of X that exhausts X, and let ∂±Bn be the connected
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components of ∂Bn, such that ∂−Bn → ζ (if X = Rd, then ∂Bn has only
one connected component, in this case ∂+Bn = ∅). Fix a point x0 ∈ B0 and
consider the sequence {un} of the (spherically symmetric) solutions of the
following Dirichlet problems
Q′(w) = 0 in Bn,
w(x) = 0 on ∂+Bn,
w(x) = Cn on ∂−Bn,
where Cn is a positive constant such that un(x0) = 1. It follows that {un}
admits a subsequence that converges locally uniformly to a nonnegative solu-
tion u of the equation Q′(w) = 0 in X. By construction (cf. Remarks 2.1), u
is a positive radial solution of minimal growth in a neighborhood of ∂Xˆ \{ζ}.
Corollary 4.1 implies that any other positive solution of minimal growth
in a neighborhood of ∂Xˆ \ {ζ} is comparable to the above radial solution u.
Therefore the uniqueness follows readily from part (i).
Remark 5.1. Proposition 2.2 and Theorem 1.2 imply the following useful
result.
Suppose that the potential V is of the form V = V1 + V2, where V1 is
spherical symmetric, and has a Fuchsian isolated singularity at ζ, where
ζ = 0 or ζ = ∞, and V2 has a weak Fuchsian singularity at ζ. Assume
further that Eq. (1.1) admits a positive solution. Then
(i) ζ is a regular point of (1.1).
(ii) Equation (1.1) admits a unique positive solution of minimal growth
in a neighborhood of infinity in X \ {ζ}.
Finally, we prove Theorem 3.3, which claims that Conjecture 1.1 holds
true under the assumption that the SCP holds true for a limiting dilated
equation.
Proof of Theorem 3.3. We prove only the first part of the theorem. The
second part follows by Proposition 1.1. Not surprisingly, the proof of the
first part is similar to the proof of Proposition 2.2.
Recall the definition of mr and Mr (see (4.4)). We need to prove that
m =M , where M := limr→ζMr, and m := limr→ζmr.
If M = ∞ (respectively, m = 0), then by Lemma 4.1, m = ∞ (respec-
tively, M = 0) and the statement follows.
So, let us assume that 0 < m ≤ M < ∞. Accordingly u ≍ v in X ′,
and therefore (after choosing a subsequence of the given sequence {Rn})
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the normalized dilated sequences {un} and {vn} defined by (4.6) converge
locally uniformly to positive solutions u∞ and v∞ of the dilated equation
−∆p(u) +W (x)|u|
p−2u = 0 in Y. (5.2)
Using the same argument as in the proof of Proposition 2.2, we have for any
R > 0
m = inf
x∈SR∩Y
u∞(x)
v∞(x)
, M = sup
x∈SR∩Y
u∞(x)
v∞(x)
.
Since ζ is an isolated point, it follows that Y is the punctured space, and
mu∞ and v∞ touch each other only inside Y . Therefore, our assumption on
the validity of SCP with respect to any two positive global solutions (5.2)
implies that mv∞ = u∞ =Mv∞ in Y , and therefore M = m.
6 The nonisolated singularity case
Some of our results extend to the case of a nonisolated singular point ζ ∈ ∂Xˆ .
More precisely, we consider two cases (cf. Section 1):
1. X is a domain (which might be unbounded and nonsmooth) such that
the singular point ζ = 0 belongs to a C2-portion of ∂X.
2. X is a cone near infinity, and ζ = ∞. More precisely, the intersection
of X with the exterior of some ball is an open connected truncated
cone with a nonempty C2 boundary.
One of the main technical difficulties of the nonisolated singularity case
is that the dilated equation is defined on a cone Y rather on the punctured
space as in the isolated singularity case, and the regularity of neither the
origin nor ∞ with respect to the p -Laplace equation on a cone is known
(cf. Example 6.1). Hence we are unable to extend Theorem 2.1 to this case.
On the other hand, Theorem 3.3 can be readily extended. To this end, we
introduce the following notion
Definition 6.1. Let Ω′ be a bounded subdomain of a domain Ω ⊂ Rd, Ω′ $
Ω, and let Γ a C2-relatively open portion of ∂Ω′. Assume that the equation
Q′(w) = 0 admits a positive solution in Ω. We say that the boundary
point lemma is valid for the equation Q′(w) = 0 and Γ if for any
two positive solutions u and v of the equation Q′(u) = 0 in Ω′ that vanish
continuously on Γ, and satisfy u < v in a neighborhood Bε(y)∩Ω
′ of y ∈ Γ,
we have
∂νv(y) < ∂νu(y),
where ν denotes the unit outward normal to ∂Ω′.
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For the validity of the boundary point lemma for quasilinear equations
see for example [7, 30] and the references therein.
The following result can be proved along the lines of the proof of Theo-
rem 3.3 (see, Section 5).
Theorem 6.1. Assume that (1.1) admits a positive solution, and suppose
that V has a Fuchsian singularity at ζ. Assume further that there is a
sequence Rn → ζ such that SCP and the boundary point lemma hold true with
respect to any two global positive solutions of the limiting dilated equation
D{Rn}(Q)(w) = 0 in Y (6.1)
that vanish on Y \ {0}. Then
(i) ζ is a regular point of the Eq. (1.1).
(ii) Equation (1.1) admits a unique positive solution of minimal growth in
a neighborhood of ∂Xˆ \ {ζ}.
We conclude this section with an example where we consider the p -
Laplace equation on a smooth cone. Note that although we show below
that the positive Liouville theorem holds true, we are unable to prove the
regularity of the singular points ζ = 0,∞.
Example 6.1. Let X ⊂ Rd be a cone generated by a smooth subdomain S
of the unit sphere S1 such that ∂S 6= ∅. Consider the equation
−∆p(u) = 0 in X. (6.2)
It is proved in [32, 29] that (6.2) admits a unique regular (respectively,
singular) separable positive p -harmonic function u∞ (respectively, u0) in X
of the form
u∞(x) = |x|
β∞φ∞(x/|x|), (respectively, u0 = |x|
β0φ0(x/|x|)),
where β0 < 0 < β∞, and u∞ (respectively, u0) satisfies
u∞(x)=0 ∀x∈∂X, (respectively, u0(x)=0 ∀x∈∂X \ {0}, lim
x→∞
u0(x)=0).
Clearly, u∞ is a positive solution of minimal growth in a neighborhood
of ∂Xˆ \ {∞}. Moreover, if p ≥ d, then u0 is a positive solution of mini-
mal growth in a neighborhood of ∂Xˆ \ {0}. Indeed, |∇u0| is positive and
|∇u0(x)| ≤ C|x|
−1|x|β0 . For k = 1, 2, . . . put uk := χku0, where 0 ≤ χk ≤ 1
is a smooth function such that
χk(x) =
{
1 1 < |x| < k,
0 0 < |x| < 1/2 or |x| > 2k,
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and |∇χk(x)| ≤ C
1
k if k < |x| < 2k. We have |∇uk(x)| ≤ Ck
−1|k|β0 for
k < |x| < 2k. Note that for any fixed ball B in B∗1 ∩X and large k we have∫
B uk(x)
p dx = constant > 0. Moreover, the corresponding Lagrangian of
Picone identity given by
L(uk, u) :=
1
p
[
|∇uk|
p + (p − 1)
upk
up
|∇u|p − p
up−1k
up−1
∇uk · ∇u|∇u|
p−2
]
is zero in (Bk \B1) ∪B
∗
2k. Hence,∫
X\B1
L(uk, u0) dx =
∫
{x|k<|x|<2k}
L(uk, u0) dx
≤
∫
{x|k<|x|<2k}
Ck−pkβ0p dx ≤ Ck−pkβ0pkd
converges to zero as k → ∞ if p ≥ d (actually, it is enough to assume that
d−p+β0p < 0). Therefore, Theorem 7.1 of [26] implies that u0 is a positive
solution of minimal growth in a neighborhood of ∂Xˆ \ {0}.
Note that the set Su∞ (respectively, Su0) of critical points of u∞ (respec-
tively, u0) is empty. Moreover, by Theorem 2.15 of [18], the boundary point
lemma is valid for the p -Laplacian on ∂X \ {0}. It follows as in the proof
of Theorem 1.2 that ∞ (respectively, 0) is a regular point with respect to
u∞ and u0, and that u∞ (respectively, u0 if p ≥ d) is the unique positive
p -harmonic function in X of minimal growth in ∂Xˆ \ {∞} (respectively,
∂Xˆ \ {0}). In particular, it follows that the positive Liouville theorem for
p -harmonic functions in X that vanishes continuously on ∂X holds true
(without any Phragme´n-Lindelo¨f condition; cf. Theorem 2.1.2 in [32]).
7 Further examples and remarks
In this section we present some examples and remarks which illustrate our
results. We also present a new result concerning the existence of the limit
of a positive solution u at an isolated Fuchsian singular point in the case of
a nonnegative potential V (see Theorem 7.1).
The first example concerns positive solutions of (7.1) which appear nat-
urally in studying improved Hardy’s inequality (see for example [2] and the
references therein).
Example 7.1. Let X = Rd \ {0}. Consider the equation
−∆p(u)− λ
|u|p−2u
|x|p
+ V (x)|u|p−2u = 0 in X. (7.1)
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where λ ≤ cH =
∣∣∣p−dp ∣∣∣p is the Hardy constant, and V satisfies the Fuchsian-
type assumption
|x|p|V (x)| ≤ C for a. e. x ∈ X, (7.2)
where C is a positive constant. Note that the case V = 0 is discussed in
Example 1.1. Suppose further that V has weak Fuchsian singularities both
at 0 and ∞.
Remark 5.1 implies that (7.1) admits a unique positive solution of min-
imal growth in ∂Xˆ \ {0}, and a unique positive solution of minimal growth
in ∂Xˆ \ {∞}.
Remark 7.1. Suppose that ζ = 0 ∈ ∂Xˆ , V ∈ L∞loc(X) has a Fuchsian
singularity at 0 and V ∈ Lq(B1 ∩X) with q > d/p. We claim that V has a
weak Fuchsian singularity at 0.
Indeed, let φ be a bounded function compactly supported in Br \ {0} for
some r > 0. Then using Ho¨lder’s inequality we obtain∣∣∣∣∣
∫
X/R
RpV (Rx)φ(x) dx
∣∣∣∣∣ ≤ Rp−d
∫
X
|V (x)| |φ(x/R)|dx
≤ ||φ||∞R
p−d
∫
X∩BRr
|V (x)|dx
≤ ||φ||∞R
p−d|X ∩BRr|
d−d/q||V ||Lq(BRr∩X).
Therefore, there is a constant C such that∣∣∣∣∣
∫
X/R
RpV (Rx)φ(x) dx
∣∣∣∣∣ ≤ C||φ||∞Rp−d(Rr)d−d/q||V ||Lq(B1∩X)
≤ CRp−d/q −→
R→0
0.
In the same manner, one can prove that if V ∈ L∞loc(X) has a Fuchsian
singularity at ∞ and V ∈ Lq(B∗1 ∩X) with 1 ≤ q < d/p, then V has a weak
Fuchsian singularity at ∞.
Remark 7.2. The main results of the present paper hold true if instead of
(1.3) one assumes that there exist 0 < a < 1 < b < ∞, and Rn → ζ such
that
|x|p|V (x)| ≤ C for a. e. x ∈ A :=
∞⋃
n=1
{x ∈ X | aRn < |x| < bRn}.
(7.3)
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Such a set A is called an essential set with respect to the singular
point ζ (see [24]).
We conclude this section with an application of Proposition 2.2 to the
asymptotic behavior of positive solutions near singularity for an equation
with a nonnegative potential V . The result is new even for linear case and
partially answers Question 9.5 in [24]. Note that the proof applies also in
the linear nonselfadjoint case.
Theorem 7.1. Let V ≥ 0 be a Fuchsian-type potential with an isolated
singularity at ζ = 0 or ζ = ∞. Assume that for any sequence Rn → ζ the
limiting dilated equation satisfies D{Rn}(Q)(u) = −∆p(u) in Rd \ {0}.
Let u be a positive solution of (1.1) near ζ. Then
lim
x→ζ
u(x) exists.
The limit might be infinite.
Proof. Without loss of generality assume that ζ =∞. For Rn → ζ set
mR := inf
x∈SR
u(x), mn := mRn ; MR := sup
x∈SR
u(x), Mn :=MRn .
By the maximum principle (cf. Lemma 4.2), MR is a monotone function
of R for R large enough. Hence, limR→ζMR exists and equals M , where
0 ≤ M ≤ ∞. If M is infinite (respectively, zero), then by the uniform
Harnack inequality, limn→∞mn exists and is infinite (respectively, zero),
and the claim follows.
Consequently, suppose that u ≍ 1 near ζ. We want to prove that for
any sequence {Rn}, limn→∞mn exists and is equal to M . Assume to the
contrary that there is a sequence {Rn} such that m := limn→∞mn < M .
Then un(x) := u(Rnx), n ≥ 1, is a uniformly bounded family that has a
subsequence that converges locally uniformly to a positive solution u∞ of
the limiting dilated equation D{Rn}(Q)w = 0 in the punctured space. By
our assumptions u∞ is a bounded p -harmonic function in the punctured
space, and therefore u∞ = constant. On the other hand, by our choice of
{Rn}, we have
inf
x∈S1
u∞(x) = lim
n→∞
mn = m, and sup
x∈S1
u∞(x) = lim
n→∞
Mn =M,
which is a contradiction.
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A Behavior of p -harmonic functions near
infinity
In this Appendix we prove Theorem 2.3 concerning the asymptotic behavior
of positive p -harmonic functions near infinity for p ≥ d. To this end, we use
a modification of the classical Kelvin transform u(x) 7→ |x|2−du(x/|x|2) that
preserves classical harmonic functions.
Definition A.1. For x ∈ Rd we denote by x˜ := x/|x|2 the inverse point
with respect to the unit ball B1. Let u be a function defined either on
the punctured unit ball or on B∗1 , the exterior of the unit ball. Themodified
Kelvin transform of u is defined by
K[u](x) := u(x/|x|2) = u(x˜).
For p = d, the modified Kelvin transform is a conformal transformation,
therefore, in this case Theorem 2.3 follows from Theorem 2.2. The proof of
Theorem 2.3 for p > d consists of a sequence of lemmas. First we use the
modified Kelvin transform to analyze the behavior of positive p -harmonic
functions near infinity from the behavior of positive solutions of a weighted
p -Laplace equation near the origin. Then, following closely the proof of
Serrin in [31], we find the asymptotic of positive singular solutions near an
isolated singular point.
Lemma A.1. Let β := 2(p − d). Suppose that u is a solution of the equa-
tion −∆p(u) = 0 in a neighborhood of infinity (respectively, in a punctured
neighborhood of the origin), and let v := K[u]. Then v is a solution of the
equation
−div (A[v]) := −div (|x|β |∇v|p−2∇v) = 0 (A.1)
in a punctured neighborhood of the origin (respectively, in a neighborhood of
infinity).
In particular, any bounded solution of the equation −div (A[v]) = 0 in
the punctured space is a constant.
Proof. An elementary computation shows that
∇iv(x) = ∇˜ju(x˜)
(
δij
|x|2
− 2
xixj
|x|4
)
= ∇˜iu(x˜)|x˜|
2 − 2∇˜ju(x˜)x˜j x˜i,
|∇v(x)|2 = |∇˜u(x˜)|2
1
|x|4
= |∇˜u(x˜)|2|x˜|4,
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here and below we sum over repeated indices and use ∇˜ to denote gradient
with respect to x˜. Accordingly,
div (A[v]) = div
[
|x|2−2d|∇˜u(x˜)|p−2
(
∇˜u(x˜)− 2∇˜ju(x˜)xj
x
|x|2
)]
= div
[
|x˜|2d−2|∇˜u(x˜)|p−2
(
∇˜u(x˜)− 2∇˜ju(x˜)
x˜j
|x˜|2
x˜
)]
= ∇˜i
[
|x˜|2d−2|∇˜u(x˜)|p−2
(
∇˜ju(x˜)−2∇˜ku(x˜)
x˜k
|x˜|2
x˜j
)](
δij |x˜|
2−2x˜ix˜j
)
.
Expanding the gradient in the last line yields
div (A[v]) =[
(2d−2)|x˜|2d−4x˜i|∇˜u(x˜)|
p−2∇˜ju(x˜)−2(2d−4)|x˜|
2d−6x˜i|∇˜u(x˜)|
p−2∇˜ku(x˜)x˜kx˜j
+ |x˜|2d−2∇˜i
(
|∇˜u(x˜)|p−2∇˜ju(x˜)
)
− 2|x˜|2d−4∇˜i
(
|∇˜u(x˜)|p−2∇˜ku(x˜)
)
x˜kx˜j
−2|x˜|2d−4|∇˜u(x˜)|p−2∇˜ku(x˜) (δkix˜j + x˜kδij)
]
(δij |x˜|
2 − 2x˜ix˜j).
By collecting the terms of the first and the last lines of the right hand side
of the latter equation, we get
div (A[v]) =|x˜|2d−2|∇˜u(x˜)|p−2x˜i∇˜iu(x˜)(−(2d − 2) + 2(2d − 4) + 6− 2d)
+ |x˜|2d−2∇˜i
(
|∇˜u(x˜)|p−2∇˜ju(x˜)
)
(δij |x˜|
2 − 2x˜ix˜j) (A.2)
− 2|x˜|2d−4∇˜i
(
|∇˜u(x˜)|p−2∇˜ku(x˜)
)
x˜kx˜j(δij |x˜|
2 − 2x˜ix˜j).
Note that the right hand side of the first line of (A.2) equals zero, while the
last two lines of (A.2) give us
div (A[v]) = |x˜|2d−2∇˜i
(
|∇˜u(x˜)|p−2∇˜ju(x˜)
)
δij |x˜|
2 = |x˜|2d∆˜pu(x˜),
which is equal to zero by our assumption.
Since the Liouville theorem holds true for bounded p -harmonic functions
in Rd, it follows from the first part of the proof that any bounded solution
of the equation −div (A[v]) = 0 in the punctured space is a constant.
Denote α := (d−p)/(p−1). It is well known that |x|−α is a positive radial
solution of the p -Laplace equation in the punctured space. By Lemma A.1,
the function |x|α is a solution of the weighted equation −div (A[v]) = 0 in
the punctured space. It is useful to keep in mind that for p > d, β is positive
and α is negative.
31
The following lemma claims that ζ = ∞ is a regular point with respect
to the constant function and the p -Laplace equation.
Lemma A.2. Let u be a positive solution of the equation −∆p(u) = 0 in a
neighborhood of infinity, where 1 < p <∞. If u does not admit a finite limit
as x→∞, then
lim
x→∞
u(x) =∞.
Moreover, if p ≥ d, then limx→∞ u(x) 6= 0.
Proof. By Lemma 4.2 (with v = 1), for r large enough, the functions
mr := inf
x∈Sr
u(x), Mr := sup
x∈Sr
u(x)
are monotone. Suppose that m = limr→∞mr is finite. Then for any ε > 0
the function u−m+ε is a positive p -harmonic function in some neighborhood
of infinity. By the uniform Harnack inequality, for r large we have
Mr −m+ ε < C(mr −m+ ε)
and by taking r →∞ we get
0 ≤M −m ≤ Cε.
Hence M = m < ∞, and lim|x|→∞ u(x) = m = M < ∞. Therefore, u
admits a finite limit as x→∞.
We note that for p ≥ d this finite limit is in fact positive. Indeed, in this
case, the equation −∆p(u) = 0 in Rd is critical [26], and hence, the positive
constant function is its ground state. In particular, the constant function
has minimal growth at infinity. So, for p ≥ d, there is no positive p -harmonic
function in an exterior domain that tends to zero at infinity.
Remark A.1. Using the “fundamental solution” of the p -Laplacian in Rd
µp(x) :=
C(d, p)|x|
(p−d)/(p−1) if p 6= d,
C(d) log(|x|) if p = d,
(A.3)
and a simple comparison argument, it can be shown that a positive solu-
tion of the equation −∆p(u) = 0 in a neighborhood of infinity satisfying
limx→∞ u(x) =∞ exists if and only if p ≥ d. For an extension of this result
see [23].
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Lemma A.3. Forp >d, let u be a positive solution of the equation −∆p(u)=
0 in a neighborhood of infinity, satisfying limx→∞ u(x) =∞. Fix R > 0 and
c > 0 such that vc(x) := K[u](x)− c is positive near the origin and negative
on SR. For any θ ∈ C
1
0 (BR) which is identically 1 near the origin we have∫
BR
∇θ · A[vc] dx = k,
where k is a positive constant independent of θ.
Proof. Note that the difference of any two such θ has a compact support in
BR\Bε for some ε > 0. Since vc is a solution of the equation −div (A[u]) = 0
in BR \Bε, it follows that∫
BR
∇θ · A[vc] dx = constant = k.
Therefore, it remains to prove that k > 0. Let
θ(x) :=

1 vc(x) ≥ 1,
vc(x) 0 < vc(x) < 1,
0 vc(x) ≤ 0.
Since vc is not a constant it follows that
k =
∫
BR
∇θ ·A[vc] dx =
∫
{x∈BR|0<vc(x)<1}
|x|β |∇vc|
p dx > 0.
The following lemma can be found in [15] (see Theorem 7.41 therein).
However, we include the proof for the completeness.
Lemma A.4. Let p > d, and let vc(x) be the solution in Lemma A.3. Then
there exists ε > 0 such that
vc(x) ≍ |x|
α in Bε \ {0}. (A.4)
Proof. We denote by C a generic positive constant whose value might change
from line to line but depends only on p and d. For 0 < r < R let
mr = inf
x∈Sr
vc(x), Mr = sup
x∈Sr
vc(x).
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In light of Lemma 4.2, and since limx→0 vc(x) = ∞, we may assume that
mr, Mr are nondecreasing as r → 0. It suffices to prove that there exist
positive constants C and C1 depending only on p and d such that
mr ≤ Cr
α ≤ C1Mr for all 0 < r < r0,
and then estimate (A.4) will follow using the uniform Harnack inequality
(Lemma 4.1).
For µ > 0 let
θµ(x) :=

µ vc(x) ≥ µ,
vc(x) 0 < vc(x) < µ,
0 vc(x) ≤ 0.
Note that θµ(x) = µ near the origin, therefore, by Lemma A.3 we have
kµ =
∫
BR
∇θµ ·A[vc] dx. (A.5)
Upper bound: By (A.5) we have
kmr =
∫
BR
∇θmr ·A[vc] dx = C
∫
BR
|x|β|∇θmr |
p dx ≥ C1m
p
r capp, β(Br,R),
where capp, β(Br,R) is the (variational) weighted p -capacity of the ball Br in
BR with respect to measure |x|
β (see, [15], Chapter 2). Explicit calculation
[15] (see Example 2.22 therein), shows that
capp, β(Br,R) = C
(
r(p−d−β)/(p−1) −R(p−d−β)/(1−p)
)1−p
.
Thus,
km1−pr ≥ C
(
r(p−d−β)/(p−1) −R(p−d−β)/(1−p)
)1−p
.
Note that (p− d− β)/(p − 1) = α, therefore,
mr ≤ C (r
α −Rα) ≤ Crα.
Lower bound: For 0 < r < R, let
ξr(x) :=

1 |x| < r,
|x|α −Rα
rα −Rα
r ≤ |x| ≤ R,
0 |x| > R.
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Using Lemma A.3 and Ho¨lder’s inequality, we obtain
k=
∫
BR
∇ξr · A[vc]dx ≤
(∫
BR\Br
|∇ξr|
p|x|βdx
)1/p(∫
BR\Br
|∇vc|
p|x|βdx
)(p−1)/p
.
(A.6)
For the first term in the right hand side of (A.6) we have∫
BR\Br
|∇ξr|
p|x|β dx =
C
(rα −Rα)p
(
r(α−1)p+β+d −R(α−1)p+β+d
)
=
C
(rα −Rα)p−1
,
where we used the equality (α− 1)p+ β + d = α. Consequently, for r small
we have ∫
BR\Br
|∇ξr|
p|x|β dx ≤ Cr−α(p−1). (A.7)
To estimate the second term of (A.6), we note that vc = θMr in {0 ≤ vc ≤
Mr} ⊃ BR \Br, and consequently∫
BR\Br
|∇vc|
p|x|βdx ≤
∫
0≤vc≤Mr
|∇vc|
p|x|βdx =
∫
BR
∇θMr ·A[vc] dx = kMr.
(A.8)
Combining (A.6), (A.7) and (A.8) we get
k =
∫
BR
∇θr ·A[vc] dx ≤ Cr
α(1−p)/pM (p−1)/pr
and rα ≤ CMr follows.
With the work of the preceding lemmas available, we can finish the proof
of Theorem 2.3 concerning the asymptotic behavior of positive singular p -
harmonic functions near infinity for p > d.
End of the proof of Theorem 2.3. In light of Lemma A.1, Lemma A.2, and
Lemma A.4, we need only to show that v(x) ≍ |x|α in Bε \ {0} implies that
v(x) ∼ |x|α as x→ 0. We use Ve´ron’s scaling method [26].
For 0 < σ < 1, we denote wσ(x) := v(σx)/σ
α. Then {wσ}0<σ<1 is a
locally bounded family, and wσ(x) ≍ |x|
α in Bc/σ \ {0} for some c > 0.
Consequently, there is a subsequence σn → 0 such that {wσn} converges
locally uniformly in Rd \ {0} to
W (x) := lim
n→∞
wσn(x)
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which is a positive solution of the equation
−div (A[u]) = 0 in Rd \ {0}.
Clearly, m|x|α ≤W (x) ≤M |x|α, where
m := lim
r→0
mr = lim
r→0
inf
x∈Sr
v(x)
rα
, M := lim
r→0
Mr = lim
r→0
sup
x∈Sr
v(x)
rα
,
and the existence of the limits above follows from Lemma 4.2.
We claim that for any R > 0 we have
inf
x∈SR
W (x)
|x|α
= m, sup
x∈SR
W (x)
|x|α
=M.
Indeed,
inf
x∈SR
W (x)
|x|α
= inf
x∈SR
lim
n→∞
wσn(x)
|x|α
= lim
n→∞
inf
x∈SR
wσn(x)
|x|α
= lim
n→∞
inf
x∈SR
v(σnx)
(σnR)α
= lim
n→∞
inf
x∈SσnR
v(x)
|x|α
= lim
n→∞
mσnR = m,
where the interchanging of the order of the two limiting processes above is
justified due to the local uniform convergence of the sequence {wσn(x)/|x|
α}.
Similarly, we obtain supx∈SR
W (x)
|x|α =M .
Since |x|α is a positive solution of the equation −div (A[u]) = 0 in Rd\{0}
which does not have any critical point, it follows from Theorem 3.2 that
m|x|α =W (x) =M |x|α, and therefore m =M .
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