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Abstract
We re-visit the classical problem of optimal payment of dividends and determine the degree
to which the diffusion approximation serves as a valid approximation of the classical risk model
for this problem. Our results parallel some of those in Ba¨uerle [3], but we obtain sharper results
because we use a different technique for obtaining them. Specifically, Ba¨uerle [3] uses probabilistic
techniques and relies on convergence in distribution of the underlying processes. By contrast, we
use comparison results from the theory of differential equations, and these methods allow us to
determine the rate of convergence of the value functions in question.
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1 Introduction
A long-standing problem in insurance mathematics is optimal payment of dividends; see, for example,
the survey by Avanzi [1]. In this paper, we are concerned about the degree to which the diffusion
approximation serves as a valid approximation of the classical risk model when optimizing dividend
payments.
Gerber, Shiu, and Smith [8] address approximations to the dividend problem. Also, Ba¨uerle [3]
considers the scaled dividend problem and proves that, as the scaling factor increases without bound,
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the optimal value function converges to the one under the diffusion approximation. We use the same
scaling and prove results that are similar to those in Ba¨uerle [3], but we use different techniques.
Ba¨uerle [3] uses probabilistic techniques and relies on convergence in distribution of the underlying
processes. By contrast, we use comparison results from the theory of differential equations, and these
methods allow us to determine the rate of convergence of the value functions in question. Ba¨uerle [3]
also includes proportional reinsurance, but we omit reinsurance in the interest of simplicity.
The remainder of the paper is organized as follows. In Section 2, we present the Crame´r-Lundberg
(CL) model and state results from Azcue and Muler [2] that we use to bound our value function. Then,
in Section 3, we scale the CL model and show that, as the scaling factor increases without bound, the
resulting value function converges to the one under the diffusion approximation, and we determine the
rate of that convergence. In that section, we also show that, if the insurer uses the optimal strategy
under the diffusion approximation but for the scaled CL risk model, then doing so is ε-optimal, and
we specify the order of ε relative to the scaling factor.
2 Classical risk model and Azcue and Muler [2]
2.1 Crame´r-Lundberg model with dividends
Consider an insurer whose surplus process U = {Ut}t≥0 before paying dividends is described by a
Crame´r-Lundberg (CL) model, that is, the insurer receives premium income at a constant rate c and
pays claims according to a compound Poisson process. Specifically,
Ut = x+ ct−
Nt∑
i=1
Yi, (2.1)
in which U0 = x ≥ 0 is the initial surplus, N = {Nt}t≥0 is a homogeneous Poisson process with
intensity λ > 0, and the claim sizes Y1, Y2, . . . are independent and identically distributed, positive
random variables, independent of N . All random variables are defined on a common probability space(
Ω,F ,P), with the natural filtration F = {Ft}t≥0 induced by the random variables.
Let FY denote the common cumulative distribution function of {Yi}i∈N, and assume that Y has
finite moment generating function MY (s) = E
(
eY s
)
for s in a neighborhood of 0; thus, E
(
Y k
)
<∞ for
k = 1, 2, . . . . Finally, assume that the premium rate c satisfies c > λEY , and write c = (1 + θ)λEY ,
with positive risk loading θ > 0.
The insurer pays dividends to its shareholders according to a process D = {Dt}t≥0, in which Dt
equals the cumulative dividends paid on or before time t, with D0− = 0. A dividend strategy D is
admissible if D is non-decreasing and is predictable with respect to the filtration F.
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The surplus process X = {Xt}t≥0 after paying dividends is given by
Xt = x+ ct−
Nt∑
i=1
Yi −Dt, (2.2)
in which X0 = x ≥ 0 is the initial surplus. Define the time of ruin τ by
τ = inf{t ≥ 0 : Xt < 0}. (2.3)
The insurer seeks to maximize the expected value of discounted dividends between now and the time
of ruin, with corresponding value function V defined by
V (x) = sup
D
E
[∫ τ
0
e−δtdDt
∣∣∣∣∣X0 = x
]
, (2.4)
in which δ > 0 is the discount rate, and the supremum is taken over admissible dividend strategies.
Gerber [5] shows that the optimal dividend strategy for the problem in (2.4) is a band strategy.
A band strategy reduces to a barrier strategy if the initial surplus is less than the lowest band or if
claim sizes are exponentially distributed. From Theorem 2.45 of Schmidli [10], the value function V
is the minimal non-negative solution of the following integro-differential variational inequality on R+:
min
[
(λ+ δ)v(x) − cvx(x)− λ
∫ x
0
v(x− y)dFY (y), vx(x)− 1
]
= 0. (2.5)
Furthermore, Theorem 2.39 of Schmidli [10] states that V is differentiable from the left and from the
right on (0,∞), and (2.5) holds separately for both left- and right-derivatives.
2.2 Results from Azcue and Muler [2]
We look for bounds for the value function V as sub- and supersolutions of (2.5), after we scale the CL
model in Section 3.1. To that end, define the operator F , acting on u ∈ C1(R+), by the variational
inequality in (2.5), that is,
F
(
x, u(x), ux(x), u(·)
)
= min
[
(λ+ δ)u(x) − cux(x)− λ
∫ x
0
u(x− y)dFY (y), ux(x)− 1
]
. (2.6)
We say that a function u ∈ C1(R+) is a subsolution of F = 0 if
F
(
x, u(x), ux(x), u(·)
) ≤ 0,
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for all x ≥ 0. Similarly, we say that a function v ∈ C1(R+) is a supersolution of F = 0 if
F
(
x, v(x), vx(x), v(·)
) ≥ 0,
for all x ≥ 0.
We state results from Sections 4 and 5 of Azcue and Muler [2] as they apply to the model in
this paper. They state their results for viscosity sub- and supersolutions because they control surplus
via reinsurance; however, their results also apply to our no-reinsurance model with classical sub- and
supersolutions. First, Azcue and Muler [2] prove a comparison result for functions that satisfy the
following conditions:
1. u : R+ → R is locally Lipschitz.
2. If 0 ≤ x < y, then u(y)− u(x) ≥ y − x.
3. There exists a constant k > 0 such that u(x) ≤ x+ k for all x ≥ 0.
They note that the value function in (2.4) satisfies these three conditions.
Proposition 4.2 of Azcue and Muler [2] shows that if u is a subsolution and if v is a supersolution
of F = 0, both satisfying Conditions 1, 2, and 3, with u(0) ≤ v(0), then u ≤ v on R+. Because the
value function is a solution of F = 0 and, hence, a supersolution of F = 0, we will use this result in
Section 3.2 to find a lower bound of the value function.
Proposition 5.1 of Azcue and Muler [2] shows that if v is an absolutely continuous supersolution
of F = 0 satisfying Condition 3, then V ≤ v on R+. We will use this result in Section 3.2 to find an
upper bound of the value function.
3 Asymptotic analysis
3.1 Scaled model and diffusion approximation
Next, we scale the CL model by n > 0, as in Cohen and Young [4]. In the scaled system, define λn = nλ,
so n large is essentially equivalent to λ large. Scale the claim severity by defining Yn = Y/
√
n; thus,
the variance of total claims during [0, t] is invariant under the scaling, that is, λnE
(
Y 2n
)
= λE
(
Y 2
)
for
all n > 0. Finally, define the premium rate by cn = c + (
√
n − 1)λEY ; thus, cn − λnEYn = c − λEY
is also invariant under the scaling. We can also write cn = (
√
n + θ)λEY , in which c = (1 + θ)λEY ;
moreover, we can write cn = (1+ θn)λnEYn, in which θn = θ/
√
n. The diffusion approximation of the
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scaled surplus process before dividends is, therefore,
(
cn − λnEYn
)
dt+
√
λnE
(
Y 2n
)
dBt =
(
c− λEY )dt+√λE(Y 2) dBt = θλEY dt+√λE(Y 2) dBt, (3.1)
for some standard Brownian motion B = {Bt}t≥0. Note that the diffusion approximation of the scaled
CL model is independent of n. See Iglehart [9], Ba¨uerle [3], Gerber, Shiu, and Smith [8], and Schmidli
[11] for more information about this scaling.
Let Vn denote the probability of ruin under the scaled CL model. We wish to bound Vn by
modifying VD via functions of order O
(
n−1/2
)
, in which VD is the value function when uncontrolled
surplus follows the diffusion approximation in (3.1). Thus, first, we digress to compute VD, which
uniquely solves the following free-boundary problem:


δv(x) = θλEY vx(x) +
1
2
λE
(
Y 2
)
vxx(x), 0 ≤ x ≤ bD,
v(0) = 0, vx(bD) = 1, vxx(bD) = 0,
(3.2)
with VD(x) = VD(bD) + (x − bD) for x > bD. See Gerber and Shiu [7] for a thorough analysis of
VD’s problem. Via a straightforward application of techniques from ordinary differential equations,
we obtain
VD(x) =


eγ1x − e−γ2x
γ1eγ1bD + γ2e−γ2bD
, 0 ≤ x ≤ bD,
VD(bD) + (x− bD), x > bD,
(3.3)
in which 0 < γ1 < γ2 are given by
γ1 =
1
λE
(
Y 2
) [−θλEY +√(θλEY )2 + 2δλE(Y 2) ] , (3.4)
and
γ2 =
1
λE
(
Y 2
) [θλEY +√(θλEY )2 + 2δλE(Y 2) ] , (3.5)
and the free boundary bD equals
bD =
2
γ1 + γ2
ln
(
γ2
γ1
)
. (3.6)
By using the expression for bD in (3.6), we rewrite VD as follows:
VD(x) =


1
γ1 + γ2
(
γ1
γ2
) γ1−γ2
γ1+γ2
(
eγ1x − e−γ2x
)
, 0 ≤ x ≤ bD,
θλEY
δ
+
(
x− bD
)
, x > bD.
(3.7)
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From the second line in (3.7), we observe
VD
(
bD
)
=
θλEY
δ
, (3.8)
the present value of a continuous perpetuity, discounted at rate δ, paying at the rate θλEY , the risk
loading in the premium. Also, VD(x) > x for all x > 0, from which it follows that
θλEY
δ
> bD, (3.9)
an inequality that will be useful later.
Remark 3.1. Because the diffusion in (3.1) approximates the CL risk process in (2.1) with λ, Y , and
c replaced by λn, Yn, and cn, respectively, researchers often say that VD approximates Vn. In Theorem
3.1 in the next section, we quantify the degree to which VD approximates Vn.
3.2 Approximating Vn by VD to order O
(
n−1/2
)
In this section, we bound Vn by modifying VD via functions of order O
(
n−1/2
)
and by using Proposi-
tions 4.2 and 5.1 of Azcue and Muler [2], as they apply to the scaled problem. Note that VD plus or
minus a constant satisfies the three conditions of Azcue and Muler [2] that we list in Section 2.2.
Throughout this section, let Fn denote the operator in (2.6), with c, λ, and Y replaced by cn, λn,
and Yn, respectively, and write Fn as follows:
Fn
(
x, u(x), ux(x), u(·)
)
= min
{
Gn
(
x, u(x), ux(x), u(·)
)
, ux(x)− 1
}
,
in which the operator Gn is as defined by
Gn
(
x, u(x), ux(x), u(·)
)
= (nλ+ δ)u(x) − λ(√n+ θ)EY ux(x)− nλ
∫ √nx
0
u
(
x− t√
n
)
dFY (t).
(3.10)
Recall that Fn evaluated at the value function Vn is identically 0.
In the next proposition, we modify VD by a constant of order O
(
n−1/2
)
to obtain a lower bound
of Vn. In Appendix A, we present the background calculation that inspired this bound.
Proposition 3.1. Assume there exists M > 0 such that
E
(
Y 3 e
γ2√
M
Y
)
<∞. (3.11)
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Then, there exists q = q(M) > 0 such that, for all n > max
(
M, q2
)
and all x ≥ 0,
VD(x)− q√
n
≤ Vn(x). (3.12)
Proof. First, note that
VD(0) − q√
n
= − q√
n
< 0 ≤ Vn(0). (3.13)
Thus, by Proposition 4.2 in Azcue and Muler [2], to prove inequality (3.12), it suffices to show that
there exists q > 0 such that VD − q/
√
n is a subsolution of Fn = 0.
Gn is linear with respect to u, ux, and u(·); thus,
Gn
(
x, VD(x)− q/
√
n, V ′D(x), VD(·)− q/
√
n
)
= Gn
(
x, VD(x), V
′
D(x), VD(·)
) − q√
n
Gn(x, 1, 0, 1)
= Gn
(
x, VD(x), V
′
D(x), VD(·)
) − q√
n
(
δ + nλSY (d)
)
,
(3.14)
in which d =
√
nx. From (A.5) in the appendix, for n ≥M , we can bound Gn evaluated at VD−q/
√
n
on [0, bD] as follows:
Gn
(
x, VD(x)− q/
√
n, V ′D(x), VD(·)− q/
√
n
) ≤ λA√
n
− q√
n
(
δ + nλSY (d)
)
<
λA− qδ√
n
, (3.15)
in which the positive constant A is defined in (A.4). Choose q = q(M) so that
q ≥ λA
δ
. (3.16)
(Because A in (A.4) depends on M , q’s lower bound in (3.16) depends on M .) Then, λA − qδ is
non-positive, and inequality (3.15) implies that Gn evaluated at VD − q/
√
n is negative on [0, bD].
Because V ′D(x) = 1 for all x > bD, it follows that, for all x ≥ 0 and for all n > max
(
M, q2
)
,
Fn
(
x, VD(x)− q/
√
n, V ′D(x), VD(·)− q/
√
n
) ≤ 0 = Fn(x, Vn(x), V ′n(x), Vn(·)).
We have shown that VD − q/
√
n is a subsolution of Fn = 0, and Proposition 4.2 in Azcue and Muler
[2] implies the bound of Vn in (3.12).
In the next proposition, we provide an upper bound of Vn, and we use Proposition 5.1 in Azcue
and Muler [2] to prove the proposition.
Proposition 3.2. Formally, define the random variable Zd = (Y − d)
∣∣(Y > d) for d ≥ 0, and assume
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there exists N > 0 such that
sup
d≥0
E
(
Z2d e
γ2√
N
Y
)
<∞. (3.17)
Then, there exists p > 0 and N ′ ≥ N such that, for all n ≥ N ′ and all x ≥ 0,
Vn(x) ≤ VD(x) + p√
n
. (3.18)
Proof. By Proposition 5.1 of Azcue and Muler [2], because VD + p/
√
n is absolutely continuous and
because VD(x) + p/
√
n ≤ x + k for some k > 0 and for all x ≥ 0, to prove the bound in (3.18), it is
enough to show that VD + p/
√
n is a supersolution of Fn = 0.
First, evaluate Gn at VD + p/
√
n on [0, bD]. Let d =
√
nx and C =
(
γ1 + γ2
) (γ2
γ1
) γ1−γ2
γ1+γ2 ; then, via
a calculation similar to the one in Appendix A, we have
Gn
(
x, VD(x) +
p√
n
, V ′D(x), VD(·) +
p√
n
)
= Gn
(
x, VD(x), V
′
D(x), VD(·)
)
+
p√
n
Gn(x, 1, 0, 1)
=
λ
2C
√
n
∫
1
0
(1− ω)2
{
γ31e
γ1xE
(
Y 3e
−γ1ω√
n
Y
)
+ γ32e
−γ2xE
(
Y 3e
γ2ω√
n
Y
)}
dω
+
λSY (d)
C
{
−√n(γ1 + γ2)EZd +
∫
1
0
(1− ω)
(
γ21 E
[
Z2d e
− γ1ω√
n
Zd
]
− γ22 E
[
Z2d e
γ2ω√
n
Zd
])
dω
}
+
p√
n
(
δ + nλSY (d)
)
>
λSY (d)
C
[√
n
(
pC − (γ1 + γ2)EZd
)− ∫ 1
0
(1− ω)
(
γ22 E
[
Z2d e
γ2ω√
n
Zd
]
− γ21 E
[
Z2d e
− γ1ω√
n
Zd
])
dω
]
.
(3.19)
Choose p so that pC > (γ1 + γ2) supd≥0 EZd, this supremum is finite because of the bound in (3.17).
Furthermore, the bound in (3.17) implies that there exists N ′ ≥ N such that, if n ≥ N ′, then the
expression in (3.19) is non-negative. Also, V ′D ≥ 1 on [0, bD], so Fn evaluated at VD + p/
√
n is
non-negative on [0, bD].
Next, evaluate Gn at VD + p/
√
n on (bD,∞). Again, let d =
√
nx; then, after simplifying,
Gn
(
x, VD(x) +
p√
n
, V ′D(x), VD(·) +
p√
n
)
= Gn
(
x, x− bD, 1, · − bD
)
+
(
θλEY
δ
+
p√
n
)
Gn(x, 1, 0, 1)
= δ
{(
x− bD
)
+
p√
n
}
+ nλSY (d)
{
θλEY
δ
− bD + p− EZd√
n
}
> 0,
in which the inequality follows from (3.9) and from choosing p > supd≥0 EZd. Also, V ′D = 1 on (bD,∞);
thus, Fn evaluated at VD + p/
√
n equals zero on (bD,∞).
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We have shown that VD + p/
√
n is a supersolution of Fn = 0, and Proposition 5.1 in Azcue and
Muler [2] implies the bound of Vn in (3.18).
In the following theorem, we show that Vn converges to VD at a rate of order O
(
n−1/2
)
.
Theorem 3.1. If (3.11) and (3.17) hold, then there exists C ′ > 0 such that, for all n > max(M,N ′)
and x ≥ 0,
∣∣Vn(x)− VD(x)∣∣ ≤ C ′√
n
. (3.20)
Proof. From Propositions 3.1 and 3.2, it follows that
VD(x)− q√
n
≤ Vn(x) ≤ VD(x) + p√
n
,
with q > 0 and p > 0 given in the proofs of those propositions. Subtracting VD(x) from each side
yields
− q√
n
≤ Vn(x)− VD(x) ≤ p√
n
.
Thus, if we set C ′ = max(q, p), inequality (3.20) follows.
Remark 3.2. Theorem 3.1 asserts that the rate of convergence of Vn to VD is of order O
(
n−1/2
)
,
and, moreover, that the convergences is uniform over x ∈ [0,∞). By using probabilistic techniques and
relying on convergence in distribution of the underlying processes, Theorem 3.6 in Ba¨uerle [3] proves
the pointwise convergence lim
n→∞Vn(x) = VD(x) without estimating the rate of convergence.
3.3 O(n−1/2)-optimality of using the barrier bD for the scaled CL model
In this section, we show that using bD as a barrier strategy for the scaled CL model, in place of the
optimal band strategy, is O(n−1/2)-optimal. Specifically, we show that there exists C ′′ > 0 and N > 0
such that n > N implies ∣∣Vn(x)− VD,n(x)∣∣ < C ′′√
n
,
for all x > 0, in which VD,n denotes the value function for the scaled problem when we use the barrier
bD. From Lemma 2.48 of Schmidli [10], we know that there is a unique solution gn ∈ C1(R+) of the
integro-differential equation Gn = 0 with gn(0) = 1. Moreover, the proof of this lemma shows that gn
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is strictly increasing. We use gn to construct an expression for VD,n as follows:
VD,n(x) =


gn(x)
g′n(bD)
, 0 ≤ x ≤ bD,
VD,n(bD) + (x− bD), x > bD.
(3.21)
Note that VD,n ∈ C1(R+) with V ′D,n(bD) = 1.
We connect VD,n and Vn via VD because (1) VD,n and VD are value functions for two different
problems (scaled CL model versus its diffusion approximation) but with the same barrier bD, and
(2) we have a demonstrated relationship between VD and Vn in (3.20) in Theorem 3.1. We begin by
proving a theorem that is parallel to Theorem 3.1, but, first, we prove a comparison lemma for Gn on
[0, bD], which we use to prove the parallel theorem.
Lemma 3.1. Suppose u, v ∈ C1([0, bD ]) satisfying the following conditions:
(i) u(0) ≤ v(0).
(ii) Gn
(
x, u(x), ux(x), u(·)
) ≤ Gn(x, v(x), vx(x), v(·)) for all x ∈ (0, bD ].
(iii) ux(bD) = vx(bD).
Then, u ≤ v on [0, bD].
Proof. Suppose, on the contrary, that u(x) > v(x) for some value of x ∈ (0, bD]. Then, there exists
x0 ∈ (0, bD] at which u− v achieves a positive maximum, with ux(x0) = vx(x0). Note that condition
(iii) of the lemma ensures ux(x0) = vx(x0) if x0 equals the endpoint bD. Then,
0 ≤ Gn
(
x0, v(x0), vx(x0), v(·)
) −Gn(x0, u(x0), ux(x0), u(·))
= (nλ+ δ)v(x0)− λ
(√
n+ θ
)
EY vx(x0)− nλ
∫ √nx0
0
v
(
x0 − t√
n
)
dFY (t)
− (nλ+ δ)u(x0) + λ
(√
n+ θ
)
EY ux(x0) + nλ
∫ √nx0
0
u
(
x0 − t√
n
)
dFY (t)
= (nλ+ δ)
(
v(x0)− u(x0)
)− nλ∫
√
nx0
0
(
v
(
x0 − t√
n
)
− u
(
x0 − t√
n
))
dFY (t)
= −(nλSY (√nx0) + δ)(u(x0)− v(x0))
− nλ
∫ √nx0
0
((
u(x0)− v(x0)
)− (u(x0 − t√
n
)
− v
(
x0 − t√
n
)))
dFY (t)
< 0,
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in which the inequality follows because u − v achieves a positive maximum at x0. Thus, we have a
contradiction, so u ≤ v on [0, bD].
In the following theorem, we use Lemma 3.1 to show that VD,n converges to VD at a rate of order
O(n−1/2). Theorem 3.7 in Ba¨uerle [3] proves the pointwise convergence lim
n→∞VD,n(x) = VD(x) without
estimating the rate of convergence.
Theorem 3.2. If (3.11) and (3.17) hold, then there exists C ′ > 0 such that, for all n > max(M,N ′)
and x ≥ 0,
∣∣VD,n(x)− VD(x)∣∣ ≤ C ′√
n
. (3.22)
Proof. Note that VD,n ≤ Vn on R+ because they are value functions for the same problem, and
Vn is the maximum such value function. Also, from Proposition 3.2, there exists p > 0 such that
Vn ≤ VD + p/
√
n on R+; thus, VD,n ≤ VD + p/
√
n on R+.
Next, compare VD−q/
√
n and VD,n on [0, bD] for q > 0 given in Proposition 3.1. In the proof of that
proposition, we show that Gn evaluated at VD − q/
√
n is negative on [0, bD], and the construction in
(3.21) shows that Gn evaluated at VD,n is zero on [0, bD]. Because u = VD−q/
√
n and v = VD,n satisfy
the conditions of Lemma 3.1, we deduce that VD − q/
√
n ≤ VD,n on [0, bD]. Furthermore, because
VD,n and VD − q/
√
n have slope identically equal to 1 for x ≥ bD, we deduce VD − q/
√
n ≤ VD,n on
R
+.
Thus, if we set C ′ = max(q, p), as in the proof of Theorem 3.1, inequality (3.22) follows.
The following theorem is the main result of this section.
Theorem 3.3. If (3.11) and (3.17) hold, then the barrier strategy with barrier bD is O
(
n−1/2
)
-optimal
for the scaled problem. Specifically, then there exists C ′′ > 0 such that, for all n > max(M,N ′) and
x ≥ 0,
∣∣Vn(x)− VD,n(x)∣∣ ≤ C ′′√
n
. (3.23)
Proof. If we set C ′′ = 2C ′, then (3.23) follows from (3.20), (3.22), and the triangle inequality.
Remark 3.3. Theorem 3.3 proves the O(n−1/2)-optimality of using the optimal barrier for the diffu-
sion approximation (namely, bD) in place of the optimal band strategy for the n-scaled problem. This
result supports the common practice in the mathematical finance and insurance literature of using the
diffusion approximation in place of the classical risk model.
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Although Theorem 3.3 proves that using the barrier strategy with barrier bD is O
(
n−1/2
)
-optimal
for Vn’s problem, we do not know that the barriers of Vn’s band strategy converge to bD; in fact, it
does not appear to be true generally. Indeed, consider the Gamma example on pages 95 and 96 of
Schmidli [10]: V ′(x) = 1 in a neighborhood of x = 0, so we hypothesize that, as n→∞, the smallest
barrier goes to 0.
We end this paper with an example: let Y ∼ Exp(1), which implies Yn is exponentially distributed
with mean 1/
√
n. As is well known, the optimal dividend strategy for Vn’s problem is a barrier strategy;
see, for example, Chapter 10 of Gerber [6] or Avanzi [1]. Moreover, we have explicit expressions for the
value function Vn and for its corresponding barrier bn, and it is the latter in which we are interested.
From equation (2.28) in Avanzi [1], the optimal barrier equals
bn =
1
r1 + r2
ln
(
r22
(√
n− r2
)
r2
1
(√
n+ r1
)
)
, (3.24)
in which
r1 =
1
2λ
(√
n+ θ
) [√(√nλθ + δ)2 + 4nδλ− (√nλθ − δ)] , (3.25)
and
r2 =
1
2λ
(√
n+ θ
) [√(√nλθ + δ)2 + 4nδλ+ (√nλθ − δ)] . (3.26)
It is easy to see that
lim
n→∞ r1 =
1
2
[√
θ2 + 4δ/λ − θ
]
= γ1,
and
lim
n→∞ r2 =
1
2
[√
θ2 + 4δ/λ + θ
]
= γ2,
in which γ1 and γ2 are given in (3.4) and (3.5), respectively. Thus,
lim
n→∞ bn =
1
γ1 + γ2
ln
(
γ22
γ2
1
)
=
2
γ1 + γ2
ln
(
γ2
γ1
)
= bD,
as expected, and the rate of convergence is of order O(n−1/2). Indeed,
|bn − bD| ≤
∣∣∣∣ 1r1 + r2 −
1
γ1 + γ2
∣∣∣∣×
∣∣∣∣ ln
(
r22
r2
1
)
+ ln
(√
n− r2√
n+ r1
)∣∣∣∣
+
1
γ1 + γ2
×
∣∣∣∣∣ ln
(
r22
(√
n− r2
)
r2
1
(√
n+ r1
)
)
− ln
(
γ22
γ2
1
)∣∣∣∣∣ .
Because ln(r22/r
2
1) converges to ln(γ
2
2/γ
2
1) as n→∞, it follows that
∣∣ ln(r22/r21)∣∣ is uniformly bounded
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over n. Also, ln
(√
n−r2√
n+r1
)
is of order O(n−1/2). Hence, it suffices to estimate the following terms:
∣∣∣∣ 1r1 + r2 −
1
γ1 + γ2
∣∣∣∣ and
∣∣∣∣∣ ln
(
r22
(√
n− r2
)
r2
1
(√
n+ r1
)
)
− ln
(
γ22
γ2
1
)∣∣∣∣∣ .
Starting with the first term, there exists a constant C > 0 such that for any n > 0,
∣∣∣∣ 1r1 + r2 −
1
γ1 + γ2
∣∣∣∣ = λ
∣∣∣∣∣
√
n+ θ√
n
√
(λθ + δ/
√
n )2 + 4λδ
− 1√
(λθ)2 + 4λδ
∣∣∣∣∣
≤ λ
∣∣∣∣∣ 1√(λθ + δ/√n )2 + 4λδ −
1√
(λθ)2 + 4λδ
∣∣∣∣∣
+
1√
n
· λθ√
(λθ + δ/
√
n )2 + 4λδ
≤ C√
n
.
Next,
∣∣∣∣∣ ln
(
r22
(√
n− r2
)
r2
1
(√
n+ r1
)
)
− ln
(
γ22
γ2
1
)∣∣∣∣∣ ≤
∣∣∣∣ ln
(√
n− r2√
n+ r1
)∣∣∣∣+ 2
∣∣∣∣ ln
(
r1
γ1
)∣∣∣∣+ 2
∣∣∣∣ ln
(
r2
γ2
)∣∣∣∣ .
The first term on the right side is of order O(n−1/2). The estimations for the last two terms are
similar; hence, we provide details only for the last one.
∣∣∣∣ ln
(
r2
γ2
)∣∣∣∣ =
∣∣∣∣∣ ln
( √
n√
n+ θ
·
√
(λθ + δ/
√
n )2 + 4δλ+ λθ − δ/√n√
(λθ)2 + 4δλ + λθ
)∣∣∣∣∣
≤ ln
(
1 +
θ√
n
)
+
∣∣∣∣∣ ln
(√
(λθ + δ/
√
n )2 + 4δλ + λθ − δ/√n√
(λθ)2 + 4δλ + λθ
)∣∣∣∣∣ .
The right side is bounded from above by C ln(1 +C/
√
n ), for some positive constant C, independent
of n, and this bound is of order O(n−1/2).
A Gn evaluated at VD on [0, bD]
In this appendix, we present the calculations that inspired Proposition 3.1. Recall that
Fn
(
x, u(x), ux(x), u(·)
)
= min
{
Gn
(
x, u(x), ux(x), u(·)
)
, ux(x)− 1
}
,
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in which the operator Gn is defined in (3.10). We now evaluate Gn at VD for 0 ≤ x ≤ bD.
Gn
(
x, VD(x), V
′
D(x), VD(·)
)
(A.1)
= λ
{∫ ∞
0
[
n
(
VD(x)− VD
(
x− t√
n
))
−√nEY V ′D(x) +
(
δ
λ
VD(x)− θEY V ′D(x)
)]
dFY (t)
+
∫ ∞
√
nx
nVD
(
x− t√
n
)
dFY (t)
}
,
in which we extend VD(x) to x < 0 via the first expression in (3.3). Note that VD(x) < 0 for
x < 0, which implies that the second integral above is non-positive. In the first integral, we write
VD(x) =
(
eγ1x − e−γ2x)/C, in which C equals
C =
(
γ1 + γ2
)(γ2
γ1
) γ1−γ2
γ1+γ2
.
The first integral is linear in VD and, hence, equals the difference of two integrals: one with e
γ1x/C
replacing VD(x), and the second with e
−γ2x/C replacing VD(x). We obtain the second of these integrals
from the first one by substituting −γ2 for γ1; thus, we show the details only for γ1.
n
C
∫ ∞
0
[
eγ1x − eγ1
(
x− t√
n
)
− 1√
n
EY γ1e
γ1x +
1
n
(
δ
λ
eγ1x − θEY γ1eγ1x
)]
dFY (t)
= − n
C
eγ1x
∫ ∞
0
[
e−γ1t/
√
n −
(
1− γ1t√
n
+
γ21t
2
2n
)]
dFY (t)
=
γ31
2C
√
n
eγ1x
∫
1
0
(1− ω)2 E
[
Y 3e
−γ1ω√
n
Y
]
dω,
in which the first and second equalities, respectively, follow from the identities
δ
λ
− θEY γ1 =
γ21 E
(
Y 2
)
2
,
and
ex = 1 + x+
x2
2!
+ · · · + x
n
n!
+
xn+1
n!
∫
1
0
(1− ω)neωxdω. (A.2)
Similar analysis for e−γ2x/C yields that the first integral on the right side of (A.1) equals
γ31
2C
√
n
eγ1x
∫
1
0
(1− ω)2 E
[
Y 3e
−γ1ω√
n
Y
]
dω +
γ32
2C
√
n
e−γ2x
∫
1
0
(1− ω)2 E
[
Y 3e
γ2ω√
n
Y
]
dω. (A.3)
14
Because of the bound in (3.11), we can rewrite and bound the first integral in (A.1) on [0, bD ] as
follows: for n ≥M , in which M is such that inequality (3.11) holds,
1
2C
√
n
∫
1
0
(1− ω)2
{
γ31e
γ1xE
(
Y 3e
−γ1ω√
n
Y
)
+ γ32e
−γ2xE
(
Y 3e
γ2ω√
n
Y
)}
dω
≤ 1
2C
√
n
∫
1
0
(1− ω)2
{
γ31e
γ1bDE
(
Y 3
)
+ γ32 E
(
Y 3e
γ2√
n
Y
)}
dω
=
1
6C
√
n
{
γ31e
γ1bDE
(
Y 3
)
+ γ32 E
(
Y 3e
γ2√
M
Y
)}
=:
A√
n
. (A.4)
Thus, for n ≥M and x ∈ [0, bD], we have
Gn
(
x, VD(x), V
′
D(x), VD(·)
) ≤ λA√
n
. (A.5)
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