The large diffusion of e-learning technologies represents a great opportunity for underserved segments of population. This is particularly true for people with disabilities for whom digital barriers should be overstepped with the aim of reengaging them back into society to education. In essence, before a mass of learners can be engaged in a collective educational process, each single member should be put in the position to enjoy accessible and customized educational experiences, regardless of the wide diversity of their personal characteristics and technological equipment. To respond to this demand, we developed LOT (Learning Object Transcoder), a distributed PHP-based serviceoriented system designed to deliver flexible and customized educational services for a multitude of learners, each with his/her own diverse preferences and needs. The main novelty of LOT amounts to a broking service able to manage the transcoding activities needed to convert multimedia digital material into the form which better fits a given student profile. Transcoding activities are performed based on the use of Web service technologies. Experimental results gathered from several field trials with LOT (available online at http://137.204.74.83/∼lot/) have confirmed the viability of our approach.
INTRODUCTION
The provision of accessible e-learning contents may become a key factor enabling people with special needs to enjoy quality learning experiences. Unfortunately, e-learning materials are currently designed to be used with a specific hardware device (e.g., a workstation), and without any attention to learners' characteristics. Instead, students with disabilities, as well as students equipped with mobile devices, may have difficulties coping with the technological barriers raised by common e-learning technologies [Italian Parliament 2004; U.S. Rehabilitation Act Amendments 1998 ].
For instance, students with visual impairments may have difficulties reading printed resources, deaf learners may have troubles following spoken lectures, people with motion disabilities may have problems attending onsite programs and, finally, students with mobile devices are not in the position to enjoy quality e-learning experiences, due to the limitations imposed by their devices (e.g., screen dimension, network bandwidth) [Kelly and Phipps 2006; Stergarsek 2004; World Wide Web Consortium 1999] . Obviously, the risk here is to rule out from virtual classrooms a lot of students because of inaccessible e-learning technologies. To respond to this demand, modern e-learning platforms should manage learning objects (LOs) made suitable for any learner and device in use. Indeed, modern e-learning platforms should be able to assemble contents of different forms to better fit the profile of a given student [World Wide Web Consortium 2006] .
We present LOT (Learning Object Transcoder), a distributed PHP-based service-oriented system designed to deliver flexible and customized educational services for a multitude of learners, each with his/her own diverse preferences and needs.
LOT relies upon the use of rich media contents that are nowadays widely exploited to enhance the quality and the effectiveness of learning contents within a wide range of different situations [Sloman 2002; World Wide Web Consortium 2005] . LOT implements a broking service able to convert SMIL-based multimedia contents into the form which better fits a given student profile. This allows us to produce personalized and repurposed LOs to be enjoyed by users with very diverse profiles .
The two main building blocks of LOT are (i) the profiling mechanism and (ii) the multimedia transcoder.
The profiling mechanism was designed based on the use of the ACCLIP and the ACCMD protocols, implementing the IMS notion of accessibility [IMS Global Learning Consortium 2002a , 2002b . This notion has been further extended to include also the function of the CC/PP protocol needed to take into account device characteristics [World Wide Web Consortium 2004] . Following this approach, LOT is able to produce SCORM-compliant LOs transcoded to match any given student profile [Advanced Distributed Learning 2004] .
A Web service-based technology has been exploited to implement the LOT multimedia transcoder. This system, comprised of more than 12000 lines of PHP code, is available at the following URL: http://137.204.74.83/∼lot/.
One of the main novelties of LOT is that the transcoding activity is orchestrated based on the use of a broking mechanism which is in charge of invoking the most appropriate transcoding service needed to produce the LO that better fits a given student profile.
Each Web transcoding service embedded in LOT was implemented based on NuSOAP, a well-known PHP-based library for Web services implementation. The WSDL language was exploited to specify both the locations and types of operations of each transcoding service incorporated into LOT. We did not resort to the use of the UDDI protocol to discover the transcoding services, since all those services are currently identified based on a simpler and direct mechanism we developed using PHP language. Needless to say, the UDDI protocol should come into the picture to provide a rapid and effective discovery mechanism when the transcoding services are distributed over the Web on a global scale.
Experimental results gathered from several field trials with LOT have confirmed the viability of our approach.
The remainder of this article is organized as follows. Section 2 presents an overview of the most significant related works in this research field. Section 3 discusses some typical use cases which are helpful to identify design issues at the basis of our system. Section 4 describes how the transcoding process is carried out with LOT. Section 5 touches upon issues regarding the profiling mechanism adopted by LOT, while Section 6 reports on the architecture, the implementation, and the use of LOT. The results of an experimental assessment are reported in Section 7 and, finally, Section 8 concludes the article.
RELATED WORK
In this section we discuss some related work. First, architectural solutions for content adaptation are discussed. Second, we consider methods to structure multimedia contents. Third, schemes devised to schedule content adaptation processes are discussed. Fourth and final, some general issues about profiling users in e-learning contexts are discussed.
Architectural Solutions for Content Adaptation
From an architectural point of view, four categories should be mentioned, representing the most significant distributed solutions for content adaptation, that is, (i) client-side, (ii) server-side, (iii) proxy-based, and (iv) service-oriented approaches [Colajanni and Lancellotti 2004] .
According to a client-side approach, shown in Figure 1 , the transcoding process is handled by the client application, that is, the client receives media encoded in more than one format and performs adaptations [Lei and Georganas 2001; Yoshikawa et al. 1997 ]. This approach is simplified by the fact that client application has a direct knowledge of the device capabilities. Examples of client-side adaptations are those offered by many browsers (such as increment/decrement of font size, using stylesheets, . . . ). This approach presents several drawbacks. Among them, it is worth noting that a client needs to receive over a network the same media encoded in different versions while only one will be used for final presentation. Another possible problem is due to the fact that all computational overhead is shifted to the client.
Following a server-side approach, implementing adaptations is handled by the server [Mohan et al. 1999; Smith et al. 1998 ]. To perform this task, the server needs a description of its connected client, that is, a profile, which is usually sent by the client along with the request for a specific content (Figure 2 ).
While server-side solutions seem more flexible, nevertheless they require that the servers have diverse transcoding skills to meet different client requests. Another advantage is that this kind of solution minimizes network use.
With a proxy-based approach, the adaptation process is carried out by an intermediate node (the proxy) which is placed between the server and the client [Han et al. 1998; Lum and Lau 2002] . To accomplish this task, the proxy needs to manage (i) the characteristics of target device, (ii) the user profile, and (iii) the original contents under different forms (see Figure 3 ). Unfortunately, with this solution, the use of network bandwidth may become intensive to the extent that the proxy does not possess all the information mentioned before.
Recently, an emerging solution for content adaptation has come into the picture based on the use of Web service technologies [Berhe et al. 2004; Wagner and Kellerer 2004] . Here, the adaptation is carried out by a specific service which can be distributed over the network (Figure 4 ). Adopting this serviceoriented solution, some broking mechanism should be developed to manage the complexity of selecting the most appropriate adaptation service based on a given user request.
Structuring Multimedia Contents
Over the last number of years, many researchers have focused on the problem of performing a so-called intramedia transcoding activity. This amounts to the activity of converting a given media type into the same media type but with different characteristics (e.g., resizing an image) [Chandra et al. 2001; Han et al. 1998 ]. The obvious drawback of these schemes is that they lack capabilities for transcoding from a given media type to a different type. Recently, this limitation has been overstepped by InfoPyramid, a system where different multimedia contents, including video, images, audio and text, may be converted based on an intermedia transcoding approach type [Mohan and Smith 1999; Smith et al. 1998 ]. The main limitation of such a solution is that the transcoding process is done offline. Moreover, each media item is supposed to be embodied inside a single object, as an atomic element. Thus neither temporal nor spatial relationships among different media can be taken into account with the aim of synchronizing them.
A more recent work partially covers this lack, by considering only spatial relationships among media components of a multimedia presentation [Fiala et al. 2003; Hinz et al. 2004] . In this work, media are described by using a specific XML-based grammar. Unfortunately, no attention is devoted to temporal relationships among media and hence synchronization issues remain an open problem.
As to synchronization, SMIL represents a promising technology [World Wide Web Consortium 2005] . In particular, SMIL 2.1 provides a set of programmable elements and attributes to manage both temporal and spatial media synchronizations. A prominent example of the use of SMIL to synchronize different media objects was provided in Lemlouma and Layaida [2003] .
As a matter of fact, SMIL represents a key technology in this specific research field. Yet this markup language is currently not fully supported by all software/hardware platforms (e.g., mobile devices). Under this circumstance, several questions arise, for example: what happens when users have no SMIL player on their devices, or how can providers distribute synchronized multimedia contents in this situation? In the following, we will present a possible solution to this kind of problem.
Scheduling the Content Adaptation Process
Typically, the adaptation process for transcoding multimedia contents is organized as a simple pipeline. [Fiala et al. 2003; Phan et al. 2002] . Here, each transcoding activity is performed sequentially, based on a predetermined transcoding plan. Obviously, the limit of this approach is given by its rigidity. To overcome this limitation, the idea of introducing a broker has emerged with the aim of making the process more flexible Metso et al. 2001] . The broker is an intermediate system in charge of identifying user's needs and matching them with the capabilities offered by different transcoding services. The idea of using a broking mechanism has been followed to develop LOT.
Profiling Users
The IMS Global Learning Consortium has developed profiling specifications in order to describe learner preferences and needs, such as the accessibility learner profile (ACCLIP) [IMS Global Learning Consortium 2002a , 2002b , 2002c . While this approach is suitable for defining learner profiles, it does not take into account device characteristics [Nevile et al. 2005 ; The Inclusive Learning Exchange (TILE) 2006; Web-4-All Project 2006]. As LOs need to be adapted based on both user profiles and device characteristics, there is room for research activity whose aim is to identify a new and effective way to describe all these characteristics as a whole.
SOME USE CASES
With the aim of emphasizing all aspects concerned with our system, in this section we provide four different use cases according to which different content transcoding strategies are required. In particular, we consider a specific LO structured as a SMIL multimedia presentation. In the following subsections, we will show how such a LO is properly adapted based on user tastes and characteristics.
The original LO is composed by the following media contents: (i) a video content showing the lecturer, (ii) an audio content embodying the lecturer's talk, and (iii) a sequence of static images representing the lecture slides. Moreover, two other information flows are added and maintained synchronized with the other ones: (iv) a captions sequence used to store the lecturer's speech in a textual format, and, finally, (v) an additional textual description of the contents which is associated with each slide.
These two last content types are added to augment the portability and accessibility of the e-learning material. Indeed, captioning and additional textual descriptions are essential tools for deaf and hard-of-hearing students, as well as for foreign students; moreover, the use of captions is useful whenever students gain access to the LO through devices which are not supplied with audio capabilities [Salomoni and Mirri 2005] .
A screenshot of the considered SMIL video lecture is shown in Figure 5 . A specific spatial layout of the SMIL document has been specified to spatially synchronize visual contents, that is, the video representing the lecturer, the region where slides are visualized, and the region where captions appear. Moreover, a temporal synchronization has been set (depicted in Figure 6 ) that regulates the sequence and timing of all these media, together with nonvisual elements (i.e., audio tracks and images description).
In Figure 7 , a portion of the SMIL code related to the lecture is shown. Specifically, it is shown that three different elements are played out in parallel (<par> block, lines 0-12), that is, a video (line 1), an audio speech (line 2), and a sequence of images coupled with the corresponding captions (lines 4-10). 
Scenario A: A Fully Equipped, Nondisabled User
Let's consider a user (say A) who gains access to the lecture from his home. A uses a fully equipped PC with support for high-quality audio/video and SMIL. In his profile, the user specifies a preference for having video encoded with a RealVideo format, while MPEGs are exploited in the LO. Based on individual user tastes, a conversion from MPEG to RealVideo is performed on the video files, that will substitute the original ones in a new LO provided to the user. This way, A will enjoy an adapted, complete SMIL presentation with full-quality media files. Figure 8 shows a sketch of the transcoding process for this specific scenario. As shown, video, audio, and images are exploited in the presentation, while textual descriptions are not utilized.
Scenario B: A Fully Equipped Deaf User
Let's consider, instead, the case of a deaf user (say B) who gains access to the lecture by means of a fully equipped PC. A SMIL player is installed on his system. Since B is deaf, audio is simply deleted while caption sequences are exploited (see Figure 9 ).
Scenario C: A Fully Equipped Blind User
Let C be a blind user who gains access to the Internet with a PC equipped with a screen reader and a Braille display. A SMIL player is installed on the system. Due to the user's blindness, only audio flows can be utilized for the presentation. Thus all detailed visual information is omitted and substituted, whenever possible, with audio or alternative text. Use of text is admitted since it can be converted to audio at the client side by means of the screen reader.
However, in this specific use case, a problem arises since actual SMIL players and screen readers are not compatible, that is, screen readers are typically not able to read text shown by the SMIL player. Furthermore, the system cannot simultaneously play out an auditory content (i.e., the talk) while the screen reader is reading a text (i.e., the slide description). A new synchronization specification (not SMIL-based) must be set in order to obtain a linear sequence of contents. In particular, text and audio data are managed in such a way that they are presented as a XHTML slide show (see Figure 10 ).
Summing up, transcoding steps for the support of unsighted people are as follows: (i) video and images are omitted since they are useless for blind users; (ii) alternative textual descriptions substitute for images of slides (while video is simply discarded); (iii) the audio talk is divided into portions which are merged with textual descriptions of the slides.
Scenario D: A Mobile User
Finally, say a user D gains access to the lecture by means of a smart phone. Her handheld device has a small screen and reduced computational capabilities, and the platform does not support the SMIL technology. D is connected via an 802.11 WLAN network. Such a network guarantees an adequate bandwidth for a fluent transmission of the video clip reproducing the lecturer.
In this context, media contents need to be transcoded. In particular, a reduction of video and images sizes is necessary to meet the PDA's display resolution. Finally, since no SMIL players are installed on D's PDA, the multimedia presentation needs to be transformed into a single video, which comprises all contents constituting the LO for D (see Figure 11 ). Needless to say, since a single video is presented which incorporates all the original information, the additional descriptions for images become useless.
TRANSCODING LEARNING OBJECTS
Based on previous considerations, a need emerges for a system able to exploit transcoding strategies for the automatic production of SCORM-compliant LOs, encoded as synchronized multimedia presentations . During the adaptation of contents, the system should take into account user tastes, physical capabilities, and also the device's technical characteristics. In this section, we present our solution to this issue.
From a logical point of view, three different phases characterize the adaptation of multimedia presentations (see Figure 12 ): (i) a recoding phase, (ii) a media transcoding phase, and (iii) a postproduction phase. These three phases are individually discussed in the following subsections. 
Recoding Phase
The recoding phase is devoted to determining those typologies of media which should be delivered to a given user, based on his or her profile, and whether the synchronization specification needs to be modified. To do this, in our system we adopt a specific scheme whose basic steps are shown in Figure 13 . In particular, a first check is performed to verify whether a SMIL player is supported on the client device (line 0). In the positive case, a SMIL specification is used for the final playout of media contents composing the LO (line 1). Subsequent checks (along other phases) will be needed to check whether some media contents composing the synchronized multimedia presentation have to be transcoded (line 2). When SMIL technologies cannot be exploited (e.g., due to missing software at the client-side), a check is performed to verify whether video is supported (line 4). In the positive case, a transcoding activity is scheduled according to which all media contents associated with the LO are merged into a unique video file (line 5). Conversely, a different transcoding process is scheduled to convert the multimedia presentation into a discrete set of separate media contents (line 7). Such contents will be played out in sequence.
Media Transcoding Phase
The media transcoding phase is in charge of determining which media format must be used for each single media resource composing the LO. Depending on the client profile, each single medium may be left in its original format or, alternatively, converted into other formats, scaled, translated or discarded. Specifically, a match between the encoding format of each medium and the capabilities of the client terminal is accomplished. If the actual encoding format is not supported by the client device, the system converts the media content into another (supported) format. If no encoding format is supported, then media content is converted into text.
Examples of possible media transcoding operations involve the conversion among encoding formats of the same media type (e.g., WAV to MP3 for audio), but also degradations of contents to different media types, such as textto-speech, speech-to-text, or transformations from animations to images. In other cases, instead, additional information can be exploited to substitute one medium with another, for example, images are substituted with their alternative text description. Examples of scaling are concerned with compression of media contents, reduction of their dimensions, quality, or data rate.
Other kinds of transformations may be accomplished in this phase. Translation can be employed on text to transform it from its original language into a different one, based on the user profile. Finally, deletion of media contents is accomplished for those contents which are useless for the user, whenever they cannot be played out by the client device and they cannot be transformed or substituted with some additional information.
Postproduction Phase
The postproduction phase is in charge of packaging all (transcoded) media contents to create a SCORM-compliant LO. Depending on the identified recoding phase, contents composing the LO can be structured as SMIL documents. Alternatively, if a single video track must be produced for the final presentation, the contents are merged together into a video. Finally, if a sequence of discrete contents must be played out, a sequence of Web pages is automatically generated. Text is inserted within the Web pages. In the case of audio files, instead, links to these contents are created and placed inside, within the documents; they will be played out after an explicit request by the user.
PROFILING USERS
We have already mentioned that several standards have been proposed to profile users, without generating a whole and fully supported solution [IMS Global Learning Consortium 2002c; World Wide Web Consortium 2004b; Open Mobile Alliance Profile Data (OMA) 2003]. For example, CC/PP offers a "common vocabulary" which fully represents only the device [World Wide Web Consortium 2004] . On the other hand, ACCLIP describes the user in terms of accessibility needs, without considering the device characteristics. Due to the lack of a unique solution, we coupled these two mentioned standards into a unique profile to consider both user needs and device capabilities (see Figure 14) .
Thus with ACCLIP we describe user preferences, which relate to accessibility constraints. Specifically, we exploit those elements which are contained in the following ACCLIP sections: (i) display information, that is, elements in this section describe how contents should be visualized; (ii) control information, that is, how a user prefers to control his or her device; (iii) content information, that is, the preferred types of contents for a given user. In order to profile client devices, instead, we resort to the W3C's CC/PP standard. In particular, three components of the CC/PP vocabulary are exploited: (i) the hardware platform component, which characterizes the device in terms of hardware capabilities; (ii) the software platform, which enables the description of device software capabilities; and (iii) the user agent component, which describes the browser user agent capabilities.
LOT AT WORK
In this section we provide details about LOT, focusing on its main functions, its implementation, and the guidelines for using it.
LOT's Functions
LOT is endowed with methods to (i) retrieve a LO, upon request by a user, (ii) unpack such a LO, (iii) schedule and execute a transcoding strategy, (iv) repack all recoded media contents to obtain a new SCORM-compliant LO and, finally, (v) deliver this new LO to the user. In essence, the main system activities may be summarized as follows:
-Brokering activity. The system behaves as a broker that manages each specific user request to provide it with the LO that best fits that user. -Profiling activity. User profiles are stored and managed so as to provide users with properly tailored LOs. -Transcoding activity. The system orchestrates a set of specific Web services implementing different transcoding activities. -Packaging activity. The system encapsulates the final LO based on the SCORM standard [Advanced Distributed Learning 2004] .
Each of these four activities is associated to a specific software component, which is deployed in a software architecture as discussed in the following section.
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How LOT Works Using Web Services
The design of LOT follows a typical service-oriented distributed architecture. In particular, LOT is comprised of different software components implementing the functional activities mentioned in the previous section: a Media Broker (MB), a Profile Manager (PM), a Transcoding Unit (TU), and a Package Manager (PaM), as depicted in Figure 15 and summarized in Table I . The communication flow among LOT components is shown in Figure 16 . Basically, as soon as a user requests a LO, the client application authenticates to MB. MB interrogates PM, which retrieves the user's profile. Then MB passes the request to PaM, which fetches the requested LO from a repository, unpackages it, and defines a correspondent transcoding strategy, based on a comparison between the internal structure of the LO and the user and device profiles. This strategy, along with media that need conversion, is forwarded to TU. TU performs the activities specified in the transcoding strategy and, upon their completion, returns the obtained LO to the user, via the MB.
Focusing on the use of Web service technology, it is worth noting that TU engages a set of Web services designed to accomplish specific transcoding processes. For example, Web services have been incorporated into our system which provide support to diverse transcoding operations depending on the single medium to be converted.
Among these, a Web service exists (already available on the Internet) able to convert text from one specific language to another [WebServiceX 2006] . As an example, in Figure 17 , a TU code fragment is shown, in which an image transcoding service is invoked to perform image transformations. Specifically, to adapt an image, first, the TU establishes the location of the transcoding service to invoke (line 4 in the figure) . Second, it passes to it all the specific parameters needed for the conversion. These parameters are (i) the name of the service being invoked (stored in the variable $transcoderWS, line 4), the original image to be converted ($source, line 5), and target height and width of the new image to be produced ($width, $height, line 3). All these parameters are fetched from a (previously filled) specific array termed $parameters (line 3). If the target resource is not already cached by our system (line 7), then the service is invoked (calltranscoder() method, line 9); conversely, the resource is directly retrieved from the cache without the need to activate the conversion process (line 11).
Clearly, the use of Web services guarantees flexibility, modularity, and platform independence. Moreover, additional Web services might be easily plugged into the LOT system so as to extend the available types of transformation. The system performance of TU has been improved by using a two-level caching system (see Figure 15) . Specifically, TU is supplied with a first-level cache which maintains recently managed files, both LO and SMIL/XHTML structures. A second-level cache is provided to store recently produced media files which have been transcoded by each local Web service. Our system clearly takes advantage of caching systems since they enable us to reduce transcoding processes for requests coming from users with similar profiles.
As for PM, this component keeps the memory of previously connected users. A database is utilized, which contains device characteristics and user preferences, with a set of mobile device hardware capability descriptions derived from WURFL [WURFL 2006] . Moreover, we set a number of preconfigured standard profiles in order to simplify the definition of user preferences. Users can decide whether to maintain a preset profile or to create their own customized one. Each profile is identified by a unique user ID.
A Guide to Using LOT
Interested readers may find a demo version of LOT available at the following URL: http://137.204.74.83/∼lot/. What follows is a succinct guide to using LOT and its transcoding services. Upon access to our system, the user is enabled to log onto the Media Broker and/or to gain a direct access to the available Web services for content transcoding (see Figure 18 ). During the first access, the user can create a new profile, which is stored and managed by the PM (see Figure 19) . The user profile is composed of general information (e.g., username, password, first and last name), information on the device exploited by the user, that is, type of device (e.g., PC, PDA, mobile cell), screen resolution, SMIL support, and, finally, information concerning learner preferences, that is, the user can specify if she or he is interested in receiving contents encoded as audio, video, and/or image files. All these preferences are mapped to specific elements of our profiling system.
Once logged into the system, the user is enabled to retrieve some multimedia contents we made available for demonstration (see Figure 20) . Upon selection of a given resource, LOT automatically transcodes that resource based on the user profile. As a result of this process, a link is produced that refers to the adapted multimedia content, which can be retrieved and played out at the client ( Figure  5 shows an example of a video lecture produced using LOT).
EXPERIMENTAL SCENARIO AND RESULTS
This section presents results coming from experiments we conducted to assess the efficacy of our system. Three notable aspects resulted from our investigation. First, transcoding facilities on single-medium resources need to be assessed. Second, since we implemented LOT as a distributed servicebased architecture, a relevant issue is concerned with the efficacy of having all transcoding facilities distributed. Third and finally, we tested the efficacy of our caching system.
Experimental Scenario
The experiments were conducted by transcoding different SMIL-based presentations packaged as SCORM-compliant LOs. Media comprised within these presentations were chosen among a set of 20 resources such as videos, audios, images, and text files. Random requests were generated for presentation. Three hosts were exploited to distribute all the components of our architecture. In particular, one node hosted the LOT components, while the other two were devoted to hosting our local Web services. Two other hosts were exploited to generate user requests. Servers were running a LAMP (Linux, Apache, MySQL, and PHP). As to the client emulation, tests were performed by using SOAtest Load Tester, an automated Web service testing software, distributed by Parasoft [Parasoft 2006 ]. During each single trial, the maximum number of (emulated) users possibly connected to our system was set to 500.
For each request, a random user profile was created. Exploited profiles might differ in screen dimension settings (chosen from 784 entries, i.e., 28 possible screen widths and 28 possible screen heights), supported media formats (i.e., seven different image formats, three video formats), accessibility constraints (e.g., use of assistive technologies, such as Braille display or screen reader, preference for not utilizing specific types of media, such as audio files or images), etc. All simulations took place for 1 h.
Assessing Single Transcoding Facilities
In this section we report on results related to the conversion of single-medium resources composing LOs in our assessments. Basically, the media comprised those sketched in the use cases we described in Section 3. Specifically, Table II shows times for the conversion of a specific video file encoded as an MPEG file (800 × 600, size of 3.75 MB) to another MPEG video (with different dimensions) and RealVideo formats, with varying dimensions. As reported in the table, times of conversion varied from 1.8 to 2.7 s. As for audio, the time needed to convert a wma file of 798 kB to the mp3 format was 0.7 s. For images, compressing a 378 kB, 1024 × 768 JPEG image to a 240 × 320 one took about 0.2 s. Finally, conversion of a SMIL-based document into an XHTML one took, on average, 0.3 s. These results demonstrate that viable transcoding strategies can be built, which exploit single resource conversions as building blocks for complex transcoding schemes.
Assessing the LOT-Distributed System: Results
To assess the efficacy of our distributed implementation of LOT, we contrasted it with a transcoding system implemented enclosing all local transcoding facilities in a unique local software component, that is, one where no Web services were employed. Hereafter we refer to this configuration as monolithic. Practically speaking, such a system configuration can be thought as a proxy-based architecture enclosing all facilities offered by LOT.
As shown in Tables III and IV and Figures 21 and 22 , it is possible to observe that our distributed LOT overwhelms the monolithic system. In particular, Table III shows results obtained when user requests were uniformly distributed during the period of simulation. In other words, we assessed the system behavior during a steady trend of users' accesses. We note the lower average, minimum, and maximum response times for LOT. In addition, the total number of completed requests within the time of observation is higher. Table IV shows the results obtained when the number of requests was shaped as a typical bell curve, so as to assess the scalability of the system depending on the request number and to simulate a peak of requests. Peaks on the number of requests are quite common on the Web. For instance, it typically happens when a particularly popular resource is made accessible by some provider. In that case, service responsiveness becomes a real issue to be overcome so as to avoid the "Slashdot" effect. Even in this case, lower minimum, maximum, and average response times were obtained using LOT versus the monolithic system. Moreover, a distributed solution augments the number of completed transcoding processes per unit of time.
Figures 21 and 22 show the average response times observed during an hour trail using, respectively, the monolithic system and the distributed LOT system (see the curves depicted in dark grey within the two figures). The black line reproduces (out of scale) the number of users which were connected at a given time, waiting for requested contents. The light (grey) line, represents the average packaging time, calculated by measuring times it took to unpackage and repackage (transcoded) SCORM-compliant LOs.
From these figures, it is possible to observe a more regular behavior using our distributed implementation of LOT. Indeed, the monolithic system presents a peak in response times, thus underlining a bottleneck in the system after a higher number of users have issued a request. Practically speaking, whenever the number of contemporary requests is above a threshold number, the monolithic system presents a performance degradation.
Efficacy of Using Caches
In this section, we show results obtained through the use of different cache settings. In particular, we contrasted four different caching policies: (i) first-and second-level caches, both disabled (this represents a worst-case scenario that does not resort to caches); (ii) first-level cache enabled while second-level cache disabled (this scenario represents a typical situation of use when external Web services without local caching policies are utilized); (iii) second-level cache enabled while first-level cache disabled (i.e., we assessed the situation where TU does not resort to caching systems); (iv) both first-level and second-level caches enabled (our default) (this scenario measures the efficacy of combining local and global caching policies). All caches were refreshed every 20 min. Table V shows the average execution times and the average number of completed transcoding processes which have been obtained by resorting to the different caching policies. It is worth noting that higher performances (i.e., a lower average time and a higher number of completed requests) are obtained when both types of caches are utilized. Furthermore, the results show that greater improvements are obtained when caches locally employed at Web services are activated.
The cache size at each node was set to 5-8 GB. Let us point out that LOT can trigger conversion of rich media such as high-definition videos. Thus the cache size must be properly set to avoid, on the one hand, that (final) largesized resources are continuously transcoded at each request (since no space is available on the cache for those resources), and, on the other hand, to maintain a huge cache at each host (in some sense, this solution corresponds to maintaining every resource format preprocessed at the server-side). In this respect, however, it is also important to note that, typically, when we have to deal with mobile accessible e-learning scenarios, video compression is performed to transform high-quality videos into very compressed ones (e.g., videos for mobile terminals). These are probably the most computation-intensive transcoding operations in our system. In other words, only a few types of high-quality video formats are delivered to fully equipped users. (It is quite uncommon to have requests for high-quality videos that need to be slightly compressed.) Instead, a plethora of possible low-quality video formats can be provided for delivery to (mobile or network-constrained) users. The latter are small-sized files which are easily maintained within nodes' caches. Summing up, the higher the requested degradation, the higher the computation needed for the transformation, but the lower will be the file size. Thus our two level caching system can be put to very good use to support LOT activities and augment scalability, as confirmed by our experiments.
CONCLUSIONS
E-learning systems represent a fundamental means to offer educational services to people with disabilities, who typically have difficulties attending traditional onsite learning programs or gaining access to classic (printed) learning materials. Moreover, mobile students, constrained by the limited capabilities of their devices, are enabled to receive contents suitably adapted for their specific context. In order to get over these issues, we developed LOT, an automatic system for the production of accessible and portable learning materials. The system offers a brokering service to transcode digital video lectures based on specific student and device profiles. Thus students with disabilities can gain access to content by means of assistive adaptive technologies.
The novelty of our system is that both device and human limitations are dynamically considered during the transcoding process. By coupling these two issues, the whole "anytime, anywhere, anyone, and any device" slogan can be achieved.
LOT works on (SMIL-based) rich media contents, which are widely utilized to improve the efficacy of Web-based learning systems, but, at the same time, are typically difficult to be ported from one device to another and present several characteristics that compromise accessibility. These difficulties are surmounted by resorting to a distributed service-oriented architecture. The broker is responsible for analyzing user and client device profiles and producing a suitable transcoding strategy to adapt the requested rich media content (i.e., the LO). It is also able to manage (i.e., unpackage and create) SCORM-compliant LOs so as to comply with this e-learning standard.
Transcoding steps are accomplished by different distributed Web services, which can be dynamically plugged into the system. Separation of capabilities and tasks becomes very important in such a context, where different possible user profiles, transcoding preferences, and media content types exist.
The results obtained from a real experimental assessment confirm the viability of our approach and show that the distribution of all transcoding facilities represents an important means to augment scalability and system performance. Moreover, we also showed that a caching system can be put to good use to improve the overall system performance. As a final consideration, a smart use of the caching system could be developed, which enables one to maintain topical, highly requested encoding formats (e.g., high-definition, 800 × 600; 544 × 480-MPEG videos), ready to be always converted to other formats. That way, once a target medium format is requested, the transcoding system can retrieve the more similar one. Hence, only slight modifications to that specific medium are accomplished to meet user preferences, while minimizing the computation needed for the conversion. This approach improves the conversion process of several media formats, such as, for example, high-definition videos, and it certainly improves the overall scalability of the system.
