Abstract-Elasticity is key for the cloud paradigm, where the pay-per use nature provides great flexibility for end-users. However, elasticity complicates long-term capacity planning for cloud providers as the exact amount of resources required over time becomes uncertain. Admission control techniques are thus needed to handle the trade-off between resource utilization and potential overload. We define a set of admission control algorithms that combine risk assessment methods with a fuzzy aggregation framework. An experimental evaluation using a mixture of bursty and steady applications demonstrate that our algorithms can increase resource utilization by a factor of two while limiting overload problems to a few percent.
I. INTRODUCTION
The elastic nature of clouds [1] allows users to dynamically adjust resource allocations. For cloud infrastructure providers, capacity planning becomes a challenging problem as the exact number of Virtual Machines (VMs) needed at any time by the users is hard to estimate. Overestimating the required capacity may result in poor resource utilization and lower income from consumers, whereas underestimates can lead to performance degradation and/or crashes.
In addition to elasticity, there are multiple factors that contribute to low resource utilization in clouds. First, cloud providers commonly only offer predefined VM sizes (e.g., S, M, L, and XL) with a fixed amount of CPU, memory, disk, etc., which forces users to select the VM size that provides enough of the most critical resource type (such as CPU), while typically over-provisioning the others types [2] . Second, most cloud applications do not use the same amount of hardware resources all the time as they have different behavior during their different phases of execution (known as vertical elasticity). In such scenarios, users have to provision the worst-case capacity as the upper bound. Third, users tend to overestimate their resource needs for the sake of safe execution, as illustrated by a supercomputing workload study that concluded that half of all jobs used less than 20% of the requested capacity [3] .
Cloud providers can mitigate these resource utilization problems through overbooking, i.e., resource management in any manner where the total available capacity is less than the theoretical maximal requested capacity. In our previous work [4] , we demonstrate how resource overbooking can be used to increase provider utilization and revenue. Basic admission control strategies were presented to cope with horizontal elasticity issues while scheduling techniques were proposed to handle the effects of vertical elasticity and predefined VM sizes. However, overbooking techniques always exposes the cloud provider to a risk of resource congestion and consequently of SLA violations as the future behavior of the workloads is not known. This is one of the main challenging issues when dealing with overbooking: how to decide the appropriate level of overbooking that can be achieved without impacting the performance under unexpected situations [5] .
To handle this trade-off, admission control mechanisms can be used by cloud providers to determine whether a new user service request should be admitted into the data center or not. Measuring or evaluating the long term risk being taken by the admission control at performing resource overbooking is not trivial. There are multiple criteria that must be considered for this problem, e.g., the hardware available in the data center, currently admitted services requests, the variation in their resource usage over time, etc., as well as the uncertainty of future behavior of services. The impact of potential overload situations is also hard to assess. For example, most applications run, albeit slower, if allocated too little CPU, whereas provisioning too little memory commonly makes applications crash. Additional application characteristics include, e.g., that CPU capability cannot be treated in the same way for high throughput applications as for real time applications.
Taking all the above aspects into account in a single admission control algorithm is difficult. Even selection of which information to prioritize is non-trivial. To handle this uncertainty, we propose an admission control framework with a general risk assessment approach based on fuzzy logic. Our framework and fuzzy logic programing engine enables multiple admission control algorithms to be defined to take more aggressive (optimistic) or conservative (pessimistic) decisions, depending on, e.g., provider capability, knowledge about the new incoming workload, and/or preferred risk level.
The rest of the paper is organized as follows. Section II explains how to measure and evaluate risk and also describes our risk-based admission control algorithms. An experimental evaluation of these algorithms is presented in Section III. Related work is discussed in Section IV and our conclusions, including future research directions, are found in Section V.
II. ADMISSION CONTROL WITH RISK ASSESSMENT
Admission control must be carefully planned to achieve high utilization and avoid exposing the system to SLA violations. Critical information sources for admission control include the hardware available in the data center, the set of currently admitted services requests and their variation in resource usage over time, all information about the new service request, etc. Taking all that information into account at once is not trivial. Selecting which information source has the greatest impact is difficult too, and changes depending on the scenario. Furthermore, information is sometimes missing. For instance, the historical burstiness of existing service requests can be recorded, but their future behavior is still unknown. A key aspect of all overbooking systems is therefore insight in future resource usage, but at the expense of taking risks due to the predictions inaccuracy or misbehavior. However, it is not clear how to estimate the risk for a given situation. An example of these difficulties is presented in Figure 1 , where the red line illustrates the amount of expected available CPU, and Req1 and Req2 are two different CPU allocation requests. In this scenario, it is non-trivial to determine whether Req1 can be admitted, decide about admission for Req2, and also to determine which of these requests is the most risky one. These decisions are significantly affected by prediction accuracy both in terms of resource usage and workload characteristics (size and duration of peaks, etc.). Consequently, we define a generic metric for the risk of accepting a new service that form the basis for different types of admission control algorithms and also can be used for other resource management tasks such as deciding the price for the allocation or for the penalties in case of SLA violation. The inputs for this risk assessment module are:
• Req -CPU, memory, and I/O capacity required by the new incoming service.
• UnReq -Difference between total data center capacity and the capacity requested by all running services.
• F ree -Difference between total data center capacity and the capacity used by all running services. The values for F ree and UnReq are predicted using exponential smoothing [4] , [6] . Req is either obtained from previous knowledge of the service or specified by the cloud user. Figure 2 illustrates risk calculation based on these parameters. The red line is the expected available CPU, memory or I/O (F ree), the blue line shows UnReq, and the green line is Req. The risk at each point in time is estimated as follows:
• Risk = 0 if Req < U nreq. Capacity is available and no overbooking is needed to accommodate the request. • Risk > 1 if Req > F ree. We expect to have insufficient capacity for the allocation, even with overbooking.
• Risk ∈ (0, 1) if Unreq < Req < F ree. Overbooking is needed for the allocation but sufficient available capacity is expected. The exact risk value is calculated as the euclidean distance between the three points. As the green line illustrates, one request can have no risk at some points in time, low risk at others, and high risk later. We now look for an aggregate risk metric that captures changes in risk over time. We also want to take into account that the VM capacity dimensions behave differently, e.g., overbooking CPU resources can be done aggressively whereas memory overbooking must be conservative [7] .
To calculate those risk values we estimate, on the one hand, the risk value associated to the average of all risk point values and, on the other hand, the risk value regarding the peaks, which are the more dangerous/difficult situations. Regarding the risk value for the average, the obtained average of all the risks, whenever below 1, is modified by different linguistic modifiers (explained at Section II-A) to obtain those different risk degrees (optimistic, realistic, and pessimistic). On the other hand, the peaks are the areas made by the green line when it is over the red one. This is shown in Figure 3 , where the top gray zone represents a peak over the F ree line, and whose associated value is the percentage that this area represents over the total area (the gray area and the striped gray area) over the UnReq line. There may be more than one peak, so their information (risk values) have to be somehow summarized together. To do that, different disjunction operators are used, as explained below, to also obtain different degrees when calculating the risk associated to the peaks. Finally, those two risk values (for the average and the peaks) are aggregated to estimate the final risk associated to the acceptance of the Req service. The same disjunction operators are used, joining together the optimistic value for the average with the optimistic value for the peaks -and the same for the realistic and pessimistic approaches. All those different operators and modifiers, as well as the main fuzzy logic programing implementation are detailed next.
A. Fuzzy Risk Aggregation
We use fuzzy logic formulations to combine the different risk values in flexible manners. In order to provide the needed mechanisms for calculating the average and peaks risks (and to mix them), extended versions of the fuzzy logic disjunctions (optimistic, realistic, and pessimistic) are implemented, as illustrated in Figure 4 .
The inputs to the fuzzy program are the curves associated with F ree, UnReq, and Req values, as well as a fourth argument indicating which resource (Field) is considered (CPU, memory, I/O). Then, point by point, risk is assigned a value greater than 1 when the requested resource is over the free value, 0 when is below the unrequested value, and a number in the interval [0,1] when the requested point is between the other two values. This last value is obtained through linear interpolation.
Once all the information regarding the risk values for each point is calculated, the final values for the average and peaks risks are aggregated. For the average value, two fuzzy logic connectives (linguistic modifiers) are used, @very and @approx, in our case defined as x 2 and √ x, respectively. The three level of risk assessments (pessimistic, realistic, and optimistic) regarding the average are obtained by appropriately modulating the final average (realistic approach) with the pessimistic and the optimistic modifiers (approx and very). To evaluate the final performance impact of all the peaks, they are combined all together by using the different versions of the disjunction operators presented in Figure 4 . This is modeled according to Łukasiewicz, Product, and Gödel logics [8] , which produce the values for the pessimistic, realistic, and optimistic scenarios, respectively.
Finally, both risk values (average and peaks) are combined in pairs by using the same disjunction operators. Thus, a pessimistic average value is combined with pessimistic peak value by using the pessimistic disjunction operator (Łukasiewicz), and similarly for the realistic and optimistic approaches. A summary of all these steps performed to obtain the final pessimistic, realistic and optimistic risk values is detailed in Algorithm 1. Our fuzzy framework is based on Multi-Adjoint Logic Programming (MALP) [9] , [10] and implemented done using the FLOPER (Fuzzy LOgic Programming Environment for Research) system [11] .
B. Risk-Aware Admission Control
Once we have those different ways (optimistic, realistic, and pessimistic) of evaluating the possible impact that accepting a new request may have into the system behavior, the admission control is in charge of using that information in order to take the final decision. Nevertheless, how to use that information also have an impact into the data center performance. As highlighted in [12] , taking overbooking actions by only considering average resource requirements or only one dimension can result in significantly reduced performance. This is one of the main reasons why different logics for risk assessment were implemented [13] . We thus use a mixture of the logics depending on the capacity dimension. In this approach a more optimistic approach (taking more risks) is used when overbooking CPU and I/O dimensions, as we though that the problems resulting from that are not that dangerous as the ones coming from not having enough memory available. Hence, a more pessimistic approach (using both pessimistic and realistic values) is used when overbooking memory, resulting in lower risk. This new technique is named Capacity-Aware. For this, and all other algorithms, a new request is only admitted if the final risk level (aggregated using Algorithm 1) is below a pre-defined threshold.
We also use risk assessment information together with the ideas presented in our previous work [4] to minimize the risk being taken even when using the more optimistic approaches. The main steps of the simple admission control method implemented in [4] are outlined in Algorithm 2. This algorithm uses a overbooking threshold to decide on admission. We combine this scheme with optimistic and realistic risk assessment and also with the capacity-aware algorithm. In summary, the different admission control algorithms are: -No Risk: base case where no overbooking actions are taken.
-ACSOS: overbooking technique presented in [4] 
III. EXPERIMENTS
This section presents the experiments performed to evaluate our risk-aware admission control mechanisms. First we describe our experimental framework and how workloads are modeled. Next, a serie of experiments evaluate the proposed admission control algorithms with respect to achieved resource utilization and resulting resource insufficiency.
A. Experiment framework
To evaluate the proposed admission control schemes, we reuse and extend our cloud resource overbooking framework [4] , as illustrated in Figure 5 . It consists of a riskaware admission control module (AC), a Smart Overbooking Scheduler (SOS), and a Knowledge DB (KOB).
1) Admission Control:
The Admission Control module (AC) decides whether a new service/application deployment request should be accepted or not. To take that decision, AC use the information provided by the (KOB) and evaluates the impact that accepting the new request will have both at short and long term system behavior, i.e., weighting improved utilization against the risk of overpassing the total capacity, potentially resulting in SLA violations. The AC invokes the risk assessment module to obtain the different values for the risks. These risk metrics are used to decide on admission or not according to the algorithms defined in Section II-B. 2) Smart Overbooking Scheduler: When the AC decides to accept a new application, the SOS has to select the most suitable placement for it, i.e., decide in which node(s) to allocate the new VM(s). The scheduler aims to increase the node level utilization by overbooking each physical server within certain bounds, while avoiding performance degradations due to overpassing the total capacity. The scheduler achieves safe overbooking by co-allocating CPU-bound applications with network-bound or memory-bound ones (resource multiplexing) and by performing safe time-sharing, i.e., ensuring that peaks and lows in the cohosted VMs do not coincide. The scheduler uses a worst-fit style algorithm that combines the future resource usage (estimated using triple exponential smoothing [6] ) with profiling of the application. The selected host for a new VM is the one with the largest residual capacity after adding the new VM (all capacity dimensions weighted). In our previous work, this scheduling algorithm demonstrated potential for significant improvements in resource utilization while avoiding overpassing the total capacity [4] .
3) Knowledge DB: Monitoring and Profiling Tools: Decisions taken by the AC and SOS must be taken considering both current and estimated behavior of resources and workloads already deployed. To this end, the KOB module measures and profiles the different applications' behavior, as well as physical server and VM resource usage, taking into account all different dimensions (CPU, memory, and I/O). This module uses a plug-in architecture model to interface various existing monitoring tools, e.g., Nagios [14] for physical servers, the Libvirt library [15] for VMs, and LTTng2 [16] for applications.
B. Infrastructure and Workload Modeling
We emulate the behavior of workloads and carry out discrete event simulations of the resources that execute the workloads to study the demand imposed on our system: we simulate the physical resources belonging to the data center and emulate several applications with a range of workload characteristics. The cloud infrastructure simulated for testing our algorithms consists of 16 nodes where each one of them has 32 cores. Those cores simulate the execution of the workloads by following the profiled usage of them. We previously confirmed that our simulator performs similar to real servers [4] . We use four different types of VMs (S, M, L, and XL), with 1 to 8 cores, 1.7 to 14 GB of memory, etc. We emulate two classes of workloads with different duration and behaviors: bursty applications (Figure 6 (a) ) such as web servers and steady applications (Figure 6 (b) ) such as CPUbound map-reduce jobs. These two application profiles have been obtained by executing two different types of applications and use the LTTng2 monitoring tool to measure their resource usage over time. These two application types are equally mixed and submitted into the system according to a Poisson distribution with 20 requests per minute on average, more than enough to saturate the infrastructure.
C. Performance Evaluation
The performance evaluation of our admission control algorithms defined in Section II-B measures achieved utilization as well as the frequency and magnitude of overload situations.
The first comparison is depicted in Figure 7 where achieved CPU (Figure 7 (a) ), memory (Figure 7 (b) ) and accumulated ( Figure 7 (c) ) utilizations by each technique are shown. We observed that NoRisk and Pessimistic achieve significantly lower utilization. The ACSOS and other techniques that use a too aggressive approach (optimistic risk values) achieve higher utilization for one capacity dimension (memory) but at expense of lower utilization at the other (CPU). They thus present a more asymmetric behavior regarding utilization of the different capacity dimensions. In contrast, the Realistic and CapacityAware techniques present a more symmetric behavior regarding CPU and memory utilization but present more fluctuations along time. Finally, combining ACSOS and realistic risk assessment (ACSOS-Real and ACSOS-Cap) results in the best performance. These two methods are stable over time and also symmetric regarding utilization in different capacity dimensions. Moreover, using an optimistic value for the CPU dimension (ACSOS-Cap) allows a slight improvement in terms of stability and accumulated utilization.
However, the resource utilization increment may result in overload situations unless predictions are accurate and capacity is sufficient. Figure 8 shows the possible problems of increasing the utilization by those overbooking actions. On the one hand, Figure 8 (a) depicts the percentage of time that a node has overpassed its capacity -not the whole data center capacity, which only happens for the approaches using the optimistic risk calculations. On the other hand, Figure 8 shows the magnitude of the overload problem, at node level, with the y-axis illustrating the extra capacity required to process all workloads. In these figures, it can be seen that the two algorithms achieving the highest utilization (ACSOS-Real and ACSOS-Cap) also present among the least frequent and smallest overload problems. The Pessimistic approach does not present any problem as it is too conservative but its utilization is low compared with the others. When comparing Optimistic with ACSOS-OPT and Realistic with ACSOS-Real, we note that the combination of risk assessment and ACSOS results in fewer overload situations. Table I summarizes the utilization, overload frequency and magnitude for all algorithms. It must be noted that those utilization problems just involving single nodes can even be solved/alleviated through VM live migrations, since the whole data center is not saturated and there are other nodes that may received the migrated VM without overpassing their total capacity.
After investigating the utilization and overload results, we evaluate the impact of changing data center size, workload mixture, and risk thresholds. Figure 9 shows the performance impact when data center size is changed from 128, 256, 512, and 1024 cores. Again, Figure 9 (a) and (b) show CPU and memory utilization, respectively. Figure 9 (c) and (d) show the percentage of time that a node has overpassed its capacity and the magnitude of the problems when that happens, respectively. In the first two figures it is shown that the bigger the data center is, the less utilization fluctuates, as bursty applications behavior have a smaller impact. Moreover, as the data center gets bigger, the differences between utilization of the different resources (CPU, Memory, I/O) become smoother. Regarding performance degradation (two right figures), when the data center is big enough they are less frequent and have a smaller impact into the performance.
1) Data center size:

2) Workload mixture impact:
The application type also impacts the performance. Bursty applications increases the amount of VMs that can be accepted, as well as the risks for overloads. An evaluation of this impact is summarized in Figure 10 . With higher ratios of bursty applications, the overall utilization increases, whereas utilization in the most saturated resource dimension remains constant. However, bursty applications are usually also less predictable. The increased utilization thus results in more overload problems, as illustrated in figures 10 (c) and (d). However, the frequency and magnitude of these are only a few percent even with 75% of bursty applications. 3) Risk Threshold impact: Finally, we study the impact that changing the risk threshold has into the utilization achieved, varying it between 0.3 and 0.75 by steps increment of 0.05 (for clarity only 0.4, 0.5, and 0.6 are depicted in the subsequent figures as the trend is the same). In order to just measure the impact that the established risk threshold has, we compare the different threshold only for Capacity Aware -a technique that is not using ACSOS methods. This may alter the results obtained as it could decrease the performance degradation problems by rejecting some services that would be accepted if only the risk values were taken into account. Figure 11 depicts the results obtained. Figures 11 (c) and (d) show how both the probability and impact of having performance degradations increases with higher risk thresholds. On the other hand, regarding resource utilization (Figure 11 (a) and (b)) we see that the higher the threshold is, the higher the utilization is. However, this only applies to one of the dimensions (the most saturated one). Once the threshold is big enough (in this case 0.5), it is not worthy to keep increasing it. This leads to only slightly better utilization in one capacity dimension, but at expense of rather lower utilizations in the others (no increase in accumulated utilization) as well as increased overload problems. To sum up, the best solution for threshold setting is to have dynamic thresholds that autonomously change depending on the system behavior.
IV. RELATED WORK
Various approaches to cloud admission control have been suggested recently. Konstanteli et al. take a probabilistic approach to a combined scheduling and admission control problem formulated using mixed-integer non-linear programming [17] . In their work, the elastic service demand is modeled using cumulative distribution functions. Work on application level include a contribution by Leontiou et al. [18] , who propose an adaptive feedback scheme with an application queue model to prevent overload of cloud services. Ashraf et al. propose a combination of noise-filtering and load predictions for session-based admission control in multi-tier servers [19] .
Overbooking techniques as such have been applied in various fields as diverse as bandwidth allocation [20] , airline yield management [21] and parallel computer scheduling [22] . Urgaonkar et al., propose techniques to overbook cluster resources in a controlled way, guaranteeing applications performance even despite overbooking [12] . Nevertheless, they assume that users provide information regarding the degree of overbooking that their applications may tolerate as well as their time periods, which may be known by the users in a cluster environments but is not available for cloud infrastructures. There are also examples of risk evaluation and SLA management applied to Grids, such as the one presented by Djemame et al. in [23] . A more recent study focusing on clouds analyze the risks of overbooking resources and proposes a threshold-based overbooking scheme [24] . The trade-off between overbooking and performance degradation is closely related to SLA management, studied e.g., by Breitgand et al. [25] who propose to extend standard availability SLAs to also include probability of successfully launching additional VMs (model based on CPU usage). They present an algorithmic framework that uses cloud effective demand to estimate the total physical capacity required for performing the overbooking.
All kind of overbooking systems needs insight in future resource usage to avoid performance degradation. The literature on resource behavior prediction within highly distributed systems such as grids and clouds is very rich. A survey of several prediction techniques is presented in [26] . Examples of techniques include adaptive methods [27] , statespace models [28] , exponential smoothing [6] , and use of control schemes for self-tuning for improved forecasts [29] . As predictions cannot be totally accurate in all situations, recovery mechanisms are needed when problematic situations occur. Beloglazov et al. [30] propose a Markov chain model and a control algorithm for the problem of host overload detection as a part of dynamic VM consolidation. Their system detects when hosts are overloaded and then perform the needed migrations to less loaded resources. This kind of migration approach complements overbooking techniques to avoid performance degradations upon mispredictions.
Once the decision about accepting and overbooking a new request is taken, the next step is deciding where to allocate it by studying the suitability of co-allocating the VM into the same physical node(s). On this topic, He et al. [31] present a multivariate probabilistic model for improving resource utilization for cloud providers. VM (anti)affinity rules are used to avoid repeating poor performance in the future. A similar approach is taken by Meng et al. [32] , who propose a joint VM provisioning approach that, based on estimates of the aggregate VM capacity requirements, allocates and consolidates VMs. However, their work only takes into account CPU usage and perfect predictions about future workload behavior is assumed.
V. CONCLUSIONS
Resource utilization problems arising from the elastic nature of cloud applications can be solved by resource overbooking. Admission control mechanisms are needed to decide whether overbooking can be performed without impacting the performance of the already deployed VMs. This is a non-trivial decision with a strong prediction component. Our admission control algorithms evaluate the long term impact of the allocation decisions by means of prediction techniques combined with fuzzy methods for aggregating risk assessments. We demonstrate the advantage of using different risk degrees for different hardware capacity dimensions of VMs. Our experiments show that data center utilization is not only increased in overall but also harmonized across the capacity dimensions. On average, resource utilization is increased by a factor of two with overload problems occurring only a few percents of time with magnitudes less than one percent.
Future directions for this work include reusing our risk assessment tools for SLA negotiations. This would enable providers to specify different prices depending on the risk to be taken, or using different threshold risk values depending on the penalty to be paid in case of SLA violation, i.e., the greater the penalty the more pessimistic admission control should be. Moreover, here the focus is on measuring the likelihood of overload problems rather that their possible impact. We plan to evaluate their real impact, instead of only measuring their frequency and size. Regarding our resource management framework, we plan to study affinity functions that aids the scheduling system in deciding which applications to coallocate together, allowing it to further resource utilization increment and perform overbooking with even lower risk.
