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The positive, radially symmetric solutions of semilinear Dirichlet problems in 
annuli is studied, the inner radius of which is sufficiently small. By means of a phase 
plane analysis their asymptotic behaviour is computed as the inner radius shrinks. 
It is of particular interest in the cases where the Dirichlet problem for the sphere 
has no non-trivial solution. This work extends results of Bandle and Peletier 
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1 
1.1. This paper deals with positive solutions of the equation 
,.bN (r N I I I u) +r- * ~ Ph(rYu) = 0, r > 0, (1.1) 
where N > 2 is any real number, p E R and h is a positive function in R + 
such that h(0) =O. If N is an integer, Eq. (1.1) describes the radially 
symmetric solutions of 
du+x- *-%(lXIPU)=O in RN. (1.2) 
The class of Eq. (1.2) contains as a special case the generalized Emden 
equation 
Au+ 1x1” up=0 t/J> 1) (1.3) 
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which was studied by many authors (e.g., [4, 5, 6, 73). For (1.3), 
h(s) = sp and P=(v+2)l(P-l). 
The positive solutions of (1.1) were studied in [I] under the following 
assumptions on h: 
(A-O) h E C’[O, co), h(s) is locally Lipschitz for s>O, h(0) = 0 and 
h(s)>0 for s>O. 
(A-l) h(s)/s+O as s-+0 
(A-2) h(s)/s -+ co as s + cc 
(A-3) h(s)/s is increasing. 
(Actually (A-3) is only one of several alternative conditions used in Cl]. It 
is in fact the most restrictive.) 
These assumptions will be assumed throughout this paper. For some of the 
results presented here we shall use a stronger form of (A-l), namely, 
(A-l)’ h(s)<cs’+’ for all se(O,so), 
where c, 6, so are positive constants. Clearly, all of these assumptions are 
satisfied by the generalized Emden equation (1.3). 
If u is a positive solution of (1.1) in (a, b), a < b < IX) such that 
u(a) = u(b) = 0, we shall say that u is an annular solution in (a, b). It has 
been shown in [4] using phase plane analysis that there exists a unique 
annular solution for every interval (a, b). Given R > 0, and 0 < E < R, let u, 
be the annular solution in the interval (E, R). 
In this paper we discuss the asymptotic behaviour of u, as E + 0. This 
problem was first studied in [2] for the equation 
where explicit asymptotic formulas have been derived and the precise value 
of the constants involved has been computed. 
This question is of particular interest, when problem (1.1) has no solu- 
tion in (0, R), which is regular at the origin and vanishes at r = R. In this 
case the solutions U,(T) have a singular asymptotic behaviour. 
It will be necessary to distinguish between three cases: 
the supercritical case, g := p/( N - 2) < 4, 
the critical case (T = f, and the 
subcritical case Q > $. 
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In the subcritical case there exists a unique positive solution of (1.1) in 
(0, R] which is regular at the origin and vanishes at r = R. This solution 
will be denoted by uO(rr R) or if there is no danger of confusion by uJr). 
If 06 4 no such solution exists. A fairly complete description of the 
structure of the solution sets of (1.1) is given in [ 11. 
The main theorems are given in Section 4. We state here a corollary 
concerning the generalized Emden equation (1.3). Note that g(c) -h(a) as 
E -+ 0, means 
lim g(a)/h(a) = 1. 
c-0 
THEOREM. Let u,(r) be un annular solution of (1.3) in (E, R) with p > 1. 
Denote by ii?, the maximum of u, and by r”, the unique point where u, attains 
its maximum. 
(i) Zfp<(N+v+2)/(N-2), then 
A, + max uO(r) = u,(O) as E-0 
and 
u,(r) -+ u,-Jr) as E + 0, uniformly in each compact subinter- 
oaf of (0, R]. 
(ii) In the critical case p = (N+ v + 2)/(N-- 2), we have 
fiE Iv {(N+v)(N-2)}(N~2)/2(v+2) 
x R-‘N -2W-(N-2)/4 as E+O 
7, - {N(N-2)}“N ((N+v)(N-2)}-2’N’“+2) 
x R’.!N~(N-- 1 )lN as E +O. 
(iii) lfp > (N + v + 2)/(N - 2), the supercritical case, then 
fiE -C,(N, p, V)E~ (v+2)i(p-‘) as E + 0 
r”, - c,(N p, V)E as E-0. 
(1.4) 
(1.5) 
(1.6) 
In the supercritical case the constant cannot be determined explicitly but 
can be computed to an arbitrary degree of accuracy. 
When v = 0, p = (N+ 2)/(N- 2), part (ii) of the theorem reduces to the 
results of [2]. 
As in [2] we transform (1.1) to an autonomous system, the trajectories 
of which have been analyzed in [ 11. In Section 2 we collect some results of 
[ 11, necessary for our considerations. In Section 3 we construct the 
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solutions u,. The main results are proved in Section 4 and at the end we 
add some remarks concerning the numerical computation of the constants. 
2 
2.1. The basic tool in our study of (1.1) is the Fowler trans- 
formation 
x=(2-N)logr, v = urp 
which transforms (1.1) into the autonomous equation 
VU(X) = (1 - 2C) v’(x) +f(u(x)), (2.1) 
where 
f(u) := a( 1 - rJ)v - h(v)/(N- 2)2, CT := p/(N- 2). (2.2) 
If 0 < c < 1 then, by (A-Ot(A-3), f vanishes exactly twice, at zero and at 
some positive point v,. Accordingly there are exactly two stationary solu- 
tions of (2.1), namely v - 0 and u - u,. If (T > 1 or (T < 0, f vanishes only at 
zero. 
A study of the positive solutions of (1.1) was carried out in [l] by 
means of a phase plane analysis of (2.1). We shall describe some of the 
results established there, which will be used in the present paper. 
2.2. Let R > 0 and assume (A-O)-(A-3). There exists a curve r* 
which divides the half plane (v, v’), v > 0 into two regions 0,) and Q,,. All 
the phase plane curves corresponding to annular solutions of (1.1) lie in 
Q,, and a, does not contain any other curves corresponding to solutions 
of (1.1). 
The curve r* represents the positive solutions of (2.1) whose (maximal) 
domain of definition is, 
( - co, x0) for some x0 < cc if a<f 
(-Go, co) if a=; (2.3) 
(x,9 co)forsomex, > -cc if o>$. 
The curve r* intersects the positive v-axis at exactly one point a*. (When 
0 < 0 < 1, a* > v,.) This point divides r* into two branches r*, , P lying 
in the upper and lower half planes {v’ > 0} and {v’ < 0}, respectively. 
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These branches can be described in the form v’= NJ+; (r), 0 < u < a*, 
which have the following properties: 
lim w+(u)/v= l-0 if a<; 
I, - 0 
lim w  (u)/u= -0 if a>& 
1’ + 0 
(2.4) 
lim UJ +, (u)/u= +/-a if c7=f. 
LI - 0 
Furthermore, if CJ < $ (resp. c > i) then r? (resp. f *, ) intersects the u/-axis 
at a point different from zero with slope 1 - 20. The functions w  + , w  
satisfy the equation 
ww’=(l-2a)w+f(u). (2.5) 
If CJ 6 f (resp. CT > f) the function w  + (resp. w  ) is uniquely determined by 
the conditions w(0) = 0, w’(0) = 1 - 0 (resp. w’(0) = -(r). Thus w  + (resp. 
w  _ ) can be computed by a finite difference scheme and consequently a* 
can be determined to an arbitrary degree of accuracy. 
2.3. For a > a* denote by u( ., a) the unique solution of (2.1) 
subject to the initial conditions u(O) = a and u’(O) = 0. Let (x,(a), x0(a)) be 
the maximal domain of definition of the positive solution u( ., a). Denote by 
r(a) the curve in the phase plane corresponding to this solution. Then 
r* = r(a*) and, by (2.3), ~,(a*) = -CC if CJ < i and xo(a*) = co if (T > $. 
Further, O<x,(a*)<oo if a<4 and -c~<x,(a*)<O if a>$, whereas 
-c~~~x~(a)<O<x~(a)<cc for a>a *. For a>a* the curve f(a) inter- 
sects the v-axis exactly once (at the point (a, 0)) and this point divides 
f(a) into two branches r+,- (a) lying in the upper and lower half planes 
{u’ > 0} and (u’ < 0}, respectively. Each of these branches intersects the 
u’-axis at a point different from zero, with slope l-20. 
The qualitative picture in the phase plane is given in Fig. 1. The arrows 
in the figure indicate the direction of the curve for increasing x. 
By the continuous dependence on initial values, 
lim x,(a) = ~,(a*), lim x,(a)= ~~(a*). (2.6) o+u*+ u+u*+ 
If 0 = $, then the solution u( ., a), a 2 a*, can be determined by means of 
the first integral 
x= f i ” (2[F(s) - F(a)]) ~ “* ds, (2.7) 
where F is the primitive of ,f which vanishes at the origin. 
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Finally we observe that, if u = u(x) is a solution of (2.1) corresponding 
to a curve r in the phase plane, then u(x + c), CE R! is also a solution 
of (2.1), represented by the same curve ZY Consequently, us(r) = 
u(x + c) exp(ax) = u( pr)pP, /l= exp(c/(2 - N)) solves (1.1). Conversely, if 
u(r) is a solution of (1.1) corresponding to the curve I’ in the phase plane, 
then for arbitrary B>O, the function 
u = j?“u( pr) (2.8) 
is another solution of (l.l), corresponding to the same curve r. The trans- 
formation described by (2.8) will be called a similarity transformation. 
3 
3.1. Let u = u(r, a) be the solution of (1.1) obtained from v = 
u(x, a) by the inverse Fowler transformation. It satisfies 
u(1, a)=a and u’( 1, a) = -pa. (3.1) 
For a > a* denote, 
r,(a) := exp(x,(a)/(2 - N)), i=O, 1. (3.2) 
For a > a*, 0 < r,-Ja) < rl(a) < CO and u(ri(a), a) = 0, i = 0, 1. 
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For a = u* (see Section 2.3) 
0 = ?.,(a*) < r,(u*) < c/J if a>$ 
0 < ro(a*) < r,(a*) = cc if a<$ 
rJu*) = 0, r,(u*) = cc if (T=: 
(3.3) 
and u(r,(u*), a*) =0 whenever 0 < r,(u*) d co. 
Let R > 0 be given. For a > a* denote, 
Pa := r,(a)lR 
ii(r, a) := jiu( Bllr, a). 
(3.4), 
(3.4)* 
Then u = fi( ., a) is an annular solution in (E(U), R) where, 
~(u)=r,(u)P;‘= Rr,(u)/r,(a). (3.5) 
By (2.6), r,(a) + r,(a*) as a --+ a* +. Hence, by (3.3), for every real 0 
E(U) -+ 0 as u-u*+ (3.6) 
Since E( . ) E C(u*, cc ) its range contains an interval (0, E). We shall assume 
(as we may) that E= I for some 5 E (a*, co). 
Furthermore, since E(U) # 0 for a > a*, it is clear that “a* < a, < 5 and 
~(a,) + 0” implies “an -+ a*“. For E E (0, E) we define, 
u,(. ) = fit ., 4E)) where u(s)=inf{b>u*:s(b)=.s}. (3.7) 
Actually, in view of the uniqueness of annular solutions (see [4]), E( .) 
is (l-l) in (a*, co) so that a( .) could be defined simply as the inverse of 
E( .). But this is not essential to our argument. 
3.2. We now derive some auxiliary results that will be needed in 
the sequel. In view of the results quoted in Section 2.2, the function u( ., a) 
defined in Section 2.3 (with a 2 a*) satisfies 
xu’(x, a) < 0 for 0 # XE (x,(a), x,(a)) (3.8) 
and 
u(x, a)+0 as x -+ xl(u) + and x + x,(u) - (3.9) 
Thus, for every c1 E (0, a) the equation u(x, a) = cx has precisely two solu- 
tions x + (a, a) E (0, x0(u)) and x _ (~1, a) E (x,(u), 0). For CI = a there is only 
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one solution x = 0. Accordingly we define x + ,- (a, a) := 0. For c( E (0, a*] 
set, 
d+,_(a,a) :=x+,_(a,u*)-x+,Ja, a). (3.10) 
If U’+,- is defined as in Section 2.2 we have, 
= I 
12 dv 
for O<cr, <cc, <a. (3.11) 
TI w  i (4 a) 
(Observe, that w  +,- (v,a)=o’(x,a) where x=x-,+ (v, a).) Thus, 
6,(a,,~)-6~(a,,u)=j’~ (w&a*)-‘-w&u)-‘)dv (3.12) 
a1 
for O<cc, <~<a*. If u>u* then O-~w+(~,u*)<w+(u,u) and 
W-(v, a)<~-(v, a*)<0 for every o~(0, a*). Therefore, (3.12) implies that 
6 + ( ., a) (resp. 6 ~ ( ., a)) is monotone decreasing (resp. increasing), 
3.3. LEMMA. Given a, > a*, there exist positive numbers p + , ~ (a,), 
such that, for every UE [a*, a,], 
(i) IfoG;, ~~(~,u)i~~(u,)forallccE(O,u*] 
(ii) Zfa2~,~+(~,u)k-~+(u,)forullcr~(O,u*]. 
ProoJ: The facts mentioned in Section 3.2 imply that, for a > a*, 
s+(a,u)>6+(u*,u)= -x+(a*,u) 
&(a, u)<&(u*, a)= -x_(a*,u). 
(3.13) 
For CJ # 4, the function u( ., a) satisfies the equation 
v(x,u)=a+(l -2~))’ ji (e(1-2u)(-YP”‘-1) f(u(s,a))ds. (3.14) 
Setting <+,-(a) :=x+/- (a*, a) we have u(< +,-(a), a) = a*. Hence, 
(~*-a)(1 -2a)= j: (e “-2a)(5-S)- l)f(u(s, a)) ds, (3.15) 
where 5 = l+ (a) or 5 = 5 _(a). Since f < 0 in [a*, co) (see [ 11) it follows 
409/145/i-18 
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that y := inf{ -f(v): a*<uda,)>O. Further, for <P(a)<s<< ,(a), 
a* d u(s, a) d a. Hence, by (3.15) if CJ < $ then 
(a-a*)(l-2a)3-yt. (a)+Y(l-22a))‘(exp((l-20)~~(a))-l) 
(3.16), 
and if ~7 > & then 
(a-a*)(2a- 1) ay5+ (a) - ~(1 - 20))’ (exp((1 -2a) 5 +(a)) - 1) 
(3.16), 
for all a E (a*, a,,). If l+ -+ CC (resp. c ~ + - co) then the right hand side 
of (3.16), (resp. (3.16),) tends to +co. Therefore if 0~; (resp. CJ> 4) the 
function 5 -(.) (resp. 5 + (.)) must be bounded in [a*, a,]. In view of 
(3.13) this implies (i), (ii) for (T # i. 
Next consider the case c = $. By (2.5), 
w  + (0, a) = f (W(o) - F(a))P2, 
where F is the primitive off which vanishes at zero. Hence by (3.11) 
s 
u x_+(a*, a)= f (2(F(v)- F(a))) -I” dv. 
(1. 
Since F(u)-F(a)<y(a-o) for u~(a*,a) we conclude that ~+,-(a*,.) is 
bounded for aE [a*, ao]. In view of (3.13) this implies (i), (ii) for cr= 4. 
4 
We turn now to the main results of this paper. 
Let us recall that u,(r) stands for the annular solution of (1.1) in (E, R), 
m8 := max u,(r) and r’, is the point where U,(Y) attains its maximum. 
Moreover, u(r, a) is the family of solutions to ( 1.1) introduced in 
Section 3.1. For any a 2 a*, u(r, a) has only one extremal point. We shall 
put M, := max u(r, a) and write ra for the point where the maximum is 
attained. 
4.1. THEOREM (The subcritical case). Assume (A-O)-(A-3) and 
(A-l )‘. Suppose CJ > 1 and let R > 0 be given. Then {u, : 0 < E < E} is 
uniformly bounded and 
u,(r) + udr, 4 as F+O 
uniformly in every compact subinterval of (0, R]. 
(4.1) 
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Proof: The last statement is obvious. In order to prove the first 
statement we first show that the family {u( ., a): a* < a < CTJ is uniformly 
bounded. Using Lemma 3.3 we obtain, 
[cc + (5) < x and u(x, a) 6 a*] => D(X, a) < u(x - p + (a), a*), (4.2) 
for every UE [a*, 51. Indeed if tl := u(x, a)<~* then, by Lemma 3.3(ii), 
x(c(, a*) > x - /.I + (a); since u( ., a*) is monotone decreasing in (0, ~~(a*)) it 
follows that c1 d u(x - p + (a), a*). 
It is easily seen that r, + roe as a -+ a*. Since u(., a*) = u,( ., R) we have 
roe = 0. Consequently x, := (2 - N) log ra -+ + cc and u, = u(x,, a) + 0. 
Therefore (4.2) implies that for a* < a sufficiently near to a*, 
4x0, a) d Nx, - p + (a), a*) 
and consequently (since u(x) = rPU(r), rp = e PO,) 
M, = u(r,, a) < cu(rb, a*), (4.3) 
where c := exp(op + (a)) = (r:/r,)P. S ince u( ., a*) is bounded (in fact 
u( ., a*) = uO( ., R)) we conclude that {u( ., a): u* 6 a Gti} is uniformly 
bounded. (The previous establishes this fact for a near to a*. However, if 
a* <a, <a* < co then it is clear that {u( ., a): a, <~<a,} is uniformly 
bounded.) 
Now for 0 <E <E we have u,( .) = ii( ., U(E)) where U(E) is a point in 
(a*, ti) and ii is defined by (3.4). Hence, 
max U, = (r,(u)/R)P max u( ., a). 
Since r,(u) -+ rl(u*) < cc as a -+ a* + we conclude that the family {u,: 
E <E} is uniformly bounded. 
Remark. Since Eq. (1.1) has coefficients which are singular at r = 0, it is 
not possible to deduce directly from (4.1) that fi, -+ max u,Jr, R) as E + 0. 
It will be shown in Lemma 5.2 that this statement holds under a slightly 
stronger assumption than (A-l )‘. 
4.2. THEOREM (The supercritical case). Assume (A-Ok(A-3). 
Suppose ts < 1 and let R > 0 be given. Then 
i6fe - rO(u*)p M,.E-~ us E + 0 (4.4) 
F, - r,,.z/r,(u*) us & ‘0, (4.5) 
with rO(u*) us in (3.2). 
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Furthermore there exists c0 > 0 independent qf R such that 
u,,(r)<c,r* N&Nm 2 p forall rE(&, R),O<:E<E. (4.6) 
Proof. From the definition of U, it follows that 
li;r, = (rO(a)/E)P max u( ., a), (4.7 1 
where a = a(E) (see (3.7)). When CJ < i, rO(a) -+ r,Ja*)E (0, co) (see (2.6) 
and (3.3)). Furthermore, it is easily seen that M, --) M,, and r, + r,. as 
a + a*. It is sufficient to observe that (rU: a* <ada} is bounded away 
from zero and also bounded. The boundedness follows from the fact that 
u(r, a*) +O as r -+ co (see [l]) and the fact that u(., a) has only one 
extremal point (as can be seen from (1.1)). In view of these observations, 
(4.4) follows from (4.7) while (4.5) follows from 
F,: = r,lBU = r,@da) (4.8) 
which is a consequence of (3.5), (3.7). 
To prove (4.6) we observe that Lemma 3.3(i) implies (by the same 
argument as in the proof of Theorem 4.1) 
u(r, a) < cu(r’, a*), (4.9) 
where c = exp( --a~ _(a)) and r’ = c”Pr. Since, by [ 11, 
u(r, a*) - const. r2--N as r-00 (4.10) 
we conclude that 
u,(r) = (rO(aVE)P u((ro(a)l~)ry a) 
< const. (r,(a)/e)P+ 2-N r*- N. 
Since r,,( .) is bounded in [a*, a], this implies (4.6). 
Observe that the constants in (4.4) and (4.5) depend only on a*. 
For the critical case we need the following auxiliary result. 
4.3. LEMMA. Assume (A-O)-(A-3) and (A-l )’ and suppose cr = i. 
Then, 
lim M =c*a*, u (4.11) u-u*+ 
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where 
(4.12) 
and a* is the (unique) root of F= 0 in (0, a). 
The proof will be given in the Appendix. 
4.4 THEOREM (The critical case). Assume (A-O)-(A-3) and (A-l)‘, 
suppose o = $ and let R > 0 be given. Then 
A, N qg-(N-2)/4, 
where c, =c*a*R-‘N-2’i4 with c* , a* as in Lemma 4.3. 
Furthermore, 
(4.13) 
E - ‘12TE --f 0 as E-0 (4.14) 
and 
u,(r) < c2r 2-NF(N-2114 3 (4.15) 
where c2 is a positive constant. 
Proox By the same argument as in the proof of Theorem 4.1, it can be 
shown that the family { u( ., a): a* < a < rS} is uniformly bounded. Further 
we observe that (when cr = $) v( ., a) is even so that x0(a) = -x,(a) and 
hence, rO(a) rl(a) = 1. Hence, by (3.5) 
r,,(a) = (E/R) ‘j2, (4.16) 
where a = a(E) is as in (3.7). By (4.7) and (4.16) 
a,=(&-p’2A4,,p=(N-2)/2. (4.17) 
Now (4.13) is an immediate consequence of (4.11) and (4.17). The func- 
tion u( ., a*) is defined in the whole space and obtains its maximum at the 
origin. Furthermore, u(r, a*) + 0 as r + co. Since u( ., a) has only one 
extremal point, it is easily seen (cf. Section 4.1) that r. -+ 0 as a -+ a* + . 
Therefore (4.14) is a consequence of (4.8) and (4.16). Finally (4.15) is 
proved in the same way as (4.6) except that here we also use (4.16). This 
completes the proof of the theorem. 
Remark. In the Appendix we provide an asymptotic formula for ru as 
a-a*. Since E-‘/*F~= R”*r,, this is a sharper version of (4.14). 
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5 
In this section we assume that h satisfies the additional condition, 
(A-l)” [h(s) - h(s’)l/ls- s’( < c(s + s’)’ for all s, s’ E (0, so), 
where c, 6, s0 are positive constants. (Note that (A-l)” is stronger than 
(A-l )‘.) Using this assumption we obtain some additional information 
concerning the asymptotic behaviour of solutions in the case c b i. The 
basic result is contained in the following. 
5.1. LEMMA. Let CJ b f and amume (A-O)-(A-3) and (A-l)“. Then 
M,:=maxu(.,a)-+M*:=maxu(.,a*) as a-+~*+. 
Proof. To each U(Y, a) we construct the function q(r, M,) = /3”u( jr, u*) 
such that q(0, M,) = M,. It solves (1.1). Putting 
we find 
K(r, <)=(N-2)-’ [r2-m-(2-N]fy-3 
and similarly 
dry Ma) = Mu + jr K(r, 5) 5-WYq) 4. 
0 
Write d := M, - q(ro, M,). Then 
u-q=-A+ 
I 
r K(r,{) h(t”u) - h(t”q) (u _ q) d5 
4”(u - 4) 
(5.1) 
To 
From Theorem 4.1 it follows that u(r, a) is uniformly bounded for all r d 1 
and a E [a*, ti], where a* <a < a. Whence q is also bounded for all r < 1 
and UE [a*, ti]. Let r. be so small that 
rPu(r, a)) d so ’ and rPq(r, Ma) d so for all r < r. 
and UE [a*, 21, so being defined in (A-l)“. Then for r <min{r,, 1 } = rb 
and UE [a*, 61, 
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Then Eq. (5.1) together with Gronwall’s inequality implies that 
We observe that 
Hence 
Ju-ql6c.A forallrE[r,,rb],wherecisindependentofr,. 
Since by construction 
p = (M,/M*)“P and M, is bounded in [a*, a] 
it follows that pr, -+ 0 as r, + 0. Therefore we have 
A = /?“(u(O, a*) - u( fira, a*)) + 0 as ra -9 0 
and consequently for all ra < r d r& 
4r, a) --, dr, M,) as a+a*. 
Since for fixed rl, u(rl, a) -+ u(r,, a*) as a -+ a* we have 
4(r, 1 Ma) + u(rl, a*) as a+a*. 
From this it is easily seen that /3” = M,/M* + 1 as a -+ a*. 
Note that, in the critical case, this lemma together with Lemma 4.3 give 
us the precise value of M*, namely, M* = c*a* (see Section 4.3). In the 
subcritical case we obtain, 
5.2. LEMMA. Assume (A-O)-(A-3) and (A-l)“. Suppose that r~ > 4. 
Then 
1zr, := max 24, + (r,(a*)/R)P M* = max zig(r) as c + 0. 
Proof: In the proof of Theorem 4.1 it was shown that 
A, = (r,(a)/W M,. 
Since rl(a) + rl(a*) and M, -+ M* the stated result follows. 
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6 
Some of the constants involved in the asymptotic estimates derived in 
the previous two sections can be computed numerically to an arbitrary 
degree of accuracy. The method of computation depends on cr. 
6.1. We start with the case ~7 < 4. In this case we compute the solu- 
tion w  = w  + (u) of (2.5) which is uniquely determined by the conditions 
w(0) = 0, w’(0) = 1 - 0. (For the existence and uniqueness of this solution 
see [ 11.) This computation can be easily carried out by a finite difference 
scheme. The function w  + (.) is positive in its domain of definition (0, a*) 
and w+(v)+0 as ~--+a*--. Therefore we obtain a* by computing w  + (. ) 
up to the point where it vanishes. 
Once a* is known we can compute u= u( ., a*) as the solution of (2.1) 
with initial conditions ~(0, ~*)=a* and ~‘(0, a*) =O. In this case 
xi(u*) = -co and ~,(a*) E (0, cc). Thus, to compute xo(u*) it is sufficient 
to compute u( ., a*) for x > 0 up to the point where it vanishes. 
In addition to xo(u*) we must compute M* = max u( ., a*) and r* (the 
location of this maximum). Using the Fowler transformation it is easily 
verified that 
d(r)=(2-N)(~+ciu)r~~‘~ ‘, (6.1) 
(Here u is a positive solution of (1.1) and u, UJ are related to u as in 
Section 2.) Therefore to compute r* we must solve first the equation, 
u’(x, a*) + au(x, a*) = 0. (6.2) 
We know that u’( ., a*) vanishes exactly once. Therefore (6.2) must have 
exactly one solution x*. If cr > 0 then u’(x*, a*) < 0 so that x* E (0, ~~(a*)) 
where u( ., a*) has already been computed. If 0 ~0 then x* E (-co, 0). 
Therefore in this case we must also compute u( ., a*) to the left of the 
origin. In any event x* can be computed by a standard numerical scheme. 
Thus we obtain, 
rda*) = ewbd~*)l(2 - NJ) 
r* = exp(x*/( 2 - N) 
M* = U(r*, a*) = u(x*, u*)(r*)-” = 0(x*, u*)e”“*. 
(6.3) 
These numbers determine the constants involved in the asymptotic 
estimates (4.4) and (4.5). 
6.2. Assume c > i. In this case we compute the solution w  = w  (u) 
of (2.5) which is uniquely determined by the conditions w(0) =O, 
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w’(0) = -0. The value of a* is obtained (as before) by continuing w  _ ( .) 
up to the point where it vanishes. Once a* is known we compute u( ., a*) 
as before. In this case ~,,(a*) = co and xi(a*) E (- co, 0). Therefore xi(a*) 
is obtained by computing u( ., a*) to the left of the origin up to the point 
where it vanishes. Here u( ., a*) is in C’[O, r,(u*)] and it is monotone 
decreasing and concave. Thus M* = ~(0, a*) and for TE (0, r,(a*)), 
o<kf*-u(r,u*)<rlu’(r,u*)l. 
Since ~‘(0, a*) = 0, M* - u(r, a*) = o(r). Thus it is easy to determine r such 
that u(r, a*) approximates M* to a given degree of accuracy. 
Observe that U(Y, a*) = P%(x, a*) where rp = P. Therefore the required 
approximation of M* is obtained by computing u( . , a*) up to a suf- 
ficiently large value of x, determined as described above. Assuming (A-l)“, 
the numbers r,(u*), M* (whose computation we have described) determine 
the value of 
lim A, 
E’O 
(see Lemma 5.2). 
6.3. In the critical case (G = $) the constant c1 in the asymptotic 
estimate (4.13) is precisely determined by the formulas given in Lemma 4.3. 
For the equation (1.3) this constant is given explicitly in (1.5). 
APPENDIX 
Proof of Lemma 4.3. Let w  _ (u, a) be as in Section 2.1 and denote by 
uo(u) the point u corresponding to the maximum of u(r, a). From (2.5) and 
from dujdr = 0 we get 
21’2(F(uo) - F(u)p2 = ouo. (1) 
The x-value corresponding to u. is obtained by 
x + (uo, a) = I u:(.) fi (F@; F(;(a))‘l2’ 
(2) 
Observe that 
M, = r;%,(u) = e”“+(““-a)uo(u). (3) 
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We wish to find lim,,,. + M, if it exists. To simplify notation put 
x + (u,, a) =: x,+,(u). For a > a* set 
Then 
K(u) :== i”’ 
MN) J5 (F(u;iT F(u))“2’ 
x&f(a)=K(u)+o, 
where 
Since -f(C) 2 y > 0 for a* <a < 5, it follows that 
W-+0 as ~-+a*. 
(4) 
(5) 
Let us now turn to K(u). Recall that 
F(u) = v2/8 - H(u)/(N- 2)2, where 
H(u) = j; h(s) ds. 
Thus 
@K(u)= j”’ [v2/8-F(u)]--“2du+ j”* G(u,u)du, (6) 
W(~) udn )
where G(u, a) = [t’(u) - F(u)] mm”2 - Co’/8 -F(u)] ~“2. Since F(u*) = 0, 
G(u, a) + G*(v) = F(u)~‘/~- 23’2/u as a + a*. Put for short A = F(u) - F(;(a) 
and B = u2/8 - F(u). Then 
A-‘-B-’ 
G(u, a) = A .~ ,,2 + B- 1,2 = 
WV) 
(N-2)2 AB(A-m1’2+Bp”2)’ 
From A-II2 2 BP 112, B > u/fi and A 2 F(u) we then deduce that 
- 
G(u, a) < G(u) = &f2, 2--- T; u u 
for u*<u and O<u<u*. 
(A-l )’ implies that H(u) < cu2 +’ and thus 
F(u) - u2/8 as v + 0. 
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Hence C(o) N const. v ~ ’ +’ as v -+ 0. Consequently GE L,(O, 6) for all 
b E (0, a*). In addition’ v,(a) + 0 as a --+ a* + . Hence, by the dominated 
convergence theorem 
s 
b G(v,u)dv+jb G*(v)dv, G*(v) :=F(v)-~~~-&-~, (7) 
al(u) 0 
as a + a* + for all b E (0, a*). 
Since F(u) < 0 for a > II* and F(u*) = 0 we have 
(I;‘(v) - F(a))- “2~F(v)-“2=(F(v)-F(u*))-“2 
= [ -f(ii)(u* -v)] -1’2 
for v, < v < a* < a and some ii E [v, a*], v, the positive stationary solution 
of (2.1). Let bE (0, a*). Setting y* =inf( -f) in [b, a*] we have 
(F(v)-F(u*))y2< , (y*)-‘I2 (a* - v))~‘~ for v E [b, a*). The dominated 
convergence theorem applies again and yields for b > v, 
j;’ ~~(v)-F(u),~‘~2dvjj:‘F(v)~“2dv as ~-+a*+. (8) 
It is obvious that for b > vos 
j;* [v2,8-F(u),-1~2dv+[;*23~2v-1dv as a-+~*+. (9) 
BY (7), @h and (9) 
s 
‘* G(v,u)dv-j-a*G*(v)dv=:co as ~-+a*+. (10) 
w( 0 ) 0 
Note that a* can be computed from the fact that it is the unique root 
of F(v) = 0 in (0, a). Once a* is known, co can be determined. Now we 
must compute K(u) as a + a*. For this purpose consider 
.,,ho(u)=~~* [v2/8-F(u)]-“2dv 
no(a) 
=J3log 
u*+&FzgL) 
v. +Jipi@F) . 
(11) 
From (A-l )’ and from v,(u) -+ 0 as a + a* + we deduce that 
~(~owlCvfx~Y~l + 1 as ~--+a*+. 
’ f  * is bounded away from w = -u/2 for v  > 6 > 0. When a + a* + , f(u) + r* for u > 6. 
Therefore u,(a) < 6 for a near a*. 
272 BANDLE AND MARCUS 
Now F(u,(a)) - F(a) = u:(a)/8 (cf. (1)) implies that in view of for u > a* 
O<v(a):=- 
-F(a) -ro 
&7)/8 
as u-+a*+. 
Hence 
From (11) 
K,(a) = s”* 2(v2 - d*) ‘I* dv, where d = v. m. 
I.u(u) 
K,(a) = 2 log 
U”$pG 
v,+Jm’ 
Finally since 
K(a) := K,(a) +$ j-i:,, G(o, a) dv 
J, 
and M, = vO( a) e ‘M’U”2 we conclude from (4), (5), (lo), (12), (14) 
lim M, = lim (e”~2’K’“)u,(a)) 
o-to*+ (I-u* 
Thus putting c* := exp(c,/23’2) we get the desired result 
lim M =~*a*. u N-U*+ 
Asymptotic formula for ru.. From (4) we get 
r =e~-w~vm-*,+9(a), 
0 where q(a) -+ 0 as a -+ a*. 
From (3.5) and (2) we find 
(2 - N) log(e/R) = 2 J;’ [2(F(v) - F(a))] ‘I* dv 
+ 2K(a) + 0( 1). 
This together with the asymptotic formulas derived before yields 
(2 - N) lOg(E/R) = 4 log 2 - 2 lo& 1 - 8F(v,)/v;) 
+ 2(2 - N) log r, + w(a), 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
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where o(a) + 0 as a -+ a*. Moreover we have 
In the special case of the generalized Emden equation, the asymptotic 
behaviour of Y, could be determined explicitely (see Theorem 1.1). 
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