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In this paper, we prove the existence and uniqueness of solutions for the boundary value
problem of nonlinear impulsive differential equations of fractional order q ∈ (1, 2].
Our results are based on Altman’s fixed point theorem and Leray–Schauder’s fixed point
theorem.
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1. Introduction
Fractional differential equations arise in many engineering and scientific disciplines as the mathematical modeling of
systems and processes in the fields of physics, chemistry, aerodynamics, electro-dynamics of complex medium, polymer
rheology, etc [1–3]. For some recent development on the topic, see [4–13] and the references therein.
In [14], Agarwal et al. considered the existence of solutions for the following initial value problems (IVP for short), for
fractional order differential inclusions
CDay(t) ∈ f (t, y(t)), for a.e. t ∈ J = [0, T ], t ≠ tk, 1 < a ≤ 2,
1y|t=tk = Ik(y(t−k )), k = 1, 2, . . . ,m,
y(0) = y0,
(1)
where CDa is the Caputo fractional derivative. The results are based on the contraction mapping principle and
Leray–Schauder’s fixed point theorem.
In [15], Henderson and Ouahab have discussed Impulsive differential inclusions with fractional order
CDay(t) ∈ F(t, y(t)), a.e. t ∈ J = [0, b], 1 < a ≤ 2,
y(t+k ) = Ik(y(t−k )), y′(t+k ) = Ik(y(t−k )), k = 1, 2, . . . ,m,
y(0) = a, y′(0) = c,
(2)
where CDa is the Caputo fractional derivative, f : J × R → P(R) is a multivalued map with compact values (P(R) is the
family of all nonempty subsets of R).
Boundary value problems with integral boundary conditions constitute a very interesting and important class of
problems. They include two, three, multipoint and nonlocal boundary value problems as special cases [16–18].
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In this paper, we shall be concernedwith the existence of solutions, impulsive fractional boundary value problems (BVP’s
for short) for differential inclusions. More precisely, we will consider the following problem
CDqu(t) = f (t, u(t)), 1 < q ≤ 2, t ∈ J ′,
1u(tk) = Qk(u(tk)), 1u′(tk) = Ik(u(tk)), k = 1, 2, . . . , p,
au(0)− bu′(0) = x0, cu(1)+ du′(1) = x1,
(3)
where CDq is the Caputo fractional derivative, a ≥ 0, b > 0, c ≥ 0, d > 0, (δ = ac + ad + bc ≠ 0) and x0, x1 ∈ R.
f ∈ C(J × R, R),Qk, Ik ∈ C(R, R), J = [0, 1], 0 = t0 < t1 < · · · < tk < · · · < tp < tp+1 = 1, J ′ = J \ {t1, t2, . . . , tp},
1u(tk) = u(t+k ) − u(t−k ), where u(t+k ) and u(t−k ) denote the right and the left limit of u(t) at t = tk (k = 1, 2, . . . , p),
respectively.1u′(tk) has a similar meaning for u′(t).
The paper is organized as follows. In Section 2, we introduce some preliminary results, including basic definitions of
fractional integrals and derivatives, some properties and a couple of fixed point theorems. In Section 3, will be devoted to
existence and uniqueness results for Impulsive boundary value problems for nonlinear differential equations of fractional
order. We give an example to demonstrate the application.
2. Preliminaries
Let us set J0 = [0, t1], J1 = (t1, t2], . . . , Jp−1 = (tp−1, tp], Jp = (tp, 1] and introduce the spaces:
PC(J, R) = {u : J → R | u ∈ C(Jk), k = 0, 1, . . . , p, and u(t+k ) exist, k = 1, 2, . . . , p, }, with the norm‖u‖ = supt∈J |u(t)|, and
PC1(J, R) = {u : J → R | u ∈ C1(Jk), k = 0, 1, . . . , p, and u(t+k ), u′(t+k ) exist, k = 1, 2, . . . , p, },
with the norm ‖u‖PC1 = max{‖u‖, ‖u′‖}. Obviously, PC(J, R) and PC1(J, R) are Banach spaces.
Definition 2.1. A function u ∈ PC1(J, R) with its Caputo derivative of order q existing on J is a solution of (3) if it satisfies
(3).
Theorem 2.1 ([19]). Let E be a Banach space. Assume that Ω is an open bounded subset of E with θ ∈ Ω and let T : Ω → E be
a completely continuous operator such that ‖Tu‖ ≤ ‖u‖, ∀u ∈ ∂Ω . Then T has a fixed point inΩ .
Theorem 2.2 ([19]). Let E be a Banach space. Assume that T : E → E is a completely continuous operator and the set
V = {u ∈ E | u = µTu, 0 < µ < 1} is bounded. Then T has a fixed point in E.
Lemma 2.1 ([20,21]). For q > 0, the general solution of the fractional differential equation CDqu(t) = 0 is given by
u(t) = C0 + C1t + C2t2 + · · · + Cn−1tn−1, Ci ∈ R, i = 0, 1, 2, . . . , n− 1, n = [q] + 1,
where [q] denotes the integer part of the real number q.
In view of Lemma 2.1, it follows that
IqCDqu(t) = u(t)+ C0 + C1t + C2t2 + · · · + Cn−1tn−1, (4)
for some Ci ∈ R, i = 0, 1, . . . , n− 1, n = [q] + 1.
Lemma 2.2. For a given y ∈ C[0, 1], a function u is a solution of the following impulsive boundary value problem
CDqu(t) = y(t), 1 < q ≤ 2, t ∈ J ′,
1u(tk) = Qk(u(tk)), 1u′(tk) = Ik(u(tk)), k = 1, 2, . . . , p,
au(0)− bu′(0) = x0, cu(1)+ du′(1) = x1,
(5)
if and only if u is a solution of the impulsive fractional integral equation
u(t) =

1
Γ (q)
∫ t
0
(t − s)q−1y(s)ds+ C1 + C2t, t ∈ J0;
1
Γ (q)
∫ t
tk
(t − s)q−1y(s)ds+ 1
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds+
k−
i=1
(t − tk)
Γ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+
k−1
i=1
(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
k−
i=1
Qi(u(ti))
+
k−
i=1
(t − tk)Ii(u(ti))+
k−1
i=1
(tk − ti)Ii(u(ti))+ C1 + C2t, t ∈ Jk, k = 1, 2, . . . , p.
(6)
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where
c1 = −

p+1−
i=1
bc
δΓ (q)
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
bc(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−1
i=1
bc(tp − ti)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+ bd
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
bc
δ
Qi(u(ti))
+
p−
i=1
bc(1− tp)
δ
Ii(u(ti))+
p−1
i=1
bc(tp − ti)
δ
Ii(u(ti))+
p−
i=1
bd
δ
Ii(u(ti))+ (bc − δ)x0 − abx1aδ

c2 = −

p+1−
i=1
ac
δΓ (q)
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
ac(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−1
i=1
ac(tp − ti)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+ ad
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
ac
δ
Qi(u(ti))
+
p−
i=1
ac(1− tp)
δ
Ii(u(ti))+
p−1
i=1
ac(tp − ti)
δ
Ii(u(ti))+
p−
i=1
ad
δ
Ii(u(ti))+ cx0 − ax1
δ

.
Proof. Let u be a solution of (5). Then, by (4), we have
u(t) = Iqy(t)− c1 − c2t = 1
Γ (q)
∫ t
0
(t − s)q−1y(s)ds− c1 − c2t, t ∈ J0, (7)
for some c1, c2 ∈ R. Furthermore
u′(t) = 1
Γ (q− 1)
∫ t
0
(t − s)q−2y(s)ds− c2, t ∈ J0,
if t ∈ J1, then
u(t) = 1
Γ (q)
∫ t
t1
(t − s)q−1y(s)ds− d1 − d2(t − t1),
u′(t) = 1
Γ (q− 1)
∫ t
t1
(t − s)q−2y(s)ds− d2,
for some d1, d2 ∈ R. Thus we have
u(t−1 ) =
1
Γ (q)
∫ t1
0
(t1 − s)q−1y(s)ds− c1 − c2t1, u(t+1 ) = −d1,
u′(t−1 ) =
1
Γ (q− 1)
∫ t1
0
(t1 − s)q−2y(s)ds− c2, u′(t+1 ) = −d2.
In view of1u(t1) = u(t+1 )− u(t−1 ) = Q1(u(t1)) and1u′(t1) = u′(t+1 )− u′(t−1 ) = I1(u(t1))we have
−d1 = 1
Γ (q)
∫ t1
0
(t1 − s)q−1y(s)ds− c1 − c2t1 + Q1(u(t1)),
−d2 = 1
Γ (q− 1)
∫ t1
0
(t1 − s)q−2y(s)ds− c2 + I1(u(t1)).
Consequently
u(t) = 1
Γ (q)
∫ t
t1
(t − s)q−1y(s)ds+ 1
Γ (q)
∫ t1
0
(t1 − s)q−1y(s)ds
+ t − t1
Γ (q− 1)
∫ t1
0
(t1 − s)q−2y(s)ds+ Q1(u(t1))+ (t − t1)I1(u(t1))− c1 − c2t, t ∈ J1.
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Similarly, we get
u(t) = 1
Γ (q)
∫ t
tk
(t − s)q−1y(s)ds+ 1
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds
+
k−
i=1
(t − tk)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
k−1
i=1
(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds
+
k−
i=1
Qi(u(ti))+
k−
i=1
(t − tk)Ii(u(ti))+
k−1
i=1
(tk − ti)Ii(u(ti))− c1 − c2t, t ∈ Jk, k = 1, 2, . . . , p. (8)
By the condition au(0)− bu′(0) = x0 and cu(1)+ du′(1) = x1, we have
−ac1 + bc2 = x0,
cc1 + (c + d)c2 = c
Γ (q)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
c(1− tp)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds
+
p−1
i=1
c(tp − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
c(1− tp)Ii(u(ti))+
p−1
i=1
c(tp − ti)Ii(u(ti))
+
p−
i=1
cQi(u(ti))+ d
Γ (q)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
dIi(u(ti))− x1.
Thus we obtain
c2 =
p+1−
i=1
ac
δΓ (q)
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
ac(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−1
i=1
ac(tp − ti)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+ ad
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
ac
δ
Qi(u(ti))
+
p−
i=1
ac(1− tp)
δ
Ii(u(ti))+
p−1
i=1
ac(tp − ti)
δ
Ii(u(ti))+
p−
i=1
ad
δ
Ii(u(ti))+ cx0 − ax1
δ
,
c1 =
p+1−
i=1
bc
δΓ (q)
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
bc(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−1
i=1
bc(tp − ti)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+ bd
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
bc
δ
Qi(u(ti))
+
p−
i=1
bc(1− tp)
δ
Ii(u(ti))+
p−1
i=1
bc(tp − ti)
δ
Ii(u(ti))+
p−
i=1
bd
δ
Ii(u(ti))+ (bc − δ)x0 − abx1aδ .
Substituting the value of c1, c2 in (7) and (8) and letting C1 = −c1, C2 = −c2, we obtain (6). Conversely, assume that u is a
solution of the impulsive fractional integral equation (6), then by a direct computation, it follows that the solution given by
(6) satisfies (5). This completes the proof. 
3. Main results
Define an operator T : PC(J, R)→ PC(J, R) as
Tu(t) = 1
Γ (q)
∫ t
tk
(t − s)q−1f (s, u(s))ds+ 1
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1f (s, u(s))ds+
k−
i=1
(t − tk)
Γ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds+
k−1
i=1
(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds+
k−
i=1
Qi(u(ti))
+
k−
i=1
(t − tk)Ii(u(ti))+
k−1
i=1
(tk − ti)Ii(u(ti))+m1 +m2t,
where
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m1 = −

p+1−
i=1
bc
δΓ (q)
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
bc(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−1
i=1
bc(tp − ti)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+ bd
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
bc
δ
Qi(u(ti))
+
p−
i=1
bc(1− tp)
δ
Ii(u(ti))+
p−1
i=1
bc(tp − ti)
δ
Ii(u(ti))+
p−
i=1
bd
δ
Ii(u(ti))+ (bc − δ)x0 − abx1aδ

, (9)
m2 = −

p+1−
i=1
ac
δΓ (q)
∫ ti
ti−1
(ti − s)q−1y(s)ds+
p−
i=1
ac(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−1
i=1
ac(tp − ti)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2y(s)ds+ ad
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2y(s)ds+
p−
i=1
ac
δ
Qi(u(ti))
+
p−
i=1
ac(1− tp)
δ
Ii(u(ti))+
p−1
i=1
ac(tp − ti)
δ
Ii(u(ti))+
p−
i=1
ad
δ
Ii(u(ti))+ cx0 − ax1
δ

. (10)
Using Lemma 2.2 with y(t) = f (t, u(t)), problem (3) reduces to a fixed point problem u = Tu, where T is given by (9). Thus
problem (3) has a solution if and only if the operator T has a fixed point.
Theorem 3.1. Let limu→0 f (t,u)u = 0, limu→0 Qk(u)u = 0 and limu→0 Ik(u)u = 0, then problem (3) has at least one solution.
Proof. Firstly, we show that the operator T : PC(J, R) → PC(J, R) is completely continuous. Note that T is continuous in
view of continuity of f ,Qk and Ik.
LetΩ ⊂ PC(J, R) be bounded. Then, there exist positive constants Li > 0 (i = 1, 2, 3) such that |f (t, u)| ≤ L1, |Qk(u)| ≤
L2 and |Ik(u)| ≤ L3,∀u ∈ Ω . Thus, ∀u ∈ Ω , we have
|m1| ≤
p+1−
i=1
bc
δΓ (q)
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+
p−
i=1
bc(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+
p−1
i=1
bc(tp − ti)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
p−
i=1
bc
δ
|Qi(u(ti))| +
p+1−
i=1
bd
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
p−
i=1
bc(1− tp)
δ
|Ii(u(ti))|
+
p−1
i=1
bc(tp − ti)
δ
|Ii(u(ti))| +
p−
i=1
bd
δ
|Ii(u(ti))| + (c + d)|x0|
δ
+ b|x1|
δ
≤
p+1−
i=1
bcL1
δΓ (q)
∫ ti
ti−1
(ti − s)q−1ds+
p−
i=1
bcL1|1− tp|
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds
+
p−1
i=1
bcL1(tp − ti)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds+
p+1−
i=1
bdL1
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds
+
p−
i=1
bcL2
δ
+
p−
i=1
bcL3
δ
+
p−1
i=1
bcL3
δ
+
p−
i=1
bdL3
δ
+ (c + d)|x0|
δ
+ b|x1|
δ
≤
p+1−
i=1
bcL1
δΓ (q+ 1) +
p−
i=1
bcL1
δΓ (q)
+
p−1
i=1
bcL1
δΓ (q)
+
p+1−
i=1
bdL1
δΓ (q)
+
p−
i=1
bcL2
δ
+
p−
i=1
bcL3
δ
+
p−1
i=1
bcL3
δ
+
p−
i=1
bdL3
δ
+ (c + d)|x0|
δ
+ b|x1|
δ
,
|m2| ≤
p+1−
i=1
ac
δΓ (q)
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+
p−
i=1
ac(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+
p−1
i=1
ac(tp − ti)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+ ad
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+
p−
i=1
ac
δ
|Qi(u(ti))| +
p−
i=1
ac(1− tp)
δ
|Ii(u(ti))| +
p−1
i=1
ac(tp − ti)
δ
|Ii(u(ti))|
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+
p−
i=1
ad
δ
|Ii(u(ti))| + c|x0| + a|x1|
δ
≤
p+1−
i=1
acL1
δΓ (q)
∫ ti
ti−1
(ti − s)q−1ds+
p−
i=1
acL1(1− tp)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds
+
p−1
i=1
acL1(tp − ti)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds+ adL1
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2ds
+
p−
i=1
acL2
δ
+
p−
i=1
acL3
δ
+
p−1
i=1
acL3
δ
+
p−
i=1
adL3
δ
+ c|x0| + a|x1|
δ
≤
p+1−
i=1
acL1
δΓ (q+ 1) +
p−
i=1
acL1
δΓ (q)
+
p−1
i=1
acL1
δΓ (q)
+
p+1−
i=1
adL1
δΓ (q)
+
p−
i=1
acL2
δ
+
p−
i=1
acL3
δ
+
p−1
i=1
acL3
δ
+
p−
i=1
adL3
δ
+ c|x0| + a|x1|
δ
.
Therefore
|Tu(t)| = 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, u(s))|ds+ 1
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+
k−
i=1
(t − tk)
Γ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
k−1
i=1
(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+
k−
i=1
(t − tk)|Ii(u(ti))| +
k−1
i=1
(tk − ti)|Ii(u(ti))| +
k−
i=1
|Qi(u(ti))| + |m1| + |m2|
≤ L1
Γ (q)
∫ t
tk
(t − s)q−1ds+ L1
Γ (q)
p−
i=1
∫ ti
ti−1
(ti − s)q−1ds+
p−
i=1
L1
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds
+
p−1
i=1
L1
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2ds+
p−
i=1
L3 +
p−1
i=1
L3 +
p−
i=1
L2 + |m1| + |m2|
≤ (p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) L1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
L1
+ p[c(a+ b)+ δ]
δ
L2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
L3 + (2c + d)|x0| + (a+ b)|x1|
δ
, (11)
which implies that
‖Tu‖ ≤ (p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) L1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
L1
+ p[c(a+ b)+ δ]
δ
L2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
L3 + (2c + d)|x0| + (a+ b)|x1|
δ
:= L.
On the other hand, for any t ∈ Jk, 0 ≤ k ≤ p, we have
|(Tu)′(t)| = 1
Γ (q− 1)
∫ t
tk
(t − s)q−2|f (s, u(s))|ds+
p−
i=1
|Ii(u(ti))|
+
p−
i=1
1
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+ |m2|
≤ (p+ 1)ac
δΓ (q+ 1) L1 +
(2p− 1)ac + (p+ 1)(ad+ δ)
δΓ (q)
L1 + pac
δ
L2
+ (2p− 1)ac + p(ad+ δ)
δ
L3 + c|x0| + a|x1|
δ
:= L.
Hence, for t1, t2 ∈ Jk with t1 < t2, 0 ≤ k ≤ p, we have
|(Tu)(t2)− (Tu)(t1)| ≤
∫ t2
t1
|(Tu)′(s)|ds ≤ L(t2 − t1).
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This implies that T is equicontinuous on all the subintervals Jk, k = 0, 1, 2, . . . , p. Thus, by the Arzela–Ascoli Theorem, it
follows that T : PC(J, R) → PC(J, R) is completely continuous. Now, in view of limu→0 f (t,u)u = 0, limu→0 Qk(u)u = 0 and
limu→0 Ik(u)u = 0, there exists a constant r > 0 such that |f (t, u)| ≤ δ1|u|, |Qk(u)| ≤ δ2|u| and |Ik(u)| ≤ δ3|u| for 0 < |u| < r ,
where δi > 0 (i = 1, 2, 3) satisfy
(p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) δ1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
δ1 + p[c(a+ b)+ δ]
δ
δ2
+ (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
δ3 + (2c + d)|x0| + (a+ b)|x1|
δ
≤ 1.
DefineΩ = {u ∈ PC(J, R) | ‖u‖ < r} and take u ∈ PC(J, R) such that ‖u‖ = r so that u ∈ ∂Ω . Then, by the process used
to obtain (11), we have
|Tu(t)| ≤

(p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) δ1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
δ1
+ p[c(a+ b)+ δ]
δ
δ2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
δ3 + (2c + d)|x0| + (a+ b)|x1|
δ

‖u‖
which implies that ‖Tu‖ ≤ ‖u‖, u ∈ ∂Ω .
Therefore, by Theorem 2.1, the operator T has at least one fixed point, which in turn implies that (3) has at least one
solution u ∈ Ω . 
Theorem 3.2. Assume that
(H1) there exist positive constants Li(i = 1, 2, 3) such that |f (t, u)| ≤ L1, |Qk(u)| ≤ L2, |Ik(u)| ≤ L3, for t ∈ J, u ∈ R and
k = 1, 2, . . . , p. Then problem (3) has at least one solution.
Proof. As shown in Theorem 3.1, the operator T : PC(J, R) → PC(J, R) is completely continuous. Now, we show the set
V = {u ∈ PC(J, R)|u = µTu, 0 < µ < 1} is bounded. Let u ∈ V , then u = µAu, 0 < µ < 1. For any t ∈ J , we have
u(t) = µ
Γ (q)
∫ t
tk
(t − s)q−1f (s, u(s))ds+ µ
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1f (s, u(s))ds+
k−
i=1
µ(t − tk)
Γ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds+
k−1
i=1
µ(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2f (s, u(s))ds
+
k−
i=1
µ(t − tk)Ii(u(ti))+
k−1
i=1
µ(tk − ti)Ii(u(ti))+
k−
i=1
µQi(u(ti))+ µm1 + µm2t,
wherem1,m2 are given by (10), (11) respectively. Combining (H1) and (12), we obtain
|u(t)| = µ|Tu(t)|
≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, u(s))|ds+ 1
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))|ds+
k−
i=1
(t − tk)
Γ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds+
k−1
i=1
(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))|ds
+
k−
i=1
(t − tk)|Ii(u(ti))| +
k−1
i=1
(tk − ti)|Ii(u(ti))| +
k−
i=1
|Qi(u(ti))| + |m1| + |m2|
≤ (p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) L1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
L1
+ p[c(a+ b)+ δ]
δ
L2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
L3 + (2c + d)|x0| + (a+ b)|x1|
δ
.
Thus, for any t ∈ J , it follows that
‖u‖ ≤ (p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) L1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
L1
+ p[c(a+ b)+ δ]
δ
L2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
L3 + (2c + d)|x0| + (a+ b)|x1|
δ
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the set V is bounded. Therefore, by the conclusion of Theorem 2.2, the operator T has at least one fixed point. This implies
that (3) has at least one solution. 
Theorem 3.3. Assume that
(H2) there exist positive constants Ki (i = 1, 2, 3) such that |f (t, u)−f (t, v)| ≤ K1|u−v|, |Qk(u)−Qk(v)| ≤ K2|u−v|, |Ik(u)−
Ik(v)| ≤ K3|u− v| for t ∈ J, u, v ∈ R and k = 1, 2, . . . , p. Then problem (3) has a unique solution if
Λ = (p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) K1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
K1
+ p[c(a+ b)+ δ]
δ
K2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
K3 < 1. (12)
Proof. For u, v ∈ C(J), we have
|(Tu)(t)− (Tv)(t)| ≤ 1
Γ (q)
∫ t
tk
(t − s)q−1|f (s, u(s))− f (s, v(s))|ds+ 1
Γ (q)
k−
i=1
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))
− f (s, v(s))|ds+
k−
i=1
(t − tk)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))− f (s, v(s))|ds
+
k−1
i=1
(tk − ti)
Γ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))− f (s, v(s))|ds+
k−
i=1
(t − tk)|Ii(u(ti))
− Ii(v(ti))| +
k−
i=1
|Qi(u(ti))− Qi(v(ti))| +
k−1
i=1
(tk − ti)|Ii(u(ti))− Ii(v(ti))|
+
p+1−
i=1
bc
δΓ (q)
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))− f (s, v(s))|ds+
p−
i=1
bc(1− tp)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))− f (s, v(s))|ds+
p−1
i=1
bc(tp − ti)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2
× |f (s, u(s))− f (s, v(s))|ds+ bd
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))
− f (s, v(s))|ds+
p−
i=1
bc
δ
|Qi(u(ti))− Qi(v(ti))| +
p−
i=1
bc(1− tp)
δ
|Ii(u(ti))− Ii(v(ti))|
+
p−1
i=1
bc(tp − ti)
δ
|Ii(u(ti))− Ii(v(ti))| +
p−
i=1
bd
δ
|Ii(u(ti))− Ii(v(ti))|
+
p+1−
i=1
ac
δΓ (q)
∫ ti
ti−1
(ti − s)q−1|f (s, u(s))− f (s, v(s))|ds+
p−
i=1
ac(1− tp)
δΓ (q− 1)
×
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))− f (s, v(s))|ds+
p−1
i=1
ac(tp − ti)
δΓ (q− 1)
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))
− f (s, v(s))|ds+ ad
δΓ (q− 1)
p+1−
i=1
∫ ti
ti−1
(ti − s)q−2|f (s, u(s))− f (s, v(s))|ds
+
p−
i=1
ac
δ
|Qi(u(ti))− Qi(v(ti))| +
p−
i=1
ad
δ
|Ii(u(ti))− Ii(v(ti))|
+
p−
i=1
ac(1− tp)
δ
|Ii(u(ti))− Ii(v(ti))| +
p−1
i=1
ac(tp − ti)
δ
|Ii(u(ti))− Ii(v(ti))|
≤

(p+ 1)[c(a+ b)+ δ]
δΓ (q+ 1) K1 +
(2p− 1)[c(a+ b)+ δ] + (p+ 1)(a+ b)d
δΓ (q)
K1
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+ p[c(a+ b)+ δ]
δ
K2 + (2p− 1)[c(a+ b)+ δ] + pd(a+ b)
δ
K3

‖u− v‖
≤ Λ‖u− v‖
where Λ is given by (12). Thus, ‖Tu − Tv‖ ≤ Λ‖u − v‖. As Λ < 1, therefore, T is a contraction operator. Hence, by the
contraction mapping principle, problem (3) has a unique solution. 
Example. Consider the following nonlinear impulsive fractional boundary value problem
CD
3
2 u(t) = cos t
(t + 5)2
|u(t)|
1+ |u(t)| , 0 ≤ t ≤ 1, t ≠
1
3
,
1u

1
3

=
u  13 
9+ u  13  , 1u′

1
3

=
u  13 
12+ u  13  ,
u(0)− u′(0) = 1
11
, u(1)+ u′(1) = 1
7
,
(13)
where p = 1. Here, q = 32 , a = b = c = d = 1.
Clearly L1 = 125 , L2 = 19 , L3 = 112 , x0 = 111 , x1 = 17 . Thus, all the assumptions of Theorem 3.2 are satisfied. Hence, by the
conclusion of Theorem 3.3, the impulsive fractional boundary value problem (13) has a unique solution on [0, 1].
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