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Abstract 
Earth Observation market has been increasing in both size 
and complexity over the last years. EO missions are 
becoming more capable and more agile, carrying high-
resolution sensors that need to frequently be steered at 
different directions depending on the mission goals. In this 
paper we discuss the Coverage Planning problem Disaster 
Monitoring Constellation (DMC3) mission deals with. It is 
an Earth Imaging mission from Surrey Satellite Technology 
Ltd (SSTL). The combinatorial optimization problem of 
determining a not only feasible but optimal sequence of the 
spacecraft attitude in order to image the total of a target area 
is NP-hard. We propose an automated planning system for 
DMC3, employing a self-organizing software architecture 
and a nature inspired optimization algorithm, Ant Colony 
Optimization. The advantages of the system are discussed 
and some key results are shown.  
Introduction 
Planning the operations of an Earth Observation satellite is 
the process of determining which available tasks the 
satellite will perform and when these will take place, as the 
available resources, samples’ collection goals, weather 
conditions and user requirements evolve. Agile EO 
spacecraft orbit the Earth, and gather information by 
slewing their sensors towards areas of interest. Automating 
the process of finding feasible schedules for EO satellites 
has recently been the objective of several researchers in 
both academic and industrial environment. (Chien et al., 
2012) The difficulty of the underlying combinatorial 
optimization problem initially depends on the satellite 
characteristics, constraints and the planning horizon. The 
complexity increases even further when accounting for the 
highly dynamic nature of the problem, due to goals that 
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might be redefined, weather conditions that can change, 
emergency cases that might strike. 
In this paper, we study the planning and scheduling of 
imaging requests submitted to SSTL's Disaster Monitoring 
Constellation 3 (DMC3) mission. It is an Earth Imaging 
mission of low cost small satellites, providing images for 
several applications, commercial or of public interest, on a 
daily basis. The platform consists of 3 high-resolution 
optical Earth imaging agile spacecraft flying in a 650km 
Sun Synchronous orbit, which can be steered up to 45° off-
nadir pointing along the roll and pitch axes. Their slewing 
ability results in a very big Area of Regard in the surface of 
the Earth, but also increases the complexity of the planning 
process. The objective of this work is to find schedules for 
this mission, when the Areas of Interest considered cannot 
be entirely imaged with a single pass. 
 Previous research considers the selection of swaths for a 
fixed nadir pointing spacecraft. (Cordone R. et al., 2006) A 
Langrangian heuristic and a subgradient optimization 
method were used, producing very good solutions. When 
the assumption of fixed pointing is removed, the main 
approaches found in the literature involve a greedy 
(Muraoka et al., 1998) and a GRASP algorithm applied to 
an Integer Linear Programming model. (Galan-Vioque et 
al., 2011)  
In this paper, we aim at applying a Swarm Intelligence 
(SI) algorithm to the design of an automated ground based 
Mission Planning System (MPS). Our work is based on a 
previous research in which a SI method, Ant Colony 
Optimization (ACO), was applied to Mission Planning for 
EO Constellations where the planning problems could be 
represented as binary decision problems (Iacopino et al., 
2013). Generalising the approach, we study the application 
of ACO in planning problems of higher complexity, which 
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involve multiple decision problems – at each decision step 
multiple options exist rather than two. 
 
Coverage Planning Problem 
 
The Coverage planning problem consists of finding a way 
to cover all the parts of an area of arbitrary shape. In 
robotics, covering an area translates to visiting all of its 
points, thus a motion path has to be found for the robot. In 
Earth Imaging applications, the satellite is expected to 
image the total of the area. When agile spacecraft are 
considered, a plan of the attitude maneuvers has to be 
decided. Regardless of the field of research, coverage 
planning is an NP-hard combinatorial optimization 
problem. (Strimel G.P. et al., 2014). 
More specifically, DMC3 constellation is expected to be 
able to image a ground area of around 1 million square km 
in the surface of the Earth, each day. The satellites are in a 
650km sun-synchronous orbit and operate under three 
imaging modes, but the most commonly used is the strip 
mode. In this mode, the satellite captures long strips of 
orthogonal shape (Figure 1). This is due to the “push 
broom” form of imaging employed, i.e. the camera is lying 
across the orbit ground track. The satellites are agile, thus 
can be steered up to 45° off-nadir pointing along the roll 
and pitch axes. For this paper we consider only roll axis 
steering. Strips consist of smaller size images of square 
size 23 by 23 square kilometers, called scenes, which can 
be imaged within the roll capability range of the satellites. 
The width of a scene increases as the attitude of the 
spacecraft diverges from nadir, with a maximum width of 
about 44km. Power and thermal constraints limit the 
maximum strip length to 175 scenes. The spacecraft have 2 
data recorder devices: a small one of a total memory 
consisting of 30 GB meant to be used for near real time 
imaging, and one large device of a total memory of 512 
GB meant to be used in a stored and forward manner. The 
size of a single image i.e. a scene, can vary depending on 
the attitude of the spacecraft, the location and compression 
used, from about 250MB to 1300MB. The frequency of 
Ground Station passes is as high as once per orbit. Each 
strip imaged is firstly stored on the on board memory, 
limiting the rest of the images that can be acquired before a 
downlink. The satellites download data with a rate of 350 
Mb/s, thus their memory can be emptied after a pass with 
duration of at least 616s. Ground Station passes’ duration 
can vary between 2-10 minutes. 
The planning problem we consider is: given an Area of 
Interest (AoI) of arbitrary shape, a planning horizon, a 
single spacecraft orbit and pointing availability, and 
Ground Station passes, the objective is to maximize the 
area that can be imaged, while respecting the following 
constraints: 
 
Figure 1. Two passes over the same AoI, with different ground 
tracks, and their imager slew angle options. 
 
x Temporal constraints. They regard the sequence 
of the spacecraft' imaging opportunities of the AoI 
and the Ground Stations. The orbit of the 
spacecraft defines the order of the imaging 
opportunities, which dictates the order of the 
Nodes in the graph representation of the problem 
shown in Figure 2. 
x Resource constraints. For the on-board storing, 
we consider the use of only the small data 
recorder device. The resource constraints are 
satisfied by updating the current schedule once a 
newly added imaging opportunity results in 
memory overflow, as described in the Algorithm 
section. Another part of the resource constraints is 
defined by the Ground Stations' availability. 
DMC3 can serve multiple Ground Stations but 
their number and position on Earth are not 
considered in this paper. We only regard the 
Ground Station passes as on board memory 
renewals. Also, Ground Stations are not 
guaranteed to be available during the time of a 
pass. Their availability is subject to changes due 
to the workload or emergency cases, thus they are 
regarded as unreliable resources from a planning 
point of view. This unreliability can lead to 
having fewer Ground Station passes than initially 
expected, resulting in increased severity of the 
resource constraint. In such cases, the system 
should adapt to this change. 
x Spatial constraints. Given that the ground track of 
the spacecraft is not the same every time it passes 
over an AoI, it is certain that some acquisitions 
will overlap with others. This will not only hinder 
or delay the total coverage of an area, but will also 
result in unnecessary use of the spacecraft 
imaging sensor. Overlap cannot be considered as 
a hard constraint of the problem, since a solution 
will still be feasible even when the images 
overlap. It is though highly desirable to keep it at 
minimum levels, especially when the time horizon 
requested by the user for the completion of the 
task is not long. 
x Imaging constraints. The strip mode of imaging if 
considered. The spacecraft image strips of 
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orthogonal size of the AoI in each imaging 
opportunity. (Figure 1) 
 
The operational requirements form the objectives for a 
mission planning system to perform well, and cannot be 
overlooked. An automated MPS, especially, needs to cope 
with the following requirements: 
 
 Reliability. A feasible solution must be provided 
at all times. The MPS has to be designed in a way 
that a high level of system responsiveness is 
preserved.  
 
 Scalability. An increase in the number of users, 
AoIs or spacecraft results in a corresponding burst 
in the complexity of the planning problem. Hence, 
the MPS needs to be scalable to the input size, 
preserving its performance and usability. 
 
 Adaptability. Given that the satellites’ 
availability and the users’ preferences might be 
redefined or an emergency situation might arise, 
we desire a system that will be able to adjust its 
behaviour, in response to environmental changes. 
 
In the next section we discuss the potential of a Swarm 
Intelligence algorithm in dealing with these requirements. 
Planning with Stigmergy 
For an MPS that copes with all the aforementioned 
requirements we employ a nature inspired meta-heuristic 
method, Ant Colony Optimization. ACO is a probabilistic 
algorithm used to find the solution in Computer Science 
and Operations fields’ problems that can be reduced to 
finding optimal paths in graphs. (Dorigo & Stutzle, 2004) 
Real world ant colonies are able to find the shortest paths 
between their nests and a food source. They do that using 
no direct communication with each other. All the 
individuals follow simple sets of rules, and none has 
universal knowledge of the colony’s actions. Nevertheless, 
the colony does have a complex behavior, which is the 
result of interaction with the environment. This mechanism 
is called stigmergy, a means of indirect coordination of a 
number of individuals, through their environment.  
The basic principle is that the traces left in the 
environment by an agent’s actions stimulate the next 
agent’s actions. Stigmergy is a form of self-organization. 
Complex, seemingly intelligent structures are produced, 
without need for any control, using only indirect 
communication. Thus, the agents usually are designed to 
be simple, without intelligence, memory, or awareness of 
one other.The same principles apply to ACO. The basis of 
ACO algorithms is summarized below: 
 
When the ants are searching for food, in the natural 
world, they first wander randomly. After finding a source 
of food, they return to their colony laying down pheromone 
in the path that they follow. If other ants find such a trail 
they are less likely to continue their wandering, but follow 
the trail instead. In case it leads them to food, they will also 
reinforce it upon their return to the colony. The pheromone 
trails start to evaporate over time. Hence, the pheromone 
will eventually be gathered in the shorter paths, which get 
marched over more frequently. 
 
The deposit mechanism helps the colony find a good 
solution whereas the pheromone evaporation is a means of 
avoiding convergence to a locally optimal solution. A 
typical ACO algorithm involves three main steps:  
 
- Path Construction: The ants construct a path that 
includes all the vertices of the graph. They do that by 
iteratively adding an edge to the path, after they chose it 
based on its amount of pheromone. The probabilistic rule 
used favours the edge with the highest pheromone 
amount:  
 
𝑃௜,௝ =
ఛ೔,ೕ
ഀ
∑ ఛ೔,ೕ
ഀಾ೔
ೕసభ
         (1) 
 
where τi,j is the amount of pheromone in the edge j of 
vertex i and Mi is the number of incoming edges in the 
vertex i. The parameter α defines the importance of the 
pheromone intensity in the ant’s choice of edge. 𝑃௜,௝ is 
the probability of edge (i,j) to be chosen. In the system, it 
is implemented as a roulette wheel selection process.  
 
- Path Evaluation: Once at the end of the graph, each ant 
evaluates the path they created, based on an objective 
function, f. 
 
- Update of pheromone field: The update takes place in 
two steps. First each ant deposits an amount of 
pheromone to the path it constructed, based on its 
evaluation. Then, the pheromone of the whole graph is 
evaporated by a certain rate, ρ.     
 
Problem representation 
 
ACO is a graph search optimization method; the graph 
gives structure to the search space. It is a critical part of the 
optimization process as it provides the environment. To 
that respect, it should be easy to build and traverse while 
also being representative of the problem. Our choice of 
representation is a directed graph that follows these 
guidelines.  
During each pass over the AoI, the attitude of the 
spacecraft needs to be determined. Since there is a range of 
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roll angles that allow it to point to the AoI, there is a choice 
of attitude to be made, for each single pass. The problem is 
represented in the system by a directed graph G(V,E), 
where the Nodes represent imaging opportunities of the 
AoI, and the edges the spacecraft attitude. More 
specifically:  
 
x V is the set of vertices or Nodes of the graph. There 
are two types of Nodes: 
 
 N Nodes that represent a pass of the spacecraft 
over the AoI. In these Nodes, the memory 
resource is consumed.  
 G Nodes that represent a pass over a Ground 
Station, or downlink availability. In these Nodes, 
memory resource is renewed. 
 
x E is the set of all the Edges of the graph, each one 
representing a spacecraft attitude. Each N Node has a 
set of incoming edges to it, each corresponding to a 
roll angle choice for this pass. For all the N Nodes 
there is an extra edge representing the option of no 
image capturing during this pass.  
 
The order of the Nodes is the corresponding 
chronological order of the imaging opportunities defined 
by the orbit, as shown in Figure 2. Each edge is associated 
with two values: θi,j for the roll angle it represents, and mi,j 
for the memory the corresponding strip consumes. Given 
its form, we refer to this directed graph representation as 
the N-ary chain, due to the arbitrary number (N) of edges 
that are incoming to each Node. 
Figure 2. An N-ary chain representation of the coverage planning 
problem. 
In the case of many independent AoIs requested to be 
imaged, the graph includes the passes and corresponding 
imaging opportunities of all of them in a chronological 
order.  
 
Algorithm 
 
All search algorithms involve making a choice at each 
step: to either exploit or explore the search space. The first 
suggests that the search will be directed towards already 
visited regions of the search space, whereas the second 
means that more information will be gathered regarding its 
unexplored regions. Balancing the two phases is important 
for the success of Evolutionary Computation and Swarm 
Intelligence algorithms. (Crepinsek, Liu, & Mernik, 2013). 
Several mechanisms have been proposed to this direction:  
x The deposit and evaporation mechanisms are 
forms of exploitation and exploration 
respectively. (Dorigo & Stutzle, 2004)  
x Pheromone deposit function.  
o Having a minimum and maximum 
amount of pheromone added. (Stutzle & 
Hoos, 2000)  
o Allowing only for “elite ants” to deposit 
pheromone (Bullnheimer, Hartl, & 
Strauss, 1999) 
x Probabilistic edge selection function.  
o Random edge selection in parallel to the 
selection that is guided by the 
pheromone field and heuristic value. 
(Nakamichi & Takaya, 2004)  
o Tuning parameter alpha when a 
probabilistic rule of the form (1) is used.  
(Meyer, 2004) 
 
In this system the alpha parameter control approach is 
used. In (Iacopino et al., 2013) it was proven that for 
probabilistic rules of the form (1) parameter alpha controls 
the balance between exploration and exploitation in ACO 
algorithms. The critical value around which the colony’s 
behavior changes is alpha = 1. The algorithm workflow is 
summarized in the following: 
 
1: PheromoneInitialization(); 
2: for all ant do  
3: for all node do 
4:  path+=TransitionRule();      //Path Construction 
5:  feasibilityCheck(path); 
6: end for 
7: phDep=ObjectiveFuntion(path);                //Path Evaluation 
8: update(phDep);            //Pheromone field Update 
9: update(phEvap);  
9: updateAlpha();                //Alpha Update 
10: if convergence then 
12:  savePath(); 
12:  restartAlpha();  
13: end if 
14: end for  
 
Through the feasibilityCheck method, we make sure that 
each path that is evaluated is feasible i.e. consumes less 
memory than the one available on board. Each time a new 
edge is added, the total memory is computed. In case there 
is a constraint violation, some edges are deleted from the 
path, and replaced by the corresponding ‘No imaging’ 
edges. The selection is made by a weighted roulette wheel 
which includes all the edges on the path, based on the 
pheromone levels and memory they consume.  
The evaluation of the path includes a dynamical scale 
that adjusts to the best current solution, in order to 
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determine the amount of pheromone that will be deposited. 
The objective function we use in this optimization problem 
is:  
𝑓 = max{Coverage}     (2) 
 
The key part of the algorithm is the updateAlpha 
method, or the way we balance between exploration and 
exploitation phases. Alpha takes values around 1 in [0.5, 
2], and is changing based on a non-decreasing function. By 
increasing the value of alpha, we increase the effect of the 
pheromone field in the ants’ choice. An exploration/ 
exploitation cycle thus happens by starting with a value 
below 1, and reaching a value above it, depending on when 
the convergence criteria is considered reached. Restarting 
the cycle multiple times, we give the system the ability to 
integrate any changes of the environment, like the addition 
or deletion of graph nodes and edges, or the change in the 
available resource. It is a way of increasing the system’s 
adaptability. 
 
Coverage calculation 
Computing the size of the imaged area can become a 
bottleneck for the performance of the system. The 
underlying geometric problem involves the calculation of 
the size of each strip’s intersection with the AoI, 
subtracting the areas covered by two or more strips 
(overlap). This calculation is computationally too 
expensive to take place many times during the planning. 
We estimate the coverage employing a simpler algorithm. 
The calculation is based in one assumption: given that 
DMC3 is imaging only in ascending node, for a suﬃciently 
small Area of Interest the Earth's curvature is small enough 
to assume that the ground tracks of the spacecraft are 
almost parallel to one another (Figure 3a). Thus, we 
assume that the orientation of the all the strips in the search 
space will be roughly the same. 
 
 
 
 
 
 
 
 
 
 
 
(a)                              (b) 
Figure 3. (a) Ground Tracks of satellite passes over Spain for a 
week (b) Division of AoI in bands 
In Figure 3a we show the Ground Tracks over the area 
of Spain for one spacecraft and a period of one week. The 
average inclination with respect to a Cartesian frame, for 
this example, is 6º. The average difference among the 
ground tracks inclinations is smaller than 1º. Our 
assumption, thus, is acceptable. 
The calculation involves dividing the AoI in bands 
parallel to each other, as shown in Figure 3b, with a band-
frame orientation equal to the average orientation of all the 
ground tracks considered, that is 6º with respect to the 
Cartesian frame. For sufficiently narrow bands, if two 
strips intersect with the same band, they will most likely 
overlap each other. We maintain and update two tables, 
each with size B, equal to the number of bands considered. 
In the first table we keep the number of strips intersecting 
each band. This process can be reduced to a binary search 
of the position of each strip’s starting and ending longitude 
coordinates, with respect to the positions of the bands. The 
second table has the maximum and minimum latitude 
values of all the strips intersecting the band. Objective 
function (2) becomes: 
 
𝑓 = max {𝑙𝑎𝑡𝐶𝑜𝑣 + 𝑙𝑜𝑛𝑔𝐶𝑜𝑣}  (3) 
 
where 𝑙𝑎𝑡𝐶𝑜𝑣 =  ∑ (𝑙𝑎𝑡[𝑖]௠௔௫ − 𝑙𝑎𝑡[𝑖]௠௜௡஻௜ୀଵ ) is the 
latitude coverage estimation, B is the total number of 
bands, 𝑙𝑎𝑡[𝑖] is the latitude – maximum or minimum – per 
band and 𝑙𝑜𝑛𝑔𝐶𝑜𝑣 is the longitude coverage estimation, 
equal to the number of bands that intersect with at least one 
strip. Thus, the more the overlap among the strips, the 
more strips each single band intersects with and the smaller 
the value of 𝑙𝑜𝑛𝑔𝐶𝑜𝑣. The bands’ width is chosen with 
respect to the swath width. We usually select a width equal 
to a quarter of the nadir pointing swath width, given the 
tradeoff between computation time and accuracy. 
 
Considering priorities 
The current system can also accommodate requirements 
that can be described through priorities. These can include 
weather conditions, user priority, etc. In such cases, the 
objective function will become: 
𝑓 =  max{Coverage + ෍ 𝑝௜௝} 
 Priorities are integrated in the system by adding a 
priority value 𝑝௜௝  in the corresponding imaging 
opportunities, or adding a weight value on the edges of the 
graph. They can be user specific, and area specific. In the 
first type, the acquisitions associated with a specific user 
are assigned with the corresponding priority value. The 
area specific priorities, involve imaging a subarea of the 
AoI with higher priority. For example while imaging 
Spain, the capital of the country, Madrid, might need to be 
fully covered or in the case when we are aware that a lot of 
clouds will be gathered in some area, we choose to avoid 
imaging it during this time.  
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Simulation results 
In our software prototype, a user submits their imaging 
request and preferred time of task completion, along with 
more specific requirements such as subareas with higher 
priority, or weather conditions that can render an image 
unacceptable. Their requests are asynchronous and can 
change or be filed anew at any time. SSTL's orbit 
propagator (Wu, Brewer, & Palmer, 2002) then produces 
the imaging opportunities of the spacecraft which is the 
input of the system, and the user’s preferred time of 
completion constitutes the planning horizon. The available 
on board memory and set of Ground Station passes during 
this horizon are also imported to the system, and the graph 
environment is formed. The output is a feasible schedule of 
the imaging sensor tilts for each spacecraft. 
We test the system with two problems of different 
difficulty, considering a single AoI imaging request. In this 
paper, we define the difficulty by the size of the AoI and 
the planning horizon, since these two factors determine the 
size and topology of the N-ary chain. The size of the AoI is 
defined by the ratio of its longitude range over the nadir 
pointing swath width of the spacecraft e.g. for a small AoI 
this ratio is less than 10, whereas an AoI with a ratio bigger 
than 30 is considered of big size. The first test regards a 
small AoI which can be seen in blue outline in Figure 5, 
and a planning horizon of up to 10 days. The optimal 
solution in this case does not take too long to calculate 
with exhaustive search, therefore a comparison between 
ACO solution and optimum can be made. In the exhaustive 
search algorithm, the search space is pruned by not 
considering a path which exceeds the memory resource 
constraint once one is found.  
For the given AoI, we increase the planning horizon – 
thus increasing the problem difficulty – and note the 
performance of the system. Increasing the time horizon by 
one day is usually equal to an increase of the graph 
representation by one Node – if the AoI is in the field of 
view of the spacecraft during that day – but a 
multiplication of the search space by a factor equal to the 
number of incoming edges to the new Node. For example, 
adding a new Node to the graph with 9 edges translates to a 
search space that is 9 times bigger. In this example, the 
graph representation includes up to 10 Nodes with 2-8 
incoming edges each.  
Depending on which axis we are more interested in 
covering we can use weights in Objective function (3) and 
adjust them accordingly: 
𝑓 = max {𝑘ଵ𝑙𝑎𝑡𝐶𝑜𝑣 + 𝑘ଶ𝑙𝑜𝑛𝑔𝐶𝑜𝑣} 
Increasing 𝑘1 we include a bigger number of longer strips 
in the solution, which can result in the increase of overlap. 
Based on our assumption regarding the orientation of the 
strips, we can avoid overlap by increasing the importance 
of the longitude coverage, 𝑘2, since 𝑙𝑜𝑛𝑔𝐶𝑜𝑣 table 
includes the overlap value in its calculation. Thus, the 
higher 𝑘2, the smaller the tolerance to overlap. Depending 
on the AoI and the specific time horizon though, the 
system will choose the option of no imaging in some 
passes, in an effort to find a solution with no overlap. This 
can pose the risk of a very poorly imaged AoI. For the rest 
of the paper, we set 𝑘1=𝑘2=1.  
 
The number of ants used in the simulations is chosen 
empirically based on experience of the system performance 
for different input sizes. In general, the quality of the 
solutions does not improve linearly to the number of ants, 
but there exists a maximum ant population size after which 
the solution quality does not improve. For the sake of 
brevity, the corresponding tests are not shown. For this 
problem, 3000 ants are used, which corresponds to 3000 
objective function evaluations. In Figure 4 we note the 
error between the solution of the system and the optimum, 
for an increasing input size. 
 
 
 
 
 
 
 
 
        (a)                                            (b) 
Figure 4. (a) Optimal solution and ACO system’s output (b) 
Percentage of the error 
The error is very small ranging between 1-8%. In order to 
visualize the quality and differences of the two solutions, 
we contrast them in Figure 5. 
       (a)                                                     (b)    
Figure 5. (a) Optimal solution (b) Average ACO solution 
We now discuss the reliability of the system. In Figure 6 
the evolution of the ACO solution error is shown after 
multiple individual runs, for the longest considered time 
horizon i.e. 10 days. The error value in both Figure 4 and 
Figure 6 is a percentage computed with respect to the 
optimum value: 
𝑒𝑟𝑟𝑜𝑟 =  
𝑜𝑝𝑡𝑖𝑚𝑢𝑚 − 𝑣𝑎𝑙𝑢𝑒
𝑜𝑝𝑡𝑖𝑚𝑢𝑚
 100%    
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Figure 6. Evolution of the ACO solution error in independent 
runs. 
We see that for 100 different independent runs, the error 
never increases more than 10% of the optimum value. The 
simulations are independent of each other so as to point out 
the uniformity of the solutions produced.   
 
Next we study a problem of big size in which Spain is 
the Area of Interest. In order to test the system in increased 
problem complexity and produce solutions that cover a 
large percentage of the AoI, we increase the planning 
horizon to 3 weeks, which translates to a graph of 21 
Nodes with 5-45 incoming edges. In each simulation we 
now use 5000 ant agents. In Figure 7 we note the 
percentage of the error between the ACO solutions and the 
ACO optimum for multiple runs, and visualize the average 
solution. 
 
(a)                                            (b) 
Figure 7. (a) ACO error for individual simulations (b) 
Visualization of average ACO solution 
Figure 7(a) description is twofold: first, the system 
converges to a feasible solution at every simulation. 
Secondly, it demonstrates that the system steadily provides 
solutions of similar quality. We now compare the average 
ACO solution with an algorithm of greedy nature, for the 
same AoI and planning horizon. The algorithm’s criteria is 
the strip size; for every pass over the AoI the strip of 
biggest size is chosen. In Figure 8 we contrast the two 
results; the percentage of the imaged area when the greedy 
algorithm is used is 20% smaller than with ACO. This 
percentage is problem dependent and will vary for problem 
instances of different difficulty.  
 
 
 
 
 
 
 
 
 
 
Figure 8. Comparison of ACO average solution with a greedy 
algorithm outcome for a given imaging request.  
 
Future Work 
 
Multiple objectives 
In a MPS the user should be able to define the goals, thus 
there should be a level of freedom to the metric they can 
choose to measure the performance of the system. 
To that respect, there are many aspects of the mission 
that need to be considered. In the coverage planning 
problem, for example, a solution of specific coverage and 
zero overlap, is considered worse than another solution of 
the same coverage, with some overlap, which can be 
completed in an earlier time. Another aspect to consider is 
the quality of the images provided. The bigger the distance 
from nadir pointing, the more distorted the image, but the 
wider the strip as well. Decreasing the distortion, might 
mean longer time to cover an AoI. Hence, we want to take 
into account multiple mission objectives, which can also be 
conflicting, and produce the Pareto front of the solution. 
This will allow for the trade-off between each of the 
objectives to appear.  
Generalizing to diverse missions 
The scope of our research is to not only produce a MPS 
architecture that is mission specific, but use a general 
enough approach to address planning problems that many 
missions deal with. To that respect, we have already 
applied our approach to oversubscribed scheduling 
problems (Ntagiou et al., 2017). This type of problem is 
often found in space missions e.g. data relay missions. 
 
Scaling to multiple spacecraft 
Currently, given that each DMC3 spacecraft has their own 
orbit and imaging opportunities, we employ 3 separate 
chains. Parallel implementation will be considered as the 
chains can be traversed in parallel by different ants, as long 
as in the objective function evaluation the paths of all the 
chains are taken into account. In this way, the constellation 
is regarded as a unity by the system and not 3 different 
spacecraft. Our future plan is to work on the load balancing 
among the three spacecraft.   
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Given the current trend of Earth Observation missions 
involving hundreds of spacecraft (Buchen, 2015), our 
focus is also in the scalability of our system, when the 
number of spacecraft increases that much. To that respect, 
we aim at producing a coordination mechanism that is 
irrelevant of the number of spacecraft considered.  
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