This letter studies joint transmit beamforming and antenna selection at a secondary base station (BS) with multiple primary users (PUs) in an underlay cognitive radio multiple-input single-output broadcast channel. The objective is to maximize the sum rate subject to the secondary BS transmit power, minimum required rates for secondary users, and PUs' interference power constraints. The utility function of interest is nonconcave and the involved constraints are nonconvex, so this problem is hard to solve. Nevertheless, we propose a new iterative algorithm that finds local optima at the least. We use an inner approximation method to construct and solve a simple convex quadratic program of moderate dimension at each iteration of the proposed algorithm. Simulation results indicate that the proposed algorithm converges quickly and outperforms existing approaches.
I. INTRODUCTION
T HE EVER-GROWING demand for high data rate and massive connectivity has necessitated developing advanced technologies that can more efficiently exploit a finite radio frequency spectrum. Among such, cognitive radio (CR) is regarded as a promising approach to improve spectrum utilization [1] . Specifically, primary users (PUs) in underlay CR systems have prioritized access to the available radio spectrum, and secondary users (SUs) are allowed to transmit simultaneously with PUs as long as predefined interference power constraints are satisfied at the PUs [2] .
To improve the performance of a secondary system, the transmission strategies for SUs should be designed properly to meet a given interference power constraint. Notably, linear beamforming (BF) design has been considered as a powerful technique that can improve secondary throughput. Thus, BF approaches for CR have been investigated in multiple-input single-output (MISO) [3] , [4] and multipleinput multiple-output (MIMO) broadcast channels [5] - [8] .
In conjunction with BF designs, the sum rate maximization (SRM) problem of the CR network has been extensively studied recently. For instance, the SRM problem was investigated with the sum power constraint (SPC) [5] , [6] per-antenna power constraints (PAPCs) [7] , [8] . However, the quality-of-service (QoS) of SUs for the SRM problem was not addressed in [2] , [3] , and [5] - [8] , although such additional constraints are crucial to resolving the so-called user fairness.
To reduce the interference in underlay CR systems, antenna selection (AS) was proposed to select antennas at the SUs [9] and only the best antenna at the transmitters (e.g., the source and the relay) [10] .
In this letter, we study the SRM problem of a CR network with constraints for the secondary base station (BS) transmit power, SUs' minimum achievable rates, and interference power at the PUs. To mitigate the effects of the interference power constraints at the PUs which in turn improve the sum rate (SR) of the SUs, we consider joint BF and AS (JBFAS). In addition, the proposed design incorporates antenna selection into the power constraint to select proper antennas at the secondary BS, differently from [9] and [10] . To the authors' best knowledge, existing works cannot address the present optimization problem in that it is difficult to even find a feasible point from a nonconvex set due to the mixed integer nature of the problem. To solve the JBFAS problem, we propose a new iterative algorithm with low complexity. The proposed design is based on an inner approximation method that invokes a simple convex quadratic program, which requires a lower computational effort than an exhaustive search. The obtained solutions are at least local optima since they satisfy the Karush-Kuhn-Tucker (KKT) conditions. Numerical results show fast convergence of the proposed algorithm and a significant performance improvement over existing approaches.
Notation: H H and H T are the Hermitian transpose and normal transpose of a matrix H, respectively. · and |·| denote the Euclidean norm of a matrix or vector and the absolute value of a complex scalar, respectively. {·} represents the real part of a complex number. E[·] denotes a statistical expectation. ∇ x f (x) represents the gradient of f (·) with respect to x.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider the downlink transmissions in a CR network, where a secondary BS equipped with N t transmit antennas serves K single-antenna SUs in the presence of M singleantenna PUs. It is assumed that all SUs are allowed to share the same bandwidth with the PUs for transmission [6] , [7] . The channel vectors from the secondary BS to the k-th SU and m-th PU are represented by
{1, 2, · · · , M}, respectively. We assume that instantaneous channel state information (CSI) is available at the transceivers for all channels.
The information signals are precoded at the secondary BS prior to being transmitted to the SUs. Specifically, the information intended for the k-th SU is x k ∈ C with E{|x k | 2 } = 1, 1558-2558 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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which is precoded by beamforming vector w k ∈ C N t ×1 . Then, the received signal at the k-th SU is given as
where n k ∼ CN (0, σ 2 k ) is the additive white Gaussian noise; and the achievable rate for the k-th SU is computed as
For transmit antenna selection design, let α n ∈ {0, 1} be the binary variable indicating the association of the n-th transmit antenna:
Let us definew n [w 1 ] n , · · · , [w K ] n T to be the beamforming weights of all SUs associated with the n-th antenna, where [w k ] n is the n-th element of w k . We impose the following:
where ρ n is a newly introduced optimization variable representing as the soft power level for the n-th antenna.
With the setting and explanation given above, the SRM problem based on JBFAS (JBFAS-SRM) for the CR system can be formulated as
.r k and I m are the minimum required rate for the k-th SU and the predefined interference power at the m-th PU, respectively. P bs denotes the transmit power budget at the secondary BS. Note that the power constraint in (5d)-(5f) is different from SPC [5] , [6] :
and PAPCs [7] , [8] :
where P n represents the power constraint for the n-th antenna at the secondary BS. The antenna selection is also incorporated into the power constraint.
III. PROPOSED ITERATIVE OPTIMIZATION BASED SOLUTION

A. Relaxed Optimization Problem
We can see that the major difficulty of solving (5) is in finding the optimal solution for α n since it is a discrete variable. Note that once α n , ∀n ∈ N is set to 1 or 0, the selected antennas will be fixed and thus the obtained solution may not be optimal. To circumvent this issue, we relax the constraint (5f) to 0 ≤ α n ≤ 1. Consequently, the relaxed JBFAS-SRM optimization problem of (5) can be written as
Even with the relaxation in (8d), the optimization problem (8) is still nonconvex. Thus, it is challenging to find an optimal solution of (8) due to the nonconcavity of the objective function and nonconvexity of its feasible set. In what follows, we propose an iterative algorithm that can obtain a local optimum of (8) . For the set of constraints, (8b) and (8c) are nonconvex constraints while (8d) and (8e) are convex and linear constraints. Let us treat the objective function (8a) first. As observed in [11] , (2) can be equivalently replaced by
Thus, this is useful to develop an inner approximation of R k (w). At the feasible point w (κ) of w at the (κ + 1)-th iteration of an iterative algorithm presented shortly, a global lower bound of R k (w) can be obtained as [12] 
where a k and b k are defined as
Next, at the feasible point w (κ) , the first-order approximation
over the trust region
It should be noted that R (κ) k (w) is concave, and (10) and (11) are active at optimum, i.e.,
Algorithm 1 Proposed Iterative Algorithm for JBFAS-SRM Initialization: Set κ := 0 and solve (20) to generate an initial feasible point (w (0) , α (0) , ρ (0) ). 1: repeat 2: Solve (19) to obtain the optimal solution (w * , α * , ρ * , γ * ). 3 In order to solve (11) using existing solvers such as MOSEK [13] , we further transform (11) to
with additional convex constraint
where γ [γ 1 , · · · , γ K ] is a newly introduced variable. Turning our attention to the constraints in (8), we see that (8b) is convex and admits the following form:
Next, for the nonconvex constraint (8c), a convex upper bound of χ n (α n , ρ n ) α n ρ n can be found as [14] :
where r (κ) (α n , ρ n ) α (κ) n /ρ (κ) n . It is readily seen that (17) holds with equality at optimum. Thus, (8c) is transformed to the following convex constraint:
With the above results, we now find the solution of (8) by successively solving the following convex quadratic program (JBFAS − relaxed): until reachingR (κ) k (γ ) −r k ≥ 0, ∀k ∈ K . 1) Convergence Analysis: Let F (w, α, ρ) and F (κ) (w, α, ρ) denote the objective values of (8) and (19), respectively. It follows that F (w, α, ρ) ≥ F (κ) (w, α, ρ) due to (10), (11) , and (14) . Also, we have F (w (κ) , α (κ) , ρ (κ) ) = F (κ) (w (κ) , α (κ) , ρ (κ) ) since both (13) and (15) hold with equality at optimum. This implies that Algorithm 1 yields a non-decreasing sequence of the objective value, i.e., F (κ) (w (κ+1) , α (κ+1) , ρ (κ+1) ) ≥ F (κ) (w (κ) , α (κ) , ρ (κ) ). Also, the sequence of the objective is bounded above due to (18). Following the same arguments as those in [16, Th. 1], we can show that Algorithm 1 converges to a KKT point of (8) .
2) Complexity Analysis: The convex problem (19) involves N t (K + 2) + K real scalar variables and M + 2N t + 3K + 1 quadratic and linear constraints. The computational complexity for solving (19) is thus O (M + 2N t + 3K + 1) 2.5 
B. Improvement to Relaxed Problem
We have numerically observed that there exists a case where α n is close to 1 and ρ n is negligibly smaller than P bs to indicate that the n-th antenna is not selected. However, this value of ρ n cannot be neglected and this will make the antenna selection procedure become inefficient. To manage the selection exactly to in turn improve the SR, we incorporate the following additional linear constraint:
where is a given constant and is large enough to force α n to reach 0 or 1 quickly. In fact, when ρ n is comparable to P bs , the antenna selection satisfies 0 ≤ α n ≤ 1 ≤ ρ n , ∀n ∈ N , to rapidly boost α n up to 1. Otherwise, it is depressed to 0 by warranting 0 ≤ α n ≤ ρ n ≤ 1, ∀n ∈ N , when ρ n is negligibly smaller than P bs . Here, we chose = 100, and this choice will not affect the optimal solution.
Summing up, the improved solution for the JBFAS-SRM problem in (8) 
IV. NUMERICAL RESULTS
In this section, we use computer simulations to investigate the performance of the proposed solution. The entries for h k , ∀k ∈ K and g m , ∀m ∈ M are generated from independent circularly-symmetric complex Gaussian random variables with zero mean and unit variance. It is assumed that σ 2 k = 1 for all SUs, and P bs and I m , ∀m are defined in dB scale relative to the noise power. The interference power constraints for all PUs and rate constraints for all SUs are set to be equal, i.e., I m = I , ∀m ∈ M andr =r, ∀k ∈ K . We compare the system performance of the proposed design with that of the BF design using SPC in (6) and PAPCs in (7) . In the PAPCs design, the power constraint for each antenna is P n = P bs /N t , ∀n ∈ N [7], [8] . We divide the achieved SR by ln (2) to arrive at the unit of the bps/channel-use. The simulation parameters are described in the caption for ease of reference.
In Fig. 1 , we investigate the typical convergence behavior of Algorithm 1 and compare it with the case of fixing α n = 1, ∀n. As seen, Algorithm 1 converges very fast to the optimal value of SR, and it is insensitive to the problem size. Notably, Algorithm 1 with (22) achieves a better objective value and converges faster than the case of α n = 1, ∀n. As expected, with a larger number of transmit antennas, we obtain a higher SR. Average SR of SUs, versus M (N t = 8, K = 2, I = 2 dB, r = 1 bps/Hz, and P bs = 30 dB).
Next, we illustrate the average SR of the SUs versus P bs in Fig. 2(a) and versus I in Fig. 2(b) . We also compare the performance of the proposed design with zero-forcing (ZF) beamforming using PAPCs [7] . As can be seen, the SRs of the JBFAS designs outperform that of the others in all cases, and the gains of JBFAS designs are even higher than those of other designs for higher P bs (see Fig. 2(a) ) and for smaller I (see Fig. 2(b) ). These results are probably attributed to the fact that the secondary BS in the other designs needs to scale down its transmit power when P bs is high (or I is small) to satisfy (5c) which leads to a loss in the system performance. In contrast, only the best antennas with respect to (5c) are selected to transmit in the proposed JBFAS designs. As expected, the improved solution of (22) achieves a larger SR compared to the relaxed solution of (19).
Increasing the number of PUs drastically degrades the system performance for all designs due to a lack of the degree of freedom for leveraging multiuser diversity, as shown in Fig. 3 . Again, the proposed JBFAS designs achieve better performance in terms of the SR compared to the others thanks to the optimized transmission. Interestingly, the proposed JBFAS with improved solution is quite robust to the number of PUs.
V. CONCLUSIONS
We presented joint beamforming and antenna selection to maximize the SR of the secondary system of a CR network. We developed a new iterative algorithm that quickly converges at least to a locally optimal solution. The relaxed version of the original problem was first presented using an inner approximation method to derive a solution. Then, we provided an improved solution by adding an additional constraint to the relaxed problem. Numerical results were also provided to demonstrate the effectiveness of the proposed design.
