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ON THE DE RHAM AND p-ADIC REALIZATIONS OF
THE ELLIPTIC POLYLOGARITHM FOR CM ELLIPTIC
CURVES
KENICHI BANNAI, SHINICHI KOBAYASHI, AND TAKESHI TSUJI
Abstract. In this paper, we give an explicit description of the de Rham
and p-adic polylogarithms for elliptic curves using the Kronecker theta
function. We prove in particular that when the elliptic curve has com-
plex multiplication and good reduction at p, then the specializations to
torsion points of the p-adic elliptic polylogarithm are related to p-adic
Eisenstein-Kronecker numbers, proving a p-adic analogue of the result
of Beilinson and Levin expressing the complex elliptic polylogarithm in
terms of Eisenstein-Kronecker-Lerch series. Our result is valid even if
the elliptic curve has supersingular reduction at p.
0. Introduction
0.1. Introduction. In the paper [BL], Beilinson and Levin constructed the
elliptic polylogarithm, which is an element in absolute Hodge or ℓ-adic co-
homology of an elliptic curve minus the identity. This construction is a
generalization to the case of elliptic curves of the construction by Beilinson
and Deligne of the polylogarithm sheaf on the projective line minus three
points. The purpose of this paper is to study the p-adic realization of the el-
liptic polylogarithm for an elliptic curve with complex multiplication, and to
investigate its relation to p-adic L-functions associated to the elliptic curve,
even for the case where the elliptic curve has supersingular reduction at the
prime p.
To achieve our goal, we first describe the de Rham realization of the ellip-
tic polylogarithm for a general elliptic curve defined over a subfield of C. In
particular, we explicitly describe the connection of the elliptic polylogarithm
using rational functions. This result is of independent interest. Similar re-
sults were obtained by Levin and Racinet [LR] Section 5.1.3. A different
description for this connection was also given by Besser and Solomon [BS].
Using the de Rham realization of the elliptic polylogarithm, we then con-
struct the p-adic realization of the elliptic polylogarithm as a filtered over-
convergent F -isocrystal on the elliptic curve minus the identity, when the
elliptic curve has complex multiplication and good reduction at a fixed prime
p ≥ 5. Our main result Theorem 4.15 is an explicit description of the p-adic
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elliptic polylogarithm sheaf in terms of overconvergent functions character-
ized as the solutions of certain p-adic differential equations.
Using this description, we calculate the specializations of the p-adic elliptic
polylogarithm to torsion points of order prime to p (more precisely, torsion
points of order prime to p. See the Overview for details), and prove that
the specializations give the p-adic Eisenstein-Kronecker numbers, which are
special values of the p-adic distribution interpolating Eisenstein-Kronecker
numbers. This result is a generalization of the result of [Ba3], where we
have dealt only with the one variable case for an ordinary prime. A similar
result concerning the specialization in two-variables was obtained in [BKi],
again for ordinary primes, using a very different method. The result of the
current paper is valid even when p is supersingular.
The p-adic Eisenstein-Kronecker numbers are related to special values
of p-adic L-functions which p-adically interpolate special values of Hecke
L-functions associated to Gro¨ssencharacters of imaginary quadratic fields.
Since the p-adic elliptic polylogarithm is expected to be the image by the
syntomic regulator of the motivic elliptic polylogarithm, our result may be
interpreted as a p-adic analogue of Beilinson’s conjecture.
In the appendix, modeling on our approach of the p-adic case, we cal-
culate the real Hodge realization of the elliptic polylogarithm by solving
certain iterated differential equations as in the p-adic case. The Hodge re-
alization of the elliptic polylogarithm was first described by Beilinson-Levin
[BL] and Wildeshaus [W]. We give an alternative description of the real
Hodge realization in terms of multi-valued meromorphic functions given as
the solutions of these differential equations. Our method highlights the
striking similarity between the classical and the p-adic cases.
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0.2. Overview. The detailed content of this paper is as follows. In §1,
we introduce the Kronecker theta function Θ(z, w), which is our main tool
in describing the elliptic polylogarithm. A slightly modified version of this
function was previously used by Levin [L] to describe the analytic aspect
of the elliptic polylogarithm. We use this function to construct rational
functions Ln on the elliptic curve, which we call the connection functions.
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The main result of the first section is the explicit description of the de Rham
realization of the elliptic polylogarithm in terms of the connection functions
(Corollary 1.23).
The main result of this paper is an explicit description of the p-adic el-
liptic polylogarithm for CM elliptic curves. In [BK1], we studied in detail
the method to construct from Θ(z, w) the p-adic distributions p-adically in-
terpolating Eisenstein-Kronecker numbers in the case of CM elliptic curves.
The relation between p-adic elliptic polylogarithms and p-adic distributions
will be proved using this result. Let K be an imaginary quadratic field
whose class number is one. Let E be an elliptic curve over K with complex
multiplication by the ring of integers OK of K, with good reduction at a
prime p ≥ 5. We denote by ψE/K the Gro¨ssencharacter of E over K. We
fix a prime p of OK over p, and we let π := ψ(p). Let Γ be the period lattice
of E for some invariant differential ω defined over OK.
In §2, we introduce the Eisenstein-Kronecker-Lerch series and Eisenstein-
Kronecker numbers. We fix a lattice Γ in C. Let z0 ∈ C \ Γ. We define the
Eisenstein-Kronecker numbers e∗a,b(z0) for integers a and b by the formula
e∗a,b(z0) =
∑
γ∈Γ\{0}
γa
γb
〈γ, z0〉,
where 〈γ, z0〉 := exp((γz0 − z0γ)/A) and A is the fundamental area of Γ
divided by π. The above sum converges only for b > a+2, but one may give
it meaning for all a and b by analytic continuation, defining it as the special
values of Eisenstein-Kronecker-Lerch series. We then review the properties
of the p-adic distribution interpolating Eisenstein-Kronecker numbers and
give the definition of p-adic Eisenstein-Kronecker numbers. Let z0 be a
torsion point of E(Q). By a theorem of Damerell, the numbers e∗a,b(z0)/A
a
are algebraic over K when a, b ≥ 0. We fix an embedding ip : K →֒ Cp
continuous for the p-adic topology on K, and we regard e∗a,b(z0)/A
a for a,
b ≥ 0 as p-adic numbers through this embedding. The Hodge theoretic
elliptic polylogarithm is related to Eisenstein-Kronecker numbers e∗a,b(z0)
for a < 0 (see Theorem A.19), which are complex numbers expected to be
transcendental. Hence to consider the p-adic analogue, we need to define
p-adic versions of e∗a,b(z0) for a < 0. In order to achieve this goal, we use
p-adic interpolation.
Assume now that p is ordinary of the form (p) = pp∗ in OK, and suppose
that z0 is non-zero of order prime to p. Then for their construction of
the two-variable p-adic L-function of the CM elliptic curve (see also [BK1]),
Manin-Vishik and Katz constructed a p-adic measure µz0,0 on Zp×Zp which
satisfies
1
Ωa+bp
∫
Z
×
p ×Zp
xaybdµz0,0(x, y) = (−1)
a+b
(
e∗a,b+1(z0)
Aa
−
πae∗a,b+1(πz0)
πb+1Aa
)
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for any a, b ≥ 0, where Ωp is a certain p-adic period in W (Fp)
×. Using this
measure, we define the p-adic Eisenstein-Kronecker number as follows.
Definition 0.1. Suppose z0 is a non-zero torsion point of E(Q) of order
prime to p. For any integer a, b such that b ≥ 0, we define the p-adic
Eisenstein-Kronecker number e
(p)
a,b+1(z0) by the formula
e
(p)
a,b+1(z0) :=
1
b!
∫
Z
×
p ×Zp
xaybdµz0,0(x, y).
Note that this definition is valid even for a < 0.
When p is supersingular, which is equivalent to the condition that p re-
mains prime in OK, then a two-variable measure as above interpolating
Eisenstein-Kronecker numbers does not exist. We define e
(p)
a,b+1(z0) using p-
adic distributions, constructed originally by Boxall [Box1][Box2], Schneider-
Teitelbaum [ST], Fourquaux [Fou] and Yamamoto [Yam], which interpolate
in one-variable Eisenstein-Kronecker numbers for fixed b ≥ 0. The latter
construction is valid even when p is ordinary. In this case, the definition is
equivalent to the one given above. The definition of Eisenstein-Kronecker
numbers for ordinary p also extends to non-zero torsion points z0 of or-
der prime to p (in other words, the annihilator of z0 as an element in an
OK-module is prime to p). In both constructions, the crucial fact that we
use is the main result of [BK1], which states that the generating function
for Eisenstein-Kronecker numbers is given by the Kronecker theta function
Θz0,w0(z, w).
In §3, we give the definition of the p-adic elliptic polylogarithm functions,
which are overconvergent functions on the elliptic curve minus the residue
disc around the identity characterized as the solutions of a certain differ-
ential equation. Then we give the relation of these functions to the p-adic
Eisenstein-Kronecker numbers.
Finally, in §4, we construct and explicitly calculate the p-adic elliptic
polylogarithm. Let K be a finite unramified extension of Kp. We denote by
OK the ring of integers of K and by k its residue field. The rigid cohomology
H1rig(Ek/K) of Ek := E ⊗ k is a Frobenius K-module with Hodge filtration
coming from the Hodge filtration of de Rham cohomology of EK := E ⊗K
through the canonical isomorphism
H1dR(EK/K)
∼= H1rig(Ek/K).
This cohomology group is a K-vector space with certain basis ω and ω∗. We
let H be the filtered Frobenius module dual to H1rig(Ek/K), and we denote
by ω∨ and ω∗∨ the dual basis.
Let S(E) be the category of filtered overconvergent F -isocrystals on E,
referred to as the category of syntomic coefficients in our previous papers,
which plays a rough p-adic analogue of the category of variations of mixed
Hodge structures on E. We denote by S(V ) the same category on V :=
SpecOK , which is simply the category of filtered Frobenius modules. The
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elliptic logarithm sheaf Log is a pro-object Log = lim
←−
LogN in S(E). One
of its main features is the splitting principle, given as follows.
Lemma 0.2 (=Lemma 4.20). Let z0 ∈ E(K) be a torsion point of order
prime to p. Then we have a canonical isomorphism
i∗z0Log
∼=
∏
j≥0
SymjH
as filtered Frobenius modules in S(V ).
We let H ∨ be the dual of H , and we denote by HE and H
∨
E the pull-
backs of H and H ∨ to E by the structure morphism. We let U = E \ [0],
where [0] is the identity element of E. The elliptic polylogarithm class is an
element pol in the rigid syntomic cohomology group
pol ∈ H1syn(U,H
∨
E ⊗Log(1))
characterized by a certain residue condition. The importance of this element
is that it is expected to be the image by the syntomic regulator of the motivic
elliptic polylogarithm in a suitable motivic cohomology. Our main theorem,
Theorem 4.15, is an explicit description of the p-adic elliptic polylogarithm
sheaf, which is an extension of Log(1) by HE in S(U) whose extension class
corresponds to pol.
Let z0 ∈ E(K) be a non-zero torsion point of order prime to p, and let
iz0 : SpecOK → U be the inclusion induced by z0. By the splitting principle,
the pull-back of pol to z0 gives an element
i∗z0pol ∈
∏
j≥0
H1syn(V ,H
∨ ⊗ SymjH (1)).
The calculation of syntomic cohomology gives an isomorphism
(1) H1syn(V ,H
∨ ⊗ SymjH (1)) ∼= H ∨ ⊗ SymjH /Kω ⊗ ω∗∨j .
Our main result is the following.
Theorem 0.3 (=Theorem 4.23). Suppose p ≥ 5 is good, i.e. does not ramify
in OK. Then the image of i
∗
z0pol in H
1
syn(V ,H
∨⊗SymjH (1)) through the
isomorphism (1) is
−
∑
m+k=j
m≥1,k≥0
e
(p)
−m,k+1(z0)
Ωk−mp
ω ⊗ ωm,k −
∑
m+k=j
m≥0,k≥1
e
(p)
−m−1,k(z0)
Ωk−m−2p
ω∗ ⊗ ωm,k,
where ωm,k := ω∨mω∗∨k and Ωp is a certain p-adic period in Cp.
Our main theorem shows that the p-adic elliptic polylogarithm specializes
to give the p-adic Eisenstein-Kronecker numbers e
(p)
−m,k+1(z0) for m ≥ 0.
This is a p-adic analogue of the result of Beilinson-Levin and Wildeshaus
in the Hodge theoretic case. Since the elliptic polylogarithm is motivic
in origin, and since the p-adic Eisenstein-Kronecker numbers are values of
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certain p-adic distributions giving rise to the p-adic L-functions in this case,
one may regard this as a result of p-adic Beilinson conjecture type relating
motivic elements to special values of p-adic L-functions.
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also like to thank John Coates and Hidekazu Furusho for pointing out the
importance of the distribution relation which was used in our work, and
Daniel Bertrand for comments concerning the definition of the connection
function Ln(z). The first and second authors were supported in part by the
JSPS Postdoctoral Fellowships for Research Abroad.
1. de Rham realization of the elliptic polylogarithm
1.1. Kronecker theta function. Here, we first review the definition of the
Kronecker theta function Θ(z, w). Then we define the connection function
Ln(z), which are rational functions on the elliptic curve. This function will
later be used to describe the connection of the elliptic polylogarithm. We
fix a lattice Γ ⊂ C, and we define A to be the fundamental area of Γ divided
by π. In other words, if Γ = Zγ1 ⊕ Zγ2 such that Im(γ1/γ2) > 0, then
A = (γ1γ2 − γ2γ1)/2πi.
Definition 1.1. We define θ(z) to be the reduced theta function on E :=
C/Γ corresponding to the divisor [0], normalized so that θ′(0) = 1.
The function θ(z) may be given explicitly as follows. Let σ(z) be the
Weierstrass σ-function
σ(z) = z
∏
γ∈Γ\{0}
(
1−
z
γ
)
exp
[
z
γ
+
z2
2γ2
]
,
and let e∗2 := limu→+0
∑
γ∈Γ\{0} γ
−2|γ|−2u. Then we have
(2) θ(z) = exp
[
−e∗2z
2
2
]
σ(z).
The theta function θ(z) is a holomorphic function on C whose only zeroes
are simple zeros at z ∈ Γ, and θ(z) satisfies the transformation formula
(3) θ(z + γ) = ε(γ) exp
[
γ
A
(
z +
γ
2
)]
θ(z)
for any γ ∈ Γ, where ε(γ) = −1 if γ 6∈ 2Γ and ε(γ) = 1 otherwise. We use
θ(z) to define the Kronecker theta function.
Definition 1.2 (Kronecker theta function). We define the Kronecker theta
function Θ(z, w) to be the function
Θ(z, w) :=
θ(z + w)
θ(z)θ(w)
.
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This function is a reduced theta function associated to the Poincare´ bun-
dle of C/Γ. Note that since σ(z) hence θ(z) is an odd function, we have
θ′′(0) = 0. We let F1(z) be the meromorphic function
F1(z) := lim
w→0
(
Θ(z, w) − w−1
)
= θ′(z)/θ(z),
where the last equality follows from the fact that θ′(0) = σ′(0) = 1 and
θ′′(0) = 0. Then F1(z) = ζ(z) − e
∗
2z, where ζ(z) := σ
′(z)/σ(z) is the
Weierstrass zeta function. F1(z) satisfies the transformation formula F1(z+
γ) = F1(z) + γ/A for any γ ∈ Γ.
Definition 1.3. We define the function Ξ(z, w) by
Ξ(z, w) = exp(−F1(z)w)Θ(z, w).
From the transformation formula (3), we see that Ξ(z + γ,w) = Ξ(z, w)
for any γ ∈ Γ. Hence Ξ(z, w) is periodic with respect to Γ for the first
variable. Since θ′(0) = 1, we have limw→0wΞ(z, w) = 1. Hence for any
z 6∈ Γ, the function Ξ(z, w) − w−1 is holomorphic with respect to w in a
neighborhood of w = 0. We define the connection function Ln(z) as follows.
Definition 1.4. We define the connection function Ln(z) to be the function
in z whose value at a fixed z ∈ C \ Γ is defined as the coefficients of the
Laurent expansion
(4) Ξ(z, w) =
∑
n≥0
Ln(z)w
n−1
of Ξ(z, w) with respect to w at w = 0.
The connection function is given explicitly as L0(z) ≡ 1 when n = 0 and
Ln(z) := lim
w→0
1
(n− 1)!
∂n−1w
(
Ξ(z, w) − w−1
)
for any n > 0, where ∂w denotes the differential with respect to the variable
w. The existence of F1(z) := limw→0
(
Θ(z, w)− w−1
)
shows that the func-
tion Θ(z, w) − w−1 is holomorphic in a neighborhood of w = 0 for a fixed
z 6∈ Γ. By exchanging z and w and combining the results, we see that the
function Θ(z, w)−z−1−w−1 is holomorphic in a neighborhood of z = w = 0.
Hence we may consider the two-variable Taylor expansion of this function
at (z, w) = (0, 0). As a result, we have an expansion
Θ(z, w) =
∑
b≥0
Fb(z)w
b−1,
where F0(z) ≡ 1, F1(z) is as before, and Fb(z) is holomorphic in z for b > 1.
We define the expansion (4) of Ξ(z, w) to be the product of the above expan-
sion with the standard expansion exp(−F1(z)w) =
∑
m≥0(−F1(z))
mwm/m!.
Then Ln(z) is defined explicitly by the formula
Ln(z) =
n∑
b=0
(−F1(z))
n−b
(n− b)!
Fb(z).
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This shows that Ln(z) is a meromorphic function for the variable z.
By the transformation formula for Ξ(z, w), we see that Ln(z+γ) = Ln(z)
for any γ ∈ Γ. Hence the connection function is an elliptic function. More-
over, by construction, the only poles of Ξ(z, w) for the first variable are at
z ∈ Γ. This implies that Ln(z) is holomorphic except for poles at z ∈ Γ.
We next prove that when the complex torus C/Γ has a model over a
subfield F of C, then the connection function corresponds to a rational
function defined over F . Let E be an elliptic curve defined over F , given by
the Weierstrass equation
(5) E : y2 = 4x3 − g2x− g3, g2, g3 ∈ F.
Let Γ be the period lattice of E with respect to the invariant differential
ω = dx/y, and denote by ξ the complex uniformization
ξ : C/Γ
∼=
−→ E(C), z 7→ (℘(z), ℘′(z)).(6)
The following fact results from the recurrence relation for the Taylor co-
efficients of σ(z) at the origin.
Lemma 1.5. The Taylor expansion of σ(z) at z = 0 has coefficients in F .
Proof. The Taylor expansion of σ(z) at z = 0 is given by
σ(z) =
∑
m,n≥0
2n−mam,ng
m
2 g
n
3
z4m+6n+1
(4m+ 6n+ 1)!
,
where a0,0 = 1, am,n = 0 for m < 0 or n < 0, and the other values for am,n
are given by the recurrence relation
am,n = 3(m+ 1)am+1,n+1 +
16
3
(n+ 1)am−2,n+1
−
1
3
(2m+ 3n− 1)(4m+ 6n− 1)am−1,n
(See [AS] pp. 635-636 or [Wei]). Our assertion now follows from the fact
that g2, g3 ∈ F . 
Lemma 1.5 implies that the Laurent coefficients of ζ(z) := σ′(z)/σ(z),
℘(z) = −ζ ′(z) and ℘′(z) at z = 0 are also in F . Note that by definition of
Ξ(z, w) and (2), we have
(7) Ξ(z, w) = exp [−ζ(z)w]
σ(z + w)
σ(z)σ(w)
.
Hence the coefficients of the two-variable expansion of Ξ(z, w) with respect
to variables z and w are also in F . For any rational function f on E defined
over F , we denote by f(z) the pullback of f by ξ.
Proposition 1.6 (Algebraicity). For any integer n ≥ 0, the connection
function Ln(z) is obtained as a pullback by ξ of a rational function Ln on
E defined over F .
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Proof. The function Ln(z) is holomorphic outside [0] ∈ E(C). Since the
sum of all the residues of a meromorphic function is zero, the residue of
Ln(z) at z = 0 must also be zero. By the previous lemma, the Laurent
coefficients of Ln(z) at z = 0 are in F . The Weierstrass functions ℘(z) and
℘′(z) are elliptic functions corresponding to rational functions x and y of E.
They have poles only at [0], of order 2 and 3, and the Laurent coefficients of
℘(z) and ℘′(z) at the origin are in F . We may remove the negative degree
of the Laurent expansion of Ln(z) at 0 by subtracting a suitable function
h(z) ∈ F [℘(z), ℘′(z)]. This implies that Ln(z)−h(z) is constant, since it is a
periodic function on E(C) without any poles. Since the Laurent coefficients
of both Ln(z) and h(z) are in F , the constant also must be in F . This shows
that Ln(z) ∈ F [℘(z), ℘
′(z)], proving our assertion. 
1.2. Review of de Rham cohomology. Next, in order to fix notations,
we review some basic facts about de Rham cohomology of smooth algebraic
varieties defined over a field F with characteristic 0.
Let X be a smooth algebraic variety defined over F . We denote by Ω•X
the de Rham complex on X.
Definition 1.7. We denote by M(X) the category consisting of the pair
(F ,∇), where F is a locally free module on X and ∇ is an integrable con-
nection
∇ : F → F ⊗ Ω1X
on F . The category M(X) is an abelian category.
Suppose F is an object in M(X). Then the connection gives rise to the
complex
Ω•(F) := F
∇
−→ F ⊗ Ω1X
∇
−→ F ⊗ Ω2X → · · · .
Definition 1.8. For any object F in M(X), we define the de Rham coho-
mology H idR(X,F) of X with coefficients in F by
H idR(X,F) := R
iΓ(X,Ω•(F)).
We have the following proposition.
Proposition 1.9. We have a canonical isomorphism
Ext1M(X)(OX ,F)
∼=
−→ H1dR(X,F).
Proof. The canonical homomorphism is given as follows. Suppose we have
an extension
0→ F → E → OX → 0
in M(X). Then the boundary morphism of the long exact sequence associ-
ated to the above exact sequence defines a map
H0dR(X,OX )→ H
1
dR(X,F).
We define the class [E ] of E in H1dR(X,F) to be the image of 1 ∈ F ⊂
H0dR(X,OX ) by the above map. The inverse homomorphism is defined as
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follows. Suppose U = {Ui}i∈I is an affine open covering of X. Then the de
Rham cohomology of X with coefficients in F may be calculated using the
Cˇech resolution for this covering. In particular, any cohomology class [ξ] in
H1dR(X,F) may be represented by a cocycle
(ξi, uij) ∈
∏
i∈I
Γ(Ui,F ⊗ Ω
1
X)⊕
∏
i,j∈I
Γ(Ui ∩ Uj,F),
satisfying dξi = 0, duij = ξj − ξi and uij + ujk = uik for any i, j, k ∈ I. The
extension E whose class in Ext1M(X)(OX ,F) corresponds to [ξ] ∈ H
1
dR(X,F)
through Proposition 1.9 is constructed as follows. We define Ei to be the
coherent OUi-module Ei := OUiei
⊕
F|Ui , with connection ∇(ei) := ξi. We
define E to be the coherent module with connection onX obtained by pasting
together Ei on Ui ∩ Uj through the isomorphism
Ei|Ui∩Uj
∼= Ej|Ui∩Uj , ei = ej − uij.
The compatibility of the pasting isomorphism with the connection follows
from the cocycle condition. 
We next review the localization sequence for de Rham cohomology for
smooth curves. We first review the properties of logarithmic de Rham co-
homology. Let X be a smooth algebraic variety over F and D →֒ X be a
normal crossing divisor of X over F . We denote by Ω1X(logD) the sheaf of
differentials on X with logarithmic poles along D. Then for any F ∈M(X),
we may naturally define a logarithmic connection
∇log : F → F ⊗ Ω
1
X(logD)
through the natural inclusion F ⊗ Ω1X →֒ F ⊗ Ω
1
X(logD). We let
Ω•log(F) := F
∇log
−−−→ F ⊗ Ω1X(logD)
∇log
−−−→ F ⊗ Ω2X(logD)→ · · ·
and we define the logarithmic de Rham cohomology of X with logarithmic
poles along D and coefficients in F by
H ilog dR(X,F) := R
iΓ(X,Ω•log(F)).
Then for U := (X \D)
j
→֒ X, the natural inclusion Ω•log(F) → j∗Ω
•(F)|U
induces a canonical isomorphism
(8) H ilog dR(X,F)
∼=
−→ H idR(U,F).
Proposition 1.10 (Localization sequence). Suppose X is a smooth curve
defined over F , and suppose i : D →֒ X is a smooth divisor of X defined
over F . Then for F in M(X) and U := X \ D, the long exact sequence
associated to the exact sequence of coherent sheaves
0→ Ω•X(F)→ Ω
•
log(F)→ i∗i
∗F [−1]→ 0
and the isomorphism (8) gives an isomorphism
H0dR(X,F)
∼=
−→ H0dR(U,F)
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and an exact sequence
0→ H1dR(X,F)→ H
1
dR(U,F)
res
−−→ H0dR(D, i
∗F)
→ H2dR(X,F)→ H
2
dR(U,F)→ 0.
The residue map res in the above proposition is given explicitly as follows.
The map
(9) res : H1log dR(X,F)→ H
0
dR(D, i
∗F)
is given as follows. Let U := {Ui}i∈I be an affine open covering of X sat-
isfying the property that for any i ∈ I such that Di := Ui ∩ D 6= ∅, there
exists a local parameter ti on Ui whose zero locus ti = 0 defines the divisor
Di in Ui. Again, H
1
log dR(X,F) may be calculated using the Cˇech resolution
for this covering. Hence any cohomology class [ξ] in H1log dR(X,F) may be
represented by a cocycle
(ξi, uij) ∈
∏
i∈I
Γ(Ui,F ⊗ Ω
1
X(logD))⊕
∏
i,j∈I
Γ(Ui ∩ Uj ,F),
satisfying duij = ξj − ξi and uij + ujk = uik for any i, j, k ∈ I. We let
res(ξi) ∈ Γ(Di, i
∗F) be the residue of ξi at Di. In other words, we let
res(ξi) = 0 if Di = ∅, and for any i ∈ I such that Di 6= ∅, we let res(ξi) := αi
(mod ti), where αi ∈ Γ(Ui,F) is the element such that ξi := αi ⊗ d log ti.
We define the map (9) by associating to the element [ξ] the element of
H0dR(D, i
∗F) represented by the cocycle
(res(ξi))i ∈
∏
i∈I
Γ(Di, i
∗F).
Then the residue map of Proposition 1.10 is the composition
res : H1dR(U,F)
∼=
←− H1log dR(X,F)
res
−−→ H0dR(D, i
∗F).
1.3. The Logarithm sheaf. We return to the case of an elliptic curve E
defined over a field F ⊂ C as in (5). Let H1dR(E) be the first de Rham
cohomology of E. This cohomology may be calculated as
(10) H1dR(E)
∼=
−→ R1Γ
(
E,OE([0])
d
−→ Ω1E(2[0])
) ∼=
←− Γ(E,Ω1E(2[0]))
using differentials of the second kind. We denote by ω and η the classes
in H1dR(E) corresponding to the differentials ω := dx/y and η := xdx/y
in Γ(E,Ω1E(2[0])), which form a basis {ω, η} of H
1
dR(E). The differentials
correspond to ω = dz and η = ℘(z)dz = −dζ(z) through the complex
uniformization (6). We denote by
H := H1dR(E)
∨
the dual of H1dR(E), and we let {ω
∨, η∨} be the dual basis of {ω, η}. For any
smooth scheme X over F , we denote by HX the coherent module H ⊗OX
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on X with connection such that ∇(ω∨) = ∇(η∨) = 0. Since the connection
on HE is trivial, we have a canonical isomorphism
(11) H1dR(E,HE) = H
1
dR(E) ⊗H = Hom(H,H).
Definition 1.11. We define the first logarithm sheaf Log(1) to be any ex-
tension of HE by OE in M(E), whose extension class in
Ext1M(E)(OE ,HE)
∼= H1dR(E,HE)
is mapped by (11) to the identity. We define the N -th logarithm sheaf LogN
to be the N -th symmetric tensor product of Log(1).
There exists a natural projection LogN+1 → LogN defined as the com-
posite
SymN+1Log(1) → SymN+1
(
Log(1)
⊕
OE
)
→ SymNLog(1),
where the first map is the sum of the identity and the projection Log(1) →
OE , and the second map is the projection in the symmetric algebra of a
direct sum.
Let i : [0] →֒ E be the natural inclusion of the identity [0] in E. Since a
connection on a point is zero, we have a splitting
(12) ϕ : i∗[0]Log
(1) ∼= F
⊕
H
on M(SpecF ). A choice of a splitting ϕ as above induces a splitting
ϕ : i∗[0]Log
N ∼=
∏N
j=0 Sym
jH on the N -th symmetric tensor product, which
is compatible with the projection LogN+1 → LogN .
Remark 1.12. Unlike the case for the Hodge or p-adic realizations, the
first logarithm sheaf Log(1) has non-trivial automorphisms as extensions
of HE by OE . Hence there exists multiple isomorphisms between various
choices of Log(1). However, If we choose a pair (Log(1), ϕ) consisting of a
first logarithm sheaf and a splitting ϕ as in (12), then the pair (Log(1), ϕ)
is unique up to unique isomorphism preserving the splitting.
We now give an explicit construction of Log(1). We first construct a
cocycle whose cohomology class in H1dR(E,HE) is mapped to the identity
ω∨ ⊗ ω + η∨ ⊗ η by (11). Note that ω ∈ H1dR(E) corresponds to a global
holomorphic differential ω ∈ Γ(E,Ω1E), where as η ∈ H
1
dR(E) does not. We
take an affine open covering U = {Ui}i∈I of E. Then there exists an element
(13) (ηi, uij) ∈
∏
i∈I
Γ(Ui,Ω
1
E)⊕
∏
i,j∈I
Γ(Ui ∩ Uj,OE)
satisfying the cocycle conditions
duij = ηj − ηi, uij + ujk = uik
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for any i, j, k ∈ I, which represents the class of η in H1dR(E). Then, if we
set νi = ω
∨ ⊗ ω + η∨ ⊗ ηi and uij = uijη
∨, the pair
(ν i,uij) ∈
∏
i∈I
Γ(Ui,HE ⊗ Ω
1
E)⊕
∏
i,j∈I
Γ(Ui ∩ Uj,HE)
is a cocycle which represents the cohomology class in H1dR(E,HE) that maps
to the identity by (11). Hence the relation between cocycles and extensions
in Proposition 1.9 gives the following proposition.
Proposition 1.13. On each open affine neighborhood Ui, we let
Log
(1)
i := OUiei
⊕
HUi
with connection horizontal on H and ∇(ei) = νi ∈ Γ(Ui,HE ⊗ Ω
1
E). Then
Log(1) is obtained by pasting together Log
(1)
i through the isomorphism
Log
(1)
i |Ui∩Uj
∼= Log
(1)
j |Ui∩Uj , ei = ej − uij = ej − uijη
∨(14)
on Ui ∩ Uj .
TheN -th logarithm sheaf is the N -th symmetric tensor product of Log(1).
If we let ωm,ni := e
a
i ω
∨mη∨n/a! for a = N −m − n, then LogN is given as
follows.
Corollary 1.14. On each open affine neighborhood Ui, we let
LogNi :=
⊕
0≤m+n≤N
OUiω
m,n
i ,
with connection ∇L = d + νi. In other words, the connection is defined to
satisfy ∇L(ω
m,n
i ) = ω
m+1,n
i ⊗ω+ω
m,n+1
i ⊗ηi. Then the N -th logarithm sheaf
LogN is given by pasting together LogNi on Ui∩Uj through the isomorphism
LogNi |Ui∩Uj
∼= LogNj |Ui∩Uj , ω
m,n
i =
N−m∑
k=n
(−uij)
k−n
(k − n)!
ωm,kj .(15)
Proof. This follows by calculating ωm,ni in terms of ω
m,k
j . 
The projection LogN+1 → LogN on each Ui is defined by mapping ω
m,n
i
to ωm,ni if m+ n ≤ N , and to zero if m+ n = N + 1.
Using differentials of the second kind, one may describe the restriction
of Log(1) to U = E \ [0]. By definition, the differential of the second kind
η represents the class η in H1dR(E) through the isomorphism (10). Since
(ηi, uij) also represents the same class in H
1
dR(E), this implies that there
exists an element
(16) (ui) ∈
∏
i∈I
Γ(Ui,OE([0]))
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satisfying the coboundary condition η = ηi − dui and uij = uj − ui for any
i, j ∈ I. Denote by ν the differential
ν = ω∨ ⊗ ω + η∨ ⊗ η ∈ Γ(E,HE ⊗ Ω
1(2[0])).
Proposition 1.15. The restriction of Log(1) to U = E \ [0] is given by the
free OU -module
L := OUe
⊕
HU ,
with connection horizontal on H and satisfying ∇(e) = ν.
Proof. For each i ∈ I, we have an isomorphism L|U∩Ui
∼= Log
(1)
i |U∩Ui on
U ∩ Ui which is the identity on H and e = ei − uiη
∨. The coboundary
condition for ui implies that it is compatible with the connection. 
If we let ωm,n := eaω∨mη∨n/a! for a = N −m−n, then the restriction of
LogN to U is given as follows.
Corollary 1.16. The restriction of LogN to U is given by the free OU -
module
LN :=
⊕
0≤m+n≤N
OUω
m,n
with connection ∇L = d+ ν. In other words, the connection satisfies
∇L(ω
m,n) = ωm+1,n ⊗ ω + ωm,n+1 ⊗ η.
For any i ∈ I, the isomorphism LN |U∩Ui
∼= LogNi |U∩Ui is given by
(17) ωm,n =
N−m∑
k=n
(−ui)
k−n
(k − n)!
ωm,ki
on U ∩ Ui.
Proof. The statement follows from the fact that LN and LogN are both N -
th symmetric products of L and Log(1) and explicit calculation of ωm,n in
terms of ωm,ki . 
To finish this section, we give a choice of a splitting ϕ : i∗[0]Log
(1) ∼= F
⊕
H
as in (12). We fix an affine open covering U = {Ui}i∈I of E, and we choose
(ηi, uij) and (ui) as in (13) and (16). Consider any i ∈ I such that [0] ∈ Ui.
Since ηi = η+dui is a meromorphic differential form without poles on Ui, the
function ζi(z) := ζ(z)− ui(z) is a meromorphic function on C, holomorphic
on the inverse image of Ui by the uniformization C ։ C/Γ ∼= E(C), whose
value at 0 is an element in F . If we let u˜i := ui+ζi(0) if [0] ∈ Ui and u˜i = ui
otherwise, and if we replace uij by u˜ij = u˜j − u˜i, then (ηi, u˜ij) and (u˜i) are
also elements defined over F satisfying (13) and (16). Hence by replacing ui
by u˜i and uij by u˜ij, we may assume that ζi(0) = (ζ −ui)(0) = 0 if [0] ∈ Ui.
Consider any open set Ui, Uj ∈ U such that [0] ∈ Ui ∩ Uj . By our choice
of the coboundary (ui) and cocycle (ηi, uij), we have
uij(0) = (uj − ui)(0) = (ζi − ζj)(0) = 0.
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Hence the pullback by i∗[0] of the pasting isomorphism (14) is given by
i∗[0]Log
(1)
i
∼=
−→ i∗[0]Log
(1)
j , ei = ej .(18)
For any i ∈ I such that [0] ∈ Ui, we define the splitting
(19) ϕ : i∗[0]Log
(1) ∼= F
⊕
H
to be the isomorphism which is the identity on H ⊂ i∗[0]Log
(1) and mapping
ei to the identity element 1 ∈ F . By (18), this splitting is independent of
the choice of i ∈ I.
Definition 1.17. We fix (ηi, uij) and (ui) as above. We let {ω
m,n
[0] } be the
basis of i∗[0]Log
N obtained as the restriction of the basis {ωm,ni } of Log
N
i for
some i ∈ I such that [0] ∈ Ui.
By (18), the basis {ωm,n[0] } is independent of the choice of i. We have a
splitting
(20) i∗[0]Log
N ∼=
N∏
k=0
SymkH
induced from the splitting (19), given by mapping ωm,n
[0]
to ω∨mω∗∨n. When
considering the Hodge theoretic (resp. the p-adic) case, we will give ad-
ditional structures in such a way that (20) is the unique splitting which
is compatible with the respective structures (Remark A.11 and Proposition
4.10). In other words, the above isomorphism will be isomorphisms of mixed
Hodge structures (resp. filtered Frobenius modules).
1.4. The Polylogarithm sheaf. Here, we define and explicitly describe
the elliptic polylogarithm sheaf, originally studied by Beilinson and Levin
[BL]. Let the notations be as before. In particular, let LogN be the log-
arithm sheaf explicitly described in Corollary 1.14 and let ϕ : i∗[0]Log
N ∼=∏N
j=0 Sym
jH be the splitting given in (20). The following calculation is
important in defining the polylogarithm sheaf.
Lemma 1.18. The projections
H0dR(E,Log
N+1)→ H0dR(E,Log
N )
H1dR(E,Log
N+1)→ H1dR(E,Log
N )
are zero maps, and the projection gives an isomorphism H2dR(E,Log
N+1)
∼=
−→
H2dR(E,Log
N ) ∼= F .
Proof. This statement is proved in [BL]. See also [HK] Lemma A.1.4 or
[Ba3] Lemma 3.4. 
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Let D = [0] and U = E \ [0]. Then by Proposition 1.10, we have a long
exact sequence
0→ H1dR(E,Log
N )→ H1dR(U,Log
N )
res
−−→ H0dR(D, i
∗
[0]Log
N )
→ H2dR(E,Log
N )→ 0.
By Lemma 1.18, the residue map induces an isomorphism
lim←−
N
H1dR(U,Log
N )
∼=
−→ lim←−
N
Ker
(
H0dR(D, i
∗
[0]Log
N )→ H2dR(E,Log
N )
)
.
The calculation of H0dR using the splitting (20) and the fact that we have
H2dR(E,Log
N ) = F give the isomorphism
(21) res : lim
←−
N
H1dR(U,Log
N ) ∼=
∏
k≥1
SymkH.
Note that this isomorphism depends on the choice of (20). We may now
define the polylogarithm class and the polylogarithm sheaf for de Rham
cohomology.
Definition 1.19. We define the polylogarithm class (for the splitting (20))
to be a system of classes polN ∈ H1dR(U,H
∨
U ⊗ Log
N ) such that
pol := lim←−
N
polN ∈ lim←−
N
H1dR(U,H
∨
U ⊗Log
N )
maps through (21) to the identity in H∨ ⊗H ⊂ H∨ ⊗
∏
k≥1 Sym
kH.
Definition 1.20. We define the elliptic polylogarithm sheaf on U to be a
system of sheaves PN in M(U) given as an extension
0→ LogN → PN → HU → 0
whose extension class in
Ext1M(U)(HU ,Log
N ) ∼= H1dR(U,H
∨
U ⊗ Log
N )
is polN .
The rest of this section is devoted to explicitly describing the exten-
sion class polN and the polylogarithm sheaf PN . We first construct cer-
tain classes in H1dR(U,Log
N ). To ease the notation, we write L0n(z) :=
(−1)nLn(z).
Definition 1.21. We define ω∨ and η∨ to be the sections
ω∨ = ω0,0 ⊗ η −
N∑
n=1
L0nω
1,n−1 ⊗ ω, η∨ = −
N∑
n=0
L0nω
0,n ⊗ ω
in Γ(U,LogN ⊗Ω1U ).
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Since U is affine, the de Rham cohomology of U may be calculated as the
cohomology of the complex
Γ(U,LogN )
∇
−→ Γ(U,LogN ⊗Ω1U).
Hence ω∨ and η∨ define classes [ω∨] and [η∨] in H1dR(U,Log
N ). The follow-
ing theorem is crucial in describing the elliptic polylogarithm.
Theorem 1.22. We let pN be the cohomology class
pN := ω ⊗ [ω∨] + η ⊗ [η∨] ∈ H∨ ⊗H1dR(U,Log
N ).
Then the image of pN ∈ H1dR(U,H
∨
U ⊗ Log
N ) by the residue map
(22) res : H1dR(U,H
∨
U ⊗ Log
N )→H∨ ⊗
∏
k≥1
SymkH
is the identity ω⊗ω∨+η⊗η∨ in H∨⊗H ⊂ H∨⊗
∏
k≥1 Sym
kH. In particular,
we have
pol := lim
←−
N
polN = lim
←−
N
pN .
The proof of this theorem will be given at the end of this section. The
correspondence between cohomology classes in H1dR(U,H
∨
U ⊗Log
N ) and ex-
tensions Ext1M(U)(HU ,Log
N ) gives the following corollary.
Corollary 1.23. The polylogarithm sheaf PN may be constructed as follows.
As a coherent OU -module, it is given as the sum
PN := HU
⊕
LogNU ,
and the connection ∇P is given by ∇L on Log
N and
∇P (ω
∨) = ω∨, ∇P(η
∨) = η∨.
We now prepare some results necessary for the proof of the theorem. In
order to calculate the residue (22), we must express the classes [ω∨] and
[η∨] in terms of cocycles in logarithmic de Rham cohomology
H1log dR(E,Log
N ) := R1Γ(E,Ω•log(Log
N )).
We take an open affine covering U = {Ui} of E, and we fix a cocycle (ηi, uij)
and a coboundary (ui) as in Definition 1.17. We let
Ξi(z, w) := exp(ui(z)w)Ξ(z, w) = exp [−ζi(z)w]
σ(z + w)
σ(z)σ(w)
for ζi(z) = ζ(z)− ui(z), where the last equality follows from (7).
Definition 1.24. For any integer k ≥ 0 and i ∈ I, we define Lk,i(z) to be
the function in z given by
Ξi(z, w) =
∑
k≥0
Lk,i(z)w
k−1,
and we again let L0k,i(z) := (−1)
kLk,i(z).
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By definition, Lk,i(z) may be expressed in terms of Ln(z) and ui(z), hence
comes from a rational function Lk,i on E defined over F . The importance
of this function is the following property.
Proposition 1.25. The functions Lk,i are holomorphic on Ui \ [0]. It has a
simple pole of residue one at [0] if k = 1 and is holomorphic on Ui if k 6= 1.
Proof. By definition, we have L0,i = L0 ≡ 1, so the statement is true for k =
0. Similarly, we have L1,i = ui + L1 = ui. By definition, ui is holomorphic
outside [0] ∈ Ui. When [0] ∈ Ui, our choice of ui implies that the differential
form dζi(z) = dζ(z) − dui is holomorphic at z = 0. Hence the residue of
ζi(z) = ζ(z) − ui(z) at z = 0 is zero. Since the residue of ζ(z) at z = 0 is
one, the residue of ui(z) at z = 0 is also one. This gives the assertion for
k = 1. For the general case, note that for a fixed w 6∈ Γ, the function σ(z +
w)/σ(z)σ(w) − z−1 is holomorphic in a neighborhood of z = 0. Note also
that we have chosen ζi(z) so that ζi(0) = 0. Hence the function appearing
in the coefficient of wk−1 in the expansion of Ξi(z, w) for k > 1 must be
holomorphic at z = 0. This implies that Lk,i is holomorphic on Ui when
k > 1. Our assertion is now proved. 
This proposition gives the following corollary.
Corollary 1.26. Let
ω∨i := ω
0,0
i ⊗ ηi −
N∑
k=1
L0k,iω
1,k−1
i ⊗ ω, η
∨
i := −
N∑
k=0
L0k,iω
0,k
i ⊗ ω.
Then we have ω∨i , η
∨
i ∈
∏
i∈I Γ
(
Ui,Log
N
i ⊗Ω
1
E(log[0])
)
.
Let the notations be as above.
Proposition 1.27. For any i, j ∈ I, we define αij ∈ Γ(Ui ∩ Uj ,Log
N ) to
be the element
αij :=
N∑
k=0
uk+1ij
(k + 1)!
ω0,ki .
Then (ω∨i ,αij) and (η
∨
i , 0) satisfy the cocycle conditions
∇L(αij) = ω
∨
j − ω
∨
i , αij +αjk = αik, η
∨
j − η
∨
i = 0,
hence define cohomology classes in H1log dR(E,Log
N ). These classes coincide
with the classes [ω∨] and [η∨] in H1dR(U,Log
N ) through the isomorphism
H1log dR(E,Log
N ) ∼= H1dR(U,Log
N ).
Proof. By (17) and the definition of L0n and L
0
k,i, we have
(23)
N∑
n=0
L0nω
0,n =
N∑
k=0
k∑
n=0
L0n
(−ui)
k−n
(k − n)!
ω0,ki =
N∑
k=0
L0k,iω
0,k
i .
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Hence η∨ = η∨i = η
∨
j , which proves that η
∨
j − η
∨
i = 0. For any i ∈ I, we
define αi ∈ Γ(Ui \ [0],Log
N ) to be the element
αi := −
N∑
k=0
(−ui)
k+1
(k + 1)!
ω0,ki .
Then using (15), we see that αij = αj − αi if Ui ∩ Uj 6= ∅. The equality
αij + αjk = αik follows immediately from this fact. By definition of the
connection, ∇L(αi) is given by
N∑
k=0
(−ui)
k
k!
ω0,ki ⊗ dui −
N−1∑
k=0
(−ui)
k+1
(k + 1)!
(
ω1,ki ⊗ ω + ω
0,k+1
i ⊗ ηi
)
= ω0,0i ⊗ dui −
N∑
k=1
(−ui)
k
k!
ω0,ki ⊗ η −
N∑
k=1
(−ui)
k
k!
ω1,k−1i ⊗ ω.
Here, we have used the fact that dui = ηi − η. Again by (17), we have
N∑
n=1
L0nω
1,n−1 =
N∑
k=1
k∑
n=1
L0n
(−ui)
k−n
(k − n)!
ω1,k−1i =
N∑
k=1
(
L0k,i −
(−ui)
k
k!
)
ω1,k−1i .
Applying this equality and (17) of Corollary 1.16, we see that
(24) ∇L(αi) = ω
∨
i − ω
∨.
This shows that∇L(αij) = ∇L(αj)−∇L(αi) = ω
∨
j −ω
∨
i . The classes (ω
∨
i ,αij)
and (η∨i , 0) coincide with [ω
∨] and [η∨], since by (24), the element (αi)i∈I ∈∏
i Γ(Ui \ [0],Log
N ) gives the coboundary of the difference between ω∨ and
ω∨i and η
∨ = η∨i on each Ui. 
Proof of Theorem 1.22. By the previous proposition, we may calculate the
residues of [ω∨] and [η∨] using the cocycles (ω∨i ,αij) and (η
∨
i , 0). By Propo-
sition 1.25, the functions Lk,i are holomorphic on Ui for k 6= 1, and the
residue of L1,i = ui at 0 is one. Hence from the definition of ω
∨
i , η
∨
i and the
definition of the residue map, we have res([ω∨]) = ω1,0[0] and res([η
∨]) = ω0,1[0] .
Our theorem now follows from the definition of pN . 
1.5. Change of basis. In defining the logarithm and the polylogarithm
sheaves, we took the basis {ω, η} of H1dR(E) over F . In this section, we
introduce a different basis which is only defined over F (e∗2), but useful for
explicit calculations. In what follows, we assume that e∗2 ∈ F . We define ω
∗
to be the differential of the second kind
(25) ω∗ := −η − e∗2ω ∈ Γ(E,Ω
1
E(2[0])),
which by definition is defined over F since e∗2 ∈ F . We let ω
∗ be the class
represented by ω∗ in H1dR(E). Let U = {Ui}i∈I be an affine covering of E,
and we take (ηi, uij) and (ui) as in Definition 1.17. Let
ω∗i := −ηi − e
∗
2ω ∈ Γ(Ui,Ω
1
E).
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Then (ω∗i ,−uij) is a cocycle which represents the same class in H
1
dR(E) as
ω∗, and the coboundary between (ω∗i ,−uij) and (ω
∗, 0) is given by (−ui).
The classes {ω, ω∗} form a basis of H1dR(E), and we denote by {ω˜
∨, ω˜∗∨}
its dual basis. We first describe the logarithm sheaf using this basis. The
definition (25) of ω∗ gives the relation ω˜∨ = ω∨ − e∗2η
∨ and ω˜∗∨ = −η∨.
Using this relation, we have that ν and νi is equal to
ν = ω˜∨ ⊗ ω + ω˜∗∨ ⊗ ω∗, νi = ω˜
∨ ⊗ ω + ω˜∗∨ ⊗ ω∗i .
Write the restrictions of Log(1) to U and Ui as
Log(1) |U = OUe
⊕
HU , Log
(1) |Ui = OUiei
⊕
HUi ,
with connection ∇(e) = ν and ∇(ei) = νi. Then the pasting isomorphisms
of Proposition 1.15 on U ∩ Ui is given by
e = ei + uiω˜
∗∨.(26)
The elements ω˜m,n := eaω˜∨mω˜∗∨n/a! for a = N − m − n form a basis of
LogN restricted to U .
Next we describe the polylogarithm class. Let
ω˜∨ = −ω˜0,0 ⊗ ω∗ +
N∑
n=1
Lnω˜
1,n−1 ⊗ ω, ω˜∗∨ =
N∑
n=0
Lnω˜
0,n ⊗ ω.
Lemma 1.28. We have
pN = ω ⊗ [ω˜∨] + ω∗ ⊗ [ω˜∗∨].
Proof. We have ω˜0,n = (−1)nω0,n and ω˜1,n = (−1)nω1,n+ e∗2(−1)
n+1ω0,n+1.
Our assertion follows by directly calculating the right hand side of the above
equality using the definition of ω˜∨ and ω˜∗∨. 
Remark 1.29. Similarly to Corollary 1.23, the above lemma shows that
the polylogarithm sheaf PN may be given as a coherent OU -module
PN := HU
⊕
LogNU ,
with connection ∇P given by ∇L on Log
N and
∇P(ω˜
∨) = ω˜∨, ∇P(ω˜
∗∨) = ω˜∗∨.
Remark 1.30. In the rest of this paper, we only need descriptions corre-
sponding to the basis {ω, ω∗}. Henceforth for simplicity, we will write ω∨,
ω∗∨, ω∨, ω∗∨ and ωm,n for ω˜∨, ω˜∗∨, ω˜∨, ω˜∗∨ and ω˜m,n.
2. Classical and p-adic Eisenstein-Kronecker numbers
In this section, we will first review the definition of Eisenstein-Kronecker
numbers. We will then review the construction of the p-adic distribution
interpolating Eisenstein-Kronecker numbers, when the corresponding elliptic
curve has complex multiplication. We will then use this distribution to define
the p-adic Eisenstein-Kronecker numbers. In what follows, we fix a lattice
Γ ⊂ C.
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2.1. Eisenstein-Kronecker numbers. In this subsection, we first review
the definition of the Eisenstein-Kronecker-Lerch series and the Eisenstein-
Kronecker numbers. We will then review the fact that generating function
of Eisenstein-Kronecker numbers is given by the Kronecker theta function
Θ(z, w).
We let 〈z, w〉 := exp [(zw − zw)/A] where A is again the fundamental area
of Γ divided by π.
Definition 2.1 ([We] VIII §12). Let z0, w0 ∈ C. For any integer a ≥ 0, we
define the Eisenstein-Kronecker-Lerch series K∗a(z0, w0, s) by
K∗a(z0, w0, s) :=
∑
γ∈Γ
∗ (z0 + γ)
a
|z0 + γ|2s
〈γ,w0〉,
where ∗ denotes the sum over all γ ∈ Γ such that γ 6= −z0. The series
converges for Re(s) > a2 +1, and extends to a meromorphic function on the
complex plane by analytic continuation.
Suppose z0, w0 ∈ C. In our pervious paper, we defined Eisenstein-
Kronecker numbers e∗a,b+1(z0, w0) for a, b ≥ 0 (See [BK1], Definition 1.5).
In this section, we first review in detail the properties of the Eisenstein-
Kronecker-Lerch series given in [We] VIII §13 in order to define Eisenstein-
Kronecker numbers for integers a < 0. We will later prove that the spe-
cializations of the elliptic polylogarithm are related to such Eisenstein-
Kronecker numbers.
Let a be an integer ≥ 0. We define θ∗a(t, z0, w0) to be the function
θ∗a(t, z0, w0) =
∑
γ∈Γ
∗
exp(−t|z0 + γ|
2/A)〈γ,w0〉(z0 + γ)
a.
Then θ∗a(t, z0, w0) = Θ
∗
a(t/A, z0, w0) using the notations of [We] VIII §13.
Then [We] VIII §13 (29) gives the equality
AsΓ(s)K∗a(z0, w0, s) =
∫ ∞
0
θ∗a(t, z0, w0)t
s−1dt
for Re(s) sufficiently large. We define θa(t, z0, w0) similarly to θ
∗
a(t, z0, w0),
but by taking the sum over all γ ∈ Γ. Then θ0(t, z0, w0) = θ
∗
0(t, z0, w0) +
〈w0, z0〉 if a = 0 and z0 ∈ Γ, and θ
∗
a = θa otherwise. We have by [We] VIII
§13 (30) the equality
θa(t, z0, w0) = t
−a−1θa(t
−1, w0, z0)〈w0, z0〉.
We let
Ia(z0, w0, s) =
∫ ∞
1
θ∗a(t, z0, w0)t
s−1dt,
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which is an analytic function in s defined for any s ∈ C. Then [We] VIII
§13 (31) gives the equality
(27) AsΓ(s)K∗a(z0, w0, s) = Ia(z0, w0, s)−
δa,z0
s
〈w0, z0〉
+ Ia(w0, z0, a+ 1− s)〈w0, z0〉+
δa,w0
s− 1
,
where δa,x = 1 if a = 0 and x ∈ Γ, and δa,x = 0 otherwise. The above
integral expression gives the meromorphic extension of K∗a(z0, w0, s) to the
whole complex plane. We extend the definition of Eisenstein-Kronecker-
Lerch series to integers a < 0 by
K∗a(z0, w0, s) = (−1)
aK∗−a(−z0, w0, s − a).
Note that we have
K∗a(z0, w0, s) =
∑
γ∈Γ
∗ (z0 + γ)
a
|z0 + γ|2s
〈γ,w0〉
if Re(s) > a/2 + 1. We have the following proposition.
Proposition 2.2. Let a be an integer.
(i) The function K∗a(z0, w0, s) for s continues meromorphically to a
function on the whole s-plane, with a simple pole only at s = 1
if a = 0 and w0 ∈ Γ.
(ii) The functions K∗a(z0, w0, s) satisfy the functional equation
(28) Γ(s)K∗a(z0, w0, s) = A
a+1−2sΓ(a+ 1− s)K∗a(w0, z0, a+ 1− s)〈w0, z0〉.
Proof. The result for a ≥ 0 is given in [We] VIII §13 and is proved as follows.
The fact that K∗a(z0, w0, s) is holomorphic in s for a > 0 follows from the
integral expression (27). The same integral expression shows that the only
poles of Γ(s)K∗0 (z0, w0, s) are a simple pole at s = 0 if z0 ∈ Γ and at s = 1
if w0 ∈ Γ. Since Γ(s) has a simple pole at s = 0 and Γ(1) = 1, we see
that the unique pole of K∗0 (z0, w0, s) is a simple pole at s = 1 if w0 ∈ Γ.
The functional equation follows again from (27). For integers a < 0, the
fact that K∗a(z0, w0, s) is holomorphic in s follows from the definition and
the statement for a > 0. Noting that Γ(s) = Γ(s), the functional equation
applied to Γ(s− a)K∗−a(−z0, w0, s− a) gives the functional equation
(29) Γ(s− a)K∗a(z0, w0, s)
= (−1)aAa+1−2sΓ(1− s)K∗a(w0, z0, a+ 1− s)〈w0, z0〉.
Since Γ(s)Γ(1− s) = π/ sinπs, we have
Γ(s)/Γ(s − a) = (−1)aΓ(a+ 1− s)/Γ(1− s).
The functional equation for a < 0 follows by multiplying the above quotient
to both sides of (29). 
We define the Eisenstein-Kronecker number e∗a,b(z0, w0) as follows.
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Definition 2.3. Let z0, w0 ∈ C, and we let a and b be integers such that
(a, b) 6= (−1, 1) if w0 ∈ Γ. We define the Eisenstein-Kronecker number
e∗a,b(z0, w0) by
e∗a,b(z0, w0) = K
∗
a+b(z0, w0, b).
The Eisenstein-Kronecker number for z0 ∈ Γ and (a, b) = (0, 0) may be
calculated explicitly as follows. The integral expression (27) shows that the
residue of Γ(s)K∗0 (z0, w0, s) at s = 0 is −〈w0, z0〉. Since Γ(s) has a simple
pole of residue one at s = 0, this implies that
(30) e∗0,0(z0, w0) := K
∗
0 (z0, w0, 0) = −〈w0, z0〉.
In this paper, we use the following version of Eisenstein-Kronecker numbers.
Definition 2.4. Suppose a and b are integers, and let z0 ∈ C such that
z0 6∈ Γ if (a, b) = (−1, 1). We let
e∗a,b(z0) := e
∗
a,b(0, z0) = K
∗
a+b(0, z0, b).
W will next consider the generating function of Eisenstein-Kronecker
numbers and relate this function to the connection function Ln(z). For
any z0, w0 ∈ C, we let
Θz0,w0(z, w) := exp
[
−
z0w0
A
]
exp
[
−
zw0 + wz0
A
]
Θ(z + z0, w + w0).
The following theorem is fundamental in relating Θ(z, w) to the Eisenstein-
Kronecker numbers.
Theorem 2.5. The Laurent expansion of Θz0,w0(z, w) at the origin is given
by
Θz0,w0(z, w) = 〈w0, z0〉
δz0
z
+
δw0
w
+
∑
a,b≥0
(−1)a+b
e∗a,b+1(z0, w0)
a!Aa
zbwa,
where δx = 1 if x ∈ Γ and δx = 0 otherwise.
Proof. This is obtained from §1.4 Theorem 1.17 of [BK1], by replacing the
index a, b by a, b+ 1. 
By definition of Θz0,w0(z, w), we have Θz0,w0(z, w) = 〈w0, z0〉Θw0,z0(w, z).
Hence by Theorem 2.5, we have
Θz0,0(z, w) = Θ0,z0(w, z) =
δz0
z
+
1
w
+
∑
a,b≥0
(−1)a+b
e∗a,b+1(z0)
a!Aa
zawb.
Using this function, we next define the function Fz0,b(z), which will be used
in the construction of the elliptic polylogarithm.
Definition 2.6. For any z0 ∈ C, we let Fz0,b(z) be the function such that
Θz0,0(z, w) =
∑
b≥0
Fz0,b(z)w
b−1.
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We have in particular
Fz0,1(z) := lim
w→0
(
Θz0,0(z, w) −
1
w
)
= F1(z + z0)− z0/A.
The function Θz0,0(z, w) satisfies
Θz0+γ,0(z, w) = exp
[
−
w(z0 + γ)
A
]
Θ(z + z0 + γ,w)
= exp
[
−
wz0
A
]
Θ(z + z0, w) = Θz0,0(z, w)
for any γ ∈ Γ. Hence Fz0,b(z) depends only on the choice of z0 modulo Γ.
Henceforth, the z0 of Fz0,b will either denote an element in C or a class in
C/Γ. We have from Theorem 2.5 the following corollary.
Corollary 2.7. For any b ≥ 0, the Laurent expansion of Fz0,b(z) at 0 is
given by
Fz0,b(z) =
δb−1,z0
z
+
∑
a≥0
(−1)a+b−1
e∗a,b(z0)
a!Aa
za,
where δb,x = 1 if b = 0 and x ∈ Γ, and is zero otherwise.
Proof. The statement for b > 0 is Theorem 2.5. The statement for b = 0
follows from the fact that e∗0,0(z0) = −1 and e
∗
a,0(z0) = 0 for any a > 0 (See
Remark A.3 for a proof of this fact). 
The above result shows that Fz0,b(z) for b ≥ 0 is a one-variable generating
function for the Eisenstein-Kronecker numbers. We will use this function to
construct the p-adic distribution, originally due to Manin-Vishik and Katz
if p is ordinary and Fourquaux and Yamamoto when p is supersingular,
interpolating such values. We will then use this function to define and
investigate the p-adic elliptic polylogarithm function.
The relation of this function to the connection function is given by the
equality
(31) Θz0,0(z, w) := exp
[
−wz0
A
]
Θ(z+z0, w) = exp(Fz0,1(z)w)Ξ(z+z0, w).
2.2. p-adic Eisenstein-Kronecker numbers. We next give the defini-
tion of p-adic Eisenstein-Kronecker numbers, when the corresponding el-
liptic curve has complex multiplication. We assume that Γ has complex
multiplication by the ring of integers of an imaginary quadratic field K of
class number one, and suppose p ≥ 5 is a prime which does not ramify in
K. If we replace Γ by a suitable constant multiple, the theory of complex
multiplication asserts that there exists a Weierstrass equation
(32) E : y2 = 4x3 − g2x− g3, ω = dx/y
with coefficients in the ring of integers OK of K and good reduction at the
primes above p, such that Γ is the period lattice of E with respect to the
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invariant differential ω = dx/y. We assume that Γ satisfies this additional
condition. In this case, the following theorem was proved by Damerell.
Theorem 2.8 (Damerell). Let a and b be integers ≥ 0, and let z0 ∈ Γ⊗Q,
which corresponds to a torsion point of E. Then we have
e∗a,b(z0)/A
a ∈K.
Moreover, we have e∗2 := e
∗
0,2(0) ∈K.
See [BK1] Corollary 2.10 for a proof using Θ(z, w). The above theorem
shows that the Laurent coefficients of Θz0,0(z, w) at the origin are in K. In
what follows, we assume that z0 ∈ Γ⊗Q.
We denote by ψ := ψE/K the Gro¨ssencharacter of K associated to E.
We fix a prime p of OK over p, and we let π := ψE/K(p) ∈ OK. Then π is
a generator of p.
Henceforth, we fix an embedding ip : K →֒ Cp such that the completion
of K in Cp is Kp. We let K be a finite unramified extension of Kp in Cp.
In what follows, we let Ê be the formal group associated to E ⊗OK OKp
at the origin s = −2x/y. Then Ê is a Lubin-Tate group over OKp , of
height one or two depending on whether E has ordinary or supersingular
reduction at p. We denote by λ(t) the formal logarithm of Ê normalized so
that λ′(0) = 1, and we denote by Θ̂z0,0(s, t) the formal composition of the
two-variable Laurent expansion of Θz0,0(z, w) at z = 0 and w = 0 with the
formal power series z = λ(s), w = λ(t). We let ∂s,log := λ
′(s)−1∂s = ∂z.
We first investigate the p-adic properties of the functions Fz0,b(z), which
will be necessary to define the p-adic distribution used in defining the p-adic
Eisenstein-Kronecker numbers.
We denote by F̂z0,b(s) the formal composition of the Taylor expansion of
Fz0,b(z) at z = 0 with the power series z = λ(s). Note that by definition
and (31), we have
(33) F̂z0,b(s) =
b∑
n=0
F̂z0,1(s)
b−n
(b− n)!
L̂z0,n(s),
where L̂z0,n(s) := Ln(z + z0)|z=λ(s).
Remark 2.9. Suppose f(z) is a meromorphic function on C/Γ correspond-
ing to a rational function on E. Then the power series f̂(s) := f(z)|z=λ(s) is
in fact the expansion of the rational function of f with respect to the formal
parameter s = −2x/y at the identity of the elliptic curve.
In investigating p-integrality of power series, the following lemma will play
an important role.
Lemma 2.10. Let K be a finite extension of Kp, and suppose that the
meromorphic function f(z) on C/Γ corresponds to a rational function f on
E defined over K, without any pole on Ê(mCp)\[0]. Then f̂(s) := f(z)|z=λ(s)
has bounded coefficients.
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Proof. Consider the embedding K(E) →֒ Frac(OK [[s]]) of the functional
field of E to the fractional field of the ring of formal power series with
respect to s. Note that the image f̂(s) of f is of the form f̂(s) = P̂ (s)/Q̂(s),
where P̂ (s), Q̂(s) ∈ OK [[s]] are relatively prime. By the p-adic Weierstrass
preparation theorem, Q̂(s) is of the form Q̂(s) = pmÛ(s)R(s), where Û(s) ∈
OK [[s]]
× and R(s) is a distinguished polynomial, in other words R(s) ≡
sN modulo p for N = deg R(s). If R(s) 6≡ sN , then the non-zero roots
of this polynomial would correspond to poles of f on Ê(mCp) other than
zero. Hence by our assumption, we must have R(s) = sN . This shows that
pmf̂(s) ∈ OK [[s]][s
−1], proving the lemma. 
For any torsion point z0 ∈ E(K), we define the order of z0 to be the
annihilator of z0 as an element in an OK-module. The following result is
fundamental.
Proposition 2.11. Suppose z0 ∈ E(Q) is a non-zero torsion point of order
n prime to p. Then the power series
F̂z0,b(s) ∈K[[s]]
converges on the open unit disc B−(0, 1) := {s ∈ Cp | |s|p < 1}. In particu-
lar, this series defines a rigid analytic function on B−(0, 1).
Proof. When b = 0 then there is nothing to prove. Since F1(z) = ζ(z)−e
∗
2z,
we have ∂zF1(z) = −℘(z)− e
∗
2. Hence
∂zFz0,1(z) = ∂zF1(z + z0) = −℘(z + z0)− e
∗
2.
By Lemma 2.10, ℘̂z0(s) := ℘(z + z0)|z=λ(s) is known to have bounded coef-
ficients (in fact, one may prove that the coefficients are p-integral). Hence
this power series converges on B−(0, 1), which implies that F̂z0,1(s) also
converges on B−(0, 1). The assertion for general b follows from (33), noting
that by Lemma 2.10, L̂z0,n(s) also has bounded coefficients. 
Remark 2.12. When p is a prime of ordinary reduction, then we may
prove that the coefficients of F̂z0,1(s), hence that of F̂z0,b(s), is bounded,
as follows. By [BK1] Corollary 2.17, the Laurent expansion of Θ̂z0,0(s, t) is
p-integral if the order of z0 is prime to p. The result is valid even for the
case z0 = 0. Hence the coefficients of F̂z0,1(s) are p-integral in this case.
For a general z0 ∈ Γ ⊗ Q of order prime to p, let α ∈ OK be an element
prime to p such that αz0 ∈ Γ. If we let F
α
1 (z) = F1(z) − α
−1F1(αz) =
∂z log(θ(z)
N(α)/θ(αz))/N(α), then this function is known to be an elliptic
function defined over K (See for example [CW] §5). Then by definition and
our choice of α, we have Fz0,1(z) = α
−1F1(αz) + F
α
1 (z + z0). Our assertion
now follows from Lemma 2.10 and the assertion for z0 = 0, noting that α is
a p-adic unit and F1(αz)|z=λ(s) = F̂1([α]s).
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We will use F̂z0,b(s) to construct our p-adic distribution. Since the formal
group Ê is a Lubin-Tate group, it has an action of OKp . We have OKp -linear
isomorphisms
HomOCp (Ê, Ĝm)
∼= HomZp(TpÊ, TpĜm)
∼=
←− OKp .
The last isomorphism is not canonical, and depends on the choice of a p-adic
period as follows. There exists Ωp ∈ C
×
p such that the formal power series
exp(λ(s)/Ωp) is an element in OCp [[s]]. The second isomorphism is given
by associating to any x ∈ OKp the homomorphism of formal groups defined
by exp(xλ(s)/Ωp). This isomorphism depends on the choice of Ωp. The
notation exp(xλ(s)/Ωp) needs some care. If sm is a primitive p
m-torsion
point in Ê(mOCp ), then λ(sm) = 0 but exp(xλ(s)/Ωp)|s=sm is a primitive
pm-th root of unity.
In what follows, we fix once and for all a choice of a p-adic period Ωp. Let
Can(OKp ,Cp) be the set consisting of locally Kp-analytic functions on OKp .
We define our p-adic distribution µz0,b as follows.
Definition 2.13. Let z0 be a non-zero torsion point in E(Q) of order prime
to p. For any integer b ≥ 0, we define µz0,b to be the p-adic distribution on
Can(OKp ,Cp) associated to F̂z0,b(s). Such distribution satisfies the relation∫
OKp
exp (xλ(s)/Ωp) dµz0,b(x) = F̂z0,b(s).
When p is ordinary, then this is the p-adic measure associated to bounded
power series. When p is supersingular, then this is the p-adic distribution
associated to rigid analytic functions on the open unit disc constructed in
[ST] Theorem 2.3 and Theorem 3.6.
When p is ordinary, the above distribution is related to the two-variable
measure used by Manin-Vishik and Katz in defining the two-variable p-adic
L-function interpolating special values of Hecke L-function of imaginary qua-
dratic fields (See Proposition 2.20). When p is supersingular, the above dis-
tribution was considered by Boxall [Box1] [Box2] and Schneider-Teitelbaum
[ST] for the case b = 0, and by Fourquaux [Fou] and Yamamoto [Yam] for
any b ≥ 0.
We may now define the p-adic Eisenstein-Kronecker numbers using this
distribution.
Definition 2.14. Let z0 be a non-zero torsion point in E(Q) of order prime
to p. For any integers a and b such that b ≥ 0, we define the p-adic
Eisenstein-Kronecker number e
(p)
a,b(z0) by
e
(p)
a,b(z0) := Ω
b−1
p
∫
O×
Kp
xadµz0,b(x),
where we denote again by µz0,b the restriction of µz0,b to O
×
Kp
.
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The above definition is justified from the fact that the distribution µz0,b
interpolates Eisenstein-Kronecker numbers e∗a,b(z0) for a, b ≥ 0. This fact
will be proved in §2.3 Corollary 2.19.
2.3. Interpolation property of the p-adic distribution. Here we will
prove an interpolation property of the distribution µz0,b, justifying the def-
inition of the p-adic Eisenstein-Kronecker numbers. We will then prove in
Proposition 2.20 that when p ≥ 5 is a prime of ordinary reduction, then the
definition given in Definition 2.14 coincides with the definition given in the
introduction.
We first begin with the distribution property of Θz0,0(z, w).
Proposition 2.15 (Distribution relation). For any z0 ∈ C, we have
Θpimz0,0(π
mz, π−mw) =
1
πm
∑
zm∈
1
pim
Γ/Γ
Θz0+zm,0(z, w).
Proof. Note that we have
Θpimz0,0(π
mz, π−mw; Γ) = ΘNpmz0,0(Np
mz, w; pmΓ).
Our assertion is a special case of [BK1] Proposition 1.16. 
Corollary 2.16. The function Fz0,b(z) satisfies the relation
Fpimz0,b(π
mz) =
πmb
N(p)m
∑
zm∈
1
pim
Γ/Γ
Fz0+zm,b(z).
Proof. The statement is trivial when b = 0. The case for b ≥ 1 follows from
the distribution relation Proposition 2.15 for the Kronecker theta function
and the definition of Fz0,b(z). 
In what follows, we again let z0 be a non-zero torsion point of E of
order prime to p. The power series F̂z0,b(s) satisfies the following translation
formula with respect to pm-torsion points.
Lemma 2.17 (Translation). Recall that F̂z0,b(s) is the formal power series
composition of the Taylor expansion of Fz0,b(z) at the origin with z = λ(s).
Then we have
F̂z0,b(s⊕ sm) = F̂z0+zm,b(s),
where sm is a torsion point in Ê[p
m], and zm is the image of sm through the
inclusion Ê(mp)tor ⊂ E(Q)tor ⊂ C/Γ.
Proof. The statement is trivial when b = 0. When b = 1, the function
F (z) := Fz0,1(z)− π
−mFz0,1(π
mz)
is elliptic, hence satisfies F̂ (s ⊕ sm) = F (z + zm)|z=λ(s). By the equalities
Fz0,1(π
mz)|z=λ(s) = F̂z0,1([π
m]s) and F̂z0,1([π
m](s ⊕ sm)) = F̂z0,1([π
m]s), we
have
F̂ (s⊕ sm) = F̂z0,1(s⊕ sm)− π
−mF̂z0,1([π
m]s).
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In addition, we have by definition Fz0,1(z+zm) = Fz0+zm,1(z)+zm/A. Hence
applying the equality Fz0+pimzm,1(π
mz) = Fz0,1(π
mz) for πmzm ∈ Γ, we have
F (z + zm) := Fz0+zm,1(z)− π
−mFz0,1(π
mz).
Our assertion follows by combining the above results. The case for b > 1
follows from (33), applying our lemma for b = 1 and noting that L̂z0,n(s ⊕
sm) = L̂z0+zm,n(s) since Ln(z) corresponds to a rational function. 
Using the above lemma, we have the following.
Proposition 2.18. The distribution µz0,b restricted to O
×
Kp
satisfies∫
O×
Kp
exp (xλ(s)/Ωp) dµz0,b(x) = F̂z0,b(s)−
1
πb
F̂piz0,b([π]s).
Proof. Note that for any primitive p-torsion point s1 in E[p], the value
exp(λ(s)/Ωp)|s=s1 is a primitive p-th root of unity. Hence standard argument
shows that the restriction of distributions from OKp to O
×
Kp
is given by∫
O×
Kp
exp (xλ(s)/Ωp) dµz0,b(x) = F̂z0,b(s)−
1
N(p)
∑
s1∈E[p]
F̂z0,b(s⊕ s1).
The formula for the formal translation by p-power torsion point in Lemma
2.17 shows that F̂z0,b(s ⊕ s1) = F̂z0+z1,b(s), hence we have∫
O×
Kp
exp (xλ(s)/Ωp) dµz0,b(x) = F̂z0,b(s)−
1
N(p)
∑
z1∈
1
pi
Γ/Γ
F̂z0+z1,b(s).
Our result now follows from the distribution relation (Corollary 2.16). 
The expansion of Fz0,b(z) given in Corollary 2.7 shows that we have the
following corollary, which implies that our distribution µz0,b interpolates the
Eisenstein-Kronecker numbers.
Corollary 2.19. The distribution µz0,b satisfies
Ω−ap
∫
O×
Kp
xadµz0,b(x) = (−1)
a+b−1
(
e∗a,b(z0)
Aa
−
πae∗a,b(πz0)
πbAa
)
for any integer a ≥ 0. In particular, we have
e
(p)
a,b(z0)
Ωa+b−1p
= (−1)a+b−1
(
e∗a,b(z0)
Aa
−
πae∗a,b(πz0)
πbAa
)
.
The above result shows that the p-adic Eisenstein-Kronecker numbers are
related to usual Eisenstein-Kronecker numbers when a, b ≥ 0.
We now relate the definition of e
(p)
a,b(z0) given in Definition 2.14 with the
definition given in the introduction, when the prime p is ordinary. Assume
just for now that p is a prime for which (32) has good ordinary reduction
at p, and suppose that the order of z0 is prime to p. In [BK1], we defined
30 BANNAI, KOBAYASHI, AND TSUJI
a two-variable p-adic measure µz0,0 on Zp × Zp. By substituting ηp(t) =
exp(λ(t)/Ωp)−1 into Definition 3.2 of [BK1], we see that the p-adic measure
µz0,0 is defined to satisfy∫
Zp×Zp
exp(xλ(s)/Ωp) exp(yλ(t)/Ωp)dµz0,0(x, y) = Θ̂
∗
z0,0(s, t),
where Θ̂∗z0,0(s, t) := Θ̂z0,0(s, t) − t
−1. By taking ∂bt,log of both sides and
substituting t = 0, we obtain the equality
1
Ωbp
∫
Zp×Zp
exp(xλ(s)/Ωp)y
bdµz0,0(x, y) = b!F̂
∗
z0,b+1(s),
where
F̂ ∗z0,b+1(s) =
1
b!
lim
t→0
∂bt,logΘ̂
∗
z0,0(s, t).
By definition, the relation between F̂z0,b+1(s) and F̂
∗
z0,b+1
(s) for b ≥ 0 is
given by F̂ ∗z0,b+1(s) = F̂z0,b+1(s) + cb+1, where cb+1 is the constant
cb+1 :=
1
b!
lim
t→0
∂bt,log
(
λ(t)−1 − t−1
)
in K. The usual formula for restriction to Z×p × Zp gives the equality
1
b!Ωbp
∫
Z
×
p ×Zp
exp(xλ(s)/Ωp)y
bdµz0,0(x, y)
= F̂z0,b(s)−
1
N(p)
∑
s1∈E[p]
F̂z0,b(s⊕ s1) = F̂z0,b(s)−
1
πb
F̂piz0,b([π]s).
Note that the ∗ is not required in the middle term since the constant cb+1
cancels in the sum. This shows that we have∫
Z
×
p ×Zp
xaybdµz0,0(x, y) = b!Ω
b
p
∫
Z
×
p
xadµz0,b+1(x).
Then the definition of e
(p)
a,b(z0) gives the following.
Proposition 2.20. Suppose p is an ordinary prime. Let e
(p)
a,b(z0) be the
p-adic Eisenstein-Kronecker number defined in Definition 2.14. Then we
have
e
(p)
a,b+1(z0) =
1
b!
∫
Z
×
p ×Zp
xaybdµz0,0(x, y)
for any integer a, b such that b ≥ 0.
3. p-adic elliptic polylogarithm functions
In this section, we define the p-adic elliptic polylogarithm function. We
then prove the relation of this function to the p-adic distribution defined in
the previous section. We keep the notations of §2.2 We assume again that
p ≥ 5 is a prime of good reduction.
ELLIPTIC POLYLOGARITHM 31
3.1. p-adic elliptic polylogarithm functions. In this section, we define
the p-adic elliptic polylogarithm function. We first begin by defining a p-
modified variant of the connection function. For any z0 ∈ C, let
Θ
(p)
z0,0
(z, w) := Θz0,0(z, w) −
1
π
Θpiz0,0(πz, π
−1w),
and Θ(p)(z, w) := Θ
(p)
0,0(z, w).
Definition 3.1. Let Ξ(p)(z, w) := exp(−F1(z)w)Θ
(p)(z, w). For any integer
n ≥ 0, we define L
(p)
n (z) to be the function given by
Ξ(p)(z, w) =
∑
n≥0
L(p)n (z)w
n−1.
We let F
(p)
1 (z) be the meromorphic function
F
(p)
1 (z) := F1(z) −
1
π
F1(πz).
Then the transformation formula F1(z + γ) = F1(z) + γ/A for γ ∈ Γ shows
that F
(p)
1 (z) is a rational function defined over K. By definition, Fz0,1(z) =
F1(z + z0)− z0/A. Hence for any z0 ∈ C, we have
(34) F
(p)
1 (z + z0) = Fz0,1(z) − π
−1Fpiz0,1(πz).
Lemma 3.2. Let n be an integer ≥ 0. The function L
(p)
n (z) is periodic with
respect to Γ and is holomorphic outside π−1Γ. The meromorphic function
L
(p)
n (z) corresponds to a rational function on E defined over K. In addition,
we have
(35) Ξ(p)z0 (z, w) =
∑
n≥0
L(p)n (z + z0)w
n−1,
where Ξ
(p)
z0 (z, w) := exp(−Fz0,1(z)w)Θ
(p)
z0,0
(z, w).
Proof. From the equality Θ(z, w) = exp(F1(z)w)Ξ(z, w), we have
Θ(p)(z, w) = exp(F1(z)w)Ξ(z, w) − π
−1 exp(F1(πz)w/π)Ξ(πz, π
−1w).
Since F
(p)
1 (z) = F1(z)− π
−1F1(πz), the above equality and the definition of
Ξ(p)(z, w) shows that we have
Ξ(p)(z, w) = Ξ(z, w) − π−1 exp(−F
(p)
1 (z)w)Ξ(πz, π
−1w).
This implies that L
(p)
n (z) may be expressed as the difference between Ln(z)
and a sum over products of π, F
(p)
1 (z) and [π]
∗Lk(z). This proves that
L
(p)
n (z) is defined over K and holomorphic outside π−1Γ, since the same
holds true for Ln(z), F
(p)
1 (z) and [π]
∗Lk(z). The last equality follows from
the fact that we have Ξ(p)(z, w) = Ξ
(p)
z0 (z + z0, w) for z0 ∈ C, which proves
our assertion. 
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Let U be the formal completion of U with respect to the special fiber, and
we denote by UK the rigid analytic space associated to U . Let R = Γ(U,OU ),
and we denote by R† the weak completion of R ([MW] Definition 1.1). Then
R†K := R
†⊗K is the ring of overconvergent functions on UK . The following
are the p-adic elliptic polylogarithm functions.
Theorem 3.3. Let D
(p)
0,n = L
(p)
n for any integer n > 0, and D
(p)
m,n = 0
if n ≤ 0. Then for integers m,n > 0, there exists a unique system of
overconvergent functions D
(p)
m,n on UK iteratedly satisfying the differential
equation
(36) dD(p)m,n = −D
(p)
m−1,nω −D
(p)
m,n−1ω
∗.
We call the overconvergent functions D
(p)
m,n the p-adic elliptic polylogarithm
functions.
See Lemma A.8 for the differential equations satisfied by the elliptic poly-
logarithm functions in the Hodge case. The above theorem follows from the
following stronger statement.
Theorem 3.4. We let D
(p)
m,n for m ≤ 0 or n ≤ 0 as in Theorem 3.3.
Then for integers m, n > 0, there exists a unique system of overconvergent
functions D
(p)
m,n on UK iteratedly satisfying
(1) The differential equation dD
(p)
m,n = −D
(p)
m−1,nω −D
(p)
m,n−1ω
∗.
(2) The distribution relation
(37)
∑
z1∈E[p](K)
G(p)m,n(z + z1) = 0,
where
(38) G(p)m,n =
n∑
k=0
(F
(p)
1 )
n−k
(n− k)!
D
(p)
m,k.
We will give the proofs of Theorem 3.4 and Theorem 3.3 at the end of
this subsection. We first give a lemma.
Lemma 3.5. The distribution relation (37) is true if m = 0 or n = 0.
Proof. The statement for n = 0 follows from the fact that G
(p)
m,0 = D
(p)
m,0 = 0.
We prove the statement when m = 0 and n > 0. By the definition of
Θ
(p)
z0,w0(z, w), the distribution relation in Proposition 2.15 for Θz0,w0(z, w)
gives the relation
(39)
∑
z1∈E[p]
Θ
(p)
z1,0
(z, w) = 0.
If z1 ∈ E[p], then (34) gives the equality
(40) F
(p)
1 (z + z1) = Fz1,1(z) − π
−1F1(πz).
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We see from (35) and the above equality that
Θ
(p)
z1,0
(z, w) = exp (Fz1,1(z)w)
∑
n≥0
L(p)n (z + z1)w
n−1
= exp
(
1
π
F1(πz)w
)
exp
(
F
(p)
1 (z + z1)w
)∑
n≥0
L(p)n (z + z1)w
n−1
for any z1 ∈ E[p]. Then (39) translates to the equality∑
z1∈E[p]
exp
(
F
(p)
1 (z + z1)w
)∑
n≥0
L(p)n (z + z1)w
n−1 = 0.
Writing out the coefficient of wn−1, we obtain∑
z1∈E[p]
G
(p)
0,n(z + z1) =
∑
z1∈E[p]
n∑
k=0
F
(p)
1 (z + z1)
n−k
(n− k)!
L
(p)
k (z + z1) = 0,
which is the desired equality. 
Berthelot defined rigid cohomology for any scheme of finite type over a
field of characteristics p > 0 ([Ber1], [Ber3]). When the scheme is affine
and smooth over the base, then rigid cohomology is canonically isomorphic
to Monsky-Washnitzer cohomology ([Ber3] Proposition 1.10), which by def-
inition may be calculated using overconvergent functions and differentials.
Rigid cohomology H irig(Uk/K) of Uk may be calculated as
H irig(Uk/K)
∼= H i
[
R†K
d
−→ R†K ⊗Ω
1
R
]
.
In order to determine if a differential form in R† ⊗ Ω1R is integrable by
overconvergent functions, it is sufficient to determine the vanishing of the
corresponding cohomology class in H1rig(Uk/K). We have isomorphisms
H1rig(Uk/K) = H
1
dR(UK)
∼= H1dR(EK) = Kω ⊕Kω
∗
for this cohomology group.
Proof of Theorem 3.4. The statement is true if m = 0 or n = 0 by the
previous lemma. We define D
(p)
m,n by induction on N = m + n. Suppose
N ≥ 2 and D
(p)
a,b exists for integers a, b such that a+ b < N . Let m and n
be integers ≥ 1 such that m+ n = N . Then since D
(p)
m−1,n and D
(p)
m,n−1 are
overconvergent functions, the overconvergent differential form
−D
(p)
m−1,nω −D
(p)
m,n−1ω
∗
defines a cohomology class in H1rig(Uk/K). Since H
1
rig(Uk/K) = Kω⊕Kω
∗,
there exists uniquely determined constants cm,n, c
∗
m,n ∈ K such that the
cohomology class of
−D
(p)
m−1,nω −D
(p)
m,n−1ω
∗ + cm,nω + c
∗
m,nω
∗
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vanishes inH1rig(Uk/K). This implies that for anym and n such thatm+n =
N , there exist overconvergent functions D˜m,n on UK such that
dD˜m,n = −D
(p)
m−1,nω −D
(p)
m,n−1ω
∗ + cm,nω + c
∗
m,nω
∗.
We define G˜m,n as in (38), with the highest term D
(p)
m,n replaced by D˜m,n.
This function is again overconvergent, satisfying
dG˜m,n =
n−1∑
k=0
(F
(p)
1 )
n−k−1
(n− k − 1)!
D
(p)
m,k
(
1−
[π]∗
π
)
ω∗ −
n∑
k=0
(F
(p)
1 )
n−k
(n− k)!
D
(p)
m−1,kω
−
n∑
k=1
(F
(p)
1 )
n−k
(n− k)!
D
(p)
m,k−1ω
∗ + cm,nω + c
∗
m,nω
∗
= −π−1G
(p)
m,n−1[π]
∗ω∗ −G
(p)
m−1,nω + cm,nω + c
∗
m,nω
∗.
Let Cm,n :=
∑
z1∈E[p]
τ∗z1
(
G˜m,n
)
. The differential forms ω and [π]∗ω∗ are
invariant under translations τz1 : z 7→ z + z1 for z1 ∈ E[p]. Hence if we sum
the above equation with respect to translations τz1 , then the distribution
relation for G
(p)
m,n−1 and G
(p)
m−1,n give the relation
dCm,n =
∑
z1∈E[p]
τ∗z1(dG˜m,n) = N(p)cm,nω + c
∗
m,n
∑
z1∈E[p]
τ∗z1(ω
∗).
Since the cohomology class of τ∗z1(ω
∗) is ω∗ in H1rig(Uk/K), and since Cm,n is
an overconvergent function, the above formula implies that the cohomology
class N(p)(cm,nω+c
∗
m,nω
∗) is zero in H1rig(Uk/K). Since ω and ω
∗ form a K-
basis of H1rig(Uk/K), this implies that cm,n = c
∗
m,n = 0. As a consequence,
we see that the function Cm,n is constant. We let
D(p)m,n := D˜m,n − (Cm,n/N(p)),
which satisfies the differential equation (36). If we define G
(p)
m,n as in (38),
then we have G
(p)
m,n = G˜m,n − (Cm,n/N(p)). Then by the definition of Cm,n,
the function G
(p)
m,n satisfies the distribution relation (37). The uniqueness of
D
(p)
m,n is assured by the distribution relation. 
Proof of Theorem 3.3. The theorem follows from Theorem 3.4, except the
uniqueness. Suppose D
(p)
m,n and D˜
(p)
m,n are two system of solutions satisfying
(36). We prove by induction on N = m + n that D
(p)
m,n = D˜
(p)
m,n. Assume
that D
(p)
a,b = D˜
(p)
a,b for a+ b < N . We have by assumption
dD(p)m,n = −D
(p)
m−1,nω −D
(p)
m,n−1ω
∗ = dD˜(p)m,n.
for integers m, n ≥ 1 satisfying m+n = N . Hence there exist constants cm,n
such that D
(p)
m,n = D˜
(p)
m,n + cm,n. We extend the definition of this constant
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to n = 0 by taking D˜
(p)
N,0 = D
(p)
N,0 and cN,0 = 0. Then again by (36) and the
induction hypothesis, we have
d
(
D
(p)
m+1,n − D˜
(p)
m+1,n
)
= (D(p)m,n − D˜
(p)
m,n)ω + (D
(p)
m+1,n−1 − D˜
(p)
m+1,n−1)ω
∗
= cm,nω + cm+1,n−1ω
∗.
This implies that the class of cm,nω+cm+1,n−1ω
∗ inH1rig(Uk/K) = Kω⊕Kω
∗
is zero, hence we have cm,n = 0 as desired. Our assertion now follows by
induction. 
3.2. p-adic Eisenstein-Kronecker numbers and the elliptic polylog-
arithm functions. We next compare the p-adic elliptic polylogarithm func-
tion D
(p)
m,n constructed in the previous section with the p-adic distribution
used in defining the p-adic Eisenstein-Kronecker numbers. We first begin
by describing the residue discs of E. Let Ean
Cp
be the extension to Cp of the
rigid analytic space EanK . There is a morphism
red : EanCp → EFp
called the reduction map. The inverse image of a point in E
Fp
is called a
residue disc, which is an admissible open in Ean
Cp
(See [BGR, Sec. 9.1.4, Prop.
5]). The formal parameter s = −2x/y at the identity of the elliptic curve
parameterizes the residue disc around [0], and we have a natural inclusion
ι : B−(0, 1) →֒ EanCp ,
where B−(0, 1) is the rigid analytic open disc B−(0, 1) := {s ∈ Cp | |s| < 1}.
Definition 3.6. Suppose we are given a rigid analytic function f(z) on
Ean
Cp
. Then following the convention of the complex case (see Remark 2.9),
we denote by f(z)|z=λ(s) the rigid analytic function on B
−(0, 1) obtained as
the pull-back of f(z) by ι.
We denote by D the translation invariant derivation on E defined by
df = D(f)ω for any overconvergent function f . Then D restricts to the
derivation
(41) ∂s,log := λ
′(s)−1∂s
on each residue disc.
We define a p-modified variant of the generating function Fz0,b(z) using
the right hand side of Proposition 2.18.
Definition 3.7. For any integer b ≥ 0, we define F
(p)
z0,b
(z) to be the function
F
(p)
z0,b
(z) = Fz0,b(z)− π
−bFpiz0,b(πz).
Note that we have
Θ
(p)
z0,0
(z, w) =
∑
b≥0
F
(p)
z0,b
(z)wb−1.
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The relation Θ
(p)
z0,0
(z, w) = exp (Fz0,1(z)w) Ξ
(p)
z0 (z, w) of Lemma 3.2 gives the
relation
(42) F
(p)
z0,b
(z) =
b∑
n=0
Fz0,1(z)
b−n
(b− n)!
L(p)n (z + z0)
between F
(p)
z0,b
(z) and L
(p)
n (z). When b = 1, then we have F
(p)
z0,1
(z) = F
(p)
1 (z+
z0), which corresponds to a rational function defined over K(z0). Assume
now that z0 is a torsion point in E(Cp) of order prime to p. Then Proposition
2.18 implies that we have
F̂
(p)
z0,b
(s) =
∫
O×
Kp
exp (xλ(s)/Ωp) dµz0,b(x),
where F̂
(p)
z0,b
(s) := F
(p)
z0,b
(z)|z=λ(s).
Definition 3.8. Suppose z0 is a torsion point of E(Cp) of order prime to
p. For any integer m and b such that b ≥ 0, we define Ê
(p)
z0,m,b
(s) to be the
function on B−(0, 1) given by the power series
Ê
(p)
z0,m,b
(s) := (−Ωp)
m
∫
O×
Kp
x−m exp (xλ(s)/Ωp) dµz0,b(x).
By the definition of p-adic Eisenstein-Kronecker numbers, we have
Ê
(p)
z0,m,b
(0) = Ωm−b+1p e
(p)
−m,b(z0)
for any integer m and b such that b ≥ 0. The purpose of this section is to
establish a relation between Ê
(p)
z0,m,b
and D
(p)
m,n. By construction, the function
Ê
(p)
z0,m,b
(s) satisfies the differential equation
∂s,logÊ
(p)
z0,m,b
(s) = −Ê
(p)
z0,m−1,b
(s).
Since Ê
(p)
z0,m,b
(s) is defined as integration on O×
Kp
, the part corresponding
to integration on pOKp must be zero. By calculating the restriction of
distributions on OKp to pOKp , we obtain the distribution relation∑
s1∈E[p]
Ê
(p)
z0,m,b
(s ⊕ s1) = 0.
We will use this property to characterize the function Ê
(p)
z0,m,b
.
Lemma 3.9. Suppose F̂ (s) is a function on B−(0, 1) given by a power series
in K[[s]], satisfying the differential equation ∂s,logF̂ (s) = Êz0,m,n(s) and the
distribution relation ∑
s1∈E[p]
F̂ (s⊕ s1) = 0.
Then we have F̂ (s) = Ê
(p)
z0,m+1,b
(s).
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Proof. Since ∂s,logF̂ (s) = Êz0,m,n(s) = ∂s,logÊz0,m+1,n(s), we see that F̂ (s) =
Ê
(p)
z0,m+1,b
(s)+ c for some constant c ∈ K. The distribution relation for F̂ (s)
and Ê
(p)
z0,m+1,b
(s) shows that N(p)c = 0, proving our assertion. 
The relation between Ê
(p)
z0,m,b
and D
(p)
m,n may now be given as follows.
Proposition 3.10. For any integer m ≥ 0, we have the equality
(43) Ê
(p)
z0,m,b
(s) =
b∑
n=0
F̂z0,1(s)
b−n
(b− n)!
D(p)m,n(z + z0) |z=λ(s).
Proof. We let E˜z0,m,b(s) be the right hand side of (43). We prove the state-
ment by induction on m ≥ 0. When m = 0, then D
(p)
0,n = L
(p)
n , and the
relation between L
(p)
n (z) and F
(p)
z0,b
(z) of (42) gives the relation
E˜z0,0,b(s) =
b∑
n=0
F̂z0,1(z)
b−n
(b− n)!
L(p)n (z + z0)
∣∣∣
z=λ(s)
= F̂
(p)
z0,b
(s).
This proves our assertion for m = 0, since Ê
(p)
z0,0,b
(s) = F̂
(p)
z0,b
(s) by the
definition of Ê
(p)
z0,0,b
(s). Suppose now that the statement is true for m ≥ 0.
Let D̂
(p)
z0,m,n(s) = D
(p)
m,n(z+z0)|z=λ(s). Note that since Fz0,1(z) = F1(z+z0)−
z0/A, we have dFz0,1 = d(τ
∗
z0F1) = τ
∗
z0(ω
∗). By the differential equation
satisfied by D
(p)
m+1,n, we see that
dE˜z0,m+1,b(s) =
b−1∑
n=0
F̂z0,1(s)
b−1−n
(b− 1− n)!
D̂
(p)
z0,m+1,n
(s)τ∗z0(ω
∗)
−
b∑
n=0
F̂z0,1(s)
b−n
(b− n)!
D̂(p)z0,m,n(s)ω −
b∑
n=1
F̂z0,1(s)
b−n
(b− n)!
D̂
(p)
z0,m+1,n−1
(s)τ∗z0(ω
∗)
= −E˜z0,m,b(s)ω = −Ê
(p)
z0,m,b
(s)ω.
Hence ∂s,logE˜z0,m+1,b(s) = −Ê
(p)
z0,m,b
(s). Furthermore, we have from the
definition of G
(p)
m+1,k and (34) that
E˜z0,m+1,b(s) =
b∑
k=0
F̂piz0,1([π]s)
b−k
πb−k(b− k)!
G
(p)
m+1,k(z + z0)
∣∣∣
z=λ(s)
.
Note that we have F̂piz0,1([π](s⊕ s1)) = F̂piz0,1([π]s). Hence the distribution
relation for G
(p)
m+1,k gives the distribution relation∑
s1∈E[p]
E˜z0,m+1,b(s⊕ s1) = 0
for E˜z0,m,b(s). Our assertion now follows from Lemma 3.9. 
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4. p-adic realization of the elliptic polylogarithm
We keep the notation of §2.2. In this section, we explicitly determine
the p-adic elliptic polylogarithm sheaf. In particular, we will show that the
functions D
(p)
m,n give the Frobenius action of the p-adic elliptic polylogarithm
sheaf.
4.1. Rigid syntomic cohomology. We first briefly recall the theory of fil-
tered overconvergent F -isocrystals (or syntomic coefficients) and rigid syn-
tomic cohomology developed in [Ba1]. LetK be a finite unramified extension
of Qp with ring of integers OK and residue field k. We fix an integer q = p
m
for some m ≥ 1, and we denote by Frobq the Frobenius x 7→ x
q on k. We
let σ be the extension to OK and K of the Frobenius Frobq on k.
Let X be a smooth scheme of finite type over OK , with smooth compact-
ification j : X →֒ X over OK such that the complement D := X \ X is a
relative strict normal crossing divisor over OK . Denote by X and X the
formal completion of X and X with respect to the special fiber. We assume
in addition that there exists a Frobenius φ : X → X lifting the Frobenius
Frobq on Xk := X ⊗ k, such that φ(X ) ⊂ X . Then the triple
X := (X,X, φ)
is a syntomic datum in the sense of [Ba1] Definition 1.1.
Suppose we are given a coherent OXK -moduleM with integrable connec-
tion ∇ : M →M⊗ Ω1
XK
(logD) with logarithmic poles along D. Then as
in [Ba1], paragraph before Definition 1.8, we let
Mrig := j
†Man
with connection
∇rig : Mrig → Mrig ⊗ Ω
1
XK
.
A Frobenius structure on Mrig is an isomorphism Φ : φ
∗(Mrig)
∼=
−→ Mrig of
j†OXK -modules compatible with the connection. If such a structure exists
on Mrig, then by [Ber2] Theorem 2.5.7, the connection ∇rig on Mrig be-
comes overconvergent (in the sense of [Ber2] Definition 2.2.5), and the pair
(Mrig,Φ) gives a realization (in the sense of [Ber2] p.68) of an overconvergent
F - isocrystal in F -Isoc†(Xk/K).
Definition 4.1. We define the category of filtered overconvergent F - isocrys-
tals on X to be the category S(X ) consisting of objects the 4-uple M :=
(M,∇, F •,Φ) consisting of:
(1) M is a coherent OXK -module of finite rank.
(2) ∇ :M→M⊗ Ω1
XK
(logD) is an integrable connection on M with
logarithmic singularities along D.
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(3) F • is a descending exhaustive separated filtration by coherent OXK -
submodules on M, satisfying the Griffiths transversality
∇(FmM) ⊂ Fm−1M⊗ Ω1
XK
(logD).
(4) Φ : φ∗(Mrig)
∼=
−→ Mrig is a Frobenius structure on Mrig.
An important example of filtered overconvergent F -isocrystals is given by
the Tate objects.
Definition 4.2. We define the Tate object in S(X ) to be the filtered over-
convergent F -isocrystal K(j) = (M,∇, F •,Φ), such that M = OXKej ,
the connection is given by ∇(ej) = 0, the Hodge filtration is such that
F−jM =M and F−j+1M = 0, and the Frobenius is Φ(ej) = p
−jej .
For any filtered overconvergent F -isocrystal M in S(X ), we may define
the de Rham and rigid cohomology H idR(X ,M) and H
i
rig(X ,Mrig) of X
with coefficients in M and Mrig. The de Rham cohomology has a Hodge
filtration induced from the Hodge filtration on M , and rigid cohomology
has a Frobenius φ : H irig(X ,Mrig)⊗σK
∼=
−→ H irig(X ,Mrig) induced from the
Frobenius on Mrig. There exists a natural homomorphism
(44) θ : H idR(X ,M)→ H
i
rig(X ,Mrig)
(See for example [BC] §2 or [Sh]).
Remark 4.3. In order to define rigid syntomic cohomology, we consider
filtered overconvergent F - isocrystals M on X satisfying the following ad-
ditional conditions.
(1) The Hodge to de Rham spectral sequence
Ei,j1 = RΓ
i+j(XK ,Gr
i
F (M⊗ Ω
•
XK
(logD)))⇒ H i+jdR (X ,M)
degenerates at E1.
(2) The θ of (44) is an isomorphism.
In what follows, suppose M satisfies the condition of Remark 4.3.
Definition 4.4. We define the filtered Frobenius module H i(X ,M ) of X
with coefficients in M to be the cohomology group H irig(X ,Mrig) with its
natural Frobenius and Hodge filtration induced from the Hodge filtration
on de Rham cohomology H idR(X ,M) through the isomorphism θ.
Remark 4.5. In our previous paper, we imposed an additional condition,
that the filtered Frobenius module H i(X ,M ) defined above is a weakly
admissible filtered Frobenius module in the sense of Fontaine ([Fon] 4.1.4).
This would insure that morphisms between H i(X ,M ) are strictly compat-
ible with the Hodge filtration. However, in the current paper, especially in
the supersingular case, we are considering Frobenius σ which is not neces-
sarily absolute, hence the notion of weakly admissible is not useful. Hence
morphisms between H i(X ,M ) may not a priori be strictly compatible with
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the Hodge filtration. For our application, any such morphism we use will be
strictly compatible with the Hodge filtration, since it underlies a morphism
of mixed Hodge structures.
We denote by H isyn(X ,M ) the rigid syntomic cohomology (or simply
syntomic cohomology) of X with coefficients in M , defined in [Ba1] Defi-
nition 2.4. The most important fact concerning syntomic cohomology that
we will use in this paper is the following.
Proposition 4.6 ([Ba1] Theorem 1). We have a canonical isomorphism
ExtiS(X )(K(0),M )
∼=
−→ H isyn(X ,M )
when i = 0, 1, and K(0) is the Tate object in S(X ).
Denote by V = (SpecOK ,SpecOK , σ) the trivial syntomic datum. In
this case, any object M in S(V ) is simply a filtered Frobenius module, and
we have
(45) H isyn(V ,M ) = H
i
[
F 0M
1−φ∗
−−−→M
]
,
where the F 0M in the complex on the right is in degree zero. We have the
following relation between rigid cohomology and syntomic cohomology.
Lemma 4.7. We have the short exact sequence
0→ H1syn(V ,H
i(X ,M ))→ H i+1syn (X ,M )
→ H0syn(V ,H
i+1(X ,M ))→ 0.
We have an inclusion H0syn(V ,H
1(X ,M )) →֒ H1rig(X ,Mrig). Let
H1syn(X ,M )→ H
1
rig(X ,Mrig)
θ−1
∼= H1dR(X ,M)→ H
1
dR(XK ,M)
be the morphism induced from the surjection of the short exact sequence
in Lemma 4.7. The relation between this map and the isomorphism of
Proposition 4.6 is given by the following.
Lemma 4.8 ([Ba1] Proposition 4.4). The following diagram is commutative
Ext1S(X )(K(0),M )
For
−−−−→ Ext1M(XK)(K(0),M)
∼=
y ∼=y
H1syn(X ,M ) −−−−→ H
1
dR(XK ,M),
where M(XK) is the category of coherent modules with integrable connection
on XK , and For : S(X )→M(XK) is the functor obtained by forgetting the
Hodge filtration and the Frobenius structure.
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4.2. The Logarithm sheaf. We now describe the logarithm sheaf. We fix
a model E over OK of our elliptic curve as in (32). We again let K be a
finite unramified extension ofKp in Cp. Let π := ψE/K(p) as before, and let
[π] : E → E be the multiplication induced on E. We define φ := [π] ⊗ σ to
be the Frobenius on EOK := E⊗OK OK induced from [π] and the Frobenius
on OK . Then φ is a Frobenius morphism of degree [Kp : Qp], and the triple
E = (EOK , EOK , φ) is a syntomic datum.
By Damerell’s theorem, we have e∗2 ∈ K ⊂ K. We let the notations be
as in Remark 1.30. We let H1(E ) the filtered Frobenius module defined in
Definition 4.4 associated to the trivial object in S(E ). Then H1(E ) is a
K-vector space of rank two H1(E ) = Kω⊕Kω∗, with Hodge filtration such
that F 0H1(E ) = H1(E ), F 1H1(E ) = Kω, and F 2H1(E ) = 0. The action
of the Frobenius φ∗ : H1(E )→ H1(E ) is given by
φ∗(ω) = πω, φ∗(ω∗) = πω∗.
Hence the action on H := H1(E )∨ is given by
φ∗(ω∨) = π−1ω∨, φ∗(ω∗∨) = π−1ω∗∨.
For any syntomic datum X , we denote by HX the constant filtered over-
convergent F -isocrystal on X obtained as the pull-back of H to X . We
have the natural isomorphism
H0syn(V ,H
1(E ,HE )) = H
0
syn(V ,H
∨ ⊗H ) = HomS(V )(H ,H ).
The short exact sequence of Lemma 4.7 in this case gives
(46) 0→ H1syn(V ,H )→ H
1
syn(E ,HE )→ HomS(V )(H ,H )→ 0.
The pull back i∗[0] by the identity [0] : V → E of the elliptic curve gives a
splitting i∗[0] : H
1
syn(E ,HE )→ H
1
syn(V ,H ) of the above exact sequence.
Definition 4.9. We define the first logarithm sheaf Log(1) to be any ex-
tension of HE by K(0) in S(E ), whose extension class in
Ext1S(E )(K(0),HE )
∼= H1syn(E ,HE )
is mapped by the surjection of (46) to the identity and to zero by the splitting
i∗[0]. We define the N -th logarithm sheaf Log
N to be the N -th symmetric
product of Log(1).
Next, we explicitly construct Log(1) in the p-adic case. We take an affine
open covering U = {Ui}i∈I of E, and we fix (ηi, uij) and (ui) as in Definition
1.17. By abuse of notation, we again denote by Ui the base extension Ui⊗OK
OK of Ui to OK . Then {Ui}i∈I is an affine covering of EOK . We denote
by Log(1) the module defined in Proposition 1.13, whose restriction to Ui is
given by the module Log
(1)
i defined as
Log
(1)
i := OUiei
⊕
HUi ,
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with Hodge filtration as the direct sum and connection ∇(ei) = ω
∨ ⊗ ω +
ω∗∨ ⊗ ω∗i .
We define the Frobenius Φ : φ∗(Log
(1)
rig ) → Log
(1)
rig as follows. The con-
nection of φ∗Log
(1)
i on φ
−1(Ui) is given by
∇φ(e
φ
i ) = ω
∨ ⊗ [π]∗ω + ω∗∨ ⊗ [π]∗ω∗i .
We let
F
(p)
1 :=
(
1−
[π∗]
π
)
F1 =
1
N(p)
(
log
(
θ(z)N(p)/θ(πz)
))′
as in the previous section. We define ξ
(p)
ij to be the rational function ξ
(p)
ij :=
F
(p)
1 − uj + ([π]
∗ui/π) on φ
−1(Ui) ∩ Uj . Then the differential dξ
(p)
ij = ω
∗
j −
[π]∗ω∗i /π is holomorphic on φ
−1(Ui) ∩ Uj , hence ξ
(p)
ij is also holomorphic on
φ−1(Ui) ∩ Uj. We define the Frobenius Φ : φ
∗(Log
(1)
rig ) → Log
(1)
rig locally on
φ−1(Ui) ∩ Uj as the morphism
Φij : φ
∗(Log
(1)
i )
∼=
−→ Log
(1)
j
given by
Φij(e
φ
i ) = ej − ξ
(p)
ij ω
∗∨, Φij(ω
∨) =
1
π
ω∨, Φij(ω
∗∨) =
1
π
ω∗∨.
Then Φ gives an isomorphism compatible with the connection.
Proposition 4.10. We define Log(1) to be the filtered overconvergent F -
isocrystal whose underlying coherent module with connection is given by
Log(1), whose Hodge filtration is given as the direct sum of the Hodge fil-
tration on each Ui, and the Frobenius Φ : φ
∗(Log
(1)
rig ) → Log
(1)
rig is given as
above. Then this satisfies the property of the first logarithm sheaf.
Proof. By construction, the underlying coherent module with connection of
Log(1) maps to that of de Rham cohomology, which by definition corre-
sponds to the identity. Hence by Lemma 4.8, the surjection of (46) maps
Log(1) to the identity. It remains to show that Log(1) splits as an exten-
sion of H by K(0) when pulled back by i∗[0]. From our choice of ui, for
ζi(z) = F1(z) − ui(z), we have ζi(0) = 0. Hence ξ
(p)
ij (0) = 0, since we
have from the definition ξ
(p)
ij (z) = ζj(z)− [π]
∗ζi(z)/π. This implies that the
splitting ϕ : i∗[0]Log
(1) ∼= K
⊕
H given in (19) of underlying K-vector spaces
gives a splitting compatible with the Hodge filtration and the Frobenius. 
Let UOK = EOK \ [0] and j : UOK →֒ EOK be the natural inclusion. The
Frobenius Φij on each φ
−1(Ui) ∩ Uj paste together to give the Frobenius
ΦL (e
φ) = e− F
(p)
1 ω
∗∨
for L := j†OEK e
⊕
j†OEKω
∨
⊕
j†OEKω
∗∨ on EK . This gives the following.
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Corollary 4.11. The base extension of the overconvergent F -isocrystal un-
derlying the logarithm sheaf LogN to j†OEK is given as follows. The under-
lying module is
LN =
⊕
0≤m+n≤N
j†OEKω
m,n,
with connection given by ∇L = d+ ν and the Frobenius isomorphism given
by
ΦL (ω
m,n
φ ) =
1
πmπn
N−m∑
k=n
(−F
(p)
1 )
k−n
(k − n)!
ωm,k.
The above overconvergent F -isocrystal underlies the filtered overconver-
gent F -isocrystal obtained as the restriction of LogN to U = (UOK , EOK , φ).
4.3. The Polylogarithm sheaf. In this section, we define and calculate
the p-adic polylogarithm sheaf. We again let UOK = EOK \ [0] and we
define U to be the syntomic datum U = (UOK , EOK , φ). We also let D =
([0], [0], σ). Similarly to the Hodge case, we have the following.
Lemma 4.12. We have isomorphisms of filtered Frobenius modules
lim
←−
N
H0(U ,LogN (1))
∼=
←− lim
←−
N
H0(E ,LogN (1)) = 0
res : lim
←−
N
H1(U ,LogN (1))
∼=
−→ lim
←−
N
H0(D , i∗[0]Log
N ) = lim
←−
N
i∗[0]Log
N .
Proof. By Tsuzuki [Ts], the localization maps in rigid cohomology are com-
patible with the Frobenius. The isomorphisms follow from the calculation for
de Rham cohomology given in Lemma 1.18. The Hodge filtration is strictly
compatible, since the isomorphism for de Rham cohomology underlies an
isomorphism of mixed Hodge structures. 
The exact sequence of Lemma 4.7 gives the short exact sequence
0→ H1syn(V ,H
0(U ,H ∨U ⊗Log
N )(1))→ H1syn(U ,H
∨
U ⊗Log
N (1))
→ H0syn(V ,H
1(U ,H ∨U ⊗Log
N )(1)) → 0.
Since the projective limit of H0(U ,LogN ) is zero, this gives a natural iso-
morphism
(47)
lim
←−
N
H1syn(U ,H
∨
U ⊗Log
N (1))
∼=
−→ lim
←−
N
H0syn(V ,H
1(U ,H ∨U ⊗Log
N (1))).
We have a natural isomorphism
(48) H0syn(V ,H
0(D ,H ∨E ⊗ i
∗
[0]Log
N ))
∼=
−→ H0syn(V ,H
∨ ⊗ i∗[0]Log
N ) ∼= Qp,
where the last isomorphism is obtained by mapping the identity element in
H ∨ ⊗ H = Hom(H ,H ) to 1 ∈ Qp. Combining (47) and (48) with the
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residue isomorphism, we obtain an isomorphism
(49) lim
←−
N
H1syn(U ,H
∨
U ⊗Log
N (1))
∼=
−→ Qp.
Definition 4.13. We define the polylogarithm class to be a system of classes
polN ∈ H1syn(U ,H
∨
U
⊗LogN (1)) such that
pol := lim
←−
N
polN ∈ lim
←−
N
H1syn(U ,H
∨
U ⊗Log
N (1))
maps through (49) to 1.
Definition 4.14. We define the elliptic polylogarithm sheaf on U to be
a system of filtered overconvergent F -isocrystals PN on U given as an
extension
0→ LogN (1)→ PN → HU → 0
whose extension class corresponds to polN in
Ext1S(U )(HU ,Log
N (1)) ∼= H1syn(U ,H
∨
U ⊗Log
N (1)).
We now prove the main result of this paper, explicitly describing the
p-adic elliptic polylogarithm sheaf PN on U .
Theorem 4.15. The elliptic polylogarithm sheaf PN on U is given by
the filtered overconvergent F -isocrystal PN := (PN ,∇, F •,Φ) defined as
follows.
(1) PN is the coherent module PN = HE
⊕
LogN , with integrable con-
nection ∇(ω∨) = ω∨ and ∇(ω∗∨) = ω∗∨.
(2) F • is the filtration on PN given by FmPN = FmHE
⊕
Fm+1LogN .
(3) We denote by ΦP the morphism ΦP : φ
∗PNrig → P
N
rig which extends
the Frobenius ΦL (1) := N(p)
−1ΦL on Log
N
rig(1) and is given by
ΦP(πω
∨) = ω∨ −
N∑
n=0
(−F
(p)
1 )
n+1
(n+ 1)!
ω0,n +
N∑
m=1
N−m∑
n=0
D
(p)
m,n+1ω
m,n
ΦP(πω
∗∨) = ω∗∨ +
N∑
m=0
N−m∑
n=0
D
(p)
m+1,nω
m,n.
By definition, ΦP is compatible with the projection P
N+1 → PN .
Proof. Since the polylogarithm sheaf as an extension class is uniquely char-
acterized by the property of Definition 4.13, it is sufficient to prove that
PN is a filtered overconvergent F -isocrystal satisfying the required prop-
erty. By Lemma 4.8, we may take the underlying module with connection of
the polylogarithm sheaf to be that of the de Rham realization of §1, and we
may take the Hodge filtration as in §3, as the direct sum. Hence it is suffi-
cient to prove that ΦP is compatible with the connection and indeed gives a
Frobenius structure on the overconvergent isocrystal underlying PN . This
fact is Proposition 4.16 below. 
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The rest of this subsection is devoted to proving the following proposition.
Proposition 4.16. Let the notations be as in Theorem 4.15. Then the
morphism ΦP : φ
∗PNrig → P
N
rig is compatible with the connection on P
N
rig.
The proof of Proposition 4.16 will be given at the end of this section. We
first start with a lemma concerning the action of ΦP on ω
∨ and ω∗∨. Recall
that the Frobenius φ on E is defined as φ := [π]⊗ σ.
Lemma 4.17. We have(
1− πΦL (1)
)
ω∨ = −ω0,0 ⊗
(
1−
[π]∗
π
)
ω∗ +
N∑
k=1
(−F
(p)
1 )
k
k!
ω0,k ⊗
[π]∗
π
ω∗
+
N−1∑
k=0
(
L
(p)
k+1 +
(−F
(p)
1 )
k+1
(k + 1)!
)
ω1,k ⊗ ω,
(
1− πΦL (1)
)
ω∗∨ =
N∑
k=1
L
(p)
k ω
0,k ⊗ ω.
Proof. The action of the Frobenius on ω∨ is given by
ΦL (1)(ω
∨) = −
1
N(p)
N∑
k=0
(−F
(p)
1 )
k
k!
ω0,k ⊗ [π]∗ω∗
+
1
π
N−1∑
k=0
k∑
n=0
([π]∗Ln+1)(−F
(p)
1 )
k−n
πn+1(k − n)!
ω1,k ⊗ ω.
The last sum may be expressed as
k∑
n=0
([π]∗Ln+1)(−F
(p)
1 )
k−n
πn+1(k − n)!
=
(
k+1∑
n=0
([π]∗Ln)(−F
(p)
1 )
k+1−n
πn(k + 1− n)!
)
−
(−F
(p)
1 )
k+1
(k + 1)!
.
Expanding the Ln in the above sum, we have
k+1∑
n=0
([π]∗Ln)(−F
(p)
1 )
k+1−n
πn(k + 1− n)!
=
k+1∑
b=0
k+1∑
n=b
(−[π]∗F1)
n−b(−F
(p)
1 )
k+1−n
πn−b(n− b)!(k + 1− n)!
[π]∗Fb
πb
=
k+1∑
b=0
(−F1)
k+1−b
(k + 1− b)!
[π]∗Fb
πb
.
Hence
Lk+1 −
k∑
n=0
([π]∗Ln+1)(−F
(p)
1 )
k−n
πn+1(k − n)!
= L
(p)
k+1 +
(−F
(p)
1 )
k+1
(k + 1)!
as desired. The second equality may be proved in a similar fashion, again
by direct calculation. 
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Proof of Proposition 4.16. For the basis πω∨, if we calculate the composi-
tion of the connection with the Frobenius, then we have ΦP ◦ ∇P(πω
∨) =
πΦL (1)(ω
∨) and
(50) ∇P ◦ ΦP(πω
∨)
= ∇P
(
ω∨ −
N∑
n=0
(−F
(p)
1 )
n+1
(n+ 1)!
ω0,n +
N∑
m=1
N−m∑
n=0
D
(p)
m,n+1ω
m,n
)
.
Since ω∗ = dF1, we have
N∑
n=0
(−F
(p)
1 )
n
n!
ω0,n ⊗ dF
(p)
1 −
N−1∑
n=0
(−F
(p)
1 )
n+1
(n+ 1)!
ω0,n+1 ⊗ ω∗
= ω0,0 ⊗
(
1−
[π]∗
π
)
ω∗ −
N∑
k=1
(−F
(p)
1 )
k
k!
ω0,k ⊗
[π]∗
π
ω∗,
Using the equality and the differential equation satisfied by D
(p)
m,n, we see
that (50) is equal to
ω∨ +
N∑
n=0
(−F
(p)
1 )
n
n!
ω0,n ⊗ dF
(p)
1 −
N−1∑
n=0
(−F
(p)
1 )
n+1
(n + 1)!
ω0,n+1 ⊗ ω∗
−
N−1∑
k=0
(
L
(p)
k+1 +
(−F
(p)
1 )
k+1
(k + 1)!
)
ω1,k.
Hence the previous lemma gives the compatibility
ΦP ◦ ∇P(πω
∨) = ∇P ◦ ΦP(πω
∨)
of the Frobenius with the connection on πω∗. Similarly, if we consider the
basis πω∗, then we have ΦP ◦∇P(πω
∗∨) = πΦL (1)(ω
∗∨), and, if we calculate
the composition of the Frobenius with the connection, we have
∇P ◦ ΦP(πω
∗∨) = ∇P
(
ω∗∨ +
N∑
m=0
N−m∑
n=0
D
(p)
m+1,nω
m,n
)
= ω∗∨ +
N∑
m=0
N−m∑
n=0
ωm,n ⊗ dD
(p)
m+1,n +
N∑
m=1
N−m∑
n=0
D(p)m,nω
m,n ⊗ ω
+
N∑
m=0
N−m∑
n=0
D
(p)
m+1,nω
m,n+1 ⊗ ω∗ = ω∗∨ −
N∑
k=1
L
(p)
k ω
0,k ⊗ ω,
where the last equality follows from the differential equation satisfied by
D
(p)
m+1,n defined in Theorem 3.4. Hence the previous lemma gives the com-
patibility ΦP ◦ ∇P(πω
∗∨) = ∇P ◦ ΦP(πω
∗∨) of the Frobenius with the
connection on πω∗∨. This finishes the proof of our assertion. 
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4.4. Specialization of the elliptic polylogarithm. We next calculate
the specialization of the p-adic elliptic polylogarithm to non-zero torsion
point z0 of E(K) of order prime to p. Note that by the theory of complex
multiplication, we have a commutative diagram
SpecOK
iz0−−−−→ E ⊗OK OK
σ
x φx
SpecOK
iz0−−−−→ E ⊗OK OK .
Hence the induced map iz0 : V → E is a morphism of syntomic data.
Denote by i∗z0Log
N the filtered Frobenius module defined as the pullback
of the logarithm sheaf LogN to z0. Then
i∗z0Log
N =
⊕
0≤m+n≤N
Kωm,n,
with the Hodge filtration given by the direct sum and the Frobenius Φ :
K ⊗σ i
∗
z0Log
N
∼=
−→ i∗z0Log
N given by
Φ(ωm,n) :=
1
πmπn
N−m∑
k=n
(−F
(p)
1 (z0))
k−n
(k − n)!
ωm,k.
In order to calculate the specialization of the polylogarithm sheaf, we will
first describe the splitting of the sheaf i∗z0Log
N .
Lemma 4.18. We have Fz0,1(0) ∈ K and(
1−
σ
π
)
Fz0,1(0) = F
(p)
1 (z0).
Proof. Let n be the smallest integer > 1 such that πnz0 = z0 in E(K). Then
repeatedly using the equality Fz0,1(z) = F
(p)
1 (z+z0)+π
−1Fpiz0,1(πz) of (34),
we have
Fz0,1(0) = (1− π
−n)−1
n−1∑
k=0
π−kF
(p)
1 (π
kz0).
Since F
(p)
1 (z) is a rational function defined overK, the above equality shows
that Fz0,1(0) ∈ K. Furthermore, we have by the theory of complex mul-
tiplication (F
(p)
1 (z0))
σ = F
(p)
1 (πz0). Then the above formula shows that
σ(Fz0,1(0)) = Fpiz0,1(0). Hence our assertion now follows from the fact that
F
(p)
1 (z0) = Fz0,1(0)− π
−1Fpiz0,1(0). 
We first describe the unique splitting of i∗z0Log
(1) as a filtered Frobenius
module. We define an element e′ which corresponds to the basis denoted by
the same character in the Hodge case.
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Lemma 4.19. Let e′ = e−Fz0,1(0)ω
∗∨ ∈ F 0(i∗z0Log
(1)). Then the Frobenius
acts on this element as Φ(e′) = e′. In particular, by mapping the basis of
K(0) to e′, we have a splitting as filtered Frobenius modules of the sequence
0→ H → i∗z0Log
(1) → K(0)→ 0.
Proof. Since we have Φ(ω∗∨) = ω∗∨/π, the previous lemma gives the equality
σ(Fz0,1(0))Φ(ω
∗∨) = (Fz0,1(0) − F
(p)
1 (z0))ω
∗∨. Then the action Φ(e) = e −
F
(p)
1 (z0)ω
∗∨ gives the equality
Φ(e′) = Φ(e)− σ(Fz0,1(0))Φ(ω
∗∨) = e− Fz0,1(0)ω
∗∨ = e′
as desired. 
We let em,n := e′aω∨mω∗∨n/a!, where a = N −m − n. This basis gives
a splitting of i∗z0Log
N as filtered Frobenius modules. See Lemma A.18 for
the splitting principle in the Hodge case.
Lemma 4.20 (Splitting Principle). We have a splitting of filtered Frobenius
modules
i∗z0Log
N ∼=
N∏
j=0
SymjH
by mapping em,n to ω∨mω∗∨n.
Proof. The splitting is the N -th symmetric product of the splitting given in
the previous lemma. 
Let z0 be a torsion point in E(K) of order prime to p as above. We
denote by i∗z0P
N the pullback of the polylogarithm sheaf PN to z0. We now
describe i∗z0P
N using the basis em,k. By construction of the polylogarithm
sheaf, i∗z0P
N is a K-vector space
i∗z0P
N = H
⊕
i∗z0Log
N ,
endowed with a Frobenius Φ : K ⊗σ i
∗
z0P
N
∼=
−→ i∗z0P
N induced from that of
PN . Then we have the following.
Proposition 4.21. The Frobenius on i∗z0P
N is expressed as
Φ(πω∨) = ω∨ +
N∑
k=0
(
1−
σ
πk+1
) Fz0,1(0)k+1
(k + 1)!
e0,k
+
N∑
m=1
N−m∑
k=0
Ê
(p)
z0,m,k+1
(0)em,k,
Φ(πω∗∨) = ω∗∨ +
N∑
m=0
N−m∑
k=0
Ê
(p)
z0,m+1,k
(0)em,k,
using the basis em,k of i∗z0Log
N .
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Proof. By definition of ωm,n and e′, we have ωm,n := eaω∨mω∗∨n/a! =
(e′ + Fz0,1(0)ω
∗∨)aω∨mω∗∨n/a! for a = N −m− n. This implies that
ωm,n =
N−m∑
k=n
Fz0,1(0)
k−n
(k − n)!
em,k.
Using this formula, we have
N∑
n=0
(−F
(p)
1 (z0))
n+1
(n+ 1)!
ω0,n =
N∑
k=0
k∑
n=0
(−F
(p)
1 (z0))
n+1Fz0,1(0)
k−n
(n+ 1)!(k − n)!
e0,k.
By Lemma 4.18, the sum in the coefficient of e0,k is thus
Fz0,1(0)
k+1
(k + 1)!
−
σ(Fz0,1(0))
k+1
πk+1(k + 1)!
=
(
1−
σ
πk+1
) Fz0,1(0)k+1
(k + 1)!
.
For the coefficients for the other basis, we have
N−m∑
n=0
D
(p)
m,n+1(z0)ω
m,n =
N−m∑
k=0
k∑
n=0
D
(p)
m,n+1(z0)
Fz0,1(0)
k−n
(k − n)!
em,k.
By (43), the coefficient of em,k is given by
k+1∑
n=1
D(p)m,n(z0)
Fz0,1(0)
k+1−n
(k + 1− n)!
= Ê
(p)
z0,m,k+1
(0),
where the equality holds since D
(p)
m,0 ≡ 0. This gives the first equality. Next,
we consider the second equality. We have
N−m∑
n=0
D
(p)
m+1,n(z0)ω
m,n =
N−m∑
k=0
k∑
n=0
D
(p)
m+1,n(z0)
Fz0,1(0)
k−n
(k − n)!
em,k.
Again by (43), the coefficient of em,k above becomes
k∑
n=0
Fz0,1(0)
k−n
(k − n)!
D
(p)
m+1,n(z0) = Ê
(p)
z0,m+1,k
(0),
which proves the second assertion. 
4.5. Specialization in syntomic cohomology. We now calculate the ex-
tension class of the specialization of the elliptic polylogarithm in syntomic
cohomology. Let V = SpecOK , and let z0 ∈ E(K) be as in §4.4. The
specialization of the elliptic polylogarithm i∗z0P
N gives a cohomology class
polNz0 ∈ Ext
1
S(V )(H ,Log(1)) = H
1
syn(V ,H
∨ ⊗ i∗z0Log
N (1)).
We use the results of the previous section to calculate this element explicitly.
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Lemma 4.22. We have an isomorphism of K-vector spaces
(51) H1syn(V ,H
∨ ⊗ i∗z0Log
N (1))
∼=
−→ H ∨ ⊗ i∗z0Log
N /
N⊕
n=0
Kω ⊗ e0,n
Proof. By (45), we have H1syn(V ,M)
∼=
−→ M/(1 − Φ)F 0M for any filtered
Frobenius module M in S(V ), where the map is given by mapping the
extension class [M ′] ∈ Ext1S(V )(K(0),M) = H
1
syn(V ,M) of an extension
0→M →M ′ → K(0)→ 0
to (1−Φ)e ∈M, where e is any lifting of the fixed basis ofK(0) to F 0M ′. The
lemma follows from the fact that F 0(H ∨⊗ i∗z0Log
N (1)) =
⊕N
n=0Kω⊗e
0,n,
and that (1− Φ) acts as an isomorphism on this subspace. 
Theorem 4.23. Let z0 be a non-zero torsion point in E(K) of order prime
to p. In other words, z0 is a non-zero point whose annihilator as a OK-
module is prime to p. Then the image of [polNz0 ] with respect to the isomor-
phism
Ext1S(V )(H , i
∗
z0Log
N (1))
∼=
−→ H ∨ ⊗ i∗z0Log
N /
N⊕
n=0
Kω ⊗ e0,n
of (51) is
−
N∑
m=1
N−m∑
k=0
e
(p)
−m,k+1(z0)
Ωk−mp
ω ⊗ em,k −
N∑
m=0
N−m∑
k=1
e
(p)
−m−1,k(z0)
Ωk−m−2p
ω∗ ⊗ em,k,
where the e
(p)
a,b are the p-adic Eisenstein-Kronecker numbers defined in Defi-
nition 2.14.
Proof. The theorem follows from Proposition 4.21, (51) and the definition
of the p-adic Eisenstein-Kronecker numbers. The terms containing ω ⊗ e0,n
maps to zero, since ω ⊗ e0,n ∈ F 0(H ∨ ⊗ i∗z0Log
N (1)). 
The above result is analogous to the Hodge theoretic calculation given in
Theorem A.19.
Appendix A. the real Hodge realization
The Hodge realization of the elliptic polylogarithm was calculated in the
original paper by Beilinson and Levin [BL], as well as [W]. In the above
papers, the Hodge realization was expressed in terms of the q-averaged poly-
logarithm function, obtained from the classical polylogarithm function on
P1 \ {0, 1,∞}. In the Appendix, closely following our method of the p-adic
case, we will describe how to explicitly describe the R-Hodge realization of
the elliptic polylogarithm using functions given by certain iterated integrals
starting from the connection functions Ln(z).
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A.1. Real analytic elliptic polylogarithm functions. In this subsec-
tion, we will define the Eisenstein-Kronecker functions Em,b(z) and the real
analytic elliptic polylogarithm function Gm,b(z). We first investigate the
properties of Eisenstein-Kronecker-Lerch series viewed as a function in z
and w. For z, w ∈ (C \ Γ), we let
Ka(z, w, s) := K
∗
a(z, w, s).
Then the integral expression (27) gives
(52) AsΓ(s)Ka(z, w, s) = Ia(z, w, s) + Ia(w, z, a + 1− s)〈w, z〉.
if a ≥ 0. Using this integral expression, we may prove that Ka(z, w, s) is
a C∞-function for (z, w), at first for a ≥ 0, then for any integer a by the
definition of Ka(z, w, s) and reduction to the case for a > 0. Moreover, the
derivatives of Ka(z, w, s) with respect to ∂z, ∂z , ∂w, ∂w are all analytic in s.
The Eisenstein-Kronecker-Lerch series for various integers a and s are
related by the following differential equations.
Lemma A.1. Let a be an integer, and consider Ka(z, w, s) to be a function
for z, w ∈ (C \ Γ). Then Ka(z, w, s) satisfies the differential equations
∂zKa(z, w, s) = −sKa+1(z, w, s + 1)
∂zKa(z, w, s) = (a− s)Ka−1(z, w, s)
∂wKa(z, w, s) = −(Ka+1(z, w, s) − zKa(z, w, s))/A
∂wKa(z, w, s) = (Ka−1(z, w, s − 1)− zKa(z, w, s))/A.
We next define the Eisenstein functions, which will be used to express the
complex periods of the elliptic polylogarithm sheaf.
Definition A.2. For any integer m and b, we define the Eisenstein function
Em,b(z) to be the C
∞-function on C \ Γ given by
Em,b(z) := K
∗
b−m(0, z, b).
Compare [We]VIII §14, where a slightly different definition is used. By
definition, we have
(53) Em,b(z0) = e
∗
−m,b(z0)
for z0 ∈ C \Γ. Note that Em,b(z) satisfies Em,b(z) = (−1)
b−mEb,m(z) under
complex conjugation. By definition, we have Em,b(z + γ) = Em,b(z) for any
γ ∈ Γ. Calculations similar to Lemma A.1 give the equality
∂zEm+1,b(z) = −Em,b(z)/A, ∂zEm,b+1(z) = Em,b(z)/A.(54)
Remark A.3. Note that by (30), we have E0,0(z) ≡ −1, and (54) shows
that we have E−a,0(z) = 0 for any a > 0. This implies that for any z0 ∈ C,
we have e∗0,0(z0) = −1 and e
∗
a,0(z0) = 0 if a > 0.
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By Lemma A.1, we may prove that
K1(z, w, 1) =
∑
b≥0
(−1)b−1E0,b(w)z
b−1.
Using the Kronecker theorem
Θ(z, w) = exp
[
zw
A
]
K1(z, w, 1)
(see [We] VIII §4 p. 71 (7) or [BK1] Theorem 1.13 for a proof), Definition
1.3, Definition 1.4 and the fact that E0,1(z) = F1(z) − z/A, we may prove
that the relation between the connection function Ln(z) and E0,b(z) is given
by
(55) Ln(z) = (−1)
n−1
n∑
b=0
En−b0,1 (z)
(n − b)!
E0,b(z).
We next define real analytic functions which corresponds to the periods
of the C∞-sheaf associated to the elliptic polylogarithm sheaf. In the next
section, we will use these functions to construct holomorphic functions which
are periods of the elliptic polylogarithm sheaf.
Definition A.4 (Real analytic elliptic polylogarithm function). We define
the multivalued functions Gm,b(z) on C \ Γ by first letting
Gm,−1(z) = 0, G0,b(z) = E0,b(z),
for integers m, b ≥ 0, and we then iteratedly define the functions Gm,b(z)
for m, b ≥ 0 to be any function satisfying
∂zGm+1,b(z) = −Gm,b(z), ∂zGm,b+1(z) = Gm,b(z)/A.
If we assume the existence of Gm+1,b(z) and Gm,b+1(z), then we have
∂z(Gm+1,b(z)/A) = −Gm,b(z)/A = −∂zGm,b+1(z),
which implies that Gm,b+1(z)dz + Gm+1,b(z)dz/A is a closed form. Hence
the function Gm+1,b+1(z) exists in this case. We fix a choice of Gm,b(z)
satisfying the condition in Proposition A.5 below.
Proposition A.5. We may iteratedly choose Gm,b(z) so that
AbGm,b(z) + (−1)
m+bAmGb,m(z) = A
m+bEm,b(z)−
(−z)mzb
m!b!
for any integers m, b ≥ 0.
A.2. Elliptic polylogarithm functions. We next construct the elliptic
polylogarithm function Dm,n(z) and D
∗
m,n(z), which are holomorphic multi-
valued functions on C \ Γ.
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Definition A.6. For integers m, n ≥ 0, we define the elliptic polylogarithm
functions Dm,n(z) and D
∗
m,n(z) by
Dm,n(z) = (−1)
n−1
n∑
k=0
E0,1(z)
n−k
(n− k)!
Gm,k(z)
D∗m,n(z) = Dm,n(z)−
(−1)m+n
m!n!
zmF1(z)
n.
Lemma A.7. Both Dm,n(z) and D
∗
m,n(z) are holomorphic functions on the
universal covering of C \ Γ.
Proof. The statement for Dm,n(z) follows from the fact that the functions
in the sum are defined on C \Γ and that ∂zDm,n(z) = 0, which follows from
the fact that ∂zE0,1(z) = −1, ∂zGm,0(z) = 0, and ∂zGm,k(z) = Gm,k−1(z)/A
for k ≥ 1. The statement for D∗m,n(z) follows from the fact that F1(z) is
holomorphic on C \ Γ. 
Lemma A.8. The functions Dm,n(z) and D
∗
m,n(z) for m,n ≥ 0 satisfy
dDm+1,n(z) = −Dm,n(z)dz −Dm+1,n−1(z)dF1
dD∗m+1,n(z) = −D
∗
m,n(z)dz −D
∗
m+1,n−1(z)dF1,
where we let Dm,−1(z) = D
∗
m,−1(z) = 0.
The p-adic analogues ofDm,n(z) andD
∗
m,n(z) are the overconvergent func-
tions D
(p)
m,n given in Theorem 3.3. By definition, we have
D0,n(z) = (−1)
n−1
n∑
k=0
E0,1(z)
n−k
(n− k)!
E0,k(z) = Ln(z),
D∗0,n(z) = D0,n(z)−
(−1)n
n!
F1(z)
n = Ln(z)−
(−1)n
n!
F1(z)
n.
Hence the elliptic polylogarithm function Dm,n(z) is obtained from Ln(z)
by iterated integration.
A.3. Review of absolute Hodge cohomology. In this section, we will
freely use terminology concerning variation of mixed Hodge structures and
absolute Hodge cohomology. See for example [HW] Appendix A for details.
For any variety X smooth and separated of finite type over C, we denote
by VMHSR(X) the category of polarizable admissible variation of mixed
R-Hodge structures on X. For any F in VMHSR(X), we denote by F the
underlying locally free OX-module with integrable connection, and by FR
and FC the underlying R- and C-local systems. If we let X
an := X(C), then
the theorem of de Rham gives a canonical isomorphism
H idR(X,F)
∼= H iB(X
an,FR)⊗R C
between de Rham and Betti cohomologies. We denote by H i(Xan,F ) the
mixed R-Hodge structure induced from the above isomorphism, and by
54 BANNAI, KOBAYASHI, AND TSUJI
H i
A
(X,F ) the m-th absolute Hodge cohomology of X with coefficients in
F . Note that for i = 0, 1, there exists a canonical isomorphism
(56) ExtiVMHSR(X)(R(0),F )
∼=
−→ H iA (X,F ).
Let S = SpecC. Then VMHSR(S) is the category of polarizable mixed
R-Hodge structures MHSR. The Leray spectral sequence
Ep,q2 = H
p
A
(S,Hq(Xan,F ))⇒ Hp+q
A
(X,F )
degenerates to give the short exact sequence
(57) 0→ H1A (S,H
0(Xan,F ))→ H1A (X,F ) → H
0
A (S,H
1(Xan,F ))→ 0.
Consider the map
H0A (S,H
1(Xan,F )) →֒ H1B(X
an,FC) ∼= H
1
dR(X,F),
where the last isomorphism is de Rham’s theorem. Then we have a commu-
tative diagram
(58)
Ext1VMHSR(X)(R(0),F )
For
−−−−→ Ext1M(X)(OX ,F)
∼=
y ∼=y
H1
A
(X,F ) −−−−→ H1dR(X,F),
where M(X) is the category of locally free OX -modules with integrable
connection defined in Definition 1.7, and For : VMHSR(X) → M(X) is the
functor associating to any F the underlying coherent module with connec-
tion F on X, forgetting the Hodge filtration and the R-structure.
A.4. The Logarithm sheaf. We now define the logarithm sheaf. Let E
be an elliptic curve defined over S = SpecC. We let H1(E,R) be the pure
R-Hodge structure of weight 1 given by H1dR(E)
∼= H1B(E
an,R)⊗C, and we
let H := H1(E,R)∨ be the dual Hodge structure. We let the notations be
as in Remark 1.30. Then the R-Hodge structure H is of pure weight −1,
with R-structure given by HR = H1(E
an,R) and Hodge filtration defined
by F−1(H ) = H , F 0(H ) = Cω∗∨ and F 1(H ) = 0.
We denote by φ∞ the complex conjugation on HC = HR⊗RC defined by
the action of complex conjugation on C. The class ω is represented by dz,
and since dE0,1(z) = dF1−dz/A = ω
∗−dz/A where E0,1(z) is a single valued
real analytic function on U (see Remark A.3), the class of ω∗ is represented
by dz/A. Hence the complex conjugation φ∞ acts on these classes as
φ∞(ω
∨) = ω∗∨/A, φ∞(ω
∗∨) = Aω∨.(59)
If we let γ1 := (ω
∨ + (ω∗∨/A)) and γ2 := i(ω
∨ − (ω∗∨/A)), then γ1 and γ2
form a basis of HR.
For any smooth scheme X over S, we denote by HX the constant vari-
ation of R-Hodge structures on X. The underlying coherent module with
connection of H is HX . We have a natural isomorphism
H0A (S,H
1(Ean,HE)) = H
0
A (S,H
∨ ⊗H ) = HomMHSR(H ,H ).
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Hence the short exact sequence (57) defined from the Leray spectral sequence
gives the short exact sequence
0→ H1A (S,H )→ H
1
A (E,HE)→ HomMHSR(H ,H )→ 0.
In addition, we have in this case
H1A (S,H ) = Ext
1
MHSR
(R(0),H ) = HC/(HR + F
0
HC) = 0.
Hence the above exact sequence gives an isomorphism
(60) H1A (E,HE)
∼=
−→ HomMHSR(H ,H ).
Definition A.9. We define the sheaf Log(1) to be any extension of HE by
R(0) in VMHSR(E), whose extension class in
Ext1VMHSR(R(0),HE)
∼= H1A (E,HE)
is mapped to the identity through the isomorphism of (60). We define the
N -th logarithm sheaf LogN to be the N -th symmetric tensor product of
Log(1).
Unlike the case of the de Rham realization (see Remark 1.12), the loga-
rithm sheaf for the Hodge realization is determined uniquely up to unique
isomorphism. Denote by i∗[0] the pull-back by the identity i[0] : S → E of the
elliptic curve. Since the extension of H by R(0) is split on S, there exists
a splitting
ϕ : i∗[0]Log
(1) ∼= R(0)
⊕
H
as mixed R-Hodge structures. This splitting is unique due to weight reasons.
We will next describe Log(1) as a variation of R-mixed Hodge structures
on E. By (58), the natural map H1
A
(E,HE) → H
1
dR(E,HE) is given in
terms of extensions by the forgetful functor. Hence by the de Rham char-
acterization of Log(1) in Definition 1.11, the underlying coherent module
with connection on E of Log(1) is the locally free OE-module with connec-
tion Log(1) of Proposition 1.13. We will now explicitly describe a Hodge
filtration, an R-structure, and a weight filtration on this module.
We take an affine open covering U = {Ui}i∈I of E, and cohomology classes
(ηi, uij) and (ui) as in Definition 1.17. We denote by Log
(1)
i the module
Log
(1)
i := OUiei
⊕
HUi
defined in Proposition 1.13, with connection ∇(ei) = ω
∨ ⊗ ω + ω∗∨ ⊗ ω∗i .
We define the Hodge filtration to be the direct sum. The Hodge filtration
extends to a filtration of Log(1) on E since the difference ej − ei = uijω
∗∨ ∈
F 0HUi∩Uj on Ui ∩Uj . The R-structure is defined as follows. Let HR be the
R-structure of HX for any X. Let vi := ei − zω
∨ − ξi(z)ω
∗∨, where ξi(z) =
F1(z) − ui(z). Then, since dξi = ω
∗
i , by the definition of the connection,
we have ∇(vi) = 0. The horizontal sections vi are compatible and define
a multi-valued section v0 of Log
(1) on Ean. We define the R-structure of
Log
(1)
R
on the universal covering space of Ean to be the structure given by
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v0 and HR. One may prove that the R-structure defined by v0 and HR is
invariant under the action of monodromy, hence this structure descends to
give an R-structure Log
(1)
R
on Ean. We define the weight filtration W• on
Log
(1)
R
byW−2Log
(1)
R
= 0, W−1Log
(1)
R
= HR andW0Log
(1)
R
= Log
(1)
R
. The
Hodge filtration, R-structure and the weight filtration above give Log(1) a
structure of a variation of R-mixed Hodge structures on E, which we denote
by Log(1).
Proposition A.10. We define Log(1) to be the variation of mixed R-Hodge
structures on E given above. Then this satisfies the property of the first
logarithm sheaf in Definition A.9.
Proof. By construction, the class of the underlying coherent module with
connection Log(1) of Log(1) maps to the element in the first de Rham coho-
mology which corresponds to the identity. Hence by (58), the isomorphism
of (60) maps the class of Log(1) to the identity. This gives our assertion. 
Remark A.11. By construction, the splitting ϕ : i∗[0]Log
(1) ∼= C
⊕
H
given in (19) of the underlying C-vector spaces gives the unique splitting
of i∗[0]Log
(1) compatible with the Hodge filtration and the R-structure.
TheN -th logarithm sheaf is theN -th symmetric tensor product of Log(1).
The Hodge filtration, the R-structure and the weight filtration is defined
naturally by taking the symmetric tensor product of each structure.
A.5. The Polylogarithm sheaf. Next, we use the logarithm sheaf of the
previous subsection to define the polylogarithm class in absolute Hodge co-
homology. Then we will explicitly describe the polylogarithm sheaf, which
is defined to be the pro-variation of mixed Hodge structures corresponding
to the polylogarithm class.
Let D = [0] and U = E \ [0]. The calculation of the cohomology of LogN
given in Lemma 1.18 is compatible with the Hodge structures as follows.
Lemma A.12. The localization sequence gives isomorphisms of pro R-mixed
Hodge structures
lim←−
N
H0(Uan,LogN (1))
∼=
←− lim←−
N
H0(Ean,LogN (1)) = 0
res : lim
←−
N
H1(Uan,LogN (1))
∼=
−→ lim
←−
N
H0(Dan, i∗[0]Log
N ) = lim
←−
N
i∗[0]Log
N .
From (57), we have the short exact sequence
0→ H1A (S,H
0(Uan,H ∨U ⊗Log
N )(1))→ H1A (U,H
∨
U ⊗Log
N (1))
→ H0A (S,H
1(Uan,H ∨U ⊗Log
N )(1)) → 0.
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Since the projective limit of H0(Uan,LogN ) is zero, this gives a natural
isomorphism
(61) lim
←−
N
H1A (U,H
∨
U ⊗Log
N (1))
∼=
−→ lim
←−
N
H0A (S,H
1(Uan,H ∨U ⊗Log
N (1))).
We have a natural isomorphism
(62) H0A (S,H
0(Dan,H ∨D ⊗ i
∗
[0]Log
N ))
∼=
−→ H0A (S,H
∨ ⊗ i∗[0]Log
N ) ∼= R,
where the last isomorphism is obtained by mapping the identity element in
H ∨ ⊗ H = Hom(H ,H ) to 1 ∈ R. Combining (61) and (62) with the
residue isomorphism, we obtain an isomorphism
(63) lim
←−
N
H1A (U,H
∨
U ⊗Log
N (1))
∼=
−→ R.
Definition A.13. As in [BL] (see also [HK] Appendix A), we define the
polylogarithm class to be a system of classes polN ∈ H1
A
(U,H ∨U ⊗Log
N (1))
such that
pol := lim
←−
N
polN ∈ lim
←−
N
H1A (U,H
∨
U ⊗Log
N (1))
maps through (63) to 1.
Definition A.14. We define the elliptic polylogarithm sheaf on U to be
a system of variation of mixed R-Hodge structures PN on U given as an
extension
0→ LogN (1)→ PN → HU → 0
whose extension class corresponds to polN in
Ext1VMHSR(U)(HU ,Log
N (1)) ∼= H1A (U,H
∨
U ⊗Log
N (1)).
Since the classes polN form an inverse system, there exists a unique surjec-
tion PN+1 → PN compatible with the identity on HU and the projection
LogN+1(1)→ LogN (1).
We next explicitly describe the variations of mixed R-Hodge structures
PN . By definition, PN is given as an extension
0→ LogN (1)→ PN → HU → 0.
The polylogarithm sheaf is characterized by the image of its cohomology
class mapped to de Rham cohomology. By (58), this implies that the under-
lying coherent module with connection of PN is the de Rham realization
PN given in Corollary 1.23, and the injectivity of (58) implies that PN
is the variation of mixed R-structure determined uniquely up to canonical
isomorphism which one may equip on PN . We define the Hodge and weight
filtrations of PN as the direct sum of the Hodge and weight filtrations on
LogN (1) and H . In order to define the R-structure PN
R
on PN , we first in-
troduce certain horizontal sections v and v∗ of PN on the universal covering
space of Uan given as follows.
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Lemma A.15. Let
v = ω∨ −
N∑
n=0
(−F1(z))
n+1
(n + 1)!
ω0,n +
N∑
m=1
N−m∑
n=0
D∗m,n+1(z)ω
m,n
v∗ = ω∗∨ +
N∑
m=0
N−m∑
n=0
Dm+1,n(z)ω
m,n.
(64)
Then v and v∗ are horizontal sections of PN .
Proof. The statement follows from the fact that dF1 = ω
∗ and the differen-
tial equations Lemma A.8 satisfied by Dm,n(z) and D
∗
m,n(z). 
Our choice of the real analytic elliptic polylogarithm function given in
Proposition A.5 gives the following.
Proposition A.16. Let v1 := v+(v
∗/A) and v2 = i(v− (v
∗/A)). Then the
R-structure defined by v1, v2 and Log
N
R
(1) on the universal covering space
of Uan descends to give an R-structure PN
R
of PN on Uan, which fits into
the exact sequence
0→ LogNR (1)→ P
N
R → HR → 0.
The above proposition may be proved by explicitly calculating the action
of the complex conjugation φ∞ on v and v
∗. By the construction of the
elliptic polylogarithm, the choice of an R-structure on PN is unique up to
isomorphism. Hence the R-structure defined above is the real structure of
the elliptic polylogarithm. This gives the main result of our Appendix.
Theorem A.17. The elliptic polylogarithm sheaf PN is the variation of
mixed R-Hodge structures on U given as an extension
0→ LogN (1)→ PN → HU → 0,
whose underlying coherent module with connection is the object PN given
in Definition 1.20, whose Hodge filtration is given as the direct sum of the
Hodge filtrations on HU and Log
N (1), whose real structure is the structure
PN
R
given in Proposition A.16, and whose weight filtration is the direct sum
of the weight filtrations on H and LogN (1).
This shows that the holomorphic functions Dm,n(z) and D
∗
m,n(z) which
we defined in the previous section are in fact periods of the elliptic polylog-
arithm sheaf.
A.6. Specialization to points. We now calculate the specialization of the
elliptic polylogarithm sheaf to points of the elliptic curve. Suppose z0 ∈ C,
and we denote by i∗z0Log
N the restriction of the variation of mixed Hodge
structures LogN to the point z0. We let S = SpecC.
Let M := H ∨ ⊗ i∗z0Log
N . We have an isomorphism
(65) H1A (S,H
∨ ⊗ i∗z0Log
N (1)) =MC/(MR(1) + F
1MC).
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Denote by i∗z0P
N the pull-back of the polylogarithm sheaf to the point z0.
Note that ω ⊗ ω0,n ∈ F 1MC. Hence the explicit calculation of the period of
i∗z0P
N shows that the extension class[
i∗z0P
N
]
∈ Ext1MHSR(H , i
∗
z0Log
N (1)) = H1A (S,H
∨ ⊗ i∗z0Log
N (1))
corresponds through (65) to the element
polNz0 := γ
∨
1 ⊗ (v1 − γ1) + γ
∨
2 ⊗ (v2 − γ2)
in MC/(MR(1) + F
1MC). Here γ
∨
1 , γ
∨
2 is a basis of H
∨
R
dual to γ1, γ2.
Our main result is the explicit calculation of the image of the above element
through the isomorphism
(66) MC/(MR(1) + F
1MC)
∼=
−→MR/MR ∩ (MR(1) + F
1MC)
defined by u 7→ u + φ∞(u), where φ∞ denotes the complex conjugation on
MC. In order to state our result, we will use a basis of i
∗
z0Log
N which
gives the isomorphism of mixed R-Hodge structures between i∗z0Log
N and∏N
k=0 Sym
k
H . Let e′ := e−E0,1(z0)ω
∗∨ be an element of i∗z0Log
(1). We let
em,n := e′aω∨mω∗∨n/a! for a = N −m− n, which form a basis of i∗z0Log
N .
The complex conjugation acts on this base by φ∞(e
m,n) = An−men,m.
As in the p-adic case given in Lemma 4.20, we have the following.
Lemma A.18 (Splitting Principle). We have an isomorphism of mixed R-
structures
i∗z0Log
N ∼=
N∏
j=0
SymjH
given by mapping em,k to ω∨mω∗∨k.
Applying our choice of Gm,k(z0) given in Proposition A.5 to the explicit
description of polNz0+φ∞
(
polNz0
)
, we now have the following result, originally
due to Beilinson and Levin [BL]. See also the calculations of Wildeshaus
([W] III Theorem 4.8).
Theorem A.19. Let z0 be a non-zero point in E(C), and we let
polNz0 :=
[
P
N
z0
]
∈ H1A (S,H
∨ ⊗ i∗z0Log
N (1))
be the pull back by z0 of the cohomology class of the elliptic polylogarithm
sheaf PN . Then the image of this cohomology class with respect to the
isomorphism
H1A (S,H
∨ ⊗ i∗z0Log
N (1))
∼=
−→MR/MR ∩ (MR(1) + F
1MC)
for M := H ∨ ⊗ i∗z0Log
N is given by
N∑
m=1
N−m∑
k=0
(−1)k
A−m
e∗−m,k+1(z0)ω⊗e
m,k+
N∑
m=0
N−m∑
k=1
(−1)k−1
A−m−1
e∗−m−1,k(z0)ω
∗⊗em,k,
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where the e∗a,b(z0) are the Eisenstein-Kronecker numbers defined in Defini-
tion 2.4.
The p-adic analogue of the above result is given in Theorem 4.23.
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