Mathematical models of cardiac action potentials have become increasingly important in the study of heart disease and pharmacology, but concerns linger over their robustness during long periods of simulation, in particular due to issues such as model drift and non-unique steady states. Previous studies have linked these to violation of conservation laws, but only explored those issues with respect to charge conservation in specific models. Here, we propose a general and systematic method of identifying conservation laws hidden in models of cardiac electrophysiology by using bond graphs, and develop a bond graph model of the cardiac action potential to study longterm behaviour. Bond graphs provide an explicit energy-based framework for modelling physical systems, which makes them well-suited for examining conservation within electrophysiological models. We find that the charge conservation laws derived in previous studies are examples of the more general concept of a "conserved moiety". Conserved moieties explain model drift and non-unique steady states, generalising the results from previous studies. The bond graph approach provides a rigorous method to check for drift and non-unique steady states in a wide range of cardiac action potential models, and can be extended to examine behaviours of other excitable systems.
Introduction
Models of the cardiac action potential have been developed to study cardiac diseases such as arrhythmia [1, 2, 3] , ischaemia [4] and acidosis [5] . Increasing model complexity has led to concerns over the occurrence of drift and non-unique steady states [6, 7, 8] , particularly for extensions of the DiFrancesco and Noble [9] and Luo-Rudy [1, 3] models. While solutions to these issues have been proposed using conservation principles [10, 11] , they have not been universally applied for more recent models, many of which still use nonconservative stimulus currents that predispose them to drift [12, 13, 14] . More recently, the Food and Drug Administration (FDA) has initiated plans to use cardiac action potential models to assess potential drug side-effects on cardiac instability through the human ether-à-go-go-related gene (hERG) K + channel. Thus, with an increasing emphasis on model robustness and accuracy, there is a renewed incentive to resolve the issues of drift and non-unique steady states [15, 16] .
Drift is the failure of a model to reach a consistent limit cycle when simulated over long periods, and is often caused by a nonconservative stimulus containing current with no charge carrier [6, 10] . Hund et al. [10] derived a charge conservation law, and found that nonconservative stimulus currents violate this conservation law, hence they proposed K + ions as the current charge carrier to resolve this. A related issue in many models where drift has been resolved is that steady state limit cycles under constant pacing depend upon the initial conditions and are therefore non-unique [7, 10, 8] . Thus, depending on the initial conditions, the same model may lead to different conclusions. Like drift, authors have suggested that charge conservation can constrain initial conditions such that they lead to the same steady state [10, 8, 11] .
While the studies by Hund et al. [10] and Livshitz and Rudy [11] suggest measures to eliminate drift and attain a unique steady state by using conservation laws, their analyses are limited in their scope and not a comprehensive solution for all models. Because existing studies [10, 11] explore charge conservation only in specific models, and the conservation laws were derived from physical intuition rather than a principled mathematical approach, it is difficult to generalise their findings to other models. Furthermore, because these studies focus only on conservation of charge, they may miss other conservation laws relevant for long-term behaviour, such as those corresponding to ions, ion channels and buffers. A general approach is, therefore, desirable to deal with the issues of drift and steady states in a more systematic manner and for a broader range of models.
To facilitate a general approach, we propose the use of bond graphs which explicitly model energy transfer across physical systems to ensure compliance with conservation principles. Bond graphs were initially invented to model hydroelectric systems [17] and they have subsequently been extended to model chemical [18] , biochemical [19, 20] and electrochemical systems [21] . As with all physical systems, biological processes must obey the fundamental principles of physics and thermodynamics [22] , therefore bond graphs are well-suited for constraining models of biological systems to physically plausible solutions [23] , and also for inferring the energetic cost of biological processes [21, 24, 23, 25] . Because the bond graph representation emphasises analogies between different physical domains, electrophysiological systems can be analysed as an analogous biochemical system with a stoichiometric matrix that describes the stoichiometry of each reaction within its columns [26, 27, 20, 28] . In this context, the "conservation principle" described in earlier studies is an example of the more general principle of a conserved moiety in metabolic and bond graph analysis [29, 23] .
In this study, we develop a bond graph model of the cardiac action potential and outline a general approach to study the effects of conserved moieties on drift and steady-state behaviour. Our bond graph model simulates physiological action potentials, and because bond graphs are energy-based this easily provides an estimate of the energetic cost (in Joules) of the cardiac action potential. Our analysis reveals conservation of charge as one of the conserved moieties of our model, along with other conserved moieties corresponding to ions, channels, transporters and buffers. We observed that our model solution was subject to drift when the stimulus current violated any conservation laws corresponding to the conserved moieties, and that changes to the initial conditions led to different steady states if the value of any conserved moiety was changed. To demonstrate that our approach is general, we analyse variants of our bond graph model where different ions have been fixed at a constant concentration (corresponding to "chemostats"). It should be noted that fixing an ion concentration can change the conserved moieties of a system, therefore influencing a model's susceptibility to drift and non-unique steady states. The bond graph approach is a useful and general method to identify and interpret conservation principles, and it can link conserved moieties to individual steady states. We build upon existing reports [10, 11] to propose solutions for drift and non-unique steady states which work for all cardiac action potential models that can be represented using bond graphs.
Methods

Model components
To study the issues of drift and non-unique steady-states, we built a bond graph model of the cardiac action potential, with the minimal number of channels and pumps required to simulate a physiological action potential, and maintain ionic concentrations over long periods of simulation. Accordingly, our model was based on the Luo-Rudy 1994 dynamic model [1] , although it is possible to use other models and/or model more sub-cellular processes. Model components are shown in Figure 1A , together with the overall bond graph structure ( Figure 1B ). Ion channels and Ca 2+ buffering components were based upon their representations in Luo and Rudy [1] . The L-type Ca + channel in the Luo-Rudy model is permeable to calcium, sodium and potassium, but we neglected its sodium conductance as this has a relatively small contribution to the action potential. The Na + /K + ATPase model was based on the model by Terkildsen et al. [4] , with modifications suggested by Pan et al. [30] to allow conversion into a bond graph model. The equation for the Na + -Ca 2+ exchanger (NCX) current in Luo and Rudy did not have an obvious correspondence to a bond graph structure, thus we modelled this component using a simple bond graph module that was fitted to experimental data [31, 32] . Further detail on the modelling of each component is given in the Supporting Material.
Bond graph modelling
Here we briefly outline bond graph components as used in electrophysiological modelling. For a more comprehensive introduction, the texts by Gawthrop and Smith [33] and Borutzky [34] provide detailed descriptions of bond graph theory, and Gawthrop and Bevan [35] The network structure of a bond graph is specified by 0 and 1 junctions. The 0 (or effort) junctions specify that efforts of all connected bonds are equal, and thus to ensure conservation of energy through this junction, the flows of the bonds must sum to zero. In the electrical and hydraulic domains, 0 junctions represent parallel connections, whereas they represent series connections in the mechanical domain. By a similar principle, 1 (or flow) junctions specify that the flows of all connected bonds are equal, ensuring that their efforts sum to zero. Thus, 1 junctions correspond to series connections in the electrical and hydraulic domains, and parallel connections in the mechanical domain.
To illustrate the use of a bond graph for electric circuit analysis, we consider the electric circuit where two capacitors are connected to a resistor in series ( Figure 2A ). All components are linear, described by the equations:
The 1 junction enforces Kirchhoff's voltage law, such that:
Combining these equations gives rise to a system of first-order differential equations:
More recently, bond graphs have been extended to model biochemical systems [19, 20] 
where x [mol] is the molar amount of the species, K [mol −1 ] is a species thermodynamic constant, R = 8.314 J · mol −1 · K −1 is the gas constant and T is the absolute temperature of the system. Reactions are modelled as two-port resistors using the Marcelin-de Donder equation as the constitutive equation: where κ [mol/s] is a reaction rate constant and A f [J/mol] and A r [J/mol] are the forward and reverse affinities, respectively. The two affinities represent the potential energies present in the reactants and products, and the reaction proceeds in the direction of decreasing potential. As illustrated by the example in Figure 2B , the reaction A B has a physical analogy to Figure 2A , with the same equivalent electric circuit. By using the constitutive equations in Eqs. 7 and 8, the reaction velocity for the bond graph model follows mass-action kinetics:
where the forward and reverse rate constants are k + = κ 1 K a and k − = κ 1 K b . For more general chemical reaction networks, 1 junctions describe the presence of multiple reactants or products in a single reaction, whereas 0 junctions describe the involvement of a single species in multiple reactions [20] . For some models, we may wish to keep the amount x of a species constant and this is achieved by defining the species as a "chemostat" [37] . Because chemostats can be interpreted as an external flow that balances internal flows, they require energy to be pumped into (or out of) the system [23] .
The bond graph framework for biochemistry can be extended to electrochemical systems [21] as demonstrated in Figure 2C , which models the transport of a positively charged species X across a membrane. It should be noted that chemical species are described with C components that have a logarithmic association, whereas the C component corresponding to the (electric) membrane potential has a linear constitutive relationship. A transformer (TF) is used to convert the membrane voltage into an equivalent chemical potential through Faraday's constant F = 96485 C/mol, such that:
Thus, the reaction velocity is:
By setting v = 0 the familiar Nernst equation can be derived [21] . However, where electrical circuit representations of the membrane Nernst potential use voltage sources, the bond graph approach necessarily accounts for possible changes in ionic concentrations, and thus this "voltage source" is split into two capacitors that provide an equivalent voltage difference.
We chose to represent ion channels such that conductance was modulated by membrane voltage, both directly and indirectly through gating processes. A bond graph representation for this relationship is given in Figure 2D . As shown, this model has the same electrical representation as Figure 2C however it uses a variable resistor. The bond graph representation contains the same states, with C:xi, C:xe, and C:mem (with a transformer) connected through 0 junctions. In this case however, the Re components that describe the constitutive relation have been changed, such that Re GHK:r1 is connected to an additional effort that modulates its velocity, and the gating affinity A g is added to both the forward and reverse affinities to describe changes in permeability due to gating. Further detail on modelling ion channels using bond graphs is given in the Supporting Material.
Modelling approach
Because bond graphs constrain the equations of a model to ensure thermodynamic consistency, many existing models do not have a direct bond graph representation [23] . For the example here, equations representing ion channels in the Luo-Rudy model could not be directly translated into a bond graph model due to difficulties with simultaneously modelling open-channel currents and channel gating, and due to thermodynamic inconsistencies in the time-dependent K + and L-type Ca 2+ channels (see Supporting Material). Therefore rather than attempting to reproduce the Luo-Rudy equations exactly, we built a bond graph structure as implied by the equations in Luo and Rudy model, and chose parameters of our bond graph model to fit aspects of the Luo-Rudy model as closely as possible, specifically the current-voltage (I-V) curves and gating parameters. For all other components conversion into a bond graph model was more straightforward, and we used the methods of Gawthrop et al. [23] . Further information on the bond graph model, and parameter identification is given in the Supporting Material.
Finding conserved moieties
Within a biochemical model, conserved moieties are chemical structures that are neither created, removed nor broken down. A common example in energy-dependent metabolic networks is the adenosine moiety found in AMP, ADP and ATP [29, 23] . Mass balance specifies that the total amount of each conserved moiety remains constant, and if information on the molecular structure of each species of a reaction network is available, these conservation laws can be derived by counting the number of moieties across all species [29] . In practice, many models do not contain this structural information and this approach cannot be used, however the conservation laws still hold. Here we outline a method to find conserved moieties using stoichiometric information rather than chemical structures.
Models of cardiac electrophysiology can be represented by the differential equatioṅ
where X(t) is a vector of each state (such as species, or charge difference across a membrane), N is the stoichiometric matrix [26, 27, 20, 28] , and V is a vector of fluxes (such as reaction velocities, or ion channel currents) [20, 38, 26] . If the model contains chemostats, the entries of X, and rows of N corresponding to the chemostats are deleted prior to performing the above analysis [37] . Using results from biochemical systems [20] , if g is a row vector in the left nullspace of N , i.e. gN = 0, then
Therefore the linear combination gX is constant for the duration of the simulation. We call the linear combination of species represented by g a conserved moiety. The space of all conserved moieties can be described by a left nullspace matrix G, whereby linear combinations of the rows of G give all possible conserved moieties g [39, 40] . Advantages of using the left nullspace are that it does not require information on chemical structures and it accounts for all conservation laws. The left nullspace matrix for any given system is generally not unique, however there are many well-established techniques for calculating nullspace matrices [41] , specialised approaches for finding meaningful conserved moieties in biochemical networks [42, 43, 29] as well as methods for finding conserved moieties from the junction structure of a bond graph [36] . In this study, we chose conserved moieties with clear physical interpretations [43] , but our conclusions hold regardless of our choice of the left nullspace matrix.
Stimulus currents
The cardiac action potential model was stimulated using a constant current stimulus that contained enough charge to raise the membrane potential by 30 mV over 0.1 ms. As recommended by Kneller et al. [8] , conservative stimulus currents contained K + ions as the charge carrier.
Results
Simulation of a single action potential
To verify that our bond graph model reproduced a typical action potential we simulated the model over a single beat ( Figure 3A -C). The membrane potential ( Figure 3A , with stimulation indicated by the arrow) resembled a typical cardiac action potential, with a distinct peak and plateau phase. The contributions of ion channel currents reproduce some common features of cardiac action potentials ( Figure 3B ). Once the action potential is initiated by a stimulus current, the sodium current I Na briefly activates to give rise to a voltage spike. Following this, the plateau phase occurs where depolarising L-type Ca 2+ currents oppose the repolarising K + currents I K and I Kp . Towards the end of the action potential, I K1 activates to restore the resting potential [44] . Our model also simulates the reversal of NCX current across the action potential, and the consistent outward current of the Na + /K + ATPase to maintain ionic gradients ( Figure 3C ). A consequence of modelling ion channels using bond graphs is that transitions between channel states are associated with a gating current resulting from charged residues moving in an electric field [45] . Our model reveals that the total gating current across all channels I gate has minimal contribution to total current ( Figure 3C ). Figure 3E shows the power consumption of the membrane model over three cardiac cycles which was integrated to estimate the energetic cost of the cardiac action potential ( Figure 3F ). Note that energy continues to be consumed even during the resting state due the presence of currents associated with ion transporters. Thus while energy is predominantly consumed during the action potential, there is a rising gradient between action potentials ( Figure 3F ). By setting the energy consumption at the start of the second action potential to zero ( Figure 3F , dotted blue line), we calculated the energetic cost over the duration of the action potential to be 46.8 pJ.
Since the capacitive area of membrane for this model is 1.534 × 10 −4 cm 2 , the energy consumed per unit membrane area is 305 nJ/cm 2 . When compared to Gawthrop et al.'s [21] estimate of 173 nJ/cm 2 for the energetic cost of an action potential in the giant axon of a squid, the cardiac action potential uses 76% more energy. The main reason for this difference is that in contrast to a neuron, the cardiac action potential contains a plateau phase with opposing currents. Despite the relatively slow rate of change in voltage, the Ca 2+ and K + currents remain relatively high, therefore a large amount of energy is dissipated during the plateau phase.
Chemostats influence the conserved moieties of cardiac action potential models
Because the earliest models of the cardiac action potential did not include active transporters, they used constant intracellular concentrations to maintain ionic gradients across multiple cardiac cycles [9, 46] . Later models incorporated ion transporters, allowing them to represent physiological conditions with dynamic intracellular ion concentrations, and constant extracellular ion concentrations to model washout from the circulatory system [1, 3] . Under ischaemic conditions, washout is greatly inhibited, thus models of ischaemia use dynamic extracellular ion concentrations [4] . We investigated the issue of drift in three classes of model: those with (A) dynamic ion concentrations on both sides of the membrane, representing models of myocytes under ischaemic conditions; (B) dynamic intracellular ion concentrations but constant extracellular ion concentrations, representing models of myocytes under physiological conditions; and (C) constant ion concentrations, representing models without transporters.
We used our bond graph model to represent these classes of models, selecting ions to fix at constant concentrations that resulted in three variants representative of the classes listed above. Conserved moieties of each variant were found using the left nullspace matrix of the stoichiometric matrix (Table 1) , and these include for example, the total amount of K1 channel (moiety 1). Because the channel is neither synthesised nor degraded in our model, the total amount of channel, i.e. the sum of its closed (C K1 ) and open (O K1 ) states, remains constant over the course of a simulation.
Similarly, moiety 10 for variant (A) represents the total amount of K + ions, which includes intracellular K + , extracellular K + and the K + ions bound to Na + /K + ATPase. The total amount of K + is constant when ion concentrations are dynamic. However, because fixing the concentration of K + requires an additional external flux, the conservation law is broken in variants Table 1 : Conserved moieties associated with chemostat selection. Across some biochemical subgroups ("Moiety"), there are constraints ("Conserved quantity") on a corresponding sum of species representing the total of the moiety. The conserved quantities remain constant over the course of a simulation. Q represents contributions of other species to charge imbalance across the membrane. The symbol Σ represents charge contributions from Markov states of channels and transporters. The definition of Σ, and all species can be found in the Supporting Material and code.
Moiety Conserved quantity
Conserved moieties common to all variants (A,B,C)
4 Na channel S 000,Na + S 100,Na + S 200,Na + S 300,Na + S 010,Na + S 110,Na + S 210,Na +S 310,Na + S 001,Na + S 101,Na + S 201,Na + S 301,Na + S 011,Na +S 111,Na + S 211,Na + S 311,Na 6 Na + /K + ATPase P1 NaK + P2 NaK + P3 NaK + P4 NaK + P5 NaK + P6 NaK + P7 NaK +P8 NaK + P9 NaK + P10 NaK + P11 NaK + P12 NaK + P13 NaK +P14 NaK + P15 NaK (B) and (C). Because the membrane capacitance is included in the stoichiometry of the system, our method automatically identifies a charge conservation law (moiety 13 for variant (A), and moiety 10 for variant (B)).
Finally, the overall amount of intracellular charge can be described as a sum of contributions from intracellular K + , Na + , Ca 2+ (and its buffers) and Markov states from ion channels and transporters (Σ), similar to forms found in previous studies [10, 47] . It should be noted, however, that when all ion concentrations were held constant charge conservation was broken, as indicated by the absence of a conserved charge moiety in the bottom partition of Table 1 . In general, holding the concentration of a species constant breaks conservation laws [37] and the number of conserved moieties progressively decreases as more ions concentrations are modelled as chemostats. We discuss the consequences of this in later sections.
Nonconservative stimulus currents cause drift in models with a charge conservation law
An important feature of cardiac electrophysiology models is that they must be simulated for extended periods to examine physiologically relevant changes in behaviour, thus we tested how the type of stimulus current affected each variant of the cardiac action potential model by pacing at 1 Hz for 30 minutes. As illustrated ( Figure 4A ,B), a nonconservative stimulus resulted in drift when the model had dynamic ion concentrations either for all compartments, or only within the intracellular compartment. The drift was particularly pronounced when all ion concentrations were dynamic ( Figure 4A ), as extracellular concentrations changed faster than intracellular concentrations. In contrast, the model was resistant to drift from a nonconservative stimulus when all ion concentrations were held constant ( Figure 4C ).
These results suggested that drift arose due to violations of the conserved charge moiety. Charge is a conserved moiety (Table 1) in model variants where drift occured with a nonconservative stimulus. In this situation nonconservative stimulus currents cause drift because every stimulus causes a stepwise increase in the value of the conserved charge moiety ( Figure 4A ,B bottom panels). However, because conservation laws are broken as more species are represented as chemostats [37] , charge is no longer a conserved moiety when all ion concentrations are constant (Table 1) . Thus an observation which may not be obvious to intuition is that under these conditions charge is no longer constant between stimuli, and therefore free to return to its original value after each stimulus ( Figure 4C , bottom panel), allowing such models to achieve a steadystate limit cycle.
Initial conditions influence steady states through conserved moieties and chemostats
Next, for different sets of conserved moieties (as determined by constrained/dynamic ionic concentrations) we tested how the steady-state behaviour of the cardiac action potential was altered under three different initial conditions ( Figure 5 ). The first set of initial conditions (IC1) are common values for comparison ( Fig. 5 ; at bottom). IC2 is the same as IC1 but with 1mM intracellular K + exchanged for 1mM of intracellular Na + , such that charge is conserved but K + and Na + are not conserved. Similarly, IC3 is IC1, but with some K + extruded and an equal amount of Na + moved into the cell such that charge, Na + , and K + are all conserved. When all ion concentrations are dynamic IC1 and IC3 lead to the same steady state, but IC2 results in a different steady state ( Figure 5A ). If only intracellular ion concentrations are dynamic, however, IC1 and IC2 result in identical steady states, but IC3 leads to a different steady state (Figure 5B) . Finally, keeping all ion concentrations constant leads to different steady states for all initial conditions ( Figure 5C ).
These results demonstrate that the summed amount for each conserved moiety and/or chemostat value determines the steady-state behaviour of cardiac action potential models. To investigate this further, we calculated the values for conserved moieties and chemostats that resulted from each initial condition (Table 2 ; differences from IC1 indicated in bold ). For two sets of initial conditions to achieve identical steady states, all conserved moieties and chemostats must have the same value. Thus under dynamic ion concentrations ( Figure 5A ), IC3 results in the same steady state as IC1 because all conserved moieties have been preserved (Table 2) , whereas, IC2 causes a different steady state because the K + and Na + conserved moieties take on different values. Similarly, when only intracellular ion concentrations are dynamic, IC2 preserves the value of all conserved moieties and chemostats, but IC3 changes the values of the chemostats corresponding to extracellular Na + and K + concentrations (Table 2) , hence the different steady state. When all ion concentrations were held constant, changes in the chemostat values (Table 2) were associated with different steady states for all three initial conditions ( Figure 5C ).
Discussion
In this study, we developed a bond graph model of the cardiac action potential with the aim of resolving the issues of drift and non-unique steady states. Analysis using conserved moieties enabled the discovery of all conservation laws within the model. In addition to the conservation of charge law from previous studies [47, 10, 48] , we found conservation laws corresponding to ions, states of Markov models of channels and transporters, and buffers. Two key advantages of our approach over existing analyses are that it reveals all conservation laws in a comprehensive and systematic manner, and that it is general for all models of the cardiac action potential that can be represented as bond graphs. When simulated over long periods with a nonconservative stimulus our bond graph model displayed solution drift, but it became resistant to drift when ion concentrations were held constant, demonstrating that changes in the value of a conserved charge moiety drive model drift. We also found that two sets of initial conditions can lead to different steady states if the values of their corresponding conserved moieties and chemostats are different, suggesting a strong link between conserved moieties and the steady-state limit cycles of cardiac action potential models. To demonstrate that our approach is general, we tested how the selection of chemostats (i.e. fixed concentrations) influenced drift and steady-states by using variants of our model that were representative of existing models in the literature. Our approach shows that holding ion concentrations constant changes the conserved moieties of the model, which in turn has an effect on the susceptibility of a model to drift and non-unique steady states.
Drift
When paced with a nonconservative stimulus, variants of the model with a charge conservation law underwent drift ( Figure 4A ,B) consistent with previous studies [10, 11] . By observing changes in the charge conserved moiety, the bond graph approach attributes drift to regular perturbations in charge that cannot be restored due to the presence of a conservation law. Whereas previous analyses relied solely on intuition to derive a conservation law corresponding to charge [10, 11] , we note that our approach automatically derives conservation laws and can detect other conservation laws that may be relevant for drift.
As demonstrated, the bond graph method requires construction of a stoichiometric matrix, providing a simple approach to check whether a stimulus current will cause drift. Let v s be a row matrix representing the stoichiometry of the stimulus current (with chemostats removed), N cd be the stoichiometric matrix after removing rows corresponding to chemostats, and G be the left nullspace matrix of N cd . To avoid altering any of the conserved moieties, the stimulus current must have zero contribution to them, i.e. Gv s = 0 (or equivalently, v s needs to lie in the image of N cd ). Thus the model drifts if Gv s = 0. While it is common practice to use K + as the charge carrier for stimulus currents, it is likely that multiple species contribute to the current [10, 8] . Thus the automated approach suggested here is well-suited for checking whether more complex stimulus currents satisfy conservation of charge, as well as other conservation laws within the model. It should be noted however, that while a model satisfying Gv s = 0 will not drift due to violating conservation laws, drift may still occur due to an imbalance of currents throughout the action potential, for instance, in the absence of Na + /K + ATPase, the ionic gradients would gradually disappear in a model with dynamic ion concentrations.
Finally, we believe that this analysis provides a link between the issues of drift and steady states. Our models show that drift due to a nonconservative stimulus current can be attributed to changes in the value of the charge conserved moiety with every stimulus, and accordingly the steady state of the model changes. Model drift then occurs as the solution continually chases a moving steady state.
Effects of initial conditions on steady states
We also found that initial conditions of cardiac action potential models change their steady states through the values of chemostats and conserved moieties ( Figure 5 , Table 2 ). Accordingly, the same perturbation to initial conditions can have different effects on the steady state depending on which species are held constant. Therefore in addition to ensuring that the concentration of ions are physiological, care should be taken to correctly initialise each state of buffers and Markov models of ion channels and ion transporters, as they may contain a significant fraction of total ion abundance. For example, Ca 2+ buffers and SERCA can sequester a significant amount of Ca 2+ and they should be initialised with the correct amount of bound Ca 2+ when multi-state models are used [49] . We note that the difficulty of manually deriving conservation laws increases exponentially as models of cardiac electrophysiology become more complex, and we believe that our approach extends on existing analyses [10, 11] to provide a general method for assessing steady-state behaviour by comparing the values of conserved moieties and chemostats that result from each initial condition.
In the field of biochemical network analysis, there is a well-established dependence of quiescent steady states on conserved moieties, and numerous mathematical techniques for assessing the uniqueness and stability of these steady states have been developed [50, 51] . However, the influence of conserved moieties on limit cycles in an oscillating system that is regularly stimulated has yet to be investigated. Our results hint at similarities between these two fields, and while we only tested the uniqueness of steady states using relatively small perturbations to the initial conditions, it is possible that a set of conserved moieties may have multiple steady states, and greater perturbations may lead to other limit cycles.
The "differential" and "algebraic" methods
The discovery of conservation principles in cardiac electrophysiology has lead to a debate over whether to use the differential or algebraic methods of simulation [10, 7, 11, 47, 48] . The differential method is the calculation of membrane voltage by integrating total current, and the algebraic method is the calculation of membrane voltage using an algebraic relationship derived from charge conservation. We chose the differential method over the algebraic method since it better supports model reuse and modularity -in particular it is easier to modify the equations to select different species as chemostats, and to combine equations when two models are coupled. We note, however, that the algebraic method may reduce computational complexity [20, 10] . In bond graph modelling, the algebraic method can be implemented by using conserved moieties to turn the system of ordinary differential equations (ODEs) into an index-0 differential algebraic equation (DAE) (Eq. 3.48 of [20] ). This method generalises existing algebraic methods to reduce the system of differential equations by using all conserved moieties and not just the conserved charge moiety. While we did not use the algebraic approach, we emphasise that the choice of method relates to numerical approaches for model simulation rather than the underlying physics of the system [10] . Therefore, the differential and algebraic methods are equivalent in conservative systems provided that the initial conditions and values of conserved moieties are consistent.
Integration into whole-cell models
Our bond graph model of the cardiac action potential is the first step towards a fully-integrated whole-cell bond graph model of a cardiomyocyte that couples electrophysiology, signalling, metabolism and mechanics. Modelling studies for the energetic regulation of a cardiac cell exist across the literature [52] , but while some components used in these models are thermodynamically consistent [53, 54] , existing whole-cell models are neither energy-based nor thermodynamically consistent throughout the entire model. Furthermore, because existing experimental and modelling studies use ATP consumption as a proxy for energy consumption, they can only estimate the energy consumption of major energy sinks: the Na + /K + ATPase, SERCA, and crossbridge cycling [55, 52] . A bond graph approach may thus provide more detailed insights into how a cardiac cell uses energy downstream of ATP hydrolysis processes, and help to identify energy-consuming processes. Because the bond graph approach is energy-based it allows us to directly assess energy consumption of the model (in Joules). We found that when normalised against membrane area the cardiac action potential consumes approximately 76% more energy than an action potential in the axon of a giant squid. To the authors' knowledge, this is the first account of energy consumed by electrochemical processes during the cardiac action potential.
Limitations
Because of physical restrictions imposed by the framework not all model components can be directly converted into a bond graph form. Accordingly, we were forced to model ion channels and transporters using Markov states to faithfully represent their underlying physics, however, this produced a model that had numerous states compared to the number of biological processes. While it is reassuring to find that our method of identifying conserved moieties remained robust despite this complexity, simulation of the model was computationally expensive. For the purpose of integrating this action potential model into a larger whole-cell model, it would be useful to have simple model components that reduce computational cost. While current methods for reducing biochemical models in the bond graph framework are not advanced enough to apply to the biological components in this study, we note that bond graphs provide a useful foundation for applying model simplification while ensuring that thermodynamic consistency is maintained [20] .
We also decided to limit the transport processes included in our model to those considered essential for producing a cardiac action potential, while maintaining a limit cycle using dynamic ion concentrations. Our bond graph model omitted many ionic currents due to their small amplitudes, however these channels may have greater contributions under conditions which vary from those tested here. Thus an obvious extension of this work would be the integration of other electrogenic processes within the cardiac membrane. It would be interesting to investigate whether coupling other models requires further tuning of parameters [56] , and whether the presence of physical bond graph parameters changes this process.
When formulating the structure and parameters for a bond graph model of the cardiac action potential (or most other processes), it is possible to either fit against existing mathematical models or the underlying experimental measurements. For all processes in this study excluding the NCX, we developed our bond graph model to reproduce the behaviour of an existing model, in an attempt to re-use existing knowledge about these processes. This approach poses constraints on the bond graph structure used, especially for gating structure. Therefore it would be interesting to develop an approach that assesses bond graph structures as well as bond graph parameters, based on their fits to data [56] . Such an approach may provide a better fit to the data, and uncover insights into the physical mechanisms of ion channels.
Conclusion
In this study we have developed a bond graph model of the cardiac action potential and used this to explore the issues of drift and non-unique steady states. We demonstrate that the analysis of conserved moieties generalises the concept of charge conservation used in earlier studies, and found that changes in conserved moieties can explain drift as well as changes in steady state behaviour. Importantly, holding ion concentrations constant can have significant consequences on both drift and steady states as they change the conserved moieties in the model. Our approach is sufficiently general that it can be applied to any cardiac action potential model which can be represented as a bond graph. We hope that the bond graph approach outlined here will prove useful for the development of future cardiac electrophysiology models, and eventually whole-cell models of the cardiomyocyte.
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A Ion channel modelling A.1 Bond graph structure
In this section, we discuss decisions made in developing models of ion channels. The bond graph structure for the Kp channel is shown in Figure S1 . The other channels have similar structures that follow from the discussion in this section. 
A.2 Current-voltage relations
While thermodynamic properties can be used to determine how membrane voltage and ionic concentrations relate at equilibrium, they do not specify behaviour away from equilibrium. For this purpose, the current-voltage (I-V) relationship defines how the membrane voltage relates to the current through a specific channel. Using bond graphs, it is difficult to incorporate the effects of gating using a linear I-V equation. Therefore we use the Goldman-Hodgkin-Katz (GHK) equation to model ion channels, as it enables relatively simple incorporation of ion channel gating as a physics-based biochemical module [21] . The GHK equation defines a non-linear relationship between current I and membrane voltage V :
where c i and c e are the ion's intracellular and extracellular concentrations respectively [58] . In a bond graph, the GHK equation for current can be described by a modulated Re component with a single modulator (see Figure S1A , left panel), using the constitutive equation from Gawthrop et al. [21] :
As discussed in Gawthrop et al. [21] , setting
gives rise to the GHK equation. Since many ion channels in the Luo-Rudy model are described using a linear I-V relationship, the use of GHK equations requires some approximations.
A.3 Modulation
While the I-V curves describe currents through open ion channels, a formulation for gating is required to describe the number of open ion channels at any given time. In the Hodgkin-Huxley framework, gating is modelled as differential equations that give the proportion of open gates at any given time. We incorporated the effects of gating through a gating affinity A g , which is added to both the forward and reverse affinities of a reaction ( Figure S1A ) to modulate its rate without changing the equilibrium [21] .
A.4 State models
Ion channel models must account for gating and bond graphs require the use of physical components to achieve this. We model gating as transitions between channel states, known in the literature as Markov models [59, 60] . To illustrate, we use the example of a typical Na + channel in which the current I is described by the equation
whereĪ is the current when all channels are open. This can be described using the reaction scheme in Figure S2 , where S 31 represents the open channel. Because individual channel states are modelled, the current depends only on the amount of S 31 and not any of the other closed states. Thus, incorporation into the gating framework described above is intuitive; each state represents a structural conformation of the ion channel and the number of channels in each state are explicitly tracked, facilitating a simple approach to account for the energetics of gating under varying ion channel densities. Figure S2 : Channel states of a Na + channel.
A.5 Voltage dependence of state transitions
The transition rates between open and closed states are voltage-dependent for ion channels.
Hodgkin-Huxley models describe state transitions using ODEs of the form
where g is a gating variable such as m, h or n. In typical Hodgkin-Huxley models, these rates α(V ) and β(V ) are modelled using mathematical expressions on the basis of empirical fits to data. However, due to the physics-based nature of bond graphs, the open and closed states of channels must be explicitly modelled as physical components with a restricted set of constitutive equations. Because common expressions for α(V ) and β(V ) do not obey the laws of thermodynamics, bond graphs are unable to perfectly replicate existing mathematical expressions used for ion channel transition rates. We chose to model state transitions by using the module described in Figure S1B , which results in an exponential voltage-dependence for both the forward and reverse reactions. In the case of the plateau K + channel, the rate of transition from the closed state (C) to the open state (O) is:
where
The parameters α 0 , z f , β 0 and z r are fitted against mathematical equations in the original model, and then used to determine the bond graph parameters. It is acceptable to fit the kinetic parameters α 0 and β 0 to reduce computation time since the equilibrium points of state transitions are not specified.
A.6 Channel-specific modelling issues
For the K and K1 channels, Luo and Rudy [1] describe a dependence of the permeability on the square root of extracellular K + concentration. This was incorporated by assigning an additional extracellular K + stoichiometry of 0.5 to both sides of the ion transport reaction.
Luo and Rudy [1] describe a mechanism whereby the L-type Ca 2+ channel is inactivated by intracellular Ca 2+ , using the function:
This mechanism was incorporated into the bond graph framework through the reaction:
with a dissociation constant equal to K 2 m,Ca . It can be shown that at equilibrium:
Therefore Ca 2+ inactivation was incorporated by applying the reaction in Eq. S12 to each of the states that result from independent d and f gating, using kinetic constants that were sufficiently high to approximate rapid equilibrium.
A.6.3 f-gate of the L-type Ca
2+ channel
Luo and Rudy use the equations from Rasmusson et al. [61] for their L-type Ca 2+ channel f -gate, resulting in U-shaped functions for both the steady-state open probability f ss and time constant τ f . Using the exponential dependence in Eq. S8, f ss must have a monotonic and sigmoidal shape, and τ f must either be bell-shaped or monotonic. As neither the f ss nor τ f could be made U-shaped with the current formulation, we used an alternative mechanism to describe the fgate. We observed that the f -gate activated at both negative and positive voltages, and that the minima of f ss , and τ f of the Rasmusson equations appeared to coincide. We modelled the gate using the reaction network
O 1 with the final reaction assumed to be at quasi-equilibrium. The rationale behind using this three-state model was that: (a) there were two open states, one that activated at negative voltages and one that activated at positive voltages, and; (b) the inactivation parameters could be chosen such that the gate inactivated faster than it activated. The initial spike in membrane potential during an action potential implies that the open probability is unable to change, thus we used a reaction in rapid equilibrium to convert between the two open states; without this, the gate would need to pass the closed states to move between the open states.
Similar to the transition parameters in other gates an exponential dependence on voltage was assumed. Since the mechanism involves a biochemical cycle, a detailed balance constraint was used to determine parameters for the third reaction between the two open states:
The following information was used to parameterise the f -gate:
1. The difference between the steady-state open probabilities in the Luo-Rudy model (f ss ) and bond graph model (f ss,BG ) over the range −90 mV ≤ V ≤ 50 mV. The open probability of the bond graph formulation was calculated by rapid equilibrium arguments [54] :
Differences were taken between the natural logarithms of each of the open probabilities prior to calculating differences to better match lower values. 
Na
+ and L-type Ca 2+ channels). For others, optimisation was required to reduce error between the fitted I-V curve I GHK (V ) (see Eq. S1) and Luo-Rudy I-V curve I LR (V ). In these cases, fitting was weighted towards −90 mV ≤ V ≤ −30 mV for I K1 , −20 mV ≤ V < 30 mV for I K , and 0 mV ≤ V ≤ 60 mV for I Kp . These regions were chosen based on when those channels activated. Where applicable, the optimisation problem was carried out by using particle swarm optimisation followed by a local nonlinear optimiser. The standard concentrations in Luo and Rudy [1] ([Na Table S2 . The permeability was chosen so match the linear equation at the negative of the Nernst potential [21] :
E K same as for the time-independent K + current.
For the L-type Ca 2+ channel, Luo and Rudy [1] use the I-V equation
which resembles the GHK equation, but allows thermodynamic laws to be broken through the use of different partitioning factors γ si and γ so . In the case of the Ca 2+ component of the current, this was resolved by setting both factors to the value of γ Cao , with little effect on the I-V curve. Thus the permeabilities of the GHK equations are calculated as follows: A comparison of the resulting I-V curves is given in Figure S4 . The Na + channel I-V curves appeared to match reasonably well ( Figure S4A) , with some discrepancies at positive membrane potentials. For K + channels ( Figure S4B-D) , we attempted to optimise the fit across voltages that correspond to their physiological function. Accordingly, for I K1 (−90 mV ≤ V < −30 mV), I K (−20 mV ≤ V ≤ 30 mV) and I Kp (V > 0 mV) the I-V curves matched reasonably well in these regions. Discrepancies occurred outside these ranges of voltages, but appeared to only cause minor differences to the currents. In their implementation of I K , Luo and Rudy [1] use a thermodynamically inconsistent I-V equation where the current is nonzero at the Nernst potential for K + . Despite this, bond graph parameters could still be chosen to give a reasonable fit to this I-V equation (Figure S4C ). Because the Luo-Rudy model based their L-type Ca 2+ I-V curves on the GHK equation, there was a far closer match between the bond graph and Luo-Rudy models for these currents, ( Figure S4E ,F) and the K + curve was matched exactly ( Figure S4F ).
B.2 Gating transition parameters
The parameters derived for gate transition are summarised in Table S3 , with further detail described below. A vector quantity p = (α 0 , z f , β 0 , z r ) was optimised based on the quality of fits to the transition parameters, steady-state open probability and time constant in the range −120 mV ≤ V ≤ 60 mV: 
where g is replaced with m, h, j, K1 or X depending on the gate. a(V ) = 1 and a α = a β = a gss = a τ = 1 for the m, h and j gates. For the K1 gate, a(V ) = 1, a α = a β = 0, a τ = 1 and a gss = 1000. For the X gate,
The parameters α g and β g have unit ms −1 and τ g has unit ms. Optimisation was carried out using particle swarm optimisation followed by a local optimiser.
B.2.2 Xi-gate
To give a perfect fit for Xi ss ,
To achieve a time constant of less than 1ms in the range −120 mV ≤ V ≤ 60 mV, we chose
B.2.3 Kp-gate
To give a perfect fit for Kp ss ,
B.2.4 d-gate
To give a perfect fit for d ss ,
K d was chosen to match the peak time constant because that is where changes would be most likely to make a difference given that the time constant is small:
Na current 
Note that the X i and Kp gates were originally formulated as steady-state equations, thus time constants are shown only for matched bond graph parameters.
B.2.5 Model comparison
To assess the quality of fit we compare steady-state open probabilities g ss = α(V )/(α(V ) + β(V )) and time constants τ = 1/(α(V ) + β(V )) ( Figure S5 ). The curves for g ss and τ were generally in agreement however there were some exceptions. In particular, time constants for the Na + channel gates have lower peaks in the bond graph model when compared to the Luo-Rudy model ( Figure S5A-C) , but this did not appear to significantly affect Na + channel function as the peaks were all decreased by a similar proportion, facilitating coordination between opening and closing. Similarly, the time constant τ d ( Figure S5H ) was lower in the bond graph model for some voltages, but given that discrepancies occur at time constants much smaller than the time course of a cardiac action potential we expect that the effects would be negligible. Finally, for the time-dependent K + current X ss is substantially higher at negative voltages so that the bond graph model can provide a better match at positive voltages ( Figure S5E ). The effects of this difference are partially offset by the lower GHK current at negative voltages which are still above the Nernst potential of K + ( Figure S4C ).
C Ion transporters
We used the 15-state bond graph model described in Pan et al. [30] , with a pump density of 4625 µm −2 (0.1178 fmol per cell).
C.2 Na
The NCX was modelled using the bond graph shown in Figure S6 . The reaction scheme was based on the ping-pong mechanism proposed in Giladi et al. [62] , with reactions r1, r2, r4 and r5 modelled by fast rate constants to approximate rapid equilibrium. We assigned voltage dependence to translocation of Na + , based on experimental findings from Hilgemann et al. [63] .
Using similar methods to Luo and Rudy [1] , the NCX model was fitted to the following data, assuming steady-state operation:
1. Dependence of cycling rate on extracellular Na + and voltage, from Kimura et al. [31] .
2. Dependence of cycling rate on extracellular Ca 2+ , from Kimura et al. [31] . Data obtained at V < −50 mV and [Ca 2+ ] e = 1 mM were excluded from the fitting process.
3. To incorporate behaviour for another intracellular Ca 2+ concentration, data from Beuckelmann and Wier [32] were used. Data obtained at V < −120 mV were excluded from the fitting process.
Parameters of the model were identified using particle swarm optimisation followed by a local optimiser, and a comparison between the model and data is shown in Figure S7 . The model closely matched the data describing extracellular Na + dependence ( Figure S7A ). Reasonable fits were obtained for the other data, although there was some discrepancy at negative voltages in Figure S7B . There was some difference between the model and data from Beuckelmann and Wier [32] (Figure S7C) , although this appears to have resulted from differences in the equilibrium point.
The cycling velocity was normalised to 700 s −1 at the normalisation point of Figure S7A to approximately match experimental currents at a membrane capacitance of 200 pF and 300 sites per µm −2 . To ensure that the exchanger current had a similar magnitude to that of Luo and Rudy [1] , we used a site density of 170 µm −2 (0.0043 fmol per cell) in our cardiac action potential model. with the dissociation constants K d,TRPN = 0.5 µM and K d,CMDN = 2.38 µM. The total concentrations of each buffer were 70 µM for troponin and 50 µM for calmodulin. The reactions were modelled using sufficiently fast kinetic constants to approximate rapid equilibrium, and the amount of Ca 2+ bound to each buffer was initialised to the value at equilibrium for the initial intracellular Ca 2+ concentration of 0.12 µM.
E Bond graph parameters E.1 Calculating bond graph parameters
Bond graph parameters were found by using an extension of the method presented in Gawthrop et al. [23] . The kinetic parameters and bond graph parameters can be related through the matrix equation
k + is a column vector consisting of the forward kinetic constants, k − is a column vector consisting of the reverse kinetic constants, N f and N r are the forward and reverse stoichiometric matrices respectively, κ is a column vector of bond graph reaction rate constants, and K is column vector of thermodynamic constants. To account for the volumes of each compartment, W is a diagonal matrix where the i-th diagonal element is the volume corresponding to i-th bond graph component (either a reaction or species). Depending on compartment, the elements corresponding to each ion were set to either the intracellular volume of W i = 38 pL or the extracellular volume of W e = 5.182 pL. All other diagonal entries were set to 1. Assuming that detailed balance constraints are satisfied, a solution to Eq. S71 is
where M † is the pseudo-inverse of M. All parameters were identified using T = 310 K.
For reactions involved in ion transport that use the GHK equation, both the forward and reverse rate constants were set to P/x ch , where P is the permeability constant found by fitting to Eq. S1, and x ch is the total number of channels. The values of x ch used for each channel are given in Table S4 . Since the bond graph paramters of the NCX model were fitted to kinetic data, the bond graph paramters were converted back to kinetic paramters [23] to parameterise the action potential model. F Charge conserved moiety
In 
