The dipole radiation from an oscillating charge is treated using the Hamiltonian approach to electrodynamics where the concept of cavity modes plays a central role. We show that the calculation of the radiation field can be obtained in a closed form within this approach by emphasizing the role of coherence between the cavity modes, which is discarded in the calculation of the radiation power. We believe that this simple case can elucidate some basic questions students pose when introduced to quantum electrodynamics or perturbation theory in quantum mechanics.
Introduction
The Hamiltonian approach to electrodynamics, also known as the field oscillator approach [1, 2] , is an appealing alternative to conventional techniques in dealing with electromagnetic radiation problems. This approach is more in the spirit of perturbative formalism in quantum mechanics, where eigenstates of the unperturbed Hamiltonian are used as a convenient basis for expansion of the actual solution of the problem considered. In general, expansion coefficients are functions of time. In the Hamiltonian approach in classical electrodynamics the basis consists of standing waves in a large, suitably chosen cavity with known boundary conditions for the fields. The equations for the expansion coefficients closely resemble the familiar equations for the amplitudes of forced oscillations of an undamped pendulum. They can easily be solved and used to express the radiation power for many, at first sight unrelated, radiation problems, such as the oscillating point charge, the charge moving through an undulator, Cherenkov and transition radiation, etc.
This approach therefore unifies and elucidates the very essence of fundamental questions regarding many quite different radiation processes. Moreover, all this applies to the calculation of radiation power. It was our aim to investigate how suitable is the formalism if one aims to obtain the radiation field itself. We show that the formalism is still attractive and leads to exact forms of the field, although not so elegant as those appearing when radiation power is sought. Calculation of fields, however, not just radiative power, is important from the didactic point of view. It alerts students to the fact that coherence between oscillators is of paramount importance since it automatically ensures the propagation of light with constant speed c and the correct radial and angular dependence of field amplitudes and the correct polarization. The only drawback of the method perhaps lies in the preparation of Maxwell's equations in the Hamiltonian form. This may be the reason the method is seldom mentioned in standard textbooks of classical electromagnetism.
In the following section, we transform the Maxwell's equations into their Hamiltonian form. We apply the resulting equations to find the familiar expression for radiation power for an oscillating charge in a vacuum. In the last section, we show the steps necessary to arrive at the corresponding radiation field.
Basic equations
The Maxwell's equations in a vacuum are
∇ j e = − ∂ e ∂t .
We now introduce vector potential A and scalar potential , which are the functions of space r and time t. From ∇ B = 0, we conclude that B can be expressed as a rotor of the vector potential A since ∇ B = ∇(∇ × A) = 0.
The magnetic and electric fields then follow from the equations
We now introduce an important step by dividing the electric field E into its longitudinal component and source-less transversal component,
with ∇ E tr = 0 throughout space and ∇ × E l = 0. We further require that the vector potential A describe only the transversal field, which is equivalent to the condition ∇ A = 0. This condition is well known as the Coulomb gauge. We therefore have
Since the magnetic field condition ∇ B = 0 is always valid, we see that the magnetic field is entirely transversal: B tr = B. We now evaluate the total energy of the electromagnetic field:
For a closed system where the potential vanishes at large distances from the charges, the integral of the cross-term is zero: ε 0 E l E tr dV = 0. To prove this, consider the identity involving the product of a scalar field U and a vector field C:
and U = , bearing in mind that ∇ A = 0, we have
The integral is then
Here K R denotes a large sphere of radius R and surface area S R . The vector N is the unit vector normal to the surface S R : d S = N dS. Since the transversal field E tr lies in the plane tangential to the surface, the vectors E tr and d S are orthogonal, so their scalar product is zero everywhere on the surface. For sufficiently large values of R, the field E tr , for times t < R c , vanishes on the surface S R :
so it follows that
The energy of the field is therefore the sum of the transverse and longitudinal fields. The longitudinal part is not relevant when radiation is concerned and can be omitted. We consider just the transversal part, which is governed by the vector potential A:
Expansion of the vector potential A in a Fourier series
The next step towards the final equations is expansion of the vector potential in the form:
where the expansion coefficients q λi (t) are the functions of time. The field is confined in a cubic box with volume V = L 3 , L being the edge of the cube. It is appropriate to choose the building blocks A λi for i = 1, 2 in the form
(16) They form a full orthonormal set of wave vectors k λ that satisfy the so-called box quantization
where (n x , n y , n z ) are integers and index λ indicates the triple integers (n x , n y , n z ). The factors 1/( √ V ε 0 ) and √ 2 stand for the convenient normalization condition, equation (18). The unit vector e λ indicates the polarization of the electric field and is perpendicular to the wave vector k λ . In the case when the polarization is not known, one can expand the vector e λ into two orthogonal components corresponding to the detection arrangement.
The orthogonality is then expressed as
From
the energy of the transversal fields can be written as
In a vacuum, the simple dispersion relations c 2 k
λ and c 2 = 1/(ε 0 μ 0 ) hold. We see that if the coefficients q λi (t) are known, the transversal part of the field energy can be determined, as well as the transversal fields themselves. Furthermore, the energy is the sum of the energies of individual components, and the form of those contributions coincides with the expression of the energy of an undamped harmonic oscillator as a function of its displacement. This is the reason the method is sometimes called the 'field-oscillator method'.
Equations for coefficients q λi
The equations for q λi can easily be obtained from the equation for the vector potential A which follows directly from equation (3) using the well-known relation
Using
Using the identities
we can evaluate the Laplace operator on the components of the vector potential A λi :
The relation obtained, together with equation (26), gives
Multiplying both sides of the equation by A μj and integrating over the whole volume V of the 'box', one obtains
Following the argument leading to equation (13), the second term in the integral on the right-hand side of the equation is equal to zero. We finally obtain the basic equation of the method:q
For a point charge at r e (t) moving with velocity v(t) we have
Here δ is the Dirac delta-function. Equation (32) then has the form
and written explicitly one obtains
Equations (33) and (34) represent driven harmonic oscillators with natural frequencies ω μ . The transversal electromagnetic field is therefore viewed as a set of harmonic oscillators which are coherently driven by a 'force'. The solutions of such equations can often be obtained in a closed form. In many radiation problems, the 'force' is a harmonic function which further simplifies the treatment. Let us now see how we can use this approach to solve the familiar problem of dipole radiation.
Dipole radiation
To keep the task as simple as possible, we observe a charge e 0 , oscillating with given frequency ω 0 along the z-axis with amplitude z 0 :
The corresponding velocity is then
Let us consider the oscillator with the wave vector k λ :
where γ and α are the usual spherical coordinates, as shown in figure 1 . The polarization vector e λ , given by
lies in the plane of the vectors v and k λ and is perpendicular to k λ . It is chosen in such a way that the scalar products on the right-hand side of equations (33) and (34) reach their maximum absolute value. The polarization vector e μ , perpendicular to the chosen one, produces no 'force' on the oscillator. The oscillator equations for the chosen polarization vector arë
Above we assumed that the amplitude z 0 is much smaller than the wavelength of the emitted radiation, so that cos( k λ r e (t)) ≈ 1 and sin( k λ r e (t)) ≈ 0. We start with no transversal field at the moment t = 0 so the initial conditions are which determine the solution
This solution exhibits the well-known resonance phenomenon of many undamped oscillators. In the large time limit, only those oscillators with natural frequencies ω λ that are close to the driven frequency ω are strongly excited. 'Snapshots' of q λ1 (t) at two different times as functions of the ratio ω λ ω 0 are shown in figure 2. We are now ready to calculate the radiation power of an oscillating point charge.
Radiation power H tr in equation (24) is given by
Rearranging: and omitting the terms H (equation (40)), which are either constant or do not increase with time in the large time limit:
It is convenient to replace the summation in equation (41) by the integral. The number of oscillators whose vectors k λ lie within the solid angle d and have natural frequencies in the interval between ω λ and ω λ + dω λ is well known from statistical mechanics ( [4] ):
Namely, in the limit where the size of the box L → ∞ the distance between neighbouring natural frequencies tends to zero, so the frequency spectrum becomes more and more dense. The number of natural frequencies dN λ in the interval dω λ and per solid angle d is given by equation (42). The transition from summation to integration is a standard procedure in Fourier analysis of non-periodic functions. The sum is therefore replaced by the integral λ → 1 2 dN λ . The factor 1 2 takes into account that instead of plane waves we are dealing with standing waves as building blocks where energy travels in the direction of + k λ , as well as in − k λ . Thus, we obtain for H tr :
In the large time limit, we arrive at the radiated power 
The magnetic field follows from the last equation: 
The integration over α then gives 
