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Abstract
An abstract form of the classical approximate sampling theorem is proved for functions on a locally compact
abelian group that are continuous, square-integrable and have integrable Fourier transforms. An additional
hypothesis that the samples of the function are square-summable is needed to ensure the convergence of
the sampling series. As well as establishing the representation of the function as a sampling series plus
a remainder term, an asymptotic formula is obtained under mild additional restrictions on the group. In
conclusion a converse to Kluvánek’s theorem is established.
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1. Introduction
Band-limited analogue signals are commonly modelled by continuous, square-integrable (cor-
responding to finite energy) functions with frequencies contained in a bounded interval. The
celebrated Whittaker–Kotel’nikov–Shannon (WKS) Sampling Theorem, stated below, provides
a formula for the reconstruction of such signals when the frequency band is an interval [−w,w]
by means of regularly spaced samples taken at the so-called Nyquist rate of 1/(2w) samples per
second (accounts and further references are given in [9,28,29]). In addition, Hans Feichtinger of
the Numerical Harmonic Analysis Group (NUHAG) at the University of Vienna has drawn the
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authors’ attention to the NUHAG website [35]; this is a comprehensive and up to date source of
information about sampling theory and a wide range of related results. He has also pointed out
that the function class F2 ∩ 2(H ) (definitions are found in (3) and Section 4.2), which features
largely in the present study, is closely connected to the notion of Wiener amalgam spaces. These
spaces incorporate information of L p type and q type and can be formulated over LCA groups.
The Wiener amalgam spaces have a wide range of uses and encompass particular cases of L p
spaces and also Wiener Algebras. The definitions of Wiener amalgam spaces are too lengthy to
include here; background and further references can be found in [20].
The Fourier transform f ∧ of f is taken to be
f ∧(u) :=
∫
R
f (t)e−2iut dt.
Theorem 1. Let w > 0 and let f :R → C be a continuous square-integrable function with
Fourier transform vanishing outside the interval [−w,w]. Then f has a representation
f (t) = 1
2w
∞∑
k=−∞
f
(
k
2w
)
sin 2w(t − k/2w)
(t − k/2w) , (1)
where the convergence is absolute, uniform on R and (1) holds in the L2(R) norm. Moreover
∞∑
k=−∞
∣∣∣∣ f
(
k
2w
)∣∣∣∣2 = 2w‖ f ‖22. (2)
1.1. The approximate sampling theorem
A more general and, in the light of the Paley–Wiener theorem, a more realistic model of an
analogue signal would not have its spectrum confined to a bounded interval and thus the recon-
struction using the Nyquist rate corresponding to the interval would be—at best—approximate.
This ‘undersampling’ causes different frequencies to be indistinguishable and can cause ‘aliasing’.
This can arise in movies when the frame speed is too low and can make the spokes of spinning
wheels appear to spin more slowly or even backwards.
The aliasing error estimate or approximate sampling theorem (Theorem 2), due originally to
Weiss [39], has subsequently been proved in different forms under different hypotheses (see
[7,12,13,16,28], Section 11.3). Brown obtained it under the single hypothesis that f should be
the inverse Fourier transform of an L1 function [11], less restrictive than the hypotheses of
Weiss (Brown also covered the bandpass case where the spectrum is supported on two intervals
symmetric about the origin). Boas [10] proved the result under the same hypothesis, using the
Poisson summation formula as a guide to the method of proof which might thus be referred to
as a ‘proto-Poisson method’. Butzer et al. [13] prove the result for the class F2 defined below in
(3). Their work makes essential use of Lebesgue’s dominated convergence theorem and special
properties of classical Fourier series.
The function class
F p := { f : f ∈ L p(R) ∩ C(R), f ∧ ∈ L1(R) ∩ Lq (R)}, 1
p
+ 1
q
= 1, 1 p < ∞
is used in [12,13,16]. In [13], a variety of L p(R) sampling and approximate sampling theorems
for f ∈ F p, 1 p < ∞ are discussed and a remarkable equivalence between the Classical L p(R)
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Sampling Theorem (their Theorem A) and the L p(R) Approximate (or Generalized) Sampling
Theorem (their Theorem B) is established.
Theorem 1 is the Classical Sampling Theorem in the case p = 2; note that when p  2, the
norm equation (2), which plays an important role in the abstract theory discussed below, cannot
be inferred. In this paper we shall consider only the case p = 2, when the class F p reduces to
the set
F 2 := { f ∈ L2(R) ∩ C(R): f ∧ ∈ L1(R)}, (3)
which contains the Paley–Wiener space PW[−w,w], given by
PW[−w,w] = { f ∈ L2(R) ∩ C(R) : f ∧(v) = 0 for almost all v /∈ [−w,w]} (4)
and is fundamental to classical sampling theory (see [28, Section 6.6]). The condition in F 2 that
f ∈ L2(R) differs from those of Brown and Boas. This square-integrability condition, which
corresponds to finite energy, and the relaxation of the band-limitation condition in Theorem 1,
are both natural.
The L2(R) Approximate (or Generalized) Sampling Theorem (Theorem B in [13]) is now stated
in a form suited to the present paper.
Theorem 2. Let f ∈ F 2. Then for each w > 0, t ∈ R,
f (t) = 1
2w
∞∑
k=−∞
f
(
k
2w
)
sin 2w(t − k/2w)
(t − k/2w) + (Rw f )(t),
where the remainder term Rw f satisfies
|(Rw f )(t)|2
∫
|v|w
| f ∧(v)| dv. (5)
In addition,
f (t) = lim
w→∞
1
2w
∞∑
k=−∞
f
(
k
2w
)
sin 2w(t − k/2w)
(t − k/2w) (6)
uniformly for t ∈ R.
Following a standard notation [13], we write
(Sw f )(t) :=
∞∑
k=−∞
f
(
k
2w
)
sin 2w(t − k/2w)
2w(t − k/2w) = f (t) − (Rw f )(t). (7)
The remainder term Rw f corresponds to the aliasing error. Clearly Rw f vanishes for functions
with Fourier transform f ∧ vanishing almost everywhere outside the interval [−w,w], so that
Theorem 2 reduces immediately to the first part of the WKS sampling theorem. This can be
expressed as
Sw f = f.
The partial sums of the sampling series provide a means of approximation, though the rate of
convergence is slow. An operator with a more general kernel than the sinc function is defined
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in [14] but note the different normalization of the Fourier transform. For more on the classical
theory, see [16,32]; for more general results, see [1,2].
The purpose of this paper is twofold. First we generalize Theorem 2 to the setting of locally
compact abelian groups working with an abstract formulation of the function class F2, but with
the additional hypothesis that the samples of f be square-summable. This is done in Section 4,
where the analogue of (5) is established and in Section 5, where an asymptotic formula is derived.
Secondly, in Section 6 using some similar arguments and perturbation techniques, we obtain a
converse to a slightly stronger form of Kluvánek’s theorem.
2. The abstract setting
2.1. Background
In [33], Kluvánek took the natural step of extending the WKS theorem to the abstract setting, in
which the real lineR and Lebesgue measure are replaced by a locally compact abelian group G with
Haar measure mG (more details are given below). This setting provides an elegant, general and
unifying framework which covers a wide variety of seemingly disparate sampling results [27] and
attracts continuing interest. In particular the abstract setting automatically includes ‘multi-band’
signals. Thus it includes the case of square-integrable continuous functions on Euclidean space
Rn with Fourier transforms supported on sets more general than intervals or rectangles centred
at the origin [18]. As other examples, it lends itself to applications in computer tomography
and numerical integration [19] and in signal processing (see [4] and references therein). The
abstract setting also reveals dual relationships explicitly, e.g., the reciprocity relations for the
group measures in (11).
Faridani [19] obtained some very general ‘periodic’ sampling results in an L1(G) setting in
which the Poisson summation formula holds. The sampling sets consist of finite unions of shifted
cosets of one subgroup. Behmard and Faridani take a different approach in [8], where non-
periodic or ‘interlaced’ sampling sets, which consist of unions of cosets of distinct subgroups, are
considered for L2(G) functions. These functions are ‘band-limited’ in the sense that their Fourier
transforms vanish outside a finite union of compact sets and so are automatically integrable;
Corollary 3.3 in [8] is the corresponding extension of Theorem 3.2 (Kluvánek’s theorem).
In a substantial paper [22], Führ and Gröchenig discuss sampling theorems in the difficult
general case of non-abelian locally compact groups (see also [30]). They analyse sampling in
reproducing kernel spaces using ideas from functional analysis, obtaining essentially a sampling
theorem for wavelets and another for nilpotent Lie groups. Faridani also obtained an abstract
approximate sampling theorem when the sampling sets are finite unions of cosets of a subgroup
for integrable functions with integrable Fourier transforms [19, Theorem 3.6]. This specializes
to an L1 abstract approximate sampling theorem [19, Corollary 3.7]. Such a theorem is also
discussed briefly in [3], also using Poisson summation and so implicitly assuming integrability.
No asymptotic formulae were obtained in these papers.
At the Sampling Theory and Applications meeting held in Samsun, Turkey, in July 2005, Paul
Butzer raised the question of whether Kluvánek’s theorem [18,33], stated as Theorem 4, implies
an abstract approximate sampling theorem, in the same way as in [13] cited above. This paper
arose out of an attempt to do this by adapting [13] in the case p = 2 to locally compact abelian
groups. Thus in the present paper we consider square-integrable functions with integrable Fourier
transforms. But the arguments employed in [13] do not carry over as they rely on special properties
of functions on the real line or on the Poisson summation formula. Some of these properties, such
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as bounded variation, lie outside abstract harmonic analysis, and while it is possible to make some
progress by using the form of Poisson’s summation formula in [37], either the functions have to
be integrable or there have to be stronger conditions than integrability, such as compact support,
on the Fourier transform.
However, an abstract approximate sampling theorem (stated as Theorem 4) can be proved under
the additional hypothesis that the samples of the square-integrable function f are square-summable.
The proof uses a Poisson-type argument which supersedes that in [3].
2.2. Definitions and notation
In the abstract setting, the real line R and Lebesgue measure are replaced by a locally compact
abelian group G with Haar measure mG , which are now described briefly. As usual the statement
that a property holds for (Haar) almost all points in a subset of G is to be interpreted as holding
for all points in the set except for a null set. Details about further definitions and notation from
abstract harmonic analysis can be found in [3,17,24,25,36,38]. A brief account relevant to this
paper is in [6]. Throughout G will be a locally compact abelian group with translation invariant
Haar measure mG , Haar integral∫
G
f (x) dmG(x) =
∫
G
f
and dual of G consisting of the abelian group of continuous homomorphisms (or characters)
: G → T1, where T1 is the unit circle. The dual is also a locally compact abelian group which
will be denoted by . Moreover the dual group of  is isomorphic to G. In view of this duality,
the value at x ∈ G of a character  of  is a unimodular complex number is written (x, ). Note
that (0, ) = 1 = (x, 0) and that (x, ) (x, ) = 1.
Let  be a subgroup of , with m normalized so that the Weil coset decomposition formula∫

() dm() =
∫
/
∫

(+ ) dm() dm/([]) (8)
holds for suitable : → C (see [25, Section 28.54(iii)] or [36, Section 2.7.3]). The annihilator
⊥ = {x ∈ G: (x, ) = 1 for all  ∈ }
of  is a closed subgroup which we will write H and which satisfies H⊥ = ⊥⊥ =  [38,
Lemma 2.1.3]. The annihilator H corresponds to the sampling set Z/2w in Theorem 1 and is iso-
morphic to the dual of /, i.e., H(/)∧ (algebraically and topologically) [38,
Theorem 2.1.2]. The annihilator H of  will be identified with the dual (/)∧.
The Fourier transform f ∧: → C of the function f ∈ L1(G) is given by
f ∧() =
∫
G
f (x)(x,−) dmG(x)
and is continuous and vanishes at ∞ (i.e., f ∧ ∈ C0()). For each  in L1(), the function
∨: G → C given by
∨(x) =
∫

()(x, ) dm() (9)
is in C0(G).
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Let f : → C and  ∈ G. The ‘shift’ function f: G → C, defined by
f(t) = f (t + ),
plays a useful role. It is readily seen that its Fourier transform f ∧ satisfies
f ∧ () = (, ) f ∧(),
so that f ∧ and ( f)∧ have the same modulus and vanish on the same set.
The Haar measure m on  will be normalized so that the inversion formula
f (x) =
∫

f ∧()(x, ) dm()
holds almost always for suitable f (see [38, Section 1.5] or [25, Theorem 31.17]).
An analogue of Plancherel’s theorem holds for locally compact abelian groups. The Fourier
transform can be extended from the dense subset L1(G)∩ L2(G) of L2(G) to the whole of L2(G)
by continuity to give an operator ∧: L2(G) → L2(). This operator is unitary in the L2 sense
that
∫
G | f |2 =
∫
 | f ∧|2, with inverse ∨: L2() → L2(G), again in the L2 sense, so that for
f ∈ L2(G), ∫G | f − f ∧∨|2 = 0. If two functions f, g in L2(G) are equal in the L2 sense
(i.e., ∫G | f − g|2 = 0), so that they agree except on a set of Haar measure 0 or Haar null set,
we write f ∼ g, so that for f ∈ L2(G), f ∼ f ∧∨ [25, Section 31, 38]. It is convenient to
use the extension of the support of a function to functions in L2(G). Thus the support supp f of
f ∈ L2(G) is that of an equivalent function with minimal support, more precisely
supp f :=
⋂
g∼ f
cl{x ∈ G: g(x)0}.
In particular,
supp( f)∧ = supp f ∧. (10)
The Haar measure m/ of / is normalized so that the corresponding inversion formula
(9) holds (with G replaced by / and  by H). The Haar measures of H and G/H are also
normalized so that the Weil formula (8) holds for G and H and so that the corresponding inversion
formula (9) holds (with G replaced by G/H and  by ). From this, the reciprocity relations
m({0}) mG/H (G/H ) = m H ({0}) m/(/) = 1 (11)
follow [3, (10.4.5)]. Note that the Haar measure is not normalized unnecessarily, allowing finite
groups to be accommodated without ambiguities and revealing nice relationships between the
measures of various groups (e.g., (11) and (12)).
The quotient group / has a complete set of coset representatives, sometimes referred to as
a fundamental domain [31] or a transversal, the terminology we will use. Transversals are not
unique and there is always a measurable one [21]. Note that while the quotient group is compact,
the transversal is only of finite measure. For example, when G = R and  = 2wZ, the quotient
group R/(2wZ)S1 is compact and [−w,w) is a transversal; indeed unbounded transversals
are possible (see [5, Section 4]). By definition,  consists of one and just one point from each
distinct coset [] = + , i.e.,∩ (+ ) consists of a single point in. Thus translates of by
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non-zero elements in  are disjoint. Further, using coset decomposition (8), it is straightforward
to verify that the Haar measure of the transversal  of the compact group / satisfies
m() = m({0})m/(/) < ∞,
whence
m() =
m({0})
m H ({0}) . (12)
Note that since  is discrete and countable, the sum
∑
∈
(+ ) = 1
m({0})
∫

()dm()
and is constant on cosets [] = + . As H is also discrete and countable, the same observation
holds for H.
3. Kluvánek’s theorem
We assume from now on that  is a discrete countable subgroup of  such that H = ⊥ is
countable and the quotient group / is compact. These assumptions are not serious restrictions
since any connected locally compact group always contains a discrete finitely generated subgroup
such that the quotient group is compact [34, Section 2.21]. It follows that the transversal  of
/ has finite measure and that by duality, H = /∧ is discrete.
3.1. F2(G) and the abstract Paley–Wiener space PW(G)
Next, an abstract analogue of the classical function class F2 (see (3)) is defined for the locally
compact abelian group G and its dual group , with  a measurable transversal of the compact
quotient group /:
F 2(G) := { f ∈ L2(G) ∩ C(G): f ∧ ∈ L1()}.
The abstract analogue of the Paley–Wiener space PW[−w,w] (see (4)) is
PW(G) = { f ∈ L2(G) ∩ C(G): f ∧() = 0 for almost all  /∈ }
= { f ∈ L2(G) ∩ C(G): supp f ∧ ⊆ }
and is a subset of F2(G) when m() < ∞, since (
∫
 | f ∧|)2 (
∫
 )(
∫
 | f ∧|2). The function
∨: G → C given by
∨(t) =
∫

()(t, ) d =
∫

(t,	) d	
is the inverse Fourier transform of the characteristic function of ; it is continuous, positive
definite with norm ‖∨‖2 given by
‖∨‖22 =
∫
G
|∨(t)|2 dt = m().
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Moreover since / is compact, for each h ∈ H = ⊥, ∨(h) = m() 
h,0 (Kronecker
delta) or
∨(h) =
∫

(h,	) d	 =
{
m() if h = 0,
0 if h0 (13)
and the family {(h, ·) : h ∈ H} is an orthogonal basis for L2() [38, Theorem 1.2.5]. Thus
the transformed family {∨(· − h) : h ∈ H} is an orthogonal basis for the abstract Paley–Wiener
space PW(G) [33]. These bases are fundamental in the proof of Kluvánek’s theorem.
3.2. The statement of Kluvánek’s theorem
Kluvánek’s harmonic analysis version of the WKS theorem is now stated using an abstract
sampling operator SH f , based on the classical operator ((7) and [13]). For each f : G → C write
formally
(SH f )(t) := 1
m()
∑
h∈H
f (h)∨(t − h) =
1
m()
lim
n→∞
n∑
j=1
f (h j )∨(t − h j ), (14)
where h j = 1, 2, . . . is an enumeration of H.
Note that in Theorem 2, H = Z/2w and SH is written Sw instead of SZ/2w. Kluvánek’s theorem
is now stated in a form suited to our purposes [18,33].
Theorem 3. Let G be a locally compact abelian group for which its dual group  has a discrete,
countable subgroup  such that / is compact with measurable transversal  and with the
annihilator ⊥ = H of  countable. Suppose f ∈ PW(G). Then m() < ∞ and f has a
representation
f (x) = (SH f )(x) = 1
m()
∑
h∈H
f (h)∨(x − h), (15)
which holds absolutely pointwise and uniformly in G and in the L2(G) norm. Furthermore∫
G
| f |2 = 1
m()
∑
h∈H
| f (h)|2. (16)
This version differs slightly from that of Kluvánek [33] by making  (the lattice or disjoint
translates group) the starting point instead of the sampling set H (see [3,18]); this has advantages
in signal processing applications where an efficient sampling rate is desired for a given spectrum.
The transversal can be replaced by a subset and this version is used in discussing a converse in
Section 6. The support supp f ∧ of f ∧ can be taken to be a set A which except for a null set is a
subset of the transversal  set, with ∨A replacing 
∨
 [6, Theorem 318, Theorem 1]. Behmard and
Faridani extended Kluvánek’s theorem to continuous functions in L2(G) with Fourier transform
vanishing outside a subset of a finite number of translates of  [8].
The square-summability over H of functions in F 2 plays an important role in this paper but
has to be assumed separately for the approximate Kluvánek theorem below. On the other hand
that of x∨(t − x) follows from (16) in Kluvánek’s theorem.
M.G. Beaty et al. / Journal of Approximation Theory 160 (2009) 281–303 289
Corollary 1. For each t ∈ G,∑
h∈H
|∨(t − h)|2 < ∞.
Proof. It is clear that ∨(t − x) belongs to the Paley–Wiener space PW(G). Then from (16),∑
h∈H
|∨(t − h)|2 = m()
∫
G
|∨(t − x)|2 dmG(x) = m()
∫
G
|∨(x)|2 dmG(x)
= m()‖∨‖2L2(G) = m()‖‖2L2() = m()2. 
4. An approximate form of Kluvánek’s theorem
As in the classical case, it is natural to ask what happens to the representation (15) of a function
f when its Fourier transform is merely integrable and does not necessarily vanish outside a set
of finite measure. An abstract approximation theorem analogous to the classical case would
express a continuous, square-integrable function f in terms of an abstract version of the sampling
series, together with a suitable error or remainder term. Although we obtained an L2(G) analogue
(see Theorems 4, 5 and 6), we were not able to establish the surprising equivalence between the
classical WKS theorem and the approximation theorem established in [13], as we had to introduce
a square-summability hypothesis and use a Poisson-type argument. Moreover the dependence on
Kluvánek’s theorem is partial and indirect.
4.1. The statement of the abstract approximate sampling theorem
The abstract analogue (in L2(G)) of Theorem 2 is now stated in terms of the abstract sampling
operator SH f (14) and we consider the representation
f (t) = (SH f )(t) + (RH f )(t),
where RH f = f − (SH f ) is the remainder term. The question of convergence and conditions
needed for f will be deferred to Section 4.4. Recall, however, that in the real case when G = R
and f ∈ F 2, Theorem 2 (which is Theorem A in [13] with p = 2) implies that f = SH f +RH f
pointwise.
Theorem 4. Let G, ,, and H be as in Theorem 3. Suppose that f ∈ F 2(G) and f ∈ 2(H ).
Then
f (t) = (SH f )(t) + (RH f )(t),
where RH f satisfies
|(RH f )(t)|2
∫
\
| f ∧()| dm().
The operator RH is also a generalization of the remainder Rw in the classical case (see
Theorem 2). Faridani’s upper estimate for the error |(RH f )(t)| for f ∈ L1(G) [19, Corollary
3.7] reduces to that in Theorem 4.
An analogue of the asymptotic formula (6) requires more precise information about the groups
 and , available from the structure theory of locally compact abelian groups, and two versions
are obtained below (Theorems 5 and 6). We now begin the proof of Theorem 4.
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4.2. The square-summability of f : H → C
Kluvánek’s theorem implies that the samples f (h), h ∈ H , of the function f satisfy∑
h∈H | f (h)|2 < ∞, i.e., f ∈ 2(H ), ensuring that the representation formula for f ∈ PW(G)
is well-defined. This property is needed in an extension of Kluvánek’s theorem where the Fourier
transform is supported on a larger region than  [8, Corollary 1]. The proof of the abstract ap-
proximation theorem in the L2(G) setting given here also requires that f ∈ 2(H ). In the classical
case (see [11]), this restriction is not needed for absolute and uniform convergence but is for
sampling series results in L p(R) [13, Section 3.1]. Indeed the norm equation (2) can be viewed
as a Plancherel formula and is equivalent under fairly general conditions to the representation (1)
[5]. It is interesting that square-summability is also plays a part in the converse results discussed
in Section 6.
The condition f ∈ L2(G) can be interpreted as the energy of the signal being finite. Square-
summability or f ∈ 2(H ) amounts to assuming that the energy of the discrete ‘sampled’ signal
f : H → C is also finite. This is physically reasonable and also a mild restriction in the sense that
the result is ‘almost always’ true, because it can be shown that F(t) =∑h∈H | f (t + h)|2 is finite
for almost all in t ∈ G, as in the proof of Theorem 9. Of course we cannot deduce that f ∈ 2(H ),
since the above series does not necessarily converge pointwise, so that there is no guarantee that
we can take t = 0. For the rest of this section and the next (Section 5), f will lie in 2(H ).
4.3. Sums of translates and auxiliary functions
Define formally the function  on  by
() :=
∑
∈
f ∧(+ ).
Lemma 1. Let f ∈ F 2(G). The function  is invariant under translations by elements of , is
defined almost everywhere on , lies in L1() and induces a function ˜ in L1(/) where
˜([]) = ().
Proof. The function : → [0,∞], given by
() :=
∑
∈
| f ∧(+ )|,
is invariant under translates by  and so induces the function ˜:/ → [0,∞] given by
˜([]) = ().
Now f ∧ ∈ L1() and by Weil’s formula [25, Theorem 28.54],
∞>
∫

| f ∧()| dm() =
∫
/
∫

| f ∧(+ )| dm/([]) dm()
= m({0})
∫
/
⎛
⎝∑
∈
| f ∧(+ )|
⎞
⎠ dm/([]) = m({0})
∫
/
˜, (17)
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and ˜ ∈ L1(/). But |˜([])|˜([]), so that ˜ ∈ L1(/) and ˜ is defined almost everywhere
on /. Thus from its definition  is defined almost everywhere on . Moreover  ∈ L1(),
since
∫
/ |˜| = m({0})
∫
 ||. 
Lemma 2. Let f ∈ F 2(G) and f ∈  2(H ). Then the Fourier transform of ˜ is given by
˜
∧(h) = 1
m({0})
f (−h).
Proof. The (continuous) Fourier transform ˜∧: H → C of ˜ is given by
˜
∧(h) : =
∫
/
˜([])(h,−[]) dm/([])
=
∫
/
⎛
⎝∑
∈
f ∧(+ )
⎞
⎠ (h,−[]) dm/([])
=
∫
/
⎛
⎝∑
∈
f ∧(+ )(h,−− )
⎞
⎠ dm/([]),
since  ∈  = H⊥ implies that (h,−− ) = (h,−). Hence
˜
∧(h) = 1
m({0})
∫
/
(∫

f ∧(+ )(h,−− ) dm()
)
dm/([])
= 1
m({0})
∫

f ∧() (h,−) dm() =
1
m({0})
f ∧∧(h)
= 1
m({0})
f (−h) ∈ C (18)
by the Inversion Theorem for the dual pair L2(/) and 2(H ) [25, Theorem 31.17] and the
continuity of f. 
The next lemma is a Poisson-type summation formula. As f ∈ L2(G)∩C(G) and is not assumed
to be integrable, a straightforward application of the summation formula is not possible (see [37,
Theorem 5.5.2]). However, it is enough to assume that the samples f (h) are square-summable.
Lemma 3. Let f ∈ F 2(G) and f ∈ 2(H ). Then for almost all  ∈ ,
() :=
∑
∈
f ∧(+ ) = 1
m()
∑
h∈H
f (h)(h,−).
Proof. Now (h, []) = (h, ), and ˜∧ ∈ 2(H ), so by the L2 Inversion Theorem for the dual pair
H, /,
() = ˜([]) ∼
∫
H
˜
∧(h)(h, []) dm H (h)
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∼ m H ({0})
∑
h∈H
˜
∧(h)(h, [])
∼ m H ({0})
m({0})
∑
h∈H
f (h)(h,−) ∼
∑
∈
f ∧(+ )
and since −H = H , (h, []) = (h, ) and by the definition of (). Thus
1
m()
∑
h∈H
f (h)(h,−) ∼
∑
∈
f ∧(+ )
and so for almost all  ∈ , the sum∑h∈H f (h)(h,−) converges and
1
m()
∑
h∈H
f (h)(h,−) =
∑
∈
f ∧(+ ) = ()
by definition. 
4.4. The properties of SH f
The convergence of SH f , given formally by (14), is discussed.
Lemma 4. Let f ∈ F 2(G) and f ∈ 2(H ). Then the formal series defining SH f converges in
the norm of L2(G) to a member of PW, so that SH f is continuous. The convergence is absolute
and uniform on G.
Proof. The first part follows from the Riesz–Fischer theorem, since the family {∨(·−h) : h ∈ H},
is an orthogonal basis for PW. The second part follows from the Cauchy–Schwarz inequality
and Corollary 1 to Kluvánek’s theorem (Theorem 3). 
Thus the formal sampling series SH f is well defined and indeed is well behaved. Next its
Fourier transform is determined.
Lemma 5. Let f ∈ F 2(G) and f ∈ 2(H ). Then the Fourier transform of the sampling operator
(SH f )∧ () ∼ ()
m()
∑
h∈H
f (h)(h,−) ∼
∑
∈
f ∧(+ ).
Proof. By Lemma 4, the series over H converges in the L2(G) norm. Also by the ‘shift theorem’,
(
∨(· − h)
)∧ () = (h,−) = (−h, ).
But the L2 Fourier transform is a unitary operator, whence∥∥∥∥∥(SH f )∧ − m()
∑
h∈H
f (h)(h,−·)
∥∥∥∥∥
L2()
= 0,
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which implies equality except on a set of Haar measure 0, i.e., for almost all  ∈ 
(SH f )∧ () = ()
m()
∑
h∈H
f (h)(h,−)
and the first equivalence follows.
By Lemma 3, the sums over H and over  are essentially equal. More precisely, for almost all
 ∈ ,
()
m()
∑
h∈H
f (h)(h,−) =
∑
∈
f ∧(+ )
and the proof of Lemma 5 is complete. 
The theorem will be deduced from two further lemmas, one dealing with SH f and the other
with RH f .
Lemma 6. Let f ∈ F 2(G) and f ∈ 2(H ). Then for each t ∈ G,
SH f (t) =
∑
∈
(t,−)
∫
+
f ∧()(t, ) dm(),
where the convergence is absolute and uniform on G.
Proof. By Lemmas 4, 5 and the Inversion Theorem,
(SH f )(t) =
∫

(SH f )∧()(t, ) dm()
=
∫

⎛
⎝∑
∈
f ∧(+ )()
⎞
⎠ (t, ) dm()
=
∫

⎛
⎝∑
∈
f ∧(+ )(t, )
⎞
⎠ dm()
=
∑
∈
∫

f ∧(+ )(t, ) dm(),
the interchange of the sum and the integral being permitted by Fubini’s theorem [24,
Theorem 13.8,38, p. 269], since by (17)
∫

⎛
⎝∑
∈
| f ∧(+ )(t, )|
⎞
⎠ dm() ∫

()dm() < ∞.
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Hence
(SH f )(t) =
∑
∈
∫

f ∧(+ )(t, ) dm()
=
∑
∈
∫
+
f ∧(′)(t, ′ − ) dm(′)
=
∑
∈
(t,−)
∫
+
f ∧()(t, ) dm(),
which is the desired result. Note that the final sum converges absolutely. Indeed∑
∈
∣∣∣∣(t,−)
∫
+
f ∧()(t, ) dm()
∣∣∣∣  ∑
∈
∫
+
| f ∧()| dm()
= ‖ f ∧‖L1() < ∞. 
Finally, the remainder term RH f is expressed as a sum over .
Lemma 7. Let f ∈ F 2(G) and f ∈ 2(H ). Then for each t ∈ G,
(RH f )(t) := f (t) − (SH f )(t) =
∑
0∈
(1 − (t,−))
∫
+
f ∧()(t, ) dm().
Proof. Now  is a transversal of /, so that  = ∪∈(+ ) and
 \  =
⋃
0∈
(+ ).
Hence by definition, the Inversion Theorem and the above equation,
(RH ) f (t) = f (t) − (SH f )(t)
=
∫

f ∧()(t, ) dm() −
∑
∈
(t,−)
∫
+
f ∧()(t, ) dm()
=∑∈
∫
+
f ∧()(t, ) dm() −
∑
∈
(t,−)
∫
+
f ∧()(t, ) dm()
=∑∈ (1 − (t,−))
∫
+
f ∧()(t, ) dm(),
and the term corresponding to  = 0 vanishes. This establishes the lemma. 
4.5. Completing the proof of the abstract approximation theorem
It follows readily that for each t ∈ G,
|(RH f )(t)| = | f (t) − (SH f )(t)| =
∣∣∣∣∣∣
∑
0∈
(1 − (t,−))
∫
+
f ∧()(t, ) dm()
∣∣∣∣∣∣
 2
∑
0∈
∫
+
| f ∧()| dm() = 2
∫
\
| f ∧|,
as claimed.
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5. An asymptotic formula
We seek a formula analogous to (15) for f : G → C in which the transversal  of / tends
to . We will need that fact that since f ∧ ∈ L1(), supp f ∧ is sigma-finite. It follows from
[26, Theorem 12.40] that there exists an increasing sequence Uk , k = 1, 2, . . . (Uk ⊆ Uk+1) of
compact subsets of supp f ∧ ⊆  such that
supp f ∧ =
∞⋃
k=1
Uk = lim
k→∞
Uk .
Thus given  > 0, there exists a compact subset U of  such that∫
\U
| f ∧| < . (19)
Note that if the dual  of G is compact (so that G is discrete and we assume G countable), in
the limit the asymptotic formula reduces to the sampling formula with sampling set G. For take
 = , so that  = {0} and the sampling set H = ⊥ = G. Then by Kluvánek’s theorem, the
continuous function f ∈ L2(G) can be represented as
f (t) = 1
m()
∑
h∈G
f (h)∨(t − h) = SG f (t). (20)
Indeed f (t) =∑h∈G f (h)
t,h since ∨(t) = m()
t,0 by (13).
5.1. Compactly generated abelian groups
Every locally compact, compactly generated abelian group (i.e., generated algebraically by a
compact subset) is topologically isomorphic to K ×Rr ×Zs , where r, s are non-negative integers
and K is a compact abelian group [24, Theorem 9.8]. Thus if  is compactly generated, G is
isomorphic to K ∧ × Rr × Ts , where K ∧ is discrete and Ts = Rs/Zs is the s-dimensional torus
which we will take to be [−1/2, 1/2]s , the s-fold product of the unit interval with endpoints
identified. Thus f : G → C when restricted to Ts is 1-periodic. The least integer not less than the
real number w is denoted by w.
Lemma 8. Suppose that the locally compact abelian group  = K × Rr × Zs , where K is a
compact group (and so with discrete dual K ∧, assumed to be countable), with finite Haar measure
mK (K ), and r, s are positive integers. Then  has a discrete countable subgroup such that/
is compact.
Proof. For each w > 0, 2wZr is discrete and countable, while Rr/(2w)ZrTr is compact. For
each n ∈ N, nZs is discrete and countable, while Zs/nZsZsn{0, 1, . . . , n − 1}s is finite. Let
w := {0} × (2w)Zr × (2w + 1)Zs . (21)
Then
/w = (K × Rr × Zs)/wK × Rr/(2w)Zr × Zs/(2w + 1)Zs
is homeomorphic to a product of compact groups and so a compact quotient group. 
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Note that the set
w := K × [−w,w)r × {−w, . . . ,−1, 0, 1, . . . , w}s (22)
is a transversal of /w. Some of the hypotheses for the next theorem are the same as those in
Theorems 3 and 4; these are repeated for convenience.
Theorem 5. Let G be a locally compact abelian group for which its dual group  has a discrete,
countable subgroup  such that / is compact with measurable transversal  and with the
annihilator ⊥ = H of  countable. Assume further that  is compactly generated and that the
dual K ∧ of its compact factor K is countable. Then for each w > 0,  has discrete, countable
subgroups w such that /w is compact. Let Hw = ⊥w and suppose f ∈ F2(G) ∩  2(H ) for
each w > 0. Then
f (t) = lim
w→∞(SHw f )(t).
Proof. By duality, GK ∧ × Rr × Ts , where K ∧ is discrete and by hypothesis countable. For
clarity we work directly with K ∧ ×Rr ×Ts and K ×Rr ×Zs rather than the isomorphic abstract
groups. By (20), the compact factor K gives a sampling formula with sampling set K ∧. The
continuous function f ∈ L2(G) has the form
f : K ∧ × Rr × Ts → C: t = ( j, v, ): f (t) = f ( j, v, )
and
f ( j, v, ) = 1
mK (K )
∑
j ′∈K ∧
f ( j ′, v, )∨K ( j − j ′) = (SK ∧ f )( j, v, )
=∑ j ′∈K ∧ f ( j ′, v, ) 
 j, j ′ .
By Lemma 8, for each w > 0, /w, where w is given by (21), is a compact quotient group
with transversal w given by (22). Let  > 0 be given. Then there exists a compact set U ⊂ 
so that (19) holds. Moreover
U = K × V × W,
where K , V ⊂ Rr , W ⊂ Zs are compact and V,W are bounded. Hence for w = w() large
enough, V ⊂ [−w,w)r and W ⊂ {−w, . . . , 0, 1, . . . , w}s . Thus
U = K × V × W ⊂ w() ⊆ 
and so∫
(K×Rr ×Zs )\w()
| f ∧|
∫
\U
| f ∧| < .
Let Hw = (/w)⊥ be the annihilator of /w. By Theorem 4, for each t ∈ G,
|(RHw() f )(t)|2
∫
\w()
| f ∧|2
∫
\U
| f ∧| < 2,
i.e.,
|(RHw f )(t)| = | f (t) − (SHw f )(t)| → 0
as w → ∞ and the asymptotic formula follows. 
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The sampling operator of Theorem 5 can be written in the following explicit form (cf. [8,
Corollary 2]).
f (t) = f ( j, v, ) = 1
mK (K )
lim
w→∞
1
(2w)r (2w + 1)s
∑
j ′∈K ∧
∑
m∈Zr
∑
n∈[−w,w]s
× f
(
j ′, m
2w
,
n
2w + 1
)
∨K ( j − j ′)
r∏
k=1
(
sin 2w(vk − mk/2w)
(vk − mk/2w)
)
×
s∏
=1
(
sin(2w + 1)( − n/(2w + 1))
sin ( − n/(2w + 1))
)
,
where j ∈ K ∧, v ∈ Rr ,  ∈ Ts and n is an integer vector of height at most w. The functions in
this formula are products of kernels appearing in the one-dimensional WKS theorem (Theorem 1),
and in its one-dimensional periodic version [23, p. 83]. See [18,27,28, Chapter 14] for a justifi-
cation of the product procedure.
5.2. A result when quotient groups have ‘large’ transversal
For each n ∈ Z let : →  be given by
() := + · · · +  = n (n-fold sums).
Then  is a continuous homomorhism which induces a homomorphism ˜:/ → /(n)
given by
˜(+ ) = + n.
In particular, n := { + · · · +  :  ∈ } is also a discrete, countable abelian group, with
annihilator (n)⊥ = Hn given by the discrete abelian group
Hn = (n)⊥ = {x ∈ G: (x, n) = (x, )n = 1 for all  ∈ }.
When n = 2r , write r := (2r ), r = 0, 1, 2, . . . . Then
r+1 = 2r ⊆ r , r = 0, 1, 2, . . . .
5.3. The transversals r of /(2r)
Let 0 = , so that  is a measurable transversal of / which we can assume contains a
neighbourhood of the origin. For r = 0, 1, 2, . . ., write 2r := r , so that 0 = . Then for
r = 0, 1, 2, . . ., the quotient /r is compact with measurable transversal ∗r say. Since  can
be chosen to be a subset of ∗r , for each r = 1, 2, . . . , we take
r = r−1 ∪ (∗r \ r−1) ⊆ r+1, (23)
so that each r contains a neighbourhood of the origin.
Theorem 6. Assume that the hypotheses of Theorem 3 hold for G,,, H and. Assume further
that the increasing sequence of transversals r of /r defined in (23) satisfies
 =
∞⋃
r=0
r . (24)
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For each r = 0, 1, 2, . . ., let
Hr = (2r)⊥ = {h ∈ G: (h, )2r = 1 for all  ∈ }.
and suppose f ∈ F2(G) ∩  2(Hr ). Then
f (t) = lim
r→∞(SHr f )(t).
Proof. Let  > 0 be given and choose U so that (19) holds. By hypothesis (24), each u ∈ U lies
in some r (u) and so U has an open cover by {r (u): u ∈ U}. But U is compact so the cover is
finite and U ⊆ r (U) :=  for some finite r (U) = r ∈ N. Hence by Theorem 4,
| f (t) − (RHr f )(t)|2
∫
\
| f ∧|2
∫
\U
| f ∧| < 2,
where Hr = (2r)⊥ = {h ∈ G: (h, 2r) = 1 for all  ∈ } and the result follows. 
Note that the discrete groups Hr , r = 0, 1, 2, . . ., form an increasing sequence of sampling sets.
6. Converse results
Given representation (15) or the norm equation (16) in Kluvánek’s theorem, when can it be
inferred that is a transversal of/? The ideas developed in this paper combined with a ‘density’
argument drawn from Approximation Theory lead to a converse (Theorem 9) of a slightly stronger
version (Theorem 7) of Kluvánek’s theorem (Theorem 3). A more general approach involving
norms has been done in the classical case where G = R [5] but will not be pursued here.
Let A be a measurable subset (not necessarily a subset of a transversal) of  and write
CA = { f ∈ L2(G) ∩ C(G): f ∧() = 0 for almost all  /∈ A}.
The notation for this set has been changed to CA since the notation Section A used in other related
papers, such as [5] and [6], could be confused with the sampling operator notation Sw used in (7)
and in [13,15]. Kluvánek’s theorem (Theorem 3) asserts that if the function f ∈ PW, where
m() is finite, then f can be represented by the sampling series SH f uniformly on G and in the
L2(G) sense. The norm equation (16) then follows. The extension of his theorem, in which the
characteristic function  is replaced by A where A ⊂  except for a null set, is now stated [6,
Theorem 318, Theorem 1]. The hypotheses on G,,, H and  are the same as in Theorem 3
but are repeated for convenience.
Theorem 7. Let G be a locally compact abelian group for which its dual group  has a discrete,
countable subgroup  such that / is compact with measurable transversal  and with the
annihilator ⊥ = H of  countable. Suppose that except for a null set, A ⊂ . If f ∈ CA, then
m(A) < ∞ and
f (t) = 1
m()
∑
h∈H
f (h)∨A(t − h), (25)
where the series converges absolutely pointwise, uniformly on G and in the L2(G) norm. Fur-
thermore∫
G
| f |2 = 1
m()
∑
h∈H
| f (h)|2. (26)
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The absolute and uniform convergence (and hence continuity) of SH f follow from the conver-
gence of representation (25) in the L2(G) norm and the square-summability (26). Accordingly
statements concerning absolute and uniform convergence will usually be omitted.
The converse turns on the hypothesis of Theorem 7 that the set A is a subset of a transversal of
/modulo a null set. Two conclusions follow from this hypothesis: the representation (25) and
the norm Eq. (26). In a converse result, one or both of these equations can be assumed to hold
for L2(G) ∩ C(G) or the class CA or for a subset. A converse (Theorem 4) has been proved in [6]
under the hypothesis that there exists some function f represented by (25) but its Fourier transform
f ∧ must essentially contain A (the representation implies essential equality). Both (25) and (26)
are needed as hypotheses (note that (26), the square-summability hypothesis, was overlooked).
For purposes of comparison, we now state the corrected Theorem 4 from [6] as:
Theorem 8. Let G, , ,  and H be as in Theorem 7. Let A ⊂  have finite Haar measure.
Suppose f ∈ L2(G) ∩ C(G) and f ∈ 2(H ). If supp f ∧ ⊇ A and if
f (t) = 1
m()
∑
h∈H
f (h)∨A(t − h)
holds in the L2(G) norm for the function f, then f ∈ CA and except for a null set, A is a subset of
a transversal of /.
The square-summability and restriction on the support of the Fourier transform can be dropped
and replaced by the representation being ‘stable’ in the sense that it holds for a non-empty open
subset.
Theorem 9. Let G, , , H,  and A be as in Theorem 8. Let U be a non-empty open set in
L2(G) ∩ C(G). If for each f ∈ U the sampling representation
f (t) = 1
m()
∑
h∈H
f (h)∨A(t − h) = (SH f )(t) (27)
holds in the L2(G) norm, then f ∈ CA and except for a null set, A is a subset of a transversal
of /.
Proof. If m(A) = 0, there is nothing to prove so from now on assume that m(A) > 0. By
hypothesis, each f ∈ U satisfies (25) in norm.
Let f ∈ U . Because the series of Theorem 9 converges in the L2(G) norm and the Fourier
transform is linear and continuous, it follows using the shift formula on A(t − h) that the Fourier
transform f ∧ of f satisfies
f ∧() ∼ 1
m()
A()
∑
h∈H
f (h)(h,−), (28)
whence f ∧ vanishes almost everywhere outside A.
Let A1 = { ∈ A: f ∧()0} and let A0 = A \ A1, so that f ∧() = 0 for  ∈ A0, A1 ⊆ A
except for a null set and A = A0 ∪ A1. Let  > 0 and perturb f ∧ to obtain
 := f ∧ + √
m(A0)
A0 .
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Then supp = A. But f ∧ and A0 are in L2() and vanish almost everywhere outside A, so thatf and ∨A are in CA, whence ()∨ ∈ CA. Let
f  := ()∨ = f + √
m(A0)
∨A0 ,
so that f  ∈ CA,
‖ f  − f ‖ = .
Thus the perturbation f  lies in the open ball B( f, 2) ⊂ U for  sufficiently small, so that f 
satisfies the sampling representation (27), i.e., f  = SH f , and supp( f )∧ = A. However, f  is
not necessarily in 2(H ) (this point was overlooked in [6, Theorem 4]).
To fix this, consider the shift f  : G → C of f  ∈ U , where  ∈ . By choosing  in a suitably
small neighbourhood of 0, f  can be made arbitrarily close to f  (see [38, Section 1.1.5]), i.e.,
there exists a neighbourhood V of 0 such that  ∈ V implies
‖ f  − f  ‖ < .
Thus by the triangle inequality, for all  ∈ V,
‖ f  − f ‖‖ f  − f ‖ + ‖ f  − f ‖ < 2 (29)
and f  ∈ B( f, 2) ⊂ U .
Next we can choose  ∈ V so that f  ∈ 2(H ). Indeed, arguing as in Section 4.3, the function
F: G → [0,∞] defined by
F() :=
∑
h∈H
| f (h + )|2
is invariant under translates by elements of H. Thus it induces the function F˜: G/H → [0,∞]
given by
F˜([]) = F(),
which, since f  ∈ L2(G), is in L1(G/H ) by Weil’s formula. Thus F˜ is defined almost everywhere
in G/H . It follows that F is also defined almost everywhere in G, i.e., for almost all  ∈ G
F() =
∑
h∈H
| f  (h)|2 < ∞.
Thus there exists a  ∈ V such that the corresponding shift f  ∈ 2(H ) and by (29), f  ∈ U ,
whence f  has the sampling representation f  = SH f  (27). Moreover, by (10),
supp( f  )∧ = supp( f )∧ = A. (30)
The result now follows immediately from Theorem 8 applied to f  but we will complete the
proof with a shorter argument and make this result more self-contained. For each non-zero  ∈ ,
( f  )∧(+ ) ∼
1
m()
A(+ )
∑
h∈H
f  (h)(h,−− )
∼ 1
m()
A(+ )
∑
h∈H
f  (h)(h,−)
= A(+ )( f  )∧(),
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since (h,−) = 1 (H = ⊥ is the annihilator of ). Thus for  ∈ ,
A()( f  )∧(+ ) ∼ A(+ )( f  )∧(). (31)
By Lemma 2, the Fourier transform ˜∧ of ˜ is given by
˜
∧(h) = f

 (−h)
m({0})
.
But f  ∈ 2(H ) whence ˜∧ ∈ 2(H ). Thus by Lemma 3,
() ∼ m H ({0})
m({0})
∑
h∈H
f  (h)(h,−) ∼
1
m()
∑
h∈H
f  (h)(h,−).
It follows from (28) that
A()() ∼ A()
1
m()
∑
h∈H
f  (h)(h,−) ∼
1
m()
m() f  () = ( f  )∧(),
by (12), whence
( f  )∧() ∼ A()() ∼ A()
∑
∈
( f  )∧(+ ) ∼ ( f  )∧()
∑
∈
A(+ ),
by (31). But by (30), ( f  )∧ vanishes almost nowhere on A, so for almost all  ∈ A,
1 ∼
∑
∈
A(+ ),
so that if 0, then A( + ) = 0 for almost all  ∈ A, whence except for a null set, A lies in a
transversal of /. 
In the classical setting where G =  = R, the discrete group  = Z/s for some s > 0,
H = sZ and the transversal  of R/(Z/s) has Lebesgue measure || = 1/s. It follows from
Theorem 9 that the validity of representation
f (t) = s
∑
k∈Z
f (sk)∨A(t − sk)
in norm for a neighbourhood of f implies that A ∩ (A + k/s) is a null set for k0, i.e., modulo a
null set, A is a subset of a transversal of R/(Z/s) (cf. Theorem 3 in [5]).
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