Purpose: The aim of this feasibility study using phantoms was to propose a novel method for obtaining computer-generated realistic virtual nodules in lung computed tomography (CT). Methods: In the proposed methodology, pulmonary nodule images obtained with a CT scanner are deconvolved with the point spread function (PSF) in the scan plane and slice sensitivity profile (SSP) measured for the scanner; the resultant images are referred to as nodule-like object functions. Next, by convolving the nodule-like object function with the PSF and SSP of another (target) scanner, the virtual nodule can be generated so that it has the characteristics of the spatial resolution of the target scanner. To validate the methodology, the authors applied physical nodules of 5-, 7-and 10-mm-diameter (uniform spheres) included in a commercial CT test phantom. The nodule-like object functions were calculated from the sphere images obtained with two scanners (Scanner A and Scanner B); these functions were referred to as nodule-like object functions A and B, respectively. From these, virtual nodules were generated based on the spatial resolution of another scanner (Scanner C). By investigating the agreement of the virtual nodules generated from the nodule-like object functions A and B, the equivalence of the nodule-like object functions obtained from different scanners could be assessed. In addition, these virtual nodules were compared with the real (true) sphere images obtained with Scanner C. As a practical validation, five types of laboratory-made physical nodules with various complicated shapes and heterogeneous densities, similar to real lesions, were used. The nodule-like object functions were calculated from the images of these laboratory-made nodules obtained with Scanner A. From them, virtual nodules were generated based on the spatial resolution of Scanner C and compared with the real images of laboratory-made nodules obtained with Scanner C. Results: Good agreement of the virtual nodules generated from the nodule-like object functions A and B of the phantom spheres was found, suggesting the validity of the nodule-like object functions. The virtual nodules generated from the nodule-like object function A of the phantom spheres were similar to the real images obtained with Scanner C; the root mean square errors (RMSEs) between them were 10.8, 11.1, and 12.5 Hounsfield units (HU) for 5-, 7-, and 10-mm-diameter spheres, respectively. The equivalent results (RMSEs) using the nodule-like object function B were 15.9, 16.8, and 16.5 HU, respectively. These RMSEs were small considering the high contrast between the sphere density and background density (approximately 674 HU). The virtual nodules generated from the nodule-like object functions of the five laboratory-made nodules were similar to the real images obtained with Scanner C; the RMSEs between them ranged from 6.2 to 8.6 HU in five cases. Conclusions: The nodule-like object functions calculated from real nodule images would be effective to generate realistic virtual nodules. The proposed method would be feasible for generating virtual nodules that have the characteristics of the spatial resolution of the CT system used in each institution, allowing for site-specific nodule generation.
INTRODUCTION
The National Lung Screening Trial revealed that low-dose computed tomography (CT) screening in high-risk populations can reduce the mortality from lung cancer by 20% more than chest radiography screening. 1 During CT screening, it is important to reduce the radiation dose for healthy patients without decreasing lesion conspicuity or detection. Karabulut et al. 2 investigated the influence of the radiation dose (image noise) on pulmonary nodule detection while performing additional CT scans on the same patients at different dose levels. However, this type of study is very difficult to perform because of the additional radiation doses given to the patients. A technique that simulates pulmonary nodules has been employed as an alternative approach. Botelho et al. 3 investigated the influence of the radiation dose using physical nodules contained in a lung phantom, and Li et al. 4 performed the same type of study using computer-generated nodules. These pulmonary nodule-simulating techniques have been widely applied not only in investigations of the influence of the radiation dose but also in various studies that were difficult to perform with human subjects. [5] [6] [7] [8] [9] [10] [11] In addition, Huo et al. 12 discussed the importance and necessity of quality assurance of computer-aided detection/diagnosis systems used for lung cancer CT screening; for this purpose, they suggested the application of simulated nodules. The development of techniques with which to simulate pulmonary nodules has become an important research interest.
Three types of simulation techniques are currently in use. The first technique is utilization of physical nodules contained in a lung phantom. [5] [6] [7] [8] [9] Although this technique has been widely used, it is difficult to build a large set of different physical phantoms that will realistically cover all variations in the anatomical structures and nodule characteristics within an entire patient population. In the second technique, the nodules segmented from one patient's images are digitally inserted into another patient's images. 13, 14 This technique effectively reflects the anatomical structure of pulmonary nodules. However, the segmented nodules cannot be inserted into images of different quality than the original images because the nodule characteristics on CT images change according to the image quality, which is affected by the scan and image reconstruction conditions. The segmented nodules that have been accumulated are not available when changing the scan/reconstruction conditions or replacing the scanner. Furthermore, because of the differences among scanners and scan/reconstruction conditions at different sites, it is difficult to accumulate sufficient numbers of segmented nodules from multiple sites. The third technique is insertion of computer-generated virtual (digital) nodules into patient images. 4, 10, 11 This method potentially overcomes the limitations of the two above-described methods. However, most previously described virtual nodules are inadequate because they were obtained using arbitrarily selected modeling and filtering parameters, making the resultant nodules appear to be similar to real nodules (i.e., they were not accurately based on the characteristics of the spatial resolution in the CT system). 4, 10, 11 The authors have explored and developed another approach to the computer generation of virtual nodules. [15] [16] [17] [18] In this method, virtual nodules are computed from object functions based on the spatial resolution characteristics measured for each CT system. [19] [20] [21] Once the object functions have been prepared, virtual nodules that correspond to nodule images obtained at each screening site can be generated in terms of the spatial resolution. Therefore, the authors expect that this method is the most appropriate computational technique for nodule generation. In previous reports of this method, [15] [16] [17] [18] 21 the object functions were numerically generated as ideal spheres with uniform density. For better simulations of patients' nodules, however, it is essential to generate virtual nodules from object functions of heterogeneous densities and nonuniform shapes that resemble real lesions.
In this study, the authors propose a methodology for obtaining object functions similar to real nodules from patients; these functions are referred to as "nodule-like object functions." The virtual nodules are computed from the nodule-like object functions with dependence on the spatial resolution characteristics measured for a CT system used in an institution, allowing for site-specific realistic nodule generation. To validate the method of calculating nodule-like object functions and virtual nodules, the authors applied physical nodules of uniform spheres included in a commercial CT test phantom as well as laboratory-made physical nodules with various complicated shapes and heterogeneous density.
MATERIALS AND METHODS

2.A. Equipment and imaging parameters
Three CT scanners were used (Table I) : a four-detector row scanner (Asteion; Toshiba Medical Systems, Otawara, Japan) (referred to as "Scanner A"), a 320-detector row scanner (Aquilion One; Toshiba Medical Systems) (referred to as "Scanner B"), and a 384 (2 9 192)-detector row scanner (SOMATOM Force; Siemens Healthcare, Erlangen, Germany) (referred to as "Scanner C"). The acquisition and image reconstruction parameters are shown in Table I . These parameters were used for every scan described in Sections 2.C-2E.
A two-dimensional (2D) point spread function (PSF) in the x-y scanning plane and a slice sensitivity profile (SSP) in the z direction perpendicular to the scanning plane were measured for each scanner. The measurements of PSFs for reconstruction kernels of FC52 (Scanner A), FC14 (Scanner B), and Bf44d (Scanner C) were performed with a previously proposed method that determined the PSF and verified its accuracy. 22 The measurements of SSPs for a slice thickness of 1 mm in all scanners were obtained using the micro coin phantom (Kyoto Kagaku, Kyoto, Japan). The modulation transfer functions (MTFs) corresponding to the PSFs and SSPs measured for the three scanners are shown in Fig. 1 .
2.B. Calculation of nodule-like object function and generation of virtual nodules
A CT image is characterized by the spatial resolution in the particular system used. We assume that the CT image [I 1 (x,y,z)] of a pulmonary nodule in a patient obtained with a scanner (referred to as "Scanner 1 ") is expressed as follows: [21] [22] [23] 
where O(x,y,z) is the object function, the shape and density of which represent those of the patient's nodule, and PSF 1 (x,y) and SSP 1 (z) are the 2D PSF and SSP, respectively, of Scanner 1 . The operators ** and * are the 2D and 1D convolutions, respectively. From Eq. (1), the following equation is obtained:
where F and F À1 denote the Fourier transform and inverse Fourier transform, respectively. The object function is calculated from the nodule image with the use of PSF and SSP by Eq. (2); this calculation is equivalent to deconvolution.
As an example, the F[PSF 1 (x,y)] and F[SSP 1 (z)] obtained for Scanner A and their inverse functions are shown in Fig. 2 . As illustrated by the solid line in Fig. 2(c) , the division using F[PSF 1 (x,y)] in Eq. (2) had the potential for numerical instability because the F[PSF 1 (x,y)] decreased to near zero at high spatial frequency [ Fig. 2(a) ]. Therefore, the F[PSF 1 (x,y)]
À1
gradually decreased at high spatial frequency by a window function. The window function H(w) was defined on the basis of the Hann window as follows:
and
where u and v are the spatial frequency coordinates in the x and y directions, respectively, and w is spatial frequency in the radial direction. The values of w 1 and Dw were optimally determined as described in Section 2.C. Application of the Hann window was not necessary for F[SSP 1 (z)] À1 because of the low Nyquist limit of the CT images used in this study, as indicated in Fig. 2 (b) and 2(d). When using the images obtained with a slice interval of ≥1 mm, the Nyquist limit was ≤0.5 cycles/mm. In such cases, the division using F [SSP 1 (z)] generally had little potential for numerical instability. Using the Hann window, Eq. (2) is then expressed as follows:
where we defined O'(x,y,z) as a "nodule-like object function." Next, we assumed the use of another scanner (referred to as "Scanner 2 "). From the nodule-like object function, the image I 2 (x,y,z) was generated as follows:
where PSF 2 (x,y) and SSP 2 (z) are the 2D PSF and SSP of Scanner 2 , respectively. The I 2 (x,y,z) was assumed to be equivalent to the nodule image obtained with Scanner 2 in terms of spatial resolution; we referred to I 2 (x,y,z) as a "virtual nodule." That is, once a nodule-like object function is calculated from a nodule image obtained with a scanner, we can generate the virtual nodules corresponding to the nodule images obtained with different scanners.
2.C. Optimization of w 1 and Dw
For optimal determination of the Hann window settings of w 1 and Dw in Eq. (3), we applied a high-contrast CT test phantom (MHT type; Kyoto Kagaku) filled with lung tissueequivalent material and included uniform cylindrical objects (diameters of 2, 3, 5, 7, and 10 mm) made of soft tissueequivalent material (Fig. 3) . The cylindrical objects were placed parallel with the z direction and scanned with Scanner A and Scanner B. Because the image was orthogonal to the cylinders, image blurring was described by the PSF (without dependence on SSP), which is a specific case of Eq. (1) as follows:
where I 1 (x,y) is the CT image of a cylinder and O(x,y) is the object function representing the cylinder. In this case, Eq. (5) is expressed as follows:
One example for optimization of the Hann window settings (w 1 and Dw) using Scanner A is shown in Fig. 4 . Table I are indicated in the figures, which are 1.28 cycles/mm in the x-y scanning plane and 0.5 cycles/mm in the z slice direction.
1.5 cycles/mm with an increment of 0.05 cycles/mm) were exhaustively tested. The settings w 1 and Dw were then determined so that the mean value of the RMSEs was minimal [ Fig. 4(e) ]. This optimization of w 1 and Dw was performed for Scanners A and B (Table I) , and the nodule-like object functions were calculated from the images obtained with those scanners in Sections 2.D and 2.E. For Scanner A, the smallest mean RMSE was 166.9 Hounsfield units (HU) at w 1 = 1.0 and Dw = 0.3 cycles/mm [ Fig. 4(e) ]. For Scanner B, the smallest mean RMSE was 177.1 HU at w 1 = 0.85 and Dw = 0.6 cycles/mm (not shown). These values were used in Sections 2.D and 2.E.
2.D. Validation of nodule-like object function with uniform spheres
To verify the validity of the nodule-like object functions obtained by Eq. (5), we used the uniform spherical objects (diameters of 5, 7, and 10 mm) included in the CT test phantom (MHT type, Kyoto Kagaku); this was the same phantom used for optimization of the Hann window settings (Section 2.C). The images of these spheres were obtained with two scanners (Scanners A and B). From the images obtained with Scanner A, the nodule-like object function for the spheres of each diameter was calculated with Eq. (5) using the PSF and SSP of Scanner A (referred to as "nodule-like object function A"). In the same way, from the images obtained with Scanner B, the nodule-like object function was calculated using the PSF/SSP of Scanner B (referred to as "nodule-like object function B"). Then, from the nodule-like object functions A and B, the virtual nodules were calculated with Eq. (6) using the PSF and SSP of another scanner (Scanner C). For spheres of each diameter, the virtual nodule generated from the nodule-like object function A was compared with that generated from the nodule-like object function B. These image differences were quantified by the RMSE. When the nodule-like object function A was equivalent to the nodule-like object function B, the difference between the virtual nodules generated from them decreased because the same calculation for generating the virtual nodules was applied to both nodule-like object functions. Therefore, the agreement of the nodule-like object functions A and B could be evaluated by the RMSE that indicated the differences in the virtual nodules. When the nodule-like object functions A and B were accurate, the virtual nodules generated from them were in agreement. We verified the validity of the nodulelike object function using this approach. 2.E. Validation of virtual nodules
2.E.1. Validation of virtual nodules with uniform spheres
In Section 2.D, the virtual nodules of phantom spheres were generated from the nodule-like object functions A and B using the PSF and SSP of Scanner C. To verify the validity of the virtual nodules, the phantom spheres were scanned with Scanner C and the obtained real images were compared with the virtual nodules. The differences in the images of the virtual nodules and the real images were evaluated by the RMSE.
2.E.2. Validation of virtual nodules with laboratorymade physical nodules
For practical validation of the virtual nodules, we used laboratory-made physical nodules (n = 5) that were made of paper clay, had a CT density ranging from approximately À800 to À600 HU, and had an irregular shape and heterogeneous density. The contrast between the laboratory-made nodule density and background (air) density was approximately 200-400 HU. These nodules were placed close to the center in the scan plane (within approximately 80 mm from the center) and scanned with two scanners (Scanners A and C) under the conditions shown in Table I . The nodule-like object functions were calculated from the images obtained with Scanner A. Virtual nodules were then generated with Eq. (6) using the PSF and SSP of Scanner C. The virtual nodules were compared with the real images obtained with Scanner C. The image differences were evaluated by the RMSE.
RESULTS
3.A. Validation of nodule-like object function with uniform spheres
Using the image of the 5-mm-diameter sphere obtained with Scanner A [Fig. 5(a) ], the nodule-like object function [ Fig. 5(b) ] was calculated. The nodule-like object function appeared to be an ideal object function representing a sphere with uniform density, except for the image noise. From the nodule-like object function, the virtual nodule [ Fig. 5(c) ] was generated using the PSF and SSP of Scanner C. In the same manner, using the sphere image obtained with Scanner B [Fig. 5(d) ], the nodule-like object function [ Fig. 5(e) ] was calculated; from this, the virtual nodule [ Fig. 5(f) ] was generated using the PSF/SSP of Scanner C. The virtual nodule generated from the nodule-like object function A [ Fig. 5(c) ] was similar to that generated from the nodule-like object function B [ Fig. 5(f) ]. Satisfactory agreement of these images was also confirmed by the subtraction image [ Fig. 5(g) ] and by comparison of the CT value profiles [ Fig. 5(h) ]. The equivalent results for the 7-and 10-mm diameter spheres are shown in Figs. 6 and 7, respectively. The RMSEs for these are shown in Table II . The RMSEs were considered to be small considering the contrast between the sphere object density and background density (approximately 674 HU). The good agreement of the virtual nodules indicated the equivalence of nodule-like object functions generated from different scanners; this in turn indicated the validity of nodule-like object functions.
3.B. Validation of virtual nodules
3.B.1. Validation of virtual nodules with uniform spheres
The virtual nodules generated from the nodule-like object function A [ Fig. 8(a) ] were compared with the real images obtained with Scanner C [Fig. 8(b) ]. The virtual nodule was similar to the real image for spheres of each diameter. Satisfactory agreement of these images was also confirmed by the subtraction images [ Fig. 8(c) ] and by comparison of the CT value profiles [ Fig. 8(d) ]. The equivalent result using the nodule-like object function B is presented in Fig. 9 . The RMSEs for these are shown in Table III .
3.B.2. Validation of virtual nodules with laboratorymade physical nodules
Using the images of five laboratory-made physical nodules obtained with Scanner A [ Fig. 10(a) ], the nodule-like The virtual nodules were similar to the real images. Satisfactory agreement of these images was also confirmed by the subtraction images [ Fig. 10(e) ] and by comparisons of the CT value profiles [ Fig. 10(f) ]. The RMSEs for these are shown in Table IV .
DISCUSSION
In this study, we have proposed a new method with which to obtain the nodule-like object functions from the original nodule images by a deconvolution approach with the PSF and SSP of a CT system [Eq. (5)]; this is followed by generation of the virtual nodules from these functions by convolution with the PSF and SSP of a different CT system [Eq. (6)]. The images of phantom spheres obtained with Scanner A were much different from those obtained with Scanner B (Figs. 5-7) in terms of the spatial resolution because of the differences in the PSFs and SSPs using different scanners (Fig. 1) . However, the nodule-like object function A was equivalent to the nodule-like object function B; this was confirmed by the excellent agreement between the virtual nodules generated from the nodule-like object functions A and B. This result suggests accurate determination of the nodule-like object functions. In addition, the virtual nodules generated from the nodule-like object functions were equivalent to the real images obtained with Scanner C despite the use of a scanner different from that used to obtain the nodule-like object functions (Figs. 8-10 ). These results verify the validity of our proposed methodology. The nodule-like object functions can be collected and archived from multiple sites using different scanners and scan/reconstruction conditions. Once the nodule-like object functions are prepared, the virtual nodules can be generated so that they have the characteristics of the spatial resolution of the CT system used in each institution, allowing for site-specific nodule generation with a realistic appearance. This method potentially overcomes the limitations of previous simulation techniques for pulmonary nodules. [4] [5] [6] [7] [8] [9] [10] [11] [13] [14] [15] [16] [17] [18] 21 Our proposed method includes direct deconvolution by division of spatial frequencies. This analysis is essentially the same as a common image deblurring (or restoration). In general, direct deconvolution is sensitive to noise, and it is difficult to solve the problem of noise enhancement. To reduce noise enhancement, we introduced the Hann window with two adjustable parameters in Eqs. each figure] . However, the virtual nodules generated from those nodule-like object functions did not include large noise. This is because the virtual nodules were obtained by convolving the nodule-like object functions with the PSF and SSP; this convolution worked as a low-pass filter that reduced the noise in high spatial frequency. The resultant virtual nodules were equivalent to real images without the noise enhancement (Figs. 8-10 ). Because the aim of previous studies of image deblurring/restoration was to obtain nodule images corresponding to the nodule-like object functions and apply them to a clinical diagnosis or quantitative analysis 19 of nodule characteristics, 24 it was essential to avoid noise enhancement.
However, the aim of our study was generation of virtual nodules from the nodule-like object functions; therefore, the moderate noise enhancement in the nodule-like object functions was not a critical problem. The proposed technique for determination of the nodule-like object function is valid for the purpose of generating virtual nodules. The Nyquist spatial frequencies in a CT image for the z direction and x-y scan plane are determined by the slice interval and field of view (FOV) (assuming a typical matrix size of 512 9 512), respectively. The Nyquist limit in the nodulelike object function is equal to that in the original nodule image, which was used to obtain the nodule-like object function in the practical implementation of Eq. (5). The Nyquist limit in the virtual nodule is then equal to that in the nodulelike object function. In previous studies that employed computer-generated nodules 4, 10, 11 or segmented nodules from patients, 13, 14 the simulated nodules were digitally inserted into clinical lung images. The simulated nodules were created so that their slice interval and pixel size (FOV/matrix) corresponded to those of the lung images used for the insertions; that is, the Nyquist limit in the simulated nodules was equal to that in the lung images. When simulated nodules have a higher Nyquist limit than the lung images, they are downsampled in three dimensions with intervals equal to the slice interval and pixel size of the lung images before the insertion. In contrast, when simulated nodules have a lower Nyquist limit than the lung images, up-sampling seems to be necessary; however, up-sampling should not be used because it is only an interpolation that does not result in accurate generation of simulated nodules. So that the simulated nodules can be inserted into various lung images without up-sampling, the simulated nodules should have an adequately high Nyquist limit. In this study, we assumed that the clinical lung images (i.e., possible images used for the virtual nodule insertions) in the lung cancer screening generally had a slice interval of ≥1 mm and FOV of ≥200 mm; therefore, the nodulelike object functions were calculated from the original nodule images obtained with a 1-mm slice interval and 200-mm FOV. That is, the virtual nodules generated from those nodule-like object functions could be made to have the highest Nyquist limit in general lung images used for the insertion. This consideration for the conditions of the slice interval and FOV would be needed for valid implementation of our proposed methodology.
Comparison of the nodule-like object functions with ideal object functions that can be numerically generated might be a more straightforward approach to evaluate the accuracy of the nodule-like object functions. However, as discussed in the preceding paragraph, our proposed method aims to generate virtual nodules, not utilize the nodule-like object functions. In addition, the nodule-like object functions included large image noise enhanced by the deconvolution. When comparing the nodule-like object functions with ideal object functions, such image noise might be dominant, making accurate comparison difficult. For these reasons, we evaluated the agreement of virtual nodules generated from the nodule-like object functions calculated from the original nodule images obtained with different scanners; the excellent agreement suggested high accuracy of the nodule-like object functions (Figs. 5-7) .
In this study, we obtained images of phantom spheres or laboratory-made physical nodules using multiple CT scanners. Therefore, the virtual nodules generated from the nodule-like object functions obtained with one scanner were able to be compared with real (true) images obtained with a different scanner, allowing for reliable validation of our proposed method (Figs. 8-10 ). The herein-proposed method can be applied when using clinical images of pulmonary nodules from patients. However, further images (true images) obtained with different scanners are required to validate the results obtained using clinical nodule images; this is difficult to perform because of the additional radiation doses administered to the patients. In addition, to compare the virtual nodules with the true images (e.g., using subtraction images and quantitative values such as RMSEs), the nodule situation (patient positioning) must be reproduced in multiple scans; however, rotation and/or distortion of nodule is inevitable because of the different positions. Because of these difficulties, clinical nodule images are not appropriate for performing such a validation study.
Our study has some limitations. First, limited numbers of laboratory-made nodules were used (Fig. 10) , and they did not include part-solid or ground-glass nodules. In addition, the effect of nonuniform backgrounds was not investigated. We also used limited numbers of scanners and scan/ reconstruction conditions (Table I ). Further investigations under various conditions would be helpful to confirm the clinical potential of our method. Second, the proposed method can be used to generate virtual nodules based only on the spatial resolution and not based on other factors (e.g., tube current and tube voltage). Third, the Hann window was applied to avoid numerical instability in direct deconvolution [Eq. (6) ]. Other windows were investigated (Hamming and Blackman windows), and we found that the smallest mean RMSEs obtained by optimization of those window settings were equivalent to that obtained by optimization of the Hann window settings [Fig. 4(e) ]. Therefore, we more commonly used the Hann window; however, appropriate selection of windows might be required under different scan/reconstruction conditions. In addition, exhaustive search optimization was applied for the optimal Hann window settings. Systematic optimization might be applicable, and we are currently investigating this issue. Fourth, we assumed that the PSF did not depend on the position within the image (i.e., shiftinvariant); however, the PSF would be shift-variant. In this study, the phantom spheres (Fig. 3 ) and laboratory-made physical nodules were placed within approximately 80 mm from the center in the scan plane; under this condition, the potential PSF errors would have little effect on virtual nodule generations. Additional PSF measurements might be required when considering nodules that are located apart from the center of the scan plane. Finally, our method requires optimization of the Hann window settings under the scan/reconstruction conditions used to obtain the original nodule images. Whenever the conditions are changed, optimization is necessary.
CONCLUSIONS
We have herein proposed a new method for obtaining the nodule-like object functions from the original nodule images and then generating virtual nodules from these functions using a deconvolution/convolution approach with PSFs and SSPs of different CT systems. The virtual nodules can be made to have the characteristics of the spatial resolution of the CT system used in each institution. The proposed method would be feasible for generating site-specific virtual nodules with a realistic appearance.
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