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RESUnO
Nsste trabalho, apresentamos a désigualtíade de indeperidincia, 
sua motivação e importância np campo da Teoria da Informação.
Na literatura da Teoria da Informação, existem diferentes medi­
das de informação, tais eomo; entropia de Shannon, entropia de tipo a, tipo 
ía 3), ordem a , ordem ( a e a entropia de Mittal.
A validade desta desigualdade foi téstada comas supra citadas 
medidas, particularmente com a-entropia de Mittal.
ABSTRACT
The independence inequality is presented conBlderihg its motiva 
tion and importance to the Information Theory,.
According to> the Information Theory. literature, there j. : ’.. exist 
different measures of Information such as Shannon/>s entropy, Mittal's :ientrppy, 
and entropies of type a , type ( a , 0) , order a ., and order C a , g].
The validity of this inequality was tested with those mentioned 
measures, particularly with Mittal’s entropy.
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CAPÍTULO I
CONCEITOS E RESULTADOS FUNDAMENTAIS
1.1. INTRODÜÇAO
A idéia de informação já nos é bastante familiar e, como sabe­
mos, esta B chegada até nós através dos diversos meios de comunicações de que 
dispomos, tais como: jornais, periódicos especializados, revistas, rádio, tele­
visão, telefone^ e até mesmo da simples conversa que temos no dia-a-dia.
A Teoria da Informação, de uma maneira geral, está intimamente 
relacionada com os problemas de origem matemática surgidos em conexão, com o ar­
mazenamento, transformação e transmissão de informações.
As primeiras investigações nesse campo da ciincia foram feitas 
por Nyquist [l5] em 1924 e por Nyquist [16] e Hartley [l2] em 1928.
Em 1948, Claude Shannon, com a publicação do seu famoso traba­
lho intitulado ”A Mathematical Theory of Comunication” (Bell System Technical 
Journal], introduziu um modelo matemático para medir o valor médio da informação 
fornecida por um experimento. Por sua analogia com a quantidade introduzida por 
Boltzmann na teoria cinética dos gases, foi chamada de entropia (entropia de
Shannon), a qual será apresentada no parágrafo 1.3,
Com essa valiosa contribuição de Shannon à Teoria da Informa­
ção, esta passou a ser uma atrativa área de pesquisa e, por consequência, passou 
a ser aplicada nos mais diferentes ramos do conhecimento humano, tais como; Ter­
modinâmica [3 ] , Economia [26], Biologia [16],,Cibernética [É8],.etc.
A Teoria da Infoimação sob a forma clássica de Wiener e Shannon 
baseia-se na noção de probabilidade.
1.2. DEFINIÇÕES E NOTAÇÕES ^
Nessa seção nosso objetivo primordial consiste em introduzir 
algumas definições, bem como algumas notações, sem as quais não poderíamos dar 
prosseguimento aos nossos objetivos no presente trabalho. Aqui, também, são in­
troduzidos alguns resultados de relevância fundamental para' os nossos propósitos.
Sejam X = {x^, x^...., x^} e Y = Y^} duas variáveis
aleatórias discretas com distribuições de probabilidades dadas, respectivamente, 
por P = (p(x^), p(x^),..., píx^D ) ,e Q = (p(y^), píy^),..., P^Vj^í J » tais que:
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p(x 3^ > 0 , > 0 ' i = 1 , . . n ;  mj
n m
H pCx ] = E p(y ) = 1.
i =1 j =1 •J
Suponhamos que X e Y estão associadas a um mesmo experimento. 
Então X e Y têm probabilidade conjunta dada por
p(x^,Yj) = p { X=x^, Y=yj }, 
para i=1,...,n e j=1,...,m.
0 conjunto de definições que damos a seguir é de fundamental
importância.
Definição 1.2.1
A probabilidade p(x^] do. evento X=x^ no primeiro ;.:pexperimento 
indiferente a do segundò, é definida pela relação
m
(1.2.1) pCxJ = Z p(x ,y )
j=1 ^ J
para i=l,...,n>
Definição 1.2.2
A probabilidade pCy ) do evento Y=y. no segundo experimento,J «Jindiferente a do primeiro, definimos pela relação
n
Cl.2.2) p ( y ) = Z p ( x , y )
J i=l 1 J
para j=1,...,m.
Definição 1.2.3
A probabilidade condicional, p[x^/y^}, de ocorrer o evento x^
do experimento X, dado que o evento y do experimento Y ocorreu, é definida por
J
Cl.2.3) pCx./yJ _
para i=1,...,m j=1,...,m.
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Definição 1.2.4
A probabilidade condicional, p[y /x.), de ocorrer o evento yJ Jdo experimento Y, dado que o evento x^ do experimento X ocorreu, definimos pela
relação
(1.2.4)
p(x^,y )
para i=l,...,n; j=l,...,m.
Se os experimentos X e Y são independentes, então valem as re­
lações
p(x^/yj) = p(x^)
® p(yj/x^5 = P^Vj^'
já que neste caso p(x^,yj) = .p(x^).p(yj).
Daqui por diante, por simplicid.ade de notação, convencionaremos 
em usar as notações abreviadas; p(x^3 = P^, pCy^) = q^, p(x^,yj) = e, final­
mente, píy^/x^) = q^j. Assim, podemos escrever as tris seguintes relações:
m n
"i ■,' ''ir ‘’j ■ ’ij 
i-l 1-1
’ij ■ Pl^lj
para i=l,...,n e j=l,...,m.
Definição 1.2.5
Um canal discreto sem memória com alfabeto > de , .. _ • en­
trada X={x., x_,..., X } e'alfabeto de saída Y-{y,, y„,..., y },onde X'é uma va- 1 ji n 1 z m
riável aleatória discreta com distribuição de probabilidade P=(p,, p_,..., p ), Y1 2  n
uma variável aleatória discreta com distribuição de probabilidade 0=(q^. 
q ), é definido pela matriz de ordem n x m abaixo:m
= (q^j) (i = l,...,m j = l,...m) com q^j > D e
m
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A matriz acima é cumumente chamada de matriz de transição ou 
matriz canal ou, ainda, matriz de probabilidade condicional.
Denotamos por Tn o conjunto de todas as n-uplas de distribui­
ções de probabilidade P=(pj^, p^.»..» p^)» as quais satisfazem as condições se­
guintes:
2 p^ = 1. 
i=1
Tal conjunto e também denominado de "Conjunto de todas as n-u­
plas de distribuições de probabilidade finitas e completas”. Em forma abreviada, 
escrevemos
n
= {Cp^,p2.*.«.p^); Z p^=l7 i=1,...,n} (n=2,3,...3.
Usaremos também, aqui, o símbolo IR para denotar o conjunto 
de tddos os números reais. ,
Para finalizar esta seção temos, ainda, a seguinte
Definição 1.2.6
Seja P=(p^,P2»■••.p^) uma distribuição de n probabilidades,^ e 
seja Q=(q^.q^.•..,q^) uma distribuição de m probabilidades. A distribuição produ­
to entre P e Q de n.m probabilidades, aqui denotada por Ptcj, é definida por
*
P.Q = lp^q^,p^q2. • •. .P^q^-P2n2* • ■ *'P2\* ■ • •'Pn'^1” ’ ‘ ’
• • • n m
1.3. ENTROPIA DE SHANNDN. DEFINIÇAO E PROPRIEDADES
Apresentamos, nessa seção, a definição da entropia de Shannon 
mencionada no parágrafo 1.1. Após um breve comentário sobre tal entropia, dare­
mos uma lista de propriedades satisfeitas por esta medida de informação, que em­
bora não completa e de fundamental importância, pois este conjunto de proprieda­
des nos dá, de modo significativo, o comportamento desta medida.
Seja X = {x.,...,x } uma variável aleatória discreta com dis-1 n
D5
tribuição de probabilidade P = (P^,...,p^) e Assim, temos a seguinte
Definição 1.3„1
A sequência de funções H : T -*■ IR (n = 2,3,...), definidan n
pela relação
n
(1.3.1) H^(P) = H^Cp^....
é chamada de entropia de Shannon ou simplesmente entropia ou, ainda, incerteza 
média,
Na expressão (1.3.1) "log^ denota o logarítimo e, em virtude 
da base do sistema de codificação das possíveis mensagens que a variável pode e- 
mitir, ser arbitrária, a base de ”log" no cálculo da entropia também o será. Por 
exemplo, a base de log em Cl.3.1) será "2” se estivermos usando base binária na 
codificação.- . '
Em vista de , - .
lim (x.log(x)) =0, 
x-KJ* '
convencionaremos que O.log(O) =0.
A unicidade de (1.3.1), no sentido de que somente satisfaz
o conjunto de propriedades que a apresentaremos a seguir, foi provada por Shan­
non utilizando um razoável conjunto de axiomas. Sobre esta medida de informação, 
podemos dizer ainda, que ela tem sido caracterizada de várias maneiras por di­
versos autores [l ] . Finalmente, vale salientar que H é uma função real e di'-
ferenciável, exceto nos vértices de T .n
A seguir fazemos a apresentação de algumas propriedades satis­
feitas pela entropia de Shannon. As respectivas demonstrações serão omitidas, mas 
podem ser vistas,'por exemplo, na referência [l] .
I. PROPRIEDADES ALGÉBRICAS DE H :n
(i) SIMETRIA:
H Cp-,...p ) = H (P ,.,,...,p , .), n 1 n n cs(1) o(n)
para toda distribuição (p^,...p^) e F^, onde a : {l,...,n} -*■ {1,...,n} é uma
permutação.
Esta propriedade, em palavras, qypr dizer simplesmente: a informação obtida de 
um experimento é invariante quanto a ordem dos eventos.
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(ii) NORMALIDADE;
H„(— , —  ) = 1.
2 2
dii] EXPANSABILIDADE;
.....Pn^ = .... Pn^ = •••
= .... p^)
= H Jp-,...,p .0) n+1
(i = 1,...,n-1).
Em palavras, a informação obtida de um experimento é a mesma se a este.é adicio­
nado um evento com probabilidade nula.
(iv) DECISIVIDADE:
H2C1»0) = H^tO.D = 0;
Isto é, nenhuma informação ê obtida de um experimento com dois resultados, sendo 
um com probabilidade 1 e o outro com probabilidade 0 (zero).
Cv) ADIirVIDADE FORTE:
^nm^Pi"^!! ' * * ' ’Pl‘^1m’P2'’21 * * "  'P2'’2m' * ’ * ’Pn‘^n1 ’
.p Q )^n nm
n
.....'>n> * ^ = > 1 1 .....V -
i=1
para todo (p ,...,p ) e T 'e (q ,...,q ) e T , i=1,...,nj I n n õ' n  im m
Quer dizer, a informação obtida de dois experimentos é igual a informação obtida
do primeiro experimento mais a informação condicional do segundo experimento, com
respeito ao primeiro.
(vi) ADITIVIDADE:
....... .......................
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= H (p } + H Cq,,...,a )n 1 n m m
para todo n,m ^ 2, (p,,...,p } e F , ( q . e  T1 n n 1 m  m.
Em palavras, esta propriedade diz que a informação obtida da combinação de dois 
experimentos independentes ê igual a soma das suas informações, quando de modo 
isolados.
Cvi] RECURSIVIDADE:
.... Pn' +
P2/
^Pl"P2^^^2^ P;,.P2 Pj-P2
para todo Cp^,...p^) e T p , no qual P-j+Pj
II. PROPRIEDADES ANALÍTICAS DE H :n
(i) NAD-NEGATIVIDADE:
í 0
para todo n=1,2,... e para todo tp^,...,p^) « T^.
(ÜD MAXIMILIDADE:
H^Cpi,...Pn) < ....
= log(n)
para toda distribuição Cpj^,...,p^] E Çn=2,3,...).
Corolário
^2^Pl'P2^ <
para todo Cp^^p^) e r^.
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Cill) SUB-ADITIVIDADE:
Í^12'--- '’'22' ‘ ’ * *’2m'' ’' '’^nl '^n2'
....... ,1Í )nm
/ ■ m m m
< H í ^ yir....... E 1í /  \ +
• " J. i ’j J.n 2 3  -J.1 "j
m m  m
+ H^l, l 1í.., E E 1í. ,
' 1=1 1=1 ^ 1=1
para todo ;n > 2 ,  m > 2, [U,,,... ,1F. ; ) e T= 11 Tm ní nm nm.
Em palavras, a Informação obtida da combinação de dois experimentos Cnão neces­
sariamente independentes) não i maior do que a soma das informações, quando de 
modonisolados.
(iv) CONCAVIDADE:
A entropia H , definida em Cl.3.1), e côncava,* quer dizer: n
t-
JkH (P) + yH CQ) § H CXP + yQ); n n “ n
pefa todo X,p e |R tais quef^X 't ii = 1 e distribuições P,0, é T ,n
Cv) CONTINUIDADE:
A função H^: IR é uma função contínua de P^,
P2,....Pn.
(vi) Se CP.,...,P ) e r e (q ,...,q^) e T , então I n n 1 TO m .
H^CP^.... P^) < - E PjlogCq^}.
com a igualdade acontecendo se, e sómente se, i=1,...,n.
As propriedades analíticas tim a sua importância evidencia­
da a partir da necessidade de adaptar um fenômeno em estudo, ao modelo da en­
tropia, enquanto as propriedades algébricas suportam 0 aspecto computacional do 
mesmo modelo
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1.4. GENERALIZAÇÕES DA ENTROPIA
Reservamos este parágrafo para fazer a apresentação de al­
gumas generalizações da entropia de Shannon. Consideramos diferentes 'medidas, 
incluindo as entropias de R^yi ( entropia de ordem ce), entropia de ' - Dáróozy 
Centropia de grau a), entropia de Shárma-Taneja C Entropia de grau (a, 3) 
entropia de ordem Ca,33, entropia de Mittal ( entropia paramétrica generaliza­
da ou entropia de ordem a e tipo 3) e, por fim, a medida de informação R-Norm.
Após as definições destas medidas de incertezas, apresenta­
mos uma lista de propriedades satisfeitas por tais entropias. A exemplo do pa^ 
rágrafo anterior, aqui também, omitiremos as respectivas demonstrações.
1.4.1. - ENTROPIA DE ORDEM à
Tal entropia foi desenvovida por Rényi em 1961 e, por is­
to é denominada também de entropia de Rényi. As propriedades dessa medida de in 
fomiação, bem como sua caracterização, foram estudádas recentemente por Aczél e 
Daróczy [l].
Definição Centropia de ordem a ]
A entropia de ordem a ^ 1 de uma distribuição de probab^,-
lida
/:
lidade P = Cp^,...,p^] e Cn=2,3,»..], e definid  por
onde usamos a definição o”: = 0, para todo a e (R li, a ^ 0.
'.V
É fácil ver que quando a tende para 1, a entropia de Rényi 
tende para a entropia de Shannon» isto é.
lim H CP) = H CP),01 n n
a-í-1
onde P e Por esta razão, diz-se também que a entropia de Shannon é a entro­
pia de ordem 1.
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A seguir, damos uma lista de algumas propriedades satisfei­
tas por Aqui, também, dividimos tais propriedades em dois grupos, a sa­
ber: um formado pelas propriedades de caráter algébrico e o outro constituído 
de propriedades de caráter puramente analítico.
I. PROPRIEDADES ALGÉBRICAS DE H :a n
A entropia de Rinyi satisfaz as seguintes propriedades:
(i) ^H^Cp^,...,p^) é uma função simétrica de P^,...,p^j
(II) ^H|^(pj^,... ,p^] é Bxpansável;
CIII) .....® aditivaj
(iv) i decisiva; ^H^Cl-O) = aH^(0,l) = 0’,
(v) „H (p,,...,p } é não-recursiva.“ n 1 - n
II. PROPRIEDADES ANALÍTICAS DE :;H::cinn
A entropia de Renyi satisfaz, tamb&n, as seguintes proprie-r
dades:
(i) jjjH^(p^,... ,p^] > Oj i.e, i não-negativa'i
Cii) „H^(1/2, 1/2) = 1, ^
(iii) ^H^(p^,...p^) jjjH^(1/n,...,1/n)
=log(n),
para toda distribuição (p^,...,p^) e Tn,
(iv) jjH^(p^ ,... ,p^) é contínua em ;
(v) jjH^(p^ ,... ,p^) é uam função estritamente decrescente de ‘'ío;
(vi) H (1/n,...,1/n) é uma'função monótona crescente de n> a n
(vii) (p^,...,p^) é côncavo para 0 < a  < 1 , s e n | 2 .
1.4.2. - ENTROPIA DE GRAU a
Daróczy (1970), introduziu o conceito de uma função de
informação de grau a ue definiu a entropia de grau q para uma distribuição de 
probabilidade P = (p^,...,p^) de uma variável aleatória X = {x^,...,x^}. Expli­
citamente tal entropia é dada abaixo, ha seguinte
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Definição (entropia de grau a )
A entropia de grau ^  ^ de uma distribuição de probabili-
dade P = (p.,...,p ) e T (n=2,3....), ê definida por 1 n n
(1.4.2) h “(p ^.... p^) = ( 2^ ''“- 1)"'' [ 1 p“ - 1
i=1
a > 0.
Aqui também, usanoe a definição o” : = 0, para todo,« e )R,
Tal entropia é também denominada de entropia de Darõczy. 
Quando .a-»■ 1, temos
<''>1.... ■ «n'''!.........
: , • cH-1 =
n
= - I P^log(p^)* 
i=1 ■ _
a qual é a entropia de Shannon.
As propriedades, bem como a caracterização dessa entropia, 
foram estudadas por Taneja t4], [25], e Aczél e Darõczy [1I. Algumas ' deasas 
propriedades são;
aCi) H . ( p . p  ) é uma função simétrica de p. , . . . p  i n 1 n I n
r T 1 a ^(ii) H^(p^,...,p^) e recursiva; i.e,
a
.... Pn’ *
+ (P^+Pj) • h“rP^-P2 P1-P2
(iii) H^Cp^ ,... ,p^ )^ é expan'áívBl)i quer dizer, 
'^“''’1 .....’n’ ‘ ....."n-'”-
(iv) H^(p^,...,p^) satisfaz a desigualdade
H°(p.,...,p ) < hP (1/n,...,1/n), n 1 n •= n
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com a igualdade acontecendo se, e somente se, p^=1/n, para todo 1=1,...,n
(v) H^Cp, ,...,p ) é não-aditivaj i.e, n 1 n
h“ (p Q) = h’(p) + h“cq) + /LH°CP)H"CQ), nm n n n m
onde P = (p ,... ,p ) e r , P = (q ,...,q 3 e T e A„ : = Í2^ “-1) .1 n n 1 m m «
(vl) H^CI/n,... ,1/n) é uma função monótona de n.
(vil) H“Cp.,...,p) B sub-aditiva. n 1 n
1.4.3 - ENTROPIA DE GRAU ( a,B)
A entropia de grau (a,BD, a 1, 6 1, é significativamen­
te uma nova medida de incerteza. Aqui, nosso objetivo para com esta. medida de 
informação, a exemplo do que vimos fazendo, consiste em defini-la e, ot segui­
da, listar algumas de suas mais importantes propriedades.
Definição Centropia de grau (a,B)]
A entropia de grau (a 6 K  a 1, 3 ^ 1 ,  (entropia de Shar-
ma-TaneJa), de uma distribuição'de probabilidade P r= (p ,...,p ] e T  , denota- 
a 3 I n nda por (Pl, definimos da maneira seguinte; ''
(1.4.3)  Pn?i = 2^'^) (p“ - p^), '
0 ^ 3 .  a,3 > 0.
Y
Aqui também usamos a definição 0 o, para todo y- 
Observamos que a entropia de grau (a,3) é uma função real
ii 1 nde r em IR, onde n=2,3,... E mais, que H ’ (P) = H- (P). n n n
Daremos agora algumas das propriedades algébricas e analí- 
Cl Bticas da entropia H . Primeiro consideramos as propriedades de caráter pu-n
ramente algébrico. Estas são:
O  6(i) (p^,...,p^) é simétrica com respeito a p^,...,p^#
(ii) H°*^(p^ ,... ,p^) e Bxpansávelí .-Istb é.
13
sao:
ct 6[iii] H ' íp.,,..,p ) i não recursiva;n T n '
(iv) h“'^ b decisiva: h“'^(1,D) = h“'^(0.1)J n Z n
Cl BAlgumas das propriedades analíticas satisfeitas por H^*
(i) h“'^(p:;.o..p ) > Oi n T n =
ot 6(ii) H (p-,...,p ) i uma função de suas variáveis>' n 1 n
(iii) (^,'^(1/2,1/2) = 1: n
1.4.4 -ENTROPIA DE ORDEM (a,B)
è entropia de ordem (a,B) foi introduzida por Aczél . por . 
volta de 1963. Esta medida de incerteza é definida como segue;
Definição (entropia de ordem (a,B) )
A entropia de ordem (a,B) de uma distribuição de probabili­
dade P = (P,,...,p ) e r , aqui denotada por „H , é definida por1 ^n n ^ ^ a,B n
^ i = l
U :
B 1, a,B > 0, com a definição 0^:= 0, para todo y e |R.
Evidentemente que se tomarmos 3 = 1 em (1.4.4), esta se 
reduzirá à entropia de Rényij isto é, temos que
.....fn’ ' a”n'>=1..... Pn’’
Algumas propriedades satisfeitas por „H são:a,p n
(i) „ _H (p , . . . , p  ) é simétrica com respeito a p. ,...',p <w # p n I n I n
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Cil] a . a ' 3 ^  ® decisivai
a M ^ l .........Pn^   ^ adi t iva
(iv) ^H^Cl/2,1/2) = 1OLipZ
r, A ^ P i " - - P n ^  - ft r H  C1 / n . . . . , 1 /n) a , p n  1 n a , p n
= log(n).
1.4.5. - ENTROPIA OE ORDEM a E TIPO 6
Tal entropia foi introduzida por Shanna e Mittal e, re­
centemente, foi estudada por Zatelli [[29] .
Nessa seção tal medida de informação é definida e, como 
vimos fazendo nas ;seç5es anteriores, também daremos aqui uma relação de 
proprdiedades satisfeitas por esta entropia. Vale salientar, ainda, que esta #
medida i também conhecida por entropia paramétrica generalizada ou, ainda, 
por entropia de ordem a e grau B-
Definição (entropia de ordem a e tipo B )
A entropia de ordem a ^ 1. e tipo 3 1. (entropia de 
Mittal) de uma distribuição de probabilidade P=(p , . . . , p  ) ' e T  , aqui de-st . I n n
notada por H^(P; a,g) (n=2,3,...), é definida por
(1 .4 .5 ) H ^ ( p ^ ......p^;ct,B) = (2 '’"^ -  1 )"''
g - 1
ii=l
onde d;,‘B e |R; a,B >0.
Para esta entropia, facilmente, obtemos os-seguintes ca­
sos particulares:
ie
1. lim H (p , . . . , p  ;a,B) = HH (p^,...,p ) (entropia de Renyi):n n n a n 1 n
2. lim lim H (p.,...,p ;a,B) = H (p.,...,p ) (entropia de Shannon) 
o>1 B-vl  ^ ^
3. Quando a = , H^(Pja,g) reduz ã entropia de grau aj isto é:
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H*CP;a,a) = C2^"“ -1]  ^n I  p ,  - 1i=l ^ /
.4. .Fazendo y = l/a e supondo $ = 2 -[1/a), obtemos que 
H*CPj1/y,2-y) = ^H^CP).
onde:
r Y -  1
i=l
é a entropia gama generalizada.
5. Tomando a=R e supondp g é2-(1/R) ,' obtemos:
H [P;R,2-(1/R)- ) = H_(P.) n R .
1 - R
,(2^-"^'’ -1)R
, R-> 0. R JÍII,
onde Hpj é a informação R-Norm, a qual definiremos na próxima seção.
*  ~'Algumas propriedades satisfeitas por H sao:
n
,(i) H^(p^,... ,p^;a,g) B uma função simétrica de seus argumentos,
*
(iii H^Cp^,...,p^;a,6l i expansível,
(iii) H (p., .i.,p ;a',B) é decisiva; n 1 n
(iv) H^(p^,...,p^ja,6) é não aditiva;
" (p ^ , . . . , p ^ ; a ,B ) (q ^ , . . . , q ^ ; a ,B ), 
■' *  *
+ A p H _ ^ { p ^ , . . . , p ^ ; a . B )  H ^ ( q ^ , . . . , q ^ j a , B ) •
Onde A : =P
(v) H (p-,...,p i côncava-^ea > 0 e B > 2 - (l/a).:. n 1 n “
(vi) H (p ,...,p ;cx,B) < H * n / n , ... ,1/n;a,B) n 1 n ~ n
= ( n ' ' ' ^ -  1 ) .
IB
(vii) H^(p^,...,p^;a,6) ^ 0, com a igualdade acontecendo se, e so­
mente se, P^= 1 para algum i e zero para todos os outros,
Cvlil) :H*Cl/2.1/2ja.e) = 1.
Finalizamos este paragrafo introduzindo a medida de inT 
formçaõ R-IMorm, mencionado no caso particular 5, acima.
1.4.6 - MEDIDA DE INFORMAÇAD R-NORM
A medida de informação R-Norm é introduzida e, a seguir 
a exemplo das demais -séções, listamos algumas propriedades satisfeitas por 
esta medida de informação.
Definição (Medida de informação R-Norm)
A medida de informação R-Norm de uma distribuição de
probabilidade P = (P. ,...p ) e,f , denotamos por H_(P) - ..1 n n ^ R , e definida por:
(1.4.6) Hp(p^,...,p^)
onde R?>0. R;^1, R e  IR
R R ^i/R "
R - 1  ^ '1
y
.
Como vemos, é uma função real definida sobre to-
mandí) valores em IR, onde n = 2,3,... .
I. PROPRIEDADES ALGÉBRICAS DE H„;
R
(i) Hp(p^,...p ) é uma função simétrica de p^,.... Pn^
(ii) Hp(P) é expansível;
(iii) H„(P) e decisiva: H„(1,0) = H„(0,1) = Oi H K K
(iv) H (P) e recursiva; H
(v) H„(P) i pseudo-aditiva; i.e, se P e Q são K distribuições inde-
pendentes, então:
Hp(P*C1) = Hp(P) + Hp(Q) - (R-D/R Hp(P)Hp(Cl) .
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II. PROPRIEDADES ANALÍTICAS DE H^:
(i) H (P) ^ H C1,0,...0} = 0; i.e, i não-negativa;K K n
(ii) H^(p.___ ,p ) SH„(1/n,----1/n)K l  n H
= (R/R-1) 1 -
(iii) H (P) i uma função monótona de seus argumentos;K
(iv) H (P) é uma função contínua em R|H
(v) H_(P) i uma função côncava para todo P e r .R n
As demonstrações das propriedades mencionadas acima po­
dem ser vistas, por exemplo, na referência .
l.S. A DESIGUALDADE OE INDEPENDÊNCIA
'D objetivo dessa seção' é tão somente introduzir a "A 
desigualdade de independência" para uma sequência de funções (entropias) 
J^:r^ -> IR (n=2,3,...). Isto é feito na seguinte
Definição'(desigualdade de independência)
Dizemos que uma sequência de funções (entropias) J :rr ->n n
IR (n=2,3,...) satisfaz a desigualdade de independência se, e somente se.
--- ''nm’
\
para todo n, m e toda distribuição (H^^,..., ,,...,T[ )^ 11 1m n1 nm =»
^ ^nm-
Em palavras, a desigualdade de independência diz que a 
informação obtida da combinação de dois experimentos é máxima quando os ex­
perimentos são independentes.
Em forma abreviada, a desigualdade de independência diz
que
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(1.5.2) j (u^.) 1 J (p.qjnm ij = nm i
No capítulo 2, a seguir, fazemos um estudo dessa desi­
gualdade relacionando-a com as entropias de Shannon, Rényi, Daroczy Sharma- 
Taneja e, finalmente, com a entropia generalizada de ordem (a,B). i; Deixamos 
para o capítulo 3 o estudo relacionando-a com a entropia de Mittal.
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CAPÍTULO II
APLICAÇÕES DE DESIOUALDADE DE INDEPENDÊNCIA
2.1. INTRDDUÇAD
Apresentamos neste capítulo, diferentes exemplos de dis­
tribuições de probabilidades e canais de comunicação, para os quais a desi­
gualdade de independincia se verifica. Para isso, consideramos diferentes me 
didas de informações, tais como: a entropia de Shannon, entropia de Renyi 
(entropia de ordem o), entropia de Daróczy (entropia de grau a), entropia de 
Sharna-Taneja (entropia de grau (a,g)) e finalmente, a entropia de ordem 
(a,g).
Mostramos que a entropia de Shannon satisfaz a desigual­
dade de independência para todas as distribuições de probabilidades P , 
enquanto que as demais satisfazem a desigualdade da questão somente para 
certas classes de distribuições. Discutimos, tambán, a relação existente en­
tre' a desigualdade de independência e as propriedades de aditividade e sub- 
aditividade. Em outras palavras, o estudo que desenvolvemos neste segundo 
capítulo, pode ser resumido na seguinte afirmação:
A desigualdade de independência á satisfeita pelo se­
guinte conjunto de entropias:
(i) h“, a > 0, ctjil n
(ii) „H , a > D, a/1 a n
(iii) h“ ? e >1 > a > 0 (ou a'> 1 > B > 0) n ' -
(iv) „H , 6 > 1 > a > 0 (ou ct > 1 > B >- 0)j a p n
Se uma das seguintes condições é satisfeita:
1. A distribuição de probabilidades de entrada p^, 1=1,...,n é uni­
forme (em particular, se a distribuição conjunta de probabilidades Hij, 
1=1,...,nj j = 1,...,m i uniforme).
2. A distribuição de probabilidades de saída q , j=1,...m, é unifor-J
me (em particular, se a distribuição condicional de probabilidades q ^ ^  1 = 1 
...} jl=l,...,m i uniforme).
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3. A matriz de probabilidade condicional (q^ J  . tem a propriedadeij n,m
de permutaçao-linha.
E mais, a entropia H^satisfaz a desigualdade de indepen­
dência qualquer que seja a distribuição de probebilidades.
2.2. ENTROPIA DE SHANNDN E A DESIGUALDADE DE INDEPENDÊNCIA
Consideremos um canal discreto com alfabeto de : entrada
dado por (x ,x , ...,x } e alfiabeto de saídaí {y., y_,.. .y }, caracterizado pe- ' ^ n , 1 z m
la (n,m) - matriz de transição
=• Ci=1,...,n; j=1,...,m) oom q^^ > 0
m
S q-4 =  ^ .... n).
j=i
Sejam X e Y variáveis aleatórias com distribuções de 
probabilidades P = (p^ .p^,... ,p^} ^ e 0 = Cq.^  »q^. ■ • • .q^ )^ e ^m, res­
pectivamente. Então podemos considerar os alfabetos de entrada e de saída co 
mo os alfabetos de valores para X e Y, respectivamente, onde as distribui­
ções de probabilidades para X e Y são dadas por
PCX=x^) = p^  Ci=1,...,n)
pcy.yj) . qj -
-PtY=j^ / X=j^} = (i=1,...,n; j=1,...,m)
PCX=y^, Y=j^) = Ci=1.... nj j=i____,m)
como no capítulo I, seção 1.2.
Os resultados seguintes enfatizam a importância da desi­
gualdade de independência, ao mesmo tempo em que dão diferentes exemplos de 
distribuições de probabilidades e canais de comunicações, para os quais es­
ta desigualdade se verifica.
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Seja Cn=2,3,...) uma sequência aditiva de fun­
ções, definidas sobre r^'.temando valores no conjunto IR dos números reais. En 
tão é sub-aditiva se, e somente se, satisfaz a desigualdade de independin 
cia.
Teorema 2.2.1
Demonstração: A propriedade de aditividade, para uma se­
qüência de funções J^:r^-»f?(n=2,3,...), pode ser escrita na forma abreviada.
(2.2.13 J, (p.qj ,= J^(pj + J (q J,nm i j n 1 m J
enquanto a propriedade de subatividade pode, tambim na forma abreviada ser 
dada por
uma vez que
Assim, se J^:r^->-lR (n=2,3,...) i uma sequência aditiva de funções, sendo es­
ta também subaditiva, combinando as relações (2.2.1) e (2.2.2), obtemos
J CU.,) < 3 Cp.q J ,  nm ij = rm ^i i
a qual é a forma abreviada da desigualdade de independência dada por (1.5.2 ) 
e, portanto, se uma sequência aditiva de funções (n=2,3,...) é tam­
bém subaditiva, esta satisfaz a desigualdade de indepdência.
A recíproca pode ser vista facilmente. Para isto, basta 
combinar as relações (l:.5.2) e (2.2.1).
Corolário 2.2.1
A entropia de Shannon, H^, satisfaz a desigualdade de 
independência qualquer que seja a distribuição de probabilidades.
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Demonstração: Dg fáto, como vimos Cseção (1.3)) a entro­
pia de Shannon é aditiva b subaditiya e, portanto, pelo teorema acima se­
gue-se o resultado, o que prova a nossa afirmação.
Pelo teorema 2.2.1 observamos, ainda, que se uma entro­
pia satififaz a desigualdade de independincia e é aditiva para certas distri­
buições de probabilidades, então para estas mesmas distribuições, esta en­
tropia também será subaditiva.
2.3. ENTROPIA DE GRAU a-:E A DESIGUALDADE DE INDEPENDÊNCIA
Na proposição seguinte damos um exemplo no qual mostra­
mos que a desigualdade de independência não é satisfeita pela entropia h”• n
tentropia de graü ot).
Proposição 2.3.1 , - .
Existe a e distribuições de probabilidades P = 
p^) íe T^, tal que a entropia (F?) não satisfaz a desigualdade de indepen­
dincia.
Demonstração; Sejam a =2, n=2=m, p^=0.1, p^ = 0.9. Con­
sideremos, tambim, a seguinte'(2,2) - matriz
0.04 0.09
‘’ij’ ' 0.34 D. 53
Então,
q^ = = 0.62 ( = 1-q^),
e, finalmente,
(2.3.2) T ^ ^ = 0.4336
i.J ^  ^ i.J ^ ^
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 ^-.Q —
Para a = 2, A^: = (2 -13 = -2 < 0 e, portanto, das relações C2.3.1) 
e C2.3.2}, obtemos que
h“ (H . nm n r 3 > H fp.q., nm nm *^11 n m
Assim vemos que a desigualdade de independência não é satisfeita.
Mostraremos, agora, que para certas classes de distri­
buições de probabilidades P = Cp^p^,...,p^3 e a entropia h” (P3 Ca >03, 
a / 13 satisfaz a desigualdade de independência. Para isto, consideramos a 
seguinte (n,n3 - matriz definida por
1-p, se i=J ,
«Ij _È_ ■ n-1 se ii^ j
onde
Seja = 1/n, i=1
Ê fãcil ver que
^ij
'j n '
Pi'^ j = :2-
Para H^, a desigualdade de independência tem a forma
C2 ^"“- 1 3 ' ^  -'I \ < C2'''“-13'^ 
iyj /
isto é.
(2.3.33
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onde
- 1  -1 : = (2 -1)
é fácil ver, ainda, que
, 1 - a  ^2ip.q.
ij
Seja
(1 -p)“ + p“C n - 1 “ J.
f (p) : = [1-p)° + p” ín-1)^ “
Então,
-  r l f  1  ~  Ot-1 ,  If f p )  - - “Cl-p) + «p . (n-13 ,
»•
f ”Cp3 = aCa-13^^ (1-p]“"^ + Cn-1}^"“ . p““^ ),
f'(p) = 0 se, e somente sé, p = i.e, f tem um pon-
l^ ctto crítico em p^ = (n-13/n e fCp^í = ^ '
Temos dois casos a considerar:
U )  0 $ a < 1 :
Neste caso, > 0 e p é um ponto de máximo. Daí, se-c
gue-se que a desigualdade (2.3.3), a qual é equivalente a
1 - “  ^  2 Aa . n . f(p) = Aq . (n ) ,
é satisfeita.
(ii) a > 1 ;
Aqui, < 0 e p^ um ponto de mínimo e, novamente, a
desigualdade (2.3.3) i satisfeita
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Uma função real e diferenciável 'P é dita ser "côncava” 
em um intervalo Ca,b), se esta é definida e possui derivada segunda em (a,b) 
e satisfaz
T” Cx) ^ 0, 
para todo x e Ca,b)
Uma tal função satisfaz, ainda, a desigualdade
Definição 2.3.1
( 2 . 3 . 4 )  Z pV.'l'(x ) < '1'
i=1 ^ ^ ~ ■
para todo x^ e (a,b); i=1,...,nj Z p^ = 1. (ver referência. V V -
Se T (x) < 0, para todo x e (a,b), então .4* é dita ser 
umafunção "convexa" e, neste caso, a desigualdade (2.3.4) fica invertida
Proposição 2.3.2
A desigualdade de independincia é satisfeita pela entro­
pia (a >0, para todas distribuições de probabilidades P = (p^,p2..." 
p^) E r^, que dão origem a alfabetos de saída com distribuições de probabi­
lidades equiprováveis, ivi, 0 = (q^ ,q2» • • • ,.q^ ) ^ ^^ al que q^ # 1/m, 
j - 1,...,m.
Demonstração: A prova da afirmação acima consiste de
V - *duas partes, quais sejam:
(i) 0 ^ a < 1 :
« - 1 ~ct "■ iEsta variaçao de a nos dá que Aot = (2 -1) > 0
Usando o fato de que a função x • x^ ' (0 < a < 1) é côncava, obtemos que
5 ^
para todo Multiplicado por p^ e somando sobre i, tsnos que
E ( p . q . . ) “  < Z 
i,j ^  i.j
ou.
Z H“ -1 < I Cp.qj“ -1 
i-j ^  ' i/j
Multiplicando pelo fator A , o qual é positivo, obtemos o resultadoa
Cii} a > 1 ;
26
a -l\|Bste caso, a funçao x |—> x e convexa e, temos
que nos dá
i J i-J
Çorno; taeste caso, A^ <. 0, obtemos
A .a
\
/
e novamente, a desigualdade de independência se verifica por H
Proposição 2.3.3
•i’
Seja a (n,m) - matriz de probabilidade condici-
nal, cujas linhas são as permutações de um mesmo conjunto de m números. En­
tão a entropia (a < 0, a 1) satisfaz a desigualdade de independência.
números, e seja ~ A. Então,
Demonstração: Seja (a^,a2 »•••.a^) um tal conjunto de n
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donde;
T. q“ = A, (i=1.... n),
j ^
Z Z p q“ = A, 
j J ^
Z q“ = Z Z p q“ . Ci=1.....n)
j ^  j i
Para 0 < <1, temos que
A partir daqui, a demonstração ë análoga à da proposição anterior.
Na proposição seguinte consideramos o caso de um canal 
com alfabeto de entrada tendo distribuição de probabilidades uniforme e, co­
mo veremos, a desigualdade em questão é, novamente, satisfeita por h”.n
Proposição 2.3.4
Se a distribuição de probabilidades de entropia (p'^ ) 
é uniforme, então a desigualdade de independincia é satisfeita pela entro­
pia h“. .
Demonstração: Sejam
R:= Z Cp.qj“ = . E CZ q
i,j j i
*1 ""O “ 1Para 0 1 a < 1, facilmente, vemos que L < R. Como neste caso A^:= C2 -1) 
é positivo, segue-se o resultado desejaido. Para a > 1, temos que A^ é nega­
tivo e L ^ R B, novamente, a desigualdade em questão é satisfeita. Dessa 
forma a prova está completa.
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A desigualdade de independÊncia ê satisfeita por h'* se a dis­
tribuição conjunta de probabilidades I uniforme.
Demonstração; De fato, sendo a'distribuição conjunta uniforme, 
temos que = l/n para todo i. Assim, temos o resultado.
Corolário 2.3.2
' Corolário 2.3.1
A desigualdade de independência ê satisfeita por se a distrd^ 
buição condicional de probabilidades é uniforme.
Demonstração; Neste caso a propriedade de permutação de linhas 
da matriz jj, ê satisfeita. Isto completa a demonstração.
2.4. ENTROPIA DE RÉNYI E A DESIGUALDADE DE INDEPENDÊNCIA
No lema a seguir mostraremos que uma entropia não tem que ser 
aditiva ou subaditiva para satisfazer a desigualdade de independência.
Lema 2.4.1
Seja a e R, a f 1. Então, para uma dada distribuição de probab^ 
alidades P ei r^, se (p) satisfaz a desigualdade de independência, temos que 
(i?) (entropia .de Rényi) também verifica esta desigualdade, e vice-versa.
Demonstração; A desigualdade de independência para como já 
vimos, tem a forma
(2.4.1]
\
I H - 1
iá
/ \
isto e.
(2.4.2)
ti
onde 'a 1)-'.
Para a desigualdade de independência, toma a forma
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(2.4.3]: < log
\ ij
onde Aa:= 1/(1 -a).
Evidentemente que (2.4.2) e (2.4.3) são equivalentes (i.e, uma 
implica na outra) pois x h—> log (x) é uma função crescente, e têm o mes­
mo s'inal para cada valor do parâmetro a.
Com efeito, a relação entre h“ (P) e (R), ,P e T^, pode ser
expressa na forma
isto e.
H (P) = F (h“ (P) ), a n  n
onde
F(x ) = A^ . log (1 + (x /Aq() ), 
a qual e uma função crescente de x. Isto completa a demonstração do lema.
Na seção 1.4* vimos que a entropia h” era subaditlva, enquanto
que a entropia H não.V* n
Segue do letfia acima que todas as afirmações vistas no caso da 
entropia h” valem, igualmente, para a entropia
2.5. ENTROPIA DE SHARMA-TANEJA E A DESIGUALDADE DE INDEPENDÊNCIA
Nesta seção, mostraremos que as proposições vistas no parágrafo
2.3, valem, igualmente, no caso da entropia generalizada de grau (a,3) (entro - 
pia de Sharma-Taneja) . Temos, portanto, a seguinte;
Proposição 2.5.1
Existem 3 e distribuições de probabilidades P e  T , tais que
a entropia H^' (f) nao satisfaz a desigualdade de independencia.
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• ct 6Demonstração: Para H^' , a desigualdade de independincia se
apresenta como na forma seguinte:
Considerando a=2, 3 = 1 . 5 e  usando a distribuição de probabilidades dada na 
demonstração da propòsiq 
plicitamos, obtemos que
osição 2.3.1, juntamente com a matriz , que lã ex-1 J ^  9 ^
enquanto que
Daí, tenras que
ij
Para os valores dos parâmetros “ eP , considerados acima, te­
mos que a • ■
. - 2 11 * a .
O qual é negativo, e portanto, a desigualdade da independência não se verifica, 
como queríamos. -
0 anãlogo da proposição 2.3.2, no caso da entropia a se-
guinte:
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A desigualdade de independência ê satisfeita pela entropia
|-P’^C0< a < l < g  ou 0 < g < l < a )  para as distribuições de probabilidades
que dão origem a distribuições de probabilidades de saída equiprováveis
(q .= l/m; j = 1, .. m) .
J
Demonstração: Jã vimos que para 0 < a < i, ocorre •
(2.5.2) ^ ”il - ^
ij ^  ij ^ ^
Para 3 >1, a função xl—  ^x^ , ê convexa e, assim, obtemos
(2.5.3) ^ ^ Cp.q.)^. 
i*j ti ^ ^
Proposição 2.5.2
Subtraindo (2.5.3) de (2.5*;2), segue-se que
i
y  ‘’L  ■'’L ’ - y  ' ‘Pi"]’“’-
Multiplicando a desigualdade acima pelo fator g : = (2^~^ - 2^"^) o qual 
ê positivo, obtemos
^•,6 I  ‘" L  - 'V.S < 'Pi-lj)“ -  .
a,ga qual e a desigualdade de independencia para Hn
Proposição 2.5.3
Seja (q.j) a (n,m) - matriz cujas linhas são as permutações ± j n/n
de um mesmo conjunto de m números. Então a entropia hP' p (0 i a < 1 < g oun
0 < g < 1 < ot) satisfaz a desigualdade de. independência.
Demonstração: Seja (a^, a„, ..., a ) um tal conjunto de m núme m 1 ^ m , —
ros, e seja ^ ~  0 < ct < 1» temas que
Z í ,  s Z q“ ,
J j
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como anteriormente. Para ^ ^ 1, concluimos que
a qual implica em
Z > Z (n q
Dessa forma, a prova da afirmaçao acima estã completa pelo que fizemos no caso 
anterior.
Consideramos na proposição seguinte, o caso de um canal com al­
fabeto de entrada tendo distribuição uniforme de probabilidades.
Proposição 2.5.4
A desigualdade de independência ê satisfeita pela entropia n
(D< ot < 1 <-3 ou 0 <■ 3 <1< a), se a distribuição de probabilidades de entrja 
da ê uniforme. '
Demonstração: A prova neste caso ê similar à da proposição -2.3.2 
e, por isso, a omitiremos.
Corolário 2.5.1
Ot 6A desigualdade de independência é satisfeita por H ' , ee a disn —
tribuição conjunta de probabilidades ê uniforme.
Demonstração: Similar à do Corolário 2.3.1.
A afirmação seguinte pode ser considerada como um corolário pa­
ra uma das proposições (2.5.21 e (2.5.3).
Corolário 2.5.2.
Ot 3A desigualdade de independência ê satisfeita por , se a 
distribuição condicional de probabilidades ê uniforme.
Demonstração: A prova desse corolário ê similar à que foi dada 
ao corolário 2.3.2. Por isso, a omitiremos.
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2.6. ENTROPIA DE ORDEM [a,B) E A DESIGUALDADE DE INDEPENDÊNCIA
A desigualdade de independência, no caso da entropia „H (en-a ,p n
tropia de ordem (a,3), e equivalente a
(2 .6 .1) B - a log 3 -a
\ u /
a qual implica na desigualdade
(2 .6 .2), ^ ’ij í ó
T. 1í
iJ
3
ij
3
para a i> 3 e, na ^ desigualdade
(2.6.3)
E H.
iJ ij
E H'
iJ ij
a
3
se a < 3 .
É fácil ver que o conjunto de afirmações feitas na seção ante- 
Lmente, no caso da entropia di 
lhança das demonstrações as omitiremos aqui.
rior vale, igualmen e ordem (a,3), H . Dado a seme-
a#3  n
Portanto, podemos ainda ter o seguinte
Corolário 2.6.1
As entropias aditivas
(ii) oH , 0 < a < l < 3  I a^. n
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são subaditivas para algumas das distribuições mencionadas nas proposições ci­
tadas.
Demonstração; jã vimos que „H e „H são aditivas. Assim, pa^ ^ a, n a,e n —
ra algumas das distribuições mencionadas nas proposições citadas, as entropias 
(i) e tii) são aditivas e satisfazem a. desigualdade de independência, e, por­
tanto, pelo teorema 2.2.1 estas são, tambãn, subaditivas.
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c a p í t u l o III
A DESIGUALOADE DE INDEPENDÊNCIA PARA A ENTROPIA DE MITTAL
3.1. INTRODUÇÃO
Aborda-se, neste capítulo, o problema que consiste em ; mos­
trar a desigualdade de independência no caso da entropia de ordem a e tipo B 
(entropia de Mittal) e, como ja tivemos a oportunidade de frizar, este result^ 
do constitui basicamente a parte original do nosso trabalho.
A solução aqui apresentada para este problema, i particular^ 
zada para certas classes de distribuições de probabilidades e. para certos val£ 
res dos parâmetros .a e 3 que aparecem na definição da.entropia em questão. Pa­
ra isto, usaremos as definições e notações introduzidas nos capítulos anterio­
res. . - .
3.2. A DESIGUALDADE DE INDEPENDÊNCIA
jã vimos que a entropia de ordem à' e tipo g de uma distribu^ 
ção de probabilidades P. ' variável aleatória
X ><2' ® definida da maneira seguinte;
 ^ n« G-
3-1
«-1E fí -'1
i=l
-
(3-2-1) (P;á,3) = H* (p^. P2 ,..., P^; a ) = (2^"®-l)^
onde a , 3 > 0 , a , g ; í l .
De (1.5.1), juntamente cqm (3.2.1), vemos que a desigualdade 
de independência, no caso da entropia de ordem a e tipo 3, tem a forma dada a 
seguir.
3-1 1 3-1
(3.2.2) A^ “-1 _ 1 - 1  . 1
onde A3 = (2^"^- 1)"^
Na proposição seguinte damos um exemplo, no qual mostramos
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que a desigualdade de independincia não se verifica no caso da entropia de
«
Mittal, para todos os valores dos parâmetros a e B.
Proposição 3.2.1
/ Existem númerosct , B e distribuições de probabilidades
P = (p,, p„, ..., p ) e r , tais que a entropia H* (p,,p„,...,p 3 não satisfaz -L-í n "  n l z  n
a desigualdade de independência.
Demonstração; Para provar a afirmação acima, i suficiente, 
darmos um contra-exemplo para a desigualdade em questão. Com efeito, sejam
a = 2, 3 = 3, m = 2 = n, p^ = 0.1 e p^ = 0 .ã. Consideremos, ainda, a matriz 
(%j)2 2 por;
0.01 0.09’
0.16 0.74
Daí, obtemos que;
2
q =
i=l
0.01 +.0,16 = 0.17>
E 0-74 = 0.83 (= 1 - q 1,
i=l
E = (0.013^ + (0.093^ + (0.163^ + (0.743^ = 0.5814,
i,j ^
^  = (0.13^ + ÍO.93^ (0.173^+ (0.833^ =0.5886i^ Cpiqj3 = E p^ E q.
Ja que p = 3, temos que Ag =. -4/3. Temos, tambem.
C3 .2 . 3 3 i . V « '
a B - 1  
0-1  ^ E H.
i J 'U
= (0.58143 = 0.3380.
(3.2.43
B-i '
i,j i J
a-1 ,
= (0.58863 = 0.3464
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Em virtude de Ag ser negativo e de (3.2.3) ser menor do que
(3.2.4), segue-se que a desigualdade (3.2.2) não se verifica, o que prova a 
proposição acima.
Nosso próximo passo consiste em mostrar que para certas cias 
ses de distribuições de probabilidades, a desigualdade de independincia ê sa­
tisfeita pela entropia de ruttal. Com efeito, consideremos a seguinte n x n  ma­
triz de transição (q..) , dada por:ij n,n ^
^1-p, n-1 n-1 n-1
p 1-p Pn-1 n-1
V
<• • mf i
P P P
n-1 n-1 n-1
n-1
1-p (n, n)
onde 0 1 p ^ 1. Seja, ainda, = l/n, para todo i =1, ... n. Então
'ij ■ Pi ■’ij ■ n "ij-
I 7 = 1  
n '’ij n ’
uma vez que q = 1, e portanto, segue que
i=l ’ij
i = l ,  ..., n ; j = l ,  .... n. Daí, obtemos que
líj
B-l
a-r
6-1
a-1
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2n . 1"2n
ß - 1
a - 1
2 (1-ß)
*■ • • 3 - 1 ß - 1a
i . j
a - 1 z , 1 ;a 
1 . 3  ' n  • ''lj>
a - 1
1
n
/ l.j
ß - 1
a - 1
^  . (n ( l - p ]“+ ( n ^  - n ] ) .
a
a
) ) Pn-1n X J
P a"
1) ). n - 1
/ ;
ß - 1
a - 1
ß - 1
a - 1
 ^ ( il-p)” + p“ . În - 1)^ °)
ß - 1
a - 1
ß - 1
a - 1
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Seja
f(p) = (1 -p)“í p“ Cn - 1 ) ^ "“ 1
Então, f tem derivada f’ dada por
f  Cp) =_ 3 - 1
1 - 1
- a C l - p )   ^ + ap“ ^.Cn-1)^
e derivada se^guhda, f-, dada por
if"Cp) 3-1a-1
e-2a+l
3-g
a,-l Cl
, a  a ,  T , l - a \ “ ~ ^  /  - .  . a - l  a - 1  , , 1 - a  1 -p) + p Cn-1) I -aCl-p) + ap t n - 1 )  1 +
Cl -p)“+-p“tn-1)^"“ I ^  •(aCa-DCl-p)“"^ + a Ca-l)p“"^. (n-1)^"“
Afirmamos que f tem um ponto crítico em p^ = Cn - l)/n. De fa­
to, f  Cp) = 0 se, e-somente se.
a-1 a-1 l-oi-a Cl-p) + ap Cn-1) = 0
= Cn-1)“~^1 -p
1 +P
n - 1
P = n - 1
e portanto, fCp) tem um ponto crítico em p = Cn-l)/n, como afirmamos. E mais,c
fCp ) = n c
1- 3
Consideremos, agora, os seguintes casos:
Ci) O l a ’' l  B 6 < 1 ,  porém a < S .
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Assim, Aft > 0 e f”(p ) < 0. Portanto, p é um ponto de máxl- ^ c c
mo. Dessa forma, a desigualdade (3.2.2], a qual é equivalente a
Ag . n^“^ f(p);^ A^ . (n^"^3^,
é satisfeita.
(1 1) . 0 5 a < 1 e 3 < 1, sendo que 3 < a.
Aqui, como no caso anterior, Ag > 0 e f”(p^] < 0. Logo, a 
desigualdade (3.2.2) e novamente satisfeita.
(iii) 0 < a < l e 3 > l .
Neste caso, temos que Ag 0 e p^ um ponto de mínimo, jã
que f"(p ) > 0. Novamente a desigualdade (3.2.2) é satisfeita, c
:(i/v) 0 < 3 1 e a ^  1.
Evidentemente que Ag > 0 e p um ponto de máximo. Facilmentec
vanos que (3.2.2) ê novamente satisfeita. ' .
(v) 3^  ^  1, a k 1.
Aqui f"(p ) > 0 ,  enquanto que A < 0.. Assim, p é um ponto C p c .
de mínimo. Novamente (3.2.2) ê satisfeita.
D exemplo acima representa um canal no qual as distribuições 
de entrada e saída são ambas uniformes. Na próxima proposição, mostraremos a 
desigualdade de indefSéndência para todos os canais que possuem distribuições 
de probabilidades de saída uniforme. Isto significa dizer que as colunas da ma 
triz de transição são permutações de um mesmo conjunto de n números.
Proposição 3.2.2
A desigualdade de independência ê satisfeita pela entropia 
de Mittal para todas as distribuições de probabilidades as quais dão origem a 
uma distribuição de saída equiprovável (q = l/m , j = 1, ... m).
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Demonstração; Temos de considerar os seguintes casos;
(i) .0 < a < 1, D < 3 < 1.
1-3 -1 ,Assim, Ag = C2 - 1) e um fator positivo. Usando a conca­
vidade da função x í —  ^ x“ , 0 < a < 1, temos que:
para todo i = 1, ..., n. Já que ^ j segue que
J
■ * Ot 1 ^ ctZ q .. á m. ( — ) = Z q , para todo i, 
j j  ^ .
Multiplicando por p“ e, somando sobre i, temos
isto I,
Q U
a
Elevando ambos os membros da desigualdade acima à potência ( 3 - 1 ) /(a-1), a 
qual B positiva, depois subtraindo 1 e, em seguida, multiplicando pelo fator 
Ag > 0, obtemos;
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B-1
I  -  1
\ij
B-1 
a \a-l
-  1
a qual ê a desigualdade de independência para Hn ■
(ii3 0 < a < 1, B > 1.
Novamente obtemos que 
.a
.1 1
Por outro lado, a potência ( B”l]/(a~l) é, agora, negativa. Isto nos dã
B-1.a B-1
Í3 ■
Subtraindo 1 de ambos os membros da desigualdade acima e, em seguida, multipli­
cando pelo fator < 0, temos
,6 - 1
H T k - l  - 1
\
a-1
-  1
e portanto, novamente a desigualdade de independência ê satisfeita pela entro­
pia H *. n
(iii) a > 1, B < 1.
temos que
Assim, Ag > 0. Usando a convexidade da função x a > -1.
para todo i = 1, ..., n, e portanto.
1 .B,
Elevando ambos os membros da desigualdade aoim]a à potência ( g - 1)/( a - 1) < 0 e 
depois subtraindo 1, obtemos
g-1
W - 1
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iJ - 1 < Z C Q . q J
g-1
a-1
-  1
Jã que o fator /^ê positivo, multiplicando a desigualdade acima por estB, ob­
temos novamente a desigualdade de independência, para H*, l'.e, vale quen '
A.
g-1 
a\ Íi_l2 1
/ , g-1r  C P i q . f U - l -  1
Civ} a > 1, g > 1.
Aqui, temos que < D e
Z n“ 
iJ
g-1
a - 1 -- 1 > / -  1 ..
Multiplicando a desigualdade acima pelo fator Ag , o qual ê negativo, obtemos
o resultado, isto é, a desigualdade de independência para H* ê, novamente, s£ 
tisfeita para este caso.
Na próxima proposição provaremos a desigualdade de indepen­
dência para canais com distribuições de probabilidades de entrada uniforme [i.e, 
as linhas da matriz de transição são permutações de um mesmo conjunto de m nú­
meros) .
Proposição 3.2.3
Seja (q^,? a matriz cujas linhas são as permutações de um me^ 
n/n
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mo conjunto de m números. Então, a entro
dade de independência.
Demonstraçao: Seja (a,, a_, 
^ q - 1 2números, e seja
pia de Mittal satisfaz a desigual
..., a ) um tal conjunto de m m
e portanto.
Temos os seguintes casos a considerar:
= A,
i 1, ... n.
(i) D < a < 1 e 0 < B < 1.
Para os valores de «' acima.
a qZ Z P.q. . < Z CZ P.q. .) 
j i " j i i
isto e.
a (X^ p.. ^ ^ q. , D < a
j i l
Multiplicando a desigualdade
temos
Z. q
J '
obtemos
Z Z p“ q“ < Z Z 
1 j ' ■ 1 j
< 1 .
acima por p^ e somando sobre i.
a a
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De 0 < 6 < 1, temos que Ag > 0 e (3-l)/(oi- 
que
y3-1 
l i  ^
e a desigualdade de independência ê satisfeita neste caso.
(ii) 0 < a < l  e B  > 1.
1) ê positivo. Dessa forma, temos
- ±
Aqui Ag < 0 e (3-l)/(a-jl) é negativo. Novamente temos a
desigualdade de independencia satisfeita.
(iii) a > l  e O < 3 < l .
Neste caso, concluimos qüe
que apôs multiplicarmos por p'“ e somar sobre
Z H?j ? I (p q f  
i.j i,j ^
1, obtemos
novamente a desigualdade de independência ê sajtisfeita 
(3-l)/(ct-l) é negativo.
(iv) a > 1 e 3 > 1:.
Dbtemos que o fator Ag é ne; 
(3-l)/(a-l) é positivo. Portanto, segue-se o 
de independência i novamente satisfeita para H
ISbtemos que na demonstração
de de permutaçao-linha na matriz foi usaqli
A (constante).
J
, uma vez que Ag > 0 e
ativo e, facilmente, vemos que 
resultado, i.e, a desigualdade
r
■
cjla proposição acima, a proprieda 
Ia somente para termos a equação
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para todo Í T l , . , . , n .
Com efeito, a proposição si 
ção de probabilidades condicional í q . q u e^ J
necessariamente para a propriedade de permuta
Proposição 3.2.4
pra é válida para uma distribui - 
satisfaz a equação acima, mas não 
ção-linha.
Se a distribuição de entrad 
gualdade de independência é satisfeita pela e
Demonstração: De fato, seja
g-1 
a-1
p (p^) e uniforme, então a desi 
itinpia de Mittal.
• g-1
L := a - 1  -
\a
e, seja
. g-1
r ; = ^ í p . q j “ 
i . j  ^ ^
a-1
g-1 
ir'STT
1
n
_1
n
\« a-1 Z (Z
i j i
-1
) " ■
n Z
J
a
■’3
g-1 -
“a - 1 n. Z
J
t ï P i
g-1
a-1
g-1
a-1
a g-1a-1
\a g- 1a —1 Î (E q“ ! 
J i
g-1
a-1
z
i,j
a
g-1
a-1
Z q“
i, j • J
g- 1
a - 1
.(iî Para 0 < a < l  e 0 < B < 1 ,  temos i]ue
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(pela concavidade da função x |—>-x , 0 < a
a 1-CÍ rI < n I
±.i ' i 1
Elevando a desigualdade a 
quai é positivé, depois multiplicando pelo
para todo i = 1, . . n;
< 1), que implica
’i /
cima à potêgcja (B -l)/(a-l), a
fator (i)” > 0, obtemos n
J - i '
’1 T(i) »-1n q1,J
a
ij
l-<
e portanto.
a .g-1a-1
L < R.
Como 0 fator Ag ê positivo 
quer dizer, a desigualdade de independincia
(ii) O á a < l e 6 > l .
Neste caso concluimos que 
/ e negativo. Portanto, novamente a desigualda
Os outros casos podem ser 
Corolário 3.2.1
, P ^ B < 1, segue-se o resultado; 
« * e satisfeita por H , neste caso.n
L i  R e ,  facilmente, vemos que 
de em questão se verifica para H* .
provados de modo análogo.
A desigualdade de independiência ê satisfeita pela , entropia 
de Mittal se a distribuição de probabilidade!
..., m) ê uniforme.
forme (Hij
s conjunta i=l,...,n, j=l ,
Demonstração: IJma distribuição de probabilidades conjunta un^
<•(1/mn), V/iiJ) resulta em uma fdistribuiçao de entrada (p^) equi-
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provável. Com efeito.
m
2:
j=i nm
= m. n.m
. . . 1  n; j=l, m) e uniforme, entao a entro
gualdade de Independência.
n
Corolário 3.2.2
Se a distribuição de probabijlidadBs condicional i''! »
ia de Mittal satisfaz a desi -
Demonstração; Jã que a distribuição de probabilidade condi­
cional i uniforme, temos que a propriedade de jermu.tação-linha ê satisfeita, e 
portanto, resulta numa distribuição de probabi
i.e, temos
1 _ _
'"-J . : "iJ ; "i '"iJ Î ^i m ' m2: P. i
Pela proposição 3.2.2, segue-se o resultado.
3.2.1. Caso Particular
.Como vimos [seção 1.4.5), fa2 
^ = 2 -V , "na entropia de Mittal, ; esta rec
Idades de saída (q ) uniforme.
m
endo a = l/y e supondo que
uz-se ao caso particular.
-1 Y >0, y ¥ 1,
Domo tal, esta medida de infor-a qual chamamos de entropia gama generalizada, 
mação também satisfaz a desigualdade de indepenjdência, considerando-se as cias 
ses de distribuições de probabilidades aqui estudadas.
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