Explicit stabilized methods are an efficient alternative to implicit schemes for the time integration of stiff systems of differential equations in large dimension. In this paper we derive explicit stabilized integrators of orders one and two for the optimal control of stiff systems. We analyze their favourable stability and symplecticity properties based on the continuous optimality conditions. Numerical experiments including the optimal control of a nonlinear diffusion-advection PDE illustrate the efficiency of the new approach.
Introduction
In this paper, we introduce and analyze numerical methods for the optimal control of systems of ordinary differential equations (ODEs) of the form min u Ψ(y(T ));ẏ(t) := dy dt (t) = f (u(t), y(t)), t ∈ [0, T ]; y(0) = y 0 ,
where for a fixed final time T > 0 and a given initial condition y 0 ∈ R n , the function y : [0, T ] → R n is the unknown state function, u : [0, T ] → R m is the unknown control function. Here, f : R m × R n → R n is the given vector field and Ψ : R n → R is the given cost function, which are assumed to be C ∞ mappings. For simplicity of the presentation, we consider the case of autonomous problems (with f independent of time) but we highlight that our approach also applies straightforwardly to non-autonomous problems dy dt (t) = f (t, u(t), y(t)). 2 There are essentially two approaches for the numerical solution of optimal control problems: the direct approach, which consists in directly discretizing (1) and then applying a minimization method to the corresponding discrete minimization problem, and the indirect approach, which is based on Pontryagin's maximum principle, taking benefit of continuous optimality conditions (adjoint equation). A natural approach for the accurate numerical approximation of such optimal control problem (1) is to consider Runge-Kutta type schemes, and it was shown in [10, 9] by studying the continuous and discrete optimality conditions that additional order conditions for its convergence rate are required in general by Runge-Kutta methods, compared to the integration of standard initial valued ordinary differential equations. This result is related to the order of symplectic partitioned Runge-Kutta methods, and it implies in particular that applying naively a Runge-Kutta method to (1) yields in general an order reduction phenomena. This analysis was then extended to other classes of Runge-Kutta type schemes in [15, 16, 13] , see also [14, 7] in the context of hyperbolic problems and multistep methods. We also mention the paper [22] where automatic differential equation can be efficiently applied for computing the Jacobian of the vector field appearing in the adjoint equation.
In the case where the vector field f in (1) is stiff, due for instance to the multiscale nature of the model, or due to the spatial discretization of a diffusion operator in a partial differential equation (PDE) model, standard explicit integrators face in general a severe timestep restriction making standard explicit methods unreasonable to be used due to their dramatic cost. A standard approach in this stiff case is to consider indirect implicit methods with good stability properties, as studied in [13] in the context of implicit-explicit (IMEX) Runge-Kutta methods for stiff optimal control problems. Note however that, already for initial value ODEs, such implicit methods can become very costly for nonlinear stiff problems in large dimension, requiring the usage of Newtontype methods and sophisticated linear algebra tools (preconditioners, etc.). Alternatively to using implicit methods, in this paper we focus on fully explicit indirect methods, and introduce new families of explicit stabilized methods for stiff optimal control problems.The proposed methods rely on the so-called Runge-Kutta-Chebyshev methods of order one and its extension RKC of order two [20] . Such explicit stabilized methods are popular in the context of initial value problems of stiff differential equations, particularly in high dimensions in the context of diffusive PDEs, see e.g. the survey [2] . It was extended to the stochastic context first in [4, 5] and recently in [3] for the design of explicit stabilized integrators with optimally large stability domains in the context of mean-square stable stiff and ergodic problems. This paper is organized as follows. In Section 2, we recall standard tools on explicit stabilized methods and classical results on standard Runge-Kutta methods applied to optimal control problems. In Section 3, we introduce the new explicit stabilized schemes for optimal control problems and analyze their convergence and stability properties. Finally, Section 4 is dedicated to the numerical experiments where we illustrate the efficiency of the new approach.
Preliminaries

Discretization, order conditions, and symplecticity
Let us first recall the definition of a Runge-Kutta method for ordinary differential equations (ODEs),ẏ (t) = F (y(t)),
where y : [0, T ] → R n is the unknown solution, F : R n → R n is a smooth vertor field, and y 0 ∈ R n is a given initial condition. We consider for simplicity a uniform discretization of the interval [0, T ] with N + 1 points for N ∈ N, and denote by h = 1/N the stepsize. For a given integer s and given real coefficients b i , a ij (i, j = 1, . . . , s), an s-stage Runge-Kutta method, y k ≈ y(t k ), t k = kh, to approximate the solution of (2), is defined, for all k = 0, . . . , N − 1, by
The coefficients are usually displayed in a Butcher tableau as follows
and we will sometimes use the notation (a ij , b i ). For more details about the order conditions of Runge-Kutta methods in the context of initial value ODEs, we refer for example to the book [11, Chap. III]. We denote by y k+1 = Φ h (y k ) the numerical flow of (3), while the time adjoint method Φ * h of Φ h is the inverse map of the original method with reversed time step −h, i.e., Φ * h := Φ −1 −h [11, Sect. II.3] . We recall that the time adjoint of an s-stage Runge-Kutta method (a ij , b i ) (3) is again an s-stage Runge-Kutta method with the same order of accuracy and its coefficients (a * ij , b * i ) are given by
. . , s. If we discretize (1) using a Runge-Kutta discretization as above we naturally get the following discrete optimization problem, min Ψ(y N ); subject to:
where i =, 1 . . . , s, k = 0, . . . , N −1, and y 0 = y 0 . We denote by p ode the order of accuracy of the method (3) applied to the ODE problem (2) and by p oc the order of the method (5) for solving the optimal control problem (1). Note that we always have p oc ≤ p ode . In general, p oc < p ode because additional order conditions, described in [10, 9] , have to be satisfied. Let us denote by H(u, y, p) := p T f (u, y) the pseudo-Hamiltonian of the system where p is the Lagrange multiplier (or the costate) associated to the state y. Applying Pontryagin's maximum (or minimum) principle, the first order optimality conditions of (1) are given by the following boundary value problem,
t ∈ [0, T ], y(0) = y 0 , p(T ) = ∇Ψ(y(T )).
(6)
By applying the Lagrange theorem on the finite dimensional optimization problem (5) , and supposing that b i = 0 for all i = 1 . . . , s, a calculation [10, 9] yields the following discrete optimality conditions
where the coefficientsb i andâ ij are defined by the following relations which, as observed in [9] , correspond to the symplecticity conditions of partitioned Runge-Kutta methods for ODEs,
Note that the vectors p k and p k i are the Lagrange multipliers associated to y k and y k i respectively. Assuming that the Hessian matrix ∇ 2 u H(u, y, p) ∈ R m×m is invertible along the trajectory of the exact solution, hence by the implicit function theorem there exists a C ∞ function φ such that u = φ(y, p) and then (7) is equivalent to a partitioned Runge-Kutta (PRK) method. As shown in [10, 9] , thanks to the relations (8), the obtained PRK scheme is symplectic and applied with the Hamiltonian H(y, p) := H(Ψ(y, p), y, p). Theorem 2.1 (See Hager [10] , Bonnans and Laurent-Varin [9] ). Consider a Runge-Kutta method (a ij , b i ) of order p ode for ODEs, where b i = 0, for all i = 1, . . . , s, applied to the optimal control problem (1). Consider the optimality conditions (6) , and assume that ∇ 2 u H(u, y, p) is invertible in a neighborhood of the solution. If we discretize (6) using an s-stage partitioned Runge-Kutta method (a ij , b i ) − (â ij ,b i ) of order p ⋆ ode for ODEs, and the condition (8) is satisfied, then the order p oc of (5) satisfies p oc = p ⋆ ode ≤ p ode and the schemes (5) and (7) are equivalent. In particular, for p ode ≥ 2, equivalently s i=1 b i = 1 and s i,j=1 b i a ij = 1 2 , we get p ⋆ ode ≥ 2 and p oc ≥ 2.
An immediate consequence of Theorem 2.1 is that applying naively the same Runge-Kutta methods in (7) for the state and co-state equations yields in general an order reduction to only one, as stated in the following remark.
, in general the obtained partitioned Runge-Kutta method (9) is not of order p oc = 2. Indeed, the order condition s i,j=1 b iãij = 1 2 is not automatically satisfied in general. In particular, for (a ij , b i ) being the standard order two RKC method studied in the next section below, it can be checked that p oc = 1. This makes non trivial the construction of an explicit stabilized scheme of order 2 for optimal control problems, as described in section 3.3. We will see that the notion of double adjoint of a Runge-Kutta method, as described below, is an essential tool in our study.
Another formulation of Theorem 2.1 implies that the following diagram commutes i.e methods (5) and (7) yield exactly the same outputs (up to round-off errors) if derived for Runge-Kutta discretizations of (1) and (6) respectively.
(1) (5)
optimality conditions discretization discretization optimality conditions
Remark that in (7) , if the method (a ij , b i ) is explicit, then (â ij ,b i ) is in contrast an implicit method. Hence it is useful to consider the costate equation backward in time and use the time adjoint of (â ij ,b i ) which turns out to be explicit as shown in Proposition 3.1 in Section 3. Indeed, consider method (7) and proceed as in [10, 13] ,
we then deduce from the identity b j −â ij = b j b i a ji the following formulation where p N serves to initialize the induction on k = N − 1, . . . , 0,
for the costate is in fact the time adjoint of (â ij ,b i ). Since the method (â ij ,b i ) is called in the literature the adjoint method in the sense of optimal control because it is applied on the adjoint equation (costate), we call the method (ã ij ,b i ) the double adjoint of (a ij , b i ), and we rewrite method (7) as
Note that we integrate the state forward in time (increasing indices k) and the costate backward in time (decreasing k). To implement (9) (equivalent to (7)), we shall use the following classical iterative algorithm which was proposed as a parallel algorithm with N sub-problems in [17, Algo. 4] . For simplicity of the presentation, we only recall the non parallel algorithm for N=1, but emphasize that the parallel version could also be used in our context with explicit stabilized schemes.
Algorithm 2.3. (see for instance [17, Algo. 4] ). First start with an initial guess for the internal stages of the control
..,s k=0...,N −1 the collection of the state values and its internal stages respectively at iteration l, and analogously we use the notations p l and P l for costate and its internal stages at iteration l. Suppose that at the iteration l, U l is known. For the next iteration l + 1, the computation of U l+1 is achieved as follows.
1. Compute Y l , P l , y l , p l as in (9), the computation is done forward in time for the state y k and backward in time for the costate p k .
2. Computeũ l+1 k i solving the system ∇ u H(ũ l+1 k i , y l k i , p l k i ) = 0, for all k and i using an analytical formula if available, or a Newton method for instance.
DenotingŨ
We stop when U l+1 − U l ≤ tol, where tol is a prescribed small tolerance.
For simplicity, we assume in the rest of the paper that y 0 = y 0 always holds in (7).
Explicit stabilized methods
Stability is a crucial property of numerical integrators for solving stiff problems and we refer to the book [12] . A Runge-Kutta method is said to be stable if the numerical solution stays bounded along the integration process. Applying a Runge-Kutta method (3) to the linear test problem (with fixed parameter λ ∈ C),ẏ = λy, y(0) = y 0 ,
with stepsize h yields a recurrence of the form y k+1 = R(hλ)y k and by induction we get y k = R(hλ) k y 0 . The function R(z) is called the stability function of the method and the stability domain is defined as S := {z ∈ C; |R(z)| ≤ 1}, and y k remains bounded if and only if hλ ∈ S. The same result also applies to the internal stages of the Runge-Kutta method, for all i = 1, . . . , s, where s is the number of internal stages, y k i = R i (hλ)y k , for some function R i . Remark that R(z) is a rational function for implicit methods, but in the case of explicit methods the stability function R(z) reduces to a polynomial. The simplest Runge-Kutta type method to integrate ODEs (2) is the explicit Euler method y k+1 = y k + hf (y k ) with stability polynomial R(z) = 1 + z. However, its stability domain S is small (it reduces to the disc of center −1 and radius 1 in the complex plane) which yields a severe timestep restriction and makes it very expensive for stiff problems.
Optimal first order Chebyshev methods
The idea of explicit stabilized methods (as introduced in [20] , see the survey [2] ) is to construct explicit Runge-Kutta integrators with extended stability domain that grows quadratically with the number of stages s of the method along the negative real axis, and hence allows to use large time steps typically for problems arising from diffusion partial differential equations. The family of methods considered in [20] is known as "Chebyshev methods" since its construction relies on Chebyshev polynomials T s (x) satisfying T s (cos θ) = cos(sθ). These polynomials allow us to obtain a two-step recurrence formula and hence low memory requirements and good internal stability with respect to round-off errors. The order one Chebyshev method for solving a stiff ODE (2) is defined as an explicit s-stage Runge-Kutta method by the reccurence
where
and for all i = 2, . . . , s,
One can easily check that the (family) of methods (11) has the same first order of accuracy as the explicit Euler method (recovered for s = 1). Note that instead of the standard Runge-Kutta method formulation (3) with coefficients (a ij , b i ), the one step method y k+1 = Φ h (y k ) in (11) should be implemented using a recurrence relation (indexed by j) inspired from the relation (14) on Chebyshev polynomials
where T 0 (z) = 1, T 1 (z) = z (see also Remark 2.4 ). This implementation (11) yields a good stability [20] of the scheme with respect to round-off errors. The most interesting feature of this scheme is its stability behavior. Indeed, the method (11) applied to (10) yields, with z = λh,
For the internal stages, we have analogously
depends on the so-called damping parameter η and for η = 0, it reaches the maximal value C 0 = 2 (also optimal with respect to all possible stability polynomials for explicit schemes of order 1). Hence, given the stepsize h, for dissipative vector fields with a Jacobian having large real negative eigenvalues (such as diffusion problems) with spectral radius λ max at y n , the parameter s for the next step y n+1 can be chosen adaptively as 1
see [1] in the context of stabilized schemes of order two with adaptative stepsizes. The method (11) is much more efficient as its stability domain increases quadratically with the number s of function evaluations while a composition of s explicit Euler steps (same cost) has a stability domain that only increases linearly with s. In Figure 1 we plot the internal stages for s = 10 and different values η = 0 and η = 0.05 , respectively. We observe that in the absence of damping (η = 0), the stability function (here a polynomial) is bounded by 1 in the large real interval [−2s 2 , 0] of width 2 · 10 2 = 200. However, for all z that are local extrema of the stability function, where |R η s (z)| = 1, the stability domain is very narrow in the complex plan. Here the importance of some damping appears, to make the scheme robust with respect to small perturbations of the eigenvalues. A typical recommended value for the damping parameter is η = 0.05, see [21, 2] . The advantage of this damping is that the stability polynomial is now strictly bounded by 1 and the stability domain includes a neighbourhood of the negative interval (−C η s 2 , 0). This improvement costs a slight reduction of the stability domain length from 2s 2 to C η s 2 where C η ≥ 2 − 4 3 η.
Second order RKC methods
To design a second order method, we need the stability polynomial to satisfy 2 R(z) = 1 + z + z 2 2 + O(z 3 ). In [8] , Bakker introduced a correction to the first order shifted Chebyshev polynomials to get the following second order polynomial
where,
for z in the stability interval (except for a small interval near the origin). The stability interval along the negative real axis is approximately [−0.65s 2 , 0], and covers about 80% of the optimal stability interval for second order stability polynomials, and the formula now for calculating s for a given time step h is
Using the recurrence relation of the Chebyshev polynomials, the RKC method as introduced in [20] is defined by
for i = 2, . . . , s. As in (16), the stability functions of the internal stages are given by R η i (z) = a i + b i T i (ω 0 + ω 2 z), where i = 0, . . . , s − 1, and the parameters a i and b i are chosen such that the above stages are consistent R η i (z) = 1 + O(z). The parameters b 0 and b 1 are free (R η 0 (z) is constant and only order 1 is possible for R η 1 (z)) and the values b 0 = b 1 = b 2 are suggested in [19] . In this paper, to facilitate the analysis of the internal stability of the optimal control methods, making the internal stages of the RKC method analogous to the Chebyshev method (11) of order one, we introduce a new implementation of the RKC method y k 0 = y k , y k 1 = y k + µ 1 hF (y k 0 ),
where µ 1 = ω 2 ω 0 , a s , b s are given in (17) , and the parameters µ i and ν i are defined by (analougly to (13) , using ω 2 instead of ω 1 ),
, for i = 2, . . . , s. This new formulation (21) yields the same stability function R η s (z) in (16) but different internal stages (see also Remark 2.5), and it will be helpful when we introduce the double adjoint of RKC in Section 3.
Remark 2.4. We recall that for an accurate implementation, one should not use the standard Runge-Kutta formulations with coefficients (a ij , b i ) for (11) and (19) since they are unstable due to the accumulated round-off error for large values of s. In contrast, the low memory induction formulations (11) and (19) are easy to implement and very stable with respect to round-off errors [20] . Remark 2.5. Note that (21) is not the same Runge-Kutta method as the standard RKC (19) from [20] , it has different internal stages but the same stability function R η s (z) in (16) and hence order p ode = 2. In Figure 2 we can see that the internal stages of the new formulation (21) of RKC have an analogous behavior compared to those of the first order Chebyshev method oscillating around zero (see Figure 1) , in contrast to those of the standard RKC (19) , oscillating around the value a s > 0. In addition, comparing Figures 2b and 1b , we see that the internal stages of the new RKC method (21) are the same as the order one Chebyshev method (11) up to a horizontal rescaling ω 2 /ω 1 . This is because the s internal stages of the methods have the stability function T i (ω 0 + ω j z)/T i (ω 0 ), i = 1, . . . , s for j = 1, 2 respectively. Remark 2.6. Analogously to the standard RKC method (19) , the new RKC formulation (21) can be equipped with an error estimator to allow a variable time step control. Since the new formulation (21) has the same stability function (see Remark 2.5), one can use the same error estimator as proposed in [18, Sect. 3.1] . In this paper we consider only a constant time step for simplicity of the presentation but emphasize that a variable time step h n can be used for the new optimal control method of order two. Remark 2.7. Second order Runge-Kutta Orthogonal Chebyshev (ROCK2) methods, as introduced in [6] , are second order explicit stabilized methods for which the stability domain contains an interval that covers around 98% of the optimal one for second order explicit methods. It would be interesting to extend such second order methods with nearly optimally large stability domain to the context of optimal control problems. It turns out however that such an extension based on ROCK2 (or its order four extension ROCK4 [1] ) is difficult and not analyzed in the present paper. Indeed, the stability polynomial of the ROCK2 method is of the form R s (x) = w 2 (z)P s−2 (z), where P s−2 (z) is a member of a family of polynomials {P j (z)} j≥0 orthogonal with respect to the weight function w 2 (z) 2 √ 1−z 2 . The function w 2 (x) (depending on s) is a positive polynomial of degree 2. One can interpret the method as a composition of two Runge-Kutta methods, one having P s−2 (z) as stability function (method A), and the other having w 2 (z) as stability function (method B). Method A is applied first and it has very damped internal stages P i (z), i = 1, . . . , s − 2, next method B is applied as a "finishing procedure". Method B is very unstable but the overall composition of methods A and B remains stable. For the double adjoint, the composition would be applied the other way around, where we start by method B (of stability function w 2 (z)) and then we apply the stable method A getting the same stability polynomial P s−2 (z)w 2 (z) but with very unstable internal stages (see Figure 3 ) which would introduce large round-off errors for stiff problems (large values of s), making the obtained optimal control method not reliable.
Explicit stabilized methods for optimal control
In this section, we derive new two term recurrence relations of the double adjoints of Chebyshev method (11) and RKC method (21) that are numerically stable. Indeed, as recalled in Remark 2.4, one cannot rely on standard Runge-Kutta coefficients for the implementation of explicit stabilized schemes.
Double adjoint of a general Runge-Kutta method
Recall from (9) that the Butcher tableau of the double adjoint (ã ij ,b i ) of (4) is
Proposition 3.1. If a Runge-Kutta method (a ij , b i ) (4) is explicit, then its double adjoint (22) is explicit as well.
Proof. For an explicit Runge-Kutta method we have that a ij = 0 for all j ≥ i i.e the matrix (a ij ) is strictly lower triangular. Permuting the internal stages in (22) for i, j = s, . . . , 2, 1 does not modify the method but yields the following Butcher tableau
which is strictly lower triangular, and thus the method (22) is again explicit.
An immediate consequence of Proposition 3.1 is that for explicit methods, the stability function of the double adjoint is again a polynomial. In fact it turns out, as stated in Theorem 3.2 below, that for any Runge-Kutta method, the double adjoint (ã ij ,b i ) has exactly the same stability function as (a ij , b i ). Note however that this result does not hold in general for the internal stages (see Remark 2.7 about ROCK2). Proof. Let A = (a ij ), A d = (a ji b j /b i ), and b = (b i ), i, j = 1 . . . s. We recall the formula for the stability function of the Runge-Kutta method (a ij , b i ), 
Chebyshev method of order one for optimal control problems
For clarity of presentation, we first study Chebyshev method of order one for optimal control problems before introducing the second order RKC method. Applying the order one Chebyshev method (11) to the problem (1) we get min Ψ(y N ), such that
where, k = 0, . . . , N − 1, η > 0 is fixed, and the parameters µ i , ν i are defined as in (12) and (13) .
For the implementation of Algorithm 2.3 based on the order one Chebyshev method (25) for the state equation, the costate equation can be implemented efficiently using the recurrence relations given by the following theorem. 
where k = N − 1, . . . , 2, 1, 0 and the coefficients α j are defined by induction as
The proof of Theorem 3.3 uses similar arguments to the proof of Theorem 2.1, with the exception that we now rely on the recurrence formula (25) instead of the standard Runge-Kutta formulation (6) to avoid numerical instability, see Remark 2.4.
Proof of Theorem 3.3. The Lagrangian associated to the discrete optimization problem (25) is
Here p k+1 , p k i , and p 0 are the Lagrange multipliers. The optimality necessary conditions are thus given by ∂L ∂y k = 0,
where k = 0, . . . , N − 1 and i = 0, . . . , s. By a direct calculation, we obtain the following system, 
where k = 0, . . . , N − 1. In the above system, observe that the steps p k i of the double adjoint are not internal stages of a Runge-Kutta method, that is because they are not O(h) perturbations of the p k+1 , i.e. p k i = p k+1 + O(h), for instance, already for the first step p k s−1 = ν s p k+1 + O(h) with ν s = 2 + O(η). Since the pseudo-Hamiltonian H(u, y, p) is linear in p, we can rescale the internal stages of the co-state by a factor α j such that forp k j := α −1 j p k j , we obtainp k j = p k+1 + O(h). We definep Following this procedure for p k s−j , j = 2, . . . , s − 1, we arrive at the Runge-Kutta formulation (26) of the double adjoint of scheme (25), where we go back to the notation p k i instead ofp k i . Remark 3.4. A straightfoward calculation yields that without damping (for η = 0), we have α s−j = j + 1, and method (25)-(26) reduces to the following recurrence
where k = 0, . . . , N − 1. In Section 3.4, we shall study the stability of (30) (without damping) and of (25)-(26) (with damping).
RKC method of order 2
We consider the new implementation (21) of the RKC method applied to (1) for which the internal stages behave similarly to that of the order one method, given by min Ψ(y N ), such that y k 0 = y k , y k 1 = y k 0 + µ 1 hf (u k 0 , y k 0 ),
where, k = 0, . . . , N − 1, η = 0.15, and again all the parameters are defined as for the Chebyshev method using ω 2 instead of ω 1 . The order two RKC method with formulation (31) for the state equation can be implemented using Algorithm 2.3, the costate equation being implemented using the recurrence relations given by the following Theorem 3.5. Its proof is analogous to that of Theorem 3.3 and thus omitted.
Theorem 3.5. The double adjoint of the scheme (31) is given by the recurrence where the coefficients α j are defined using the induction
In Figure 4 , we plot the stability function and the internal stages of the double adjoint (26) of Chebyshev (11) and the double adjoint (32) of RKC (21) . Comparing with Figures 1b and 2b , we observe that the internal stages are not the same for the double adjoint methods compared to the (11) and (21) , while the stability function itself is identical as shown in Theorem 3.2 for a general Runge-Kutta method.
Stability and convergence analysis
In this section, we study the stability of the double adjoint of the Chebyshev method (25) and the RKC method (31). We recall that for the Chebyshev method of order one (resp. RKC of order two) the stability domain contains the interval [−β(s, η), 0] where β Cheb (s, η) ≈ (2−4η/3)s 2 (resp. β RKC (s, η) ≈ 0.653s 2 for η = 0.15). 
Then,γ i j = 0 ∀ j > i,
where i = 0, . . . , s − 1, j = 0, . . . , i.
Proof. It can be checked that the coefficients defined in (36) verify the induction (35). Hence using the fact that they have the same initial terms (34), we conclude that they coincide by induction on i and j.
Proof of Theorem 3.6. We first consider the Chebyshev method without damping applied to the linear test problem y ′ = λy , λ ∈ C, t ∈ (0, T ], y(0) = 1, with a uniform subdivision x 0 = 0 < x1 < · · · < x N = T of stepsize h. Using Remark 3.4, we obtain for k = 0:
First, notice that since 2i i+1 + 1−i i+1 = 1, we have that for all i = 0, . . . , s, y k i = (1 + O(h)) (by induction). Setting z = hλ, it is sufficient to prove the identity
where y k i is a convex combination of the polynomials T j (1 + z s 2 ), It remains to prove the positivity of the coefficients γ i j . Coupling (38) and (39), we obtain
where we used (14) . By comparison with (38), we obtain the following recurrence
Now definingγ i j = (i+1)γ i j , the above induction relations simplify to (34) and (35). The positivity ofγ i j , and hence of γ i j , follows from Lemma 3.7. For i = s, the stability is a consequence of Theorem 3.2.
Analogously, The RKC method reads for η = 0,
and we follow the same methodology as above. Note that for RKC we have |T j (1 + 3 s 2 −1 z)| ≤ 1 for all j = 0, . . . , s and z ∈ [−β(s, 0), 0] = [− 2 3 (s 2 − 1), 0]. Using the same notations we search for coefficients satisfying the following
Remark that R s,0 (z) = y k 0 = y k = 1 = T 0 (1 + 3 s 2 −1 z), hence γ 0 0 = 1. Analogously, R s,1 (z) = y k 1 = y k 0 + 3hλ s 2 −1 y k 0 = 1 + 3z s 2 −1 = T 1 ((1 + 3 s 2 −1 z)), and we deduce that γ 1 0 = 0, γ 1 1 = 1. Again we find a relation between these new coefficients to prove their positivity using
We get a recurrence of the same form as in the Chebyshev double adjoint method (37) but with different parameter, proceeding in the same we obtain exactly the same coefficients γ i j , which concludes the proof.
Remark 3.8. For the case of positive damping η > 0, the coefficients get very complicated and it is difficult to find a recurrence relation between them in order to prove their positivity. However, observing that all the coefficients in the recurrence relations of the internal stages of the methods are continuous functions of η, then for all s, there exists η 0 (s) such that the internal stages are stable (bounded) for all η ∈ [0, η 0 (s)]. Numerical investigations suggest that Theorem 3.6 remains valid for all η > 0 i.e the methods remain stable with the stability functions of the internal stages bounded by 1, for all integers s ≥ 1 for Chebyshev and s ≥ 2 for RKC, and all η > 0.
We conclude this section by the following convergence theorem for the new explicit stabilized methods for stiff optimal control problems.
Theorem 3.9. The method (25)-(26) (resp. (31)-(32)) has order 1 (resp. 2) of accuracy for the optimal control problem (1).
Proof. The proof follows immediately from Theorem 2.1 with p oc = p ode = 2 for the RKC method.
Numerical experiments
In this Section, we illustrate numerically our theoretical findings of convergence and stability of the new fully explicit methods for stiff optimal control problems, first on a stiff three dimensional problem and second on a nonlinear diffusion advection PDE (Burgers equation). (u 2 (t) + 2x 2 (t))dt subject tȯ
A linear quadratic stiff test problem
The optimal solution (u * , x * ) is given by u * (t) = 2(e 3t −e 3 ) e 3t/2 (2+e 3 ) , x * (t) = 2e 3t +e 3 e 3t/2 (2+e 3 ) . As studied in [13] we modify problem (42) into a singularly perturbed (stiff) problem to illustrate the good stability properties of our new method. For a fixed ε > 0, we consider the following stiff optimal control problem, min c(1) subject tȯ Figure 5 shows the convergence behavior, using the new RKC method (31)-(32), of the error in infinity norm between the solutions of the stiff problem (43) for ε = 10 −1 and ε = 10 −3 and different sizes of the time step h i = 2 −i , i = 0, . . . , 5 and the reference solution is obtained with h = 2 −7 . We observe lines of slope 2 which confirms the theoretical order two of accuracy of the scheme (Theorem 3.9). In the stiff case (ε = 10 −3 ), the method uses s = 4 to calculate the reference solution and s = 40, 28, 20, 14, 10, 7 respectively for the different time steps used to illustrate the convergence, these values coincide with the theoretical values that can be obtained using (18) . Analogously to the case of stiff ODEs, the cost of scheme (31)-(32) is O(ε − 1 2 ) function evaluations of f , while using Euler method with its double adoint would cost O(ε −1 ).
Optimal control of Burgers equation
To illustrate the performance of the new method, we consider the following optimal control problem of a nonlinear diffusion advection PDE corresponding to the Burgers equation min u∈L 2 ([0,T ];L 2 (Ω))
in Ω,
where µ, ν > 0, in dimension d = 1 with domain Ω = (0, 1) and the final time is given by T = 2.5.
Here the control u is a part of the source that we want to adjust in order to achieve a given final state y target : Ω → R.
We use a standard central finite difference space discretization for the state equation, and the trapezoid rule to discretize in space the norm L 2 (Ω). We consider M + 2 points in space x m = m∆x, with grid mesh size ∆x = 1 M +1 , and we denote by y m (t) the approximation to y(t, x m ), and define the vector Y (t) = (y 0 (t), y 1 (t), . . . , y M +1 (t)) ∈ R M +2 . Similar notations are 
where m = 0, . . . M +1 and the primed sum denotes a normal sum where the first and the last term are divided by 2 and we define y 0 = y M +1 = 0 to take into account the homogeneous Dirichlet boundary conditions. The function F : R M +2 → R M +2 with components F m : R M +2 → R is obtained from the standard central finite difference discretization of the right hand side of the state equation (44), and adapted to the boundary conditions. The corresponding adjoint system isṗ
where P is a vector of length M + 2 containing the costate values p m , m = 0, . . . , M + 1. In all our experiments we take µ = 0.1, ν = 0.02, g(x) = 3 2 x(1 − x) 2 , and y target (x) = 1 2 sin(10x)(1 − x). In Figure 6 we plot the optimal control function ( Fig. 6b ) and the corresponding state function (Fig. 6a ) obtained using scheme (31)-(32). When we use a small value for α in the model, we allow larger control values and thus a final state very close to the target (Fig. 6c ), otherwise the control will be more limited and then the final state will not be that close to the target (Fig. 6d ). Note that the method required s = 24 stages for ∆x = 1/100 and ∆t = 2.5/30, while using an Euler method with its double adjoint would require ∆t ≤ ∆t max,Euler := ∆x 2 /2 at most. Hence, the standard Euler method would be ∆t/(s∆t max,Euler ) ≃ 70 times more expensive in terms of number of function evaluations for ∆x = 1/100, a factor that grows arbitrarily as ∆x → 0. In Figure 7 , we plot the convergence curves for the state and control functions of the new RKC method (31)-(32) applied to the diffusion problem discretized in space (45), where the number of stages s is computed adaptively using (18) . We recover again lines of slope two, which corroborate the order two of the method. Although our convergence analysis is valid only in finite dimensions ((Theorem 3.9), this suggests that the convergence of order two persists in the PDE case. For comparison, we also included the results for the following standard diagonally implicit Runge-Kutta method of order two, inspired from [13, Table 5 .1] in the context of stiff optimal control problems, and given by the following Butcher tableau where γ = 1 − √ 2/2 (making the method L-stable), γ 1 − 2γ γ 1/2 1/2
Although for a fixed timestep, the second order implicit method (47) appears about two times more accurate than the RKC method (31)-(32) for the control and almost of the same accuracy for the state, we emphasize that these convergence plots do not take into account the overcost of the implicitness of method (47). Indeed, the cost and difficulty of the implementation of the implicit methods (nonlinear iterations, preconditioners, etc.) would typically deteriorate in larger dimensions and for a nonlinear diffusion operator, as it is already the case for initial value PDEs [2] , while as an explicit stabilized scheme, the RKC method (31)-(32) can be conveniently implemented in the spirit of the simplest explicit Euler method.
