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Abstract
In this paper we present a method to recover a spec-
tra representation for reproduction and recognition on
multispectral imagery. To do this, we commence by
viewing the spectra in the image as a mixture which can
be expressed in terms of the sample mean and a set of
basis vectors and weights. This treatment leads to an
MAP approach where the sample means is given by the
centers yielded by the application of the k-means clus-
tering algorithm and the basis vectors are the eigenvec-
tors of the corresponding covariance matrix. We com-
pute the weights making use of a linear programming
approach. We illustrate the utility of the method for pur-
poses of skin recognition and spectra reconsruction.
1 Introduction
In recent years multispectral imaging has attracted
increasing interest in the computer vision community.
This is partly due to its utility for the archival of
historical documents, the textile industry, industrial
colour quality control, remote sensing and artificial re-
illumination of a scene in the film industry.
In multispectral image processing, one of the main
areas of interest is that regarding the efficient represen-
tation of reflectance are reflectance descriptors. Nayar
and Bolle [10] propose an illuminant invariant descrip-
tor based on a reflectance ratio for object recognition.
Lenz et al. [7] use a perspective projection on the im-
age sensor responses for separating the illuminant inten-
sity and chromaticity so as to extract illuminant invari-
ant colour descriptors. A chromaticity-based descriptor
has been used for object recognition in [8].
For representing the spectra, where existing ap-
proaches often intend to employ a lower-dimensional
subspace so as to reduce complexity without signifi-
cantly losing relevant information [11, 5]. Other ap-
proaches include vector quantisation [3], wavelet trans-
forms [6], Gaussian mixtures [2] and splines [4].
2 Spectra Representation
Despite effective, the methods above are mainly
aimed at the representation of the spectra in a compact
form given a predetermined quantisation scheme or set
of basis functions. Here, we present a method which
represents the spectra as a linear combination of a set of
basis vectors computed using the mean and covariance
for the spectra corresponding to the materials in the im-
age. This yields a compact representation whose basis
captures the variability of the spectra, the sample mean
corresponds to the expected material spectrum and the
weights for the linear combination can be readily em-
ployed for recognition tasks.
To this end, we model the spectra in the image as
a mixture model which describes the probability of the
spectrum Ru = {R(u, λl)} for the pixel u in the im-
age I over the set of N wavelength indexed bands λl,












where the vector Xk represents the kth basis for the
material N in the set Ω of materials across the image
and the weights α(u)k,N correspond to the contribu-
tion of each material-basis pair to the spectrumR(u, λ).
In the equation above, µN accounts for the statistical
mean of the spectra in the material N. As a result, the
model hence contains M basis vectors per material and
the mixing coefficients satisfy 0 ≤ α(u)k,N ≤ 1 and∑K
k=1 α(u)k,N = 1.
2.1 Computing the Basis and the Statistical
Mean
This treatment is important since it permits the use of
a probabilistic formulation so as to capture the distribu-
tion of spectra over the image I for purposes of arriving
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to a descriptor that allows both, a high quality colori-
metric reconstruction and material recognition. Hence,








α(u)k,NP (Ru|Xk, µN) (2)
We commence by computing the statistical mean
µN. To this end, we assume the spectra for the mate-
rial under consideration are Normally distributed. Re-
call that, by employing an maximum a posteriori (MAP)
approach, its straightforward to show that, given a cur-




u∈I RuP (Ru|Xk, µoldN )∑
u∈I P (Ru|Xk, µoldN )
(3)
Moreover, by assuming exclusive materials, i.e. a
spectrum cannot belong to more than one material N,
we can set
P (Ru|Xk,µoldN ) ={
1 ifRu is the closest neighbour of µoldN
0 otherwise
(4)
which yields the well known k-means clustering algo-
rithm.
Once the statistical mean is at hand, we recover the
basis vectors Xk by noting that it is a straightforward
task to compute the covariance matrix Σ for the spectra




u∈I P (Ru|Xk, µ
old
N )(Ru − µnewN )(Ru − µnewN )T∑
u∈I P (Ru|Xk, µoldN )
(5)
which is consistent with the Gaussian MAP treatment
above.
Moreover, we can employ the hard-limits of the
probabilities P (Ru|Xk, µoldN ) as given in Equation 4
for the last iteration of the k-means algorithm so as to






(Ru − µnewN )(Ru − µnewN )T (6)
Here, we compute our basis in such a way that the
domain spanned by the vectors Xk is an isometric em-
bedding of our spectra. We do this by applying a factori-
sation of the covariance matrix in accordance with the
Young-Householder theorem [14]. Let Λ be the diago-
nal matrix with the eigenvalues of ΣN ordered by rank
and Φ = [φ1|φ2|...|φ|V |] be the matrix with the eigen-
vectors ordered accordingly as columns. As a result we
can write ΣN = ΦΛΦT = JJT , where J =
√
ΛΦ. The
matrix which has the basis vectors Xk of the spectra as
columns is Φ. Hence, JJT is a Gram matrix, i.e. its
elements are scalar products of the basis vectors.
2.2 Recoverying the Mixture Weights
Now we turn our attention to the recovery of
the wieghts α(u)k,N. To this end, recall that, in
the previous sections, we imposed the constraints∑K
k=1 α(u)k,N = 1 and 0 ≤ α(u)k,N ≤ 1. More-




α(u)k,NXk = Ru − µN (7)
where the equation above follows from Equation 1.
Further, we can write Equation 7 in a compact form
as follows
XA = Y (8)
where A is the vector whose kth entry is given by
α(u)k,N, Y = Ru − µN and is a matrix X = [X1 |
X2 | . . . | XM ] whose columns correspond to the basis
vectors Xk for the material N.
Note that, if the number of bands in the spectrum is
greater than the number of basis vectors, i.e. N > M ,
then the linear system in Equation 8 becomes overde-
termined. To tackle this problem and in order to accom-
modate the additive and non-negative constraints on the
mixture weights, we formulate the problem as a linear








which corresponds to the dual form given by
minimise 1TA
subject to XA = Y
A ≥ 0 (10)
where 1 is a vector whose entries are all unity.
3 Experiments
3.1 Spectral Reproduction of Scenes
In this section, we illustrate the utility of our spec-
tra representation method for purposes of colouri-
metric reproduction. For our experiments, we have
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used the CAVE multispectral data set which comprises
30 images captured across 31 wavelength-indexed
bands in the visible spectrum, i.e. in the interval
[400nm, 700nm].
For our study, we note that the shape of the spec-
trum for each pixel determines its chromaticity in the
colour space. Recall that, for the CIELab colour space,
the plane spanned by setting L = 50 is often used as
a colorimetric reference for purposes of colour repro-
duction, where the limit of perceptual colour separation
corresponds to a distance unit on the plane. This yields
a qualitative assessment of colour reproduction where a
deviation of 1-3 units is a very good match and 3-6 units
account for a good match [1].
This can be translated to the spectra in our hyper-






where Ru corresponds to the spectrum for the pixel u
in the image under consideration and R∗u is the spec-
trum reconstructed using Equation 1 and the recov-
ered parameters as presented in the previous sections.
Our choice of the GFC for the results herein resides
in the fact that we can give a colorimetric interpreta-
tion, where GFC ≥ 0.999 is a very good match and
0.999 > GFC ≥ 0.99 corresponds to a good match
[12].
In Figure 1, we show results, in pseudocolour,
i.e. the trichromatic images corresponding to the hy-
perspectral imagery reproduced using the CIE Colour
Matching functions in [13], for two sample images in
our dataset. From top-to-bottom, the rows in the fig-
ure correspond to the sample imagery, the image recon-
structed using the PCA method in [9] and NURBS [4].
In the figure, for our method, and the alternative in [9]
we have used six basis vectors whereas for the method
in [4] we have used 6 control points.
We show a more quantitative analysis in Figure 2,
where we have plotted the average GFC per pixel and
its analogous colorimetric separation on the L = 50
CIELab plane. For our CIELab distances, we have
used, as before, the CIE Colour Matching functions
in [13]. In both panels, the x-axis corresponds to the
feature vector length, which in the case of our method
and that in [9] corresponds to the number of basis vec-
tors used to represent the spectra. For the alternative
in [4], the feature vector length accounts for the num-
ber of control points used to compute the NURBS. Note
that, from both figures, its clear that our method delivers
the best reproduction quality. This is true even for very
short feature vectors, i.e. those whose length is less than
6.
Figure 1. Sample reconstruction re-
sults. From top-to-bottom: Input sample
images, reconstructed using PCA [9],
NURBS [4] and our method.
3.2 Skin Recognition
We now turn our attention to the recognition of skin
spectra in hyperspectral images. To this end, we have
used the dataset presented in [4]. The dataset comprises
hyperspectral imagery of 51 subjects illuminated from
different directions and light sources. For purposes
of recognition, we have used the weights delivered by
our method when M = 6 as the input to a nearest-
neighbour classifier based upon the Mahalanobis dis-
tance. For the alternative in [9], we have used the pro-
jection on the first six principal components yielded by
the method and, for the algorithm in [4], we have used
the six control points for the corresponding spline. We
have also employed the raw reflectance computed using
the ground truth illuminant provided with the data set.
In Table 1 we show the mean correct classification
and false positive rates per image yielded using our
method and the alternatives. For our experiments, we
have performed ten trials where skin patches are manu-
ally selected from a randomly selected training image.
From these results, it can be seen that our method yields
the best performance. It is somewhat surprising that our
method outperforms the raw reflectance. This may be
explained by our choice of basis, which arises from the
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Figure 2. Mean GFC and CIELab distances for the spectral reproduction of the images in the





Raw spectra 98.6 1.2
Our method 99.1 0.1
PCA [9] 81.3 4.4
NURBS [4] 98.3 0.9
Table 1. Average skin classification rates
using our method and the alternatives.
use of the covariance sample and, hence, reflects the
variability of the data.
4 Conclusions
In this paper, we have presented a method for com-
puting a spectral representation for spectra reproduc-
tion with applications to material recognition. We have
shown how an optimisation approach can be employed
to recover the weights used to express the spectrum as
a linear combination of orthonormal basis vectors. Fur-
ther, the method makes use of a statistical formulation
to recover the basis vectors and the sample mean. We
have illustrated the utility of our method for colourimet-
ric reproduction on the CAVE dataset and skin recogni-
tion. We have also provided comparison with respect to
a number of alternatives.
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