This paper presents a study of the multi-objective optimal design of a sliding mode control for an under-actuated nonlinear system with the parallel simple cell mapping method. The multi-objective optimal design of the sliding mode control involves six design parameters and five objective functions. The parallel simple cell mapping method finds the Pareto set and Pareto front efficiently. The parallel computing is done on a graphics processing unit. Numerical simulations and experiments are done on a rotary flexible arm system. The results show that the proposed multi-objective designs are quite effective.
Introduction
Sliding mode control (SMC) is a powerful nonlinear control technique. The basic idea of SMC is to drive the system to a sliding surface, a manifold in the state space, and let the system move along the sliding surface towards the desired steady state. This paper presents a study of the multi-objective optimal design of the SMC and the sliding surface with the help of the parallel cell mapping method.
Many publications have focused on how to design the optimal sliding surfaces and switching terms (Costa et al., 2003; Gasimov et al., 2005; Wu et al., 2010 Wu et al., , 2013 . Decoupled SMC for high-order systems has been studied by Lo and Kuo (1998) . SMC design with neural network training for multi-objective optimization was considered by Costa et al. (2003) . Genetic-algorithm-based multi-objective optimization on sliding surface construction was studied by Li et al. (1996) . Adaptive SMC design using learning algorithms was investigated by Babaee and Khosravi (2012) . Although only limited studies on multiobjective optimal SMC design have been reported in recent years, several successful applications of popular biologically inspired algorithms such particle swarm optimization (PSO) by Alitavoli et al. (2012) and the genetic algorithm by Sharifi et al. (2012) indicate a growing trend in this topic. Mahmoodabadi et al. (2013) studied the Pareto optimal design of the decoupled sliding mode controller for an inverted pendulum system by comparing the Sigma method (Mostaghim and Teich, 2003) , the modified NSGA-II algorithm (Atashkari et al., 2007) and the MOGA toolbox in Matlab with a novel multi-objective PSO algorithm. The multi-objective optimization of SMC design usually aims at determining several free parameters of the controller to meet the performance requirements in the time or frequency domain (Al-Dakkan et al., 2003; Sharifi et al., 2012) . These performance requirements are often conflicting. Also, the optimization should consider hardware capability such as saturation and parameter uncertainty, which makes multi-objective optimal SMC design more challenging and interesting.
Recently, the cell mapping methods originally developed by Hsu in the 1980 s for global analysis of nonlinear dynamical systems (Hsu, 1987) have been found to be highly effective in discovering the global structure of the Pareto set, the solution of multi-objective optimization problems (MOPs) Xiong et al., 2014) . The cell mapping methods have been successfully applied to low and moderate dimensional problems and the multi-objective optimal proportional-integral-derivative (PID) control design for linear and nonlinear dynamical systems by Herna´ndez et al. (2013) . Furthermore, the cell mapping methods are naturally parallelizable in computing. This paper reports the application of the cell mapping method for MOPs implemented on a graphics processing unit (GPU) with massive parallel processing capability. In particular, we apply the method to the multi-objective optimal design problem of SMC.
The rest of the paper is organized as follows. We first present the theoretical design of a SMC for an underactuated two-degree-of-freedom nonlinear system. Stabilities of the control and the sliding surface are considered in Section 2. We then apply the parallel simple cell mapping method for multi-objective optimal design of the SMC with six design parameters and five performance objectives in Section 3. The parallel cell mapping method is implemented on an NVIDIA GPU with CUDA architecture. Section 4 discusses the numerical and experimental results. Section 5 concludes the paper.
SMC formulation
The experimental apparatus of a rotary flexible joint system produced by Quanser is shown in Figure 1 .
A base module carrying a rotary flexible link is mounted on a load gear of the SRV02 system driven by a direct current (DC) motor. Two springs attached to the link provide flexibility and introduce geometric nonlinearity to the system. There is plenty of research on the SMC design of smart beams with uncertainties (Song et al., 1995; Gu et al., 2008; Li et al., 2011) . However, reports on the multi-objective optimal design of sliding mode controllers on smart structures are few. new para with indent With the Lagrangian method, the nonlinear governing equations of the system can be obtained:
where nonlinear functions f 1 (x) and f 2 (x) are given by
The coefficients in the above equations as well as B 1 and B 2 are system parameters listed in Table 1 . Further,
T is the state vector, x 1 is the angular position of the platform, x 2 is the angular position of the link relative to the base module, and u is the control input. The control objective of this system is to minimize the angular vibration x 2 of the flexible link when the base angle x 1 follows a given tracking command x 1d (t). The rotary flexible joint system is an under-actuated nonlinear multi-body system.
SMC and stability
Define the tracking error of the two states as
where x 1d (t) and x 2d (t) are the desired reference trajectories for x 1 (t) and x 2 (t). Define a sliding surface s(t) as where a , l a , u and l u are the parameters defining the sliding surface. These parameters will be determined later in the paper.
On the sliding surface, we impose s(t) ¼ 0 and _ s(t) ¼ 0:
ðtÞ. From the above equation, we can obtain the equivalent control as
where
We introduce the robust control law with a switching term as
wheref 1 ðxÞ andf 2 ðxÞ are the estimates of f 1 (x) and f 2 (x). We assume that the estimation errors of the nonlinear functions are bounded:
the known positive functions. These bounds are determined based on an assumption that the linear portions of the system model in equations (2) and (3) 
In the real-time implementation, we introduce the saturation function sat s to replace the sign function sign(s) to avoid high frequency chattering. The saturation function is given by 
where 0 < < 1 is the boundary layer thickness for the switching term of the control. The stability of the control with the saturation function can be proved in the same manner. We shall omit the details of the proof here.
Stability on the sliding surface
In order for the system to slide down to the origin, the sliding surface must be stable. On the sliding surface,
Hence,e _ 1 (t) can be solved from this equation as _ e 1 ðtÞ ¼ 1 e 2 ðtÞ þ 2 _ e 2 ðtÞ þ 3 e 1 ðtÞ ð 14Þ where
Substituting the equivalent control u eq to equation (7) and noting that e¨2 ¼ _
Since x 1d ¼ 1, _ x 1d ¼ 0, and x 2d ¼ _ x 2d ¼ 0, we have e 2 ¼ x 2 , e _ 1 ¼ x 3 and e _ 2 ¼ x 4 . Equation (16) 
Define a set of new state variables y ¼ ½ y 1 , y 2 , y 3 T ¼ e 2 ðtÞ, _ e 2 ðtÞ, e 1 ðtÞ ½ T The equations for the new state variables can be written as
The equilibrium of the new state is y 1 ¼ y 2 ¼ y 3 ¼ 0.
Linearizing the state equations at the equilibrium, we obtain
The characteristic equation of the linearized system reads
where s is the Laplace variable, and
The Hurwitz stability conditions lead to 1 4 0, 2 4 0 3 4 0, 1 2 4 3 ð24Þ
In terms of the original system parameters, the stability conditions of the sliding surface read
A note on the value of in equation (8) is in order. In this work, we have B 1 ¼ ÀB 2 > 0. The first inequality constraint in equation (25) implies 0 < < 1.
Multi-objective optimal design
The control performance and stability are determined by six parameters:
We now consider the selection of these parameters to meet the following five control objectives of the closed-loop system. Some of the objectives conflict with each other.
The first objective t p,x1 is the peak time of the rotary angle x 1 of the base. The second one is the overshoot of this angle defined as M p,
Â 100%. These two objectives conflict. They are the typical performance metrics for tracking a step input.
The third objective is the maximum amplitude maxjx 2 j of the swing angle x 2 of the flexible link. Since the control intends to make the flexible link behave like a rigid connection, this objective function is needed.
Finally, we consider two integrated absolute tracking errors of x 1 and x 2 , defined as
where T is the time when the response reaches the steady state. In this study, we set the time as T ¼ 5 s.
This implies that we are only interested in the responses that settle in 5 s or less. Our previous studies suggest that the integrated tracking error plays a compromising role in the optimization Xiong et al., 2014) .
The multi-objective optimal design problem of the SMC with respect to the parameters k ¼ a , l a , u , l u , , ½ can be written as
where Table 2 . where h(k) ¼ 0 and g(k) 0 denote various equality and inequality constraints in vector format.
Parallel simple cell mapping algorithm
The parallel simple cell mapping algorithm is a recently developed numerical method for solving MOPs. The algorithm consists of five parts:
1. Create the cell state space and evaluate the objective functions F(k) at the cell center k in the design space. 2. Construct one-step cell mappings with the objective functions F(k) and a MOP search algorithm.
3. Identify periodic cells in the simple cell mapping. 4. Subdivide the periodic cells if refinement is needed, and repeat steps 1 to 3. 5. Carry out the dominance check of the periodic cells.
When constructing the one-step simple cell mappings, we use the gradient-free search algorithm (Xiong et al., 2014) . The gradient-free search examines the cells in the neighborhood of a pre-image cell by comparing their objective function values. The maximally dominant cell in the neighborhood is chosen as the image cell. The 'maximum dominancy' is defined by the biggest norm of the function value differences between the pre-image cell Table 2 .
and its neighborhood cells. Hence, this construction of simple cell mappings mimics the steepest descent search, and is implemented in a parallel computing framework.
The constraints are imposed when the mappings are constructed. Recall that the simple cell mapping represents each cell by its center. Hence we judge whether a cell violates the constraints by examining the cell center against the constraints. Once a cell is found to violate a constraint, we mark the cell as a sink cell, which maps to itself (Hsu, 1987) .
The global information of the Pareto set is contained in the one-step simple cell mappings. The unraveling approach by Hsu (1987) is used to extract the Pareto set represented by the periodic cells. The unraveling algorithm is originally sequential. We have developed a parallel implementation of the unraveling algorithm.
The dominance check of the periodic cells is usually done sequentially and represents a significant computational effort. This work makes use of a parallel dominance check algorithm as well as the sub-division to refine the cells for improved accuracy (Mahmoodabadi et al., 2013; Naranjani et al., 2013; Sun, 2013) . The parallel dominance check simply utilizes the definition of the Pareto set, which states that no cell in the Pareto set dominates another. The dominance check of each cell is conducted by Figure 12 . The sliding surface s(t) and control signal u(t) of the rotary flexible joint experiment with the Pareto optimal design of case c in Table 2 . Table 2 .
comparing it to the rest of the candidate cells in the set. If a cell is found to be dominated by another cell, we mark it, but do not delete it from the set. Hence, the size of the set for the dominance check is fixed so that the check can be done in parallel starting from many cells at the same time. The output of the dominance check contains an indicator array of the dominated cells.
The simple cell mapping method for MOP requires heterogeneous programming taking advantage of the host CPU and the parallel computing device GPU. The parallel portions of the computing in the cell creation, mapping construction, unraveling algorithm, dominance check and sub-divisions are executed on the GPU. All the rest of the program is executed on the CPU.
Numerical and experimental results
To apply the parallel simple cell mapping method for the multi-objective optimal design of the SMC, we select the ranges of the parameters k as
j subject to constraint equation ð25Þg ð30Þ
We also impose the following constraints on the objectives: 
The initial partition of the design space is 5 Â 5 Â 5 Â 5 Â 5 Â 5 ¼ 5 6 resulting in 15,625 cells. The centers of these cells represent the candidate design vectors k. For each design vector, we first check the stability of the resulting SMC. If it is stable, we simulate the closed-loop tracking response of the system in equation (1) with this control. If it is unstable, we discard this design vector. From the time histories of the response, we then identify or compute the objective functions defined in equation (27) .
We To demonstrate the performance of the optimal design, we select four points evenly distributed on the Pareto front. These four designs from the Pareto set listed in Table 2 are otherwise random and represent various compromises of the control. The associate objective function values are listed in Table 3 . Figure 4 shows the numerical simulations in the time domain of the four selected control designs. Figure 5 presents the sliding surfaces and control signals. Good tracking and stabilizing performance are achieved
The experimental hardware consists of the rotary flexible joint module (top) and the SRV02 motor module (bottom) shown in Figure 1 , a q-pid data acquisition card, a single channel amplifier, and two encoders for the angle measurement. The real-time control is implemented with the SIMULINK toolkit of MATLAB 2007 and the QUARC 2.0 by Quanser. We configured the real-time solver as discrete with a fixed-step sample time t s ¼ 0.001 s. The amplitude and frequency of the reference square wave are set as 20 and 0.1 Hz. Figures 6 to 9 show the experimental results of the tracking control of the flexible link following the command of the square wave. Figures 10 to 13 show the sliding surfaces and the control signals of the experiment. The same optimal designs considered in the numerical simulations are used in the experiments. The excellent agreement between simulation and experimental results indicates the quality of the modeling of the system as well as the ability of the optimally designed SMC.
Concluding remarks
In this paper, we have applied the parallel cell mapping method for MOPs to design the SMC to meet multiple Figure 13 . The sliding surface s(t) and control signal u(t) of the rotary flexible joint experiment with the Pareto optimal design of case d in Table 2. objectives. The SMC is designed for the under-actuated multi-body mechanical system and is applied to the flexible rotary arm system. Five control performance objectives are introduced to formulate the MOP. Six design parameters that determine the sliding surface shape, switching gain and boundary layer thickness are the design variables. The Pareto set and Pareto front are obtained with the parallel simple cell mapping method. The time domain simulations and experiments of the selected optimal designs in the Pareto set show good temporal performance of the closed-loop system, and demonstrate the effectiveness of the proposed multi-objective optimal design.
