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Abstract
Let A be an n×n complex matrix with eigenvalues 1, . . . , n counting algebraic multiplicities. Let X=[x1, . . . , xk] be a rank-k
matrix such that x1, . . . , xk are right eigenvectors ofA corresponding to 1, . . . , k for 1kn, respectively, andV =[v1, . . . , vk] ∈
Cn×k be complex matrix. The eigenvalues and Jordan canonical form of the complex matrix A +∑ki=1 xivHi are derived. The
applications of our results to Google’s PageRank problem are also discussed.
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1. Introduction
The PageRank approach to ranking Web pages has generated a signiﬁcant amount of interest in the research com-
munity [10]. The key is to compute PageRank, which is the left eigenvector associated with the principle eigenvalue of
the Google matrix G(c) = cG + (1 − c)evH , where G is a row stochastic matrix and 0<c< 1 is the damping factor.
Since all of the row sum of G are 1, the n-vector e of all ones is a right eigenvector of G associated with the eigenvalue
1, that is, Ge = e. It is seen that the Google matrix is a special rank-one updated matrix. The eigenvalue problem of
the Google matrix has been investigated in [2–5,9,8,11,12,14]. In a forthcoming paper, Horn and Serra-Capizzano [7]
analyzed the eigenvalues and Jordan blocks of the general parametric Google matrix:
A(c) = cA + (1 − c)xvH . (1.1)
Speciﬁcally, if A is a row stochastic matrix, 0<c< 1, = 1, x is a vector of all ones and v is a vector whose elements
are nonnegative and sum to 1, then the general parametric Google matrix reduces to the Google matrix. The following
theorem describes the eigenvalues of A(c).
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Theorem 1.1 (Horn and Serra-Capizzano, [7, Corollary 3.3]). LetA be ann×n complexmatrix.Let  be an eigenvalue
of A, let x and v be nonzero complex vectors such that Ax = x and vHx = 1, and let A(c) = cA + (1 − c)xvH . Let
, 2, . . . , n be the eigenvalues of A. Then for any complex number c, the eigenvalues of A(c) are {, c2, . . . , cn}.
The following theorem describes the Jordan canonical form of A(c).
Theorem 1.2 (Horn and Serra-Capizzano [7, Corollary 4.3]). Let A be an n× n complex matrix. Let , 2, . . . , n be
the eigenvalues of A; let x, y and v be nonzero complex vectors such that Ax = x, yHA = yH , and vHx = 1; and let
A(c) = cA + (1 − c)xvH . Assume that yHx = 1. Let the Jordan canonical form of A be
[] ⊕ Jn1(1) ⊕ · · · ⊕ Jnk (k).
Then for any nonzero complex number c such that cj =  for each j = 2, . . . , n, the Jordan canonical form of A(c) is
[] ⊕ Jn1(c1) ⊕ · · · ⊕ Jnk (ck).
In this paper, we give insight into the eigenvalues and Jordan canonical form of a successively rank-one updated
complex matrix of the form A +∑ki=1 xivHi , where x1, . . . , xk are linear independent right eigenvectors of A corre-
sponding to the eigenvalues 1, . . . , k; and v1, . . . , vk are arbitrary complex n-vectors. We show that Theorems 1.1
and 1.2 are special cases of our results. The applications of our results to Google’s PageRank problem are also
discussed.
2. Eigenvalues of a successively rank-one updated complex matrix
For a given vector v and a matrix A with eigenvalue  and associated eigenvector x, the eigenvalues of A+ xvH was
derived by Brauer in 1952 [1].
Theorem 2.1 (Brauer, [1, Theorem 26]). Let A be an n×n complex matrix and let x be a nonzero complex vector such
that Ax = x. Let , 2, . . . , n be the eigenvalues of A. Then for any complex n-vector v the eigenvalues of A + xvH
are + vHx, 2, . . . , n.
In this paper we consider the eigenvalues of a successively rank-one updated matrix of the form
A + XVH = A +
k∑
i=1
xiv
H
i , 1kn,
where X=[x1, . . . , xk] is a rank-k matrix such that x1, . . . , xk are right eigenvectors of A corresponding to 1, . . . , k ,
respectively, and V = [v1, . . . , vk] ∈ Cn×k is an arbitrary matrix. We ﬁrst generalize Brauer’s theorem to the block
case.
Theorem 2.2. Let A be an n×n complex matrix with eigenvalues 1, 2, . . . , n counting algebraic multiplicities. For
1kn, let V = [v1, . . . , vk] and X = [x1, . . . , xk] be complex matrices such that x1, . . . , xk are linear independent
right eigenvectors of A corresponding to the eigenvalues 1, . . . , k , respectively. Then the eigenvalues of the matrix
B=A+XVH are {1, . . . , k, k+1, . . . , n},where 1, . . . , k are the eigenvalues of the k×kmatrix diag(1, . . . , k)+
VHX.
Proof. Let X=QR be the QR decomposition of X, where Q ∈ Cn×k is orthonormal and R ∈ Ck×k is upper triangular
and nonsingular. Let Q⊥ be an orthonormal basis for the orthogonal complement of span{Q} such that
W = [Q,Q⊥] ∈ Cn×n
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is unitary. We note that
WHBW = WHAW + (WHX)(V HW)
=
[
QHAQ QHAQ⊥
QH⊥AQ QH⊥AQ⊥
]
+
[
(QHX)(V HQ) (QHX)(V HQ⊥)
O O
]
=
[
QHAQ + (QHX)(V HQ) QHAQ⊥ + (QHX)(V HQ⊥)
O QH⊥AQ⊥
]
, (2.1)
where we used QH⊥X = QH⊥QR = O and QH⊥AQ = QH⊥AXR−1 = QH⊥X · diag(1, . . . , k)R−1 = O.
So we have from (2.1) that
(i)(B)=[(QHAQ)+ (QHX)(V HQ)]∪(QH⊥AQ⊥), counting multiplicities, where(·) denotes the spectrum
of a matrix.
On the one hand, we have
(QHX)(V HQ) = R(V HX)R−1 (2.2)
and
QHAQ = R[R−1(QHAQ)R]R−1
= R[R−1QHAX]R−1
= R[R−1QHX · diag(1, . . . , k)]R−1
= R · diag(1, . . . , k) · R−1, (2.3)
where we used AX = X · diag(1, . . . , k). So we obtain:
(ii) [(QHAQ) + (QHX)(V HQ)] = [diag(1, . . . , k) + VHX], counting multiplicities.
On the other hand,
WHAW =
[
QHAQ QHAQ⊥
O QH⊥AQ⊥
]
implies
(A) = (QHAQ) ∪ (QH⊥AQ⊥), (2.4)
counting multiplicities. Recall from (2.3) that
(QHAQ) = {1, . . . , k}. (2.5)
So we get from (2.4) and (2.5) that (iii) (QH⊥AQ⊥) = {k+1, . . . , n}. We thus complete the proof by combining
(i)–(iii). 
Theorem 2.2 has some potential to Google or Google-like problems. In fact, if one can ﬁnd a further right nonnegative
eigenvector x2 of the Google matrix, then the rank update
XVH = [x1, x2] · [v1, v2]H ,
could be useful for providing a more sophisticate personalization procedure (for instance for better handling spams).2
So instead of a personalization vector v we have a personalization rank-two matrix V = [v1, v2]. The possibility is
intriguing even if probably difﬁcult to implement in practice, and could be extended to any moderate k > 2.
Based on the above discussions, we deﬁne the generalized Google matrix as follows:
A˜(c, c1, . . . , ck) = cA +
k∑
i=1
(cii )xiv
H
i , c +
k∑
i=1
ci = 1, (2.6)
2 We thank Stefano Serra-Capizzano for pointing out this.
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where c, ci ∈ C, 1 ik. It is seen that when k = 1, the generalized Google matrix reduces to the general parametric
Google matrix (1.1). Replace A and V, respectively, by cA and [c11v1, . . . , ckkvk], we obtain the following corollary
from Theorem 2.2, which gives the eigenvalues of the generalized Google matrix.
Corollary 2.3. Let A be an n×n complex matrix, and let 1, 2, . . . , n be the eigenvalues of A, counting multiplicities.
For 1kn, letV =[v1, . . . , vk] andX=[x1, . . . , xk] be complexmatrices such that x1, . . . , xk are linear independent
right eigenvectors of A corresponding to the eigenvalues 1, . . . , k , respectively. Deﬁne the generalized Google matrix
A˜(c, c1, . . . , ck) = cA +∑ki=1 (cii )xivHi , where c, ci ∈ C, 1 ik, and c +∑ki=1ci = 1, then the eigenvalues of
A˜(c, c1, . . . , ck) are
[diag(c1, . . . , ck) + diag(c11, . . . , ckk)V HX] ∪ {ck+1, . . . , cn},
counting multiplicities, where (·) represents the spectrum of a matrix.
Now we discuss some applications of Theorem 2.2, and show that some results on the eigenvalues of the Google
matrix are direct consequences of our theorem.
Case 1: k = 1.
When k = 1, it is obvious to see that Theorem 2.2 reduces to Theorem 2.1, moreover, if k = 1 and vH1 x1 = 1, then
Corollary 2.3 reduces to Theorem 1.1. Speciﬁcally, when A is real, we have the following theorem from Theorem 2.2,
which is the main theorem of [3].
Theorem 2.4 (Ding and Zhou, [3, Theorem 2.1]). Let u and v be two n-dimensional real column vectors such that v is
a left eigenvector of A associated with eigenvalue 1. Then the eigenvalues of B =A+uvT are {1 +uTv, 2, . . . , n}.
A direct consequence of Theorem 2.4 is the following famous theorem that depicts the spectrum of the Google
matrix.
Theorem 2.5 (Elden, [4], Langville and Meyer, [8,9]). Let G be a column stochastic matrix with eigenvalues
{1, 2, . . . , n}. Then the eigenvalues of G(c) = cG + (1 − c)veT, where 0<c< 1, e = [1, . . . , 1]T, and v is a
vector with nonnegative elements satisfying eTv = 1, are {1, c2, . . . , cn}.
Case 2: k > 1.
Recently, the eigenvalue problem of a rank-k updated real matrix was considered by Ding andYao [2].We would like
to point out that their result is also a special case of our theorem in which A,U and V are real matrices. In particular,
Theorem 2.6 reduces to Theorem 2.1 of [2] when k = 2.
Theorem 2.6 (Ding andYao, [2, Theorem 3.1]). Let A be an n×n realmatrix with eigenvalues 1, 2, . . . , n counting
algebraic multiplicities, and for 1kn let u1, . . . , uk and v1, . . . , vk be real column vectors such that v1, . . . , vk are
linear independent left eigenvectors ofA corresponding to the eigenvalues 1, . . . , k , respectively.Then the eigenvalues
of the matrix B = A +∑ki=1 uivTi are {1, . . . , k, k+1, . . . , n}, where 1, . . . , k are the eigenvalues of the k × k
matrix diag(1, . . . , k) + UTV .
It is seen that Theorem 2.6 is a special case of Theorem 2.2, and our result is more general. Furthermore, our work
provides a simpler proof to Theorem 2.6 when A,U and V are real.
3. Jordan canonical form of a successively rank-one updated complex matrix
Horn and Serra-Capizzano analyzed the Jordan form of a rank-one updated complex matrix A + xvH [7], using the
basic principle of biorthogonality [6]. In this section we give insight into the Jordan form of a successively rank-one
updated complex matrix A + XVH . Note that our proof is along the line of Horn and Serra-Capizzano.
Let Y = [y1, . . . , yk] be a complex matrix such that y1, . . . , yk are left eigenvectors of A corresponding to the
eigenvalues 1, . . . , k , respectively. If i = j , it is known that yi and xj are orthogonal [6]. When i = j (i = j),
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there three possibilities [7]: (a) yHi xj =0 (we can normalize so that xHj xj =yHi yi =1); (b) yHi xj = 0 (we can normalize
so that yHi xj = 1); and (c) xj = yi for some  = 0 (we can normalize so that xj = yi and xHj xj = 1).
In this section we assume that YHX = [yHi xj ]k×k is nonsingular. Let Y⊥ be an orthonormal basis of the orthogonal
complement of span{Y }. We ﬁrst show that S = [X, Y⊥] is nonsingular. Otherwise, there exist  ∈ Ck and  ∈ Cn−k ,
[H , H ]H = O, such that
X+ Y⊥= O.
Premultiplying YH on both sides yields (YHX) = O, thus  = O as YHX is nonsingular. As a result, Y⊥ = O and
= O.
Partition
S−1 =
[
PH
LH
]
,
where P ∈ Cn×k and L ∈ Cn×(n−k). It follows from
S−1S =
[
PH
LH
]
[X Y⊥] =
[
PHX PHY⊥
LHX LHY⊥
]
= I
that PHY⊥ = O. Thus P = Y	 for some 	 ∈ Ck×k , moreover, PHX = I , implying that 	 = (YHX)−H and
P = Y (YHX)−H . So we have
S−1AS=
[
PH
LH
]
[AX AY⊥]=
[ diag(1, . . . , k) PHAY⊥
LHXdiag(1, . . . , k) LHAY⊥
]
=
[diag(1, . . . , k) O
O LHAY⊥
]
, (3.1)
where we used the relations AX = X diag(1, . . . , k), YHA = diag(1, . . . , k)YH and LHX = O.
On the other hand,
S−1XVHS =
[
PH
LH
]
XVH [X Y⊥] =
[
I
O
]
· [VHX VHY⊥] =
[
VHX VHY⊥
O O
]
. (3.2)
Therefore,
S−1(A + XVH)S =
[diag(1, . . . , k) + VHX VHY⊥
O LHAY⊥
]
. (3.3)
If [diag(1, . . . , k) + VHX] ∩ (LHAY⊥) = ∅, then there exists a matrix  ∈ Ck×(n−k) such that [13]
[diag(1, . . . , k) + VHX] · 
− 
 · (LHAY⊥) + VHY⊥ = O.
Hence,
[
Ik −

O In−k
]
·
[diag(1, . . . , k) + VHX VHY⊥
O LHAY⊥
]
·
[
Ik 

O In−k
]
=
[diag(1, . . . , k) + VHX O
O LHAY⊥
]
. (3.4)
As a conclusion, we have the following theorem from (3.1), (3.3) and (3.4), which can be viewed as a generalization
of Theorem 4.2 in [7].
Theorem 3.1. Under the above notation, if YHX is nonsingular, then the Jordan canonical form of A is
[1] ⊕ · · · ⊕ [k] ⊕J(LHAY⊥).
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Furthermore, if [diag(1, . . . , k)+ VHX] ∩ {k+1, . . . , n} = ∅, then then the Jordan canonical form of A+XVH
is
J(diag(1, . . . , k) + VHX) ⊕J(LHAY⊥),
whereJ(·) denotes the Jordan canonical form of a matrix.
The following corollary describes Jordan blocks of the generalized Google matrix (2.6), which can be viewed as a
generalization of Theorem 1.2.
Corollary 3.2. Let A be an n×n complex matrix, and let 1, 2, . . . , n be the eigenvalues of A, counting multiplicities.
For 1kn, let X = [x1, . . . , xk], Y = [y1, . . . , yk] be complex matrices such that x1, . . . , xk; y1, . . . , yk be linear
independent right and left eigenvectors of A corresponding to the eigenvalues 1, . . . , k , respectively. Let be V =
[v1, . . . , vk] be any complex matrix. Deﬁne the generalized Google matrix A˜(c, c1, . . . , ck) = cA +∑ki=1(cii )xivHi ,
where c, ci ∈ C, 1 ik, and c +∑ki=1ci = 1. Assume that YHX is nonsingular, if the Jordan canonical form of A is
[1] ⊕ · · · ⊕ [k] ⊕Jn1(1) ⊕ · · · ⊕Jnk (k),
whereJn1(1) ⊕ · · · ⊕Jnk (k) are the Jordan form of LHAY⊥, then for any c, c1, . . . , ck ∈ C such that c = 0 and
[diag(c1, . . . , ck) + diag(c11, . . . , ckk)V HX] ∩ {ck+1, . . . , cn} = ∅, the Jordan form of A˜(c, c1, . . . , ck) is
Jm1(1) ⊕ · · · ⊕Jm() ⊕Jn1(c1) ⊕ · · · ⊕Jnk (ck),
whereJm1(1) ⊕ · · · ⊕Jm() is the Jordan form of diag(c1, . . . , ck) + diag(c11 + . . . , ckk)V HX.
Proof. In the statement of Theorem 3.1, replace A, and V, respectively, by cA and [c11v1, . . . , ckkvk]. For any
c, ci ∈ C, 1 ik, we obtain from (3.3) that
S−1[cA +
k∑
i=1
(cii )xiv
H
i ]S
=
[
diag(c1, . . . , ck) + diag(c11, . . . , ckk)V HX diag(c11, . . . , ckk)V HY⊥
O cLHAY⊥
]
.
If [diag(c1, . . . , ck) + diag(c11, . . . , ckk)V HX] ∩ (cLHAY⊥) = ∅, there is a matrix 
˜ such that
[diag(c1, . . . , ck) + diag(c11, . . . , ckk)V HX] · 
˜− 
˜ · (cLHAY⊥) + diag(c11, . . . , ckk)V HY⊥ = O,
and the Jordan blocks of cA +∑ki=1 (cii )xivHi are
Jm1(1) ⊕ · · · ⊕Jm() ⊕ cJn1(1) ⊕ · · · ⊕ cJnk (k).
Furthermore, if c = 0, the direct sum is similar to
Jm1(1) ⊕ · · · ⊕Jm() ⊕Jn1(c1) ⊕ · · · ⊕Jnk (ck),
which is the Jordan form of the generalized Google matrix. 
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