This work investigates whether the brain assigns special cortical areas for the processing of kinetic contours. In human imaging experiments, we compared the brain activity produced in the socalled 'kinetic occipital' area ('KO') when humans perceive shapes generated from kinetic boundaries or from equiluminant colors. 'KO' was activated whenever subjects perceived shapes, no matter how they were derived; it is therefore not specialized for the processing of kinetic contours. The application of independent component analysis (ICA) to imaging data obtained when subjects viewed 22 min of an action movie showed that the time course of activity in 'KO' correlates better with activity in area V3 than with activity in two adjacent areas, V5 and LO. We thus consider 'KO' to be part of the V3 family of areas, and use the terminology of Smith et al. (J Neurosci 18:3816-3830, 1998), to refer to it as area V3B. Recordings from orientation-selective cells in the macaque V3 complex show that the great majority have the same orientational specificity when tested with oriented lines generated from kinetic stimuli or from luminance differences. We conclude that there is no present evidence for a visual area specialized for the processing of kinetic contours in the primate visual brain.
Introduction
The brain can easily perceive forms in motion and construct forms from motion, but how it does so is not clear. One suggestion is that areas of the V3 complex are heavily involved in the recognition of dynamic forms, i.e. forms in motion or derived from motion (Zeki, 1991) , which is not to say that they alone are engaged in executing this difficult task. The cells of the two constituents of the V3 complex in the macaque, areas V3 and V3A, are overwhelmingly orientation selective, indifferent to the color of the stimulus and optimally responsive when the oriented line moves orthogonally to the preferred axis of orientation . This, together with evidence derived from other systems and reviewed below, has led to the more general formulation that an area of the visual brain is capable of drawing on signals from any source to execute its specialized function (Zeki and Shipp, 1988) . If this formulation is correct, one would suppose that the cells of the V3 complex are capable of responding to lines of specific orientation, no matter how these are generated. They should therefore have the capacity to draw on the form and the motion systems, and retain their specificity whether the lines they respond to are generated from luminance differences, kinetic contours or equiluminant color boundaries. Anatomical evidence shows that the cells of V3 can indeed draw upon signals from the M or the P systems (Casagrande and Kaas, 1994; Callaway, 1998) , thus endowing them with the potential of responding to inputs from a variety of sources. This strategy of tapping information from any source to construct a visual attribute seems to be a general one used by the visual brain. It is well demonstrated by several studies in different visual areas which, collectively, give credibility to the general principle of 'cue invariance' in cortical processing, by which is meant the ability of cells in an area to respond to their preferred stimulus, however it is derived (Albright, 1992; Orban et al., 1993; Sary et al., 1993; Geesaman and Andersen, 1996; Grill-Spector et al., 1998; Okusa et al., 2000) . There is, however, an alternative view that merits consideration. This supposes that the brain treats kinetic boundaries as an entirely separate visual attribute, distinct from both motion and form, and therefore devotes a specialized system, including a specialized cortical area, to it. This view was first proposed by Gulyas et al. , who believed that they had identified areas that show differential involvement to contours defined by motion as compared to contours from color (Gulyas et al., 1994) . However, the methodology they used to analyze their imaging results has been criticized, compromising their conclusions (Frackowiak et al. 1996; Roland and Gulyas, 1996) . More recently, Van Oostende et al. expressed this view more emphatically, and described an area that they consider to be 'specialized in the processing of kinetic contours' which they have named 'KO' (kinetic occipital), thereby ref lecting their belief in its specialization (Van Oostende et al., 1997) .
Such a putative specialization opens up a host of interesting questions regarding the construction of forms by the brain, which we wanted to explore. But we wanted, first, to be certain of the specialization of 'KO' and thus ascertain that the brain does indeed use a specialized cortical area to construct forms from kinetic contours. 'KO' has not been studied for its involvement in the generation of forms and shapes from attributes other than luminance and kinetic contours, e.g. color. One aim of our imaging experiments was therefore to compare the responses of 'KO' to simple shapes generated from kinetic boundaries and from isoluminant colors because much work suggests that these two systems are the ones that are most separate from each other in terms of cortical representation, even though there are crossconnections between them Zeki and Shipp, 1989; Lund et al., 1994) . If 'KO' is specialized for kinetic contours, one would expect it to be less reactive, or even unreactive, to contours generated from static equiluminant colors. On the other hand, if an area specialized for the construction of forms is able to draw on signals from any source to undertake its function, one would expect that shapes constructed from equiluminant colors would also activate 'KO', as indeed would shapes generated from static textures.
We also hoped to resolve another uncertainty about 'KO', namely its relationship to other visual areas in its vicinity. There is little doubt from the published evidence that 'KO' is distinct from the more anteriorly located V5, specialized for visual motion Watson et al., 1993; Sereno et al., 1995; Tootell et al., 1996) . What is more problematic is its relationship to areas of the V3 complex (V3 and V3A) (Shipp et al., 1995; Tootell et al., 1997) and to the complex of areas that constitute LO (Malach et al., 1995) . The former are areas that
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have been considered to constitute part of the (dynamic) form system of the visual brain (Zeki , 1991 . Their proximity to 'KO' naturally raises the question whether 'KO', assuming it to be an entirely separate area, could plausibly belong to the V3 family of areas, as was indeed implied by the use of the alternative name for 'KO', 'area V3B' by Smith et al. (Smith et al., 1998) . In the study of Van Oostende et al., activity in 'KO' is not much different from that in V3A, except that the latter was found to be less reactive to luminance borders compared to 'KO' (Van Oostende et al., 1997) . In the study of Smith et al., V3 and 'KO' were equally active to second-order motion stimuli, which is what led Smith et al. to refer to 'KO' as V3B (Smith et al., 1998) . The relationship of 'KO' to the LO complex, an area that is critical for visual object recognition (Malach et al., 1995) , is also uncertain. If 'KO' is indeed distinct from LO, then a compelling case for it has not been made by the published maps, which show a substantial and sometimes total overlap between the two (Van Oostende et al., 1997) . Hence, another possibility is that 'KO' belongs to the LO family of areas.
To address this issue, we applied the independent component analysis (ICA) method of Bell and Sejnowski (Bell and Sejnowski, 1995) to functional imaging data acquired when humans viewed dynamic complex visual scenes Zeki, 2001, 2003) . This method isolates cortical areas with respect to their activity time course (ATC), placing areas that have different ATCs in separate independent components (ICs). This time-based parcellation of the cortex is done without a priori hypotheses (McKeown et al., 1998) and has the advantage of showing which areas have ATCs that correlate. Any evidence that the ATC of 'KO' is distinct from those in LO, the V3 complex and the V5 complex would be a strong hint that 'KO' operates independently from other areas and thus deser ves a separate status, regardless of whether it is specialized for processing kinetic contours or not. On the other hand, there was always the possibility that the ATC of 'KO' might correlate better with one of the other areas, such as V5 or V3 or LO, thus betraying its status as belonging to one family of areas or another.
Results obtained from these imaging experiments encouraged us to examine the responses of orientation-selective cells in the areas of the V3 complex (V3 and V3A) of the macaque to kinetic and luminance boundaries. The presence in the V3 complex of cells that are only selective for oriented lines when generated from kinetic contours would be strong suggestive evidence that a separate system, embedded within the V3 complex, processes oriented lines so generated. The choice of the V3 complex was not arbitrary. Apart from the functions imputed to it and alluded to above, the results of our imaging studies emphasized the need for a study of selectivities within the V3 complex.
Our overall conclusion from all these results is that 'KO' (V3B) is not specialized for the processing of kinetic contours and that it belongs more properly to the V3 family of areas. We conclude that the brain does not devote a cortical area specifically to the processing of kinetic boundaries.
Materials and Methods
For both imaging studies informed consent was obtained from all subjects in accordance with the Declaration of Helsinki, and ethical approval was granted by the Ethics Committee of the National Hospital for Neurology and Neurosurgery, London, UK.
Stimuli and Task for Functional Magnetic Resonance Imaging (fMRI) Experiment 1
Experiment 1 used eight normal subjects (six male, seven right-handed) to compare the patterns of activity in the brain when subjects viewed shapes derived either from color or from motion cues. The four types of stimulus, and the design of the experiment, are illustrated in Figure 1 . 'Color shapes' (CS), such as the keyhole in the center of Figure 1A , were constituted from static isoluminant red and green oriented bars, by arranging the orientation of the bars inside the shape to be orthogonal to those outside. Color shapes could only be extracted by a visual subsystem that discriminates between isoluminant red and green. An equal number of 'color no-shapes' (CN) were shown, in which the background alone was present, as in Figure 1B . In both cases the orientation of the background bars was randomized between the two diagonals (tilting right or left) from trial to trial. Thus the critical difference between the two is the appearance of a simple recognizable shape in one (A) and its absence in the other (B).
The red and green bars were made isoluminant to the gray level psychophysically, using the method of heterochromatic f licker photometr y (Kaiser, 1991) , as follows. In the scanner, just prior to each scanning session, subjects viewed a 5.5°× 5.5°square which, like the stimuli, was centrally presented, and alternated between gray [equal RGB values, corresponding to CIE (CIE, 1931) coordinates (x, y, z) of 0.96, 1.14, 1.26] and red (i.e. variable 'red' RGB channel, with other two channels set to zero). This square was presented on a black background. The luminance of the red was adjusted manually by the experimenter in the MRI control room, under the verbal instructions of the subject within the scanner, until the subject's perception of f licker between the red and the gray was minimized. Across subjects, the mean CIE coordinates (with the standard error of the mean, SEM) for this point were 2.21, 1.07, 0.06 (SEM 0.15, 0.08, 0.00). A similar method was then used to find an isoluminant green color (adjusting the 'green' RGB channel, with red and blue channels set to zero), which gave a green of mean CIE coordinates 0.48, 1.19, 0.04 (SEM 0.05, 0.13, 0.00). The CIE coordinates were obtained by calibrating the projector using a Spectra-Colorimeter Model PR650 (Photo Research, Chatsworth, CA). This experiment addressed the general issue of whether V3B ('KO') responds more specifically to kinetic contours than to static contours. Even though we took great care to generate the static contours from isoluminant colours, we could equally well have used contours generated from luminance instead, as did Van Oostende et al. (Van Oostende et al., 1997) .
An example of a 'motion shape' (MS) is shown in Figure 1C . Here the stationary shape is defined by kinetic contours, through the direction of motion of a field of dots, illustrated by smeared dots in this figure. Dots inside the 'shape' moved in one of the four diagonal directions, determined at random, while those outside moved in an orthogonal direction. The parameters of the dots are shown in the legend to Figure 1 . The shape derived from kinetic contours was much more clearly visible in the moving display than in the stationary illustration given here, but it would be entirely invisible in any single stationary frame taken from the stimulus. As before, an equal number of 'motion no-shape' (MN) displays were shown (Fig. 1D) , composed of the background alone, which in this case was simply a field of random dots all moving in the same direction (translational motion). The critical difference between the two, again, is the appearance of a recognizable shape in one (Fig. 1C) and its absence in the other (Fig. 1D ). These four conditions form a 2 × 2 factorial design ( Fig. 1) , in which the two factors are shapes versus no-shapes and motion versus color.
Subjects fixated a central black cross throughout the experiment, and displays in which this cross appeared on a uniformly gray background ('gray' stimuli) were included as a baseline condition. Trials were grouped into 'epochs' consisting of 10 stimuli of the same configuration (e.g. color shapes). Each stimulus was presented for 500 ms, and followed by a gray screen for 1100 ms, up to the onset of the next stimulus. Before scanning, subjects were trained to recognize a 'keyhole' shape as the 'target' (Fig. 1A) . During scanning, the subject's task was to press a button with their right index finger whenever they saw this target shape, but not to press to other 'distractor' shapes. The target object was randomized with eight distractor shapes, giving a mean target frequency of 11% (1/9). Subjects were told beforehand that there would be periods during which no shapes would be present on the screen (i.e. during no-shape and gray epochs), and that no response was required during these periods.
All of the statistics in the present study are based on these four types of epoch: CS, CN, MS and MN. Four types of epochs with other stimulus configurations were also included as part of a separate study (Perry and Zeki, 2000) . Epochs were pseudo-randomized with the constraint that, during the whole experiment, subjects saw nine epochs of each type, and 18 'gray' epochs. These 90 epochs were shown in two equal blocks, with a short rest between. Subjects were familiarized with the target shape, trained on the task, and given 10-15 min of practice outside the scanner until they were confident. During scanning most of the target shapes were correctly identified ( Table 1 ). The subjects appeared to find extracting objects from motion more difficult. If anything, this would tend to enhance the response to motion objects relative to color objects, which was not observed in our data.
Stimuli and Task for fMRI Experiment 2
The aim here was to learn the degree to which the ATC of V3B ('KO') correlates with that of other areas and, if so, which ones. This is best achieved by studying the activity in V3B in complex free-viewing conditions, over a relatively prolonged period of time. Exposure to a complex stimulus has the advantage that many areas will be differentially active in time over the viewing period Zeki, 2001, 2003) . For this second study we therefore asked eight normal subjects (three male, all right-handed) to view the first 22 min 25 s of the James Bond movie Tomorrow Never Dies, including its sound track. The movie was interrupted eight times (i.e. every 2.5 or 3 min) with a blank period (black screen, no sound) lasting 30 s as a baseline condition. As part of a separate study, the movie changed from colour to black and white every 30 s.
Image Acquisition and Pre-processing (Experiments 1 and 2)
Subjects were scanned in a 2 T Magnetom Vision fMRI scanner with a head-volume coil (Siemens, Erlangen, Germany), while viewing the 26°× 19°visual display via an angled mirror. A gradient echo-planar imaging (EPI) sequence, with an echo time (T E ) of 40 ms and a repeat time (T R ) of 4.1 s was selected to maximize blood oxygen level dependent (BOLD) contrast. Each brain image was acquired in 48 slices, approximately 2 mm thick with 1 mm gaps in between, and each comprising 64 × 64 pixels. The number of EPI scans per subject was as follows: experiment 1, 180 scans; experiment 2, 324 scans (subjects 1-4) or 368 scans (subjects 5-8). The data were pre-processed using the SPM99 software (Wellcome Department of Imaging Neuroscience, London). In experiment 2, the data were realigned in time using sinc interpolation (Schanze, 1995) . In both experiments the EPI images were spatially realigned and normalized to the Montreal Neurological Institute template provided in SPM99 [which approximates to the Talairach-Tournoux atlas (Talairach and Tournoux, 1988) ] and spatially smoothed with an isotropic Gaussian kernel of 10 mm (experiment 1) or 6 mm (experiment 2). After spatial pre-processing, non-physiological high-frequency noise was filtered out with a low-pass filter shaped to the spectral characteristics of the canonical hemodynamic response function (HRF) within SPM99. In experiment 1, an additional high-pass filter with a period of 512 s was used to remove low-frequency noise. The signal in ever y voxel was divided by the mean signal intensity of each whole image (global normalization), to compensate for f luctuations of the global signal.
Epoch-based Statistical Analysis (Experiment 1)
Each epoch type was modeled with a separate box-car function (convolved with SPM99's canonical HRF) in a multiple regression analysis (Friston et al., 1995) . In addition, subjects' responses during scanning were recorded, classified as hits or false positives, and modeled in the design matrix as events of no interest [using the HRF and its first temporal derivative (Josephs et al., 1997) ]. Misses were modeled in the same way, but correct rejections were not modeled explicitly, to avoid overspecif ying the model. Group results are based on a fixed-effects analysis, in which the reliability of the observations is assessed relative to within -subject variance, as is appropriate for establishing 'typical' features of the human brain (Friston et al., 1999) . The figures have been thresholded at P < 0.001 uncorrected to show the spatial extent of the clusters.
ICA Analysis (Experiment 2)
ICA analysis (Bell and Sejnowski, 1995) was done on each subject separately, to obtain spatially independent components (McKeown et al. 1998) . Based on information theor y, ICA is capable of unmixing or decomposing any linear mixture of independent sources, which need not be known a priori. In the case of fMRI, we assume that all voxels belonging to one functionally specialized area or to a network of highly correlated areas form such an 'independent' source, several of which are spatially 'mixed' in the fMRI whole-brain images. During complex tasks, many different, and maybe temporally or spatially overlapping, sets of areas will be active, each with its own characteristic ATC Zeki, 2001, 2003) . ICA identifies such sets by separating voxels that share similar ATCs from other voxels and saves them in a separate independent component (IC -a whole-brain image). The total number of ICs is equal to the number of input-images, in our case 324 (for subjects 1-4) or 368 (for the subjects 5-8). Each IC has an associated time-course, which corresponds closely to the BOLD signal of the most significant voxels in that IC.
The methodology we used for the ICA analysis in this and in our earlier studies (Bartels and Zeki 2000) was similar to the one of McKeown et al. (McKeown et al., 1998) , who first applied ICA to fMRI data. After pre-processing, voxels lying outside the brain were removed by manual thresholding, done for each subject individually, in order to reduce the total data to be processed. Data were then converted into a large matrix with the number of rows corresponding to the number of scans (324 for For subject 3 the file containing scores from session 2 was corrupted, so scores for this subject are based on session 1 only.
subjects 1-4; 368 for subjects 5-8), and the number of columns corresponding to the number of voxels (between 60 000 and 70 000, depending on the subject). This matrix was submitted to the 'runica' procedure supplied in the EEG package by Makeig (http://w w w.cnl.salk.edu/∼scott/ ica-download-form.html) (Makeig et al., 1997) , which applied ICA incorporating the natural gradient feature of Amari (Amari, 1998) , using the default parameters. In each subject, we identified those ICs that contained their most significant voxels within the visual cortex, based on their anatomical position. Among those, we selected areas whose most significant voxel came closest to the Talairach coordinates described for 'KO' and V5 by Van Oostende et al. (Van Oostende et al., 1997) and for V3v by DeYoe et al. (DeYoe et al., 1996 ) (see Table 2 ). In all subjects, areas V5 and V3v were more clearly separated by ICA and therefore easier to identify than area 'KO'. The medians and the quartiles of the coordinates of the areas identified are given in Table 2 ; they fall within a few millimeters of those reported in previous publications (see above). We isolated the BOLD signal time-courses from the most significant voxels in each area and calculated the correlation coefficients between them. In order to obtain ATCs related only to free viewing of the movie, those parts of the BOLD signal time-course that corresponded to the blank periods and the 30 s window following them were excluded.
Experiment 3 (Physiological Recordings)
We recorded from 100 cells in 12 cynomolgus monkeys, using standard procedures . All cells were histologically verified to have been located within the V3 complex (V3 or V3A) (see Fig. 2 ). Monkeys were first given 25 mg/kg of ketamine hydrochloride and then anesthetized with pentobarbitone sodium and, after surgery, paralyzed with 0.4 mg/kg of pancuronium bromide, supplemented at the rate of 0.5 ml/h throughout the experiment. The electrocardiogram, rectal temperature and exhaled CO 2 were monitored continuously and maintained at physiological levels, and additional doses of anesthetic were administered to maintain adequate levels of anesthesia. Retinoscopy and other procedures were as described before . Once a cell's preferred orientation was determined with computergenerated orientated lines, its receptive field was plotted on a monitor screen at a distance of 114 cm from the eye. More quantative computercontroled tests were generated using a Commodore A miga computer and presented on a 20-in. Grundig monitor. The display resolution was 320 pixels wide by 240 pixels high, presented at distances varying from 100 to 114 cm from the subject. Refresh rate was 50 Hz; a new display frame was generated each 20 ms. A Neurolog spike trigger unit (Digitimer, Welwyn Garden City, UK) measured the firing rate of the cell and the number of spikes occurring in each 20 ms display frame period was recorded as the cell's response. During stimulus presentation, a rectangular stimulus bar moved through the centre of the receptive field in different directions but at similar speeds. Stimulus bar dimensions ranged from 30′ to 10°and speed of movement from 1°to 5°/s. Once a cell's optimal responses were determined from luminance contours, it was stimulated with a line of its preferred orientation, width and length generated from kinetic contours and moving in two directions orthogonal to its long axis.
For the orientation-selective cells studied here (the great majority), the bar was moved across the receptive field of the cell in eight directions and responses plotted at 45°intervals, although tests were also carried out at 15°, 30°, 60°and 90°intervals. At least two such direction tests were performed on each cell. In the first, the stimulus bar was solid white on a black background (contrast > 90%); in the second, the stimulus bar contained a texture matrix and the background a second one. The textures (Fig. 3) were composed of 50% black and 50% white randomly arranged squares so that there was no overall luminance contrast. The grain of the texture was one pixel, subtending ∼3′ of arc at the eye. The number of times that the line moved through the receptive field varied, depending upon the background discharge rate of the cell; it was rarely less than twice, and commonly three times or more.
Two types of moving texture (kinetic contour) stimuli were used (Fig. 3) . In 'frame' stimuli, the textured contents of the stimulus bar moved with the bar. In 'slot' stimuli (which can be thought of as looking at a background texture through a moving slot in the foreground texture), the contents of the bar were either static or moved independently of the motion of the bar. In each case, the pixels changed dynamically as the edge moved across the screen. Thus some pixels changed from black to white or vice versa while some stayed the same on consecutive frames. The tests had parameters in the following ranges: minimum bar width, 6 arcminutes; maximum bar width, 6.5°; minimum bar length, 3°; maximum bar length, 11.00°; minimum bar speed, 1.20°/s; maximum bar speed, 8.57°/s. The minimum texture grain was one pixel, the maximum two pixels. In addition, we used some tests in which the motion of the pixels inside the bar was either parallel to that outside, though in the opposite direction, or orthogonal to it, the oriented bar itself remaining stationary. In all cases, the movement of the bar was salient and very easily perceived by the experimenter.
Our aim in these recordings was limited (i) to determining whether the cells responded as specifically to the above kinetic stimuli as they had to luminance ones; this could be done by determining the tuning curve widths of the cells in both conditions. (ii) To learning whether the cells respond as well, in quantitative terms, to the two stimuli; we determined this by obtaining quantitative data about optimal discharge rates, in terms of spikes per second, while the stimuli traversed the receptive field, for both types of stimuli. For each cell, we presented a luminance bar and a kinetic contour bar at a variety of orientations, and measured the cell's responses. Two or three repetitions were done for each orientation in a randomized block sequence. The pairs of tests were examined in detail and, for each test, a cell response profile was drawn, using a spline interpolation between the measured orientations. The profile was used to obtain the preferred orientation, cell firing rate to that orientation and the tuning width of the preferred orientation. For the tuning width, the half width at half height of the peak response was taken. We made two statistical checks on a cell's response to the oriented bars: (i) the cell response to each oriented bar was compared to the background firing rate of the cell using a t-test; and (ii) the cell's responses to the different orientations were compared using ANOVA. In our comparison of single cells' responses to luminance and kinetic contour stimuli (Figs 8-10 ), Coordinates of areas identified in this and in previous studies (median and quartiles).
only cells that showed significance at the 1% level for either kind of stimulus were included. One or more micro-lesions were made at the site of interesting cells, by passing a 5-10 µA DC current through the electrode for 5-10 s. At the termination of the experiment, the animals were killed by a lethal injection of anesthetic, and perfused in the standard way . The brains were subsequently sectioned at 30 µm and stained for Nissl substance with cresyl violet which showed the elctrode tracks and the micro-lesions to advantage.
Results

Epoch-based fMRI Experiments
An area that gives its greatest response to kinetic boundaries could be doing so for one of two reasons: (i) it may be specialized for kinetic contours and thus give a response that is specific to them (Dupont et al., 1997; Van Oostende et al., 1997) ; or (ii) it may give independent responses to contours, however derived, and to motion. If (ii) is true, then there would be no specificity for kinetic contours. The simplest way to distinguish between these two alternatives is to use a factorial design, in which responses to motion and to contours (the main effects) can be dissociated from the specific response to kinetic contours (the interaction). We designed experiments based on such a 2 × 2 factorial design (Fig. 1) . We were particularly interested in the extraction of contours in the context of shape recognition, so in our study the contours go to make up recognizable shapes.
We thought that area 'KO' should be easily identifiable, since we expected it to be active when contours must be extracted to recognize shapes (even if this were only true for motion shapes). Figure 4a shows the contrast of all shapes (which included contours to be extracted) with no-shapes (in which no contours had to be extracted) in the group data, superimposed onto a horizontal section through the standard 'template' brain, at the level of Talairach coordinate z = +2. In the left prestriate cluster there is a sub-peak, at [-32, -92 [34, -92, 0] , and is therefore also likely to be area 'KO'.
In Figure 4a .ii, the 'KO' cluster appears to be conf luent with the cluster for area V5, which lies just anterior to 'KO'. Some of this conf luence can probably be explained by the fact that both 'KO' and V5 will have coordinates that vary a little from subject to subject, smearing the clusters in the group data. In individual subjects, however, the 'KO' and V5 clusters tend to be distinct. Figure 4a .iii shows the same contrast for an individual subject. In this case we found that there is a clear distinction between 'KO' (at [30, -94, 2], indicated by arrow) and area V5 (within which the most significant voxel in this slice is at [-50, -68 , 2]). The peak for right 'KO' in this subject is in a slightly higher slice (at [38, -90, 6]), whereas the peak for V5 is in a slightly lower slice ([48, -68, -8] ). In conclusion, we were confident that, in our contrast of shapes versus no-shapes, we could identif y the area that Van Oostende et al. designate 'KO' (Van Oostende et al., 1997) , in both hemispheres.
The main purpose of the experiment, however, was to determine if there are any areas specifically involved in extracting kinetic contours. Such areas should appear in the contrast of motion shapes versus motion no-shapes (Fig. 4b.I ), but not in the contrast of color shapes versus color no-shapes (Fig. 4b.II) . However, they appear in both contrasts. As the direct comparison between these two contrasts shows (Fig. 4b.III) , there are no areas specifically involved in extracting kinetic contours in this region of prestriate cortex, nor could we demonstrate such areas any where else in the brain. 'KO' does not, therefore, appear to have a specificity for kinetic contours. This point is emphasized by examining the responses of 'KO' to the four classes of stimuli (Fig. 5) . The top row of this figure shows that KO tends to give a larger response to 'motion' stimuli (MS and MN) than to 'color stimuli' (CS and CN), and a larger response to shapes (including contours, MS and CS) than to no-shapes (MN and CN) . However, the lower row shows that the shape-specific response is the same whether the contours of the shape are extracted from motion or from color. In any putative area with a specificity for kinetic contours, the shape-specific response in the context of motion (MS -MN) should have been much larger than the shape-specific response in the context of color (CS -CN). 'KO' does not, therefore, appear to be such an area.
Application of ICA to fMRI Data
Area 'KO' has also been called area V3B by Smith et al., because their second-order motion stimuli activated areas V3 and V3B similarly (Smith et al., 1998) . This similarity made us wonder whether V3B is functionally more related to area V5 (motion) or area V3 (depth and contours). The ICA method segregates cortical areas according to differences in their ATCs, assigning one or more areas to a single IC if they have similar ATCs and to different ICs if they have different ones. Many areas will be simultaneously and differentially active when viewing complex visual scenes, and we hoped that V3B would be among these. The ICA method would then place it in a separate IC or together The kinetic contour display used to stimulate the orientation selective cells of the V3 complex in the monkey. A shows the grain of the texture, which consisted of a 320 × 240 pixel image containing a random dot matrix of 50% black and 50% white texture of grain one pixel, with each each pixel subtending 3 arcminutes at a distance of 114 cm. (B) illustrates the stimulus in 'frame mode' when the contents of the stimulus bar moved with the stimulus bar. The 'Stonehenge' image shown here and in (D) is for illustrative purposes only, and was replaced with a random texture in the actual experiment. (C) Texture motion could either be orthogonal to (left) or parallel to (right), the long edge of the stimulus bar. In some cases the textures were stationary and then the display would appear as in (A) above. (D) In 'slot mode' the contents of the stimulus bar did not move with the stimulus bar. In both the 'slot' and the 'frame' mode, the pixels at the borders changed dynamically as the stimulus bar moved, some changing from black to white or vice versa and some remaining black and some white. In the free viewing experiment, ICA isolated area 'KO' either on its own, with visual area V3, or with LO, but never with V5. (A-C) show independent components of three separate subjects, which are representative of the three ways in which ICA isolated 'KO' in the eight subjects. For each subject the components that contain 'KO' (red), V3 (green) and V5 (blue) are shown superimposed on the individuals' anatomical scans. (A) One of the two subjects in whom 'KO', V3 and V5 were each isolated as separate components. (B) A single subject representative of the five subjects in whom ICA grouped area 'KO' together with V3 in a single component. (C) The subject in whom 'KO' was grouped together with LO. In none of the eight subjects was 'KO' grouped with V5 in the same component.
with other ones, depending upon its ATC relative to that of other cortical areas. To quantif y whether activity in V3B was more related to cortical form-processing or to motion-processing we took the correlation of the blood oxygen level-dependent (BOLD) time-courses between V3B, V5 and V3, obtained during free viewing conditions.
ICA never isolated area V3B together with the motion-sensitive area V5 in the same IC (Fig. 4II) . Instead, in six out of eight subjects, it isolated V3B together with areas that have been previously implicated in form perception: with V3 in five subjects, and with LO in one subject. In two subjects it isolated V3B, V5 and V3 in separate ICs. The coordinates of areas V5, V3 and V3B (from eight subjects) are given in Table 2 and correspond closely to those published in earlier studies for these areas (see Materials and Methods). The comparison of the BOLD signal from the hottest voxel in each of these areas revealed that, across all eight subjects, activity in V3B correlated significantly more with that in V3 than with that in V5 (paired t-test, P < 0.0001) (Fig. 6) . We conclude that 'KO' (V3B) belongs to the V3 family of areas and is better referred to as 'V3B', consistent with the conclusions of Smith et al. (Smith et al., 1998) .
Physiological Recordings
The above does not provide any evidence for a human visual area specialized for the processing of kinetic contours and shows that the properties of V3B, at least as judged by the similarity of its response to second-order motion stimuli (Smith et al., 1998) and by an analysis of its ATC relative to other areas, are similar to those of V3. It thus seemed interesting to compare these results with our recordings from cells of the third visual complex (V3 and V3A) in the macaque, with the specific aim of learning whether the orientation-selective cells there respond as well to oriented lines generated from luminance and from kinetic contours. In all, we isolated 100 cells that were histologically verified to be in V3 or V3A; all had receptive fields located within the central 10°of the visual field. Seventy-one were orientation selective, and, of these, 52 were studied in greater detail, the rest being excluded because they could not be maintained long enough to complete all tests. Of the 52, three had complex responses to different oriented bars, and seven responded differently to the kinetic and luminance stimuli. The remaining 42 cells responded in a similar way to both, although some preferred oriented lines derived from one or the other. Figure 7 shows the responses and orientation profiles of a cell that responded more vigorously to kinetic boundaries than luminance ones. Other cells had a preference for luminance boundaries. Figure 8 shows the preferred orientation for each of the 42 cells, with the preferred orientation to a luminance stimulus plotted along the x-axis and the preferred orientation to a kinetic stimulus plotted along the y-axis. The majority of points lie close to the line x = y; hence for most cells the preferred orientation is very similar regardless of whether the stimulus is a luminance bar or a kinetic one. Three cells had a bimodal cell response with peaks at 180°intervals and in these the dominant peak for luminance was 180°from the dominant peak for the kinetic contour. The cells' maximum responses to kinetic and to luminance stimuli are shown in Figure 9 ; even though the values are more spread on the scatterplot, they are centred along the line x = y. When the difference between the luminance and texture responses for each cell is taken, a symmetrical frequency distribution becomes evident (Fig. 9, inset) . The frequency distribution is centered near zero, with a slight bias in favor of the luminance stimuli (mean = 15, sample SD = 78). A t-test that the mean differs from zero yields a t-score of 1.25 (P = 0.11, df = 41, non-significant). Therefore, even though individual cells may show a strong preference for either luminance or kinetic stimuli, for most cells oriented lines generated from kinetic contours were as effective as those generated from luminance. The same general picture emerges when one looks at the tuning widths (Fig. 10) . These are spread out even more on the scatterplot. The differences between the luminance and kinetic contour tuning widths for each cell show a broadly symmetrical frequency distribution (Fig. 10, inset) , thus suggesting that most cells have the same tuning widths, whether activated by luminance or kinetic stimuli, even if individual cells sometimes show substantial differences in their tuning widths; the frequency distribution is nevertheless still centered around zero (mean = 0.9429, sample SD = 6.8587). A t-test that the mean differs from zero yields a t-score of 0.8909 (P = 0.19, df = 41, nonsignificant).
We conclude that:
1. For the majority of cells the preferred orientation was very similar whether the stimulus was a luminance bar or a kinetic bar. 2. There was no significant difference in the cell firing rate for luminance and kinetic stimuli when considering the sample as a whole. . The correlation coefficients of ATCs between areas 'KO' and V3 and between 'KO' and V5 during free viewing. Lower V3 (V3v) was used in the analysis, as it is spatially further from 'KO' than upper V3, and therefore provides a more stringent test. The graph shows the average correlation coefficients r calculated for all pairs of BOLD signal taken from the most significant voxels of areas KO, V5 and V3v within each subject, in the areas identified in all eight subjects. Vertical bars are standard error of the mean (SEM). r of 'KO' with V3v (r = 0.34 ± 0.05 SEM) is significantly higher than that of 'KO' with V5 (r = 0.11± 0.05 SEM) [paired t-test, P < 0.0001, n = 28 (pairs within and across hemispheres)].
3. There was no significant difference in the tuning width for luminance and kinetic stimuli when considering the sample as a whole.
Long Penetrations through the Third Visual Complex
Since we were principally interested in the characteristics of the orientation-selective cells within the V3 complex, we did not study in detail the possibility that cells preferring oriented lines generated from luminance or from kinetic boundaries may be grouped together within the cortex. That this may be so is, however, suggested by long oblique penetrations such as the one illustrated in Figure 11 . Of the 20 cells in this penetration (separated from each other by 100 µm on average), six responded better to oriented lines when generated from kinetic contours than when generated from luminance, and three (cells 9, 10, 15) were unselective in that they did not specifically respond to oriented lines. The six that preferred kinetic contours showed some tendency to group together. It is thus possible that there is a subgrouping of cells within the V3 complex, which might imply that a specialization for kinetic contours is not between areas but embedded within an area, an interesting possibility for future studies. 
Discussion
The experiments described here revolve around a question of broad interest in studies of the visual brain, namely the extent to which a brain area that is specialized for processing and perceiving a given visual attribute is able to draw on signals from any source to construct that attribute. We have studied this by concentrating on simple two-dimensional shapes and oriented lines that can be generated in a multiplicity of ways -from luminance, from kinetic contours and from equiluminant colors. A ny sub-specializations that divide this labor between areas, with some being specialized for encoding lines generated from luminance, others from kinetic contours, and yet others from color or from texture, should have become evident from our studies, since functional imaging studies have demonstrated many such specializations in the past. Yet we found no such specialization or sub-specialization, even though we concentrated on color and motion, the two attributes that would have been the most likely to reveal any sub-specializations. Instead, the area that has been considered by Orban's group to be specialized for the processing of kinetic contours (Orban et al., 1995 , Dupont et al., 1997 Van Oostende et al., 1997) turns out in our work to be one that is active when subjects view simple shapes, however derived. The evidence purporting to show a specialization of area 'KO' for kinetic contours is not compelling. The kinetic stimuli reported to activate 'KO' selectively also activated other areas, notably V5 and V3A (Van Oostende et al., 1997) . Our data do not show that 'KO' is specific to the presence of kinetic contours, since it gave equal responses to contours from motion and contours from colour (Fig. 5) . The data of Van Oostende et al. do not appear to provide evidence of such specificity either, in spite of these authors' conclusions (Van Oostende et al., 1997) . According to their Figure 4 , 'KO' shows a BOLD response to kinetic contours of 1.89%, compared with 1.03% for their preferred kinetic control stimulus (transparent motion without borders). The contour-specific response for kinetic stimuli was therefore 0.86%. The response to static, luminance contours was 1.03%, compared with 0% for their static control stimulus (0% since the other responses are expressed with respect to the response to the static control). The contour-specific response for luminance stimuli was therefore 1.03%, i.e. slightly larger than that observed in the kinetic context. Their evidence, thus analyzed, is therefore entirely consistent with ours in showing that V3B (their 'KO') does not give a specific response to kinetic contours. Indeed, together with our data, it shows that V3B responds equally well to isoluminant color contours, luminance contours and kinetic contours.
On the other hand, our ICA analysis shows that the ATC of 'KO' correlates better with that of V3 than that of V5 in free viewing conditions, and, as implied by Smith et al. in their use of the term 'V3B' (Smith et al., 1998) , it may be better considered to belong to the V3 family of areas. We shall therefore use the term 'V3B' to denote an area in the lateral occipital cortex, located posterior to V5 and in close proximity to the V3 com- figure) . The penetration is reconstructed in detail on the left, showing the receptive fields and the preferences of the cells. Black bars = cells that preferred lines generated from luminance; gray bars = equal response to the two types of stimulus; dashed bars = better response to lines generated from kinetic contours; empty receptive fields signify that the cell was unselective for orientation, but responded better to luminance (cells 10 and 15) or to kinetic contours (cell 9). Average distance between cells was 100 µm. LS, lunate sulcus, POS, parieto-occipital sulcus; V1, primary visual cortex.
plex, whose function cannot be specified at present, but which is closely involved in the processing and extraction of form, however derived, although it may have other functions as well (Poggio et al., 1988; Galletti and Bataglini, 1989; Galletti et al., 1990; Nakamura and Colby, 2000; Adams and Zeki, 2001; Backus et al., 2001) . 'Kinetic occipital' does not ref lect the function of V3B, and also suggests, erroneously, that there is a cortical specialization for the processing of kinetic contours. Smith et al. were probably right in saying that it is 'unsafe to name areas based on assumed functions' (Smith et al., 1998) .
Attempts have been made recently to equate human 'KO' with the dorsal part only of area V4 (V4d) in the macaque monkey. Tootell and Hadjikhani used the same stimuli as those of the Orban group to activate the visual brain and concluded that the human V4d 'topologue' 'did respond selectively to kinetic motion boundaries' (Tootell and Hadjikhani, 2001) . They were led to this conclusion by comparing the activity produced by kinetic contours with that produced by translational motion. However, they too did not undertake the more critical comparison, of the brain activity produced when subjects view shapes produced from kinetic boundaries and from other attributes, such as color, for example. Their claim of a selectivity for kinetic motion boundaries is therefore also questionable, and is contradicted by our results.
The supposition that 'V4d' alone is the homolog of 'KO' implies that the latter registers activity in lower visual field alone, since V4d represents lower visual fields only. But, the retinotopic studies of Press et al. (Press et al., 2001) have shown that both quadrants of the contralateral hemifield are mapped in V3B ('KO') and the same conclusion can be drawn by examining Figure 4 in the work of Smith et al. (1998) , although the latter authors suppose that lower fields alone are mapped in V3B. The rationale for equating KO with V4d also rests on the unproven supposition that there are areas in the visual brain, such as 'VP' and 'V4v' (Sereno et al., 1995; Hadjikhani et al., 1998) that represent one quadrant of the visual field alone. More recent evidence has, however, called into serious doubt the existence of such areas. The recent detailed retinotopic studies of Wade et al., for example, found no evidence for area 'V4v' but only for an area V4 which abuts area V3 and in which both quadrants are mapped (Wade et al., 2002) . 'VP' has also been shown not to exist as a separate area (Rosa et al., 2000; Kaas, 2001, 2002) ; it is instead the upper visual field representation of V3, as originally suggested (Cragg, 1969; Zeki, 1969) . Tootell and Hadjikhani have been reassured by the precedent of areas such as 'VP' and 'V4v' into equating 'KO' with V4d alone (Tootell and Hadjikhani, 2001) . But given the compelling evidence that areas representing one quadrant of the visual field alone do not exist, areas such as 'VP' and 'V4v' can no longer act as a precedent for other 'improbable' areas and homologies (Zeki, 2003) .
That V3B is somewhat more active when simple shapes are generated from luminance or from equiluminant colors than when generated from kinetic contours finds an interesting ref lection in the properties of the orientation-selective cells in the V3 complex of the macaque, most of which respond better to the preferred oriented lines when generated from luminance than from kinetic contours. This is also true of other studies (Albright, 1992; Geesaman and Andersen, 1996; Marcar et al., 2000) . These have shown that even when a cell maintains its specificity to a stimulus when generated in different ways, the better response is usually to the stimulus generated from luminance differences.
It is interesting to note here a further parallel, that the kinetic contours in the imaging study of Van Oostende et al. (Van Oostende et al., 1997) , which used oriented bars, and in ours, which used simple shapes generated from kinetic contours, did not result in any discernible activity within V1 and V2. This very likely ref lects the paucity of cells in both areas that respond well to stimuli generated from kinetic contours. They are reported to be rare in V1 and no more than 10% in V2 (Leventhal et al., 1998; Marcar et al., 2000) . On the other hand, the majority of orientation-selective cells that we have recorded from in the V3 complex responded to oriented stimuli, however generated. This would suggest that the V3 complex is more heavily involved in the processing of dynamic forms, as suggested from previous evidence (Zeki, 1993) . What is not clear from this, and previous, studies is whether V3B has any homolog in the monkey brain. It would not be surprising if it does not, given the hugely expanded occipital lobe of the human brain. But a possible homolog cannot be ruled out. Some have supposed that the area known as V3A in the human should be subdivided (Press et al., 2001) . One of the stranger aspects of this area as originally defined (Van Essen and Zeki, 1978) is the presence of a double representation of central vision, one in the lunate sulcus and the other in the parietooccipital sulcus. It is possible that each central representation belongs to a separate area, and that part of V3A may have to be fractioned off into a separate area, which may well constitute the monkey homolog of V3B. These are interesting questions to address in the future.
Conclusion
The imaging evidence reported here and by others is no doubt a ref lection of the basic physiology of the cerebral cortex, which shows that cells which are selectively responsive to a given feature will respond to that feature no matter how it is derived. This is true of the orientation-selective cells of area V1, for example, which are capable of responding to the same specific orientation whether generated from luminance differences or equiluminant colors, just as the directionally selective cells of V5 are capable of responding to motion in the appropriate direction even when the moving stimulus is made of a color that is equiluminant with the background against which it moves (Saito et al., 1989; ff ytche et al., 1995) . This general cueinvariance seems to be sufficiently well established in different visual areas -in V1 (Gouras and Kruger, 1979); in V5 (Albright, 1992) ; in V5A (Geesaman and Andersen, 1996) ; in the objectselective lateral occipital complex (LOC) (Grill-Spector et al., 1998) and in inferior temporal sulcus (Sary et al., 1993) -for us to accept it as a general strategy used by the cortex. It seems that, given the option of constructing the visual world through the use of a complex strategy or a simple and economical one, the brain has opted for the latter. Rather than assign several areas to signal in several different ways the same attribute when derived from different sources, it has endowed cells within specialized visual areas with the potential of being able to respond to their preferred stimuli in the same specific way, no matter how the stimuli are derived.
