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Chapitre 1
Introduction
1.1 Système temps réel
Un système temps réel est un système informatique dont le comportement déterministe
ne dépend pas seulement des résultats de son calcul, mais également de l’instant auquel
ces résultats sont produits [165]. Autrement dit, l’absence de réponse à un moment donné
constitue un comportement indésirable pouvant mener à une défaillance du système.
Selon la manière dont leurs contraintes temporelles sont satisfaites ou pas, les systèmes
temps réel peuvent être classés en deux catégories :
Les systèmes temps réel durs
La violation d’une contrainte temporelle est inadmissible et peut conduire à une
situation critique (par exemple les systèmes de commandes de vol sur un avion sont
un système temps réel dur).
Les systèmes temps réel souples
Le respect des contraintes temporelles est toujours souhaitable pour assurer un bon
niveau de performance, mais le dépassement d’une contrainte dans certaines limites
est toléré et ne rend pas le système inexploitable (un système de visioconférence est
un exemple de système temps réel souple).
Des exemples de système temps réel peuvent être :
• un système de contrôle de réaction
chimique
• un stimulateur cardiaque
• un système des commandes de vol sur
un avion
• un système d’injection électronique de
carburant
• un système de réservation de billet
de train
• un système de guidage de missile
• un système de suivi du cours des
actions en bourse
• un système de surveillance du bruit
sous-marin
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1.2 Caractéristiques d’un système temps réel
Réactivité Un système réactif [82] fournit constamment une réponse aux entrées prove-
nant de l’environnement. Il lit ces entrées, effectue un traitement sur entrées et restitue
des sorties. Il existe deux façons d’interagir ainsi avec l’environnement. Dans un système
à déclenchement événementiel une activité est initiée suite à l’occurrence d’un événement
significatif. Un système à déclenchement temporel observe à des instants prédéfinis l’état
du processus qu’il contrôle et invoque à ces instants les activités appropriées [103].
Adaptabilité «Une seule chose est constante, permanente, c’est le changement.» La
maîtrise d’un processus exige la connaissance des transformations qu’il peut être amené
à subir au cours du temps. Le vol d’un avion est composé de cinq phases principales :
roulage, décollage, croisière, atterrissage et roulage. Lors de chacune de ces phases, le
systèmes de gestion de vol doit réaliser différentes tâches sous différentes contraintes. La
tolérance aux pannes est la capacité d’un système à continuer de fonctionner lors de pannes
de certains de ses composants et de produire des résultats corrects en mode dégradé au
lieu de s’arrêter. Les systèmes thermiquement résilients [89] opèrent dans des conditions
où la température change dynamiquement. La dissipation d’énergie thermique du système
vers l’environnement dont la température atteint un niveau trop élevé peut être limitée
en réduisant momentanément la performance du systèmes et son taux d’utilisation du
processeur. Les systèmes nécessitant une longue autonomie peuvent collecter l’énergie de
l’environnement et la stocker [45]. Leur fonctionnement ainsi que leur gestion des ressources
doivent s’ajuster à la quantité d’énergie disponible.
Isolation temporelle La puissance du calcul offerte par de nouveaux processeurs permet
d’héberger sur une même plateforme plusieurs applications qui devaient auparavant s’exécu-
ter séparément sur différentes plateformes [110]. L’exécution d’une application ne doit
pas être affectée par celle des autres applications s’exécutant concurremment (temporal
isolation) [111].
Déterminisme et prédictibilité Un système déterministe est un système réagissant
toujours de la même façon à une série d’événements : les mêmes entrées appliquées au
système aux mêmes instants produisent les mêmes résultats. L’objectif du calcul rapide (fast
computing) est de minimiser le temps moyen de réponse d’un ensemble de tâches. L’objectif
du calcul temps-réel est de garantir que le temps de réponse de toute tâche respecte les
contraintes temporelles imposées [164]. Le comportement du système temps-réel doit être
déterministe dans tous les cas possibles. Le lancement de la première navette spatiale
américaine s’est soldé par un échec imputable à un dysfonctionnement de son logiciel dont la
probabilité d’apparition était de 1/67 [109]. Une mémoire cache enregistre temporairement
des données provenant d’autres mémoires afin d’en accélérer l’accès. Quoique l’utilisation
d’une mémoire cache améliore en moyenne le temps d’accès aux données, le pire temps
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d’accès à une donnée s’allonge à cause du temps nécessaire à la gestion de cette mémoire
lorsque la donnée demandée n’y est pas présente et doit y être transférée (cache miss) [38].
Indépendance entre code et matériel Un système embarqué est la somme d’un
matériel et d’un logiciel dédiés pour réaliser ensemble une tâche précise (distributeur
automatique de billets, oxymètre, photocopieur). Un logiciel indépendant du matériel
peut s’exécuter sur différentes architectures matérielles. Souvent, une couche d’abstraction
matérielle propose un ensemble de services pour un type de dispositif particulier par le
biais desquels les programmes interagissent avec le matériel sans avoir besoin de connaître
ses caractéristiques physiques. Chaque plateforme cible dispose d’une vitesse de traitement
donnée (due aux capacités de processeur et d’autres périphériques) et un même programme
peut ainsi avoir des comportements temporels différents en fonction de la plateforme sur
laquelle il s’exécute.
1.3 Système d’exploitation temps réel
Un système d’exploitation assure la gestion du matériel et fournit aux applications une
couche d’abstraction permettant d’exploiter ce matériel et de communiquer entre elles.
Un système d’exploitation multitâche exécute en même temps plusieurs programmes. Le
passage de l’exécution d’une tâche à l’exécution d’une autre tâche sur un processeur se
fait suite à une décision de l’algorithme de l’ordonnanceur. Cette décision peut être prise
en vue d’optimiser un certain aspect de fonctionnement du système : sa réactivité, sa
consommation énergétique ou, dans le contexte temps-réel, le respect de ses contraintes
temporelles. Un protocole de communication définit les règles selon lesquelles des processus
s’exécutant concurremment échangent des données. Des processus localisés sur différentes
machines communiquent à travers un réseau informatique. Des mécanismes de synchronis-
ation contribuent à organiser et ordonner l’exécution des processus. Un processus peut
nécessiter d’autres ressources que le processeur pour son exécution : des périphériques, un
réseau, de la mémoire. Le gestionnaire de mémoire recherche et alloue de l’espace mémoire
aux processus ou tâches qui en font la demande. Les processus stockent et manipulent les
informations sur des mémoires de masse (disque dur, mémoire flash, disque optique) par
l’intermédiaire du système de fichiers.
Dans un système d’exploitation temps réel, tous les mécanismes cités ci-dessus doivent
fournir aux processus ces différents services dans des délais de temps impartis. Pour accéder
aux données stockées sur un disque dur, un algorithme réorganise en général les requêtes
afin de minimiser la perte de temps due aux déplacements des têtes du disque. Dans les
systèmes d’exploitation temps réel, ces algorithmes servent les requêtes selon l’ordre dicté
par leurs échéances temporelles en minimisant ainsi le pire temps d’accès à une donnée
plutôt que le temps moyen d’accès de toutes les requêtes [117].
Il existe de nombreux systèmes d’exploitation temps réel. En voici une liste succincte.
3
ERIKA
Enterprise
est un noyau pour les systèmes temps-réel conforme au standardOSEK/VDX
et développé sur la base de petits microcontrôleurs [67]. Comme la taille
des mémoires vives dont les microcontrôleurs disposent est très restreinte,
les tâches peuvent partager une même pile d’exécution (monostack) [68].
Des politiques d’ordonnancement à priorité fixe ainsi qu’EDF sont disp-
onibles. Le noyau fonctionne sur des architectures multiprocesseurs.
RTLinux est un système d’exploitation permettant d’héberger un mini noyau temps
réel et un noyau Linux. Celui-ci est exécuté comme une tâche de plus
faible priorité et peut être préempté à tout moment par des tâches temps
réel [174]. Dans cette approche, le respect de contraintes de temps réel
est garanti tout en conservant les services de plus haut niveau offerts par
Linux.
Xenomai utilise un hyperviseur (Adeos) afin de partager les ressources matérielles
et dispatcher les interruptions entre tâches temps réel et tâches normales
de Linux.
QNX est un micro noyau temps réel dont toutes les fonctionnalités (système
de fichier, pilotes, réseau) sont exécutées sous forme de tâches et sont
activées ou désactivées selon les besoins de l’utilisateur [90].
VxWorks est le système d’exploitation temps réel multitâche le plus largement
déployé au monde. Afin de faciliter le processus de développement et de
certification un modèle de programmation supportant le partitionnement
spatial et temporel est proposé. Un débogage à distance permet de trouver
des erreurs dans le logiciel et de les corriger à la volée (lors de la mission
de Mars Pathfinder un bug dans le système du rover se trouvant déjà sur
Mars fut corrigé depuis le centre de contrôle [12]).
1.4 Langages pour la programmation de systèmes temps réel
Un programme informatique est une séquence d’instructions réalisant un objectif donné [163].
Son fonctionnement est décrit par des expressions, formulées dans un langage de program-
mation, qui sont ensuite transformées en code exécutable sur une machine. Par le biais
de son interface de programmation, le système d’exploitation peut rendre des services
(manipulation du matériel, communication entre les processus) accessibles depuis un langage
de programmation.
Voici quelques exemples de langages de programmation temps réel :
ADA est un langage de programmation structuré, impératif et orienté objet.
Le langage permet de définir des tâches et de les munir de priorités.
Plusieurs politiques d’ordonnancement, mécanismes de synchronisation
et de gestion du temps sont proposés.
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Java
Temps Réel
étend la Machine Virtuelle Java avec des fonctionnalités temps réel. Le
récupérateur de mémoire (Garbage Collector) de la Machine Virtuelle
Java a un comportement non indéterministe en préemptant les tâches à
des instants imprévisibles. Dans la version temps réel, le récupérateur de
mémoire s’exécute de manière prévisible. Les classes permettant de créer
les tâches temps réel et les ordonnancer sont fournies dans l’interface de
programmation.
API de
Xenomai
est l’interface de programmation en C pour Xenomai (voir section préc-
édente). Elle facilite la création des tâches, l’allocation des priorités, la
synchronisation et le partage de données.
AADL (Architecture Analysis and Design Language) [61] est un langage de de-
scription d’architecture pour les systèmes temps réel. Il permet de spécifier
une plateforme matérielle ainsi que le logiciel destiné à s’exécuter sur
celle-ci. La modélisation se focalise sur les interactions entre différents
composants du système. Les composants interagissent entre eux par l’inter-
médiaire d’interfaces. Un thread représente l’exécution séquentielle d’un
code. Plusieurs threads peuvent s’exécuter en parallèle. Leur exécution
est décrite par des paramètres (pire temps d’exécution, période), des
schémas d’activation (périodique, apériodique, sporadique), la taille de
la mémoire ou le processeur d’exécution. Le framework intermédiaire
MoSaRT [125, 124, 126] permet de coupler le langage AADL, ainsi que
d’autres langages de modélisation des systèmes temps-réel, avec les outils
d’analyse d’ordonnançabilité.
les langages
synchrones
sont conçus pour la programmation des systèmes réactifs. Le système
réactif idéal fournit les résultats de son calcul en même temps qu’il reçoit
ses entrées (hypothèse de synchronisme) : temps de calcul et temps de
réaction sont nuls. Si on considère qu’un système réactif non-idéal produit
ses résultats suffisamment vite après avoir lu ses entrées et avant d’en
recevoir de nouvelles, ce système peut être représenté par le système
idéal. L’analyse, la conception et la programmation basées sur un modèle
du système réactif idéal sont plus faciles qu’avec un modèle de système
traditionnel. Le temps réel est remplacé par un temps logique défini
comme une séquence d’instants. A chaque instant successif une réaction
du système se produit. Plusieurs langages synchrones ont été proposés :
Esterel [30, 31], Lustre [43, 81, 29], Prelude [65, 66].
les langages
dirigés par
le temps
permettent de spécifier la description du comportement temporel d’une
application séparément de la description de son comportement fonctionnel.
Les applications sont donc spécifiées par deux descriptions : la description
temporelle exprimée dans un langage temporel et la description fonction-
nelle exprimée dans un langage de programmation traditionnel (par exem-
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ple C ). La description temporelle précise exactement les instants auxquels
communication et traitement sont initiés. La communication est considé-
rée comme une opération immédiate de durée nulle tandis que la durée de
traitement est non nulle et doit être toujours spécifiée. Un traitement est
associé à l’appel d’une fonction définie dans la description fonctionnelle et
son exécution est représentée par une tâche. A la date de son activation,
une tâche lit ses entrées, elle s’exécute ensuite pendant le temps de calcul
qui lui est alloué (ne mettant en jeu aucune interaction avec aucune autre
tâche) et elle écrit à sa terminaison les résultats du calcul qui deviennent
disponibles pour d’autres tâches du système. L’idée consistant à concevoir
un système en séparant clairement fonctionnalité et gestion du temps
a été proposée pour la première fois dans le langage Giotto [86, 83,
85] et ensuite développée dans les langages tels que xGiotto [72, 150],
Timing Definition Language (TDL) [140, 59, 1, 60], Hierarchical Timing
Language (HTL) [84].
1.5 Problématique
Parmi les langages cités, il semble que les langages dirigés par le temps puissent satisfaire
en grande partie les exigences imposées par la conception d’un système temps réel tel que
décrit en section 1.2 :
Réactivité Les langages dirigés par le temps permettent de décrire comment le système
interagit avec son environnement par le biais des capteurs et des actuateurs. Les
instants auxquels leurs valeurs sont mises à jour sont précisément définis.
Adaptabilité Les langages dirigés par le temps peuvent permettre de décrire comment un
système évolue en passant d’un mode de fonctionnement à l’autre lorsqu’une condition
donnée est vérifiée par un commutateur de mode. Chaque mode de fonctionnement
est caractérisé par l’ensemble des tâches qu’il exécute périodiquement.
Isolation temporelle Les langages dirigés par le temps permettent, grâce à la notion
de modules, de décomposer un système en plusieurs parties autonomes exécutées de
façon distribuée. L’exécution de chaque module est indépendante des exécutions des
autres modules.
Déterminisme et prédictibilité Tout instant de lancement et de terminaison d’une
tâche ainsi que tout instant d’échange de données sont complètement définis à l’aide
des langages dirigés par le temps.
Indépendance entre code et matériel Les langages dirigés par le temps imposent que
le comportement observable d’un système soit le même sur toutes les plateformes
d’exécution. Le compilateur des langages doit assurer cet impératif. Les instants de
lecture d’entrées et d’écriture de résultats sont fixés lors de la conception. Les résultat
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de calcul ne deviennent accessibles qu’à ces instants quel que soit l’instant effectif de
la fin d’exécution.
Un micro-noyau mettant en œuvre les mécanismes et les services nécessaires au contrôle
de l’exécution d’applicatifs temps réel dirigés par le temps a été développé au sein du
département de recherche DTIM de l’ONERA. Ce micro-noyau temps réel s’appelle KBR
et est décrit plus en détail dans la section suivante. Une machine virtuelle intégrée à KBR
contrôle l’exécution des tâches dirigées par le temps. Le schéma de cette exécution est
exprimé par un code de contrôle représentant une suite d’actions à opérer à des échéances
données. Ce code est le résultat de la compilation du programme temporel de l’application
rédigé en langage dirigé par le temps. Ce code est généré à partir des programmes rédigés
dans le langage proposé comme une extension du Timing Definition Language (TDL). La
définition de ce langage, appelé Extended - Timing Definition Language (E-TDL) [18], est
présentée en section 1.5.2.
La principale question abordée dans cette thèse est celle de la faisabilité des programmes
E-TDL [100]. Plusieurs tâches décrites dans un programme E-TDL s’exécutent concurrem-
ment sur un processeur. L’exécution complète de chacune d’elles nécessite un temps de
processeur donné et doit se terminer dans les échéances imposées. Il est alors important
de s’assurer que les ressources de processeur sont suffisantes afin que toutes les tâches
respectent leurs échéances.
1.5.1 Noyau temps réel KBR
KBR est un micro-noyau implantant les mécanismes et services nécessaires au contrôle
de l’exécution d’applicatifs temps réel dirigés par le temps.
Jusqu’à présent, l’exécution des applications décrites en langages dirigés par le temps
était fondée sur des systèmes d’exploitation pré-existants [58, 87]. Ces systèmes, basés
sur le paradigme événementiel, nécessitent une couche additionnelle afin de permettre
l’interprétation et l’exécution correctes des programmes dirigés par le temps. L’introduction
de cette couche entre applications et système opératoire pénalise la performance du système
et dégrade la précision du contrôle temporel. Le micro-noyau temps réel KBR élimine la
nécessité d’une couche intermédiaire par l’implantation, au sein d’un système opératoire,
des structures et des mécanismes de base permettant l’exécution et le contrôle des tâches
dirigées par le temps.
L’exécution dirigée par le temps des tâches, sur KBR, repose principalement sur deux
mécanismes introduits et implantés au sein du noyau :
• le mécanisme de traitement des interruptions horloge (Intel 8524 )
• le mécanisme de gestion d’échéances temporelles
La machine virtuelle chargée d’interpréter le code de contrôle de l’exécution des tâches
s’appuie sur ces mécanismes de synchronisation pour interpréter le code de contrôle généré
par le compilateur à partir de la spécification temporelle formulée dans le langage E-TDL.
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Figure 1.1 – L’architecture de KBR
Les instructions de ce code de contrôle désignent une action à opérer à une échéance donnée.
A chacune des échéances est associée l’adresse de la fonction qui doit être activée lorsque
la date courante atteint la date d’échéance fixée. Le mécanisme de gestion des échéances
permet donc de mémoriser au sein du système l’organisation temporelle de blocs d’actions
à opérer à dates données (voir Figure 1.2). Le déclenchement de ces actions est effectué à
l’échéance qui leur est fixée par le mécanismes de gestion de l’interruption horloge.
Figure 1.2 – Listes d’échéances dans KBR
Un autre aspect important pour assurer le fonctionnement déterministe du système
dirigé par le temps consiste à établir des protocoles de communication entre les tâches. Les
dates auxquelles celles-ci mettent à jour leurs sorties et lisent leurs entrées sont strictement
définies et doivent être impérativement respectées. Dans KBR des mécanismes appropriés
sont implantés (ports) pour garantir des échanges de données corrects concernant leur
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exactitude temporelle ainsi que l’allocation de mémoire et la gestion d’accès pour des
données partagées. KBR offre également des mécanismes de base pour la gestion de la
mémoire physique et virtuelle.
1.5.2 E-TDL
Les langages dirigés par le temps se fondent sur la notion de Temps d’Exécution Logique
(TEL) qui rend possible de décrire le comportement temporel d’une application en faisant
abstraction de son implantation spécifique pour une plateforme donnée. D’un point de vue
lancement terminaison
démarrage suspension reprise arrêt
temps
Logique
Physique
TEL
entrées fournies sorties disponibles
Figure 1.3 – Temps d’Exécution Logique
logique, et en se fondant sur le paradigme de déclenchement temporel du système, une tâche
lit ses entrées à sa date de lancement, elle s’exécute jusqu’à sa date de terminaison et rend
les résultats disponibles à cet instant précis. D’autre part, d’un point de vue physique, une
tâche peut démarrer après sa date de lancement, elle peut être préemptée ou suspendue au
cours de son exécution et achever son travail avant sa date de terminaison. La conformité
de ces deux perspectives est assurée par le fait que les entrées sont lues au moment de
lancement, même si la tâche retarde le début de son exécution, et les résultats sont fournis
exactement à la date de terminaison quelle que soit la date physique de la fin d’exécution.
Ceci veut dire que cette approche détermine précisément quelle valeur est en usage à quel
instant et apporte ainsi au système son caractère déterministe.
La principale entité du langage E-TDL est la tâche dotée de son code fonctionnel
qui s’exécute périodiquement. Les tâches interagissent entre elles et avec l’environnement
par l’intermédiaire des ports. Dans les langages dirigés par le temps déjà existants (Giotto,
TDL), la période de la tâche est toujours égale à son Temps d’Exécution Logique. Le langage
E-TDL étend ce modèle de tâche principalement en différenciant le Temps d’Exécution
Logique (TEL) d’une tâche de sa période. Par l’introduction de la notion de phase, une
tâche peut lire ses entrées et commencer son exécution après un certain délai suivant le
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début de la période. Si son Temps d’Exécution Logique est inférieur à sa période, la tâche
peut terminer son exécution et rendre les résultats de son calcul disponibles avant la fin de
la période.
T
φ TEL
  lancement
entrées fournies
temps
terminaison
sorties disponibles
Figure 1.4 – Temps d’Exécution Logique d’une tâche en E-TDL
Définition 1.1 (Tâche). Une tâche E-TDL τ = (Φ, C, TEL, T ) est associée à l’exécution
d’un calcul et est caractérisée par les paramètres suivantes :
Φ est la phase (offset) avec laquelle la tâche commence son exécution,
C est son pire temps d’exécution (wcet) sur une machine donnée,
TEL est son Temps d’Exécution Logique,
T est sa période.
Un mode en E-TDL représente un état de fonctionnement du programme. Différentes
tâches peuvent être regroupées au sein de modes et peuvent coopérer ensemble à la réali-
sation d’un certain travail. Des tâches de même mode s’exécutent concurremment.
Définition 1.2 (Mode). Un mode m dans E-TDL est déterminé par sa période T [m]
et un ensemble de tâches τ [m] exécutées dans ce mode. La période T [m] est un multiple
commun des périodes des tâches τ [m] :
∀(Φ, C, TEL, T ) ∈ τ [m] : ∃n ∈ N+, n · T = T [m] (1.1)
Au fil du temps, un mode déclenche des activités comme des invocations de tâches, des
mises à jours d’actuateurs, des commutations de modes. Ces activations sont déclenchées
à des instants bien précis et bien définis par rapport à l’instant de début de mode.
Définition 1.3 (Temps de mode). Le temps de mode δ est le temps relatif au mode
écoulé depuis la plus récente activation de ce mode. Si m est un mode courant, son temps
de mode δ satisfait l’inégalité suivante :
0 ≤ δ < T [m] (1.2)
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Le système peut évoluer en passant d’un mode à l’autre lorsqu’une condition donnée est
vérifiée par un commutateur de mode. La commutation de mode est effectuée en un temps
négligeable. Elle peut être déclarée au sein d’un mode à une fréquence donnée pourvu
qu’elle n’interrompe l’exécution logique d’aucune des tâches du mode courant.
Définition 1.4 (Commutation de mode). Une commutation de mode est décrite par
un triplet (m,m′, Tsw(m,m′)) tel que :
m est le mode courant,
m′ est le mode qui sera exécuté si la condition de changement de mode est
vérifiée,
Tsw(m,m′) est la période avec laquelle la condition de changement de mode est
évaluée dans le mode m telle que la relation suivante est satisfaite :
∀(Φ, C, TEL, T ) ∈ τ [m] : Tsw(m,m′) mod T = 0 (1.3)
La Formule 1.3 garantit que le changement de mode n’interrompt l’exécution logique
d’aucune des tâches du mode courant : toute tâche est arrêtée à la fin de sa période.
Si la condition de changement de mode n’est pas vérifiée, l’exécution du mode courant
continue.
Définition 1.5 (Prochains modes). Soit un temps de mode δ dans un mode m. La
fonction prochains_modes(m, δ) retourne l’ensemble des modes pouvant, toutes conditions
confondues, commencer immédiatement après δ.
Modes, tâches, ports d’entrée et de sortie forment les modules. Les modules sont les
entités autonomes permettant de décomposer l’application et de l’exécuter de façon distri-
buée. Un programme E-TDL peut être composé de plusieurs modules s’exécutant en même
temps sur le même processeur. Chaque module exécute un mode à la fois.
Définition 1.6 (Module). Un module M exécute à un instant donné un de ses modes
pris dans l’ensemble Modes[M ]. Le mode initial exécuté lors du démarrage du système est
désigné comme Init[M ] ∈Modes[M ].
Définition 1.7 (Etat de module). L’état d’un module à un instant donné est défini par
le couple (m, δ) où δ est le temps de mode et où m est le mode en train de s’exécuter à cet
instant.
Exemple 1.1. Soit un régulateur qui délivre un signal de commande calculé à partir de deux
grandeurs physiques mesurées par des capteurs. Les valeurs des mesures sont transmises
au régulateur par un réseau du type Time Division Multiple Access (TDMA) de sorte que :
• la valeur courante du premier capteur est transmise dans les créneaux :
[0, 10], [40, 50], [80, 90], . . .
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• la valeur courante du second capteur est transmise dans les créneaux :
[20, 30], [60, 70], [100, 110], . . .
Le signal de commande doit être mis à jour toutes les 40 unités de temps. L’algorithme du
régulateur peut être décomposé en trois tâches :
τ1 lecture de la valeur du premier capteur
τ2 lecture de la valeur du second capteur
τ3 calcul du signal de commande à partir des valeurs lues depuis les capteurs
Le Listing 1.1 présente un exemple de programme rédigé en E-TDL pour le régulateur.
Les fonctions TDMA_read et compute_control doivent être définies dans un autre fichier
associé au programme. Le module Regulateur a deux capteurs (leurs identifiants dans le
réseau) et un actuateur (valeur du signal de commande). Au démarrage du système le
module s’exécute une seule fois dans son mode initial. Les valeurs du premier et du second
capteur sont lues, respectivement, par la tâche τ1 et par la tâche τ2. Ces tâches, déclenchées
dans les intervalles appropriés, établissent la communication par le réseau TDMA avec
les capteurs et reçoivent leurs valeurs courantes. Le pire temps (wcet) de cette opération
s’élève à 10 unités de temps. A la fin de la période du mode initial (40 unités de temps),
un changement de mode est effectué. Le module passe désormais à l’exécution d’un mode
normal (dont la période est également de 40 unités de temps). Dans ce mode, une nouvelle
tâche τ3 est ajoutée. Elle calcule, à partir des valeurs des capteurs mises à jour par les
tâches τ1 et τ2, la valeur du signal de commande. Son pire temps d’exécution est égal à 20
unités de temps.
Listing 1.1 – Un exemple de programme en E-TDL pour le régulateur de l’Exemple 1.1
module Regu la t eur {
sensor
i n t cap teur1 ;
i n t cap teur2 ;
a c t ua t o r
i n t commande :=0;
t a s k t1 [ wcet =10] {
inpu t
i n t cap teur_adres se ;
ou tpu t
i n t cap t eur_va l eur ;
c a l l s
TDMA_read( capteur_adresse , cap t eur_va l eur ) ;
}
t a s k t2 [ wcet =10] {
inpu t
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i n t cap teur_adres se ;
ou tpu t
i n t cap t eur_va l eur ;
c a l l s
TDMA_read( capteur_adresse , cap t eur_va l eur ) ;
}
t a s k t3 [ wcet =20] {
inpu t
i n t cap teur_va l eur1 ;
i n t cap teur_va l eur2 ;
ou tpu t
i n t u ;
c a l l s
compute_contro l ( capteur_va leur1 , capteur_va leur2 , u ) ;
}
i n i t mode i n i t i a l [ p e r i od =40] {
t a s k
[ f r e q =1] [ t e l =10] [ phase=0] t1 ( cap teur1 ) ;
[ f r e q =1] [ t e l =10] [ phase=20] t2 ( cap teur2 ) ;
mode
[ f r e q =1] i f True then normal
}
mode normal [ p e r i od =40] {
t a s k
[ f r e q =1] [ t e l =10] [ phase=0] t1 ( cap teur1 ) ;
[ f r e q =1] [ t e l =10] [ phase=20] t2 ( cap teur2 ) ;
[ f r e q =1] [ t e l =40] [ phase=0] t3 ( t1 . output , t2 . ou tpu t ) ;
a c t ua t o r
[ f r e q =1] commande:= t3 . ou tpu t
}
}
Compte tenu des définitions introduites dans cette section, le module Regulateur est
décrit comme suit :
Modes[Regulateur] = { initial, normal }, Init[Regulateur] = initial
T [initial] = T [normal] = Tsw(initial, normal) = 40
τ [initial] = { τ1, τ2 }, τ [normal] = { τ1, τ2, τ3 }
τ1 = (0, 10, 10, 40), τ2 = (20, 10, 10, 40), τ3 = (0, 20, 40, 40)
La Figure 1.5 représente l’exécution du module Régulateur pendant 120 unités de temps
à partir de son démarrage. Dans l’intervalle [0, 40] les tâche τ1 et τ2 sont exécutées par le
mode initial. A l’instant 40, le mode initial est remplacé par le mode normal et la tâche τ3
intègre les deux premières tâches.
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Figure 1.5 – L’Exécution du module Régulateur de l’Exemple 1.1
Remarque 1.1. Dans les langages dirigés par le temps classique (Giotto, TDL) le Temps
d’Exécution Logique d’une tâche τ est égal à sa période (Φ = 0, TEL = T ). En E-TDL
une tâche τ peut comporter un décalage Φ et un TEL ≤ T , τ = (Φ, C, TEL, T ). Pour
obtenir dans les langages classiques une description équivalente à celle de τ dans E-TDL,
il faudrait définir les trois modes successifs suivants :
m1 T [m1] = Φ, τ [m1] = ∅
m2 T [m2] = TEL, τ [m2] = {τ = (0, C, TEL, TEL)}
m3 T [m3] = T − TEL− Φ, τ [m3] = ∅
L’exécution d’une période du mode m1 est suivie de l’exécution d’une période du mode m2
qui est ensuite suivie de l’exécution d’une période du mode m3 correspond à une exécution
de la tâche E-TDL τ . Pourtant, dans l’analyse d’ordonnançabilité des programmes TDL
proposée en [59], le redémarrage de l’exécution du mode est toujours considéré. Cette
analyse prendrait en compte l’exécution continue du mode m2, nécessitant C unités de
traitement processeur, dans tout intervalle de durée n · TEL pour n ∈ N. Dans le cas d’E-
TDL, le schéma d’exécution de la tâche τ est naturellement et explicitement défini. Dans
l’analyse qui sera proposée pour E-TDL, la demande de temps processeur dans les mêmes
intervalles est estimée plus précisément et sans surestimation.
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1.6 Contributions
Les principales contributions de cette thèse sont :
• Proposition de conditions d’ordonnançabilité [97] sous EDF de systèmes temps réel
décrits en E-TDL, exécutés sur des architectures monoprocesseur et en présence
d’autres composants utilisant également les ressources processeur.
• Réalisation d’un outil implantant une analyse d’ordonnançabilité de tels systèmes
par la vérification de ces conditions.
L’outil est destiné à être intégré au sein du compilateur d’E-TDL. Vérifier l’ordonnançabilité
des applications en E-TDL permet de garantir que le schéma du contrôle temporel de leur
exécution, généré par le compilateur, est conforme au modèle d’exécution dénoté dans leur
énoncé des exigences temporelles. Le programmeur des applicatifs embarqués temps réel
peut alors bénéficier d’un cadre facilitant leur conception et leur développement. Grâce à la
séparation claire entre la part fonctionnelle des applications et la spécification des exigences
temporelles induite dans le concept de Temps d’Exécution Logique, le programmeur se voit
déchargé de la programmation de la gestion du temps pour se concentrer sur les fonctions
de son application. Les applications embarqués dont le comportement temporel est spécifié,
de cette façon, indépendamment de sa fonction et de sa plateforme d’exécution sont plus
aisées à modifier, tester, certifier et porter vers d’autres architectures cibles.
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Chapitre 2
Ordonnancement temps réel
Un système temps réel est constitué par plusieurs tâches qui s’exécutent sur un ensemble
de processeurs disponibles et partagent entre elles certaines ressources. Les exécutions des
tâches doivent respecter les contraintes temporelles imposées par la spécificité du processus
dont l’évolution est contrôlée par le système. La durée totale qu’une tâche nécessite pour
achever entièrement son travail est non-négligeable et dépend du jeu d’instructions que
celle-ci doit exécuter. Une seule tâche peut s’exécuter sur chaque processeur à tout moment.
L’accès simultané à des ressources partagées peut être limité à un nombre particulier de
tâches. Le fonctionnement correct du système dépend, par conséquent, de l’ordre dans
lequel les tâches sont exécutées. L’ordonnancement temps réel cherche à construire des
algorithmes qui établissent cet ordre et à trouver des méthodes pour vérifier que cet ordre
garantit effectivement le respect de toutes les contraintes.
2.1 Tâche temps réel
Une tâche temps réel est l’entité de base traitée par le système temps réel. Elle représente
les calculs et les opérations exécutés en série sur un processeur [147, 38].
Une exécution concrète d’une tâche sur un processeur est appelée une instance. Selon
la corrélation entre les dates d’activation de leurs instances successives, les tâches sont
différenciées de la manière suivante.
Une tâches périodique est exécutée cycliquement et les dates d’activation de ses ins-
tances suivantes sont séparées par un intervalle de temps constant appelé période.
Une tâche apériodique ne montre aucune relation ni régularité entre les dates d’activat-
ion des instances consécutives.
Une tâche sporadique est caractérisée par un intervalle de temps minimal, déterminé
d’avance, qui sépare les dates d’activation de ses instances subséquentes.
Une tâche temps réel τi est caractérisée par les paramètres suivants :
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Temps d’exécution maximum - Ci
la durée maximale nécessaire pour terminer l’exécution non interrompue de cette
tâche
Date d’activation - ri,j
l’instant à partir duquel sa jieme instance τi,j est prête à commencer son exécution
Phase - φi
l’instant à partir duquel sa première instance τi,1 est prête à commencer son exécution
Période - Ti
l’intervalle de temps qui sépare les dates d’activation successives de la tâche τi si
celle-ci est périodique ; ri,j = φi + (j − 1) · Ti
Date de début d’exécution - si,j
le moment à partir duquel sa jieme instance τi,j commence son exécution ; si,j ≥ ri,j
Date de fin d’exécution - fi,j
le moment auquel sa jieme instance τi,j finit son exécution
Temps de réponse Ri,j
le temps entre la date d’activation et la date de fin d’exécution de sa jieme instance
τi,j ; Ri,j = fi,j − ri,j
Date d’échéance relative - Di
l’intervalle de temps, à partir de sa date d’activation, dans lequel une instance de
tâche doit se terminer
Date d’échéance absolue - di,j
l’instant à partir duquel sa jieme instance τi,j doit être terminée ; si la tâche τi est
périodique : di,j = ri,j +Di
Temps de retard - Li,j
la différence entre la date de fin d’exécution et la date d’échéance absolue de sa jieme
instance τi,j ; Li,j = fi,j − di,j
Laxité - Xi,j
l’intervalle de temps maximal duquel la date de début d’exécution de la jieme instance
de la tâche τi peut être retardée sans dépassement de son échéance
2.2 Ordonnancement
L’objectif d’un algorithme d’ordonnancement est de résoudre le problème caractérisé
par trois ensembles : un ensemble de tâches Γ = {τ1, τ2, . . . , τn}, un ensemble de processeurs
P = {P1, P2, . . . , Pm} et un ensemble de ressources R = {R1, R2, . . . , Rs}. L’algorithme
d’ordonnancement, à chaque instant t de fonctionnement du système, affecte les processeurs
appartenant à P et, si nécessaire, les ressources appartenant à R aux tâches dans Γ afin de
permettre à toutes les tâches d’achever leur travail dans le respect des contraintes imposées.
18
ri,j
τi,j
si,j fi,j di,j
Di
Ri,j
ri,j+1
τi,j+1
si,j+1 fi,j+1 di,j+1
Di
Ri,j+1
Ti
Figure 2.1 – Modèle d’une tâche temps réel périodique
A un instant donné, chaque tâche peut être exécutée sur un processeur seulement et chaque
processeur est capable d’exécuter au plus une tâche à la fois [35].
La validation d’un système temps réel consiste, pour son aspect temporel, à déterminer
si l’algorithme d’ordonnancement utilisé garantit que les échéances de toutes les tâches
seront, sous les contraintes données, respectées à tout instant. Si cela est vrai, le système
est dit ordonnançable par cet algorithme. Le système de tâche est dit faisable s’il existe
un algorithme quelconque qui le rende ordonnançable. L’algorithme d’ordonnancement est
optimal dans une classe s’il n’existe aucun autre algorithme de sa classe qui rende le système
ordonnançable tandis que celui-ci ne le fait pas. Si l’algorithme est optimal et qu’il ne peut
ordonnancer les tâches du système sous l’ensemble des contraintes présentes, alors aucun
algorithme de sa classe ne pourra le faire.
Les algorithmes d’ordonnancement sont classés en plusieurs catégories en fonction du
type de contraintes et des caractéristiques du système.
Hors ligne/en ligne Les algorithmes hors ligne fixent toutes les décisions avant le
lancement de l’application. Cela nécessite que les paramètres de toutes les tâches soient
connus a priori. La séquence d’ordonnancement est construite lors de la compilation. Elle
est enregistrée dans un tableau associant des unités de temps aux tâches sélectionnées pour
l’exécution. Ainsi, l’ordonnanceur minimise son surcoût au détriment de la flexibilité.
Dans les algorithmes dits en ligne le choix d’une tâche à démarrer s’effectue au cours
de l’exécution de l’application. Au fur et à mesure de l’évolution de l’état du système,
l’algorithme choisit chaque fois qu’il est activé une tâche parmi celles prêtes à être exécutées.
Le problème devient ici du coup plus complexe et sa résolution plus coûteuse en temps.
L’algorithme s’adapte cependant à tout changement intervenant dans l’ensemble des tâches
(par exemple l’insertion d’une nouvelle tâche). L’approche en ligne n’exige aucune connais-
sance des paramètres des tâches lors de la compilation du programme.
Priorité L’algorithme d’ordonnancement attribue des priorités aux tâches de manière
à établir une hiérarchie parmi les tâches prêtes à être exécutées et de manière à décider
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aisément à quelle tâche attribuer le processeur. La tâche ayant la priorité la plus élevée
est désignée pour l’exécution. Les algorithmes à priorité fixe affectent à chaque tâche une
priorité qui reste constante tout au long de la vie du système (par ex. Rate Monotonic).
A l’inverse, les algorithmes à priorité dynamique assignent des priorités qui peuvent être
modifiées à tout moment de l’exécution. Parmi ces derniers on distingue ceux qui affectent
une priorité fixe et constante à chacune des instances d’exécution de la tâche (par ex.
Earliest Deadline First) et ceux qui autorisent une évolution de cette priorité lors de
l’exécution de l’instance (par ex. Least-Slack Time First).
Monoprocesseur/multiprocesseur Un algorithme est un algorithme monoprocesseur
si l’ensemble de processeurs ne compte qu’un élément. S’il s’applique à plusieurs processeurs,
l’algorithme est dit multiprocesseur.
Pour ces derniers, on distingue deux principales approches :
L’ordonnancement par partitionnement exige qu’une tâche soit exécutée toujours
sur le même processeur. La migration d’une tâche d’un processeur à un autre est
interdite.
L’ordonnancement global permet la migration d’une tâche entre les différents processeurs.
La migration peut cependant être restreinte au niveau d’une instance de la tâche et
permettre ou non la poursuite de l’exécution de cette instance sur un autre processeur
que celui sur lequel elle a démarré.
Préemption Les algorithmes peuvent aussi être caractérisés par leur capacité à préempter
les tâches. Un algorithme préemptif est capable de suspendre l’exécution d’une tâche et de
commencer l’exécution d’une autre. Au contraire, un algorithme non-préemptif ne possède
pas cette propriété.
Conservatif Un algorithme conservatif sélectionne à chaque instant une tâche à exécuter.
Il ne laisse jamais un processeur inoccupé (excepté si l’ensemble de tâches prêtes à exécuter
est déjà vide).
Partage des ressources La répartition des ressources (telles qu’une zone de mémoire,
des variables ou un périphérique) entre les tâches et la nature de cette répartition sont
des facteurs dont l’algorithme d’ordonnancement doit tenir compte. L’accessibilité d’une
ressource peut être limitée à un nombre déterminé de tâches. Citons, à titre d’exemple,
deux problèmes classiques de partage des ressources.
L’inversion de priorités est une situation où une tâche τ est empêchée de s’exécuter
par des tâches moins prioritaires dont l’une d’entre elles possède une ressource dont
la tâche τ a besoin.
L’interblocage peut avoir lieu lorsque deux tâches concurrentes s’attendent mutuellement,
chacune en attendant que l’autre libère une ressource.
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Plusieurs protocoles et méthodes d’analyse ont été définis pour résoudre le problème du
partage des ressources [152, 20, 21].
Précédence Une autre forme de dépendance entre tâches s’exprime par une contrainte de
précédence. Elle impose un ordre partiel sur l’exécution des tâches appartenant au même
groupe. Les contraintes de précédence sont définies par un graphe acyclique orienté où
l’ensemble des sommets représente l’ensemble des tâches et pour tous sommets i et j l’arc
i − j implique que la tâche i doit être impérativement terminée avant que la tâche j ne
commence son exécution.
Ensemble de tâche synchrones/asynchrones S’il existe un instant t tel que toutes
les instances de toutes les tâches du système peuvent démarrer simultanément à t, cet
ensemble de tâches est appelé synchrone. Dans le cas contraire, si un tel instant n’existe
pas, l’ensemble de tâches est dit asynchrone.
Changement de mode En réponse à l’évolution des conditions dans lesquelles il fon-
ctionne, le système peut demander à modifier l’ensemble de tâches en cours d’exécution ou
même à le remplacer par un autre mieux adapté à ces nouvelles conditions. Un mode, du
point de vue de l’ordonnancement, est associé à un groupe de tâches dont l’exécution dépend
de l’état dans lequel se trouvent le système et son environnement. Les règles affectant le
changement de mode, c’est-à-dire, la façon dont les modes peuvent se succéder, sont définies
dans des protocoles de changement de mode. Le changement de mode, engendrant parfois
une phase transitoire de surcharge du processeur, fait l’objet d’analyses diverses qui seront
plus détaillées et discutées dans les sections suivantes.
2.3 Principaux algorithmes
Le problème de l’ordonnancement peut prendre, selon les types des contraintes rencon-
trées, des formes très variées. De nombreux algorithmes d’ordonnancement ont été proposés
et étudiés dans la littérature. Leur abondance ne permet pas de les traiter tous dans ce
mémoire. Une attention plus particulière sera ainsi accordée à ceux qui sont les plus connus
et les plus usités en contexte monoprocesseur et préemptif.
2.3.1 Rate Monotonic
L’algorithme Rate Monotonic (RM ) est un algorithme préemptif à priorité fixée pour
les tâches ayant leurs dates d’échéance égales à la durée de leurs périodes (Di = Ti). Les
priorités sont assignées en donnant la préférence aux tâches caractérisées par les périodes
les plus courtes. L’algorithme Rate Monotonic a été introduit et prouvé optimal dans la
classe des algorithmes à priorité fixée par Liu et Layland en 1973 [112].
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Figure 2.2 – Exemple d’ordonnancement selon RM pour trois tâches périodiques :
τ1 : C1 = 1, T1 = 3 ; τ2 : C2 = 1, T2 = 4 ; τ3 : C3 = 2, T3 = 6
2.3.2 Deadline Monotonic
Rate Monotonic a été proposé avec la contrainte que la date d’échéance relative d’une
tâche doit être égale à sa période (Di = Ti). L’algorithme Deadline Monotonic (DM ),
proposé et démontré optimal dans sa catégorie par Leung et Whitehead en 1982 [108],
relâche cette contrainte (Di ≤ Ti). Selon cette politique d’ordonnancement, les priorités
sont affectées de façon similaire à Rate Monotonic avec cette différence que Deadline
Monotonic prend en considération les dates d’échéance relatives. Ainsi, la tâche ayant la
plus faible échéance relative obtient la priorité la plus grande. Deadline Monotonic est donc
classé dans le groupe des algorithmes préemptifs à priorités fixes pour les tâches périodiques.
Dans le cas particulier où les échéances sont égales aux périodes il est équivalent à Rate
Monotonic.
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Figure 2.3 – Exemple d’ordonnancement selon DM pour trois tâches périodiques :
τ1 : C1 = 1, T1 = 5, D1 = 4 ; τ2 : C2 = 3, T2 = 10, D2 = 7 ;
τ3 : C3 = 3, T3 = 20, D3 = 8
2.3.3 Earliest Deadline First
Earliest Deadline First (EDF) est un algorithme à priorité dynamique (fixe au niveau
de la requête). Contrairement à Rate Monotonic et Deadline Monotonic, les priorités sont
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réévaluées à chaque activation de tâche. Les priorités sont allouées en fonction des dates
d’échéance absolues. Les tâches caractérisées par les dates d’échéance les plus proches ont les
priorités les plus élevées. En 1973, Liu et Layland [112] ont démontré l’optimalité et formulé
une condition nécessaire et suffisante d’ordonnançabilité pour EDF appliqué aux tâches
périodiques à échéance sur requête (Di = Ti). Le principe de l’algorithme est similaire au
cas des tâches apériodiques présenté précédemment dans les travaux de Horn [91] et la
preuve de son optimalité est basée sur la règle de Jackson [92, 75]. L’algorithme EDF est
également optimal pour les tâches à échéance contrainte (Di ≤ Ti).
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Figure 2.4 – Exemple d’ordonnancement selon EDF pour trois tâches périodiques :
τ1 : C1 = 1, T1 = 3 ; τ2 : C2 = 1, T2 = 4 ; τ3 : C3 = 2, T3 = 6
2.3.4 Least Laxity First
Un autre algorithme à priorité dynamique est celui de Least Laxity First (LLF) proposé
par Mok en 1983 [115]. Contrairement à EDF, la priorité d’une instance de tâche peut varier
durant son exécution. Plus précisément, les priorités sont attribuées en fonction de la valeur
courante de la laxité donnée par l’équation suivante :
Li(t) = max(di − t− ci(t), 0) (2.1)
où ci(t) est le temps d’exécution restant nécessaire à l’instant t pour terminer la tâche
τi. Il est alors évident qu’à l’instant t + 1 les laxités de toutes les tâches, sauf celle qui
s’est exécutée dans l’intervalle [t, t + 1] et celles dont les valeurs de laxité sont égales à 0,
sont réduites. Par conséquent, il est donc possible que dans certains cas la tâche τi soit
préemptée par une autre tâche qui a été auparavant activée.
2.4 Théorie classique de l’ordonnancement temps réel
En dehors des techniques de simulation, la faisabilité du système peut être étudiée et
vérifiée par des tests d’ordonnancabilité. Eu égard aux conclusions qui peuvent en être
tirées, deux types de tests peuvent être distingués.
23
00
1
1
2
2
3
3
4
4
5
5
6
6
7
7
8
8
9
9
10
10
τ2,1
τ1,1
τ2,2
τ1,2
τ2,3
Figure 2.5 – Exemple d’ordonnancement selon LLF pour deux tâches apériodiques :
τ1 : r1 = 2, C1 = 4, D1 = 9 ; τ2 : r2 = 1, C2 = 4, D2 = 10
Les tests exacts fournissent des conditions nécessaires et suffisantes pour l’ordonnan-
çabilité d’un ensemble des tâches [147].
Les tests approchés sont caractérisés en général par une complexité algorithmique moi-
ndre et établissent seulement des conditions suffisantes. A l’inverse des tests exacts,
ils ne permettent pas dans tous les cas de déterminer avec certitude si le système est
ordonnançable [147].
La mise en place de ces tests fait d’ordinaire appel à l’une des trois techniques exposées
ci-dessous. L’analyse de l’utilisation du processeur cherche à évaluer le facteur de temps
que le processeur passe à exécuter des tâches et à comparer ensuite cette valeur à une
valeur seuil caractéristique de la politique d’ordonnancement donnée. Pour un ensemble de
n tâches, le facteur d’utilisation du processeur U se définit comme [112] :
U =
n∑
i=1
Ci
Ti
(2.2)
Si, pour un ensemble de tâches donné, le facteur d’utilisation est plus grand que 1, il n’existe
aucun algorithme qui puisse ordonnancer les tâches de cet ensemble sur un processeur.
Une autre approche, celle de la demande processeur, se fonde sur l’analyse de la demande
cumulée par les instances de tâches ayant leurs dates d’activation et leurs dates d’échéance
situées dans un intervalle donné. S’il n’existe aucun intervalle où la demande est supérieure
au temps de processeur disponible, l’ordonnançabilité est prouvée.
Enfin, la troisième méthode, celle de l’analyse des temps de réponse, consiste à calculer
les pires temps de réponse des tâches. Ces temps sont ensuite comparés aux échéances
relatives des tâches et le respect de ces échéances peut alors être vérifié [146, 147].
2.4.1 Priorité fixe
L’instant critique est celui pour lequel le temps de réponse d’une tâche est maximal.
Il se produit lorsque toutes les tâches ayant les priorités les plus hautes sont déclenchées
simultanément [112].
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A partir de cette observation, deux approches pour vérifier l’ordonnançabilité pour les
algorithmes à priorité fixe, Rate Monotonic et Deadline Monotonic, ont été proposées :
la première, basée sur le taux d’utilisation du processeur, fournit une condition suffisante
d’ordonnançabilité et la seconde, basée sur le pire temps de réponse, fournit une condition
nécessaire et suffisante d’ordonnançabilité.
Taux d’utilisation du processeur Liu et Layland ont démontré qu’une valeur limite
du facteur d’utilisation pour un ensemble de n tâches sous Rate Monotonic est donnée par
la formule [112] :
Ulub = n
(
2
1
n − 1
)
(2.3)
Sa limite, lorsque le nombre n tend vers l’infini, est égale à :
Ulub = ln2 ' 0, 69 (2.4)
Ce résultat a été obtenu en lançant un ensemble générique de n tâches à leur instant
critique avec leurs pires temps d’exécution choisis de telle façon que cet ensemble utilise
pleinement le processeur et que l’augmentation de l’un des temps d’exécution mène au
dépassement d’une échéance. Ensuite, en réduisant le facteur d’utilisation de cet ensemble,
une valeur minimale en a été trouvée au-dessous de laquelle tout ensemble de n tâches
est ordonnançable. Si un ensemble de n tâches est caractérisé par un facteur d’utilisation
qui dépasse cette valeur, son ordonnançabilité ne peut pas être déterminée par le test.
Lehoczky et al. ont observé que la valeur seuil pour Rate Monotonic égale statistiquement
0.88 [105] ce qui, toutefois, ne peut pas être considéré comme une condition garantissant
l’ordonnançabilité. Pour un ensemble de tâches dont toutes les périodes sont harmoniques
deux à deux Ulub = 1 [112, 39].
Un autre test d’ordonnançabilité, ayant la même complexité algorithmique que celui de
Liu et Layland et améliorant le taux d’acceptation de celui-ci, a été proposé par Bini et
al. [34]. D’après ce test, l’ensemble de n tâches est ordonnançable sous Rate Monotonic si :
n∏
i=1
(
Ci
Ti
+ 1
)
≤ 2 (2.5)
Les deux tests mentionnés ci-dessus sont applicables à Deadline Monotonic par le rem-
placement du terme de la période (T ) par le terme de la date d’échéance relative (D) dans
les formules appropriées (2.2 et 2.5).
Pire temps de réponse A défaut de réponse positive fournie par les tests basés sur le
taux d’utilisation du processeur, la question de l’ordonnançabilité peut être résolue par les
tests exacts fondés sur l’estimation du pire temps de réponse.
Lehoczky et al. ont caractérisé un ensemble de tâches ordonnançable sous Rate Monotonic
par le théorème suivant [105] :
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Test de Lehoczky. Soient n tâches τ1, . . . , τn mises en ordre par Rate Monotonic et
décrites par :
Wi(t) =
i∑
j=1
Cj dt/Tje
Li(t) = Wi(t)/t
Li = min(0<t<Ti)Li(t)
L = max(1≤i≤n)Li (2.6)
1. Une tâche τi est ordonnançable sous Rate Monotonic si et seulement si Li ≤ 1
2. Tout ensemble de tâches est ordonnançable sous Rate Monotonic si et seulement si
L ≤ 1
L’analyse de tout l’intervalle [0, Ti] peut se réduire, sans perte de généralité, à un ensemble
de points définis comme suit :
Si = {kTj |j = 1, . . . , i; k = 1, . . . bTi/Tjc} (2.7)
Joseph et Pandya [94] ont déterminé une relation pour le pire temps de réponse d’une tâche
qui a été ensuite reprise par Audsley et al. [13] afin de formuler une méthode itérative,
avec une complexité pseudo-polynomiale, de son calcul. La méthode est applicable à Rate
Monotonic ainsi qu’à Deadline Monotonic. Un ensemble de tâches est ordonnançable si
pour toute tâche τi de cet ensemble le pire temps de réponse Ri de cette tâche est inférieur
ou égal à sa data d’échéance Di.
R
(0)
i = Ci
R
(k)
i = Ci +
∑
j:Dj<Di
⌈
R
(k−1)
i
Tj
⌉
Cj
(2.8)
L’équation 2.8 exprime le pire temps de réponse de la tâche τi qui peut être observé lorsque
celle-ci est déclenchée simultanément avec toutes les tâches plus prioritaires (l’instant
critique). En termes de coût de calcul, l’évaluation des interférences des tâches plus prio-
ritaires, représentées par le dernier membre dans l’équation 2.8, est peu efficace (plusi-
eurs itérations peuvent être nécessaires pour évaluer ces interférences). Dans les travaux
antérieurs d’Audsley et al. [14, 15] cette interférence, désignée dans ce qui suit par Ii, est
évaluée par l’équation ci-dessous.
Ii =
i−1∑
j=1
⌈
Di
Tj
⌉
Cj (2.9)
Néanmoins cette expression peut surestimer la valeur d’interférence Ii réelle dans le cas
où la dernière instance d’une des tâches plus prioritaires τj dont la totalité de temps
26
d’exécution est prise en compte par cette expression finit son exécution après Di. Une
évaluation plus précise qui limite le temps d’interférence produit par la tâche de priorité
plus haute finissant après Di peut être donnée par :
Ii =
i−1∑
j=1
[⌊
Di
Tj
⌋
Cj +min
(
Cj , Di −
⌊
Di
Tj
⌋
Tj
)]
(2.10)
Cette valeur n’est pas exacte dans tous les cas. Si deux tâches plus prioritaires réclament
au même instant le processeur, il est évident que seule une de ces tâches, celle qui possède
la priorité plus élevée, l’obtiendra. Cependant, l’égalité 2.10 accumule dans ce cas les temps
des instances qui finissent après Di, comme si elles s’exécutaient parallèlement. Toutefois,
pour un ensemble constitué de deux tâches, cette situation ne se produira pas et la formule
2.10 peut être considérée comme une condition nécessaire et suffisante [14]. Dans le cas
contraire, celle-ci fournit uniquement une condition suffisante.
2.4.2 Priorité dynamique
Dans les algorithmes à priorité dynamique la priorité d’une tâche évolue au cours du
temps. Les interférences qu’une tâche subit pendant son exécution ne proviennent pas
toujours, comme c’était le cas dans les algorithmes à priorité fixe, du même ensemble de
tâches plus prioritaires. Celui-ci, en fonction des échéances les plus proches, évolue et la
hiérarchie des priorités change avec le temps. La prise en compte des interférences n’est
plus possible comme dans le cas des systèmes à priorité fixes et la plupart des méthodes
destinées à vérifier l’ordonnançabilité du système dont les tâches possèdent des priorités
dynamiques sont fondées soit sur le facteur d’utilisation du processeur soit sur la fonction
de demande du processeur.
En 1973, Liu et Layland [112] ont démontré l’optimalité et formulé une condition
nécessaire et suffisante d’ordonnançabilité pour Earliest Deadline First appliqué aux tâches
périodiques à échéance sur requête.
Condition d’ordonnançabilité pour EDF (Di = Ti). Un ensemble de n tâches à
échéance sur requête est ordonnançable sous Earliest Deadline First si et seulement si
l’inégalité suivante est satisfaite :
n∑
i=1
Ci
Ti
≤ 1 (2.11)
Dans le cas plus général, i.e. si les échéances ne sont pas forcement égales aux périodes,
la condition d’ordonnançabilité formulée par Liu et Layland [112] est toujours nécessaire
mais pas suffisante. Un test adéquat a été proposé par Baruah, Howell et Rosier en
1990 [24] en s’appuyant sur l’analyse de la demande processeur. Avant de l’introduire,
il est indispensable de définir la fonction de demande, qui quantifie le travail du processeur
devant être réalisé dans un intervalle de temps donné.
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Définition 2.1. La fonction de demande df(t1, t2) associe à chaque intervalle [t1, t2] tel
que t1 ≤ t2 la durée d’exécution cumulée des instances de tâches dont la date d’activation
et d’échéance sont dans cet intervalle.
df(t1, t2)
def=
n∑
i=1
ηi(t1, t2) · Ci (2.12)
où ηi(t1, t2) est le nombre d’exécutions de la tâche τi terminées dans l’intervalle [t1, t2].
Le nombre des exécutions terminées d’une tâche dans l’intervalle [t1, t2] s’exprime par
la différence entre le nombre de ses échéances antérieures à t2 et le nombre des requêtes
antérieures à t1. Par conséquent, il peut être défini pour une tâche périodique comme suit :
ηi(t1, t2)
def= max
(
0,
⌊
t2 + Ti −Di
Ti
⌋
−
⌈
t1
Ti
⌉)
= max
(
0,
⌊
t2 −Di
Ti
⌋
−
⌈
t1
Ti
⌉
+ 1
)
(2.13)
Intuitivement, tous les calculs qui doivent être réalisés entre les instants t1 et t2 ne peuvent
dépasser la capacité d’un processeur dans cet intervalle :
df(t1, t2) ≤ t2 − t1 (2.14)
S’il existe un intervalle tel que le temps d’exécution requis par les tâches excède le temps
disponible d’un processeur, la configuration d’ordonnancement n’est pas faisable. Pour
que le test puisse être praticable, la longueur de l’intervalle doit être bornée. Leung et
Merrill ont démontré que chaque séquence d’ordonnancement produite par une politique
déterministe préemptive se répète cycliquement, à partir d’un certain instant t, en prenant
les mêmes décisions à l’instant t qu’à l’instant t+ kH, où H désigne l’hyperpériode, i.e. le
plus petit commun multiple des périodes des tâches [107]. Ils ont observé qu’un ensemble
de tâches est ordonnançable sur un processeur si toutes les échéances dans l’intervalle
[0,max{φ1, . . . , φn}+2H] sont respectées. Cette borne a été ensuite améliorée par Choquet-
Geniet, Grolleau et Cottet en démontrant que le schéma d’ordonnancement est cyclique,
de période H, à partir de son dernier temps creux (l’instant oisif) acyclique [51, 76, 77].
Condition d’ordonnançabilité pour EDF (Di ≤ Ti). Un ensemble de n tâches est
ordonnançable sur un processeur sous Earliest Deadline First si et seulement si :
1.
n∑
i=1
Ci
Ti
≤ 1, et
2. df(t1, t2) ≤ t2 − t1 pour t1 et t2 tels que : 0 ≤ t1 < t2 ≤ max{φ1, . . . , φn}+ 2H
Démonstration. Les deux conditions sont évidement nécessaires. On prouve qu’elles sont
suffisantes. On procède par l’absurde. On suppose que les conditions 1 et 2 sont satisfaites.
On suppose également que l’ordonnancement n’est pas faisable. Conformément aux observa-
tions faites par Leung et Merrill [107], dans l’intervalle [0,max{φ1, . . . , φn}+ 2H] il doit y
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avoir une tâche τ dont l’échéance est dépassée. Soit t2 cette échéance. La tâche τ ne peut
être empêchée de s’exécuter que par des instances de tâches dont les dates d’échéance sont
inférieures ou égales à t2. Soit t1− 1 le dernier instant inférieur à t2 tel qu’aucune instance
de tâche dont l’échéance est antérieure ou égale à t2 ne s’exécute à t1 − 1. Il existe donc
une tâche dont la date d’échéance est antérieure ou égale à t2 et qui est activée exactement
à l’instant t1. Earliest Deadline First est un algorithme conservatif donc le processeur est
occupé dans l’intervalle [t1, t2]. Cela implique, puisque une tâche dépasse son échéance à
t2, que df(t1, t2) > t2 − t1 et contredit l’hypothèse de départ.
Le problème de l’ordonnançabilité se résout en temps exponentiel. Sa complexité est
cependant réduite dans le cas particulier de tâches synchrones. La faisabilité d’un système
synchrone implique de plus la faisabilité de tous les systèmes équivalents asynchrones [148,
74]. De même, si les périodes de toutes les tâches sont des entiers premiers entre eux, le test
pour un système synchrone donne un résultat exact pour tous les systèmes asynchrones qui
peuvent en être dérivés [148]. Leung et Merrill [107] ont prouvé que, dans le cas synchrone,
il est suffisant de limiter les intervalles de test à l’hyperpériode. Baruah et al. [24] ont fixé
une borne au test de faisabilité par la condition suivante :
t2 <
∑n
i=1Ci
(
1− DiTi
)
1− U ≤
U
1− U maxi {Ti −Di} (2.15)
Ils ont aussi observé que dans le cas synchrone ηi(0, t2 − t1) ≥ ηi(t1, t2), ce qui permet
de considérer dans ce cas seulement les intervalles qui commencent à l’instant 0. Cette
observation permet aussi de constater que la durée cumulée d’exécution dans l’intervalle
[0, t2− t1], pour un ensemble de tâches à départ simultané, est toujours supérieure ou égale
à celle d’un ensemble équivalent de tâches asynchrones dans l’intervalle [t1, t2]. Cela plaide
pour ne considérer, dans le cas synchrone, que les intervalles à partir de 0 (le pire cas).
Définition 2.2. Soit ∆ > 0. La fonction dbf(∆) dénote la plus grande durée d’exécution
cumulée des instances de tâche dont la date d’activation et l’échéance sont dans n’importe
quel intervalle de durée ∆ [25, 27].
dbf(∆) = max
t1
df(t1, t1 + ∆) (2.16)
Compte tenu de cette définition, la condition d’ordonnançabilité prend la forme suivante :
∀∆ : dbf(∆) ≤ ∆ (2.17)
Liu et Layland [112] ont observé que le premier dépassement d’une échéance ne survient
jamais après une période où le processeur est, même momentanément, inactif. Il est donc
possible de restreindre l’analyse des intervalles jusqu’au premier instant d’inactivité du
processeur [160, 148, 38]. La demande totale de calcul W (t) à un instant t est donnée par :
W (t) =
n∑
i=1
⌈
t
Ti
⌉
Ci (2.18)
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Le processeur est inoccupé à l’instant t si toute sa demande est déjà exécutée [160, 38],
c’est-à-dire W (t) = t. La longueur L de l’intervalle pendant lequel le processeur est
continuellement occupé peut être obtenue par la formule itérative présentée ci-dessous.
Elle est calculée jusqu’à ce que L(m) = L(m+1) :{
L(0) = ∑ni=1Ci
L(m+1) = W (L(m)) (2.19)
Cet intervalle est limité par la borne [148] :
L <
∑n
i=1Ci
1− U (2.20)
Ces bornes sont calculées pour un modèle de tâches purement périodiques. Dans le cas
de processus dont les enchaînements ne peuvent pas être décrits par une relation périodique
et révèlent ainsi une nature plus complexe, d’autres modèles doivent bien évidemment être
utilisés.
Le modèle Multiframe Tasks [116, 27] décompose une tâche en plusieurs sous-tâche,
chacune définie par ses propres paramètres d’exécution et ses propres contraintes. Les
activations se succèdent à intervalles fixes mais pas nécessairement réguliers. Le modèle des
transactions [127] étend leMultiframe (les priorités des sous-tâches peuvent être différentes,
les sous-tâches peuvent s’entrelacer, la gigue est prise en compte [75]).
Le modèle Recurring Branching Task [25] ajoute la possibilité de prendre en compte les
différentes séquences d’exécution d’une tâche. Cette dernière est représentée sous la forme
d’un arbre binaire dont les nœuds sont constitués par les sous-tâches et dont les arêtes
reflètent le flot d’exécution de la tâche. Formellement, un nœud est caractérisé par le pire
temps d’exécution ei de la sous-tâche correspondante et par sa date d’échéance relative di.
Une arête reliant deux sous-tâches, Si et Sj , est étiquetée par l’intervalle pij qui sépare
leurs activations consécutives. La période d’une tâche τi est toujours constante quel que
soit le parcours emprunté depuis la racine jusqu’aux feuilles. Cette période est notée T (τi)
et le temps maximal de processeur demandé pendant cet intervalle noté E(τi). Avec cette
définition des tâches, la borne de faisabilité peut être obtenue comme suit. Dans l’intervalle
∆ la tâche τi demande au maximum dbf(τi,∆) des ressources du processeur. Elle y exécute
un nombre de périodes entières, précédé et suivi par une exécution partielle. Cette exécution
partielle s’étend, pour la partie qui précède, depuis un nœud jusqu’à la racine, et pour celle
qui succède, depuis la racine jusqu’à un nœud de la tâche. Les deux exécutions partielles
peuvent être synthétisées en un intervalle pendant lequel la sous-tâche de la racine est
exécutée exactement une fois. Dans les limites de cet intervalle, ρmax(τi) décrit le rapport
le plus élevé entre la demande du temps de processeur et l’intervalle dans lequel cette
demande a été faite. Pareillement, pendant l’exécution complète d’une période, ce rapport
est donné par ρave(τi) = E(τi)/T (τi). Cela permet de borner la fonction dbf(τi,∆) par la
relation suivante : dbf(τi,∆) ≤ 2T (τi)ρmax(τi) + ∆ρave(τi). D’après Baruah, un système
30
de n tâches est infaisable s’il existe un intervalle ∆ tel que ∆ < ∑ni=1 dbf(τi,∆). Cette
condition peut être réécrite en bornant la fonction dbf(τi,∆) par la relation précédemment
obtenue et constitue une borne pour la longueur maximale des intervalles à vérifier :
∆ < 2
∑n
i=1 (T (τi)ρmax(τi))
1−∑ni=1 ρave(τi) (2.21)
Plusieurs techniques ont été développées dans la littérature en vue de réduire la comple-
xité des tests. Des approximations de la fonction dbf [44, 5, 6] permettent, en introduisant
un certain taux d’erreur, d’estimer sa valeur plus efficacement. L’idée maîtresse de ces
approches consiste à évaluer précisément la demande d’un nombre donné de premières
instances de tâches et d’estimer le reste à l’aide d’une fonction linéaire.
D’autre part, dans le cas de tâches asynchrones, certaines relations entre les instants
de démarrage des tâches peuvent être exploitées pour atténuer le pessimisme de l’approche
synchrone sans atteindre cependant la complexité exponentielle de la solution exacte.
Pellizzoni et Lipari [132, 133] ont déterminé l’intervalle minimal ∆ij qui peut séparer deux
activations consécutives des tâches τi et τj . Cet intervalle s’exprime comme la différence
entre les instants d’activation rj,l et ri,m en supposant que ri,m ait lieu avant rj,l : ∆ij =
rj,l − ri,m = φj − φi + l · Tj −m · Ti et ∆ij ≥ 0. En posant l · Tj −m · Ti = K · pgcd(Ti, Tj),
pour K ∈ Z, on obtient : ∆ij = φj − φi +K · pgcd(Ti, Tj). La valeur de ∆ij , qui doit être
minimisée, croît avec K. En tenant compte du fait que ∆ij ≥ 0 et en regroupant les termes,
la variable K ∈ Z est bornée inférieurement par la relation suivante : K ≥ d φi−φjpgcd(Ti,Tj)e.
L’intervalle minimal ∆ij est donc égal à :
∆ij = φj − φi +
⌈
φi − φj
pgcd(Ti, Tj)
⌉
· pgcd(Ti, Tj) (2.22)
Le test consiste, d’abord, à transformer l’ensemble de tâches initial en un nouvel ensemble
de tâches où les phases des tâches sont remplacées par les intervalles minimaux qui séparent
leurs activations de celle de la première tâche de cet ensemble. Ensuite, les charges du
processeur dans tous les intervalles, s’étendant à partir de l’instant 0 jusqu’à tout instant
avant l’instant oisif, sont analysées. Les auteurs reconnaissent que ce test fournit seulement
une condition suffisante et, dans certains cas, sous-estime les intervalles minimaux qui
séparent les dates d’activation. L’exemple suivant illustre ce défaut [132, 133].
Exemple 2.1. On considère trois tâches τ1,τ2 et τ3 telles que τ1(φ1 = 0, C1 = 1, D1 =
2, T1 = 5), τ2(φ2 = 1, C2 = 1, D2 = 2, T2 = 4), τ3(φ3 = 2, C3 = 1, D3 = 2, T3 = 6).
Grâce à l’équation 2.22, les intervalles minimaux entre les dates d’activation des tâches
sont obtenus comme suit : ∆12 = ∆13 = 0. Le test revient donc à celui d’un système
synchrone et échoue alors à prouver l’ordonnançabilité de l’ensemble de tâches considérées
comme synchrones. Or, la distance minimale ∆23 entre les activations des tâches τ2 et τ3
est, toujours selon 2.22, égale à 1. Donc contrairement à l’hypothèse formulée, les trois
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tâches ne seront en fait jamais activées simultanément et la conclusion du test est sans
doute trop pessimiste.
L’exemple 2.1 montre que c’est en considérant les relations entre toutes les tâches que le
schéma d’exécution réel peut être reproduit. Pellizzoni et Lipari étudient ces relations dans
leurs travaux [132, 133]. Ils proposent un nouveau test qui retrace les schémas d’exécution
exacts de certaines tâches et traitent d’autres tâches avec les distances obtenues à partir
de l’équation 2.22 pour ne pas augmenter excessivement la complexité du test.
Tous les intervalles entre activations les plus récentes de deux tâches doivent être examinés.
Si ri,l est une date d’activation de la tâche τi et rj,p est la première date d’activation de la
tâche τj depuis celle de la τi, les distances possibles entre elles appartiennent à l’ensemble
suivant :{
∆ij(k) | ∀0 ≤ k < Tj
pgcd(Ti, Tj)
}
, où ∆ij(k) =
⌈
φi + k · Ti − φj
Tj
⌉
Tj−(φi+k ·Ti−φj)
(2.23)
La relation ci-dessus fixe une distance entre les activations de deux tâches. Maintenant, si
la tâche τ2 démarre ∆12(k1) après le démarrage de τ1, il est essentiel de trouver quelles
valeurs de distances sont admissibles pour d’autres tâches τ3, . . . , τm. La configuration
dans laquelle les démarrages des tâches τ1 et τ2 sont séparés par une distance de ∆12(k1),
survient périodiquement à des intervalles ppcm(T1, T2). Un instant t auquel la tâche τ1
démarre dans cette configuration est donné par t = φ1 + k1 · T1 + n · ppcm(T1, T2). Il est
alors possible de considérer cette configuration comme une super-tâche τ1⊗2 dont la période
serait ppcm(T1, T2) et la phase φ1 + k1T1. Les distances valides entre les dates d’activation
des tâches τ3 et τ1, peuvent être obtenues comme celles séparant les dates d’activation de
τ3 et τ1⊗2.
Exemple 2.2. Le tableau ci-dessous résume les distances entre les plus récentes dates
d’activation pour les tâches de l’exemple précédent. Ces distances ont été calculées à partir
de la formule 2.23. On note ∆(12)3(k2) l’intervalle séparant l’activation de τ3 de celle de
τ1⊗2.
Les valeurs de k1 et k2 sont calculées selon les formules suivantes :
k1 ∈
{
0, . . . , T2
pgcd(T1, T2)
}
= {0, 1, 2, 3} , k2 ∈
{
0, . . . , T3
pgcd (ppcm (T1, T2) , T3)
}
= {0, 1, 2}
Les distances entre les dates d’activation de la tâche τ1 et les dates d’activations de la tâche
τ2, ∆12(k1), sont données comme suit :
∆12(k1) =
⌈
φ1 + k1 · T1 − φ2
T2
⌉
T2 − (φ1 + k1 · T1 − φ2)
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k1 k2 ∆12(k1) ∆(12)3(k2) k1 k2 ∆12(k1) ∆(12)3(k2)
0 0 1 2 2 0 3 4
0 1 1 0 2 1 3 2
0 2 1 4 2 2 3 0
1 0 0 3 3 0 2 5
1 1 0 1 3 1 2 3
1 2 0 5 3 2 2 1
Table 2.1 – Distances entre dates d’activation des tâches pour l’Exemple 2.1
et celles entre les dates d’activation de la tâche τ1 et les dates d’activations de la tâche τ3,
∆(12)3(k2), comme suit :
∆(12)3(k2) =
⌈
φ1 + k1 · T1 + k2 · ppcm(T1, T2)− φ3
T3
⌉
T3 − (φ1 + k1 · T1 + k2 · ppcm(T1, T2)− φ3)
D’autres tâches peuvent ensuite être intégrées dans la configuration de tâches déjà fixée
en suivant le même raisonnement. Jelkmann [93] a combiné le test de Pellizzoni et Lipari
avec des méthodes de calcul approximatif de la fonction de demande afin de réduire la
complexité du test.
2.5 Analyses et protocoles pour le changement de mode
Pour les raisons déjà discutées dans la première partie de ce manuscrit (voir section 1.2),
on attend du système qu’il puisse changer son mode de fonctionnement en fonction des
évolutions observées dans son environnement. Le changement de mode, du point de vue de
l’ordonnancement, s’opère sur un ensemble de tâches. Il consiste à supprimer ou à modifier
les paramètres de certaines d’entre elles et à en introduire de nouvelles. Les différents
protocoles de changement de mode étudiés dans cette section définissent la manière dont
les tâches de l’ancien mode mettent un terme à leurs exécutions, dont celles du nouveau
mode sont introduites, et dont celles qui sont communes aux deux modes traversent la
phase transitoire.
La Figure 2.6 résume les principaux types de tâches rencontrés lors d’un changement
de mode. L’exécution d’une tâche de l’ancien mode peut être immédiatement abandonnée
à l’instant du changement de mode (τabandonnée) ou bien, si le résultat produit par cette
tâche est vital pour le bon fonctionnement du système, il est permis que l’exécution de sa
dernière instance s’achève normalement (τterminée). L’activation d’une tâche du nouveau
mode (τnouvelle) peut être retardée un certain laps de temps afin de réduire la charge lorsque
les tâches de l’ancien mode requièrent du temps pour terminer leurs dernières instances. Les
tâches présentes dans les modes ancien et nouveau peuvent continuer leur exécution avec
les mêmes paramètres (τinchangée) ou avec un ou plusieurs paramètres modifiés (τchangée).
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Figure 2.6 – Classification des tâches pendant le changement de mode.
Les nouvelles versions des tâches inchangées et changées sont déclenchées immédia-
tement à la fin de la période des dernières instances activées dans l’ancien mode ou après
un certain délai suivant cet instant. Si les schémas d’exécution des tâches inchangées ne sont
pas affectés par le changement de mode on dit que la périodicité des tâches est préservée.
Les protocoles de changement de mode synchrones retardent l’instant du lancement
des tâches dans le nouveau mode jusqu’à ce que toutes les tâches de l’ancien mode soient
terminées. Au contraire, les protocoles asynchrones permettent que les tâches de ces deux
modes s’exécutent simultanément pendant la phase transitoire.
2.5.1 Protocoles synchrones
Dans les protocoles synchrones les tâches du nouveau mode ne sont activées que lorsque
toutes les tâches de l’ancien mode sont achevées. Cette séparation entre tâches des deux
modes successifs fait de l’ordonnançabilité de chacun des modes du système une condition
nécessaire et suffisante de l’ordonnançabilité du système entier. Outre qu’ils simplifient
l’analyse d’ordonnançabilité, les protocoles de cette classe sont faciles à implanter et assurent
la cohérence entre tâches des différents modes. Le délai maximal entre la demande de
changement de mode et le lancement du nouveau mode constitue le principal paramètre
caractérisant ces protocoles. Les protocoles synchrones, ne pouvant rivaliser en terme
de réactivité avec les protocoles asynchrones, ils étaient un peu moins abordés dans la
littérature. Pourtant, avec la montée de l’intérêt suscité par les solutions multiprocesseurs
ils ont joué un rôle majeur, grâce à leur simplicité et à leur universalité, dans la définition de
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nouveaux protocoles, dont en particulier ceux décrits dans la section 2.5.3 de ce manuscrit.
2.5.1.1 Protocole des instants oisifs
Le principe de ce protocole proposé en 1996 par Tindell et Alonso [171] consiste à
repousser l’activation des tâches du nouveau mode au prochain instant oisif, c’est-à-dire, au
moment où le processeur aura achevé d’exécuter toutes les tâches courantes et sera inactif.
Malgré les avantages apportés par le synchronisme, ce protocole présente une relativement
faible réactivité. Dans le pire cas, l’ensemble des tâches ordonnées sous EDF occupe 100%
de temps du processeur et la demande de changement de mode est intervenue juste après
l’instant critique ne pourra être effectuée qu’à l’instant critique suivant.
Exemple 2.3. Soit un système où deux modes, modeI et modeII , s’exécutent. Le premier
mode est composé de deux tâches τ1 et τ2 telles que : τ1(C1 = 10, T1 = 20) et τ2(C2 =
10, T2 = 30). Dans le modeII la tâche τ1 est remplacée par une tâche τ1′ telle que τ1′(C1′ =
20, T1′ = 40) et la tâche τ2 par une tâche τ2′ donnée par τ2′(C2′ = 10, T2′ = 20). Toutes
les tâches, dans les deux modes, sont ordonnancées sous EDF. Le diagramme gauche de
la Figure 2.7 illustre l’exécution normale du modeI ininterrompu par une demande de
changement de mode. L’axe situé en bas présente les instants d’inactivité du processeur.
Par exemple, chaque demande de changement de mode arrivant dans l’intervalle [40, 50]
sera réalisée exactement à l’instant 50. Le diagramme de droite dans la Figure 2.7 illustre
cette situation.
20 40 60 800
9060300
0 20 30 40 50 60 80 90 100
τ1
τ2
inactivite´
0 20 40
modeI modeII
50 90 130
130110907050300
τ1, τ1′
τ2, τ2′
Figure 2.7 – A gauche : L’exécution dumodeI et le temps oisif du processeur. A droite : Le
changement du modeI vers le modeII suite à une demande faite lors de l’intervalle [40, 50].
2.5.1.2 Protocole du délai minimal (Minimum Single Offset)
Lors d’un changement de mode, afin de réduire le temps nécessaire au lancement des
tâches du nouveau mode, Real a proposé [144] deux versions, avec et sans périodicité,
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d’un protocole dénommé Minimum Single Offset (MSO). Contrairement à ce qu’autorise
le protocole décrit précédemment, les nouvelles instances de tâches de l’ancien mode ne sont
plus activées dès que la demande de changement de mode est émise. Bien entendu, les ins-
tances déjà activées s’achèvent normalement. Ainsi, la version du protocole où la périodicité
n’est pas exigée est caractérisée par le délai après lequel les tâches du nouveau mode peuvent
être introduites. Si termine´es désigne les tâches devant se terminer dans l’ancien mode et
change´es désigne les tâches dont les paramètres sont modifiés dans le nouveau mode, le
délai Y après lequel les tâches du nouveau mode commencent leur exécution est donné par
la formule suivante :
Y =
∑
j∈anciennes∩change´es
Cj (2.24)
Cela correspond au pire cas, celui où la demande de changement de mode est survenue à
l’instant critique quand toutes les tâches commencent leur exécution.
En vue d’obtenir le délai relatif à la version du protocole qui conserve la périodicité, il est
nécessaire de tenir compte de toutes les instances des tâches inchangées dont les activations
vont devoir apparaître toujours selon le même modèle et sans aucune perturbation ni retard
lié au changement de mode en cours :
Y =
∑
j∈anciennes
Cj +
∑
j∈inchange´es
⌈
Y
Tj
⌉
Cj (2.25)
Il se peut que certaines tâches inchangées échangent des données, essentielles à leur fonction-
nement, avec les tâches de l’ancien mode, arrêtées durant la phase transitoire, et leurs
successeures dans le mode suivant qui, ne sont actives qu’après cet intervalle Y . La cohérence
du système peut être alors mise en danger.
Exemple 2.4. Soient trois tâches : τ1, τ2 et τ3. Les tâches peuvent s’exécuter dans un des
deux modes : modeI ou modeII . Les paramètres des tâches, selon le mode d’exécution, sont
présentés dans le Tableau 2.4
tâche modeI modeII
C T C T
τ1 1 3 1 3
τ2 2 4 1 4
τ3 1 6 2 6
Table 2.2 – Tâches de l’Exemple 2.4
Dans la version du protocole MSO sans périodicité, le délai Y après lequel les tâches
sont activées dans le modeII est calculé selon l’Equation 2.24 :
Y = 1 + 2 + 1 = 4
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Les tâches τ1, τ2 et τ3 sont toutes considérées comme des tâches changées. La Figure 2.8
illustre un changement de mode opéré selon le protocole MSO (la version sans périodicité)
pour l’ensemble de tâches dont il est question.
6 9 12 16 19 22
8 12 16 20
6 12 16 22
modeI modeIIY
τ1
τ2
τ3
Figure 2.8 – Minimum Single Offset sans périodicité
Dans la version du protocole MSO avec périodicité, le délai Y après lequel les tâches
sont activées dans le modeII est calculé selon l’Equation 2.25. Le calcul est réalisé en
appliquant une méthode itérative. La tâche τ1 est considérée comme une tâche inchangée
tandis que les autres tâches, τ2 et τ3, comme des tâches anciennes.
Y (0) = 2 + 1 +
⌈0
3
⌉
1 = 4
Y (1) = 2 + 1 +
⌈4
3
⌉
1 = 5
Y (2) = 2 + 1 +
⌈5
3
⌉
1 = 5
La Figure 2.9 illustre un changement de mode opéré selon la version du protocole MSO
conservant la périodicité pour l’ensemble de tâches données dans le Tableau 2.4.
2.5.2 Protocoles asynchrones
Puisque dans les protocoles asynchrones les tâches du nouveau mode sont déclenchées
pendant que celles de l’ancien mode sont encore en train de s’exécuter, la réactivité
du changement de mode est meilleure que dans le cas des protocoles synchrones. La
superposition momentanée de deux modes dans la phase transitoire produit temporairement
une charge de processeur plus élevée. Il est donc primordial, afin d’assurer l’ordonnançabilité
du système, d’évaluer correctement la charge supplémentaire engendrée par la transition.
Des tests adéquats sont proposés pour différentes politiques d’ordonnancement et règles de
changement de mode.
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Figure 2.9 – Minimum Single Offset avec périodicité
2.5.2.1 Priorité fixe
L’analyse d’ordonnançabilité pour les politiques à priorité fixe repose en général, comme
expliqué en 2.4.1, sur deux calculs : celui du taux d’utilisation et celui du pire temps de
réponse. Le calcul du taux d’utilisation a d’abord été utilisé pour vérifier la faisabilité
d’un ensemble de tâches dont le changement de mode obéit au premier protocole décrit
dans cette section (protocole de Sha, Rajkumar, Lehoczky et Ramamritham). Puis, il s’est
avéré que le calcul du taux d’utilisation ne permet pas, dans la phase transitoire dans
laquelle la régularité des activations des tâches est temporairement perturbée, de fournir
une estimation fiable de la charge effective du système durant cette période. Les protocoles
suivants sont donc plutôt basés sur le calcul du pire temps de réponse qui offre le moyen
d’évaluer, sur un intervalle de temps s’étendant sur deux modes différents, les interférences
que subit une tâche moins prioritaire imputable à l’exécution des tâches plus prioritaires des
modes différents. Ces protocoles se différencient entre eux par les comportements adoptés
par les tâches au regard du changement de mode. Leur analyse est construite, dans tous
les cas, sur la base de fenêtres temporelles qui permettent d’observer, à différents moments
de passage d’un mode à un autre, quelles tâches, à partir de quand et jusqu’à quand, sont
exécutées. Un groupe de tâches adopte un comportement bien précis pendant la transition
en fonction des règles définies par chacun des protocoles. L’analyse doit situer, au sein
de cette fenêtre d’observation, l’exécution de chaque tâche plus prioritaire s’exécutant en
préemptant la tâche dont le pire temps de réponse est recherché. Une fois que ce pire temps
est déterminé, il est comparé à la date d’échéance et le respect de cette dernière peut, ou
non, être constaté.
Protocole de Sha, Rajkumar, Lehoczky et Ramamritham Lehoczky a formulé [105]
un test exact pour vérifier l’ordonnancement d’un ensemble de tâches exécutées sous Rate
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Monotonic. En se basant sur ces travaux Sha et al. ont défini [151] un protocole déterminant
comment les tâches peuvent être enlevées et insérées dans cet ensemble. Ce protocole permet
qu’une nouvelle tâche soit intégrée à un ensemble de tâches à la condition que l’ensemble
nouvellement créé soit également ordonnançable. Les ressources temporelles libérées suite
à la suppression d’une tâche ne sont utilisables par les autres tâches qu’après la fin de
la période de la tâche supprimée. Bien que ce règlement semble bien-fondé, Tindell et al.
ont présenté [172] un contre-exemple qui relève l’insuffisance de ce protocole sous certaines
conditions.
Contre-exemple de Tindell. Soit un système pouvant se trouver dans un des deux modes
A ou B. Dans le mode A, s’exécutent les deux tâches τ1 et τ2 telles que : τ1 : C1 = 2, T1 =
D1 = 7 et τ2 : C2 = 40, T2 = D2 = 59. Dans le mode B, la tâche τ1 est remplacée par
une tâche τ1′ : τ1′ : C1′ = 6, T1′ = D1′ = 24. D’après l’équation 2.2 les taux d’utilisation
des modes A et B s’élèvent respectivement à 96% et 92%. Malgré ces taux d’utilisation,
dépassant la valeur seuil de l’algorithme, le test de Lehoczky (voir équations 2.6) montre que
ces deux ensemble sont ordonnançables. Ci-dessous les diagrammes illustrant les exécutions
du mode A et du mode B sont présentés.
0 7 14 21 28 35 42 49 56
590
τ1
τ2
(a) Mode A
0 24 48
0 59
τ1′
τ2
(b) Mode B
Figure 2.10 – Exécution des mode A et B sans changement de mode
La transition du mode A vers B à l’instant 8 est tout d’abord analysée. Conformément au
protocole, la tâche τ1′ est déclenchée pour la première fois après la fin de la période de la
tâche qui la précède à l’instant 14. La Figure 2.11(a) montre l’ordonnançabilité de cette
transformation.
Si le changement de mode se produit à l’instant 22, la date d’échéance de la tâche τ2 ne
sera pas respectée comme le montre la Figure 2.11(b). Le protocole ne garantit donc pas
toujours que le changement de mode soit réalisable.
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0 7 14 38 62
590 8
τ1, τ1′
τ2
(a) Changement de mode à l’instant 8
0 7 14 21 28 52
590 22
τ1, τ1′
τ2
(b) Changement de mode à l’instant 22
Figure 2.11 – Changement de mode A à mode B
Protocole de Tindell, Burns et Wellings Ayant démontré l’insuffisance de l’approche
présentée ci-dessus, Tindell, Burns et Wellings ont proposé [172] leur propre protocole qui
permet à un ensemble de tâches ordonnancées par Deadline Monotonic de traverser, de
manière asynchrone et en conservant leur périodicité, les différents modes d’un système. Le
protocole établit les règles suivantes pour les classes des tâches mentionnées ci-dessous :
• Les tâches d’ancien mode peuvent toutes s’achever indifféremment au changement de
mode en cours.
• La possibilité d’abandonner une tâche d’ancien mode au moment du changement de
mode n’est pas prévue.
• Vu que le protocole préserve la périodicité, les tâches inchangées continuent à s’exécuter
sans tenir compte de la transition de modes.
• Par contre, les tâches changées modifient leur schéma d’exécution de telle sorte que
la nouvelle version est toujours déclenchée après la fin de la période de l’ancienne.
• Les tâches entièrement nouvelles sont introduites avec un délai Yi ≥ 0 après l’instant
de changement de mode.
Pour les besoins de l’analyse d’ordonnançabilité, le protocole ne distingue que deux
groupes de tâches : les tâches changées et les tâches entièrement nouvelles. Les tâches
changées présentent une nouvelle et une ancienne version. Une tâche qui existe uniquement
dans l’ancien mode peut être modélisée comme une tâche changée dont le temps d’exécution
de la nouvelle version est égal à zéro. De même une tâche inchangée peut être représentée
par une tâche changée dont l’ancienne et la nouvelle version sont identiques.
L’analyse d’ordonnancement pendant le changement de mode est fondée sur l’approche
présentée par Audsley [14] (voir section 2.4.1). Les interférences que subissent des groupes
de tâches particuliers dans un intervalle de temps donné sont examinées en définissant des
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fenêtres temporelles qui reflètent la phase transitoire. Cela permet de prendre en compte
les interférences provenant de deux modes différents se succédant et d’avoir une perspective
assez large pour repérer le pire cas possible. Le calcul de la fenêtre repose sur une procédure
itérative commençant avec une taille initiale de celle-ci mise à nulle. Il s’achève lorsque la
longueur de la fenêtre n’augmente plus avec les prochaines itérations ou lorsque la charge
des interférences accumulées au sein de cette fenêtre est si importante que le dépassement
de l’échéance de la tâche examinée peut être constaté.
Les auteurs admettent que leur analyse contient un certain degré de pessimisme et
que, par conséquent, elle doit être considérée comme une condition suffisante mais pas
nécessaire. Nous présentons les analyses d’ordonnançabilité pour une ancienne version
de tâche changée, une nouvelle version de tâche changée et pour une tâche entièrement
nouvelle.
L’indice i sera employé pour désigner la tâche dont on cherche le pire temps de réponse
tandis que l’indice j désigne celles qui ont des priorités plus élevées que i.
Une ancienne version de tâche changée Afin de trouver le pire temps d’exécution
de la tâche τi une fenêtre Wi qui s’étend de la date d’activation ri de celle-ci jusqu’à sa fin
fi, est analysée (Figure 2.12). Le changement de mode a lieu après x unités de temps (tel
que : ri ≤ ri + x ≤ fi). Dans le cadre de cette fenêtre temporelle, l’exécution de la tâche τi
peut être préemptée par les tâches changées τj et les tâches entièrement nouvelles, de plus
haute priorité que celle-ci.
Tj Tj′
Yn
Tn
τchange´e
τnouvelle
τi
x
Wi
Figure 2.12 – Fenêtre Wi du protocole de Tindell, Burns et Wellings
En ce qui concerne l’impact des tâches changées, selon le rapport entre la tâche τi et
les deux versions de la tâche τj , trois cas particuliers peuvent se produire :
(1) seule l’ancienne version de la tâche τj est prioritaire,
(2) seule la nouvelle l’est,
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(3) tous les deux le sont.
Dans ce dernier cas, deux situations doivent encore être considérées. Le pire cas se produit
soit lorsque l’ancienne version partage l’instant critique avec la tâche τi (Figure 2.13) soit
lorsque la nouvelle est déclenchée immédiatement après le changement de mode (Figure 2.14).
Seul celui de ces deux cas qui engendre la plus grande interférence est considéré dans
l’analyse.
τj
Tj Tj Tj′
τj′
τi
x
Wi
Figure 2.13 – L’ancienne version de tâche τj est déclenchée au même moment que la
tâche τi
τj
Tj Tj′
τj′
τi
x
Wi
Figure 2.14 – Le déclenchement de la nouvelle version de tâche τj et le changement de
mode se produisent simultanément
Les interférences provenant de tâches entièrement nouvelles sont prises en compte à
partir des instants d’activation de celles-ci.
Une nouvelle version de tâche changée Pour évaluer le pire temps de réponse
d’une nouvelle version de tâche changée τi, deux fenêtres doivent être considérées : une
qui commence à l’instant du changement de mode (Figure 2.15) et l’autre qui recouvre
l’ancienne et la nouvelle version de la tâche τi (Figure 2.16).
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La première fenêtre, dénomméeWMC , correspond au cas dans lequel la nouvelle version
de la tâche τi est déclenchée en même temps que le changement de mode se produit. La
tâche τi peut partager son instant critique avec la nouvelle version de la tâche de plus
haute priorité τj ou alors avec la dernière instance de l’ancienne version de celle-ci activée
immédiatement avant le changement de mode. La figure 2.15 illustre ces deux cas. Celui
des deux qui génère la charge la plus importante est ensuite considéré.
(b)
(a)
0 4 7 10 14 15 19 20
0 4 7 10 13 2016
Tj Tj Tj′ Tj′
Tj Tj Tj Tj′
WMC
Cj
Cj
Cj′ Cj′
Cj Cj′
Figure 2.15 – (a) : La nouvelle version de la tâche τj est activée tout de suite après le
changement de mode.
(b) : L’ancienne version de la tâche τj est activée juste avant le changement
de mode.
La deuxième fenêtre, désignée WOMVi (x), est fixée à partir de la date d’activation
de l’ancienne version de la tâche changée τi jusqu’à la fin d’exécution de sa nouvelle
version. Le changement de mode s’effectue après un certain temps x à partir du début de
la fenêtre. Il est nécessaire d’analyser cette deuxième fenêtre car des tâches qui interfèrent
avec l’exécution de la nouvelle version de τi peuvent subir l’interférence de son ancienne
version (par exemple, une tâche entièrement nouvelle, activée avant que la nouvelle version
de τi ne démarre, peut être préemptée par son ancienne version). Pour estimer la longueur
de cette fenêtre, il est nécessaire de prendre en considération les temps d’exécution de
l’ancienne et de la nouvelle version de τi ainsi que de l’interférence générée par les tâches
changées τj et les tâches entièrement nouvelles τn plus prioritaires que τi.
Une tâche entièrement nouvelle Comme une tâche entièrement nouvelle est intro-
duite Yi unités de temps après un changement de mode, son ordonnançabilité peut être
étudiée à l’aide de la fenêtre WMCi déjà définie pour les tâches changées dans le nouveau
mode.
Protocole de Pedro et Burns Le protocole précédent permet, dans certains cas, de
rendre la transition faisable en augmentant les délais après lesquels sont introduites les
tâches entièrement nouvelles. Néanmoins, même en allongeant ces délais à l’infini, étant
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Figure 2.16 – La fenêtre WOMVi (x)
donné que les tâches changées sont contraintes par leurs anciennes et nouvelles périodes,
il n’est pas toujours possible de garantir l’ordonnançabilité pour un ensemble de tâches
lors d’un changement de mode. Pedro et Burns [130, 131] ont proposé un protocole dans
lequel tous les types de tâches, voire les tâches changées et non-changées, peuvent être
déclenchées dans un nouveau mode après un délai donné. Il est toujours possible de trouver
une solution au problème de l’ordonnançabilité en choisissant des délais suffisamment larges
pour ces types de tâches. Mais cela se réalise au détriment de leur périodicité. D’ailleurs,
contrairement au protocole de Tindell, les auteurs admettent la possibilité d’abandonner
certaines tâches d’ancien mode à l’instant d’arrivée d’une requête de changement de mode.
Le protocole de Pedro et Burns peut se résumer par les points suivants :
• Les exécutions des tâches d’ancien mode, à l’exception des tâches abandonnées (voir
le point suivant), sont menées jusqu’à leurs termes.
• Les tâches abandonnées s’arrêtent toutes au moment du changement de mode et sont
ôtées de l’ensemble de tâches à exécuter.
• Les anciennes versions des tâches inchangées τi finissent leurs exécutions comme des
tâches d’ancien mode (voir le premier point). Les nouvelles instances sont lancées
Yi unités de temps après l’instant de changement de mode. La valeur de Yi doit
être supérieure ou égale à la période de la tâche (Yi ≥ Ti). Ainsi, bien que tous
les paramètres des tâches restent invariants, leur première instance dans le nouveau
mode sera retardée ce qui entraîne une perte de périodicité.
• Les anciennes versions de tâches changées τi terminent leurs instances, pendant
lesquelles intervient la demande de changement de mode, conformément aux para-
mètres de l’ancien mode. Ceux-ci seront modifiés dès le lancement de la première
nouvelle instance Yi unités de temps après le changement de mode. La valeur de Yi
est bornée inférieurement par la période d’ancienne version (Yi ≥ Ti(ancienne)).
• Les tâches entièrement nouvelles sont activées Yi unités de temps (Yi ≥ 0) après le
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changement de mode.
Les tâches décrites ci-dessus sont regroupées, pour les besoins de l’analyse d’ordonnanç-
abilité, en deux classes : la classe des tâches anciennes et la classe des tâches nouvelles.
La première rassemble toutes les tâches dont les instances sont activées avant le change-
ment de mode. Elle comprend les tâches d’ancien mode ainsi que les anciennes versions
des tâches changées et inchangées. Les instances déclenchées après le changement de mode,
tâches entièrement nouvelles mais aussi nouvelles versions des tâches changées et inchan-
gées, sont considérées comme des tâches nouvelles. Quoique le calcul des pires temps de
réponse soit plus simple que celui du cas précédent, l’analyse n’évite pas une certaine
surestimation et propose ainsi une condition suffisante mais pas nécessaire. Voici les points
les plus importants concernant l’analyse des tâches anciennes et des tâches nouvelles.
La notion introduite auparavant, qui désigne par un indice i la tâche dont le pire temps
de réponse est évalué et par des indices j celles qui sont plus prioritaires, sera conservée
tout au long de cette section.
Tâche ancienne Pour estimer le pire temps de réponse d’une tâche ancienne τi, on
considérera une fenêtre Wi. Elle prend son origine au moment de l’activation de τi et se
termine à sa fin d’exécution. L’instant du changement de mode survient x unités de temps
après l’origine de Wi. Pendant l’intervalle de temps défini par Wi, la tâche τi d’ancien
mode peut subir des interférences de tâches plus prioritaires de trois types : des tâches
anciennes terminées qui ont été lancées avant le changement de mode (dont les anciennes
versions de tâches changées et inchangées), des tâches abandonnées à cet instant-là et
toutes les tâches nouvelles (dont les nouvelles versions des tâches changées et inchangées)
introduites Yi unités de temps après x (voir Figure 2.17). Concernant les dernières instances
des tâches abandonnées coïncidant avec l’instant du changement de mode, il se peut que
certaines d’entre-elles soient avortées sans avoir réalisé la totalité de leur travail. Il est
difficile d’évaluer précisément cette quantité sans connaître le schéma d’exécution exact de
toutes les tâches. On suppose, dans le pire cas, que le temps d’exécution de cette instance
ne dépasse ni son pire temps d’exécution ni l’intervalle séparant sa date d’activation et la
date du changement de mode (voir Figure 2.18).
∑
j∈abandonne´es
min
(
x−
⌊
x
Tj
⌋
Tj , Cj
)
(2.26)
Néanmoins, cette supposition s’avère pessimiste car elle considère que la dernière instance
de la tâche abandonnée est, à chaque instant, éligible (le temps du processeur lui est
toujours accordé), sans tenir compte des exécutions de tâches plus prioritaires.
Tâche nouvelle Le pire temps de réponse d’une nouvelle tâche τi est déterminé à
l’aide d’une fenêtre WMC qui s’étend, comme dans le protocole précédent, depuis l’instant
de changement de mode jusqu’à la fin d’exécution de τi. Les dernières instances des tâches
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Figure 2.17 – Fenêtre Wi et interférences des tâches abandonnées, terminées et nouvelles
sur la tâche τi
terminées de plus haute priorité ainsi que de nouvelles tâches qui peuvent préempter la
tâche τi sont à l’origine d’interférences dont la présence doit être prise en compte pour
estimer la longueur de la fenêtre (voir Figure 2.19).
Protocole de Real et Crespo Les deux derniers protocoles montrent qu’il existe une
divergence entre exigence de périodicité et souplesse avec laquelle l’ordonnançabilité de la
transition est mise au point. Dans le protocole de Pedro, toutes les tâches appartenant à la
classe des tâches inchangées sont lancées pour la première fois dans le nouveau mode avec
des délais, ce qui perturbe leur périodicité, mais permet d’assurer leur ordonnançabilité. Le
protocole de Tindell conserve au contraire la périodicité de chacune de ces tâches mais ne
laisse aucune marge de manœuvre pour assurer l’ordonnançabilité lorsque la transition n’est
pas faisable. Le protocole de Real et Crespo [143], présenté ci-dessous, essaie de réconcilier
les atouts des protocoles précédents en permettant que, dans un ensemble de tâches inchan-
gées, cohabitent des tâches qui gardent leur périodicité et d’autres qui y renoncent afin de
garantir l’ordonnançabilité. Ainsi, la classe des tâches inchangées comporte des tâches qui
s’exécutent en respectant toujours l’exigence de périodicité et d’autres dont la première
exécution, après l’instant de changement de mode, est retardée par un délai. Les détails du
protocole sont les suivants :
• Les tâches d’ancien mode, à l’exception des tâches abandonnées (voir ci-dessous),
s’achèvent normalement.
• Après l’instant de changement de mode, les tâches abandonnées ne sont plus exécutées.
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Figure 2.18 – (a) : La tâche abandonnée arrête son exécution au moment du changement
de mode.
(b) : Le changement de mode n’impacte pas l’exécution de la tâche
abandonnée.
• Une nouvelle version de tâche inchangée est introduite Zi unités de temps après la
fin de la période de son ancienne version. Le délai Zi peut prendre des valeurs égales
ou supérieures à zéro. Dans le cas où Zi est égal à zéro, la périodicité de la tâche est
préservée.
• Par analogie au protocole de Pedro, une nouvelle version de tâche changée est activée
Yi unités de temps après le changement de mode. La valeur de Yi n’est pas infé-
rieurement bornée par la période de son ancienne version, mais est censée être
suffisamment grande pour assurer la cohérence de la transition : en particulier le
cas où la nouvelle version entame son exécution avant que l’ancienne ne termine la
sienne doit être évité. Il faut également noter que le changement de mode interrompt
l’exécution de l’ancienne version dont la partie restant à exécuter est immédiatement
abandonnée 1.
• Les tâches entièrement nouvelles sont activées avec un délai Yi après l’instant de
changement de mode.
Selon la valeur de Zi, le protocole peut être considéré comme asynchrone avec périodicité
(∀i : Zi = 0) ou asynchrone sans périodicité (∃i : Zi > 0). Le pire temps de réponse d’une
tâche τi en présence de différentes tâches de plus haute priorité τj est recherché.
Ancienne tâche Le pire temps de réponse d’une ancienne tâche τi, pendant le
changement de mode qui a lieu à l’instant x, est examiné au moyen d’une fenêtreWi. Celle-ci
1. Si l’achèvement de l’ancienne version est préféré, il est toujours possible de modéliser ce comportement
en fusionnant une tâche ancienne terminée avec une tâche entièrement nouvelle.
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Figure 2.19 – Exécution d’une nouvelle tâche τi en présence d’une ancienne tâche terminée
τtermine´e et d’une tâche nouvelle τnouvelle.
(Figure 2.20) encadre l’exécution de la tâche τi depuis son activation jusqu’à sa terminaison.
Les tâches de l’ancien mode (tâches terminées, tâches abandonnées ainsi que tâches inchan-
gées et tâches changées qui poursuivent dans le nouveau mode) et celles déclenchées pour
la première fois dans celui-ci (tâches entièrement nouvelles) doivent être comptées parmi
les interférences que subit la tâche τi si elles préemptent cette tâche. Le protocole de Real
et Crespo définit le comportement des tâches anciennes terminées, anciennes abandonnées,
changées et entièrement nouvelles de la même manière que le protocole de Pedro. Leurs
interférences peuvent donc être décrites à l’aide des mêmes méthodes. Quant aux tâches
inchangées, comme leurs nouvelles versions peuvent être lancées avec des délais, ces derniers
doivent être incorporés dans le calcul des interférences.
Nouvelle tâche Le temps de réponse d’une nouvelle tâche τi, lancée Yi unités de
temps après le changement de mode, est examiné en analysant les interférences dans la
fenêtre WMC qui s’étend de l’instant du changement de mode à la fin de l’exécution de
τi (Figure 2.21). Ces interférences peuvent provenir des dernières instances des tâches
anciennes terminées, qui, dans le pire cas, peuvent être déclenchées juste avant l’instant du
changement de mode, des nouvelles versions des tâches inchangées, des nouvelles versions
des tâches changées ainsi que des tâches entièrement nouvelles.
Les interférences dues aux nouvelles versions de tâches changées et des tâches entièrement
nouvelles, car leur modèle de transition n’est pas modifié, sont traitées comme dans l’analyse
d’une tâche ancienne du protocole de Pedro.
L’interférence produite par des tâches inchangées, dont le schéma de transition se
distingue des autres protocoles, demande sa propre analyse. Tout d’abord, comme illustré
par la Figure 2.22, il faut examiner deux cas :
(1) la dernière instance de la tâche τi est lancée exactement au moment du change-
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τnouvelle
τi
x
Wi
Figure 2.20 – La fenêtre Wi encadrant l’exécution d’une ancienne tâche τi en présence
d’une ancienne tâche terminée τtermine´e, d’une ancienne tâche abandonnée
τabandonne´e, d’une tâche inchangée τinchange´e, d’une tâche changée τchange´e
et d’une tâche entièrement nouvelle τnouvelle.
ment de mode ; cela implique que la première instance dans le nouveau mode
sera activée Zi unités de temps après la fin de la période de l’antérieure,
(2) le déclenchement de la première instance de la tâche τi dans le nouveau mode
Zi unités de temps après l’instant du changement de mode.
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Figure 2.21 – FenêtreWMC encadrant l’exécution d’une nouvelle tâche τi activée avec un
délai Yi en présence de la dernière instance d’une ancienne tâche terminée
τtermine´e, une tâche inchangée τinchange´e, une tâche changée τchange´e et une
tâche entièrement nouvelle τnouvelle.
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Wi
Figure 2.22 – (a) : La dernière instance dans l’ancien mode de la tâche τinchange´e est
déclenchée à l’instant du changement de mode x = 4.
(b) : La première instance dans le nouveau mode de la tâche τinchange´e
est déclenchée Zi unités de temps après la fin de la période de la dernière
instance invoquée dans l’ancien mode.
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2.5.2.2 Priorité dynamique
La demande processeur [24] (voir section 2.4.2) paraît être un choix pertinent pour
l’analyse de la phase transitoire d’un changement de mode asynchrone sous EDF. Plusieurs
questions se posent cependant, dont celle de la détermination de la durée de l’intervalle
d’étude. D’autre part le taux d’utilisation, ne permettant pas de garantir l’ordonnançabilité
dans le cadre de protocoles de changement de mode avec des priorités fixes, peut permettre
de constituer dans le cas d’EDF, sous certaines conditions, un test que sa simplicité rend
applicable en ligne.
Protocole d’Andersson Reprenant l’idée du protocole de Sha [151] (début de la section
2.5.2.1), Björn Andersson [11] propose un test d’ordonnançabilité pour les systèmes de
tâches utilisant le même mécanisme du changement de mode mais sous EDF. Si la demande
du changement de mode est observée à l’instant tr, l’ancienne version d’une tâche τ1i ne
peut être remplacée par une nouvelle version τ2i qu’à la fin de sa période T 1i . Cet instant
désigné par transitioni est tel que : tr ≤ transitioni < tr + T 1i . Un système de n tâches
est ordonnançable pendant un changement de mode se produisant à l’instant tr, si dans
tous les intervalles ∆ = [t0, t1] tels que t0 ≤ tr ≤ t1, la demande de ressource processeur ne
dépasse pas sa capacité :
n∑
i=1
(⌊
transitioni − t0
T 1i
⌋
C1i +
⌊
t1 − transitioni
T 2i
⌋
C2i
)
≤ ∆ (2.27)
La longueur des intervalles à vérifier est limitée par la borne :∑n
i=1C
1
i
1−max
(∑n
i=1
C1i
T 1i
,
∑n
i=1
C2i
T 2i
) < ∆ (2.28)
tr transition2
transition1
τ11
τ12
τ21
τ22
T 12 T
2
2
T 11 T
2
1
Figure 2.23 – Changement de mode dans le protocole d’Andersson
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Protocole proposé Le protocole, pour lequel est proposé le test ci-dessous, est relati-
vement simple. Suite à une demande de changement de mode :
• les tâches entièrement nouvelles (nouvelles) commencent à s’exécuter sans délai,
• les tâches d’ancien mode (anciennes) achèvent leurs dernières instances.
Dans le protocole d’Andersson le groupe des tâches entièrement nouvelles ou celui des
anciennes complétées ne sont pas explicitement considérés. Les tâches de ces groupes,
comme dans certains protocoles asynchrones avec priorité fixe, peuvent être représentées en
choisissant judicieusement les paramètres de leurs anciennes (C1i , T 1i ) et nouvelles (C2i , T 2i )
versions. En considérant seulement ces deux groupes de tâches (pas de tâches changées)
la complexité du test d’ordonnançabilité peut être significativement réduite. Pour la clarté
de l’analyse, les tâches inchangées ne sont pas considérées mais celles-ci peuvent être
introduites plus tard sans grande modification.
L’hypothèse préalablement formulée est que le démarrage synchrone de toutes les tâches
anciennes et nouvelles à l’instant du changement de mode constitue le pire cas. Si l’ordon-
nançabilité du système à cet instant peut être prouvée, alors celui-ci est ordonnançable
pour tout autre instant du changement de mode.
Ti+1
Ti
τanciennei
τanciennei+1
τnouvellen
Figure 2.24 – Changement de mode dans le protocole proposé
L’analyse du pire cas (Figure 2.24) revient de facto à étudier l’ordonnançabilité d’un
ensemble de tâches composé de tâches apériodiques (les dernières instances des tâches
d’ancien mode) et de tâches périodiques (les tâches de nouveau mode). En suivant le même
raisonnement que pour l’analyse de tâches synchrones (voir section 2.4.2 ou [24]), l’ensemble
de tâches est ordonnançable si dans chaque intervalle [0, t], où t est le temps écoulé depuis
le changement de mode, les ressources du processeur demandées par les tâches d’ancien et
de nouveau mode ne dépassent pas le temps de processeur disponible dans cet intervalle.
∑
i∈nouvelles
⌊
t
Ti
⌋
Ci +
∑
i∈anciennes
H(t− Ti) · Ci ≤ t (2.29)
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où H est une fonction de Heaviside définie par :
H(x) =
{
0, si x < 0
1, si x ≥ 0. (2.30)
En supposant que l’on ordonne les périodes de n tâches d’ancien mode par ordre croissant
et que Tk soit la k-ième plus longue période. Pour tout t dans l’intervalle [Tk, Tk+1],
l’inégalité 2.29 se réécrit comme :∑
i∈nouvelles
⌊
t
Ti
⌋
Ci +
∑
{i∈anciennes:Ti≤Tk}
Ci ≤ t (2.31)
Si la condition suivante est vérifiée :∑
i∈nouvelles
Ui +
∑
{i∈anciennes:Ti≤Tk}Ci
Tk
≤ 1 (2.32)
alors, les termes de la partie gauche majorant ceux de la partie gauche de 2.31, l’ordon-
nançabilité dans l’intervalle [Tk, Tk+1] est vérifiée.
Cette relation doit être étendue à tous les intervalles [0, T1], [T1, T2], . . . , [Tn,∞] pour
que l’ordonnançabilité du système puisse être prouvée.∑
i∈nouvelles
Ui + max
k
{∑
{i∈anciennes:Ti≤Tk}Ci
Tk
}
≤ 1 (2.33)
Exemple 2.5. Soit un système opérant dans un des deux modes, ancien ou nouveau, dont
les tâches sont résumées dans le tableau ci-dessous.
tâche Ci Ti mode
τ1 3 8 ancien
τ2 2 6 ancien
τ3 1 3 nouveau
Table 2.3 – Tâches d’ancien et de nouveau mode
Les taux d’utilisation du processeur de chacun de ces deux modes s’élèvent respectivement
à Uancien = 1724 ≈ 71% pour l’ancien mode, et à Unouveau = 13 ≈ 33% pour le nouveau mode,
leur somme étant supérieure à 1. Pour vérifier l’ordonnançabilité de ce système pendant le
changement de mode, la condition 2.33 doit être appliquée :
1
3 + max
{2
6 ,
5
8
}
= 2324 ≤ 1
La Figure 2.25 confirme la thèse de l’ordonnançabilité du système étudié dans cet exemple.
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Figure 2.25 – Exemple d’un système à deux modes avec une transition opérée selon le
protocole proposé
La formule 2.33 fournit une condition seulement suffisante. Si elle ne peut être vérifiée
sur l’un des intervalles définis par les périodes des tâches d’ancien mode, il est alors
nécessaire de tester la condition 2.29 donnée au départ.
Afin de limiter la durée maximale des intervalles qui doivent être analysés, une borne
de faisabilité doit être déterminée. La borne de faisabilité est obtenue en appliquant le
même raisonnement que celui proposé par Baruah dans le travail concernant Recurring
Branching [25] (formule 2.21 dans la section 2.4.2). S’il existe un intervalle tel que le temps
du processeur demandé par des tâches qui doivent s’exécuter dans ses limites dépasse sa
longueur, le système est infaisable :∑
i∈nouvelles
⌊
t
Ti
⌋
Ci +
∑
i∈anciennes
H(t− Ti) · Ci > t (2.34)
Dans ce cas la condition suivante est vérifiée :∑
i∈nouvelles
t
Ti
Ci +
∑
i∈anciennes
Ci > t (2.35)
Cela donne une borne de faisabilité :∑
i∈anciennesCi
1−∑i∈nouvelles Ui > t (2.36)
Tâche élastique Le fonctionnement d’un système affecté momentanément d’une charge
excessive, impossible à réaliser sans pénaliser les activités et les calculs en cours, peut se
dégrader au point de ne plus respecter ses échéances temporelles. Buttazzo et al. [37, 42, 40]
proposent un modèle de tâche temps réel dont le taux d’utilisation s’adapte en fonction de
l’accessibilité aux ressources processeur, réduisant sa consommation en ressources lorsqu’elles
ne sont pas suffisantes et l’augmentant lorsqu’elles le sont. Par analogie avec la loi élastique
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linéaire énoncée par Robert Hooke, une tâche τi(Ci, Ti0 , Timin , Timax , ei) est caractérisée par
trois périodes (nominale Ti0 , minimale Timin , maximale Timax) et un coefficient d’élasticité
ei. La période courante ainsi que le taux d’utilisation Ui de la tâche dépendent de ei.
La période de la tâche peut ainsi varier entre Timin et Timax , ce qui permet d’ajuster
dynamiquement son taux d’utilisation et d’en attribuer une partie à des tâches nouvelles.
Le coefficient ei détermine son degré d’adaptabilité. Les auteurs présentent un algorithme
qui, étant donné l’abaissement demandé du taux d’utilisation de l’ensemble des tâches,
calcule de combien la période de chaque tâche peut être rallongée. Les tâches, dès que
le système sort d’une phase du surcharge, reviennent à leurs périodes et à leurs taux
d’utilisation nominaux.
Lorsqu’arrive une demande de réduction du taux d’utilisation des tâches du système,
leurs périodes sont, selon cet algorithme, immédiatement prolongées et le taux d’utilisation
s’abaisse en proportion de cet allongement. Les tâches nouvelles disposent donc du taux
d’utilisation libéré par ces tâches. Néanmoins, cette ressource n’est pas disponible immédia-
tement comme le montre l’exemple suivant [42].
Exemple 2.6. Soit un ensemble de tâches dont les caractéristiques sont donnés dans le
Tableau 2.4.
tâche Ci Ti0 Timin Timax ei
τ1 5 10 10 20 1
τ2 5 10 10 10 0
τ3 1 4 4 4 0
Table 2.4 – Ensemble de tâches avec une tâche élastique
Initialement, les tâches τ1 et τ2 s’exécutent. En supposant qu’à l’instant 5, la tâche τ3
doive intégrer l’ensemble des tâches. Le taux d’utilisation est égal à 1 ce qui ne permet pas
que la tâche τ3, ayant comme taux d’utilisation du processeur 0.25, soit insérée dans cet
ensemble sans modifier les paramètres des tâches τ1 et τ2. La tâche τ1 est la seule dont
la période peut être rallongée. Celle-ci est donc fixée à 20 et le taux d’utilisation de τ1
diminue de 0.25. Cette diminution peut ensuite être allouée à la tâche τ3. La question est
de savoir à partir de quand les ressources libérées sont accessibles. Comme illustré par la
Figure 2.26(a), si la tâche τ3 démarre à l’instant 5, la tâche τ2 dépasse son échéance. En
effet, 5 unités de temps du processeur ont été accordées à la tâche τ1 sur l’intervalle de 10
unités et à l’instant de l’insertion de la nouvelle tâche, elles sont déjà consommées. Pour
cette raison, c’est à partir de l’instant 10 que les ressources sont libérées et que la tâche τ3
peut en profiter pleinement comme montré à la Figure 2.26(b).
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(a) Activation d’une tâche nouvelle à l’instant 5
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(b) Activation d’une tâche nouvelle à l’instant 10
Figure 2.26 – Insertion d’une tâche nouvelle dans un ensemble contenant une tâche
élastique
Pour une tâche τi qui a été activée à l’instant ri et qui change son taux d’utilisation
de Ui à U ′i à l’instant t, après s’être exécutée ei(t) unités de temps, Buttazzo et al. [42]
constatent qu’une allocation des ressources ei(t) a été faite sur l’intervalle [ri, δi] tel que :
Ui =
e(t)
δi − ri (2.37)
Le taux d’utilisation Ui − U ′i est disponible pour d’autres tâches à partir de l’instant δi :
δi = di − ci(t)
Ui
(2.38)
où ci(t) = Ci − ei(t) et di = ri + Ti est la date d’échéance de la tâche τi.
Cet instant a été défini encore plus précisément en [79], permettant d’accéder aux ressources
libérées avec un délai raccourci.
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2.5.3 Protocoles pour multicœurs
L’arrivée des architectures multicœurs a posé de nouveaux défis à l’étude de l’ordon-
nançabilité. Si l’utilisation de plusieurs processeurs offre une meilleure efficacité et de
meilleures performances, elle ajoute aussi une nouvelle dimension au problème de l’ordon-
nançabilité étudié auparavant. Les protocoles et les analyses pour le changement de mode
ne considéraient jusqu’à présent qu’un seul processeur. Il n’est pas simple, compte tenu
de la migration de tâches entre processeurs, de déterminer quels processeurs sont alloués
aux tâches au moment du changement de mode. Les protocoles de changement de mode
existants à l’heure actuelle dans le contexte multicœurs sont des extensions du protocole
du délai minimal (Minimum Single Offset) présenté en section 2.5.1.2.
Nelis, Goossens et Andersson en ont proposé deux versions pour le multicœur :
• multiprocesseur synchrone délai minimal,
Synchronous Multiprocessor Minimum Single Offset, SM-MSO [120, 122, 123],
• multiprocesseur asynchrone délai minimal,
Asynchronous Multiprocessor Minimum Single Offset, AM-MSO [120, 123].
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Figure 2.27 – Synchronous Multiprocessor Minimum Single Offset
Le principe de ces deux protocoles est le même que celui du protocole original : à partir de
l’instant du changement de mode, les nouvelles instances des tâches ne sont plus activées et
celles déjà en cours se terminent normalement. Les tâches de nouveau mode sont déclenchées
différemment dans chacun des protocoles. Dans SM-MSO, elles ne sont introduites qu’après
la fin de toutes les tâches de mode ancien (Figure 2.27). Dans AM-MSO, une première tâche
de nouveau mode peut commencer son exécution sur un des processeurs libre lorsqu’il
n’y a plus de tâche d’ancien mode à ordonnancer (Figure 2.28). Cependant, les auteurs
reconnaissent que cette approche n’est pas toujours optimale en termes des délais observés
57
tt
t
P1
P2
P3
τ11 τ
1
6
τ21
τ12 τ
1
4 τ
2
2 τ
2
4
τ13 τ
1
5
τ23 τ
2
5
tidle1 t
idle
2 t
idle
3
Figure 2.28 – Asynchronous Multiprocessor Minimum Single Offset
et un algorithme pour ordonnancer les tâches de nouveau et d’ancien mode pendant la
phase transitoire, sans priorité pour ces dernières, serait à proposer.
Exemple 2.7. Soient trois processeurs P1, P2, P3 sur lesquels s’exécutent 6 tâches apério-
diques : τ1, τ2, τ3, τ4, τ5 et τ6. Chacune de ces tâches τi a une version dans un des deux
mode d’exécution : τ1i dans le premier mode et τ2i dans le second mode. Les pires temps
d’exécution des tâches, selon leur mode d’exécution, sont comme suit :
τ1 τ2 τ3 τ4 τ5 τ6
c1i 3 1 2 3 1 2
c2i 5 1 3 3 4 0
La Figure 2.27 illustre un changement de mode opéré pour cet ensemble de tâches selon
le protocole SM-MSO et, sur la Figure 2.28, selon le protocole AM-MSO. L’instant tidlei
désigne un instant auquel i processeurs ont fini l’exécution des tâches d’ancien mode.
L’analyse de ces deux protocoles ne porte sur aucune politique d’ordonnancement
spécifique, en faisant toujours l’hypothèse de l’allocation de tâches au moment du change-
ment de mode la pire possible. Elle cherche simplement à obtenir des bornes sur les délais
après lesquels les tâches de nouveau mode sont activées. Dans ce qui suit, m représentera
le nombre de processeurs et c1, c2 . . . , cn les pires temps d’exécution des tâches d’ancien
mode en ordre croissant (c1 ≤ c2 ≤ . . . ≤ cn).
Le temps à partir duquel les nouvelles tâches sont ordonnancées dans SM-MSO coïncide
avec la fin d’exécution de la dernière tâche de l’ancien mode. Une tâche d’ancien mode τi,
avant le passage au nouveau mode, est activée pour la dernière fois à l’instant talloci . Cet
instant, si hp(τi) désigne l’ensemble des tâches plus prioritaires que la tâche τi, est borné
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supérieurement par la valeur de tˆalloci telle que :
tˆalloci =

0 si m ≥ n
1
m
∑
τj∈hp(τi)
cj sinon (2.39)
La tâche τi sera finie à l’instant tcompi , ci temps après le début de son exécution : t
comp
i =
talloci + ci. A l’aide des deux relations précédentes, les auteurs prouvent qu’aucune tâche τi
ne termine son exécution après le temps tˆcompi (borne supérieure).
tˆcompi =

cn si m ≥ n
1
m
n∑
j=1
cj +
(
1− 1
m
)
cn sinon
(2.40)
C’est au plus tard à cet instant-là que les tâches de nouveau mode seront activées.
Les ressources des processeurs, dans la version asynchrone du protocole, AM-MSO, sont
libérées graduellement. Au fil des instants tidlei , plus petit instant auquel i processeurs ont
fini l’exécution des tâches d’ancien mode, les processeurs sont attribués, l’un après l’autre,
aux tâches de nouveau mode. L’analyse cherche à trouver combien de temps après la requête
de changement de mode au moins k processeurs sont disponibles. Elle part du constat qu’à
l’instant tidle1 , où un premier processeur devient libre, il n’y a plus de tâche d’ancien mode
à ordonnancer sur un des m − 1 processeurs restants. Chacun de ces processeurs exécute
encore une tâche d’ancien mode. Dans le pire cas, k processeurs seront libres après le temps
cn−m+k. Cet instant est borné par l’expression suivante :
tˆidlek =

0 si (n ≤ m) ∧ (m− n ≥ k)
ck−m+n si (n ≤ m) ∧ (m− n < k)
n−m+k−1max
i=0
{∑n
j=1 cj −
∑i+m−k+1
j=i+1 cj
m
+
∑i+m−k+1
j=i+1 cj
m− k + 1
}
sinon
(2.41)
Les améliorations ultérieures apportées à ces deux protocoles s’articulent autour de
trois axes. Tout d’abord, Niels et al. [121] ont intégré les tâches inchangées dans l’analyse.
Ensuite ils ont réévalué les bornes avec global EDF comme politique d’ordonnancement.
Finalement, Yomsi et al. [175] ont intégré à l’analyse des facteurs déterminant les vitesses
auxquelles chacun des processeurs exécute des tâches.
2.5.4 Changement de mode dans l’analyse compositionnelle d’un système
Le besoin croissant de pouvoir assembler des systèmes à partir de différents composants,
chacun réalisant une certaine fonctionnalité, afin d’obtenir, par coopération et synthèse,
le comportement d’ensemble souhaité, a suscité l’émergence de plusieurs méthodes et
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techniques de composition. En contexte temps-réel, le point crucial est d’assurer que les
ressources allouées à chaque composant sont suffisantes pour que celui-ci remplisse sa
fonction dans les délais de temps imposés. L’analyse d’ordonnançabilité d’un système conçu
de manière compositionnelle évalue son fonctionnement global sur la base des informations
concernant les exigences temporelles de ses composants et du schéma selon lequel les
ressources leur sont allouées. Les exigences temporelles des composants ainsi que l’allocation
des ressources peuvent changer de mode de fonctionnement pour mieux suivre l’évolution
du processus contrôlé au sein d’un environnement dont les paramètres peuvent être sujets
à de possibles variations. Les points qui suivent présentent les méthodes permettant de
modéliser, dans les conditions dynamiques du changement de mode, le comportement
temporel et de vérifier la faisabilité de tels systèmes, moyennant une description de leurs
composants.
Real-Time Calculus Le Real-Time Calculus [169, 134, 167], qui trouve son origine dans
le Network Calculus [104], une méthode pour analyser les flux de données dans les réseaux,
propose une vision du système représenté par un ensemble de blocs interconnectés. Chaque
bloc transforme des flux arrivant à ses entrées et les transfère vers d’autre blocs reliés à ses
sorties. Deux types des flux sont considérés : les flux d’événements et les flux de service.
Les flux d’événements α sont traités dans les blocs moyennant des ressources délivrées par
des flux de service β. A la suite de ce traitement, les flux β′ des ressources qui n’ont pas
été utilisées ainsi que les flux α′ des événements exécutés sortent de chaque bloc et peuvent
rejoindre les entrées d’autres blocs.
β
β′
α α′
(a) Bloc de base
β1
α1 α
′
1
β′1
β′2
α2 α
′
2
β3
α′3
β′3
(b) Exemple d’un système
Figure 2.29 – Real-Time Calculus : du bloc de base à la composition d’un système
Si R[s, t] désigne le nombre d’événements qui arrivent dans l’intervalle de temps [s, t],
le couple α = [αu, αl] décrit ce flux par la relation suivante :
αl(t− s) ≤ R[s, t] ≤ αu(t− s) ∀s < t (2.42)
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αl(∆) et αu(∆) représentent respectivement les bornes inférieure et supérieure sur le
nombre d’événements qui peuvent arriver dans n’importe quel intervalle de temps de
longueur ∆.
De même, si C[s, t] désigne la quantité de ressources, comme par exemple les cycles de
processeur, délivrée dans l’intervalle de temps [s, t], le couple β = [βu, βl], qui est associé
à ce flux, satisfait la relation ci-dessous :
βl(t− s) ≤ C[s, t] ≤ βu(t− s) ∀s < t (2.43)
βl(∆) et βu(∆) représentent respectivement les borne inférieure et supérieure sur le nombre
de ressources disponibles dans n’importe quel intervalle de temps de longueur ∆.
Cette abstraction permet d’exprimer des processus d’arrivée beaucoup plus complexes
que les processus périodiques. Ces derniers peuvent toujours être obtenus en appliquant les
mêmes méthodes que pour le calcul de demande totale du processeur (voir formule 2.18 dans
la section 2.4.2). Pour les processus d’arrivée, qui peuvent être représentés par une machine
d’états finis, Wandeler, Maxiaguine et Thiele [177] proposent un algorithme qui détermine
les bornes les caractérisant. Wandeler [176], sur l’exemple de deux machines d’états finis,
dont l’une représente l’ordre dans lequel se font les demandes d’accès aux données et
l’autre une mémoire cache qui enregistre des copies des données les plus récemment utilisées
afin d’en réduire temps d’accès, montre comment coupler plusieurs processus corrélés afin
d’obtenir une représentation qui tienne compte de leurs dépendances.
Cette caractérisation des flux d’événements et de services rend possible une évaluation
de la performance du système. La taille des files d’attente Buf doit être plus grande que
le nombre maximal d’événements qui peuvent arriver dans un intervalle de temps où les
ressources nécessaires pour leur traitement sont délivrées à bas régime.
Buf(αu, βl) = sup
λ≥0
{
αu(λ)− βl(λ)
}
(2.44)
Le délai Del entre l’arrivée des événements et la fin de leur traitement, dont l’estimation
est si importante en contexte temps réel, peut être déterminé en comparant l’intervalle
d’arrivée du nombre maximal d’événements avec l’intervalle de disponibilité minimum des
ressources nécessaires à leur traitement.
Del(αu, βl) = sup
λ≥0
{
inf
{
τ ≥ 0 : αu(λ) ≤ βl(λ+ τ)
}}
(2.45)
Le calcul des délais permet de vérifier l’ordonnançabilité d’un composant (bloc). Si
celui-ci exécute n tâches, les activations de chaque tâche τi étant assimilées ici à un flux
d’événements entrants αi, selon l’ordre donné par Earliest Deadline First, la condition
suivante garantit son ordonnançabilité :
n∑
i
αui (∆−Di) ≤ βl(∆) ∀∆ ∈ R≥0 (2.46)
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La condition 2.46 ne prend pas en compte les changements de mode. Perathoner,
Stoimenov et Thiele présentent [134, 167] des conditions pour le cas où un flux d’événements
peut, à un certain instant, prendre une forme différente. Si ΓI et ΓII désignent respectivement
l’ensemble de tâches qui doivent être terminées dans le mode I et l’ensemble de tâches
activées dans le mode II, la transition entre ces deux modes est faisable si la condition
suivante est vérifiée pour tous les intervalles de temps ∆ :
sup
0≤λ≤∆
∑
τ∈ΓI
αuτ (∆−max{Dτ , λ}) +
∑
τ∈ΓII
αuτ (λ−Dτ )
 ≤ βl(∆) ∀∆ ∈ R≥0 (2.47)
La Figure 2.30 illustre la composition de flux d’événements de deux modes pendant la
phase transitoire considérée dans la condition ci-dessus.
∆
∆− λ λ
Dτ
Figure 2.30 – Real-Time Calculus : Evénements considérés pendant le changement de
mode pour EDF
Si les tâches de nouveau mode sont activées avec un délai δ, cette condition s’exprime
ainsi :
sup
0≤λ≤∆
∑
τ∈ΓI
αuτ (∆−max{Dτ , λ}) +
∑
τ∈ΓII
αuτ (λ−Dτ − δ)
 ≤ βl(∆) ∀∆ ∈ R≥0
(2.48)
Certains systèmes peuvent profiter temporairement d’une meilleure qualité du service
ou diminuer le taux des informations traitées si, par exemple, le niveau de remplissage d’une
file d’attente dépasse un certain seuil. Phan, Chakraborty et Thiagarajan [136] modélisent
les flux introduits auparavant comme deux automates : un automate d’arrivée pour les
événements et un automate de service pour les services. Ces deux automates passent d’un
état à l’autre en changeant l’intensité d’un flux. A chaque état s sont associées les bornes
d’un flux, (αls, αus ) pour l’automate d’arrivée et (βls, βus ) pour l’automate de service, ainsi
qu’un intervalle de temps [Ls, Us] tel que Ls est le temps minimal pendant lequel l’automate
doit rester dans l’état s et Us le temps maximal pendant lequel il peut rester dans cet état.
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Les transitions sont conditionnées, à la fois, par la valeur d’horloge et par le niveau de
remplissage d’une file d’attente.
Cette approche propose une vision du système assez simpliste. Les événements déposés
dans les files d’attente sont traités au moyen des flux de service. Cependant, un système,
en fonction de son architecture et de choix de conception, gère les ressources disponibles
différemment. La politique d’ordonnancement ou les paramètres des tâches, entre autres,
sont des facteurs qui ont un fort impact sur la performance du système. Phan, Chakraborty
et Lee prennent en considération [135] ces deux facteurs en proposant un modèle pour une
application composée de plusieurs modes dont chacun est caractérisé par un ensemble de
tâches, une politique d’ordonnancement (priorité fixe ou TDMA) et les bornes sur les flux
α pour les événements et β pour les services. La manière dont l’application enchaîne dans le
temps l’exécution successive des modes est exprimée par un automate dont les transitions
dépendent de la valeur d’horloge et du niveau de remplissage de la file d’attente.
En se basant sur cette abstraction, Phan, Lee et Sokolsky [138] fondent un modèle
plus polyvalent pour un système pouvant exécuter concurremment plusieurs applications,
chacune dans un mode différent. L’analyse qu’ils proposent ne nécessite pas de savoir quelle
est l’affectation des ressources aux composants. Les ressources nécessaires pour l’exécution
de l’application sont estimées comme un résultat de l’analyse en tenant compte de toutes
les demandes faites dans chacun des composants. Ce travail étend aussi le modèle précédent
du point de vue du changement de mode. Dans ce contexte, les tâches complétées, nouvelles
et inchangées sont prises en compte alors que ces dernières ne l’étaient pas auparavant.
Fisher et Ahmed considèrent également des tâches avortées [63, 4] en faisant une
hypothèse sur la périodicité d’activation des tâches ainsi que sur l’allocation des ressources.
Toutes les tâches sont sporadiques (τi = (Ci, Di, Ti)) et les ressources sont allouées à chaque
composant du système selon l’Explicit-Deadline Periodic Resource Model [57, 155]. Le test
proposé par Fisher et Ahmed retrace l’exécution multimodale d’un composant et vérifie son
ordonnançabilité sous EDF en temps pseudo-polynomial. Cette complexité, moins élevée
que pour les travaux cités précédemment, découle du modèle périodique des tâches et des
ressources, ce qui a permis d’appuyer l’analyse en grande partie sur une borne de la fonction
de demande dbf (voir section 2.4.2).
Fisher, Ahmed et Hettiarachchi ont récemment évoqué [62] le manque d’analyse de ce
type pour les plateformes multicœurs où l’allocation des ressources peut s’effectuer selon
la parallel-supply function (PSF) [33] ou multiprocessor periodic resource (MPR) [154].
Changement de mode d’allocation des ressources L’allocation des ressources est
typiquement réalisée via le mécanisme d’un serveur. En général, un serveur est doté d’un
budget Q qui est, tout au long d’une période P , mis à disposition des applications et
des tâches attribuées à ce serveur. De ce point de vue, un serveur peut être considéré
comme une tâche avec une période P et un pire temps d’exécution Q. Les algorithmes
de serveurs sont basés sur une politique d’ordonnancement fixe ou dynamique. Parmi les
premiers, les plus connus sont : Polling Server [38], Deferrable Server [168, 106] et Sporadic
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Server [159]. Des serveurs s’exécutent sous EDF : Dynamic Sporadic Server [161], Total
Bandwidth Server [3, 162] et Constant Bandwidth Server [2].
Les exigences d’adaptabilité et de flexibilité du système impose que celui soit capable
d’appliquer différents schémas d’allocation des ressources. Santinelli, Buttazzo et Bini
abordent ce problème [149] en définissant un changement de mode pour un serveur S
comme le passage d’un ancien mode SI = (QI , P I) vers un nouveau SII = (QII , P II). Les
fonctions sbf I(t) et sbf II(t) dénotent l’approvisionnement minimal des ressources dans les
modes SI et SII . A la suite d’une demande de reconfiguration reçue à l’instant treq, le
serveur, selon le protocole choisi, soit arrête de fournir des ressources soit continue de le
faire jusqu’à l’activation du nouveau mode fixée à l’instant treq + δ. La fonction sbfT (t),
qui caractérise le pire approvisionnement des ressources pendant le changement de mode
est obtenue, dans ce premier modèle de transition, comme :
sbfT (t) = inf
0≤λ≤t
{
sbf I(t− λ− γ + P I −QI) + sbf II(λ+ P II −QII)
}
(2.49)
où γ = treq − tlast + δ et tlast est l’instant initial de la dernière période dans l’ancien mode.
Dans ce deuxième modèle elle est donnée par l’expression suivante :
sbfT (t) = inf
0≤λ≤t
{
sbf I(t− λ− γ + 2P I −QI) + sbf II(λ+ P II −QII)
}
(2.50)
2.6 Changement de mode dans un système à déclenchement
temporel
Dans un système à déclenchement temporel, toutes les actions, y compris le changement
de mode, sont initiées à des instants prédéfinis. Cela peut être réalisé, par exemple, au
moyen de tableaux, chacun contenant des séquences d’ordonnancement pour un mode ou
pour une phase transitoire entre deux modes [64]. Ces tableaux sont calculés à partir de
graphes exprimant les relations de précédence entre les tâches de chaque mode et pour des
phases transitoires.
Les sémantiques des langages de définition temporelles définissent des protocoles de
changement de mode de manière plus générale, sans avoir recours à une spécification
spéciale pour la phase transitoire. Néanmoins, certaines contraintes sont imposées sur
le choix des instants de changements de mode ainsi que sur la position de départ dans
le nouveau mode. On identifie deux types de protocoles. Le changement de mode dit
harmonique ne peut s’opérer qu’aux points de temps où aucune des tâches n’est logiquement
active et l’exécution du nouveau mode commence à son début. Le changement de mode
non-harmonique peut, au contraire, se produire à des instants où certaines tâches sont
en train de s’exécuter logiquement, à la condition qu’elles soient aussi présentes dans le
nouveau mode. La position à partir de laquelle elles commencent leur exécution dans le
nouveau mode correspond à la configuration de démarrage de ces tâches à l’instant du
changement de mode.
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Exemple 2.8. Soient des modes m et m′. Le mode m exécute les tâches τ1 et τ2 avec
les périodes T1 = 4 et T2 = 3. Le mode m′ exécute les tâches τ1 et τ3 avec les périodes
T1 = 4 et T3 = 6. Les périodes des deux modes sont fixées à 12. La Figure 2.31 illustre
le déroulement d’un changement du mode m au mode m′ selon deux types de protocoles :
harmonique et non harmonique. Les flèches rouges lient la position dans l’ancien mode où
ce changement est déclenché à la position de départ dans le nouveau mode.
0 4 8 12
0 3 6 9 12
0 4 8 12
0 6 12
τ2
τ1
τ3
τ1
m m′
non-harmonique
harmonique
Figure 2.31 – Changement de mode harmonique et non-harmonique.
Le reste de cette section présente plus en détail différentes approches pour le change-
ment de mode dans différents langages de définition temporelle comme Giotto, TDL et
leurs extensions ainsi que les méthodes utilisées pour vérifier l’ordonnançabilité de ces
changements de mode.
2.6.1 Giotto
Giotto implante un protocole non-harmonique du changement de mode. Pendant le
changement de mode, trois types des tâches sont distingués : anciennes, inchangées et
nouvelles. L’exécution logique d’aucune des tâches d’ancien mode qui ne sont pas présentes
dans le nouveau mode ne doit être interrompue. Par conséquent, l’instant δsw de ce change-
ment coïncide toujours avec un point dans le temps où toutes les tâches anciennes sont
terminées, i.e un multiple commun de leurs périodes.
δsw mod ppcm
{
Ti|τi ∈ τ [m]− τ [m′]
}
= 0 (2.51)
Le nouveau mode m′, dont la période est égale à pi[m′], est immédiatement activé avec un
temps de mode δ′, égal à 0 dans le cas d’absence de tâches inchangées ou calculé comme
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suit s’il en existe :
δ′ = pi[m′]− (− δsw) (2.52)
où  et γ sont tels que :
 =
⌈
δsw
γ
⌉
γ et γ = ppcm
{
Ti|τi ∈ τ [m] ∩ τ [m′]
}
Autrement dit, (−δsw) représente le temps nécessaire pour que toutes les tâches inchangées
puissent terminer leur exécution logique. Le nouveau mode reprend alors juste avant la fin
de la période d’ancien mode là où ces tâches sont au même stade de leurs exécutions auquel
elles étaient dans l’ancien mode. Les tâches nouvelles ne seront déclenchées qu’aux dates
d’activation usuelles.
Exemple 2.9. Soit un programme Giotto composé des deux modes m1 et m2. Les deux
modes ont des périodes égales à 120 et chacun comprend trois tâches, mode m1 : τ1, τ2, τ3
et mode m2 : τ1, τ2, τ ′3. Ces tâches sont caractérisées par les temps d’exécution logique et
les périodes suivantes : τ1 = (15, 120), τ2 = (30, 60), τ3 = (15, 40), τ ′3 = (10, 30). La figure
ci-dessous illustre le changement de mode qui se produit à l’instant δsw = 40 dans le mode
m1. Les tâches inchangées τ1 et τ2 continuent leurs exécutions tandis que la tâche ancienne
τ3 est remplacée dans le nouveau mode m2 par sa nouvelle version τ ′3.
0 120
0 60 120
0 40 80 120
60 90 12040
τ ′3
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Figure 2.32 – Changement de mode dans Giotto
Le problème de l’ordonnançabilité dans Giotto peut se formuler comme un jeu de
sécurité (ang. safety game) entre deux joueurs [88, 71]. Le premier joueur est un ordon-
nanceur qui choisit une tâche à exécuter au prochain tick d’horloge. Ensuite, le second
joueur, l’environnement, choisit des événements qui peuvent déclencher certaines actions
du système, comme un changement de mode. Le jeu continue ainsi, tour à tour, et son
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déroulement peut être retracé par un graphe de tous les états possibles du système. Le
but de l’ordonnanceur est de rester toujours dans des états ordonnançables tandis que
l’environnement essaie d’en sortir pour rejoindre des états infaisables. Cette approche, assez
coûteuse en temps, permet également de vérifier d’autres propriétés du système comme,
par exemple, l’absence de conditions de concurrence.
La stratégie de l’ordonnanceur peut être associée à une politique d’ordonnancement,
ce qui limite le nombre des choix potentiels pour le premier joueur. De plus, s’il est
possible que chaque mode du système puisse s’exécuter sans interruption du début à la
fin, l’ordonnançabilité sous EDF peut être vérifiée avec le test sur le taux d’utilisation [88]
(voir formule 2.11). Si l’environnement ou la construction du programme ne permettent pas
qu’un de ses modes s’exécute pleinement au moins une fois, toutes conditions d’environ-
nement confondues, le test peut être considéré comme une condition suffisante mais pas
nécessaire. Ghosal [72] propose dans ce cas d’appliquer le test de Horn pour des tâches
apériodiques [91].
En différenciant échéance d’exécution des requêtes et date d’activation d’une prochaine
requête, des plages temporelles autres que multiples des périodes de tâches anciennes,
peuvent être considérées. Une tâche est donc logiquement inactive entre sa date d’échéance
et sa prochaine date d’activation et un changement de mode peut alors intervenir. En
s’appuyant sur cette observation, Martinek et Pohlmann [114] ont proposé trois protocoles
de changement de mode pour un modèle de tâche étendu tel que τi = (TELi, Di, Ti).
Le premier, Basic Mode Switch Protocol (BMSP), permet de définir un changement de
mode dans les plages d’inactivité des tâches anciennes. Le deuxième, Extended Mode
Switch Protocol (XMSP) introduit un groupe de tâches avortées, ce qui assouplit encore
et rend plus réactif le mécanisme de changement de mode. Enfin dans Abortive Mode
Switch Protocol (AMSP) toutes les tâches d’ancien mode sont avortées dès le change-
ment de mode. Sauf pour ce dernier protocole, l’ordonnançabilité de chaque mode du
système n’implique nullement l’ordonnançabilité du système entier. Les transitions entre
modes doivent être considérées afin de résoudre le problème d’ordonnançabilité. Les auteurs
esquissent brièvement un test basé sur le pire temps de réponse. Cependant ils ne précisent
ni le détail du calcul, ni la mise en œuvre de ce test.
2.6.2 Timing Definition Language
Timing Definition Language (TDL), le successeur du Giotto, permet d’exécuter concur-
remment plusieurs modules vus comme des sous-systèmes de tâches dont chacun est autorisé
à changer ses modes opérationnels indépendamment des autres modules. Ce changement,
contrairement à Giotto, doit être harmonique et ne peut donc se déclencher qu’aux instants
qui sont des communs multiples des périodes des tâches du mode.
Exemple 2.10. Soient les mêmes tâches que dans l’Exemple 2.9 mais reparties dans les
modes m1,m2,m′2 et les modules M1,M2 de la façon suivante : Modes[M1] = {m1},
Modes[M2] = {m2,m′2}, τ [m1] = {τ1, τ2}, τ [m2] = {τ3} et τ [m′2] = {τ ′3}. La période
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de m1 est égale à 120, celle de m2 à 40 et celle de m′2 à 30. Un changement de mode est
déclaré possible à la fin des périodes de chacun des modes m2 et m′2. La figure ci-dessous
illustre le changement du mode m2 vers le mode m′2 à l’instant 40. Du point de vue global
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Figure 2.33 – Changement de mode dans TDL
du système, le remplacement de la tâche τ3 par la tâche τ ′3 prend moins de temps pour
s’effectuer que dans le cas du même ensemble de tâches exécuté en Giotto dans l’exemple
précédent. Les deux exemples sont tirés de [59] où ils sont décrits plus en détail en mettant
l’accent sur d’autres aspects du changement de mode dans Giotto et TDL.
La question de l’ordonnançabilité de TDL sous EDF est abordée par Farcas dans sa
thèse [59]. En s’appuyant sur les preuves d’ordonnançabilité présentées par Buttazzo [38]
et Liu [113], Farcas démontre qu’un ensemble de modules est faisable sous EDF si et
seulement si la condition suivante est remplie :∑
M∈Modules
max
m∈Modes[M ]
{U(m)} ≤ 1 (2.53)
La somme des taux d’utilisation maximaux des modes sur tous les modules doit être
inférieure ou égale à 1.
Dans le même ouvrage, Farcas propose également un test pour des politiques fixes.
Il est basé sur l’estimation du pire temps de réponse et repose sur plusieurs principes
exposés dans les travaux concernant les protocoles de changement de mode asynchrone
(voir section 2.5.2.1). Selon son comportement pendant le changement de mode, la tâche
est associée à un des trois groupes : tâches anciennes, tâches inchangées ou tâches nouvelles.
Les temps de réponse des tâches anciennes, qui ne sont pas affectées par le changement
de mode, sont calculés comme dans les conditions normales.
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Dans l’analyse des tâches inchangées, les interférences peuvent provenir des autres
tâches inchangées, des tâches anciennes et des tâches nouvelles. La Figure 2.34 représente
l’estimation de la réponse de la tâche inchangée τinchangée en présence de la tâche ancienne
τancienne et de la tâche nouvelle τnouvelle introduite au changement de mode survenu x unités
de temps après l’activation de la tâche inchangée (τinchangée s’exécute dans un module M
tandis que τancienne et τnouvelle dans un module Msw). L’ensemble des valeurs possibles de
x
R
τnouvelle
τancienne
τinchange´eM
Msw
Figure 2.34 – Analyse d’une tâche inchangée dans TDL
l’intervalle x peut être déterminé en examinant toutes les périodes des modes qui auraient
pu précéder le nouveau mode depuis le démarrage du système. Cette relation sera exploitée
dans notre méthode et elle est exposée plus en détail dans la section 3.6. L’analyse du pire
temps de réponse de la tâche inchangée peut être surestimée et le test constitue donc une
condition suffisante mais pas nécessaire d’ordonnançabilité. Cette surestimation est due à
l’impossibilité du calcul exact des interférences provenant des dernières instances des tâches
anciennes activées avant la tâche dont le temps de réponse est recherché. Le temps proces-
seur que ces tâches anciennes nécessitent pendant l’exécution de la tâche inchangée ne peut
pas être précisément évalué sans connaître le schéma d’ordonnancement exact précédant
l’activation de cette tâche. Par exemple, si la tâche ancienne sur la Figure 2.34 avait été
préemptée par une autre tâche ancienne, plus prioritaire, avant le démarrage de la tâche
inchangée, l’exécution de la tâche ancienne aurait été retardée et se déroulerait à la place
de l’exécution de la tâche inchangée. Puisqu’il est impossible d’évaluer analytiquement les
parties réelles d’exécution de ces instances, leurs interférences sont bornées supérieurement
(à l’image des tâches avortées dans le protocole de Pedro et Burns, voir section 2.5.2.1).
Une tâche nouvelle s’exécute en présence d’autres tâches nouvelles et de tâches inchan-
gées. Néanmoins, même si les tâches anciennes ne sont plus actives lors de l’exécution de
la tâche nouvelle, elles peuvent avoir un certain impact sur son exécution. En effet, une
tâche ancienne peut préempter une tâche inchangée qui, de ce fait, va nécessiter plus de
temps de processeur après le changement de mode lorsque toutes les tâches anciennes sont
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déjà terminées et que les tâches nouvelles commencent leur exécution. Il est donc nécessaire
d’examiner un intervalle de temps qui commence bien avant l’instant du changement de
mode. C’est à partir de l’instant, avant le changement de mode, où est activée la tâche
inchangée qui a la plus faible priorité parmi toutes les tâches inchangées plus prioritaires
que la tâche nouvelle que la fenêtre d’évaluation de son pire temps de réponse est définie.
Cette fenêtre est désignée par Wk sur la Figure 2.35 et la notation pour toutes les autres
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Figure 2.35 – Analyse d’une tâche nouvelle dans TDL
tâches reste la même que sur la figure précédente. Quant à l’évaluation des interférences
provenant des tâches anciennes, elle peut, comme dans l’analyse des tâches inchangées
exposée ci-dessus, être également surestimée.
La procédure pour obtenir les pires temps de réponse de toutes les tâches suit le
même déroulement que dans les protocoles asynchrones de changement de mode avec
priorités fixes (voir section 2.5.2.1). Ces temps sont calculés de façon itérative comme, par
exemple, dans le cas de l’estimation du pire temps de réponse pour Deadline Monotonic
(voir expression 2.8 et section 2.4.1). Ensuite, ils sont comparés aux périodes afin de
vérifier leur ordonnançabilité. Il est à noter que cette méthode permet aussi de vérifier
l’ordonnançabilité pour un système de tâches dont les échéances sont contraintes (Di ≤ Ti).
2.7 Motivation des travaux pour l’ordonnançabilité d’E-TDL
Ces travaux se situent dans un contexte où le modèle de tâche défini dans les langages
dirigés par le temps déjà existants (en particulier TDL) a été étendu principalement par
l’introduction de déphasages entre les débuts d’exécution de tâches différentes et par le
relâchement du lien fixant leurs dates d’échéance à leurs périodes. Ce nouveau modèle,
fondant une extension E-TDL de TDL, est défini et décrit en section 1.5.2. La question est
de savoir s’il existe une technique qui permette de vérifier l’ordonnançabilité d’un système
composé sur la base de ce nouveau modèle.
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Le test d’ordonnançabilité sous des politiques à priorité fixe pour TDL discuté auparavant
permet de tenir compte de dates d’échéance inférieures aux périodes des tâches. Néanmoins,
dans E-TDL, des tâches ayant des offsets différents de zéro ne peuvent jamais démarrer
en même temps. L’application du test proposé par Farcas [59] dans ce cas particulier peut
être donc pessimiste. Le choix d’offsets peut impliquer des déphasages entre activations
de tâches. Ces déphasages ne sont pas pris en compte par le test et le départ simultané
de toutes les tâches est toujours considéré. Pour réduire le pessimisme de cette approche,
on peut envisager d’adopter des techniques d’analyse d’algorithmes d’ordonnancement à
priorité fixe avec offsets [170] ou de définir toutes les configurations dans lesquelles les
tâches peuvent effectivement démarrer.
Grâce à l’équivalence entre le modèle de tâche dans TDL et le modèle classique de
Liu et Layland (τi = (Ci, Ti)), le problème de l’ordonnançabilité de TDL sous EDF peut
facilement être résolu avec le test du taux d’utilisation. Ce n’est plus le cas d’E-TDL car,
comme vu en section 2.4.2, si les échéances des tâches ne sont pas égales à leurs périodes,
chaque intervalle du cycle d’ordonnancement doit être examiné avec la fonction de demande.
Au travers de l’exemple suivant nous montrons comment les différentes analyses d’ordon-
nancement exposées dans les points précédents s’appliquent au problème d’ordonnançabilité
d’E-TDL sous EDF. Cela permet d’identifier et de repérer les principales difficultés de
l’analyse d’ordonnançabilité pour E-TDL mais aussi de s’interroger plus généralement sur
l’analyse des systèmes dirigés par le temps.
Exemple 2.11. Soit un système E-TDL composé de deux modules Modules = {M1,M2}.
Le premier module, M1, peut s’exécuter dans un des deux modes : Modes[M1] = {m1,m′1}.
Les périodes des deux modes T [m1] et T [m′1] sont toutes deux égales à 4. A la fin de ces
périodes, si la condition de changement de mode est vérifiée, l’exécution de l’autre mode
peut se déclencher, sinon, le mode courant redémarre. Le deuxième module, M2, s’exécute
dans un seul mode, Modes[M2] = {m2}, dont la période T [m2] est égale à 8. Chaque mode,
du moduleM1 et du moduleM2, exécute une seule tâche dont les paramètres (Φ, C, TEL, T )
sont : τ [m1] = {τ1 = (0, 3, 3, 4)}, τ [m′1] = {τ ′1 = (3, 1, 1, 4)}, τ [m2] = {τ2 = (0, 2, 8, 8)}. La
Figure 2.36 illustre l’exécution de ce système. Cette trace d’exécution comporte plusieurs
schémas d’exécution, dont ceux qui produisent la plus grande charge et permet donc de
conclure que le système est ordonnançable. On remarque également que l’activation du
mode m2 coïncide dans tous les cas possibles avec les activations des modes m1 ou m′1.
Pour prouver théoriquement l’ordonnançabilité du système de l’Exemple 2.11 il pourrait
être fait un appel à l’une des méthodes d’analyse compositionnelle présentées dans la
section 2.5.4. Néanmoins, aucune d’elles ne considère explicitement un modèle de tâche
doté, comme dans E-TDL, de quatre paramètres (offset, pire temps d’exécution, échéance
et période) se bornant au plus à un modèle de tâche sporadique. Parmi ces méthodes, Real-
Time Calculus permet d’exprimer [177] des schémas d’activation de tâches non strictement
périodiques, voire arbitraires. Chaque composant est caractérisé par les ressources maximales
de processeur demandées pendant une certaine durée. Cette approche ciblant les systèmes
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M1
M2
τ1 τ ′1 τ1 τ1 τ ′1
Φ = 3
τ2 τ2,1 τ2,2 τ2
pi[m1] = 4 pi[m′1] = 4 pi[m1] = 4 pi[m1] = 4
pi[m2] = 8 pi[m2] = 8
∆ = 8
m1 m′1 m1 m1 m′1
m2 m2 m2
Φ = 3
Figure 2.36 – Une trace d’exécution de deux modules E-TDL
événementiels fait l’hypothèse d’un éventuel synchronisme de début de toutes les activités
au sein des différents modules. Cela permet d’évaluer la demande globale produite par tous
les composants du système comme la somme des demandes de chacun d’eux sur le même
intervalle (voir Formule 2.46). Autrement dit, dans un système évènementiel il existe un
instant unique pour tous les composants de ce système à partir duquel chacun d’eux produit
la plus grande charge. L’exemple précédent permet de montrer que ce type de composition
est aussi applicable dans le contexte des systèmes dirigés par le temps. Cependant, il se
peut que certaines activités, dans deux modules différents, ne puissent se produire au même
instant ce qui risque de conduire à une surestimation de la valeur de la charge totale du
système.
Exemple 2.12. Dans la trace d’exécution sur la Figure 2.36 on considère les intervalles
de temps ∆ dont la durée est 8. Dans le module M1, la plus grande charge exécutée dans
un intervalle de cette durée est celle indiquée sur la dite figure avec une accolade et est
égale à 7. Dans le module M2, la plus grande charge est associée à l’exécution entière
du mode m2 et s’élève à 2. La somme de ces deux charges est égale à 9 et dépasse la
durée de l’intervalle (9 > 8). Cela contredit la condition d’ordonnançabilité d’EDF (voir
Condition 2.17 ou 2.46) et ne permet pas de garantir la faisabilité du système. Pourtant,
le système est ordonnançable. Cette contradiction vient de ce que les intervalles dont les
charges ont été additionnées ne commencent jamais au même instant, conduisant à une
surestimation de la charge totale du système.
Dans la section 1.2 les systèmes à déclenchement événementiel et temporel ont été
comparés. Les systèmes à déclenchement temporels observent l’état du processus contrôlé
uniquement à des instants bien prédéfinis et ne déclenchent les activités appropriées qu’à ces
instants-là. Les instants d’activation des tâches, des changements de mode potentiels, des
lectures et des écritures sont tous précisément déclarés. Il est donc possible de déterminer
si deux activités différentes peuvent se produire au même instant ou pas. L’analyse compo-
sitionnelle de tels systèmes, du point de vue de l’ordonnançabilité, doit être en mesure de
situer précisément les débuts des intervalles étudiés dans les différents modules (composants)
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du système et doit comparer seulement les intervalles dont les débuts peuvent être conco-
mitants [99].
La proposition d’une méthode d’analyse de ce type pour les systèmes dirigés par le
temps s’inscrit naturellement dans le cadre des objectifs de cette thèse et est développée
dans les chapitres suivants de ce mémoire. De nombreuses approches présentées au sein
de ce chapitre sont utilisées afin de concourir à formuler un test d’ordonnançabilité pour
E-TDL sous EDF.
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Chapitre 3
Ordonnançabilité pour E-TDL
Ce chapitre traite du problème de l’ordonnançabilité d’un système composé de plusi-
eurs modules E-TDL. Les conditions d’ordonnançabilité proposées s’appliquent au cadre
particulier de la politique d’ordonnancement EDF (Earliset Deadline First) sur monopro-
cesseur.
L’approche consiste d’abord à décrire et formaliser les évolutions temporelles d’un
module qui sont imposées par la sémantique du langage. Identifier les différents schémas
d’activation des tâches déclenchées au sein d’un module permet d’évaluer le temps de pro-
cesseur nécessaire à leur exécution. Les conditions d’ordonnançabilité pour EDF proposées
par Baruah [24] établissent qu’un système de tâches est faisable s’il n’existe aucun intervalle
sur lequel le temps d’exécution requis par les tâches excède le temps de processeur disponible.
L’évaluation pratique de cette condition nécessite de fixer une borne sur la longueur des
intervalles qui doivent être vérifiés. Cette borne une fois fixée, il devient possible de formuler
des conditions pour le test d’ordonnançabilité exact d’un système composé d’un seul module
ainsi que pour le test approché d’un système composé de plusieurs modules. Ce dernier
est basé sur les tests pour les systèmes à déclenchement événementiel. Donc, pour les
raisons exposées en section 2.7, parce qu’il somme les demandes de temps de proces-
seur pour les différents modules comme si celles-si étaient simultanées, ce test surestime
la demande cumulative. D’où l’importance d’étudier finement le synchronisme entre les
activités invoquées au sein des différents modules et les relations qui conditionnent leur
simultanéité. Savoir de quelle manière se positionnent les exécutions dans les modules
permet de ne considérer uniquement que les demandes de temps de processeur faites
réellement simultanément et donne une réponse exacte à la question de l’ordonnançabilité
du système.
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3.1 Introduction
Une tâche périodique τi = (Φi, Ci, TELi, Ti) est caractérisée dans E-TDL par un offset
Φi, son pire temps d’exécution Ci, un Temps d’Exécution Logique TELi et une période Ti.
L’offset Φi doit être inférieur à la période Ti :
0 ≤ Φi < Ti (3.1)
Le Temps d’Exécution Logique TELi doit être suffisamment étendu pour que la tâche τi
puisse s’exécuter dans ses limites :
0 < Ci ≤ TELi ≤ Ti − Φi (3.2)
La sémantique du langage interdit ainsi que la jème instance (j ∈ N+) de la tâche τi,
activée dans l’intervalle [(j − 1)Ti, jTi], se termine après l’instant jTi. Dès lors, les dates
d’activation ri,j et d’échéance di,j de la tâche périodique τi sont données par :
ri,j = Φi + (j − 1) · Ti ≤ j · Ti (3.3)
di,j = Φi + TELi + (j − 1) · Ti ≤ j · Ti (3.4)
La Figure 3.1 représente une tâche périodique (telle qu’introduite en section 2.1) dont
l’exécution se conforme à la sémantique imposée par E-TDL.
Φi
(j − 1)Ti
Ci
ri,j
lecture écriture
di,j
Ti
TELi ≡ Di
jTi
Ci
ri,j+1
lecture écriture
di,j+1
Ti
TELi ≡ Di
(j + 1)Ti
Figure 3.1 – Tâche conforme à la sémantique E-TDL
On ajoute aux contraintes précédentes, les hypothèses suivantes :
(H1) Les tâches sont périodiques et leurs périodes sont constantes dans chaque mode.
(H2) Une nouvelle instance de tâche ne peut être invoquée que si l’instance courante est
terminée.
(H3) Les tâches sont indépendantes ; l’invocation d’une tâche ne dépend pas de l’invocation
ou de la terminaison d’autres tâches.
(H4) Les tâches ne demandent pas d’autres ressources que le processeur.
(H5) Les tâches s’exécutent sur un seul processeur. La vitesse du processeur est constante.
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(H6) A tout instant, une seule tâche peut s’exécuter sur le processeur.
(H7) Une tâche peut être préemptée à tout moment. La durée de la préemption est con-
sidérée nulle.
(H8) La durée de lecture des entrées d’une tâche et la durée d’écriture de ses sorties sont
considérées nulles.
(H9) Tous les modes sont atteignables à partir du mode initial.
(H10) Il n’est fait aucune hypothèse sur les séquences d’activation pouvant conduire au
changement de mode d’un module
3.2 Evolution temporelle d’un module
La connaissance de tous les comportements possibles d’un système permet d’évaluer
la charge de calcul qu’ils génèrent. Il est ainsi primordial de connaître précisément ces
comportements pour ensuite les quantifier en termes de temps processeur nécessaire à leur
exécution.
3.2.1 Graphe de changement de mode
En changeant de modes opérationnels chaque module adapte son fonctionnement et ses
activités à l’état du processus contrôlé. L’évolution de ce processus peut être représentée
par une séquence d’états et de transitions. Un module réalise également une séquence
d’exécution de ses différents modes. Le prochain mode d’exécution d’un module est pris
parmi les modes qui sont les cibles des transitions définies depuis le mode courant. Ces
transitions ne peuvent se produire qu’aux instants d’évaluation des conditions de change-
ment de mode. La structure d’un graphe orienté paraît ainsi la mieux adaptée pour décrire
l’évolution temporelle d’un module. Farcas introduit un tel graphe pour TDL [59] et
l’appelle graphe de changement de mode (mode-transition graph). Puisque les mécanismes
du changement de mode sont identiques dans TDL et E-TDL, ce graphe de changement de
mode peut être utilisé sans subir aucune modification. Les modes sont représentés par les
nœuds du graphe et les transitions par les arcs étiquetés avec les périodes auxquelles leurs
conditions sont évaluées.
Définition 3.1 (Graphe de changement de mode). Le graphe de changement de
mode d’un module Mj ∈ Modules, décrit par un texte E-TDL, est défini par un ensemble
de transitions. Une transition est la donnée d’un triplet (mk,mk+1, Tsw(mk,mk+1)) où mk
et mk+1 sont des modes de Mj tels qu’un commutateur de changement de mode de mk à
mk+1 est déclaré dans le module Mj et dont la condition est périodiquement évaluée dans
mk toutes les Tsw(mk,mk+1) unités de temps. Le redémarrage du mode mk à la fin de sa
période T [mk] est aussi considéré comme une transition (mk,mk, T [mk]). Formellement,
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l’ensemble des transitions est donné par :
{(mk,mk+1, Tsw(mk,mk+1)) |mk,mk+1 ∈Modes[Mj ],
∃δk : mk+1 ∈ prochains_modes(mk, δk)} (3.5)
Exemple 3.1. La Figure 4.4 représente le graphe de changement de mode d’un module
composé des modes ma,mb et mc. Dans le mode initial ma, les conditions de changement
de mode vers les modes mb et mc sont périodiquement évaluées, respectivement, toutes les
Tsw(ma,mb) et toutes les Tsw(ma,mc) unités de temps. Dans le mode mb, la condition de
changement de mode est périodiquement évaluée toutes les Tsw(mb,mc) unités de temps.
Aucun autre changement de mode n’est possible.
ma mb
mc
Tsw(ma,mb)
T [ma] T [mb]
T [mc]
Tsw(ma,mc) Tsw(mb,mc)
Figure 3.2 – Graphe de changement de mode
Le comportement temporel d’un module peut être décrit par un chemin qui traverse
le graphe de changement de modes et visite les différents modes. Le temps passé dans un
mode est un multiple de la période d’évaluation du changement de ce mode vers le suivant.
Définition 3.2 (Chemin dans le graphe de changement de mode). Un chemin w
dans un graphe de changement de mode est une séquence de n paires ((m1, µ1), . . . , (mn, µn))
telles que m1, . . . ,mn sont des modes consécutifs dans le graphe de changement de mode
et µk représente :
— pour k < n, µk ∈ N+ : le nombre de fois que la condition pour rejoindre le mode mk+1
a été évaluée dans mk avant que l’exécution dans le mode mk+1 ne soit démarrée,
— pour k = n, µk ∈ N0 : le nombre de périodes entières T [mk] passées dans le mode mk.
Exemple 3.2. Soit un module décrit en E-TDL dont le graphe de changement de mode est
celui de l’Exemple 3.1. Le chemin w = ((ma, 3), (mb, 5), (mc, 1)) correspond à l’exécution
de mode ma pendant trois périodes Tsw(ma,mb) suivie de l’exécution de mode mb pendant
cinq périodes Tsw(mb,mc) après lesquelles le mode mc s’exécute pour une période T [mc].
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Les deux définitions suivantes permettent de désigner le premier et le dernier mode
dans un chemin traversant un graphe de changement de mode.
Définition 3.3 (Début de chemin). Soit un chemin w = ((m1, µ1), . . . , (mn, µn)). Par
head(w), on désigne le premier mode exécuté dans ce chemin : head(w) = m1.
Définition 3.4 (Fin de chemin). Soit un chemin w = ((m1, µ1), . . . , (mn, µn)). Par
tail(w) on désigne le dernier mode exécuté dans ce chemin : tail(w) = mn.
Définition 3.5 (Longueur de chemin). Soit un chemin w = ((m1, µ1), . . . , (mn, µn)).
La longueur |w| du chemin w est donnée par :
|w| =
n∑
k=1
µk · Tsw(mk,mk+1) (3.6)
où le terme Tsw(mn,mn+1) peut être remplacé par T [mn] pour k = n.
3.2.2 Trace d’exécution d’un module E-TDL
Un chemin démarre à l’instant δ1, passé dans le premier mode m1, multiple de la
période d’évaluation des conditions de changement de mode vers le second mode (δ1 mod
Tsw(m1,m2) = 0). Il finit au début du dernier mode mn de ce chemin (δn = 0). Pour
pouvoir décrire le comportement d’un module dans tout intervalle temporel, on introduit
la notion de trace d’exécution d’un module. La Figure 3.3 illustre une trace observée dans
un intervalle de temps [ts, tf ] tel que ts coïncide avec l’état (ms, δs) et l’instant tf avec
l’état (mf , δf ). Une trace encapsule un chemin. Ce chemin démarre après ts à l’instant de
redémarrage du mode ms ou du premier changement de mode depuis ms. Il se termine à
l’instant de la dernière terminaison de mode précédant tf .
0 δs = 2 Tsw(ms,m1)= 4 δ
′
s = 8 Tsw(m1,m2) 2 ∗ Tsw(m1,m2) Tsw(m2,m3 = mf ) δf T [m3]
ts tf
ms m1 m2 m3 = mf
w = ((m1, 2), (m2, 1), (m3, 0))
Figure 3.3 – Trace d’exécution d’un module
Définition 3.6 (Trace d’exécution d’un module). Une trace d’exécution d’un module
Mj dans l’intervalle de temps [ts, tf ] est notée σMj = (ms, δs, δ′s, w,mf , δf ) où :
— ms ∈Modes[Mj ] est le mode dont l’exécution précède l’exécution du chemin w,
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— δs : 0 < δs ≤ T [ms] est le temps de mode ms correspondant à l’instant ts,
— δ′s : δs ≤ δ′s ≤ T [ms] est le temps de mode ms correspondant à l’instant de démarrage
de w,
— w est un chemin dans le graphe de changement de mode de module Mj,
— mf ∈Modes[Mj ] est le mode dont l’exécution fait suite à l’exécution du chemin w,
— δf : 0 ≤ δf < T [mf ] est le temps de mode mf correspondant à l’instant tf .
Les conditions suivantes doivent être remplies :
— head(w) ∈ prochains_modes(ms, δ′s),
— si tail(w) 6= mf , alorsmf ∈ prochains_modes(tail(w), T [tail(w)]) et le mode tail(w)
est exécuté au moins une fois à la fin du chemin w,
— tf − ts = δ′s − δs + |w|+ δf .
Les intervalles d’exécution de courte durée, pendant lesquels le mode ms ne s’exécute
plus que pendant une période, peuvent être représentés par σMj = (ms, δs, δ′s, ∅, ∅, 0).
La longueur d’une trace d’exécution σMj s’exprime par :
|σMj | = δ′s − δs + |w|+ δf (3.7)
On désigne par start(σMj ) = (ms, δs), le mode et le temps de ce mode, du démarrage
d’une trace σMj .
3.3 Caractéristique de la charge du processeur produite par
un module
On peut associer à une trace d’exécution d’un module le temps de processeur nécessaire
pour exécuter les tâches qu’elles déclenchent. La section précédente établissait qu’une trace
est composée de trois intervalles : l’exécution avant le chemin encapsulée par la trace, le
chemin et l’exécution après le chemin. Les exécutions avant et après le chemin encapsulé
s’étendent au sein d’un mode et ne durent pas au delà de la période du mode courant.
L’exécution d’un chemin comporte plusieurs exécutions entières de modes. Une tâche dont
la date d’activation se trouve dans l’un de ces intervalles a donc toujours sa date d’échéance
située dans le même intervalle. La demande de temps de processeur associée à l’exécution
d’une trace est la somme des demandes associées à chacun de ces trois intervalles.
On quantifie d’abord la demande de temps de processeur dans les limites d’une période
de mode. Cette demande peut être associée à l’exécution dans l’intervalle qui précède
l’exécution du chemin ou à celui qui lui succède. On s’appuie sur les formules 2.13 et 2.12
qui expriment la demande de temps de processeur des tâches à échéance avant requête.
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Définition 3.7 (Fonction de demande dans un mode). Soit δk et δ′k des temps de mode
mk tels que : 0 ≤ δk < δ′k ≤ T [mk]. La fonction de demande df(mk, δk, δ′k) dans le mode mk
est la durée d’exécution cumulée des instances de tâches dont les dates d’activation et les
échéances se situent entre les instants de mode δk et δ′k dans le mode mk :
df(mk, δk, δ′k)
def=
∑
τi∈τ [mk]
max
(
0,
(⌊
δ′k − Φi − TELi
Ti
⌋
−
⌈
δk − Φi
Ti
⌉
+ 1
)
Ci
)
(3.8)
Un chemin exécute une séquence d’hyperpériodes de différents modes. La charge du
processeur produite pendant l’exécution complète d’une hyperpériode des tâches d’un mode
est proportionnelle au taux d’utilisation des tâches de ce mode (voir Formule 2.2).
Définition 3.8 (Fonction de demande d’un chemin). La fonction de demande d’un
chemin w, df(w), est la durée d’exécution de toutes les tâches exécutées dans ce chemin :
df(w) def=
∑
(mk,µk)∈w
µk · Tsw(mk,mk+1) · U(mk) (3.9)
où U(mk) est le taux d’utilisation de processeur pour le mode mk :
U(mk)
def=
∑
τi∈τ [mk]
Ci
Ti
. (3.10)
Les deux définitions ci-dessus permettent d’exprimer la demande des ressources de
processeur associée à l’exécution d’une trace d’un module d’E-TDL :
Définition 3.9 (Fonction de demande d’une trace de module). La fonction df(σMj )
est le temps processeur nécessaire à l’exécution d’une trace σMj = (ms, δs, δ′s, w,mf , δf )
d’un module.
df(σMj )
def= df(ms, δs, δ′s) + df(w) + df(mf , 0, δf ) (3.11)
Chaque trace décrit une évolution particulière d’un module dans le temps. Les change-
ments de mode ne sont pas connus d’avance. Ils sont déclenchés à la suite d’un change-
ment survenu dans le système ou dans son environnement. Tous les changements de mode
spécifiés dans une description E-TDL sont potentiellement possibles. Donc, le module, à
partir d’un état donné, peut suivre toutes les traces d’exécutions possibles à partir de cet
état.
Exemple 3.3. Soit un module M1 qui peut s’exécuter dans les modes Modes[M1] =
{m1,m2}. Ces deux modes ont la même période T [m1] = T [m2] = T . A la fin d’une
période du mode m1, le module M1 peut changer de mode et passe de m1 à m2 si le relevé
d’un capteur dépasse une certaine valeur de seuil. Dans l’intervalle [T, 2T ], on peut donc
observer les traces d’exécution dans l’ensemble suivant :
{(m1, T, T, w,mf , 0) |w ∈ {(m1, 1), (m2, 1)},mf = tail(w)}
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Dans le cadre de l’analyse d’ordonnançabilité on cherche à déterminer la plus grande
charge possible du processeur dans un intervalle de temps donné. Si l’on observe un
module pendant un intervalle ∆ de temps qui commence dans un état donné, on considère
seulement, parmi toutes les traces qui sont exécutables à partir de cet état, celle dont la
valeur de fonction de demande est la plus importante sur l’intervalle ∆.
Définition 3.10 (Fonction de demande maximale dans un module). La fonction
de demande maximale maxdfMj (ms, δs,∆) désigne la plus grande valeur de la fonction de
demande parmi les traces du module Mj qui commencent lorsque ce module exécute le mode
ms ∈Modes[Mj ] à l’instant de mode δs et sont de durée ∆.
maxdfMj (ms, δs,∆)
def= max
σMj
{df(σMj ) | start(σMj ) = (ms, δs), |σMj | = ∆} (3.12)
La définition suivante permet d’évaluer la demande de temps de processeur indépendam-
ment de l’état du module et seulement en fonction de la durée de l’intervalle. On observe
dans le module toutes les traces possibles de durée ∆ quelle que soit l’origine de cette
observation. La définition ci-dessous est dérivée de la notion de fonction dbf(∆) donnée
par la formule 2.16.
Définition 3.11 (Borne de fonction de demande maximale dans un module). Pour
un module Mj, la borne de fonction de demande maximale mdbfMj (∆) est égale à la plus
grande valeur de la fonction de demande maximale associée à une des traces d’exécution
de longueur ∆ > 0.
mdbfMj (∆)
def= max
(ms,δs)
{maxdfMj (ms, δs,∆)} (3.13)
3.4 Condition d’ordonnançabilité pour un module
E-TDL n’impose aucune restriction sur le nombre des modules. Dans le cas particulier
où le système est composé d’un seul module, l’analyse d’ordonnançabilité devient plus
simple. Les notations introduites dans la section précédente permettent alors d’évaluer
la charge de calcul pouvant être générée par un module. On combine ces méthodes avec
la condition d’ordonnançabilité proposée par Baruah pour les tâches à échéances avant
requêtes [24], exposée dans la section 2.4.2 de ce mémoire, afin d’obtenir une condition
nécessaire et suffisante d’ordonnançabilité d’un système qui exécute un seul module.
On démontre d’abord qu’aucune tâche ne s’exécute à un instant multiple de l’hyperpériode
du mode courant.
Lemme 3.1. Soit un système défini par un ensemble Modules de modules. Si le système
est ordonnançable, les tâches exécutées par tout moduleM ∈Modules, dans tout mode m ∈
Modes[M ], sont terminées lorsque le module passe dans l’état (m, δ) avec δ mod H[m] = 0.
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Démonstration. Considérons un module M ∈Modules et un ensemble de n tâches τ [m] =
{τ1, . . . , τn} dans un mode m ∈ Modes[M ]. Pour chaque i tel que 1 ≤ i ≤ n on pose
ki = H[m]/Ti = ppcm{T1, . . . , Tn}/Ti. La relation 3.4 précise que la kèmei instance de la
tâche τi ∈ τ [m] doit être finie au plus tard à l’instant di,ki ≤ kiTi = H[m]. Si aucun
changement de mode n’intervient à l’instant H[m], d’après la relation 3.3, l’instant de la
prochaine requête est égal à ri,ki+1 = Φi + kiTi = Φi + H[m] ≥ H[m]. Ceci implique
qu’aucune des tâches de l’ensemble τ [m] ne s’exécute dans l’intervalle ∩1≤i≤n[di,ki , ri,ki+1 ].
Par ailleurs, H[m] ∈ ∩1≤i≤n[di,ki , ri,ki+1 ]. Donc le processeur n’exécute aucune tâche de
mode m à l’instant de mode égal à H[m]. Si le module M continue l’exécution de mode m
après cet instant, les mêmes tâches sont activées à l’instant de mode δ ainsi qu’à l’instant
de mode δ + H[m] pour δ 0 ≤ δ ≤ H[m]. Le processeur n’exécute donc aucune tâche de
mode m à tout instant de mode multiple de son hyperpériode H[m].
Si le système n’a qu’un seul module, le processeur est inoccupé lorsque l’exécution d’un
de ses modes arrive à l’hyperpériode. Les périodes d’activité du processeur s’étalent donc
entre ces instants et c’est uniquement durant ces périodes que le dépassement d’une éché-
ance peut avoir lieu. Selon le Lemme 3.2 l’ordonnançabilité d’un tel système est impliquée
par l’ordonnançabilité de chacun de ses modes analysé séparément. Farcas a obtenu le
même résultat pour TDL classique [59].
Lemme 3.2. Soit un système défini par un seul module. Le système est ordonnançable sur
un processeur si et seulement si chacun de ses modes est ordonnançable.
Démonstration. Un module exécute un mode à la fois. Chaque mode s’exécute sur un
processeur depuis le début jusqu’à la fin de sa période ou jusqu’à un instant de change-
ment de mode. Les instants de changement de mode surviennent à des instants multiples
d’hyperpériodes de mode. D’après le Lemme 3.1, si le système est faisable, aucune tâche
ne s’exécute à un instant de mode multiple de l’hyperpériode du mode. Par conséquent,
si le processeur est attribué à un seul module le processeur est inoccupé à tout instant
multiple de l’hyperpériode du mode. Un dépassement d’échéance ne peut se produire que
dans les périodes d’activité du processeur. Ces périodes s’étendent, dans le pire des cas,
entre deux instants consécutifs d’hyperpériode d’un mode. Seules les tâches d’un mode
peuvent s’exécuter durant ces intervalles de temps. Les modes étant ordonnançables, le
système l’est donc aussi.
D’après le Lemme 3.2 l’analyse d’ordonnançabilité d’un système composé d’un seul
module peut être décomposée en l’analyse de chacun de ses modes. Le Lemme 3.1 permet
de borner l’intervalle de recherche à la durée d’une hyperpériode de mode. Il reste donc à
vérifier l’ordonnançabilité de chaque mode dans les limites de son hyperpériode en appli-
quant le test proposé par Baruah [24] pour les tâches à échéance avant requête.
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Théorème 1. Soit un système défini par un seul module :M . Le système est ordonnançable
sur un processeur sous EDF si et seulement si pour tout mode m ∈Modes[M ] :
1. U(m) ≤ 1, et (3.14)
2. df(m, δ1, δ2) ≤ δ2 − δ1 pour tous δ1 et δ2 tels que 0 ≤ δ1 < δ2 ≤ H[m](3.15)
Démonstration. On montre que le problème d’ordonnançabilité d’un système défini par
un seul module est équivalant au problème d’ordonnançabilité pour les tâches à échéances
avant requêtes [24]. Grâce au Lemme 3.2, l’ordonnançabilité du système composé d’un
seul module est prouvée si et seulement si tous les modes de ce module sont ordon-
nançables. Le Lemme 3.1 indique que les périodes d’activité du processeur pour un tel
système se produisent dans des intervalles de temps situés entre hyperpériodes de mode. Un
dépassement d’échéance ne peut être observé qu’à la suite d’une période continue d’activité
de processeur. Les mêmes tâches sont activées aux instants de mode séparés exactement par
des multiples de l’hyperpériode du mode dans lequel elles s’exécutent et les états d’exécution
de ces tâches à ces instants sont aussi les mêmes. Une tâche de mode m dépasse donc une
de ses échéances seulement si elle en dépasse une dans l’intervalle [δ1, δ2] ⊂ [0, H[m]]. Les
schémas d’ordonnancement dans l’intervalle [0, H[m]] sont périodiques et seulement les
tâches d’un même mode s’y exécutent. Il est donc possible de vérifier la faisabilité de cet
ensemble dans cet intervalle en appliquant la condition d’ordonnançabilité pour les tâches
à échéances avant requêtes proposée par Baruah [24], dont la preuve se trouve dans la
section 2.4.2.
Exemple 3.4. Considérons un système à un seul module, Modules = {M}, et deux modes
Modes[M ] = {m1,m2}. La période du mode m1, T [m1], est égale à 12, et la période du
mode m2, T [m2], à 8. Les changements de mode de m1 à m2 et de m2 à m1 peuvent se
déclencher en fin des périodes de modes. Dans le premier mode s’exécutent les tâches :
τ [m1] = {τ11 = (0, 2, 2, 12), τ12 = (0, 3, 6, 6)} et dans le second les tâches : τ [m2] = {τ21 =
(0, 3, 4, 4), τ22 = (2, 1, 3, 8)}. La Figure 3.4 illustre un schéma d’exécution de ce système.
m1 m2TEL11 TEL12 TEL12
Φ Φ
TEL12 TEL12 TEL22
Figure 3.4 – Schéma d’exécution du système de l’Exemple 3.4.
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L’ordonnançabilité de ce système est vérifiée en utilisant le résultat du Théorème 1. Le
système est ordonnançable si chacun de ses deux modes, m1 et m2, est ordonnançable. Le
taux d’utilisation de processeur pour le mode m1 s’élève à 67%, et la première condition du
théorème (3.14) est vérifiée. Il reste maintenant à calculer la fonction de demande (3.8)
pour les intervalles dans le mode m1. On se borne aux intervalles dont le début coïncide
avec une date de démarrage et la fin avec une date d’échéance d’une tâche. La valeur de la
fonction de demande dans ces intervalles est donnée par :
• df(m1, 0, 2) = 2 ≤ 2,
• df(m1, 0, 6) = 5 ≤ 6,
• df(m1, 0, 12) = 8 ≤ 12,
• df(m1, 6, 12) = 3 ≤ 6.
La seconde condition (3.15) du Théorème 1 est vérifiée pour le mode m1. Le même procédé
est répété pour le mode m2. Son taux d’utilisation (87, 5%) remplit la première condition
du théorème (3.14). Les valeurs de la fonction de demande sont calculées comme suit :
• df(m2, 0, 4) = 3 ≤ 4,
• df(m2, 0, 8) = 7 ≤ 8,
• df(m2, 2, 5) = 1 ≤ 3,
• df(m2, 4, 8) = 3 ≤ 4.
La condition (3.15) du Théorème 1 est donc vérifiée. Les modes m1 et m2 sont ordon-
nançables, ce qui implique l’ordonnançabilité du système entier.
3.5 Condition suffisante d’ordonnançabilité pour plusieurs
modules
La section 2.7 a montré que les méthodes basées sur la demande de processeur pour
l’analyse d’ordonnançabilité des systèmes à déclenchement événementiel sous EDF peuvent
fournir une condition suffisante, mais pas nécessaire, dans le cas des systèmes modélisés
avec E-TDL. Avec les fonctions de demande pour E-TDL il est possible de quantifier le
temps maximal de processeur requis par les tâches d’un module dans tous les intervalles.
Cela permet de caractériser un système E-TDL faisable. Mais, pour que ce test devienne
praticable, il est nécessaire de borner la longueur des intervalles à vérifier. A l’aide de ces
deux éléments, une condition suffisante pour l’ordonnançabilité d’un système défini par un
ensemble de modules E-TDL peut être formulée.
3.5.1 Caractéristique d’un système E-TDL ordonnançable sous EDF
La plupart des tests d’ordonnançabilité pour l’analyse d’un ensemble de tâches à éché-
ance avant requête sous EDF sont basés sur l’observation selon laquelle le système n’est
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pas faisable s’il existe un intervalle de temps tel que le temps de processeur requis par les
tâches qui s’y exécutent dépasse le temps de processeur disponible dans cet intervalle [24].
La fonction mdbfM (∆) donne le plus grand temps d’exécution demandé par les tâches du
modeM dans un intervalle de durée ∆. Tous les modules de l’ensembleModules s’exécutent
concurremment. Si la valeur cumulée des demandes maximales de temps de processeur de
tous ces modules, pour tout intervalle, ne dépasse pas la durée de cet intervalle, le système
est alors faisable.
Lemme 3.3. Soit un système exécutant un ensemble de modules Modules. Il est ordon-
nançable sous EDF sur un processeur si :
1. ∑M∈Modules max
m∈Modes[M ]
{U(m)} ≤ 1, et (3.16)
2. ∑M∈Modules mdbfM (∆) ≤ ∆ ∀ ∆ > 0 (3.17)
Démonstration. La première condition, dont la nécessité a été prouvée par Leung et Merrill
dans [107], exprime que le taux d’utilisation ne peut pas être supérieur à 1. La suffisance de
la seconde condition peut être démontrée de la même manière que la condition d’ordonnan-
çabilité pour les tâches à requête avant échéance formulée par Baruah dans [24]. On procède
par l’absurde. On suppose que la seconde condition est satisfaite et que l’ordonnancement
n’est pas faisable. Soit donc τ une tâche dont l’échéance est dépassée à un instant t2.
Cette tâche peut être préemptée par des tâches dont les échéances sont inférieures ou
égales à t2. Le dépassement d’une échéance survient suite à une période ininterrompue
d’activité du processeur. Soit t1 le dernier instant antérieur à t2 tel qu’aucune tâche avec
échéance dans l’intervalle [t1, t2] ne s’exécute. Alors, une tâche est activée à l’instant t1.
A chaque instant dans l’intervalle [t1, t2] il doit y avoir une tâche qui s’exécute et dont la
date d’activation n’est pas antérieure à t2. Ces tâches peuvent appartenir à des modules
différents. Dans l’intervalle [t1, t2] la demande maximale de temps de processeur faite par
les tâches de module M ne dépasse pas mdbfM (t2 − t1) (voir Définition 3.11). Puisqu’à
l’instant t2 la tâche τ dépasse son échéance suite à une période continue d’activité de
processeur initiée à l’instant t1, on doit avoir
∑
M∈ModulesmdbfM (t2 − t1) > t2 − t1. Cela
contredit l’hypothèse.
La condition ci-dessus est seulement suffisante. Cela vient du fait qu’elle ne garantit
pas que les traces d’exécution qui produisent les plus grandes charges du processeur dans
différents modules commencent au même instant. Rappelons que, pour les mêmes raisons,
comme montré dans la section 2.7, les méthodes d’analyse pour les systèmes à déclenchement
événementiel ne sont pas en mesure de donner une réponse exacte dans le contexte de
systèmes dirigés par le temps.
3.5.2 Borne de faisabilité
L’intervalle temporel sur lequel appliquer les conditions du Lemme 3.3 doit être borné.
En effet, à défaut d’une telle limite, il n’est pas possible de tester exhaustivement l’ordon-
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nançabilité du système. En section 2.4.2 la méthode de calcul de borne pour une longueur
maximale des intervalles à vérifier dans le cas de Recurring Branching Task (l’Equation
2.21) [25] a été présentée. C’est le même procédé qui est utilisé ici. Il se résume comme
suit. Tout d’abord, la demande maximale de temps processeur est bornée en fonction de la
longueur de l’intervalle dans lequel cette demande est faite. La borne sur la demande
maximale de temps de processeur est ensuite comparée à la durée de l’intervalle. En
résolvant cette inégalité, la durée maximale de l’intervalle dans lequel le dépassement d’une
des échéances peut se produire si le système est infaisable est alors obtenue.
Chaque intervalle ∆ dans lequel on observe l’exécution d’une trace d’un module peut
être considéré comme la composition de trois intervalles adjacents : ∆1, ∆2 et ∆3. Ces
intervalles sont définis ainsi :
— ∆2 s’étale entre le premier et le dernier instant d’hyperpériodes de mode dans
l’intervalle ∆,
— ∆1 commence à l’instant de début de ∆ et se termine à l’instant de début de ∆2,
— ∆3 s’étend entre la fin de ∆2 et la fin de ∆.
La Figure 3.5 illustre cette décomposition.
M1
0 H[m1] 2H[m1] 3H[m1] H[m2] 2H[m2] H[m2] H[m3] H[m4] 2H[m4]
0 T [m1] T [m2] T [m3] T [m4]
∆
∆1 ∆2 ∆3
Figure 3.5 – Décomposition d’une trace sur un intervalle ∆ en intervalles ∆1, ∆2 et ∆3
dfM (∆1), dfM (∆2) et dfM (∆3) dénotent les valeurs des fonctions de demande des traces
du module M qui s’exécutent respectivement dans les intervalles ∆1, ∆2 et ∆3. D’après
le Lemme 3.1, toute instance de tâche dont la date d’activation se trouve dans un de
ces intervalles a sa date d’échéance dans le même intervalle. La tâche finit toujours son
exécution dans l’intervalle dans lequel elle a commencé à s’exécuter. Si dfM (∆) désigne la
valeur de la fonction de demande d’une trace du module M dans un intervalle ∆, elle peut
s’exprimer par :
dfM (∆) = dfM (∆1) + dfM (∆2) + dfM (∆3) (3.18)
La valeur de la fonction de demande dans ce premier intervalle ∆1 peut être bornée
supérieurement par :
dfM (∆1) ≤ max
m
dfM (m, rmin(m), H[m]) ≤ max
m
(U(m)H[m]) (3.19)
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où rmin(m) est la première date d’activation d’une tâche de mode m ∈Modes[M ] après le
début de ce mode ; si une telle date n’existe pas, rmin(m) est égale à 0 (par exemple, une
seule tâche s’exécute dans un mode et sa période ainsi que son Temps d’Exécution Logique
sont égaux à la période de ce mode).
De même, dans le dernier intervalle ∆3 la valeur de la fonction de demande est bornée
supérieurement comme suit :
dfM (∆3) ≤ max
m
dfM (m, 0, dmax(m)) ≤ max
m
(U(m)H[m]) (3.20)
où dmax(m) est la dernière date d’échéance d’une tâche de mode m ∈ Modes[M ] avant la
fin de l’hyperpériode de ce mode ; si une telle date n’existe pas, dmax(m) est égale à H[m].
Une trace qui s’exécute dans l’intervalle ∆2 couvre les exécutions entières de plusieurs
modes. La demande faite par les tâches d’une telle trace ne dépasse pas la valeur suivante :
dfM (∆2) ≤ ∆ max
m
U(m) (3.21)
Les trois relations obtenues ci-dessus permettent, pour tout moduleM et tout intervalle
∆, de borner la valeur de la fonction mdbfM (∆). Supposons qu’une trace de module M
qui s’est exécutée dans l’intervalle ∆ produit la plus grande demande parmi tous les autres
intervalles de même durée. En appliquant les formules 3.19, 3.20 et 3.21 à l’expression 3.18
et en remplaçant dfM par mdbfM on obtient :
mdbfM (∆) ≤ ∆ max
m
U(m) + 2 max
m
(U(m)H[m]) (3.22)
Si le système n’est pas ordonnançable, la seconde condition du Lemme 3.3 n’est pas
vérifiée. Il existe ∆ tel que : ∑
M∈Modules
mdbfM (∆) > ∆ (3.23)
Grâce à l’expression 3.22 on obtient :
∑
M∈Modules
(
∆ max
m∈Modes[M ]
U(m) + 2 max
m∈Modes[M ]
(U(m)H[m])
)
> ∆ (3.24)
ce qui donne, en regroupant les termes :
∆ <
2× ∑
M∈Modules
max
m∈Modes[M ]
(U(m)H[m])
1− ∑
M∈Modules
max
m∈Modes[M ]
U(m) (3.25)
Lors de l’analyse de faisabilité, il est donc suffisant de vérifier les intervalles dont la longueur
est inférieure à la valeur obtenue ci-dessus.
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Définition 3.12 (Borne de faisabilité). Pour un ensemble de modulesModules, la borne
de faisabilité ∆max(Modules) désigne la plus grande valeur de ∆ qui satisfait l’inégalité 3.25.
La borne tend vers l’infini pour un ensemble de modules Modules tel que :∑
M∈Modules
max
m∈Modes[M ]
U(m) = 1
3.5.3 Condition d’ordonnançabilité d’un système E-TDL pour EDF
Le théorème suivant peut être obtenu en combinant le Lemme 3.3 avec la formule 3.25
pour la longueur maximale d’intervalle à vérifier. Ce théorème peut être considéré comme
une condition suffisante d’ordonnançabilité pour E-TDL sous EDF.
Théorème 2 (Ordonnançabilité d’E-TDL : conditions suffisantes). Soit un système
exécutant un ensemble Modules de modules. Il est ordonnançable sous EDF sur un pro-
cesseur si :
1. ∑M∈Modules max
m∈Modes[M ]
{U(m)} ≤ 1, et (3.26)
2. ∑M∈Modules mdbfM (∆) ≤ ∆ ∀∆ : 0 < ∆ ≤ ∆max(Modules) (3.27)
Démonstration. En appliquant la formule 3.25 au Lemme 3.3.
Le système de l’Exemple 2.11 permet d’exprimer, en termes propres à E-TDL, pourquoi
le Théorème 2 ne constitue qu’une condition suffisante pour la faisabilité de ce système.
Exemple 3.5. Soit le système de l’Exemple 2.11. La condition 3.27 est vérifiée pour une
longueur d’intervalle ∆ = 8. Après analyse de toutes les traces de cette durée les valeurs
de demande maximale de temps de processeur suivantes sont obtenues :
— mdbfM1(8) = 7 pour la trace σM1 = (m′1, 3, 4, (m1, 1), 3),
— mdbfM2(8) = 2 pour la trace σM2 = (m2, 0, 8, ∅, ∅, 0).
La demande cumulée de modules M1 et M2 dépasse la longueur de l’intervalle et la
condition 3.27 n’est pas remplie :∑
M∈Modules
mdbfM (8) = mdbfM1(8) +mdbfM2(8) = 9 > 8
En fait, les traces σM1 et σM2 ne s’exécutent jamais en même temps. Leurs demandes ne
s’additionnent donc pas et le système est faisable. Le Théorème 2 s’applique mal car il
ne se limite pas aux seules traces qui s’exécutent à partir du même point dans le temps.
Les fonctions de borne de demande maximale pour tous les intervalles de cet exemple sont
tracées sur la Figure 3.6.
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Figure 3.6 – Fonctions des bornes de demande maximale pour le système de l’Exemple 3.5.
3.6 Configurations parallèles
Afin de réduire le pessimisme du Théorème 2 et de formuler une condition nécessaire
et suffisante d’ordonnançabilité pour E-TDL, il est nécessaire de définir, pour chaque trace
d’exécution, un ensemble d’instants auxquels cette trace peut potentiellement commencer.
En estimant la demande totale de tous les modules du système, les temps de processeur
nécessaires pour les traitements des traces dans ces modules peuvent être additionnés s’il
existe un instant auquel toutes ces traces commencent simultanément leurs exécutions. La
suite aborde la question de savoir quels sont les instants de début d’exécution d’une trace
et, par la suite, quelles sont les traces qui s’exécutent concurremment depuis un même
instant.
Un observateur extérieur d’un système E-TDL pourrait décrire, à un instant donné,
l’état d’exécution de celui-ci par un instantané indiquant les modes et les temps de ces
modes exécutés à cet instant par les modules de ce système.
Définition 3.13 (Configuration parallèle). Soit un système exécutant un ensemble
Modules de modules E-TDL. A un instant donné, la configuration parallèle ζ de ce système
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est constituée par la collection ordonnée d’états de tous les modules Mj ∈ Modules dans
lesquels ces modules s’exécutent à cet instant.
ζ = ((m1, δ1), . . . , (mn, δn)) (3.28)
tel que : ∀Mj ∈Modules ∃(mj , δj) ∈ ζ : mj ∈Modes[Mj ] ; et n = |Modules|.
Exemple 3.6. Pour le système de l’Exemple 2.11 toutes les configurations parallèles qui
sont atteignables appartiennent à l’ensemble suivant :
ζ ∈ {((m1, δ1), (m2, δ2)), ((m′1, δ1), (m2, δ2)) | 0 ≤ δ1 ≤ 4, 0 ≤ δ2 ≤ 8, δ1 = δ2 mod 4}
La configuration parallèle ζ = ((m′1, 3), (m2, 0)), prise en considération dans l’Exemple 3.5,
ne se produit jamais.
Afin de pouvoir retracer toutes les configurations dans lesquelles le système peut s’exécuter
il faut d’abord identifier les instants de début de mode dans un module (section 3.6.1).
Ensuite, il faut repérer la manière dont ces instants dans les modes de différents modules
peuvent s’intercaler les uns par rapport aux autres (section 3.6.2). La connaissance de
ces relations permet de reconstituer toutes les configurations parallèles atteignables qui
dérivent des positionnement particuliers de démarrages des modes concurrents (section 3.6.3).
Enfin, il se peut, sous certaines conditions, que toutes les configurations parallèles obtenues
comme le produit des états de tous les modules soient atteignables. Dans cette situation,
le résultat du Théorème 2 ne peut être amélioré (section 3.6.4).
3.6.1 Instant de début d’un mode
Soit (m, δ) un état du module M . Cet état est atteint après un temps δ à partir de
l’instant de début de mode m, associé lui-même à l’état (m, 0). Pour savoir à quels instants
absolus t ≥ 0 après le démarrage du système (t = 0) cet état peut être atteint, il est
nécessaire de déterminer les instants absolus qui peuvent être ceux de l’entrée dans le
mode m du module M . Farcas [59] propose pour cela d’étudier le graphe de changement
de modes (voir section 3.2.1) ainsi que tous les chemins qui peuvent le parcourir.
L’ensemble des instants auxquels le module M peut entrer dans le mode m est désigné
par start(m). Cet ensemble est constitué par toutes les longueurs des chemins w depuis le
mode initial jusqu’au mode m.
start(m) = { |w| | head(w) = Init[M ], tail(w) = m } (3.29)
Exemple 3.7. SoitM un module tel queModes[M ] = {m1,m2,m3,m4} et m1 = Init[M ].
Depuis le mode m1 le module peut commuter vers les modes m2 ou m3, de m2 vers m4
et de m3 vers m4. Le module M peut atteindre le mode m4 en empruntant tout chemin w
parmi les ensembles de chemins suivants :
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— { ((m1, µ1), (m2, µ2), (m4, µ4)) | µ1, µ2 ∈ N+, µ4 ∈ N0 }
— { ((m1, µ1), (m3, µ3), (m4, µ4)) | µ1, µ3 ∈ N+, µ4 ∈ N0 }
La longueur de tout chemin w s’exprime par une des deux séries arithmétiques ci-dessous
(voir Equation 3.6) :
— µ1Tsw(m1,m2) + µ2Tsw(m2,m4) + µ4T [m4]
— µ1Tsw(m1,m3) + µ3Tsw(m3,m4) + µ4T [m4]
Définition 3.14 (Chaîne de base dans le graphe de changement de mode). Pour
un module, une chaîne de base p, dans son graphe de changement de mode, est un ensemble
de périodes de changements de modes et de périodes de modes qui peuvent être empruntées
par un chemin w dans ce graphe tel que la période du mode tail(w) est exécutée au moins
une fois. Si w = ((m1, µ1), . . . , (mk, µk), (mk+1, µk+1), . . . , (mn, µn)) tel que µn ≥ 1 est un
chemin dans un graphe de changement de mode, la chaîne de base p qui lui correspond est
donnée par :
p = {Tsw(mk,mk+1) | 1 ≤ k < n } ∪ {T [mk] | k = n }. (3.30)
Exemple 3.8. Pour le module de l’Exemple 3.7, les chaînes qui mènent du mode m1 à m4
sont données ci-dessous :
— pm1,m2,m4 = {Tsw(m1,m2), Tsw(m2,m4), T [m4] }
— pm1,m3,m4 = {Tsw(m1,m3), Tsw(m3,m4), T [m4] }
La définition suivante permet de trouver le plus grand facteur commun de toutes les
longueurs de chemins construits à partir de la même chaîne de base.
Définition 3.15 (Plus grand commun diviseur d’une chaîne de base). Le plus
grand commun diviseur pgcd(p) d’une chaîne de base p = {Tsw(m1,m2), . . . , T [mn]} est le
plus grand commun diviseur de toutes les périodes de changement de mode et de toutes les
périodes de mode qui appartiennent à cette chaîne.
pgcd(p) = pgcd(Tsw(m1,m2), . . . , T [mn]) (3.31)
Exemple 3.9. Soient les modes m1,m2,m3,m4 tels que introduits dans l’Exemple 3.7. On
définit par ailleurs, les périodes de changements de modes et la période de mode m4 comme
suit : Tsw(m1,m2) = 20, Tsw(m2,m4) = 25, T [m4] = 15. Le plus grand commun diviseur
de la chaîne de base pm1,m2,m4 est égal à :
pgcd(pm1,m2,m4) = 5
On remarque que les longueurs de chemins basés sur cette chaîne constituent la séquence
suivante :
45, 60, 65, 70, 75, 80, 85, 90, . . .
A partir de 60 chaque entier multiple de 5 et donc multiple de pgcd(pm1,m2,m4) est une
longueur de chemin qui traverse la chaîne pm1,m2,m4 et, par conséquent, un possible instant
de début du mode m4.
92
Si p est une chaîne de base pour le chemin w, en introduisant T ′sw(mk,mk+1) =
Tsw(mk,mk+1)
pgcd(p) , la Formule 3.6 pour la longueur de ce chemin se récrit de la manière suivante :
|w| =
n∑
k=1
µk · Tsw(mk,mk+1) = pgcd(p) ·
n∑
k=1
µk · T ′sw(mk,mk+1). (3.32)
Tous les nombres T ′sw(mk,mk+1) de l’équation ci-dessus sont premiers entre eux. Frobenius [142,
153] a démontré qu’étant donnés des entiers positifs a1, a2, . . . , an premiers entre eux, il
existe un entier F (a1, . . . , an) tel que les entiers supérieurs à celui-ci sont tous de la forme
k1a1 +k2a2 + · · ·+knan pour des entiers positifs ou nuls k1, k2, . . . , kn. En d’autres termes,
tout entier plus grand que F (a1, . . . , an) peut être exprimé comme une combinaison linéaire
à coefficients positifs ou nuls des entiers positifs a1, a2, . . . , an. Pour une chaîne de base p,
tout multiple assez grand de pgcd(p) est une combinaison linéaire des périodes de change-
ment de mode Tsw(m1,m2), . . . et de T [mn] incluses dans cette chaîne. Ce multiple est une
longueur de chemin valide. Si p mène du mode initial au mode m, les multiples de pgcd(p),
à partir d’une certaine valeur, sont tous des instants possibles de début de mode m :
∃n0 ∈ N : ∀n ∈ N, n ≥ n0 n pgcd(p) ∈ start(m) (3.33)
Il peut exister plusieurs chemins qui mènent au mode m en traversant des modes différents.
Si P désigne l’ensemble de tous ces chemins, alors :
start(m) ⊆
⋃
p∈P
{n pgcd(p) |n ∈ N } (3.34)
Alors, l’état (m, δ) du mode M peut se produire aux instants t = tstart(m) + δ tels que
tstart(m) ∈ start(m).
3.6.2 Intervalles de temps entre débuts de mode dans des modules distincts
Entre le problème posé ici et celui abordé par Pellizzoni et Lipari pour les tâches
asynchrones, discuté dans la section 2.4.2, plusieurs similitudes existent. Les contextes
étant différents, les résultats des travaux de Pellizzoni et Lipari ne sont pas directement
applicables. Néanmoins, certaines de leurs observations permettent de reconnaître des
mécanismes similaires et de fonder alors la proposition de solution au problème posé suivant.
Soient deux modules différentsMa etMb (Ma,Mb ∈Modules etMa 6= Mb). Le module
Ma s’exécute en mode ma (ma ∈Modes[Ma]) tandis que le module Mb s’exécute au même
moment en modemb (mb ∈Modes[Mb]). Il s’agit de trouver tous les intervalles qui peuvent
séparer les activations de ces deux modes.
Exemple 3.10. Pour le système de l’Exemple 2.11, l’intervalle de temps entre le début de
la plus récente activation de mode m1 ∈Modes[M1] et le début de la plus récente activation
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de mode m2 ∈Modes[M2] est égal soit à 0 soit à 4. Les configurations parallèles suivantes
peuvent être obtenues :
{ ((m1, δ1), (m2, δ2)) | δ1 = δ2 − 0 < 4 }
si les deux modes ont commencé leurs activations les plus récentes en même temps, et
{ ((m1, δ1), (m2, δ2)) | δ1 = δ2 − 4 < 4 }
si le mode m2 a commencé 4 unités de temps avant la plus récente activation du mode m1.
Lemme 3.4 (Intervalle entre débuts de deux modes). L’intervalle de temps entre
les instants de début du mode ma ∈Modes[Ma] et du mode mb ∈Modes[Mb], s’exécutant
respectivement dans le module Ma ∈ Modules et dans le module Mb ∈ Modules tels que
Ma 6= Mb, appartient à l’ensemble suivant :⋃
pa∈Pa,pb∈Pb
{α · pgcd (pa ∪ pb) |α ∈ Z }. (3.35)
où Pa est l’ensemble des chemins du mode initial Init[Ma] au mode ma dans le module
Ma, et Pb est l’ensemble des chemins du mode initial Init[Mb] au mode mb dans le module
Mb et pa ∪ pb réunit les ensembles de périodes de changement de mode et de périodes de
mode d’un chemin pa ∈ Pa et d’un chemin pb ∈ Pb.
Démonstration. La différence ∆start(pa, pb) entre les instants de début du mode ma et du
mode mb atteints respectivement par le chemin pa et par le chemin pb s’exprime à partir
de l’Equation (3.33) :
∆start(pa, pb) = na · pgcd(pa)− nb · pgcd(pb) (3.36)
D’après l’identité de Bézout [36], pour tous les entiers non nuls c et d, il existe des entiers
x, y ∈ Z tels que c · x + d · y = pgcd(c, d) et chaque entier de la forme c · x + d · y est
un multiple de pgcd(c, d). Cela implique que toutes les valeurs de ∆start(pa, pb) sont des
multiples de pgcd (pgcd(pa), pgcd(pb)). Puisque l’opération de plus grand commun diviseur
est associative [69], le terme pgcd (pgcd(pa), pgcd(pb)) peut être récrit comme pgcd (pa ∪ pb).
Pour déterminer tout intervalle possible entre les débuts des modes ma et mb, tous les
chaînes conduisant à ces modes doivent être considérés.
Le lemme ci-dessus prend en compte tous les instants possibles de début des deux modes.
L’analyse doit se borner uniquement aux instants de démarrage de modes qui s’exécutent
en même temps.
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Lemme 3.5 (Intervalle entre débuts de deux modes concurrents). Soient le mode
ma ∈ Modes[Ma] et le mode mb ∈ Modes[Mb] dans les modules Ma ∈ Modules et Mb ∈
Modules tels que Ma 6= Mb. Si l’instance courante de mode mb n’a pas commencé après
l’instance courante de mode ma, l’intervalle entre les instants de début de ces deux instances
prend ses valeurs dans :⋃
pa∈Pa,pb∈Pb
{α · pgcd(pa ∪ pb) |α ∈ N : 0 ≤ α · pgcd(pa ∪ pb) < T [mb] } (3.37)
Démonstration. Si les plus récentes instances de mode ma et mb commencent en même
temps alors α = 0 donne la longueur nulle de l’intervalle qui sépare leurs démarrages.
Selon le Lemme 3.4, les démarrages potentiels du mode mb peuvent avoir lieux à tous les
instants décalés d’un multiple de pgcd(pa ∪ pb) par rapport à l’instant de démarrage du
mode ma. Néanmoins, au delà d’une certaine valeur de α, les dates de démarrage de mode
mb coïncident avec celles de ses instances antérieures (qui ne sont plus actives). L’instance
de mode mb qui est concurrente avec l’instance courante de mode ma ne commence pas
plus tôt que T [mb] avant la date d’activation de l’instance courante de ma. Alors, la valeur
de αpgcd(pa ∪ pb) ne peut pas dépasser T [mb].
Le lemme précédent s’étend à k modes concurrents, k ≥ 3. A cet effet, il faut tenir
compte des relations entre tous les modes dans une configuration donnée.
Exemple 3.11. Soient trois modes m1 ∈Modes[M1], m2 ∈Modes[M2], m3 ∈Modes[M3]
s’exécutant dans trois modules différents M1,M2,M3 ∈Modules tels que M1 6= M2 6= M3.
Les modes m1, m2, m3 sont respectivement atteignables par les chemins p1, p2 et p3. Par
pgcd(p1) = 2
pgcd(p2) = 8
pgcd(p3) = 4
pgcd(p1 ∪ p2)pgcd(p1 ∪ p2)pgcd(p1 ∪ p2)pgcd(p1 ∪ p2)pgcd(p1 ∪ p2)
pgcd(p2 ∪ p3)pgcd(p2 ∪ p3)
Figure 3.7 – Points de démarrage du mode m2 de l’Exemple 3.11.
ailleurs, les plus grands communs diviseurs sont égaux à pgcd(p1) = 2, pgcd(p2) = 8 et
pgcd(p3) = 4.
Le Lemme 3.4 indique que les modes m2 et m3 peuvent commencer 2n unités de temps
après ou avant le mode m1 (car pgcd(p1 ∪ p2) = 2 et pgcd(p1 ∪ p3) = 2). Néanmoins, si les
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modes m1 et m3 commencent en même temps, il n’est plus vrai que, dans cette configuration
particulière, le mode m2 puisse commencer chaque 2n unités de temps après ou avant le
début du mode m1. Les intervalles de temps entre les débuts du mode m2 et du mode m3
doivent être des multiples de 4. En effet, pour déterminer les instants de début du mode
m2 les deux relations doivent être prises en compte : celle entre les modes m1 et m2 ainsi
que celle entre les modes m2 et m3.
Lemme 3.6 (Intervalle entre débuts de k modes concurrents). Soit Modules′ =
{M1, . . . ,Mk−1}  Modules un ensemble de k − 1 modules où 3 ≤ k ≤ |Modules|. Soit
aussi, ∀j < k, un mode mj ∈Modes[Mj ].
Soit encore Mk ∈Modules−Modules′ et mk ∈Modes[Mk].
Supposons que toutes les instances des modes m1, . . . ,mk−1 et mk s’exécutent en même
temps et que chaque mode mj tel que 1 ≤ j ≤ k commence son exécution en empruntant
le chemin pj. Supposons encore que la plus récente activation de mode m1 n’ait lieu avant
aucune autre plus récente activation de mode mj tel que 1 < j ≤ k (∀j > 1 : δ1 ≤ δj).
Si chaque mode mj ∈ Modules′ (1 < j < k) a commencé sa plus récente instance
d’exécution αj pgcd(p1 ∪ pj) unités de temps avant la plus récente instance d’exécution de
mode m1, tout intervalle entre les plus récentes activations de mode m1 et mk est donné
par αk pgcd(p1 ∪ pk) pour tout αk ∈ N et respecte les conditions suivantes :
1. 0 ≤ αk · pgcd(p1 ∪ pk) < T [mk] (3.38)
2. ∀j ∈ N : 1 < j < k, ∃r ∈ Z :
αk · pgcd(p1 ∪ pk) = αj · pgcd(p1 ∪ pj) + r · pgcd(pj ∪ pk) (3.39)
Démonstration. La première condition résulte du Lemme 3.5. La seconde condition ancre
l’instant de début de mode mk par rapport aux instants de début des autres modes. Tout
mode mj tel que 1 < j < k commence son instance courante αj · pgcd(p1 ∪ pj) unités de
temps avant l’instance courante du modem1. Le modemk commence son instance courante
αk ·pgcd(p1∪pk) unités de temps avant l’instance courante du mode m1. La distance entre
les débuts des modes m1 et mk est égale à αk · pgcd(p1 ∪ pk)− αj · pgcd(p1 ∪ pj). D’après
le Lemme 3.4, les instants de début de mode mj et mk sont séparés par un intervalle de
temps r · pgcd(pj ∪ pk) tel que r ∈ Z.
Exemple 3.12. Soient les mêmes modules, les mêmes modes et les mêmes chemins que
dans l’Exemple 3.11, en précisant que T [m3] = 12. Par le Lemme 3.6, on sait que les débuts
de mode m1 et m2 peuvent être séparés par des intervalles de temps qui sont des multiples
de 2. En supposant que la dernière instance du mode m2 commence 2 unités de temps
avant le début de la dernière instance de mode m1 : pgcd(p1 ∪ p2) = 2, α2 · pgcd(p1 ∪ p2) =
2 pour α2 = 1. Etant donnée cette configuration (α2 = 1) de démarrage des modes m1 et
m2, on cherche maintenant tous les intervalles possibles entre les instants des débuts des
modes m1 et m3 si ce dernier ne commence pas après le mode m1.
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pgcd(p1)
pgcd(pj)
pgcd(pk)
αkpgcd(p1 ∪ pk)
αjpgcd(p1 ∪ pj)r pgcd(pj ∪ pk)
Figure 3.8 – Illustration de la preuve du Lemme 3.6.
La première condition du Lemme 3.6 prend la forme suivante :
0 ≤ α3 · pgcd(p1 ∪ p3) < T [m3] ⇒ 0 ≤ α3 · 2 < 12 ⇒ 0 ≤ α3 < 6
Pour tous les α3 qui satisfont la première condition, on évalue la seconde condition :
α3 · pgcd(p1 ∪ p3) = α2 · pgcd(p1 ∪ p2) + r · pgcd(p2 ∪ p3) ⇒ α3 2 = 2 + r 4
ce qui donne les équations suivantes :
0 = 2 + 4r ⇒ r = −0.5 (α3 = 0)
2 = 2 + 4r ⇒ r = 0.0 (α3 = 1)
4 = 2 + 4r ⇒ r = 0.5 (α3 = 2)
6 = 2 + 4r ⇒ r = 1.0 (α3 = 3)
8 = 2 + 4r ⇒ r = 1.5 (α3 = 4)
10 = 2 + 4r ⇒ r = 2.0 (α3 = 5)
Le coefficient r prend des valeurs entières pour α3 = 1, α3 = 3 et α3 = 5. Alors, l’intervalle
entre les instants de démarrages de modes m1 et m3, donné par α3 pgcd(p1 ∪ p3), peut être
égal à 2, 6 ou 10.
Dans l’exemple précédent il apparaît que les valeurs de αk pour lesquelles les conditions
du Lemme 3.6 sont vérifiées observent une certaine régularité. Le Lemme 3.7 détermine
l’intervalle entre toutes les valeurs de αk qui satisfont les conditions de ce lemme. Pour
une valeur de j donnée, la relation 3.39 est vérifiée par αk · pgcd(pj , pk) et α′k · pgcd(pj , pk)
tels que α′k > αk si la différence (α′k · pgcd(pj , pk)− αk · pgcd(pj , pk)) est un multiple de
pgcd(pj ∪ pk). Cette observation s’étend sur tous les j tels que 1 < j < k.
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pgcd(p1) = 2
pgcd(p2) = 8
pgcd(p3) = 4
α3 = 1α3 = 3α3 = 5
Figure 3.9 – Points de démarrage du mode m3 de l’Exemple 3.12.
Lemme 3.7. Si les conditions du Lemme 3.6 sont satisfaites pour αk, sa seconde condition
est aussi satisfaite pour α′k = αk + ∆k tel que :
∆k =
ppcm
k−1⋃
j=1
pgcd (pj ∪ pk)

pgcd(p1 ∪ pk) (3.40)
Démonstration. L’équation 3.39 est vérifiée par αk pour tout j tel que 1 < j < k. Cela
implique, pour un tel k, que :
(αk · pgcd(p1 ∪ pk)− αj · pgcd(p1 ∪ pj)) mod pgcd(pj ∪ pk) = 0 (3.41)
La valeur suivante αk + ∆j,k, pour ∆j,k > 0, qui vérifie l’équation 3.39 pour le même j
doit, par conséquent, satisfaire la condition ci-dessous :
((αk + ∆j,k) · pgcd(p1 ∪ pk)− αj · pgcd(p1 ∪ pj)) mod pgcd(pj ∪ pk) = 0 (3.42)
Par la formule 3.41, (αk · pgcd(p1 ∪ pk)− αj · pgcd(p1 ∪ pj)) est divisible par pgcd(pj ∪ pk),
alors ∆j,k · pgcd(p1 ∪ pk) doit être également divisible par pgcd(pj ∪ pk) :
∆j,k · pgcd(p1 ∪ pk) mod pgcd(pj ∪ pk) = 0 (3.43)
On cherche la plus petite valeur de ∆j,k pour laquelle la condition ci-dessus est vraie.
Alors, ∆j,k · pgcd(p1 ∪ pk) doit être égal au plus petit commun multiple de pgcd(p1 ∪ pk) et
pgcd(pj ∪ pk) :
∆j,k · pgcd(p1 ∪ pk) = ppcm(pgcd(p1 ∪ pk), pgcd(pj ∪ pk)) (3.44)
On obtient :
∆j,k =
ppcm (pgcd (p1 ∪ pk) , pgcd (pj ∪ pk))
pgcd(p1 ∪ pk) (3.45)
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α′k est une valeur suivante qui vérifie la seconde condition du Lemme 3.6 pour tous les j si
∆k =
⋃
1<j<k ∆j,k. Alors, ∆k est le plus petit commun multiple des ∆j,k pour j variant de
2 à k − 1 :
∆k = ppcm
k−1⋃
j=2
ppcm (pgcd (p1 ∪ pk) , pgcd (pj ∪ pk))
pgcd(p1 ∪ pk)
 (3.46)
On multiple l’équation ci-dessus par pgcd(p1 ∪ pk) et, grâce à la relation : mppcm(a, b) =
ppcm(ma,mb), on obtient :
∆k · pgcd(p1 ∪ pk) = ppcm
k−1⋃
j=2
ppcm (pgcd (p1 ∪ pk) , pgcd (pj ∪ pk))
 (3.47)
Puisque ppcm(ppcm(a, b), c) = ppcm(a, b, c), cette équation se réduit à :
∆k · pgcd(p1 ∪ pk) = ppcm
k−1⋃
j=1
pgcd (pj ∪ pk)
 (3.48)
En divisant l’équation ci-dessus par pgcd(p1 ∪ pk) on obtient l’Expression 3.40
Les Lemmes 3.5 et 3.6 permettent de déterminer toutes les configurations de démarrage
de modes s’exécutant concurremment dans des modules différents. Le procédé est décrit en
détail dans le chapitre suivant, où une solution algorithmique est proposée (voir section 4.4).
De façon générale, il s’agit tout d’abord de calculer, grâce au Lemme 3.5, les intervalles
entre débuts de mode pour les modes des deux premiers modules de l’ensemble Modules,
puis, en appliquant le Lemme 3.6, d’ajouter, un par un, les modes des modules suivants.
La configuration de démarrage des modes est donnée par tous les coefficients α2, . . . , αn
qui satisfont les conditions des Lemmes 3.5 et 3.6 pour un ensemble de n modules.
Définition 3.16 (Ensemble des configurations possibles des démarrages de modes).
Soit Modules un ensemble de n modules et soient m1, . . . ,mn n modes appartenant chacun
à un module différent de cet ensemble (∀Mk ∈Modules : ∃mk ∈Modes[Mk]). L’exécution
courante de chaque mode mk est précédée depuis le mode initial de son module par le chemin
pk. L’ensemble des configurations possibles des démarrages de modes α(n)(p1, . . . , pn) pour
les chemins p1, . . . , pn est l’ensemble de toutes les collections ordonnées de coefficients
α2, . . . , αn pour lesquels les conditions des Lemmes 3.5 et 3.6 sont satisfaites. Chacune
de ces collections décrit les intervalles entre les démarrages de modes qui s’exécutent en
parallèle à un instant donné.
Exemple 3.13. Soient les mêmes modes, les mêmes modules et les mêmes chemins que
dans les Exemples 3.11 et 3.12. Si la période du mode m2 est égale à T [m2] = 8 et la
période du mode m3 est égale à T [m3] = 12, alors l’ensemble α(3)(p1, p2, p3) est donné par :
α(3)(p1, p2, p3) = {(0, 0), (0, 2), (0, 4), (1, 1), (1, 3), (1, 5), (2, 0), (2, 2), (2, 4), (3, 1), (3, 3), (3, 5)}
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Il est possible que le même mode puisse être atteint par des chemins dont les chaînes
comprennent des modes différents et, par conséquent, les plus grands communs diviseurs
de ces chemins sont également différents. Dans ce cas, afin d’obtenir une image complète de
tous les intervalles possibles entre démarrages de mode dans les différents modules, chaque
séquence de chemins (p1, . . . , pn) ∈ ∏nk=1 Pk, où Pk est l’ensemble de tous les chemins qui
mènent depuis le mode initial au mode mk, doit être vérifiée.
3.6.3 Caractérisation d’une configuration parallèle
La connaissance des relations qui lient les dates de débuts des modes s’exécutant concur-
remment permet de reconstituer toutes les configurations parallèles atteignables par le
système. A chaque configuration parallèle est associé un ensemble de traces qui peuvent
démarrer simultanément dans tous les modules. Ces traces seront considérées pendant
l’évaluation de la demande de temps de processeur cumulée par tous les modules du
système.
Lemme 3.8 (Observabilité de Configuration Parallèle). Soit un système composé
de n modules. La configuration parallèle ζ = ((m1, δ1), . . . , (mn, δn)) peut être observée
pendant l’exécution de ce système s’il existe (α2, . . . , αn) ∈ α(n)(p1, . . . , pn) tel que :
∀k, 1 < k ≤ n, (δk − δ1 + T [m1]) mod T [mk] = αk · pgcd(p1 ∪ pk) (3.49)
Démonstration. Supposons que les modules ne changent pas de mode. Alors, après T [m1]−
δ1 unités de temps, le modem1 recommence son exécution. A cet instant, le redémarrage du
mode m1 n’a lieu avant aucun autre redémarrage des autres modes. Si les autres modules
ne changent pas de mode, le temps de mode mk à cet instant-là est égal à δ′k = δk − δ1 +
T [m1] mod T [mk]. L’intervalle de temps entre cette activation et l’activation la plus récente
du mode mk est égal à δ′k. La longueur de cet intervalle doit satisfaire les conditions du
Lemme 3.6. Donc ∀ k : 1 < k ≤ n ∃αk : δ′k = αk · pgcd(p1 ∪ pk).
3.6.4 Modes non-corrélés
Les paragraphes précédents cherchaient à caractériser les relations qui relient les états
particuliers de différents modules. Dans ce qui suit, le problème inverse est abordé et
l’on s’interroge sur les conditions pour qu’aucune relation n’existe entre ces états de telle
sorte que ces états puissent éventuellement coïncider de manière arbitraire. Et dans ce cas,
certaines traces d’exécution dans des modules différents peuvent être déclenchées au même
instant. Leurs demandes de temps de processeur peuvent donc être additionnées quels que
soient les états des modules à partir desquels ces traces débutent. Ainsi, dans ce cas, les
conditions du Théorème 2 s’appliquent non seulement comme conditions suffisantes mais
également nécessaires. Un parallèle peut être effectué avec l’analyse d’un ensemble de tâches
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asynchrone en considérant cet ensemble comme synchrone. Si les périodes de ces tâches sont
premières entre elles, le résultat de cette analyse est exact [148] (voir section 2.4.2).
L’exemple suivant illustre un cas où l’instant de démarrage d’un mode peut se produire
à n’importe quel instant de tout autre mode concurrent.
Exemple 3.14. Considérons trois modes m1,m2 et m3 qui s’exécutent concurremment
dans trois modules différents. Les plus grands communs diviseurs des chemins p1, p2, p3 par
lesquels les modules passent avant la plus récente activation de chacun de ces modes sont
donnés respectivement par : pgcd(p1) = 2, pgcd(p2) = 9 et pgcd(p3) = 3. Le mode m1 peut
donc commencer son exécution à tout instant des modes m2 et m3 car pgcd(p1) = 2 est le
premier avec pgcd(p2) et pgcd(p3). Par contre, la différence entre les instants de démarrage
de ces deux derniers modes est toujours un multiple de 3.
La condition ci-après permet d’établir, pour un ensemble de modes qui s’exécutent en
parallèle, que tout temps d’un des modes de cet ensemble peut coïncider avec tous les temps
des autres modes. Toute trace d’exécution initiée dans ce mode peut alors être déclenchée
au même instant que toute autre trace dans un module différent. Ainsi, la demande de
temps de processeur faite par chaque trace débutant dans ce mode peut devoir s’ajouter
aux demandes des traces démarrant dans les modes concurrents.
Lemme 3.9 (Mode non-corrélé). Soient n modes m1, . . . ,mn s’exécutant en parallèle
chacun dans un module différent. Chaque mode mk pour tout k tel que 1 ≤ k ≤ n est
atteignable par les chemins pk ∈ Pk. Le temps δi du mode mi peut coïncider avec tout
temps de tout autre mode si et seulement si :
∃pi ∈ Pi : ∀k 6= i, 1 ≤ k ≤ n, ∃pk ∈ Pk, pgcd(pi, pk) = 1 (3.50)
Démonstration. Soit δk le temps du mode mk. L’intervalle entre les instants de début des
modesmi etmk est égal à (δi−δk) mod T [mk]. Selon le Lemme 3.5 cet intervalle est multiple
de pgcd(pi, pk). Pour tout n ∈ N, (δi−δk) mod T [mk] = npgcd(pi, pk). Avec pgcd(pi, pk) = 1
on obtient (δi − δk) mod T [mk] = n. Le temps de mode δk est égal à (δi + n) mod T [mk].
Cela implique que δk ∈ [0, T [mk]].
Il se peut que non seulement un mode, mais tous les modes concurrents, puissent
s’exécuter dans toutes les configurations possibles de leurs temps de mode. Dans ce cas,
toutes les traces de ces modes peuvent commencer leurs exécutions simultanément. Si la
demande cumulative de ces traces ne satisfait pas les conditions du Théorème 2, il est
inutile d’appliquer l’analyse plus détaillée.
Lemme 3.10 (Cas synchrone). Soient n modes m1, . . . ,mn s’exécutant en parallèle
chacun dans un module différent. Pour tout k tel que 1 ≤ k ≤ n, mk est atteignable par tous
les chemins pk ∈ Pk. Toute configuration parallèle ζ = ((m1, δ1), . . . , (mn, δn)) qui est dans
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l’ensemble de produit de tous les temps de ces modes (∏nk=1{(mk, δk) | 0 ≤ δk ≤ T [mk]})
est observable si et seulement si :
∃P ∈
n∏
k=1
Pk : ∀pi, pj ∈ P, pgcd(pi, pj) = 1 (3.51)
3.7 Condition nécessaire et suffisante d’ordonnançabilité de
plusieurs modules
Une configuration parallèle associe toutes les traces d’exécution qui peuvent débuter
au même moment dans des modules différents. Le système est faisable s’il n’existe aucun
intervalle de temps durant lequel la demande de temps de processeur dépasse le temps
de processeur disponible. Dans chaque intervalle, on considère seulement les traces qui
appartiennent à la même configuration parallèle et s’exécutent en même temps. Le théorème
suivant donne les conditions nécessaires et suffisantes pour l’ordonnançabilité d’un système
E-TDL sous EDF sur un processeur. Il réduit le pessimisme du Théorème 2.
Théorème 3 (Ordonnançabilité d’un système E-TDL : conditions nécessaires et
suffisantes ). Soit un système exécutant un ensemble Modules de n modules E-TDL. Il
est ordonnançable sous EDF sur un processeur si et seulement si :
n∑
k=1
max
m∈Modes[Mk]
{U(m)} ≤ 1, (3.52)
et pour chaque configuration parallèle ζ = ((m1, δ1), . . . , (mn, δn)) et chaque intervalle de
temps 0 < ∆ ≤ ∆max(Modules) :
n∑
k=1
maxdfMk(mk, δk,∆) ≤ ∆ (3.53)
où (mk, δk) est un état du module Mk ∈Modules dans la configuration parallèle ζ.
Démonstration. La preuve est adaptée des preuves du Lemme 3.3 et du Lemme 3.4 dans [24]
pour l’ordonnançabilité des tâches à requête avant échéance. Avec les notations de la preuve
du Lemme 3.3 et en procédant par l’absurde, on suppose que le système est infaisable dans
l’intervalle [t1, t2] et que la seconde condition du Théorème 3 est satisfaite. On suppose
aussi qu’à l’instant t1 le système s’exécute dans la configuration parallèle ζ qui appartient à
l’ensemble de toutes les configurations parallèles observables. La demande de temps de pro-
cesseur faite par les tâches de tout moduleMk ∈Modules dans l’intervalle [t1, t2] est donnée
par la fonctionmaxdfMk(mk, δk,∆) pour ∆ = t2−t1 et (mk, δk) ∈ ζ. Puisqu’à l’instant t2 la
tâche τ dépasse son échéance, la demande cumulative de temps de processeur faite par tous
les modules de l’ensemble Modules est plus grande que le temps de processeur disponible
dans cet intervalle qui est égal à ∆. Par conséquent, ∑nk=1 maxdfMk(mk, δk,∆) > ∆, ce
qui contredit l’hypothèse de départ.
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L’exemple suivant illustre les aspects les plus importants dans l’analyse d’ordonnançabilité
basée sur les résultats obtenus dans ce chapitre.
Exemple 3.15. Soit un système composé de trois modules Modules = {M1,M2,M3} E-
TDL. Les modes et les commutateurs de mode au sein de chacun des modules sont indiqués
sur la Figure 3.10 (le mode situé le plus haut dans chacun des modules est le mode initial).
Le tableau 3.1 représente les périodes de mode et les périodes de changement de mode
m11
m12
M1
m21
m22
M2
m31
M3
Figure 3.10 – Système composé de trois modules E-TDL
ainsi que les paramètres de toutes les tâches. Tout d’abord, le Théorème 2 est utilisé afin
Module mode T Tsw tâches
M1
m11 10 10 τ111(0, 2, 6, 10), τ112(0, 1, 5, 5)
m12 8 - τ121(2, 1, 2, 8)
M2
m21 4 4 τ211(0, 1, 4, 4)
m22 8 8 τ221(1, 1, 1, 8)
M3 m31 8 - τ311(2, 1, 1, 8)
Table 3.1 – Modes et paramètres de tâches
de vérifier l’ordonnançabilité du système. La somme des facteurs maximaux d’utilisation
des modes dans tous les modules n’est pas plus grande que 1. La seconde condition est
alors vérifiée. Sur la Figure 3.11 les fonctions des bornes de demande maximale mdbfM1,
mdbfM2, mdbfM3 sont tracées ainsi que leur somme comparée avec la durée d’intervalle de
temps ∆. Comme le montre la Figure 3.11, la seconde condition du Théorème 2 n’est pas
satisfaite pour ∆ = 1 et ∆ = 2.
Pour ∆ = 1, les demandes maximales de temps de processeur faites par les traces
d’exécution de durée 1 au sein de modules M1, M2 et M3 sont :
• M1 : La demande de temps de processeur de toute trace d’exécution de durée 1 est
égale à 0 :
df(σM1) = 0 si |σM1 | = 1.
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Figure 3.11 – Fonctions des bornes de demande maximale pour le système de
l’Exemple 3.15.
• M2 : La demande de temps de processeur de trace (m22, 1, 2, ∅, ∅, 0) est égale à 1.
Pour toute autre trace de durée 1 la demande de temps de processeur est égale à 0 :
df(σM2) =
{
1 si σM2 = (m22, 1, 2, ∅, ∅, 0),
0 sinon
si |σM2 | = 1.
• M3 : La demande de temps de processeur de trace (m31, 2, 3, ∅, ∅, 0), est égale à 1.
Pour toute autre trace de durée 1 la demande de temps de processeur est égale à 0 :
df(σM3) =
{
1 si σM3 = (m31, 2, 3, ∅, ∅, 0),
0 sinon
si |σM3 | = 1.
Pour ∆ = 2, les demandes maximales de temps de processeur faites par les traces
d’exécution de cette durée sont présentées ci-dessous :
• M1 : La demande de temps de processeur de trace (m12, 2, 4, ∅, ∅, 0) est égale à 1.
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Pour toute autre trace de durée 2 la demande de temps de processeur est égale à 0 :
df(σM1) =
{
1 si σM1 = σM1 = (m12, 2, 4, ∅, ∅, 0),
0 sinon
si |σM1 | = 2.
• M2 : Les demandes de temps de processeur de trace (m22, 1, 3, ∅, ∅, 0) et (m22, 0, 2, ∅, ∅, 0)
sont égales à 1. Pour toute autre trace de durée 2 la demande de temps de processeur
est égale à 0 :
df(σM2) =
{
1 si σM2 ∈ {(m22, 1, 3, ∅, ∅, 0), (m22, 0, 2, ∅, ∅, 0)}
0 sinon
si |σM2 | = 2.
• M3 : La demande de temps de processeur de trace (m31, 2, 4, ∅, ∅, 0) et (m31, 1, 3, ∅, ∅, 0)
sont égales à 1. Pour toute autre trace de durée 2 la demande de temps de processeur
est égale à 0 :
df(σM3) =
{
1 si σM3 ∈ {(m31, 2, 4, ∅, ∅, 0), (m31, 1, 3, ∅, ∅, 0)}
0 sinon
si |σM3 | = 2.
A l’aide de l’analyse présentée dans la section 3.6, on peut vérifier s’il peut se produire
que les traces indiquées ci-dessus démarrent en même temps. Pour cela on vérifie que les
configurations parallèles qui correspondent aux démarrages de ces traces sont observables
au sens du Lemme 3.8.
Pour ∆ = 1, en tenant compte des traces identifiées ci-dessus et pour lesquelles le
Théorème 2 ne garantit pas l’ordonnançabilité, chaque configuration parallèle dans laquelle
ces traces débuteraient simultanément appartient à l’ensemble :
{((m1, δ1), (m22, 1), (m31, 2)) |m1 ∈Modes[M1], 0 ≤ δ1 < T [m1]}
où (m1, δ1) est un état quelconque du module M1. Ces configurations décrivent un état
d’exécution du système dans lequel les traces de longueur 1 effectuant la plus grande demande
de processeur démarreraient, au même instant de temps absolu, simultanément. Ces configu-
rations sont telles que, pour ce faire, le mode m31 doit avoir débuté une unité de temps
avant le mode m22.
Dans un premier temps, au sein de chaque module, les chemins qui mènent du mode
initial vers les modes de la configuration parallèle examinée doivent être identifiés. Ceux-ci
se trouvent, accompagnés de leurs plus grands communs diviseurs, dans la Table 3.2 (le
chemin vers m12 n’est pas considéré pour ∆ = 1). Les plus grands communs diviseurs
pgcd(pa∪pb) de paires de chemins qui mènent, dans des modules différents, vers des modes
pouvant s’exécuter en parallèle sont donnés dans la Table 3.3. Ces valeurs seront utilisées
pour vérifier les conditions des Lemmes 3.4 et 3.5. Selon le Lemme 3.4, pour p22 et p31,
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chemin pgcd
p12 m11 → m12 2
p22 m21 → m22 4
p31 m31 8
Table 3.2 – Plus grands communs
diviseurs des chemins
p12 p22 p31
p12 - 2 2
p22 2 - 4
p31 2 4 -
Table 3.3 – Plus grands communs
diviseurs pour les paires des chemins qui
mènent aux modes concurrents
tout intervalle de temps séparant les débuts de ces deux modes est un multiple de pgcd(p22∪
p31) = 4. Le second lemme est satisfait par les éléments de l’ensemble α(p22, p31) = {0, 1}.
Ce résultat s’interprète soit comme le début simultané des exécutions concurrentes des
modes m31 et m22 (0 ∗ pgcd(p22 ∪ p31)), soit comme le début de l’exécution de mode m31 4
unités de temps avant le début de l’exécution concurrente de mode m22 (1∗pgcd(p22∪p31)).
Aucun coefficient de l’ensemble α(p22, p31) ne satisfait la condition d’observabilité 3.49
pour l’état (m22, 1) du module M2 et l’état (m31, 2) du module M3. En effet, (2 − 1 +
8) mod 8 /∈ {0, 4}. Par conséquent, la configuration parallèle dans laquelle ces deux états
coïncident n’est pas observable. On en déduit que les traces d’exécution σM2 et σM3 telles que
start(σM2) = (m22, 1) et start(σM3) = (m31, 2) ne commencent jamais au même moment.
Donc, le système est faisable pour tous les intervalles de durée ∆ = 1.
Pour ∆ = 2, l’ensemble des configurations parallèles pour lesquelles la faisabilité du
système n’est pas garantie par le Théorème 2 est défini par :
{((m12, 2), (m22, δ22), (m31, δ31)) | δ22 = {0, 1}, δ31 = {1, 2}}
Comme toutes ces configurations se rapportent à l’exécution concurrente des modes m12,
m22 et m31, les relations entre leurs instants de début sont à explorer. Tout d’abord, le
Lemme 3.5 situe les chemins qui mènent aux modes m12 et m22 (voir Table 3.2) en
supposant que l’instance courante du mode m12 n’est pas démarrée avant l’instance courante
du mode m22. On obtient les valeurs α2 ∈ α(2)(p12, p22) ({0, 1, 2, 3}), qui correspondent
aux intervalles de longueurs α2 ∗ pgcd(p12 ∪ p22) (0, 2, 4, 6) entre les débuts des instances
concurrentes des modes m12 et m22. On intègre ensuite dans l’analyse le chemin qui
mène au mode m31. Le Lemme 3.6 permet d’obtenir l’ensemble α(3)(p12, p22, p31) de paires
(α2, α3). Chaque paire (α2, α3) décrit un schéma d’activation des modes dans lequel les
modes m22 et m31 commencent leurs instances courantes respectivement α2 ∗gcd(p12∪p22)
et α3 ∗ gcd(p12 ∪ p31) unités de temps avant le début de l’instance courante du mode m12.
Toutes ces paires (α2, α3), ainsi que des exemples de chemins correspondant à chacune de
ces paires sont présentés dans la Table 3.4 (w12 est un chemin conduisant depuis le mode
initial du ModuleM1 vers le mode m12, w22 est un chemin conduisant depuis le mode initial
du Module M2 vers le mode m22 et w31 est un chemin conduisant depuis le mode initial
du Module M3 vers le mode m31 ; les chemins situés dans une même ligne de la table sont
associés à une même paire (α2, α3)).
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(α2, α3) exemple des chemins
w12 w22 w31
(0, 0) (m11, 4) (m21, 10) (m31, 5)
(0, 2) (m11, 2) (m21, 1), (m22, 2) (m31, 2)
(1, 1) (m11, 1) (m21, 2) (m31, 1)
(1, 3) (m11, 3) (m21, 5), (m22, 1), (m31, 3)
(2, 0) (m11, 4) (m21, 5), (m22, 2) (m31, 5)
(2, 2) (m11, 2) (m21, 2), (m22, 1), (m31, 2)
(3, 1) (m11, 1) (m21, 1) (m31, 1)
(3, 3) (m11, 3) (m21, 4), (m22, 1), (m31, 3)
Table 3.4 – Exemples des chemins pour (α22, α31) ∈ α(3)(p12, p22, p31)
Etant données les valeurs de α(3)(p12, p22, p31), les configurations parallèles pour l’exécution
concurrente de ces trois modes peuvent être déterminées grâce au Lemme 3.8. La Table 3.5
résume toutes les valeurs de δ22 et δ31 qui constituent une configuration parallèle observable
((m12, 2), (m22, δ22), (m31, δ31)).
(0, 0) (0, 2) (1, 1) (1, 3) (2, 0) (2, 2) (3, 1) (3, 3)
δ22 2 2 4 4 6 6 0 0
δ31 2 6 4 0 2 6 4 0
Table 3.5 – Valeurs possibles de δ22 et δ31 pour les configurations parallèles
((m12, 2), (m22, δ22), (m12, δ31)) réellement observables
Cette table ne contient pas les configurations parallèles qui invalident les conditions du
Théorème 3 parce que ces configurations sont, en fait, inatteignables et les traces d’exécution
des différents modules qui requièrent une unité de temps de processeur sur l’intervalle
∆ = 2 ne sont jamais activées simultanément. Par conséquent, la somme de fonctions
de demandes maximales pour les traces de cette durée dans les modules différents ne
dépasse 2 pour aucune des configurations parallèles. Le système est donc, conformément
aux conditions du Théorème 3, ordonnançable.
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3.8 Condition d’ordonnançabilité pour plusieurs modules avec
ressources allouées par un serveur
Le Théorème 3 est adapté au cas où les ressources (le temps processeur) sont allouées
par le biais d’un serveur. Cette allocation s’effectue périodiquement (Periodic Resource
Model [156]). Les deux conditions du Théorème 3 ainsi que la borne de faisabilité doivent
être déterminées en tenant compte du schéma d’allocation.
Un serveur de ressources périodique Γ(Π,Θ) délivre Θ unités de ressources par période
Π (Θ ≤ Π). La capacité de ce serveur est égale à ΘΠ . La fonction d’approvisionnement
minimal sbfΓ(∆) (supply bound function) décrit la quantité minimale de ressources délivrées
dans chaque intervalle de durée ∆. Elle est calculée comme suit :
sbfΓ(∆) =
⌊∆− (Π−Θ)
Π
⌋
Θ + εs (3.54)
où
εs = max
(
∆− 2 (Π−Θ)−Π
⌊∆− (Π−Θ)
Π
⌋
, 0
)
La fonction sbfΓ est une fonction non décroissante échelonnée. Elle peut être bornée infé-
rieurement par une fonction linéaire. Cette fonction, lsbfΓ (linear supply bound function),
est donnée par la formule suivante :
lsbfΓ(∆) =
Θ
Π (∆− 2 (Π−Θ)) ≤ sbfΠ(∆) (3.55)
Il est nécessaire d’établir la borne de faisabilité pour un système constitué d’un ensemble
de modules Modules dont les ressources (le temps de traitement) sont allouées par un
serveur de ressources périodique Γ = (Π,Θ). Le raisonnement de la section 3.5.2 est repris
en prenant en compte que le temps processeur disponible pour l’exécution de tâches dans
tout intervalle ∆ ne dépasse pas lsbfΓ(∆). Ainsi, l’Equation 3.23 devient :∑
M∈Modules
mdbfM (∆) > lsbfΓ(∆) (3.56)
En résolvant cette équation la borne de faisabilité ci-dessous est obtenue :
∆ < 2
∑
M∈Modules
max
m∈Modes[M ]
(U(m)H[m]) + ΘΠ (Π−Θ)
Θ
Π −
∑
M∈Modules
max
m∈Modes[M ]
U(m)
(3.57)
La plus grande valeur de ∆ qui satisfait l’Equation 3.57 est ∆Γmax(Modules).
Le Théorème 3 peut être réécrit.
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Théorème 4 (Version du Théorème 3 en présence d’un serveur de ressources
périodique). Soit un système exécutant un ensemble Modules de n modules E-TDL.
Soit un serveur de ressources périodique Γ = (Π,Θ) qui délivre le temps de traitement
pour l’exécution des tâches de Modules. Le système est ordonnançable sous EDF sur un
processeur si et seulement si :
n∑
k=1
max
m∈Modes[Mk]
{U(m)} ≤ ΘΠ , (3.58)
et pour chaque configuration parallèle ζ = ((m1, δ1), . . . , (mn, δn)) et chaque intervalle de
temps 0 < ∆ ≤ ∆Γmax(Modules) :
n∑
k=1
maxdfMk(mk, δk,∆) ≤ sbfΓ(∆) (3.59)
où (mk, δk) est un état du module Mk ∈Modules dans la configuration parallèle ζ.
Démonstration. La preuve est dérivée de la preuve du Théorème 3. La première condition
exprime que le taux d’utilisation ne peut pas être supérieur à la capacité du serveur Γ. La
seconde condition vérifie que le temps nécessaire pour le traitement des tâches de Modules
dans l’intervalle ∆ ne dépasse pas le temps minimal alloué par le serveur Γ dans cet
intervalle.
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3.9 Conclusion
La contribution la plus importante présentée dans ce chapitre est d’établir des conditions
nécessaires et suffisantes pour l’ordonnançabilité d’un système de plusieurs modules E-
TDL exécutés sous EDF dans un contexte monoprocesseur. Elle repose sur le concept de
fonction de demande largement appliqué pour évaluer la faisabilité des systèmes utilisant
cette politique d’ordonnancement. L’exactitude de ces conditions est due au fait que, dans
les modules s’exécutant concurremment, les instants d’activation des tâches et les intervalles
entre ces instants peuvent être déterminés par l’analyse développée. Cette analyse s’appuie,
dans une certaine mesure, sur les observations qui ont permis à Pellizzoni et Lipari [132, 133]
de reproduire les configurations de démarrages dans un ensemble de tâches asynchrone. Elle
propose la détermination d’une borne sur la longueur des intervalles qui doivent être vérifiés.
Cette borne est obtenue par évaluation de la demande maximale dans les différentes phases
d’exécution d’un module et par application du raisonnement proposé par Baruah [24, 25].
Le champ d’application de cette étude ne se réduit pas au seul langage E-TDL. Les
questions traitées sont en effet communes à la plupart des systèmes dirigés par le temps
conçus de manière compositionnelle. Il est alors envisageable que les résultats obtenus
dans ce chapitre soient applicables dans le cadre plus large des systèmes à déclenchement
temporel.
A ce stade, la question de la mise en œuvre de tous les éléments de l’analyse proposée
reste ouverte. Il s’agit particulièrement du calcul de fonction de demande, de l’exploration
du graphe de changement de mode et de l’identification des configurations parallèles. Ils
permettraient de construire un outil de vérification des systèmes décrits en E-TDL. Le
chapitre suivant présente cet outil en accordant une attention particulière aux solutions
algorithmiques sur lesquelles il est basé.
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Chapitre 4
Un outil pour la vérification
d’ordonnançabilité de systèmes
décrits en E-TDL
Ce chapitre présente un outil pour l’analyse d’ordonnançabilité d’un système exécutant
un ensemble de modules E-TDL sous EDF. L’outil prend comme paramètre la quantité
de ressources disponibles pour l’exécution. Il vérifie si ces ressources sont suffisantes pour
que le système soit ordonnançable. Outre une réponse sur l’ordonnançabilité, l’outil évalue
aussi les ressources effectivement utilisées pour le traitement des composants d’E-TDL. Ceci
permet d’envisager les systèmes d’une manière compositionnelle, les composants E-TDL
pouvant partager les ressources de processeur avec d’autres composants.
L’outil est fondé sur les bases théoriques du chapitre précédent. Tout d’abord, il propose
un algorithme qui effectue la recherche des instants de débuts des modes dans un graphe de
changement de mode. Cela est nécessaire pour établir toutes les configurations parallèles.
Ces configurations peuvent être obtenues grâce à une analyse attentive des relations entre
instants de débuts des modes dans tous les modules du système. Ensuite, il quantifie la
demande maximale de processeur dans tout intervalle. Compte tenu des changements de
modes possibles, plusieurs scénarios d’exécution d’un même module doivent être examinés.
A partir de tous ces éléments, un test d’ordonnançabilité est établi.
4.1 Introduction
Pour que le test soit efficace, les méthodes qu’il utilise doivent être adaptées à la
particularité du problème réellement traité. L’Exemple 3.15 montre que l’analyse exhaustive
et exacte, dans certains cas, n’est pas indispensable pour vérifier l’ordonnançabilité dans
tout intervalle. Les conditions suffisantes, lorsqu’il est possible de les appliquer, permettent
de garantir l’ordonnançabilité plus rapidement. La proposition d’un test qui combine ces
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deux types de conditions est formulée dans ce qui suit.
4.1.1 Présentation générale du test
De manière générale, le test d’ordonnançabilité proposé ci-dessous consiste à vérifier
pour tout intervalle, dans les limites de la borne de faisabilité, que la quantité de demande
nécessaire à l’exécution d’un ensemble de modules E-TDL ne dépasse pas la quantité de
traitement disponible (temps de processeur). Ce test repose sur les Théorèmes 2 et 3.
Le Théorème 2 borne supérieurement la quantité de demande :
(a) il fait l’hypothèse que les demandes les plus importantes se produisent en même temps
dans les différents modules,
(b) il calcule la demande comme la somme de ces demandes.
Le Théorème 3 estime la quantité de demande de manière exacte :
(a) il considère toutes les configurations parallèles qui peuvent se produire réellement au
cours de l’exécution des modules,
(b) il cumule les demandes associées à chacune de ces configurations parallèles.
Le premier calcul est moins complexe que le second puisqu’il effectue une seule opération
d’addition des demandes. Le second répète cette opération pour chaque configuration
parallèle. C’est pourquoi, on vérifie d’abord les conditions (suffisantes) du Théorème 2.
Si ces conditions ne sont pas satisfaites pour un intervalle donné, on vérifie cet intervalle
avec les conditions (nécessaires et suffisantes) du Théorème 3.
Le Diagramme 4.1 présente une idée générale du test. Le test commence par vérifier
les conditions préalables sur le taux d’utilisation des modules (Les Equations 3.26, 3.52,
3.58). Ensuite, il détermine une borne de faisabilité ∆max (Les Equations 3.25 et 3.57)
et procède, dans l’ordre croissant, à la vérification d’ordonnançabilité dans les intervalles
∆. Comme mentionné ci-dessus, il essaye d’abord de vérifier la condition suffisante du
Théorème 2. Il calcule donc la somme des bornes des fonction des demandes maximales
mdbfM (∆) (l’Equation 3.13) pour tous les modules M dans l’intervalle ∆. Si cette somme
dépasse le nombre de ressources alloué dans cet intervalle, sbf(∆), il passe à l’évaluation
de la condition nécessaire et suffisante du Théorème 3. A cet effet, il doit déterminer toutes
les configurations parallèles dans lesquelles les modules peuvent se trouver. Une fois ces
configurations obtenues, les sommes de fonctions des demandes maximales (associées à
chacune de ces configurations) maxdfM (m, δ,∆) (l’Equation 3.12) pour tous les modules
sont calculées. La plus grande de ces sommes ne doit pas être supérieure à sbf(∆). Faute
de quoi le système est non ordonnançable et le test s’arrête. L’ordonnançabilité du système
est prouvée si le test ne s’arrête dans cet état dans aucun intervalle ∆ allant de 1 à ∆max.
4.1.2 Architecture de l’outil
L’analyse fonctionnelle du test fait apparaître les composants suivants qui sont décrits
en détails dans la suite de ce chapitre :
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U ← utilisation
[non ordonnançable]
∆max ← borne de faisabilité
∆ ← 0
∆ ← ∆ + 1
sum_mdbf ← ∑M mdbfM (∆)
calcul des configurations parallèles
p_confs
max_sum_maxdf ←
max
ζ∈p_confs
∑
(m,δ)∈ζ
maxdfM (m, δ,∆)
[ordonnançable][non ordonnançable]
[U ≥ Umax]
[sbf(∆) < sum_mdbf ]
[∆ < ∆max]
[max_sum_maxdf > sbf(∆)]
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Figure 4.1 – Diagramme d’activité du test d’ordonnançabilité pour E-TDL
• test d’ordonnançabilité exécution du test d’ordonnançabilité pour
E-TDL (section 4.6)
• fonctions de demande calcul des fonctions de demande (df ,maxdf) et
de la borne de faisabilité (section 4.5)
• configurations parallèles algorithmes de recherche des configurations
parallèles d’un module (section 4.4)
• graphe de changement de mode parcours du graphe de changement de mode
afin de déterminer les instants de débuts des
modes (section 4.3)
• interface E-TDL classes représentant les principales entités du
langage E-TDL : tâches, modes, modules
(section 4.2)
Le code source de l’outil s’organise autour de cette structure. Chaque fichier fournit
les fonctionnalités du composant qu’il met en œuvre. L’outil est écrit en Python (2.7.6) et
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Configurations
paralleles
Test
 d’ordonnancabilite
Graphe de
changement de mode
Fonctions
de demande
 Interface E-TDL 
Figure 4.2 – Diagramme de paquetages pour l’outil de vérification d’ordonnançabilité
pour E-TDL
utilise la bibliothèque NetworkX [80]. Ce choix a été dicté par la très bonne efficacité de
programmation dans ce langage ainsi que par les nombreux types de base et les extensions
dont il est doté. Destiné à s’intégrer au sein d’une chaîne de compilation pour les systèmes
à déclenchement temporel, l’outil est conçu sous la forme d’une bibliothèque. Cette biblio-
thèque fournit les abstractions permettant de décrire un système en E-TDL ainsi que
les fonctions qui vérifient son ordonnançabilité. A ce jour, la bibliothèque est constituée
d’environ 700 lignes de code (et presque 300 lignes de commentaires). Des exemples de
systèmes E-TDL et des jeux de tests visant à évaluer la performance et à donner un aperçu
de fonctionnement de chacun des composants ont également été développés.
4.2 E-TDL interface
Un modèle de système s’exprime en E-TDL à l’aide de trois entités principales : le
module, le mode, la tâche. La Figure 4.3 montre les classes utilisées pour représenter
chacune de ces entités. Elles sont décrites plus précisément ci-dessous.
4.2.1 Classe TDLtask
La classe TDLtask est une représentation abstraite de la tâche temps-réel en E-TDL.
Elle possède les mêmes paramètres que le modèle de cette tâche. Lors de la création d’une
instance de classe TDLtask, la conformité de ses paramètres avec le modèle de tâche (voir
section 3.1) est vérifiée.
4.2.2 Classe TDLmode
La classe TDLmode rassemble des caractéristiques et des méthodes relatives au mode
en E-TDL. De façon générale, un mode exécute des tâches périodiquement. La variable
taskset d’une instance de cette classe représentant un mode m est la liste des instances de
classe TDLtask des tâches exécutées par m. La capacité à changer de mode est exprimée
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TDLmodule
module_id : int
modes : TDLmode [1..*]
start_mode : TDLmode [1]
paths : (int,int) [1..*]
search_mode(mode_id : int) : TDLmode
TDLmode
mode_id : int
taskset : TDLtask [1..*]
period : int
hyperperiod : int
mode_switches : (int,int) [1..*]
add_mode_switch_instant(mode : TDLmode, instant : int)
add_mode_switch_freq(mode : TDLmode, freq : int)
next_modes(mtime : int) : TDLmode [0..*]
processor_utilization() : float
get_task_activation_instants() : int [1..*]
get_task_deadline_instants() : int [1..*]
mode_switches_periodic() : bool
TDLtask
task_id : int
offset : int
wcet : int
let : int
period : int
1..* 1
1..*
1
1
0..*
mode switch
Figure 4.3 – Classes pour E-TDL : TDLmodule, TDLmode, TDLtask
par la variable mode_switches. Cette variable associe à un instant de mode δ un mode
pour lequel une condition de changement est évaluée à δ dans m (plus d’un commutateur
peuvent être spécifiés pour un même instant). Les méthodes add_mode_switch_instant
et add_mode_switch_freq permettent de déclarer un commutateur de mode à un ou plu-
sieurs instants d’un mode. La méthode next_modes permet de trouver tous les modes
dont les commutateurs sont vérifiés à un temps donné du mode. L’exigence de périodicité
des instants de vérification des commutateurs de modes est examinée par la méthode
mode_switches_periodic. Les méthodes get_task_activation_instants et
get_task_deadline_instants retournent des listes qui contiennent respectivement toutes les
dates d’activation et toutes les dates d’échéances des tâches d’un mode. Le taux d’utilisation
de processeur par un mode est calculé à l’aide de la méthode processor_utilization.
4.2.3 Classe TDLmodule
Un module E-TDL regroupe des modes et à un instant donné exécute un des ces modes.
Ainsi, une instance de la classe TDLmodule contient la liste des modes qu’un module peut
exécuter. Cette liste est appelée modes. La variable start_mode désigne le mode par lequel
un module commence son exécution. La structure paths associe à chaque mode de la liste
modes l’ensemble des plus grands diviseurs des chaînes qui mènent du mode initial à ce
mode. Cette structure est construite par un algorithme présenté dans la section suivante.
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4.3 Parcours d’un graphe de changement de mode
Pour déterminer les instants de début d’un mode il est nécessaire de connaître tous les
chemins, dans le graphe de changement de mode, qui conduisent du mode initial à ce mode
(voir section 3.6.1). Pour cela, il est nécessaire de construire, pour un module, son graphe
de changements de mode. Ensuite, il est nécessaire de le parcourir afin de trouver les plus
grands communs diviseurs des instants de début de chacun des modes représentés sur ce
graphe.
L’objectif est de trouver dans un premier temps et pour un module donné son graphe
de changements de mode. Ce graphe, au sens de la Définition 3.1, est constitué par
l’ensemble des modes exécutés par le module et par l’ensemble des transitions entre modes
qui peuvent survenir pendant son exécution. Un graphe orienté est construit à partir de
ces deux ensembles,. Il relie par un arc entre deux sommets s’il existe un commutateur
de mode pour les modes représentés par ces sommets. Ensuite, cet arc est étiqueté par la
fréquence d’évaluation du commutateur. Rappelons que dans la version actuelle d’E-TDL
les conditions des commutateurs de mode sont évaluées périodiquement à des fréquences
constantes. La structure du graphe définie tient compte de cette hypothèse et ne serait
plus valide si cette dernière était invalidée. L’algorithme ci-dessous produit le graphe de
changements de mode GM en acceptant comme entrée un module M .
Algorithme 1 Module_to_graphe(M)
requiert: M est un module E-TDL
assure: GM = (V,E) est un graphe de changements de mode du module M
1: V ← ∅
2: E ← ∅
3: pour tout m ∈Modes[M ] faire
4: V ← V ∪ {m}
5: pour tout m′ ∈ {Modes[M ]− {m}} faire
6: si Tsw(m,m′) 6= ∅ alors
7: E ← E ∪ {(m,m′, Tsw(m,m′))}
8: fin si
9: fin pour tout
10: fin pour tout
11: renvoie GM = (V,E)
Il existe de manière générale, deux façons d’explorer des graphes : en profondeur (depth-
first search, DFS) ou en largeur (breadth-first search, BFS). Le parcours en largeur consiste
à visiter à partir d’un nœud donné tous ses successeurs et à répéter cette opération pour
chacun d’eux tant qu’il existe encore des nœuds non visités. Le parcours en profondeur
suit le chemin issu d’un nœud aussi loin que possible et revient au dernier choix fait en
prenant une autre direction dès que tous les successeurs du nœud courant sont déjà visités
ou n’existent pas. L’algorithme d’exploration du graphe de changement de mode proposé
ci-dessous est basé sur cette dernière approche (DFS). Il existe deux versions de mise en
œuvre de DFS : récursive [158] et non-récursive avec une pile [96]. C’est la version avec
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pile qui est utilisée.
La pile est une liste linéaire pour laquelle toutes les opérations d’insertion ou de
suppression ne peuvent être réalisées qu’à son sommet [101]. Le dernier élément inséré
sur la pile est également le premier élément à en être retiré. Dans l’algorithme qui va
suivre, pour une structure de données appelée Pile :
Pile.empiler(x) ajoute l’élément x au sommet de la Pile,
Pile.dépiler() retire de Pile le dernier élément qui y a été empilé,
Pile.sommet() retourne le dernier élément empilé sur la Pile.
L’algorithme proposé n’a pas seulement pour but de visiter tous les nœuds d’un graphe
de changement de mode d’un module. Son premier objectif est de déterminer les plus grands
communs diviseurs de tous les instants de début de modes représentés par ce graphe. Dans
la version classique du DFS, un nœud qui est visité est marqué afin de le classer dans la
catégorie des nœuds déjà visités. Dans le cas présent, au lieu d’un simple marquage, les plus
grands communs diviseurs des instants de début des modes qui correspondent aux nœuds
visités par l’algorithme sont calculés. Plusieurs chemins peuvent mener à un nœud et par
conséquent plusieurs valeurs peuvent être obtenues en prenant ces différents chemins.
Remarque 4.1. Si Pprec(mk) est l’ensemble de toutes les chaînes qui mènent depuis le
mode initial d’un module M jusqu’à un des modes qui précèdent directement un mode
mk ∈ Modes[M ] dans le graphe de changement de mode du module M , les instants de
début de mode mj peuvent s’exprimer comme :
start(mk) ∈ {n pgcd (pj ∪ {Tsw(mj ,mk), T [mk]}) | pj ∈ Pprec(mk), mj = tail(pj), n ∈ N+ }
(4.1)
Démonstration. Un mode mj précède directement le mode mk dans le graphe de change-
ment de mode. Les instants de début de mode mk peuvent se produire n1 · Tsw(mj ,mk) +
n2 · T [mk] après les instants de début de mode mk où n1, n2 ∈ N+.
start(mk) = { tstart(mj) + n1 · Tsw(mj ,mk) + n2 · T [mk] |n1, n2 ∈ N+ }
D’après la Formule 3.34 et en exprimant la combinaison linéaire n1 ·Tsw(mj ,mk)+n2 ·T [mk]
comme n′ · pgcd(Tsw(mj ,mk), T [mk]) on obtient :
start(mk) ∈ {n pgcd(pj ∪ {Tsw(mj ,mk), T [mk])} |n ∈ N+, pj ∈ Pj }
où Pj est l’ensemble de toutes les chaînes qui mènent depuis le mode initial du module M
jusqu’au mode mj . On étend cette relation sur tous les modes qui précèdent le mode mk
dans le graphe de changement de mode du module M . Tous ces modes sont atteignables
par l’ensemble de chaînes Pprec(mk).
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A chaque visite d’un nœud, dénoté par act, les ensembles des plus grands communs
diviseurs PGCD[s] de chacun de ses successeurs s (s ∈ voisins(act)) sont mis à jour à
l’aide de la relation suivante :
PGCD[s] = PGCD[s] ∪ { pgcd(T [s], Tsw(act, s), pi) |pi ∈ PGCD[act] } (4.2)
Ensuite, on vérifie que les valeurs ajoutées à l’ensemble PGCD[s] ne sont pas des multiples
de valeurs déjà présentes dans PGCD[s] (il est inutile de retenir qu’un mode peut commencer
aux instants 8 ·n si on sait déjà qu’il peut commencer aux instants 4 ·n). Si ces opérations
modifient l’ensemble PGCD[s] pour au moins un nœud s parmi tous les successeurs d’act,
l’algorithme procède à la visite de s et répète la procédure pour tous les successeurs de
celui-ci. Dans le cas contraire, il revient au nœud qui a été visité avant act et essaie de
visiter les autres successeurs. L’algorithme garde la trace de son chemin en empilant les
nœuds visités et en dépilant ceux desquels il se retire.
Exemple 4.1. Soit un module E-TDL qui exécute les modes suivants : Modes[M ] =
{ma,mb,mc,md,me} le mode ma étant le mode initial. Les commutateurs de mode sont
évalués dans les modes avec les fréquences suivantes : Tsw(ma,mb) = 10, Tsw(ma,me) = 3,
Tsw(mb,mc) = 15, Tsw(mb,md) = 20, Tsw(md,mb) = 6 et Tsw(md,me) = 10. Les périodes
de mode sont : T [ma] = 30, T [mb] = 60, T [mc] = 300, T [md] = 30 et T [me] = 120. La
Figure 4.4 illustre le graphe de changement de mode du module M . Le fonctionnement
de l’Algorithme 2 pour le parcours de ce graphe de changement de mode est retracé étape
par étape dans la Table 4.1. La première colonne reflète la composition de la pile tandis
ma
mb
mc
md
me
30
60
300 30 120
10
15
20
6
10
3
Figure 4.4 – Graphe de changement de mode du module M de l’Exemple 4.1
que les colonnes suivantes illustrent les valeurs des plus grands communs diviseurs des
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Algorithme 2 DFSgcd(GM )
requiert: GM est le graphe de changements de mode d’un module M
assure: ∀m ∈Modes[M ] : PGCD[m] = {pgcd(pm) |head(pm) = Init[M ], tail(pm) = m}
1: PGCD[Init[M ]]← T [Init[M ]]
2: Pile← ∅
3: Pile.empiler(Init[M ])
4: début :
5: tant que Pile 6= ∅ faire
6: act← Pile.sommet()
7: pour tout s ∈ voisins(act) faire
8: si visiter(GM , act, s, PGCD) alors
9: Pile.empiler(s)
10: saut début
11: fin si
12: fin pour tout
13: Pile.de´piler()
14: fin tant que
15: renvoie PGCD
16:
17: function visiter(GM , act, s, PGCD)
18: PGCD′ ← {pgcd(T [s], Tsw(act, s), pi) |pi ∈ PGCD[act]}
19: PGCD′ ← PGCD′ ∪ PGCD[s]
20: si |PGCD| > 1 alors
21: pour tout pi ∈ PGCD′ faire
22: PGCD′ ← PGCD′ − {pi}
23: si ∀pi′ ∈ PGCD′ @n ∈ N : n · pi′ = pi alors
24: PGCD′ ← PGCD′ ∪ {pi}
25: fin si
26: fin pour tout
27: fin si
28: si PGCD′ 6= PGCD[s] alors
29: PGCD[s]← PGCD′
30: renvoie vrai
31: sinon
32: renvoie faux
33: fin si
34: fin function
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instants de début de mode, PGCD, au fur et à mesure du parcours effectué par l’algorithme.
L’algorithme commence l’exploration du graphe par le nœud a qui correspond au mode
initial ma (la première ligne dans le tableau) et visite les nœuds suivants en essayant
toujours d’aller aussi loin que possible (les lignes suivantes).
Le graphe possède un cycle (mb−md) et toutes les valeurs de PGCD pour les nœuds de ce
pile PGCD[ma] PGCD[mb] PGCD[mc] PGCD[md] PGCD[me]
a 30 ∅ ∅ ∅ ∅
a,b 30 10 ∅ ∅ ∅
a,b,c 30 10 5 ∅ ∅
a,b 30 10 5 ∅ ∅
a,b,d 30 10 5 10 ∅
a,b,d,b 30 2 5 10 ∅
a,b,d,b,c 30 2 1 10 ∅
a,b,d,b 30 2 1 10 ∅
a,b,d,b,d 30 2 1 2 ∅
a,b,d,b,d,e 30 2 1 2 2
a,b,d,b,d 30 2 1 2 2
a,b,d,b 30 2 1 2 2
a,b,d 30 2 1 2 2
a,b 30 2 1 2 2
a 30 2 1 2 2
a,e 30 2 1 2 2, 3
a 30 2 1 2 2, 3
Table 4.1 – Fonctionnement de l’Algorithme 2 pour le module M de l’Exemple 4.1.
cycle sont identiques. Cette observation peut aider à réduire la complexité de l’algorithme.
Remarque 4.2. Si dans le graphe de changement de mode d’un module M il existe un
cycle formé par une chaîne pc qui traverse les modes mx ∈Modes[M ] et my ∈Modes[M ],
les plus grands communs diviseurs des instants de début de ces deux modes sont identiques.
Démonstration. Soient Px et Py des ensembles de chaînes qui permettent d’accéder aux
modes mx et my depuis le mode initial Init[M ]. Il est évident que tout chemin qui suit la
chaîne px ∈ Px peut être prolongé depuis mx en prenant le cycle pc et parvenir à nouveau
au mode mx :
{ px ∪ pc | px ∈ Px } ⊆ Px
Le plus grand commun diviseur d’une chaîne px est multiple du plus grand commun diviseur
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d’une chaîne qui est composée des chaînes px et pc :
∀px ∈ Px : {n pgcd(px) |n ∈ N+ } ⊆ {n pgcd(px ∪ pc) |n ∈ N+}
Alors, dans l’expression 3.34 on peut, sans perte de généralité, considérer uniquement les
chaînes qui traversent le cycle pc :
tstart(mx) ∈
⋃
px∈Px
{n pgcd(px ∪ pc) |n ∈ N }
Le même raisonnement est mené pour le mode my :
tstart(my) ∈
⋃
py∈Py
{n pgcd(py ∪ pc) |n ∈ N }
Toute chaîne px ∪ pc passe par le mode my et inversement toute chaîne py ∪ pc passe par
le mode mx :⋃
px∈Px
{ px ∪ pc } ⊆
⋃
py∈Py
{ py ∪ pc } et
⋃
py∈Py
{ py ∪ pc } ⊆
⋃
px∈Px
{ px ∪ pc }
Alors les deux ensembles ⋃px∈Px { px ∪ pc } et ⋃py∈Py { py ∪ pc } sont égaux :⋃
px∈Px
{ px ∪ pc } ≡
⋃
py∈Py
{ py ∪ pc }
Les modes qui font partie d’un même cycle dans le graphe de changement de mode
peuvent commencer leurs exécutions à des instants multiples des mêmes coefficients. Il est
donc inutile de parcourir à chaque fois tous les modes de ce cycle si cela conduit aux mêmes
résultats pour tous ces modes. En effectuant une condensation du graphe de changement
de mode en remplaçant tous les nœuds d’un cycle par un seul nœud le nombre des nœuds
visités par l’algorithme peut être réduit. La détection des cycles peut se faire en observant
la pile. Si un nœud est empilé pour la deuxième fois, tous les nœuds empilés entre les
deux occurrences de ce nœud forment un cycle. Cette nouvelle version de l’algorithme a
été comparée avec celle proposée auparavant. En général, les graphes de changement de
mode utilisés dans les tests ne comportaient pas plus d’une dizaine de modes. Ce nombre
était trop faible pour pouvoir observer une amélioration significative du fonctionnement de
l’algorithme. Pour cette raison, et sans vouloir rendre la solution plus complexe qu’elle ne
l’est, c’est la version initiale qui est utilisée. Néanmoins, la version améliorée de l’algorithme
est conservée dans les sources et peut remplacer la version actuelle si cela apparaît utile.
La mise en œuvre de l’algorithme nécessite des structures de données qui permettent
de représenter les graphes et d’effectuer des opérations élémentaires sur ces derniers. Pour
cela, il est fait appel à NetworkX [80], une bibliothèque de Python, pour l’étude des
graphes et des réseaux. Cette bibliothèque contient de nombreuses classes et méthodes
pour construire, manipuler et analyser les graphes orientés et non-orientés. La librairie est
distribuée librement sous la licence BSD.
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4.4 Configurations parallèles
Ce qui suit montre comment déterminer les configurations parallèles dont la connais-
sance est essentielle dans l’analyse exacte d’ordonnançabilité d’un système modélisé en
E-TDL. Le premier pas vers la résolution de ce problème consiste à trouver l’ensemble
des configurations de démarrage des modes s’exécutant en même temps dans les différents
modules du système. En s’appuyant sur les méthodes d’exploration des graphes de change-
ment de mode présentées dans la section précédente il est possible de trouver les instants de
démarrage des modes. Les configurations de démarrage sont obtenues en situant ces instants
les uns par rapport aux autres. Ensuite, les configurations de démarrage de modes sont
transformées en configurations parallèles induites par la détermination du positionnement
des démarrages de modes. La dernière étape consiste à proposer une méthode qui permette
d’obtenir toutes les configurations parallèles coïncidant avec un état de module librement
choisi.
4.4.1 Configurations de démarrage de modes
Les Lemmes 3.5 et 3.6 caractérisent les relations que les instants de démarrage de
modes s’exécutant concurremment dans les différents modules doivent satisfaire. Soient
les modes m1, . . . ,mn qui s’exécutent en même temps et sont atteints, respectivement,
par les chaînes p1, . . . , pn. Soit une configuration de démarrage des modes m1, . . . ,mk−1,
constituée des coefficients (α2, . . . , αk−1) ∈ α(k−1)(p1, . . . , pk−1), connue et telle que k <
n. Il faut maintenant déterminer les points de démarrage du mode mk en accord avec
les points de démarrage des modes m1, . . . ,mk−1 définis dans cette configuration. Il est
possible de retrouver, avec le Lemme 3.6, tout coefficient αk pour lequel il existe une
configuration de démarrage des modes m1, . . . ,mk−1,mk formée comme (α2, . . . , αk−1, αk).
En d’autres termes, le Lemme 3.6 permet d’obtenir l’ensemble α(k)(p1, . . . , pk−1, pk) de
toutes les configurations de démarrage des modes m1, . . . ,mk−1,mk à partir de l’ensemble
α(k−1)(p1, . . . , pk−1).
α(k−1)(p1, . . . , pk−1)→ Lemme 3.6→ α(k)(p1, . . . , pk)
Ainsi, il est possible de définir une procédure itérative qui, en commençant avec un ensemble
de configurations de démarrage pour les deux premiers modes, α(2)(p1, p2), ajoute, à chaque
étape, un nouveau mode et évalue les configurations de démarrage pour ce nouvel ensemble
de modes. La procédure se termine lorsque tous les n modes sont examinés et l’ensemble
α(n)(p1, . . . , pn) de leurs configurations de démarrage trouvé.
Dans l’Algorithme 3, cette approche est utilisée pour trouver l’ensemble α(n)(p1, . . . , pn)
de toutes les configurations de démarrage des n modes : m1, . . . ,mn. L’algorithme prend
en entrée les périodes des modes et les chaînes qui conduisent à leur exécution. Il trouve
tout d’abord un ensemble α(2)(p1, p2) de toutes les configurations de démarrage pour les
deux premiers modes. Ensuite, il appelle, à chaque itération k (3 ≤ k ≤ n), la fonction
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find_new_start_confs pour toute une configuration (α2, . . . , αk−1) de démarrage de
modes dans l’ensemble α(k−1)(p1, . . . , pk−1) et une chaîne pk. Cette fonction retourne un
ensemble de configurations (α2, . . . , αk−1, αk) de démarrage de k modes obtenues en appli-
quant le Lemme 3.6. L’ensemble α(k)(p1, . . . , pk) de toutes les configurations de démarrage
des modes m1, . . . ,mk est constitué en cumulant les résultats de toutes les invocations de la
fonction find_new_start_confs pour chaque configuration (α2, . . . , αk−1) de démarrage
de modes dans l’ensemble α(k−1)(p1, . . . , pk−1).
123
Algorithme 3 Find_all_start_confs((p1, . . . , pn), (T [m1], . . . , T [mn]))
requiert: ∀1 ≤ j ≤ n : pj est une chaîne de Init[Mj ] à mj et mj ∈Modes[Mj ]
assure: α(n)(p1, . . . , pn) est l’ensemble de toutes les configurations (α2, . . . , αn) de démarrage
des modes m1, . . . ,mn si ceux-ci sont atteints par les chaînes p1, . . . , pn
1: function FindAllStartConfs((p1, . . . , pn), (T [m1], . . . , T [mn]))
2: α(2)(p1, p2)←find_new_start_confs((p1, p2), T [m2], ∅)
3: pour tout k ← 3, n faire
4: α(k)(p1, . . . , pk)← ∅
5: pour tout (α2, . . . , αk−1) ∈ α(k−1)(p1, . . . , pk−1) faire
6: α(k)(p1, . . . , pk)←
α(k)(p1, . . . , pk) ∪ find_new_start_confs((p1, . . . , pk), T [mk], (α2, . . . , αk−1))
7: fin pour tout
8: fin pour tout
9: renvoie α(n)(p1, . . . , pn)
10: fin function
11: function find_new_start_confs((p1, . . . , pk), T [mk], (α2, . . . , αk−1))
12: nouvelles_configurations← ∅
13: rest← 0
14: pour tout αk : 0 ≤ αk ∗ pgcd(p1 ∪ pk) < T [mk] faire
15: pour tout j ← 2, k − 1 faire
16: diff ← αk ∗ pgcd(p1 ∪ pk)− αj ∗ pgcd(p1 ∪ pj)
17: rest ← diff mod pgcd(pj ∪ pk)
18: si rest 6= 0 alors
19: break
20: fin si
21: fin pour tout
22: si rest = 0 alors
23: nouvelles_configurations← nouvelles_configurations ∪ (α2, . . . , αk−1, αk)
24: fin si
25: fin pour tout
26: renvoie nouvelles_configurations
27: fin function
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4.4.2 Modes synchrones
Dans la section 3.6.4, le cas des modes dont les instants de démarrage peuvent coïncider
de façon arbitraire est évoqué. Les démarrages de ces modes peuvent être positionnés
librement dans leurs configurations de démarrage sans vérifier les conditions des Lemmes 3.5
et 3.6. Cela est possible si tous les plus grands communs diviseurs de leurs chaînes sont
premiers entre eux (Lemme 3.10). Ces modes peuvent être exclus de l’analyse exacte en les
marquant comme modes du cas synchrone. Pour ce faire, l’Algorithme 4 vérifie les chaînes
de tous les modes parallèles.
Algorithme 4 Modes_synchrones(p1, . . . , pn)
requiert: p1, . . . , pn sont des chaînes de différents graphes de changements de mode
1: function modes_synchrones(p1, . . . , pn)
2: pour tout i← 1, n− 1 faire
3: pour tout j ← i+ 1, n faire
4: si pgcd(pi ∪ pj) 6= 1 alors
5: renvoie faux
6: fin si
7: fin pour tout
8: fin pour tout
9: renvoie vrai
10: fin function
4.4.3 Décalages entre débuts de modes concurrents
Les algorithmes précédents permettent de définir une procédure qui détermine les temps
de décalages entre activations de modes qui s’exécutent parallèlement. L’Algorithme 5
décrit les étapes nécessaires pour obtenir ces décalages pour toutes les combinaisons de
modes concurrents que le système peut exécuter.
Pour chaque configuration des modes (m1, . . . ,mn) ∈ p_modes pouvant s’exécuter en
parallèle, toutes les combinaisons possibles de chaînes conduisant à l’exécution de ces modes
p_paths[(m1, . . . ,mn)] sont déterminées. Compte tenu du fait que chaque mode peut être
atteint par différentes chaînes, il peut exister plusieurs combinaisons pour une configuration
de modes donnée. Si des chaînes de l’ensemble p_paths[(m1, . . . ,mn)] ont leurs plus grands
communs diviseurs premiers entre eux, la configuration parallèle des modes m1, . . . ,mn est
classée dans l’ensemble des modes synchrones syncs. Dans le cas contraire, une analyse
précise des instants de décalages est menée. Pour chaque combinaison possible de chaînes
(p1, . . . , pn) ∈ p_paths[(m1, . . . ,mn)] l’ensemble des (n − 1)-uplets α(n)(p1, . . . , pn) de
coefficients décrivant les configurations de démarrage des modes m1, . . . ,mn est évalué.
Les coefficients de chacun de (n − 1)-uplets dénotant une configuration de démarrage
particulière sont utilisés pour calculer en unités de temps les instants de démarrage de cette
configuration. Le résultat de cette opération est ajouté à l’ensemble offsets[(m1, . . . ,mn)].
Les éléments de cet ensemble sont des (n-1)-uplet de la forme : (δ2, . . . , δn) où δi est un
125
intervalle de temps entre l’activation la plus récente du mode mi et l’activation la plus
récente du mode m1. Le temps de décalage du premier mode est toujours égal à 0.
Algorithme 5 Get_offsets(Modules)
requiert: Modules = {M1, . . . ,Mn} est un ensemble de n modules tel que n > 1
assure: offsets est la liste de tous les décalages entre démarrages de modes des Modules
assure: syncs est un ensemble de modes parallèles dans le cas synchrone pour Modules
1: p_modes← { (m1, . . . ,mn) | ∀1 ≤ i ≤ n : mi ∈Modes[Mi] }
2: p_paths ← [ ]
3: pour tout (m1, . . . ,mn) ∈ p_modes faire
4: p_paths[(m1, . . . ,mn)]← { (p1, . . . , pn) | ∀1 ≤ i ≤ n : tail(pi) = mi, head(pi) = Init[Mi] }
5: fin pour tout
6:
7: offsets← [ ]
8: syncs ← ∅
9: pour tout (m1, . . . ,mn) ∈ p_modes faire
10: si ∃(p1, . . . , pn) ∈ p_paths[(m1, . . . ,mn)] : modes_synchrones(p1, . . . , pn)=vrai alors
11: syncs← syncs ∪ { (m1, . . . ,mn) }
12: continue
13: fin si
14: offsets[(m1, . . . ,mn)]← ∅
15: pour tout (p1, . . . , pn) ∈ p_paths[(m1, . . . ,mn)] faire
16: α(n)(p1, . . . , pn)←FindAllStartConfs((p1, . . . , pn), (T [m1], . . . , T [mn]))
17: offsets[(m1, . . . ,mn)]←
offsets[(m1, . . . ,mn)] ∪ calculate_offsets((p1, . . . , pn), α(n)(p1, . . . , pn))
18: fin pour tout
19: fin pour tout
20: renvoie offsets, syncs
21: function calculate_offsets((p1, . . . , pn), α(n)(p1, . . . , pn))
22: offsets← ∅
23: pour tout (α2, . . . , αn) ∈ α(n)(p1, . . . , pn) faire
24: offsets← offsets ∪ { (α2 ∗ pgcd(p1 ∪ p2), α3 ∗ pgcd(p1 ∪ p3), . . . , αn ∗ pgcd(p1 ∪ pn)) }
25: fin pour tout
26: renvoie offsets
27: fin function
4.4.4 Recherche de configurations parallèles
On ne s’intéresse qu’aux configurations parallèles qui correspondent aux dates d’acti-
vation d’une tâche et, par conséquent, aux démarrages des périodes d’activité de pro-
cesseur. L’Algorithme 5 calcule les décalages entre débuts des modes concurrents. Ces
décalages peuvent être considérés comme les configurations parallèles relatives à l’instant
d’activation du mode du premier module de ces configurations : ((m1,0), . . . , (mn, δn)).
Néanmoins, il est important de pouvoir déterminer d’autres configurations, où le temps de
ce mode n’est pas forcément nul. L’Algorithme 6 transforme les décalages entre débuts des
modes concurrents obtenus par l’Algorithme 5 en configurations parallèles où le temps dans
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le mode d’un des états de module a une valeur donnée. Le fonctionnement de l’algorithme
s’appuie sur les résultats du Lemme 3.49. L’algorithme accepte en entrée un ensemble de
décalages offsets et un état de module (mi, δi) pour lequel il évalue toutes les configu-
rations parallèles dans lesquelles cet état est présent. Pour cela, pour chaque configuration
de décalages d’entrée, il calcule l’intervalle ∆i au but duquel le système, s’il continue son
exécution à partir de l’état de module (mi, δ′i) associé à cette configuration de décalages,
parviendra à l’état de module (mi, δi). L’algorithme retourne l’ensemble p_confs de toutes
les configurations parallèles ζ obtenues ainsi.
Algorithme 6 shift((mi, δi), offsets)
requiert: 0 ≤ δi < T [mi] est un temps de mode mi ∈Modes[Mi]
requiert: offsets est un résultat de l’Algorithme 5 pour Modules = {M1, . . . ,Mn} et i ≤ n
assure: p_confs est un ensemble de configurations parallèles ζ telles que (mi, δi) ∈ ζ
1: function shift((mi, δi), offsets)
2: p_confs ← ∅
3: p_modes← { (m1, . . . ,mi, . . . ,mn) | ∀1 ≤ j ≤ n, j 6= i : mj ∈Modes[Mj ] }
4: pour tout (m1, . . . ,mn) ∈ p_modes faire
5: pour tout (δ′2, . . . , δ′n) ∈ offsets[(m1, . . . ,mn)] faire
6: δ′1 ← 0
7: ∆i ← (δi − δ′i) mod T [mi]
8: ζ ← ((m1, δ1), . . . , (mn, δn)) | ∀1 ≤ j ≤ n : δj ← (δ′j + ∆i) mod T [mj ]
9: p_confs← p_confs ∪ ζ
10: fin pour tout
11: fin pour tout
12: renvoie p_confs
13: fin function
4.5 Calcul des fonctions de demande
Cette section propose des méthodes pour le calcul de la demande maximale de proces-
seur. Elle définit d’abord des structures de données qui reflètent, compte tenu des change-
ments de mode possibles, les états consécutifs d’un module et les charges qui peuvent y
être associées. Elle montre ensuite comment projeter un module donné sur ces structures
afin de les explorer et de trouver la valeur de la fonction de demande maximale à partir
d’un état de ce module. Enfin, les algorithmes permettant d’effectuer cette recherche sont
décrits.
4.5.1 Structures de données d’implantation
L’espace de recherche exploré lors du calcul de la demande maximale est d’abord défini.
Pour cela il est nécessaire de se doter d’une abstraction permettant de :
(a) représenter tout état de module :
L’état d’un module est défini par le mode et le temps passé dans le mode que le
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module exécute à un instant donné. Pour vérifier la condition 3.53 du Théorème 3
il est nécessaire d’examiner, pour tout intervalle ∆, les traces d’exécution démarrant
à partir de tout état du module. Certaines tâches, démarrant dans un état donné
du module, peuvent initialement ne solliciter aucune activité du système pendant
une certaine durée. Ce temps d’inactivité dure jusqu’à la prochaine date d’activation
d’une tâche ou d’un nouveau mode. Du point de vue de l’étude de la fonction de
demande, il est alors suffisant de considérer uniquement les états de module dans
lesquels une nouvelle tâche ou nouveau mode sont démarrés :
{ (m, δ) |m ∈M.modes, δ ∈ {nH[m] ∪ m.task_activations } }
et n = 0 . . . T [m]/H[m]
(b) quantifier la charge du processeur dans tout intervalle :
L’objectif est d’évaluer la fonction de demande maximale maxdfM (m, δ,∆) (Défi-
nition 3.10) pour tout intervalle ∆ et tout état (m, δ) d’un module M . Toute trace
d’exécution déclenchée à l’état (m, δ) se déroule toujours de la même manière sur
la durée δH (δH = δ + H[m] − δ mod H[m]) qui sépare cet état de la prochaine
hyperpériode car aucun changement de mode n’est possible avant. De plus, toutes les
tâches doivent être terminées avant δH . Il s’en suit que :
maxdfM (m, δ,∆) =

dfM (m, δ, δH) + max
(m′,δ′)
{
maxdfM (m′, δ′,∆′)
}
si ∆ > δH − δ
dfM (m, δ, δ + ∆) sinon
(4.3)
où (m′, δ′) dénote un état pouvant suivre immédiatement l’état (m, δH) et ∆′ = ∆−
(δH−δ). Il est donc possible d’évaluer la fonction de demande maximale en appliquant
une approche récursive. Pour cela, les valeurs de la fonction de demande dans chaque
mode du module M doivent être connues. Comme montré en section 4.5.3.2, afin
de réduire la complexité du calcul, les valeurs de fonction de demande maximale
déjà évaluées sont conservées en mémoire et réutilisées ensuite lors des prochaines
évaluations de cette fonction.
(c) exprimer les liens entre états successifs d’un module :
La méthode du calcul de la fonction de demande maximale proposée nécessite de
savoir quels sont les états vers lesquels une trace peut évoluer à l’hyperpériode. Un
état (m′, δ′) survenant immédiatement après l’état (m, δH) correspond soit au début
d’un des modes pour lesquels une condition de changement de mode est vérifiée dans
l’état (m, δH), soit à l’état suivant (m, δH + 1) dans le même mode :
(m′, δ′) ∈ { (m′, 0) |m′ ∈ prochains_modes(m, δH) } ∪ { (m, δH + 1) si δH 6= T [m] }
(4.4)
Pour répondre à ces besoins, un état de module est représenté par une instance de la
classe ModuleState. Celle-ci est détaillée sur la Figure 4.5 et dans la Table 4.2. La classe
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ModuleState
state_end:int
df_state_end_val:int
task_activation:bool
maxdf:dict
maxdf_end:int
maxdf_end_val:int
next_states:ModuleState
1..*
1
next state
Figure 4.5 – Classe ModuleState
ModuleState contient plusieurs informations sur l’état de module (m, δ). Son premier para-
mètre, state_end = δH − δ, désigne l’intervalle de temps séparant le temps de mode δ
et la prochaine hyperpériode δH . La valeur de la fonction de demande sur cet intervalle,
dfM (m, δ, δH), est donnée par df_state_end_val. Si dans cet état une ou plusieurs tâches
sont activées, la valeur de l’attribut task_activations est mise à vrai. Le paramètre suivant,
maxdf , est un dictionnaire qui contient toutes les valeurs de la fonction de demande
maximale maxdfM (m, δ,∆) pour tout ∆ tel que 0 < ∆ ≤ maxdf_end. La plus grande
valeur de cette fonction qui se trouve dans le dictionnairemaxdf est égale àmaxdf_end_val =
maxdfM (m, δ,maxdf_end). Le dernier attribut, next_modes, désigne l’ensemble de tous
les états de module atteignables depuis le point d’hyperpériode situé à une distance δH−δ.
Les états d’un module sont ainsi liés entre eux.
Attribut Description Type
state_end δH − δ, temps restant jusqu’à la prochaine hyperpériode δH int
df_state_end_val dfM (m, δ, δ + state_end) int
task_activation vrai si une tâche est activée à (m, δ) bool
maxdf les demandes maximales, maxdf [∆] : ∆→ maxdfM (m, δ,∆) dict
maxdf_end max arg(maxdf) int
maxdf_end_val maxdf [maxdf_end] int
next_states les états de module atteignables depuis (m, δ + state_end) ModuleState
Table 4.2 – Principaux attributs de la classe ModuleState pour l’état (m, δ) du module M
La structure du dictionnairemaxdf doit davantage être précisée. La fonction de demande
maximale est une fonction en escalier croissante. Elle ne croît qu’en certains points. Il est
donc inutile de garder au sein du dictionnaire maxdf des valeurs qui se répètent. Seules les
valeurs correspondant à des points de discontinuité de la fonction de demande maximale
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sont considérées. Le dictionnaire maxdf contient toutes les valeurs positives de la fonction
de demande maximale pour ∆ tel que 1 :
1. 0 < ∆ ≤ maxdf_end
2. 0 < maxdfM (m, δ,∆− 1) < maxdfM (m, δ,∆) (4.5)
Pour évaluer la fonction de demande maximale maxdfM (m, δ,∆) selon l’Equation 4.3 dans
tout intervalle ∆ il est nécessaire de connaître les valeurs de la fonction de demande dfM
entre le début de chaque état du moduleM et la première hyperpériode survenant après. Le
dictionnaire maxdf doit alors contenir les valeurs de la fonction de demande au moins à cet
instant. Dans ce cas, la portée du dictionnaire maxdf (maxdf_end) est égale ou supérieure
à la prochaine hyperpériode (state_end) :
maxdf_end ≥ state_end (4.6)
4.5.2 Initialisation de l’espace de recherche
Une instance de la classe ModuleState doit être créée pour tout état d’un module
correspondant à un démarrage d’une nouvelle tâche ou d’un nouveau mode. Les attributs
de ces instances doivent être initialisés correctement. Il est précisé dans ce qui suit comment
effectuer, pour chaque état (m, δ) d’un module M , la phase d’initialisation des variables
d’une instance de la classe ModuleStates relative à cet état.
L’Algorithme 7 permet de remplir le dictionnaire maxdf de chaque instance de
ModuleState, associée à un état de module, avec les valeurs de la fonction de demande
jusqu’à la prochaine hyperpériode suivant immédiatement après cet état. L’algorithme,
pour un mode m, calcule les valeurs de la fonction de demande dfM (m, δ, δ′) pour tous les
temps de ce mode δ et δ′ tels que :
• δ est inférieur à δ′ (δ < δ′),
• δ est inférieur à la première hyperpériode dans le mode m (0 ≤ δ < H[m]),
• δ′ est inférieur ou égal à la première hyperpériode dans le mode m (0 < δ′ ≤ H[m]),
• δ coïncide avec lancement d’une tâche ou avec le début du mode m (δ = 0),
• δ′ coïncide avec l’échéance d’une tâche.
Ces résultats sont retournés sous la forme d’un dictionnaire tableau_df . Une entrée
tableau_df [δ][∆] contient les valeurs de la fonction de demande dfM (m, δ, δ+ ∆) où ∆ > 0
est la distance entre δ et un point de discontinuité de la fonction de demande :
dfM (m, δ, δ + ∆− 1) < dfM (m, δ, δ + ∆) (4.7)
1. Rahni, Grolleau et Richard proposent de stocker les valeurs de la fonction de demande de la même
façon pour le problème de faisabilité des transactions [141].
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Lors de l’initialisation, ces résultats sont recopiés dans le dictionnaire maxdf de tout état
dans le mode m.
Algorithme 7 df_table(m)
requiert: m est un mode dans le module M
assure: tableau_df est un tableau de valeurs de fonction de demande
∀(δ, δ′) ∈ { { 0 ∪ m.task_activations } × {m.task_deadlines } }, δ < δ′ ≤ H[m],
dfM (m, δ, δ′) > dfM (m, δ, δ′ − 1) : ∆ = δ′ − δ, tableau_df [δ][∆] = dfM (m, δ, δ′)
1: function df_table(m)
2: tableau_df ← [ ][ ]
3: pour tout δ ∈ { 0 ∪ m.task_activations } : δ < H[m] faire
4: last_df_val← 0
5: pour tout δ′ ∈ m.task_deadlines : δ′ ≤ H[m] faire
6: si δ′ > δ alors
7: df_val← dfM (m, δ, δ′)
8: si df_val > last_df_val alors
9: ∆← δ′ − δ
10: tableau_df [δ][∆]← last_df_val← df_val
11: fin si
12: fin si
13: fin pour tout
14: fin pour tout
15: renvoie tableau_df
16: fin function
Exemple 4.2. Pour le modem1 dans le moduleM1 du système de l’Exemple 3.15 l’Algorithme 7
retourne les valeurs suivantes : tableau_df [0][5] = 1, tableau_df [0][6] = 3, tableau_df [0][10] =
4 et tableau_df [5][5] = 1.
L’Algorithme 8 fait appel à toutes les instances de la classe ModuleState pour chaque
état du module M correspondant :
• au démarrage d’une nouvelle tâche,
• à l’activation d’un nouveau mode,
• à une fin d’hyperpériode (évaluation d’un commutateur de mode).
Toutes ces instances sont conservées dans le dictionnaire mstates. Pour chaque mode m ∈
M.modes, l’algorithme fait appel à la fonction df_table(m) décrite dans l’Algorithme 7.
Le dictionnaire tableau_df qu’elle renvoie est ensuite utilisé pour remplir les dictionnaires
des instances ModuleState de tous les états considérés dans ce mode. L’algorithme cherche
pour cela tout temps δ du mode m, dans la limite de son hyperpériode H[m], auquel
une tâche est activée. Le début de ce mode (δ = 0) est également considéré même si
aucune tâche n’y démarre. Une entrée dans le dictionnaire mstates est créée pour tout
δ. Cette entrée reçoit l’instance de la classe ModuleStates représentant l’état de module
(m, δ). Les valeurs de tableau_df [δ] sont recopiées dans son dictionnaire maxdf . Les
variables state_end, maxdf_end et task_activation sont aussi mises à jour. Les instances
de la classe ModuleState des états de module situés au-delà de la première hyperpériode
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possèdent, mis à part leurs liens vers leurs états successeurs, les mêmes caractéristiques
que les instances des états situés avant ce point. Les copies des instances obtenues précé-
demment sont alors insérées dans les entrées du dictionnaire mstates et décalées par
un multiple de l’hyperpériode. La dernière étape consiste à lier les états entre eux. A
chaque état de module (m, δ) sont associées les instances de ModuleStates des états de
module atteignables depuis la fin de cet état. Les démarrages de nouveaux modes, dont
la condition de commutateur est vérifiée à l’instant de la prochaine hyperpériode (δH =
δ + mstates[m][δ].state_end), ainsi que la continuation dans le même mode à partir de
cette hyperpériode sont pris en compte.
Algorithme 8 Get_module_states(M)
requiert: M est un module E-TDL
assure: mstates est le tableau de ModuleStates pour le module M
1: mstates← [ ][ ]
2: pour tout m ∈M.modes faire
3: df_vals←df_table(m)
4: pour tout δ ∈ { 0 ∪ m.task_activations } : δ < H[m] faire
5: mstates[m][δ].maxdf ← df_vals[δ]
6: mstates[m][δ].state_end← mstates[m][δ].maxdf_end← H[m]− δ
7: mstates[m][δ].task_activations← vrai
8: fin pour tout
9: si 0 /∈ m.task_activations alors
10: mstates[m][0].task_activation← faux
11: fin si
12: si T [m] > H[m] alors
13: pour tout n← 2, T [m]/H[m] faire
14: pour tout δ ∈ { 0 ∪ m.task_activations } : δ < H[m] faire
15: mstates[m][δ + (n− 1)H[m]]← mstates[m][δ]
16: fin pour tout
17: fin pour tout
18: fin si
19: fin pour tout
20: pour tout m ∈M.modes faire
21: pour tout δ ∈ { { (n− 1)H[m] |n = 1 . . . T [m]/H[m] } ∪ {m.task_activations } } faire
22: fin← δ +mstates[m][δ].state_end
23: mstates[m][δ].next_states← { (m′, 0) |m′ ∈ prochains_modes(m, fin) }
24: si fin 6= T [m] alors
25: mstates[m][δ].next_states← mstates[m][δ].next_states ∪ { (m, fin+ 1) }
26: fin si
27: fin pour tout
28: fin pour tout
132
Exemple 4.3. L’Algorithme 8 peut être appliqué en reprenant le module M1 du système
de l’Exemple 3.15. Les instances de la classes ModuleState initialisées sont présentées sur
la Figure 4.6.
ModuleState: (m1,0)
state_end=10
df_state_end_val=4
task_activation=true
maxdf={5:1, 6:3, 10:4}
maxdf_end=10
maxdf_end_val=4
next_states={(m1,0), (m2,0)}
next state
ModuleState: (m2,0)
state_end=8
df_state_end_val=1
task_activation=false
maxdf={4:1}
maxdf_end=8
maxdf_end_val=1
next_states={(m2,0)}            
next state
next state
ModuleState: (m1,5)
state_end=5
df_state_end_val=1
task_activation=true
maxdf={5:1}
maxdf_end=5
maxdf_end_val=1
next_states={(m1,0), (m2,0)}
next state
ModuleState: (m2,2)
state_end=6
df_state_end_val=1
task_activation=true
maxdf={2:1}
maxdf_end=6
maxdf_end_val=1
next_states={(m2,0)}            
next state
next state
Figure 4.6 – Instances de la classe ModuleState pour le module M1 du système de
l’Exemple 3.15
4.5.3 Calcul de la demande maximale de processeur
Une méthode récursive de calcul de la demande maximale de processeur est proposée
en section 4.5.3.1. Elle réalise le calcul de l’Equation 4.3. Afin de réduire sa complexité,
une autre méthode, évitant les appels récursifs, est donnée en section 4.5.3.2. Les deux
méthodes ne peuvent être appliquées qu’à des états de module dans lesquels une tâche ou
un mode sont déclenchés. Un algorithme est proposé en section 4.5.3.3 afin de lever cette
contrainte.
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4.5.3.1 Une méthode récursive pour le calcul de demande maximale
On cherche la valeur de la fonction de demande maximale maxdfM (m, δ,∆) pour l’état
(m, δ) d’un module M dans un intervalle ∆ > 0. Dans ce qui suit, on suppose que cet état
coïncide avec l’activation d’une tâche ou d’un mode. On suppose aussi que mstates est un
dictionnaire des instances de ModuleState initialisées pour le moduleM par l’Algorithme 8.
L’instance mstates[m][δ] correspond alors à l’état de module (m, δ) et est dénoté par ms.
La fonction de demande maximale pour cet état dans l’intervalle ∆ est calculée selon la
méthode présentée sur la Figure 4.7 et, de manière plus détaillée, par l’Algorithme 9.
La méthode utilisée diffère selon la longueur de l’intervalle ∆ :
∆ ≤ms.state_end :
La valeur de la fonction maxdfM (m, δ,∆) peut être retrouvée dans le dictionnaire
ms.maxdf (l’Algorithme 8 garantit que, pour toute instance initialisée, son dictionnaire
maxdf contient toutes les valeurs de la fonction de demande jusqu’à state_end). Dans
ce cas, il existe une seule et unique trace pouvant s’exécuter puisque aucun change-
ment de mode ne peut se produire avant ms.state_end.
∆ >ms.state_end :
La demande maximale est la somme de :
• la demande produite jusqu’à la fin de ms
(dans l’intervalle [ δ, δ +ms.state_end ] ),
• la demande maximale produite à partir de la fin de ms
(dans l’intervalle [ δ +ms.state_end, δ +ms.state_end+ ∆′ ]
où ∆′ = ∆− state_end).
L’exécution qui se déroule jusqu’à la fin de ms suit toujours le même schéma et la
demande qu’elle fait peut être déterminée par la valeur de ms.df_state_end. Par
contre, à partir de la fin de ms, en fonction des états suivants (ms.next_states), il
existe une ou plusieurs traces qui peuvent s’exécuter durant ∆′. C’est la demande
maximale produite par une de ces traces qu’il convient de retenir. Afin de la trouver,
on appelle, de manière récursive, la méthode proposée pour tous les états successifs
de ms et pour l’intervalle ∆′.
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m, δ,∆
∆ >
state_end
?
∆′ = ∆ − state_end
maxdfM (m, δ,∆)
=
df_state_end_val
+
max
maxdfM (m′i, δ′i,∆′)
maxdfM (m, δ,∆)
=
dfM (m, δ,∆)
(m′i, δ′i) ∈ next_states
∆′ >
state_end
?
∆′′ = ∆′ − state_end
maxdfM (m′1, δ′1,∆′)
=
df_state_end_val
+
max
maxdfM (m′i, δ′i,∆′′)
maxdfM (m′1, δ′1,∆′)
=
dfM (m′1, δ′1,∆′)
∆′ >
state_end
?
∆′′ = ∆′ − state_end
maxdfM (m′n, δ′n,∆′)
=
df_state_end_val
+
max
maxdfM (m′n, δ′n,∆′′)
maxdfM (m′n, δ′n,∆′)
=
dfM (m′n, δ′n,∆′)
. . .
[oui][non]
m′1, δ′1,∆′ m′n, δ′n,∆′
Figure 4.7 – Méthode récursive pour le calcul de la demande maximale (Algorithme 9)
Algorithme 9 maxdf(m, δ,∆,mstates)
requiert: m est un mode dans un module E-TDL M : m ∈M.modes
requiert: δ est le temps de mode m : 0 ≤ δ ≤ T [m] et ∆ > 0
requiert: mstates est le dictionnaire contenant les instances de ModuleState pour le module M
(retourné par l’Algorithme 8)
requiert: une instance de ModuleState pour l’état (m, δ) existe dans mstates : mstates[m][δ] 6= ∅
assure: la valeur retournée est égale à maxdfM (m, δ,∆)
1: function maxdf(m, δ,∆,mstates)
2: ms← mstates[m][δ]
3: maxdf_val← 0
4: si ∆ ≤ ms.state_end alors
5: pour tout ∆i ∈ arg(ms.maxdf) faire
6: si ∆i ≤ ∆ alors
7: maxdf_val← ms.maxdf [∆i]
8: sinon
9: break
10: fin si
11: fin pour tout
12: sinon
13: ∆′ ← ∆−ms.state_end
14: maxdf_val← ms.df_state_end_val +
+ max {maxdf(m′, δ′,∆′,mstates) | (m′, δ′) ∈ ms.next_states }
15: fin si
16: renvoie maxdf_val
17: fin function
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Exemple 4.4. Soient les instances de ModuleState initialisées dans l’Exemple 4.3 pour le
module M1 du système de l’Exemple 3.15. On cherche la valeur de la fonction de demande
maximale de l’état (m1, 5) du module sur un intervalle de 19 : maxdfM1(m1, 5, 19). Le
déroulement de la procédure récursive pour le calcul de la demande maximale est illustré
par la Figure 4.8. Les arcs illustrent les appels à la procédure de calcul pour les états suivants
(next_states). Ces appels sont réalisés pour des valeurs d’intervalle adéquatement réduites
(voir sur les côtés de la Figure). La séquence d’exécution qui donne la plus grande demande
de temps processeur est en rouge.
maxdfM1(m1, 5, 19) = 6
1 +maxdfM1(m2, 0, 14) = 31 +maxdfM1(m1, 0, 14) = 6
4 + dfM1(m2, 0, 4) = 54 + dfM1(m1, 0, 4) = 4
1 + dfM1(m2, 0, 6) = 2
∆
=
19
δ′
=
4
∆
′ =
14
δ′
=
6
Figure 4.8 – Calcul de la fonction de demande maximale maxdfM1(m1, 5, 19) selon
l’Algorithme 9
4.5.3.2 Une méthode non-récursive pour le calcul de demande maximale
Lors de l’exécution du test d’ordonnançabilité, tous les intervalles dont les longueurs
sont comprises entre 0 et la borne de faisabilité ∆max(M) sont à vérifier. En supposant que
la demande maximale est évaluée dans l’ordre croissant des intervalles, si à un certain point
de l’analyse, les valeurs de la fonction de demande maximalemaxdfM (m, δ,∆) sont évaluées
pour tous les états du module M dans l’intervalle ∆, alors les valeurs de la fonction de
demande maximale maxdfM (m, δ,∆′) sont déjà connues pour tous les états du module M
dans tous les intervalles ∆′ inférieurs à ∆. Au lieu de procéder à un appel récursif à chaque
fois que l’on a besoin de valeurs de demande maximale pour des intervalles inférieurs à
celui dont on cherche la demande maximale, ces valeurs peuvent être récupérées à partir des
résultats calculés lors d’appels précédents. Les valeurs de la fonction de demande maximale
sont dès lors conservées pour tout intervalle. En pratique chaque instance de ModuleState
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pour laquelle la méthode est appelée dans un intervalle ∆ plus grand que les intervalles
évalués antérieurement pour cette instance, est modifiée. Cette modification est réalisée de
la façon suivante :
• la valeur de demande maximale obtenue pour ∆ est insérée dans le dictionnairemaxdf
• les variables maxdf_end et maxdf_end_val sont mises à jour
Ainsi, le nombre d’appels récursifs est limité à un seul appel pour chaque état successeur
(next_states). La Figure 4.9 et l’Algorithme 10 exposent précisément la mise en œuvre de
cette méthode.
m, δ,∆
∆ >
maxdf_end
?
∆′ = ∆ − state_end
maxdfM (m, δ,∆)
=
df_state_end_val
+
max
maxdfM (m′i, δ′i,∆′)
cherche
maxdfM (m, δ,∆)
dans le
dictionnaire maxdf
sauvegarde
les résultats
(m′i, δ′i) ∈ next_states
∆′ >
maxdf_end
?
∆′′ = ∆′ − state_end
maxdfM (m′1, δ′1,∆′)
=
df_state_end_val
+
max
maxdfM (m′i, δ′i,∆′′)
sauvegarde
les résultats
cherche
maxdfM (m′1, δ′1,∆′)
dans le
dictionnaire maxdf
∆′ >
maxdf_end
?
∆′′ = ∆′ − state_end
maxdfM (m′n, δ′n,∆′)
=
df_state_end_val
+
max
maxdfM (m′n, δ′n,∆′′)
sauvegarde
les résultats
cherche
maxdfM (m′n, δ′n,∆′)
dans le
dictionnaire maxdf
. . .
[oui][non]
m′1, δ′1,∆′ m′n, δ′n,∆′
Figure 4.9 – Méthode non-récursive pour le calcul de demande maximale (Algorithme 10)
Exemple 4.5. On examine de nouveau le calcul de la fonction de demande maximale
maxdfM1(m1, 5, 19) dans l’Exemple 4.4. Ce calcul est réalisé en utilisant la méthode proposée
dans l’Algorithme 10. Le fonctionnement de la procédure est illustré sur la Figure 4.10. On
suppose que le calcul de demande maximale a été déjà réalisé pour tous les intervalles
inférieurs à 19 et que les résultats de ce calcul sont stockés dans les dictionnaires des
instances de ModuleState de chaque état du module. Lorsque la méthode s’appelle à elle-
même pour évaluer les demandes dans l’intervalle de longueur 14 (maxdfM1(m1, 0, 14) et
maxdfM1(m2, 0, 14)), les valeurs de ces demandes sont disponibles dans les dictionnaires
maxdf (mstates[m1][0].maxdf et mstates[m2][0].maxdf). Une fois le résultat de
maxdfM1(m1, 5, 19) obtenu, le dictionnaire maxdf associé à l’état de module (m1, 5) est
mis à jour avec ce résultat.
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Algorithme 10 maxdf(m, δ,∆,mstates)
requiert: m est un mode dans un module E-TDL M : m ∈M.modes
requiert: δ est le temps de mode m : 0 ≤ δ ≤ T [m] et ∆ > 0
requiert: mstates est le dictionnaire contenant les instances de ModuleState pour le module M
(retourné par l’Algorithme 8) et ∀ms ∈ mstates : ms.maxdf_end ≥ ∆− 1
requiert: une instance de ModuleState pour l’état (m, δ) existe dans mstates : mstates[m][δ] 6= ∅
assure: la valeur retournée est égale à maxdfM (m, δ,∆)
assure: mstates[m][δ].maxdf_end = ∆
assure: si maxdfM (m, δ,∆) > mstates[m][δ].maxdf_end_val alors
mstates[m][δ].maxdf_end_val = mstates[m][δ].maxdf [∆] = maxdfM (m, δ,∆)
1: function maxdf(m, δ,∆,mstates)
2: ms← mstates[m][δ]
3: maxdf_val← 0
4: si ∆ ≤ ms.maxdf_end alors
5: pour tout ∆i ∈ arg(ms.maxdf) faire
6: si ∆i ≤ ∆ alors
7: maxdf_val← ms.maxdf [∆i]
8: sinon
9: break
10: fin si
11: fin pour tout
12: sinon
13: ∆′ ← ∆−ms.state_end
14: maxdf_val← ms.df_state_end_val +
+ max {maxdf(m′, δ′,∆′,mstates) | (m′, δ′) ∈ ms.next_states }
15: si maxdf_val > ms.maxdf_end_val alors
16: ms.maxdf [∆]← ms.maxdf_end_val← maxdf_val
17: fin si
18: ms.maxdf_end← ∆
19: fin si
20: renvoie maxdf_val
21: fin function
Pour évaluer et comparer les performances des différents algorithmes de calcul de
demande maximale proposés dans cette section, le module M1 du système décrit
à l’Exemple 3.15 est considéré. Pour chacun des algorithmes, le calcul de demande maximale
pour toutes les instances de ModuleState initialisées par l’Algorithme 8 est réalisé. La
Figure 4.11 indique le temps nécessaire pour exécuter le calcul de demande maximale dans
tous les intervalles inférieurs ou égaux à ∆.
Cette expérimentation a été réalisée sur une machine fonctionnant sous Fedora release 17
(Beefy Miracle) équipée de 4 processeurs Intel Xeon W3530 @ 2.80GHz.
4.5.3.3 Calcul de demande maximale pour un état de module arbitraire
Les algorithmes proposés ci-dessus fournissent les valeurs de la fonction de demande
maximale seulement pour les états d’un module correspondant à une certaine activité de ce
module (voir Algorithme 8). L’approche proposée ci-après permet d’évaluer la fonction de
demande maximale pour tout état de module, même si cet état n’est lié à aucune activité
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maxdfM1(m1, 5, 19) = 6
1 +maxdfM1(m2, 0, 14) = 31 +maxdfM1(m1, 0, 14) = 6
cherche maxdfM1(m1, 0, 14)
dans le dictionnaire
mstates[m1][0].maxdf
cherche maxdfM1(m2, 0, 14)
dans le dictionnaire
mstates[m2][0].maxdf
à la fin de la procédure :
insère maxdfM1(m1, 5, 19)
dans le dictionnaire
mstates[m1][5].maxdf
Figure 4.10 – Calcul de la fonction de la demande maximale maxdfM1(m1, 5, 19) selon
l’Algorithme 10
du module. Cette approche est détaillée dans l’Algorithme 11.
L’algorithme prend en entrée l’état (m, δ) d’un moduleM , un intervalle ∆ et un tableau
mstates comportant les instances de ModuleState initialisées par l’Algorithme 8. Si l’état
(m, δ) est décrit dans mstates, la valeur de la fonction de demande maximale est trouvée,
comme dans le cas précédent, en faisant appel à la fonction maxdf(m, δ,∆,mstates)
(Algorithme 10). Dans le cas contraire, l’algorithme cherche les états situés immédiatement
après l’état (m, δ) et dont les instances de ModuleState existent dans le tableau mstates.
L’algorithme détermine d’abord trois temps de mode significatifs :
δp le temps de mode qui précède immédiatement δ
et une instance de ModuleState est créée dans mstates pour (m, δp)
δn le temps de mode qui succède immédiatement à δ
et une instance de ModuleState est créée dans mstates pour (m, δn)
δsw le premier instant de changement de mode après δ
La connaissance des états de module qui peuvent suivre immédiatement l’état (m, δ) et pour
lesquels les instances de ModuleState sont créées dans le tableau mstates permet d’évaluer
la demande maximale maxdfM (m, δ,∆). Il convient alors de considérer deux cas :
δn = δsw Un changement de mode peut se produire immédiatement et les états
dans lesquels l’exécution peut se poursuivre sont donnés par
mstates[m][δp].next_states. Chacun de ces états est atteignable après
un intervalle δsw − δ. La demande maximale maxdfM (m, δ,∆) est égale
à la plus grande des demandes maximales de ces états dans l’intervalle
∆′ = ∆− (δsw − δ).
δn < δsw L’exécution passe d’abord par l’état (m, δn) avant l’évaluation d’un commu-
tateur de mode. Cet état est atteignable après l’intervalle δn − δ. La
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demande maximale maxdfM (m, δ,∆) est égale à la demande maximale
maxdfM (m, δn,∆′) où ∆′ = ∆− (δn − δ).
Algorithme 11 maxdf_any(m, δ,∆,mstates)
requiert: m est un mode dans un module E-TDL M : m ∈M.modes
requiert: δ est le temps de mode m : 0 ≤ δ ≤ T [m] et ∆ > 0
requiert: mstates est le dictionnaire comportant les instances de ModuleState pour le module M
(retourné par l’Algorithme 8)
assure: la valeur retournée est égale à maxdfM (m, δ,∆)
1: function maxdf_any(m, δ,∆,mstates)
2: si δ ∈ { { (k − 1)H[m] | k = 1 . . . T [m]/H[m] } ∪ {m.task_activations } } alors
3: renvoie maxdf(m, δ,∆)
4: fin si
5: pour tout δi ∈ { { (k − 1)H[m] | k = 1 . . . T [m]/H[m] } ∪ {m.task_activations } } faire
6: si δi > δ alors
7: δn ← δi
8: break
9: fin si
10: δp ← δi
11: fin pour tout
12: δsw ← δp +mstates[m][δp].state_end
13: si δn = ∅ ou δn = δsw alors
14: ∆′ ← ∆− (δsw − δ)
15: renvoie max {maxdf(m′, δ′,∆′) | (m′, δ′) ∈ mstates[m][δp].next_states}
16: sinon
17: ∆′ ← ∆− (δn − δ)
18: renvoie maxdf(m, δn,∆′)
19: fin si
20: fin function
Exemple 4.6. Les valeurs de la fonction de demande maximale pour les deux états du
module M1 du système introduit dans l’Exemple 3.15 sont calculées. Les instances de
ModuleState pour ces états ne sont pas initialisées par l’Algorithme 8.
• maxdfM1(m1, 1, 23) = maxdfM1(m1, 5, 19) = 6
• maxdfM1(m1, 9, 10) = max {maxdfM1(m1, 0, 9),maxdfM1(m2, 0, 9) } =
max{ 3, 1 } = 3
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4.6 Test d’ordonnançabilité
Cette section décrit le fonctionnement du test d’ordonnançabilité pour un ensemble
de modules E-TDL sous EDF dans un contexte monocœur. Le test suit les étapes de la
Figure 4.1. Trois étapes sont essentiellement identifiées : initialisation, analyse approchée
et analyse exacte. Ces trois étapes sont détaillées respectivement dans les sections 4.6.2,
4.6.3 et 4.6.4.
Algorithme 12 Test d’ordonnançabilité pour un ensemble de modules E-TDL sous EDF
requiert: Modules est l’ensemble des modules E-TDL
1: Initialisation
2: pour tout ∆ ∈ 1 . . .∆max faire
3: ordonnançable ← Analyse approchée
4: si non ordonnançable alors
5: ordonnançable ← Analyse exacte
6: si non ordonnançable alors
7: renvoie Faux
8: fin si
9: fin si
10: fin pour tout
11: renvoie Vrai
4.6.1 Cas particuliers
Le problème de l’ordonnançabilité peut être résolu, selon le modèle du système et
selon le modèle des taches, en appliquant les différents tests dont la complexité est moins
importante que celle du test proposé :
• |Modules| = 1 si le système exécute un seul module, le Théorème 1 permet de vérifier
l’ordonnançabilité du système en analysant l’ordonnançabilité de
chacun de ses modes séparément ;
• TEL = T si les tâches du système ont leur période égale à leur Temps d’Exécution
Logique (TDL classique), une condition nécessaire et suffisante d’ordon-
nançabilité est donnée par l’Equation 2.53 (fondée sur le taux d’uti-
lisation).
Les tests adaptés au traitement des deux cas mentionnés ci-dessus sont fournis dans l’outil.
L’outil détecte au préalable quel est le type du système et applique le test lui correspondant.
Ce qui suit porte sur des systèmes nécessitant un test complet.
Même si toutes les tâches ont leurs offsets égaux à 0 (mais TEL ≤ T ) l’instant critique
ne correspond pas forcement aux débuts des modes. L’exemple suivant illustre un tel cas.
Exemple 4.7. Soit un module M composé de deux modes m1 et m2 dont les périodes sont
égales à 6. Le mode m1 exécute deux tâches : τ11 = (0, 1, 3, 3) τ12 = (0, 1, 3, 6). Le mode m2
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exécute une seule tâche : τ21 = (0, 3, 3, 6). Les offsets de toutes les tâches dans ce module
sont alors égaux à 0.
On cherche la plus grande demande de temps processeur qui peut être produite par
les tâches de ce module dans tout intervalle de durée ∆ = 6. Pour les intervalles de
temps dont les débuts coïncident avec un début de mode (toutes les tâches de ce mode
y commencent alors leur exécution puisque leurs offsets sont égaux à 0) les fonctions
de demande sont suivantes : dfM (m1, 0, 6) = 3 et dfM (m2, 0, 6) = 3. Pour l’intervalle
qui commence à l’instant 3 du mode m1 et se termine à l’instant 3 du mode m2 (le
module M change de mode dans cet intervalle), la fonction de demande est égale à :
maxdfM (m1, 3, 6) = dfM (m1, 3, 6) + dfM (m2, 0, 3) = 1 + 3 = 4. Alors, pour ∆ = 6, la
demande dans l’intervalle qui commence à l’instant 3 du mode m2 dépasse les demandes
dans les intervalles qui commencent aux instants de débuts des modes m1 et m2.
4.6.2 Initialisation
La mise en œuvre du test implique l’utilisation des structures de données suivantes
(∆ est la longueur de l’intervalle traité) :
• mstatesM le tableau de ModuleStates pour le module M
• mdbf_valM la valeur de mbdfM (∆)
• mdbf_modesM l’ensemble de modes dans lesquels le module M peut produire la
plus grande demande maximale dans un intervalle de durée ∆
• sum_mbdf la somme de mdbfM (∆) pour tous les modules Modules
• p_confs l’ensemble des configurations parallèles correspondant à l’activation
d’une tâche
• sum_maxdfζ la somme des demandes maximales sum_maxdfζ produites dans
tous les modules de l’ensembleModules à partir de la configuration
parallèle ζ
• offsets la liste de tous les décalages entre démarrages de modes des
Modules
• syncs un ensemble de modes non-corrélés pour l’ensemble Modules
Lors de la première phase du test, ces variables ne contiennent aucune valeur. Le test
commence par vérifier le taux d’utilisation (Equations 3.26, 3.52, 3.58). Si cette condition
est satisfaite, il détermine la borne de faisabilité ∆max et, grâce à l’Algorithme 8, initialise
les tableaux mstatesM . Les autres variables sont traitées au cours des étapes suivantes du
test.
4.6.3 Analyse approchée
L’analyse approchée d’ordonnançabilité d’un ensemble Modules de modules E-TDL
dans l’intervalle ∆ consiste à :
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1. évaluer la somme des bornes de fonctions de demandes maximales sum_mbdf pour
tous les modules M ∈Modules dans cet intervalle :
sum_mbdf ←
∑
M∈Modules
mdbfM (∆)
2. vérifier que cette somme ne dépasse pas le temps de traitement sbf(∆) disponible
dans l’intervalle ∆ :
sum_mbdf ≤ sbf(∆)
Si cette condition n’est pas vérifiée, l’exécution du test est redirigée vers l’analyse
exacte.
Cette partie du test est décrite par l’Algorithme 13. Celui-ci fait appel à la fonction
compute_mdbf. La fonction compute_mdbf permet de déterminer pour chaque module
M la valeur de mdbfM (∆). Elle est spécifiée en détail dans l’Algorithme 14.
Algorithme 13 Analyse approchée
requiert: Modules est un ensemble de modules E-TDL
requiert: ∆ est un intervalle de temps, ∆ > 0
requiert: ∀M ∈Modules : mstatesM est le tableau de ModuleStates pour le module M
1: sum_mdbf ← 0
2: pour tout M ∈Modules faire
3: mdbf_valM , mdbf_modesM ← compute_mdbf(M,∆,mstatesM )
4: sum_mdbf ← sum_mdbf +mdbf_valM
5: fin pour tout
6: si sum_mdbf > sbf(∆) alors
7: Analyse exacte
8: sinon
9: Ordonnançable pour ∆
10: fin si
La fonction compute_mdbf(M,∆,mstatesM ), outre la valeur de demande maximale
mdbf_valM = mdbfM (∆) émise dans le module M , retourne également un ensemble
mdbf_modesM de modes de ce module. Dans tout mode de cet ensemble commence un
intervalle de durée ∆ pour lequel la demande maximale est mdbf_valM . Cette information
est utilisée lors de l’analyse exacte décrite dans la section suivante.
La fonction calcule d’abord, pour chaque état du module (m, δ) coïncidant avec le
déclenchement d’une tâche, la fonction de demande maximale maxdfM (m, δ,∆). Ce calcul
est réalisé avec l’Algorithme 10. Si la valeur de maxdfM (m, δ,∆) est plus grande que les
valeurs des demandes maximales évaluées pour les états précédents du module, la variable
mdbf_valM et l’ensemble mdbf_modesM sont mis à jour. Si cette valeur est égale à la
plus grande valeur de demande maximale évaluée pour les états précédents du module, le
mode m est ajouté à l’ensemble mdbf_modesM .
Exemple 4.8. Pour le module M1 du système de l’Exemple 3.15 (voir aussi la Figure 4.6
dans l’Exemple 4.3) l’Algorithme 14 produit, pour ∆ = 5, les résultats suivants :
mdbf_valM1 = 1 et mdbf_modesM1 = {m1,m2 }.
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Algorithme 14 compute_mdbf(M,∆,mstatesM )
requiert: M est un module E-TDL
requiert: ∆ est un intervalle de temps, ∆ > 0
requiert: mstatesM est le tableau de ModuleStates des états du module M
assure: mdbf_valM = mdbfM (∆) et ∀m ∈ mdbf_modesM ∃ δ : maxdfM (m, δ,∆) = mdbfM (∆)
1: function compute_mdbf(M,∆,mstatesM )
2: mdbf_valM ← 0
3: mdbf_modesM ← ∅
4: pour tout m ∈M.modes faire
5: pour tout δ ∈ {m.task_activations } faire
6: maxdf_val← maxdf(m, δ,∆,mstatesM )
7: si maxdf_val > mdbf_valM alors
8: mdbf_valM ← maxdf_val
9: mdbf_modesM ← {m }
10: fin si
11: si maxdf_val = mdbf_valM alors
12: mdbf_modesM ← mdbf_modesM ∪ {m }
13: fin si
14: fin pour tout
15: fin pour tout
16: renvoie mdbf_valM , mdbf_modesM
17: fin function
4.6.4 Analyse exacte
L’analyse exacte de l’ordonnançabilité d’un ensembleModules de modules E-TDL dans
un intervalle ∆ comprend :
1. le calcul d’un ensemble p_confs de configurations parallèles telles que chacune d’elles
corresponde à l’activation d’une tâche,
2. les évaluations des sommes des fonctions de demandes maximales maxdfM (m, δ,∆)
pour les états de module appartenant à la même configuration parallèle ζ ∈ p_confs :
∀ζ ∈ p_confs : sum_maxdfζ ←
∑
(m,δ)∈ζ
maxdfM (m, δ,∆)
3. la vérification, pour toute configuration parallèle ζ ∈ p_confs, que la somme
sum_maxdfζ obtenue pour celle-ci ne dépasse pas le temps de traitement sbf(∆)
disponible dans l’intervalle ∆ :
∀ζ ∈ p_confs : sum_maxdfζ ≤ sbf(∆)
S’il existe une configuration parallèle ζ pour laquelle cette condition n’est pas remplie,
le système est infaisable.
Les points ci-dessus sont réalisés par l’Algorithme 15. Il retourne une réponse exacte à
la question de l’ordonnançabilité d’un ensemble de modules E-TDL dans un intervalle ∆.
L’algorithme commence par initialiser les dictionnaires offsets et syncs s’ils sont
vides. A cet effet, la fonction Get_offsets est appelée (voir Algorithme 5). A partir de
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Algorithme 15 Analyse exacte
requiert: Modules est un ensemble de modules E-TDL
requiert: ∆ est un intervalle de temps, ∆ > 0
requiert: ∀M ∈Modules : mstatesM est le tableau de ModuleStates associé au module M
1: si offsets = ∅ alors
2: offsets, syncs← Get_offsets(Modules)
3: fin si
4: si
∏
M∈Modulesmdbf_modesM ∩ sync 6= ∅ alors
5: renvoie non ordonnançable
6: fin si
7: si p_confs = ∅ alors
8: p_confs← get_parallel_configurations(Modules, offsets)
9: fin si
10: pour tout ζ ∈ p_confs faire
11: sum_maxdfζ ← 0
12: pour tout (mi, δi) ∈ ζ faire
13: sum_maxdfζ ← sum_maxdfζ + maxdf_any(mi, δi,∆,mstatesMi)
14: fin pour tout
15: si sum_maxdfζ > sbf(∆) alors
16: renvoie Non ordonnançable
17: fin si
18: fin pour tout
19: renvoie Ordonnançable pour ∆
20: function get_parallel_configurations(Modules, offsets)
21: p_confs← ∅
22: pour tout M ∈Modules faire
23: pour tout m ∈M.modes faire
24: pour tout δ ∈ m.task_activations faire
25: p_confs← p_confs ∪ shift((m, δ),offsets)
26: fin pour tout
27: fin pour tout
28: fin pour tout
29: renvoie p_confs
30: fin function
syncs, il peut être déterminé s’il existe une configuration de modes parallèles pendant
lesquels les modules génèrent simultanément leurs demandes maximales mdbfM (∆) (ligne
4). Si tel est le cas, le résultat de l’analyse approchée est en fait exact et l’ensemble des
modules est infaisable. Sinon, il est toujours utile de procéder à la suite du test en vue
d’obtenir des valeurs cumulatives de demandes maximales plus précises (en espérant que
celles-ci sont en réalité inférieures à la valeur sum_mdbf). A cet effet, il est nécessaire
de trouver toutes les configurations parallèles p_confs coïncidant avec l’activation d’une
tâche (la fonction get_parallel_configurations fait appel à la fonction shift décrite dans
l’Algorithme 6). Ensuite, pour chacune de ces configurations ζ ∈ p_confs, la seconde
condition (Equation 3.53) du Théorème 3 (ou de sa version pour les serveurs, l’Equation 3.59
du Théorème 4) est vérifiée. Pour ce faire, la somme des demandes maximales sum_maxdfζ ,
produites dans les différents modules à partir de cette configuration durant l’intervalle ∆,
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est calculée. Cela nécessite de faire appel à la fonction maxdf_any (voir Algorithme 11).
Cette fonction opère sur les dictionnaires mstatesMi traités auparavant lors de l’analyse
approchée pour la même durée d’intervalle ∆. Par conséquent, la fonction dispose des
valeurs des demandes maximales dans cet intervalle pour tous les états de mode significatifs
(i.e. qui correspondent à une activation d’une tâche ou d’un mode). Cela permet d’effectuer
cette opération de manière efficace. Si pour l’une des configurations parallèles ζ la somme
sum_maxdfζ est supérieure au temps de processeur sbf(∆) disponible dans l’intervalle
∆, le système est infaisable. Dans le cas contraire (la vérification n’échoue pour aucune
des configurations parallèles p_confs), le système est prouvé ordonnançable dans tous les
intervalles de durée ∆.
Exemple 4.9. Soit le système de l’Exemple 3.15. L’outil est utilisé pour vérifier son
ordonnançabilité. Le test a été exécuté sur une machine fonctionnant sous Fedora release
17 (Beefy Miracle) équipée de 4 processeurs Intel Xeon W3530 @ 2.80GHz. Les résultats
sont obtenus au but de 0.428s. La borne de faisabilité est égale à 54. L’analyse exacte est
réalisée pour les intervalles de durée 2 et 3. Pour les intervalles de durée autre, l’analyse
approchée s’avère suffisante.
4.7 Validation par simulation
Cette section présente un simulateur pour les systèmes modélisés en E-TDL. Le simula-
teur permet de tracer toutes les séquences d’exécution dans ces systèmes. Il reproduit les
décisions d’un ordonnanceur en tenant compte de tous les scénarios possibles d’évolution
du système (changements de modes).
4.7.1 Simulateurs disponibles
Il existe déjà un certain nombre de simulateurs d’ordonnancement.
Storm [173] est un simulateur d’ordonnancement multiprocesseur développé en Java.
L’utilisateur a la possibilité d’ajouter facilement de nouvelles politiques d’ordonnanc-
ement ainsi que d’étendre le modèle de tâche temps-réel. Pour chaque ensemble de
tâches il produit des traces d’exécution sous forme de diagrammes de Gantt.
Cheddar [157] est un outil conçu en Ada qui rassemble des tests d’ordonnançabilité et
un environnement de simulation pour vérifier le respect de contraintes temporelles
d’un système. Le système est défini en spécifiant le nombre de ses processeurs, leurs
caractéristiques, les files d’attente, les tâches (avec leurs précédences) et les ressources
partagées.
SimSo [47, 48, 49, 50] est un outil de simulation pour des architectures multiproces-
seurs mettant à la disposition de l’utilisateur plus de vingt-cinq algorithmes d’ordon-
nancement. SimSo est développé en Python sur la base de la bibliothèque SimPy.
147
L’outil prend en compte les effets du cache ainsi que le coût de la préemption sur
le temps d’exécution des tâches. Il peut être facilement étendu afin d’intégrer de
nouvelles politiques d’ordonnancement et de nouveaux modèles des tâches. De plus,
il permet d’automatiser la génération d’ensembles de tâches et le déroulement de
l’évaluation des politiques d’ordonnancement.
RTSIM [128, 129] est un jeu de bibliothèques écrites en C++ visant la simulation
commune d’un système dynamique et d’une plateforme exécutant une tâche du
contrôleur de ce système. Ceci permet d’étudier l’impact de l’utilisation de plateformes
d’exécution dotées de caractéristiques différentes (vitesse de traitement, politique
d’ordonnancement etc.) sur la performance du processus de contrôle.
YARTISS [46] est un simulateur pour des architectures multiprocesseurs développé en
Java. Yartiss permet d’évaluer et de comparer des politiques d’ordonnancement du
point de vue de leur consommation énergétique. Il est également possible de définir
des tâches en s’appuyant sur un modèle de graphe acyclique.
Tous ces simulateurs offrent un éventail de fonctionnalités permettant d’analyser dif-
férents aspects des systèmes temps-réel. Cela dit, il semble difficile d’intégrer, au sein de
ces simulateurs, un mécanisme de changement de mode tel qu’utilisé dans les langages
de définition temporelle. Une autre possibilité, qui se prêterait mieux à la mise en œuvre
de ce mécanisme, serait de s’orienter vers un outil de model checking comme, par exem-
ple, Uppaal [28]. La structure des automates temporisés [7], disponible en Uppaal, permet
d’exprimer des activités à déclenchement temporel (par exemple, Times [9, 10] est un
outil pour la modélisation et la vérification de systèmes temps-réel qui repose sur Uppaal).
Cependant, il apparaît plus aisé, comme solution, d’utiliser l’interface d’E-TDL déjà exi-
stante (voir section 4.2) pour donner une base à un nouveau simulateur.
4.7.2 Caractérisation de l’état d’un système
Un système exécutant un ensemble de modules E-TDL peut être, à tout moment,
caractérisé par sa configuration parallèle (section 3.6). C’est une vision logique de son
exécution. Elle ne prend pas en compte son aspect physique. Cet aspect est déterminé par
des instances de tâches qui sont actives à un instant donné et par l’état de leur exécution
observé à cet instant. Les paragraphes qui suivent permettent de caractériser un état du
système et de montrer comment cet état peut évoluer dans le temps (sections 4.7.2.1
et 4.7.2.2).
Définition 4.1 (Etat d’ordonnanceur). Soit l’ordonnanceur d’un système exécutant un
ensemble de modules E-TDL. L’état de cet ordonnanceur est donné par l’ensemble des
couples (ei, ri) où ei est le temps d’exécution dont l’instance de tâche τi a besoin pour
s’achever et ri est le temps écoulé depuis son activation.
Définition 4.2 (Etat d’un système). Soit un système exécutant un ensemble de modules E-
TDL. A l’instant t, l’état du système θt est donné par le couple constitué de la configuration
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parallèle courante de ses modules et de l’état courant de son ordonnanceur.
Pour plus de clarté, on définit :
Para(θt) est la configuration parallèle ((m1, δ1), . . . , (mn, δn)) dans l’état θt du système
Ordo(θt) est l’état de l’ordonnanceur {(e1, r1), . . . , (ek, rk)} dans l’état θt du système
Compte tenu de ces définitions, une trace d’exécution du système peut être décrite
ainsi :
θ0 → θ1 . . .→ θt−1 → θt → θt+1 → . . .
En supposant que l’état θt+1 du système suive l’état θt du système, les configurations
parallèles de ces deux états sont tout d’abord caractérisées (section 4.7.2.1), ainsi que leurs
états d’ordonnanceur (section 4.7.2.2).
4.7.2.1 Evolution d’une configuration parallèle
Toute configuration parallèle est composée d’états des modules du système. On désigne
par :
(m, δ) ∈ Para(θt) l’état d’un module M à l’instant t,
(m′, δ′) ∈ Para(θt+1) l’état d’un module M à l’instant t+ 1.
Compte tenu de l’évolution d’un module E-TDL la relation suivante peut être établie entre
ces deux états :
δ′ = δ + 1 et m′ = m si δ < T [m], ou
δ′ = 0 et m′ ∈ prochains_modes(m, δ)
Le moduleM peut poursuivre son exécution dans le même mode ou commencer l’exécution
d’un nouveau mode si ce changement est possible. A l’instant t+ 1 il peut exister plusieurs
états pouvant succéder à celui de l’instant t et satisfaisant la relation ci-dessus (par exemple,
après l’évaluation d’un commutateur de mode, un module peut rester dans le mode courant
ou démarrer un nouveau mode).
4.7.2.2 Evolution d’un état d’ordonnanceur
Ce sont les états successifs de l’ordonnanceur qui sont à présent examinés. Dans le
cadre de cette étude la politique d’ordonnancement est EDF et l’ordonnanceur suit donc
les règles de cette politique. Si Ordo(θt) est l’état de l’ordonnanceur à l’instant t, les points
suivants décrivent les transformations opérées par l’ordonnanceur et déterminent son état
Ordo(θt+1) à l’instant t+ 1 :
1. enlever les instances de tâches dont l’exécution est terminée :
{ (ei, ri) | (ei, ri) ∈ Ordo(θt) et ei = 0 }
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2. incrémenter les temps écoulés depuis l’activation de chacune des instances de tâches
actives :
∀τj : (ej , rj)→ (ej , rj + 1)
3. choisir une instance de tâche τi telle que sa date d’échéance n’est pas plus grande que
la date d’échéance de toute autre instance de tâche en cours d’exécution ; réduire le
temps d’exécution dont cette instance a besoin pour s’achever :
(ei, ri)→ (ei − 1, ri)
4. ajouter toutes les instances de tâches dont la date d’activation coïncide avec la
configuration parallèle courante Para(θt) :
{ (Ci, 0) | τi activée à Para(θt) }
4.7.3 Simulation de l’exécution d’un ensemble de modules E-TDL
L’objectif assigné à la simulation d’un système exécutant un ensemble de modules E-
TDL est de reproduire tous les états possibles de ce système afin d’en vérifier la faisabilité.
La faisabilité est garantie si toute instance de tâche en cours d’exécution ne dépasse à
aucun moment son échéance :
∀θt, (ei, ri) ∈ Ordo(θt) : ri ≤ TELi
Puisque le nombre de configurations parallèles et le nombre d’états de l’ordonnanceur sont
finis, le nombre d’états du système est par conséquent lui aussi fini. Il s’agit de rechercher
tous ces états et de vérifier s’ils sont tous ordonnançables.
A l’instant de démarrage du système chacun de ses modules démarre l’exécution de son
mode initial. Les états du système se succèdent comme décrit dans les sections 4.7.2.1
et 4.7.2.2. En cas de possible changement de mode, plusieurs états successeurs peuvent
être choisis. Ces choix et, pour chacun d’eux, les séquences d’états qui leur succèdent sont
à considérer. Par contre, une fois qu’un état a été pris en compte, il est inutile de le visiter
une nouvelle fois quand le système le visite à nouveau. Dans ce cas, l’analyse des états
successeurs est abandonnée puisque ceux-ci ont été déjà analysés. L’algorithme 16 met en
œuvre ces différents points.
Le simulateur est écrit en Python. Afin d’optimiser les nombreuses opérations de compa-
raison qu’il effectue des fonctions de hachage sont utilisées.
Exemple 4.10. Soit le système de l’Exemple 3.15. L’exemple 4.9 évalue le temps que l’outil
nécessite pour une exécution du test d’ordonnançabilité de ce système. Le temps nécessaire
pour réaliser la même tâche en utilisant le simulateur proposé ci-dessus est maintenant
évalué. Le test est exécuté sur la même machine que celle de l’Exemple 4.9. Le simulateur
a besoin de 0.983s pour vérifier l’ordonnançabilité de tous les états du système. La plus
longue trace qu’il parcourt s’étend de l’instant 0 (démarrage du système) à l’instant 47.
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Algorithme 16 Vérification d’ordonnançabilité par simulation
requiert: Modules = {M1, . . . ,Mn} est un ensemble de n modules E-TDL
1: ordonnançable ← vrai
2: Para(θ0)← ((Init[M1], 0), . . . , (Init[Mn], 0))
3: Ordo(θ0)← ∅
4: new_states0 ← { θ0 }
5: visited← ∅
6: t← 0
7: pour tout θt ∈ new_statest faire
8: si ∃(ei, ri) ∈ Ordo(θt) : ri > TELi alors
9: ordonnançable ← faux
10: fin si
11: pour tout ζ ∈ { tick(m1, δ1) × . . .× tick(mn, δn) | (mi, δi) ∈ Para(θt) } faire
12: Para(θt+1)← ζ
13: Ordo(θt+1)← schedule(Ordo(θt), ζ)
14: si θt+1 /∈ visisted alors
15: visited← visited ∪ {θt+1}
16: new_statest+1 ← new_statest+1 ∪ {θt+1}
17: fin si
18: fin pour tout
19: t← t+ 1
20: fin pour tout
21: renvoie ordonnançable
22:
23: function tick(m, δ)
24: renvoie { (m′, δ′) | (m′, δ′) vérifie les conditions décrites dans 4.7.2.1 }
25: fin function
26:
27: function schedule(tasksett,ζ)
28: renvoie tasksett+1 qui est produit à partir du tasksett selon les points décrits dans 4.7.2.2
29: fin function
4.7.4 Conclusion
Le simulateur développé, malgré sa fonctionnalité très réduite par rapport aux simula-
teurs cités dans la section 4.7.1, est un outil pratique pour analyser le fonctionnement
d’un système modélisé en E-TDL. Il peut être utile pour la conception de nouveaux
protocoles de changement de mode, la mise en œuvre de tests d’ordonnançabilité sous
d’autre politique d’ordonnancement ou l’extension de ces tests à des architectures multi-
processeurs. Il convient toutefois de noter, comme le montrent les Exemples 4.9 et 4.10,
que le simulateur reste moins performant que l’outil.
L’utilisation du simulateur a peu d’intérêt en dehors du cadre d’E-TDL . Néanmoins,
certains problèmes ouverts peuvent être identifiés. Le problème de changement de mode,
abondamment étudié dans la littérature, est peu abordé par les outils de simulation.
Pourtant, les tests d’ordonnançabilité en présence de changements de modes ne garantissent
pas toujours une réponse exacte 2. Il existe d’autre part peu de librairies de programmation
2. Certaines sources de surestimation dans les tests d’ordonnançabilité pour le changement de mode
peuvent être limitées grâce à des techniques de simulation. A titre d’un exemple, l’interférence des tâches
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facilitant le développement rapide d’outils de simulation et d’analyse d’ordonnançabilité 3.
Il serait intéressant de proposer un jeu de fonctions et de structures à partir desquelles
de nouveaux outils d’analyse d’ordonnançabilité pourraient être développés. Ces différents
outils ciblent différents problèmes mais ils sont basés, de manière générale, sur les mêmes
concepts. Une librairie commune, avec un modèle de tâche, un modèle d’ordonnanceur,
des fonctions pour le calcul de la demande ou de l’utilisation du processeurs ainsi qu’une
structure basique de simulateur pourrait constituer la base du développement de futurs
outils.
4.8 Conclusion
L’outil présenté dans ce chapitre permet de vérifier l’ordonnançabilité de systèmes
modélisés en E-TDL et exécutés sous l’algorithme EDF. Plusieurs méthodes ont été déve-
loppées pour répondre à cet objectif.
L’Algorithme 2 proposé en section 4.3 parcourt un graphe de changement de mode en
évaluant les instants de début de ses modes. La traversée s’effectue selon l’algorithme de
parcours en profondeur (DFS) en empruntant différents chemins tant que tous les instants
de début de mode représenté par le nœud sont déterminés.
Les configurations parallèles d’un système sont déterminées grâce aux algorithmes
exposés dans la section 4.4. Les algorithmes examinent les propriétés des instants de début
de mode afin de les positionner, les uns par rapport aux autres, dans les configurations
parallèles pouvant se produire réellement lors de l’exécution du système. Ces résultats sont
utilisés par l’analyse exacte d’ordonnançabilité permettant de déterminer quelles sont les
traces d’exécution déclenchées simultanément.
Le calcul de la demande maximale de processeur est réalisé par l’Algorithme 10 introduit
dans la section 4.5. Compte tenu des changements de mode, plusieurs schémas d’exécution
doivent être pris en considération pour trouver quelle est la plus grande charge dans un
intervalle de durée donnée. L’algorithme applique le principe de recherche incrémentale [102] 4.
Il réutilise les résultats de ses invocations précédentes, pour des intervalles dont la durée
est plus petite, afin d’accélérer le calcul dans l’intervalle courant de durée plus grande.
Cette approche permet d’évaluer les demandes maximales de processeur dans tous les
intervalles, dans les limites de la borne de faisabilité, plus efficacement qu’en calculant
abandonnées dans le protocole de Pedro et Burns (voir section 2.5.2.1) est évaluée par l’Equation 2.26.
Dans certains cas, l’application de cette équation peut entraîner une surestimation. La valeur réelle peut
seulement être obtenue par simulation.
3. Quant au développement d’un système temps réel, plusieurs librairies permettant d’alléger la tâche de
leur programmation sont disponibles. On peut citer en particulier ptask [41]. Cette librairie fait abstraction
des opérations de bas niveau et offre des structures pour la programmation des systèmes temps réel. Elle
permet également d’opérer des changements de modes.
4. Ce type de recherche est souvent utilisé pour résoudre des problèmes dont l’une des contraintes change
avec le temps ainsi que pour résoudre des problèmes de cheminement.
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celles-ci sans se fonder sur les résultats précédents. Wandeler [177], pour déterminer le
nombre d’occurrences d’un événement dans un intervalle, utilise une approche similaire
(poids moyen minimal d’un cycle [95]).
Le fonctionnement du test d’ordonnançabilité pour E-TDL sous l’algorithme EDF est
décrit dans la section 4.6. Sa complexité est réduite en combinant deux type d’analyse :
approchée et exacte. Si, pour une durée d’intervalles donnée, l’analyse approchée ne permet
pas de garantir l’ordonnançabilité du système, les intervalles sont examinés par l’analyse
exacte. Dans l’Exemple 4.9, l’analyse exacte est nécessaire seulement pour deux des 54
durées d’intervalles considérées.
Quant au système utilisé dans les exemples présentés dans ce chapitre (pour sa définition
voir Exemple 3.15), sa simplicité, parfaite pour illustrer les détails de l’analyse, ne permet
pas d’évaluer objectivement la performance du test. Sans avoir exécuté d’expérimentations
avec des jeux de systèmes plus complets et plus exhaustifs, il est difficile d’estimer la taille
maximale permettant d’obtenir des résultats d’analyse dans des délais raisonnables.
Comme montré au travers des Exemples 4.9 et 4.10, l’outil requiert moins de temps
pour vérifier l’ordonnançabilité que le simulateur (section 4.7). De plus, il serait possible
d’obtenir une meilleure performance par intégration de techniques d’approximation de la
demande de processeur dans l’outil. Cette amélioration, ainsi que d’autres liées à l’extension
du langage, sont discutées dans le chapitre suivant.
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Chapitre 5
Conclusions et perspectives
Plusieurs aspects des travaux présentés dans cette thèse sont susceptibles d’améliorations
futures. Ces dernières s’articulent autour de la définition du langage (section 5.1) et de
l’analyse d’ordonnançabilité (section 5.2). Toutefois, les travaux les plus essentiels à réaliser
consistent à proposer un outil complet permettant de concevoir les systèmes temps-réel, de
vérifier leur ordonnançabilité et d’en assurer une exécution correcte. Ces travaux pourraient
se poursuivre dans les directions suivantes :
• analyse syntaxique du langage
• environnements de développement pour les systèmes temps-réel
• compilation du langage pour produire un schéma du contrôle temporel de l’exécution
• développement du micro noyau temps réel (nouvelles architectures et fonctionnalités)
5.1 Extensions du langage
Le protocole de changement de mode dans E-TDL se fonde sur le protocole défini par
son prédécesseur TDL. La section 5.1.1 montre que le modèle de tâche proposé par E-
TDL permet de définir des protocoles plus réactifs. Il est de plus envisageable de préparer
à l’avance le changement de mode par une observation anticipée de ses conditions. Les
questions relatives à l’introduction de contraintes sur le nombre d’exécutions d’un mode et
à leur impact sur l’analyse d’ordonnançabilité font l’objet de la section 5.1.2. Une discussion
sur les extensions possibles du modèle de tâche dans E-TDL est exposée en section 5.1.3.
5.1.1 Proposition de deux nouveaux protocoles pour le changement de
mode dans E-TDL
Cette section propose deux nouveaux protocoles de changement de mode pour E-TDL.
Le premier protocole (section 5.1.1.1) exploite le modèle de tâche défini dans E-TDL. Le
second protocole (section 5.1.1.2), inspiré du protocole du délai minimal (MSO), introduit
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un nouveau mécanisme de changement de mode jamais mis en place dans les langages de
définition temporelle.
5.1.1.1 Changement de mode anticipé
Les langages de définition temporelle imposent que l’exécution logique d’une tâche d’un
mode courant ne soit jamais interrompue par un changement de mode (voir section 2.6).
Dans TDL, les seuls instants où un changement de mode peut intervenir sont les hyper-
périodes de mode. Toutes les tâches d’un mode sont alors logiquement inactives. Le même
mécanisme du changement de mode est adopté par E-TDL. Toutefois, le nouveau modèle
de tâche introduit (voir section 1.5.2) permet d’assouplir ces règles. Une tâche E-TDL τi
d’un mode m est logiquement inactive dans les intervalles suivants :
inactive(τi) = { [jTi, jTi + φi], [jTi + φi + TELi, (j + 1)Ti] | j ∈ N, j < T [m]/Ti } (5.1)
Les plages temporelle où aucune de tâche du mode m n’est active sont définies comme :⋂
τi∈τ [m]
inactive(τi) (5.2)
En identifiant ces plages temporelles il serait possible de changer de mode d’exécution sans
attendre la fin d’hyperpériode du mode [98]. Un protocole similaire a été proposé pour
Giotto par Martinek et Pohlmann [114] (voir section 2.6.1).
Exemple 5.1. Soit un module E-TDL pouvant exécuter à la fois un des deux modes : A
ou B. Dans le mode A s’exécutent les tâches τ1 = (0, 2, 8, 12) et τ2 = (0, 5, 10, 18). Dans
le mode B s’exécutent les tâches τ ′1 = (0, 4, 14, 16) et τ ′2 = (0, 2, 14, 16). Les points rouges
M
ode
BM
od
e
A
TEL2 TEL2 TEL
′
2
TEL1 TEL1 TEL1 TEL
′
1
τ1
τ2
Figure 5.1 – Temps de mode admissibles pour un changement de mode selon les règles
assouplies
sur la Figure 5.1 indiquent les temps de mode où aucune tâche du mode courant n’est
logiquement active et où un changement de mode peut s’opérer (selon les règles assouplies
de changement de mode).
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La mise en œuvre de cette nouvelle règle de changement de mode affecterait l’analyse
d’ordonnançabilité présentée au sein des chapitres précédents. Les évaluations de commu-
tateur de mode ne seraient plus seulement périodiques. La structure du graphe de change-
ment de mode (voir section 3.2.1) devrait pendre cela en compte. Ses arcs devraient
permettre d’exprimer qu’un changement de mode peut se produire dans un intervalle de
temps donné.
Exemple 5.2. Soit le même module que celui de l’Exemple 5.1. En tenant compte de la
Formule 5.2, un changement de mode dans le mode A peut être déclaré à un temps de mode
δAsw ∈ [10, 12] ∪ [32, 36]. Dans le mode B un changement de mode peut être déclaré à un
temps de mode δBsw ∈ [14, 16]. La Figure 5.2 représente un graphe de changement de mode
pour le module si on considère que le mode A peut être activé à tout temps δBsw de mode B
et le mode B à tout temps δAsw de mode A.
A
B
36
16
[10, 12][32, 36] [14, 16]
Figure 5.2 – Graphe de changement de mode pour les règles de changement de mode
assouplies
La méthode du calcul des instants auxquels débutent les modes (voir section 3.6.1)
devrait par conséquent être réexaminée. Cela entraîne aussi des modifications dans l’établis-
sement des relations entre instants de début de mode dans des modules différents (section
3.6.2), dans l’algorithme du parcours du graphe de changement de mode (section 4.3) et
dans le calcul de la demande de processeur (section 4.5).
De nouveaux points pouvant permettre un changement de mode pourraient être exhibés
en admettant que l’exécution de certaines tâches puisse être abandonnée. Cela pose, entre
autres, un problème dans l’estimation exacte de la quantité de temps de processeur utilisée
par les tâches avant l’abandon de leur exécution. Pour y remédier, la même méthode que
celle proposée dans le protocole de Pedro et Burns (voir section 2.5.2.1 et Formule 2.26)
pourrait être utilisée 1.
1. Cette approche a été déjà appliquée pour EDF par Fisher et Ahmed [63].
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5.1.1.2 Proposition d’un protocole de délai minimal pour E-TDL
Si un commutateur de mode observe qu’à un instant donné les conditions d’un change-
ment de mode sont réunies, le changement est immédiatement effectué à cet instant. En
distinguant l’observation des conditions de changement de mode et le changement de mode
lui-même, la nécessité d’un changement pourrait être détectée à l’avance et le système, de
façon dynamique, pourrait modifier son comportement afin de réaliser le changement de
mode dans le plus court délai possible. Cela plaide pour adopter dans E-TDL le protocole
du délai minimal (MSO) décrit en section 2.5.1.2.
TEL1 TEL1 TEL
′
1
TEL2 TEL2 TEL
′
2
TEL3 TEL
′
3
mode m mode m′tsw mc(tsw)
Figure 5.3 – Protocole de délai minimal pour E-TDL
Certaines modifications doivent cependant être apportées au protocole pour assurer
sa conformité au paradigme du temps d’exécution logique. Le changement de mode, dans
la version du protocole proposée pour E-TDL, se déroule ainsi. A partir de l’instant de
vérification d’un changement de mode δsw, si les conditions de ce changement sont réunies,
le schéma d’activation des tâches dans le mode courant m est modifié. Aucune instance
de tâche dont l’échéance dépasserait la plus grande échéance d’une instance de tâche
s’exécutant à l’instant δsw n’est activée. Ainsi, après un certain délai, toutes les tâches
du mode courant sont achevées. La formule qui suit permet de calculer l’instant mc(δsw)
du changement de mode dont les conditions sont vérifiées à l’instant δsw.
mc(δsw) = max
τi∈τ [m]
{
max
(⌊
δsw − Φi
Ti
⌋
Ti + Φi + TELi, δsw
)}
(5.3)
Lemme 5.1. Le plus grand délai ∆mc séparant l’instant de vérification des conditions de
changement de mode δsw et l’instant auquel ce changement est effectué mc(δsw) dans un
mode m est égal au plus grand Temps d’Exécution Logique des tâches de ce mode.
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Démonstration. Par définition, ∆mc = mc(δsw) − δsw. Soit τi la tâche du mode m pour
laquelle la valeur de ∆mc est la plus grande. Soit di,j la date d’échéance de la plus récente
instance de τi activée avant ou à l’instant δsw. On remarque que :
di,j =
⌊
δsw − Φi
Ti
⌋
Ti + Φi + TELi
Deux cas sont possibles. Si δsw ∈ [di,j , ri,j+1] alors mc(δsw) = δsw et ∆mc = 0. Autrement,
δsw ∈ [ri,j , di,j ] alors mc(δsw) = di,j et ∆mc = di,j − δsw. La valeur de ∆mc est la plus
grande pour δsw = ri,j . Alors ∆mc = di,j − ri,j = TELi. Puisque le délai ∆mc est le plus
grand pour τi, ∀ τj ∈ τ [m] : TELi ≥ TELj .
Exemple 5.3. Considérons un mode d’E-TDL exécutant les tâches suivantes : τ1 =
(3, C1, 6, 10), τ2 = (1, C2, 3, 8) et τ3 = (0, C3, 5, 5). Leurs pires temps d’exécution, C1, C2
et C3, sont choisis de telle façon que le mode soit faisable. Supposons que le changement
de mode puisse s’opérer de la manière décrite ci-dessus. La Figure 5.4(a) montre la valeur
de mc(δsw) en fonction de l’instant δsw (voir Equation 5.3) pour le mode. La Figure 5.4(b)
montre le délai ∆mc entre l’instant de vérification des conditions de changement de mode
δsw et l’instant auquel ce changement est effectué dans le mode.
5.1.2 Expression de contraintes sur le nombre d’exécutions d’un mode
Plusieurs travaux [138, 139, 63] limitent inférieurement ou supérieurement le nombre
d’exécutions d’un mode. Ce nombre pourrait aussi être limité dans E-TDL. Un module
pourrait rester dans un mode tant qu’il ne l’exécute pas au-delà d’un nombre maximal de
fois (une infinité si ce nombre n’est pas spécifié). Il pourrait le quitter après l’avoir exécuté
au moins un nombre minimal de fois (une fois si ce nombre n’est pas spécifié).
L’information sur le temps minimal et maximal d’exécution d’un mode permet de
réduire le pessimisme de l’analyse d’ordonnançabilité. L’évaluation de la charge du proces-
seur peut donner des résultats inférieurs à ceux obtenus en considérant qu’un mode puisse
s’exécuter infiniment. De plus, la borne de faisabilité peut être évaluée plus précisément.
Des relations logiques conditionnant l’exécution des modes pourraient rendre l’analyse
d’ordonnançabilité moins pessimiste. Si un mode est activé lorsqu’une condition est vraie et
si un autre mode, dans module différent, l’est lorsque celle-ci est fausse, ces deux modes ne
seront jamais activés simultanément. Les charges produites par leur exécution simultanée
ne devraient pas être sommées en évaluant la charge globale du système.
La charge courante du système peut être utilisée dans les conditions de changement de
mode [8]. Un mode peut fournir une fonctionnalité qu’un autre mode peut réaliser avec une
qualité moindre et avec moins de ressources processeur. Le système peut choisir lequel de
ces deux mode exécuter en fonction de la charge de modes plus prioritaires exécutés dans
d’autres modules. Le comportement observable devient alors dépendant des ressources de
la plateforme d’exécution.
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(a) Instant de changement de mode mc(δsw) en fonction du temps de mode δsw
(b) Valeur du délai ∆mc en fonction du temps de mode δsw
Figure 5.4 – Caractéristique des changements de mode opérés selon le protocole du délai
minimal pour E-TDL dans le mode de l’Exemple 5.3
5.1.3 Revisiter le Temps d’Exécution Logique
La sémantique d’E-TDL impose que la jème instance (j ∈ N+) d’une tâche τi activée
dans l’intervalle de temps [(j−1)Ti, jTi] soit terminée avant l’instant jTi (voir section 3.1).
La plus grande valeur de TELi de la tâche τi qui satisfait La Formule 3.2 est égale à :
TELi = Ti − Φi (5.4)
La prochaine instance de τi doit donc être activée à l’instant jTi+Φ. L’intervalle [jTi, jTi+
Φi] ne peut cependant pas être ouvert à l’exécution de l’instance courante de τi. Si cette
instance pouvait poursuivre son exécution logique dans cet intervalle, l’instance suivante
démarrerait après sa terminaison. La plus grande valeur de Temps d’Exécution Logique
qui pourrait toujours alors être attribué à la tâche τi serait égale à :
TELi = Ti (5.5)
La question sur la levée de la contrainte définie par la Formule 3.2 peut donc se poser. Le
modèle de tâche d’E-TDL, en l’absence de cette contrainte, est présenté sur la Figure 5.5.
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Figure 5.5 – Temps d’Exécution Logique tel que TELi ≤ Ti
Ce modèle, amplement utilisé dans le contexte de tâches temps-réel classiques, n’est pas
sans ambiguïté dans le contexte de tâches dirigées par le temps. Il permet en effet qu’à tout
temps d’un mode (y compris aux instants correspondant à son hyperpériode) une tâche
puisse être en cours d’exécution logique 2. Un nouveau mécanisme de changement de mode
devrait alors être défini et appliqué (voir par exemple section 5.1.1.2).
Le modèle de tâche en E-TDL peut aussi être doté de nouveaux paramètres. Derler [56]
permet par exemple qu’une tâche lise et écrive des données en dehors des bornes de son
Temps d’Exécution Logique si cela ne modifie pas le comportement observable du système.
La lecture des entrées ou l’écriture des sorties d’une tâche pourraient être déclarées pouvoir
se réaliser au sein d’un intervalle. Une tâche disposerait d’un délai Jstart pour lire ses
entrées et d’un autre délai Jstop pour écrire ses sorties. Le système aurait ainsi plusieurs
comportements observables.
Dans xGiotto [72] ainsi que dans TDL depuis la version 1.5 [1], des tâches du système
peuvent être déclenchées par des événements. Ce type de tâches n’est pas spécifié dans E-
TDL. Cependant, les modules d’E-TDL peuvent s’exécuter en présence d’autres composants,
y compris ceux à déclenchement événementiel. L’analyse d’ordonnançabilité en tient compte.
5.2 Améliorations possibles de l’analyse
Plusieurs voies pourraient être explorées pour améliorer et optimiser les analyses précé-
demment décrites et proposées.
Les protocoles de changement de mode proposés en section 5.1.1 imposent une nouvelle
structure du graphe de changement de mode. Les instants de début de mode pourraient
être examinés par des méthodes tenant compte du fait qu’un changement de mode peut
survenir au delà des seuls instants des multiples de l’hyperpériode (section 5.2.1).
2. Par exemple, un mode E-TDL exécutant deux tâche τ1 = (0, 1, 2, 2) et τ2 = (1, 1, 2, 2).
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Plusieurs aspects du test d’ordonnançabilité présenté dans ce manuscrit nécessiteraient
des enrichissements et des améliorations. Le test est basé sur la fonction de demande. Le
temps nécessaire pour évaluer la demande maximale de processeur pourrait être réduit en
caractérisant la cyclicité de sa croissance (section 5.2.4) ou en approximant sa valeur par
des méthodes dont le calcul est moins complexe (section 5.2.3). En affinant la borne de
faisabilité (section 5.2.5), le nombre d’intervalles dans lesquels la demande de processeur
est évaluée pourrait être réduit. L’analyse d’ordonnançabilité d’un système pourrait tenir
compte des étapes successives de son développement et réutiliser des résultats antérieurs
(section 5.2.6). Le test pourrait aussi se fonder sur une approche basée sur l’analyse de
période d’activité du processeur (section 5.2.2) plutôt que sur la fonction de demande.
Dans le prolongement de ces travaux, il paraît important de proposer des tests d’ordon-
nançabilité pour les algorithmes à priorité fixe (section 5.2.7) ainsi que pour des archi-
tectures multiprocesseurs (section 5.2.9). Le choix de meilleurs modèles d’allocation de
ressources pour des systèmes dirigés par le temps (section 5.2.8) doit aussi être examiné.
5.2.1 Extension des algorithmes de parcours des graphes de changement
de mode pour l’introduction de nouveaux protocoles de change-
ment de mode
Le changement de mode, dans les protocoles proposés en section 5.1.1, peut se produire
à un instant autre qu’un multiple de l’hyperpériode du mode. La structure du graphe de
changement de mode dotée d’arcs représentant ce nouveau type de transitions nécessite
une nouvelle analyse. Son objectif est de caractériser les instants de début de chaque mode
dans le graphe de changement de mode.
On suppose que la condition du changement de mode d’un modemk vers un modemk+1
est vérifiée à tout instant µk · Tsw(mk,mk+1) + ϕk dans mk après sa première activation
(µk, ϕk ∈ N et 0 ≤ ϕk < Tsw(mk,mk+1)). Une transition dans le graphe de changement de
mode (voir Définition 3.1) est alors décrite par le triplet (mk,mk+1, Tsw(mk,mk+1) + ϕk).
L’ensemble des instants de début d’un mode est donné par les longueurs des chemins allant
du mode initial jusqu’à ce mode. Compte tenu du délai ϕk introduit dans les transitions,
la longueur d’un chemin w (voir Formule 3.6) traversant le graphe de changement de mode
s’exprime comme :
|w| =
n∑
k=1
µk · Tsw(mk,mk+1) + ϕk (5.6)
Or il s’agit de trouver la séquence des instants auxquels un mode donné peut commencer
son exécution. Cette séquence correspond à des longueurs de chemins conduisant à ce mode.
Une chaîne de base (voir Définition 3.14) est une représentation de chemins passant par
les même modes. Considérons deux cas :
a) le chemin w est acyclique
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La longueur du chemin w est donnée par :
|w| =
n∑
k=1
µk · Tsw(mk,mk+1) + ϕk =
n∑
k=1
µk · Tsw(mk,mk+1) +
n∑
k=1
ϕk
Soit p une chaîne correspondant au chemin w. Selon l’Equation 3.32 :
n∑
k=1
µk · Tsw(mk,mk+1) = pgcd(p) ·
n∑
k=1
µk · T ′sw(mk,mk+1)
En remplaçant ∑nk=1 ϕk par :
n∑
k=1
ϕk = pgcd(p) ·
⌊∑n
k=1 ϕk
pgcd(p)
⌋
+
(
n∑
k=1
ϕk
)
mod pgcd(p)
On obtient :
|w| = pgcd(p) ·
(
n∑
k=1
µk · T ′sw(mk,mk+1) +
⌊∑n
k=1 ϕk
pgcd(p)
⌋)
+
(
n∑
k=1
ϕk
)
mod pgcd(p)
La longueur de tout chemin w suivant la chaîne p appartient à l’ensemble suivant :
|w| ∈
n · pgcd(p) +
 ∑
mk∈p
ϕk
 mod pgcd(p) |n ∈ N
 (5.7)
b) le chemin w contient un cycle
On désigne par wc le chemin dont les transitions ne se répètent pas et constituent le
cycle dans le chemin w. On désigne par ws le chemin simple (un chemin simple ne
passe pas deux fois par une même arête) conduisant depuis le mode initial jusqu’au
mode tail(w) du chemin w. Le chemin w suit le chemin simple ws en passant un
certain nombre de fois nc ∈ N par le cycle wc.
|w| = |ws|+ nc · |wc| =
=
∑
mk∈ws
µk · Tsw(mk,mk+1) + ϕk + nc ·
∑
mk∈wc
µk · Tsw(mk,mk+1) + ϕk
Si ws correspond à une chaîne ps ⊆ p et wc à une chaîne pc ⊆ p, la longueur du
chemin w s’exprime, pour n1, n2 ∈ N, comme :
|w| = n1 · pgcd(ps) +
 ∑
mk∈ps
ϕk
 mod pgcd(ps) + nc · n2 · pgcd(pc) + nc · ∑
mk∈pc
ϕk
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Pour n ∈ N suffisamment grand (voir le problème de Frobenius en section 3.6.1) :
n1 · pgcd(ps) + n2 · pgcd(pc) = n · pgcd(ps ∪ pc) = n · pgcd(p)
La longueur de tout chemin w suivant la chaîne p composée des chaînes ps et pc
appartient à l’ensemble suivant :
|w| ∈
n · pgcd
p ∪ ∑
mk∈pc
ϕk
+
 ∑
mk∈ps
ϕk
 mod pgcd(ps) |n ∈ N
 (5.8)
Dans certains cas, pour un chemin w plusieurs chemins simples peuvent être distingués.
Exemple 5.4. Soit un graphe de changement de mode tel que celui de la Figure 5.6.
Puisque le graphe est acyclique, la longueur de tout chemin w depuis le mode m1 via
le mode m2 jusqu’au mode m3 peut être obtenue grâce à la Formule 5.7. La chaîne p
correspondant au chemin w est p = {Tsw(m1,m2), Tsw(m2,m3)}. L’expression ∑mk∈p ϕk
est égale à ϕ1 + ϕ2.
Soit maintenant le graphe de changement de mode de la Figure 5.7. Ce graphe est
obtenu en reliant par une arête les modes m3 et m2 du graphe précédent. Ainsi, un cycle
est créé. La longueur de tout chemin w de m1 jusqu’à m3 en traversant plusieurs fois les
modes m2 et m3 du cycle est donnée par la Formule 5.8. La seule chaîne simple ps dans le
graphe passe par les modes m1, m2 et m3 : ps = {Tsw(m1,m2), Tsw(m2,m3) }. La chaîne
du cycle pc traverse les modes m2 et m3 : pc = {Tsw(m3,m2), Tsw(m2,m3) }. L’expression∑
mk∈pc ϕk est égale à ϕ3 + ϕ2 et l’expression
∑
mk∈ps ϕk à ϕ1 + ϕ2.
m3
m2
m1
µ1 · Tsw(m1,m2) + ϕ1
µ2 · Tsw(m2,m3) + ϕ2
Figure 5.6 – Chemin sans cycle
m3
m2
m1
µ1 · Tsw(m1,m2) + ϕ1
µ3 · Tsw(m3,m2) + ϕ3 µ2 · Tsw(m2,m3) + ϕ2
Figure 5.7 – Chemin avec cycle
5.2.2 Analyse basée sur les périodes d’activité
Le test d’ordonnançabilité d’E-TDL sous EDF est basé sur le calcul d’une fonction
de demande. Pourtant, la méthode d’analyse des périodes d’activité du processeur (busy
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period) [70, 38] présentée en section 2.4.2 (Les Formules 2.18 et 2.19) pourrait être également
utilisée. On trouve de nombreux tests utilisant cette méthode dans la littérature [132,
160, 148]. L’analyse des périodes d’activité du processeur permet de limiter la durée des
intervalles à vérifier lors de l’analyse d’ordonnançabilité. Contrairement à la fonction de
demande, cette approche ne permet pas d’extraire d’information sur le temps de processeur
disponible dans un intervalle donné. Une analyse des périodes d’activité du processeur serait
envisageable si l’ensemble des modules E-TDL s’exécutait sur un processeur exclusivement.
5.2.3 Simplification de l’analyse par exploitation de la périodicité de la
fonction de la demande maximale
S’il était possible de démontrer que la fonction de demande maximale maxdfM devient
périodique au bout d’intervalle donné, la méthode de calcul serait plus efficace. La fonction
maxdfM est presque périodique s’il existe p, q ∈ N tels qu’à partir de ∆min :
∀∆ > ∆min : maxdfM (m, δ,∆ + p) = maxdfM (m, δ,∆) + p · q (5.9)
Il existe une ressemblance entre graphe de changement de mode et digraph [166]. Un
digraph est un modèle de tâche temps-réel basé sur un graphe orienté. Les sommets de
ce graphe sont des sous-tâches et les arc définissent leur ordre d’exécution ainsi que les
intervalles de temps séparant les exécutions de sous-tâches adjacentes. Zeng et Di Natale
ont prouvé que la fonction dbf est presque périodique pour tout digraph [178, 179]. Ils
proposent une procédure permettant de déterminer les paramètres périodiques de cette
fonction 3. Elle s’applique uniquement dans le cas de graphes fortement connexes.
Il n’est pas requis que le graphe de changement de mode soit fortement connexe.
Cependant, pour les graphes satisfaisant cette propriété l’application de cette méthode
pourrait permettre de simplifier le calcul de la fonction de demande maximale. Il existe
également des cas où la périodicité de la fonction de demande maximale est encore plus
évidente : module composé d’un seul mode (voir le module M3 de l’Exemple 3.15), module
dont tous les modes ont la même période et dont le graphe de changement de mode est
complet (tous les modes sont reliés entre-eux).
5.2.4 Approximation de la demande maximale
La fonction de demande associée à une trace de module E-TDL (Définition 3.9) est
composée comme la somme de deux fonctions : fonction de demande dans un mode (Défi-
3. Un graphe est représenté par la matrice des distances entre ses différents sommets. La distance
maximale entre deux sommets, via un nombre de sommets donné, correspond à une série de produits
matriciels dans la structure d’algèbre max-plus [19]. Cette distance est associée à la demande maximale de
temps processeur entre les activations des deux sous-tâches dans un digraph. Dans une structure max-plus
les éléments d’une matrice obtenue comme une série de produits matriciels d’elle-même peuvent être calculés
par une fonction presque périodique. Cette propriété est utilisée pour trouver les paramètres périodiques
de la fonction dbf des digraphs.
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nition 3.7) et fonction de demande d’un chemin (Définition 3.8). En bornant la valeur de
chacune de ces fonctions la fonction de demande maximale peut être approximée.
La fonction de demande dans un mode détermine la demande faite pendant l’exécution
du premier et du dernier mode d’une trace de module. La fonction évalue la demande d’un
ensemble de tâches qui ne change pas. Les méthodes du calcul de la fonction de demande
pour les ensembles de tâches uniformes (sans changement de mode) et leurs approximations
sont discutées en section 2.4.2. La complexité du calcul de la fonction de demande dans un
mode peut en particulier être réduite en considérant que le départ de toutes les tâches est
simultané. Le coût de ce calcul peut encore être réduit par application d’autres méthodes
d’approximation [44, 5, 6]. Si ces approximations sont trop pessimistes le test de Pellizzoni
et Lipari pour les tâches asynchrones peut être utilisé. Dans le cas du test pour un système
unimodal (section 3.4) le nombre des intervalles à vérifier peut être réduit en appliquant
le test QPA (Quick Processor-Demand Analysis) [180, 181].
La fonction de demande d’un chemin w évalue le temps processeur nécessaire pour
l’exécution complète des modes de w. La valeur de la fonction est calculée avec l’Equation 3.9.
En supposant la durée du chemin w (Equation 3.6) égale à ∆ :
∆ =
∑
(mk,µk)∈w
µk · Tsw(mk,mk+1) (5.10)
Soit Umax le plus grand taux d’utilisation d’un mode du module exécutant le chemin :
∀(mk, µk) ∈ w : U(mk) ≤ Umax (5.11)
Pour tout chemin w de durée ∆ :
df(w) ≤ ∆ · Umax (5.12)
Il est possible de trouver une borne moins pessimiste. La borne précédente est obtenue
en supposant que le mode dont le taux d’utilisation est le plus élevé puisse s’exécuter
entièrement un certain nombre de fois dans l’intervalle ∆. Cela est vrai si ∆ est un multiple
de l’hyperpériode du mode. Dans le cas contraire, une borne plus précise peut être obtenue
en supposant que la séquence d’exécution des modes est telle que sa durée ne dépasse pas
∆. Il s’agit donc de trouver une séquence d’exécution des modes dont la demande de temps
processeur est maximale dans un intervalle de durée ∆. Ce problème correspond à celui du
sac à dos (Knapsack problem).
maximiser :
∑
k
µk ·H(mk) · U(mk) (5.13)
avec :
∑
k
µk ·H(mk) ≤ ∆ (5.14)
∀k : µk ∈ N, mk ∈Modes[M ] (5.15)
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Soit full(∆) la valeur de la Formule 5.13 pour ∆. Si full(∆) est évalué pour tous les
intervalles ∆ dans un ordre croissant, comme cela est réalisé dans le test d’ordonnançabilité
proposé au chapitre précédent, une technique de programmation dynamique peut être
utilisée pour déterminer sa valeur :
full(∆) = max
k
{ full(∆−H(mk)) + U(mk) } (5.16)
Exemple 5.5. Soit un module pouvant exécuter à la fois un des deux modes : m1 ou
m2. Les modes sont caractérisés par les hyperpériodes et les taux d’utilisation suivants :
H(m1) = 3, H(m2) = 4 et U(m1) = 1, U(m2) = 2. La Figure 5.8 représente la fonction
full(∆) pour le module.
Figure 5.8 – Fonction full(∆) pour le module de l’Exemple 5.5
Baruah [26] propose une solution similaire pour le calcul de la demande dans le modèle des
multi-trames généralisées (Generalized Multiframe) non-cycliques [118, 119]. La méthode
proposée ici ne tient cependant pas compte de l’ordre dans lequel les modes peuvent
s’exécuter. Par conséquent, certaines séquences d’exécution des modes sont surestimées.
Afin, le cas échéant, de réduire cette surestimation, la méthode pourrait composer les
séquences en tenant compte des relations de précédence entre modes puis revenir à la
méthode moins précise dès qu’elle suffit à garantir l’ordonnançabilité.
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5.2.5 Précision de la borne de faisabilité
Une borne de faisabilité plus précise pourrait être obtenue pour chaque configuration
parallèle ζ, dans les Formules 3.19 et 3.20, en utilisant la fonction maxdfMk(mk, δk,∆) au
lieu de la fonction maxdfMk(∆). Cette borne de faisabilité serait donc calculée en fonction
de ζ. Dans l’Expression 3.19, la fonction dfM (∆1) peut être bornée par :
dfMk(∆1) ≤ maxmk dfMk(mk, rmin(mk), H[mk])
pour (mk, δk) ∈ ζ. La fonction dfM (∆2), définie par la Formule 3.21, peut également être
évaluée plus finement en considérant seulement les modes atteignables à partir du mode
mk (mk, δk) ∈ ζ. De même, les modes atteignables à partir du mode mk seraient les seuls
à prendre en compte dans l’estimation de la fonction dfM (∆3) de l’Equation 3.20.
Aucune tâche dans un module n’est active aux instants correspondant à l’hyperpériode
de son mode courant d’exécution. Si les traces d’exécution des différents modules traversent
simultanément des instants correspondant à leurs hyperpériodes, le processeur est inoccupé.
L’analyse d’ordonnançabilité pour ces traces peut donc s’arrêter à ce point.
5.2.6 Réutilisation d’analyses
Le développement d’un système peut nécessiter plusieurs itérations avant le déploiement
de sa version opérationnelle. Chaque itération apporte des modifications à l’itération préc-
édente (des tâches, des modes, des modules sont ajoutés ou supprimés, leurs paramètres sont
modifiés). Les résultats de l’analyse d’ordonnançabilité de l’itération antérieure peuvent
être réutilisés lors de l’analyse d’ordonnançabilité de l’itération courante. Les parties du
système qui ont subi des modifications peuvent nécessiter une nouvelle analyse mais les
résultats antérieurs peuvent être utilisés pour celles qui sont restées intactes. De plus,
certaines modifications, comme la suppression d’une tâche, n’affectent pas l’ordonnançabilité
du système. Il serait intéressant de définir ces modifications afin d’effectuer analyse d’ordon-
nançabilité en se basant sur les résultats des analyses précédentes. Le temps d’exécution
de l’analyse menée de cette façon pourrait se voir d’autant diminué.
5.2.7 Introduction de politiques à priorité fixe
Comme discuté en section 2.7, le test d’ordonnançabilité proposé par Farcas [59] sous
des politiques à priorité fixe pour TDL est applicable aussi pour E-TDL. Le modèle de
tâche E-TDL, en introduisant des décalages, augmente cependant le pessimisme du test.
Les éléments d’analyse de configurations parallèles (section 3.6) peuvent être intégrés au
test afin de réduire ce pessimisme.
L’instant critique n’existe pas toujours pour les tâches asynchrones (présentant des
décalages). Dans ce cas, les algorithmes Rate Monotonic (section 2.3.1) etDeadline Monotonic
(section 2.3.2) ne sont pas optimaux [17] et par conséquent, d’autres méthodes d’attribution
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des priorités doivent être considérées. L’application de l’algorithme d’Audsley devrait en
particulier être étudiée [16].
5.2.8 Extension à d’autres modèles d’allocations des ressources
Les ressources sont allouées aux modules E-TDL selon le modèle périodique (Periodic
Resource Model [156], voir section 3.8). Cependant, il existe d’autres modèles applicables
à E-TDL et permettant de partager les ressources de manière plus efficace.
Le modèle Ω(Π,Θ,∆) périodique avec échéance (Explicit Deadline Periodic, EDP) [57]
est une extension du modèle périodique Γ(Π,Θ). Les ressources Θ sont accessibles par
période Π pendant une durée ∆ à partir du début de la période courante. Le schéma
d’allocation réalisé selon ce modèle utilise moins de ressources que le modèle périodique si
la demande de temps processeur au sein d’un composant est bornée à un court intervalle de
temps situé avant la fin de la période. En ajoutant des décalages à ce modèle, les demandes
arrivant un certain temps après le début de la période pourraient être servies sans devoir
surestimer la capacité du modèle. Ce modèle d’allocation des ressources pourrait également
s’adapter aux changement de mode en acceptant des réservations sur plusieurs intervalles,
chacun caractéristique d’un mode particulier, en ne délivrant les ressources seulement que
dans l’intervalle caractérisant le mode en cours d’exécution.
5.2.9 Vers des architectures multiprocesseurs
La dernière décennie a vu une tendance croissante à l’utilisation d’architectures multi-
processeurs. Les résultats obtenus dans cette thèse mériteraient d’être étendus à ces archi-
tectures. Deux approches sont identifiées dans la littérature (section 2.2) à propos de
l’ordonnancement au sein de ces architectures : l’ordonnancement par partitionnement
et l’ordonnancement global [22].
Lorsque l’ordonnancement est réalisé par partitionnement, une tâche s’exécute toujours
sur le même processeur. Le problème consiste donc à répartir au préalable les tâches de
tous les modules d’un système E-TDL sur les processeurs disponibles en garantissant la
faisabilité du système. Ce problème est analogue à celui du bin packing et fait partie de la
classe des problèmes NP-difficiles [55]. Une fois résolu le problème de répartition des tâches
sur les processeurs, l’ordonnançabilité des tâches s’exécutant sur chaque processeur peut
être analysée à l’aide des méthodes proposées pour le monoprocesseur.
Lorsque l’ordonnancement est global, l’exécution d’une tâche n’est pas liée à un proces-
seur particulier et le problème d’ordonnançabilité doit tenir compte des migrations de
tâches entre processeurs. Plusieurs travaux traitent de ce problème en considérant les
algorithmes d’ordonnancement à priorités fixes [32, 55] ainsi qu’à priorités dynamiques [73,
32, 55]. Le modèle de tâche à trois paramètres (Ci, Di, Ti) est celui qui est le plus souvent
utilisé.
La vérification d’ordonnançabilité d’ensembles de tâches asynchrones (φi, Ci, Di, Ti)
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s’appuie sur des techniques de parcours exhaustif. Le problème d’ordonnançabilité d’un
système E-TDL pourrait être abordé par la mise en œuvre des mécanismes de changement
de mode au sein de la boîte à outil SchedMCore [52, 53]. Une nouvelle borne de faisabilité
tenant compte des changements de modes devrait être déterminée (des bornes pour les
cas synchrone et asynchrone sans changement de mode sont données par Cucu-Grosjean et
Goossens [54] ainsi que par Grolleau, Goossens et Cucu-Grosjean [78]).
5.3 Conclusions
Le but de l’ensemble de ces travaux est de proposer un langage de description temporelle
pour des systèmes temps-réel et d’établir les conditions de leur ordonnançabilité sous
l’algorithme Earliest Deadline First.
Le langage proposé, Extended Timing Definition Language (E-TDL), étend les langages
déjà existant en introduisant un nouveau modèle de tâche. Ce modèle inclut quatre para-
mètres : phase Φ, pire temps d’exécution C, temps d’exécution logique TEL et période T .
Il permet de modéliser des schémas d’exécution de tâches complexes et d’exprimer sans
ambiguïté le temps de traitement nécessaire à leur exécution.
L’introduction de ce nouveau modèle de tâche requiert de revisiter en particulier le
problème de l’ordonnançabilité des tâches, pour l’algorithme Earliest Deadline First. Le
modèle de tâche considéré dans les travaux antérieurs est celui d’un modèle de tâche
périodique à échéance sur requêtes. Il permet l’analyse de l’ordonnançabilité d’un ensemble
de tâches en se fondant sur leur taux d’utilisation. Cette approche n’est plus applicable dans
le modèle de tâche introduit par E-TDL. Cette thèse propose et développe une analyse basée
sur la fonction de demande pour des ensembles de tâches décrites en E-TDL et s’exécutant
en contexte monoprocesseur. Une condition nécessaire et suffisante est obtenue au travers
d’une analyse précise des intervalles séparant les activations de tâches au sein de différents
modules pouvant changer de mode à des instants prédéfinis. Une borne sur la longueur des
intervalles devant être vérifiés est analytiquement déterminée.
Sur la base de ces résultats théoriques un outil permettant de vérifier l’ordonnançabilité
de systèmes modélisés en E-TDL a été implanté en Python. La conception de l’outil s’appuie
sur plusieurs algorithmes proposés pour :
• parcourir le graphe de changements de modes et trouver les instants de démarrage
de chacun des modes ;
• positionner les instants d’activation des tâches au sein de différents modules et exhiber
ainsi toutes les configurations dans lesquelles le système peut s’exécuter ;
• calculer la demande maximale faite par chacune des traces d’exécution d’un module
E-TDL.
L’ordonnançabilité est d’abord vérifiée dans chaque intervalle avec un test approché de
complexité moindre que celle du test exact. Le test exact est appliqué seulement si le test
170
approché ne parvient pas à garantir l’ordonnançabilité. Il résulte de l’attention apportée à
limiter la complexité de l’analyse que sa performance est meilleure que celle du simulateur
présenté dans ce mémoire.
De futurs possibles travaux pourraient viser l’assouplissement des règles de changement
de mode de manière à rendre le système plus réactif. De nouveaux protocoles ainsi qu’une
partie des résultats nécessaires à leur mise en œuvre sont proposés.
Plus généralement, les travaux réalisés dans cette thèse contribuent à changer les
processus selon lesquels les applicatifs embarqués temps réel sont conçus, développés, mis au
point et maintenus. La difficulté à laquelle ces processus sont confrontés, dans les approches
traditionnelles, découle du fait que les différents concepts de la programmation temps
réel, les aspects fonctionnel et temporel des applications temps réel embarqués ainsi que
l’ensemble des caractéristiques de leur plateforme d’exécution, sont mêlés et doivent être
traités ensemble.
Les mêmes applications peuvent se comporter différemment selon le matériel et la
politique d’ordonnancement utilisés. La multiplicité de ces comportements complique les
phases de tests et de certification dont l’analyse d’ordonnançabilité n’est souvent qu’un
des plusieurs objectifs. Le langage de description temporelle E-TDL permet d’exprimer
un certain nombre d’exigences ou de contraintes relatives à l’exécution des applications
en temps réel séparément des fonctionnalités et sans considérer une architecture matérielle
précise. Avec E-TDL, le développement du logiciel embarqué temps réel devient plus facile à
maîtriser car il fait appel à trois composantes indépendantes associées au code fonctionnel,
à la gestion du temps et à la machine d’exécution physique. Le modèle d’exécution logique
des tâches impose que leurs dates de lecture d’entrées ainsi que leurs dates d’écriture
de sorties soient les mêmes sur toutes les architectures rendant ainsi le comportement
des tâches identique sur différentes plateformes d’exécution. Les dernières décennies font
apparaître, face à la croissance de la part du logiciel dans les systèmes, une tendance à
décomposer les applications en plusieurs composants de manière à pouvoir les développer
indépendamment en s’abstrayant des éléments de bas niveau de détail. L’approche proposée
dans E-TDL s’inscrit dans cette veine. Il ne s’agit pas seulement de l’écriture modulaire
des programmes. La gestion du temps, qui est une ressource dépendante de la plateforme
d’exécution, cruciale dans les système temps réel, est externalisée, dans les processus de
conception et de développement, pour assurer une séparation claire et nette entre la part
fonctionnelle et la part des exigences temporelles. Le programmeur peut ainsi se focaliser
sur la programmation des fonctions dont l’exécution, décrite dans une spécification de ses
contraintes temporelles, est guidée selon un schéma produit par le compilateur. Celui-
ci est en charge d’adapter la politique d’ordonnancement et d’établir le protocole de
communication commun conforme à la définition du système rédigée en E-TDL.
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