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Введение. Вычисление средних значений и других вероятностных характеристик случай-
ных процессов, определяемых посредством функций от некоторых заданных процессов, относится 
к широко распространенной задаче. В большинстве случаев это сводится к вычислению интегралов, 
общий вид которых определяется вероятностными характеристиками исходного случайного про-
цес са. Точное вычисление таких интегралов обычно возможно для незначительного числа специаль-
ных видов подынтегральных функций, поэтому основными способами приближенного вычисления 
вероятностных характеристик такого класса процессов являются квадратурные формулы.
Ранее в статье [1] были предложены некоторые способы приближения случайных процессов 
вида ( )( ) ( ) ,t F W tξ =   где ( )W t  – стандартный винеровский процесс, а также рассмотрены 
квадратурные формулы для вычисления центральных моментов таких процессов. Данная работа 
является продолжением [1]. В ней рассмотрены аналогичные задачи для процессов вида 
 
( )2( ) α ( ) β ( ) γ ,t F W t W tξ = + +   (1)
где F(x) – заданная непрерывная на R функция, )(tW  – также стандартный винеровский процесс, 
т. е. гауссовский случайный процесс с нулевым средним значением и корреляционной функцией 
),min(),( ststB =   (t, s ∈ [0;1]); a, b, g – действительные числа или независимые случайные величины.
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1. Кадратурные формулы для вычисления математического ожидания. Воспользуемся 
известной формулой (см. напр., [2]) для вычисления k-х моментов случайного процесса (1):
 
( ){ } ( )2 21( ) 2α β 2 γ ,
π
k x k
km t E t e F tx t x dx
∞
−
−∞
= ξ = + +∫   (2)
(k = 0,1, 2…), функция F(x) и параметры a, b, g таковы, что интеграл (2) сходится. 
Для приближенного вычисления интеграла (2), как и в [1], воспользуемся квадратурной 
формулой [3] наивысшей алгебраической степени точности для интегралов по числовой оси 
с весовой функцией 
2
( ) :хр х е−=  
 
( ) ( )2
1
1 1
( ) 2 2 ,
n
k k
k nm t A F tx t x r Fν ν ν
ν=
= a + b + g +
π π
∑   (3)
где xν – корни многочлена Эрмита п-й степени 
2 2
( ) ( 1)
n
n x x
n n
d
H x e e
dx
−= −  , Aν – коэффициенты ква-
дратурной формулы, а ( )kn Fr  – ее остаточный член. Коэффициенты Aν могут задаваться анали-
тически разными способами. Мы будем использовать следующее представление для Aν:
 
2
( ) ,x nA e l x dx
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ν ν
−∞
= ∫  
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 
 
Обозначим квадратурную сумму в формуле (3) через
 
( )2
1
1
( ) 2 2 .
n
k
nkS t A F tx t xν ν ν
ν=
= a + b + g
π
∑   (4)
Так как рассматриваемая квадратурная формула точна для алгебраических многочленов сте-
пени 2п – 1, то для широкого класса функций )(хF k  последовательность Snk (t) при п → ∞ будет 
(см. также [3]) сходиться к моменту ( ).km t  
Рассмотрим далее последовательность случайных процессов 
 
( )2
1
( )
( ) 2 2
2
n
k
nk n
W t
t l F t x t x
tν ν νν=
 
ξ = a + b + g 
 
∑  
  
(n, k = 1, 2, …).
 
 (5)
Для вычисления математического ожидания случайного процесса ( )tη  вида ( )( ) ( )t f W tη =   
воспользуемся [2] формулой
 
( ){ } ( )21 2 ,xE t e f t x dx
∞
−
−∞
η =
π ∫   (6)
где y = f(x) – функция, для которой несобственный интеграл в правой части (6) сходится.
На основании этой формулы, а также с учетом формул (2) и (3), можно показать, что справедливо 
равенство { }( ) ( ),nk nkE t S tξ =  где Snk (t) – квадратурная сумма (4). И таким образом среднее значение 
последовательности случайных процессов (5) будет при п → ∞ сходится к среднему значению 
исходного процесса (1) для тех функций F(x), для которых имеет место сходимость соответству-
ющего квадратурного процесса. 
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Рассмотрим примеры случайных процессов вида (1) и для моментов первого порядка приведем 
результаты вычислительного эксперимента.
Для случайного процесса 
 
( )2( ) cos ( ) ( ) ,t W t W tξ = θ a + b + g   (7)
где θ – произвольная фиксированная константа, используя (2) и формулу для вычисления такого 
вида интегралов (см. [4 с. 499, формула 3.923.2]), можем вычислить момент первого порядка (ма-
тематическое ожидание):
 
{ } ( )2 2( ) ( ) cos 2 2xсm t E t e tx t x dx
∞
−
−∞
θ
= ξ = a + b + g =
π ∫
 
 
( ) ( )
( ) [ ]
2 2 22
2 22 22 24
41
exp cos arctg 2 ,  0;1 .
2 1 42 1 41 4
tt t t
ttt
   a g − ab + gθ b   = − a + ∈   
+ a+ a+ a       
 
 
И, соответственно, приближенный процесс ( )nс tξ   для (7), в силу формулы (5), примет следу-
ющий вид:
 
( )2
1
( )
( ) cos 2 2 ,
2
n
nс n
W t
t l tx t x
tν ν νν=
 
ξ = θ a + b + g 
 
∑  
а квадратурная сумма (4) Snc (t) будет задаваться, соответственно, формулой 
 
( )2
1
( ) cos 2 2 ,
n
nсS t A tx t xν ν ν
ν=
θ
= a + b + g
π
∑  
которая является приближением к точному математическому значению mc(t). 
При n = 9 численные значения узлов xν и коэффициентов Aν в формуле (4) таковы [3]:
x9 = –x1 = 3,190993202
x8 = –x2 = 2,266580585
x7 = –x3 = 1,468553289
x6 = –x4 = 0,723551019
x5 = 0
A9 = A1 = 0,0000396069774
A8 = A2 = 0,0049436242800
A7 = A3 = 0,0884745274000
A6 = A4 = 0,4326515590000
A5 = 0,7202352160000
П р и м е р  1. Для случайного процесса (7) значение погрешности )()()( tStmtr nссnс −=  вычис-
ления математического ожидания mc (t) в точках ( )0,1,...,55i
it i= =  
 
 для a = b = g = θ = 1 и n = 9 
приведено в табл. 1. 
Таблица 1
ti 0 0,2 0,4 0,6 0,8 1
Snс(ti)   0,54043931   0,35652498   0,25443564   0,20050560 0,1536785 0,07416710
mc(ti)   0,54030231   0,356435971   0,254201549   0,195744407 0,1574841 0,13041004
rnc (ti) –0,00013701 –8,90121·10–5 –0,00023409 –0,0047612 0,0038057 0,05624294
Для случайного процесса 
 
( )2( ) sin ( ) ( ) ,t W t W tζ = θ a + b + g   (8)
используя формулу (см. [4. с. 499, формула 3.923.1]), аналогично можно вычислить точное значе-
ние момента первого порядка: 
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И, соответственно, приближение ( )ns tξ  для процесса (8) будет 
 
( )2
1
( )
( ) sin 2 2 ,
2
n
ns n
W t
t l tx t x
tν ν νν=
 
ξ = θ a + b + g 
 
∑  
а Sns (t) будет задаваться формулой 
 
( )2
1
( ) sin 2 2 .
n
nsS t A tx t xν ν ν
ν=
θ
= a + b + g
π
∑  
Ниже приведем аналогичные численные результаты, используя также квадратурную форму-
лу с девятью узлами.
П р и м е р  2. Для случайного процесса (8) значение погрешности )()()( tStmtr nssns −=  вы-
числения момента первого порядка ms (t) в точках 5i
it =   (i = 0; 1;…5) для a = b = g = θ = 1 и n = 9 
приведено в табл. 2. 
Таблица 2
ti 0 0,2 0,4 0,6 0,8 1
Sns(ti)  0,8416844   0,80914724 0,73963709   0,68245020 0,65538644 0,61321391
ms(ti)   0,84147099   0,80894253 0,73975828   0,67993219 0,63129265 0,59088133
rns(ti) –0,00021338 –0,00020471 0,00012119 –0,00251801 –0,02409379 –0,02233258
2. О других процессах, аппроксимирующих случайные процессы вида (1). Рассмотрим 
последовательности процессов ( )     ( 1,2,...)n t nξ =  следющих двух видов:
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 f(t) – любая непрерывная на [0; 1] 
функция. Нетрудно убедиться, что математические ожидания ( ){ }nE tξ  этих процессов совпадают 
с многочленом Бернштейна n-й степени 
0
( ; ) (1 )
n
k k n k
n n
k
k
B f t C t t f
n
−
=
 = −  
 
∑  
 
для функции f(t), t ∈ [0; 1].
Если f (t) = mc (t) или f (t) = ms (t), то значения математических ожиданий этих процессов будут 
задаваться соответственно формулами 
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0
( ) (1 ) ,
n
k k n k
n n c
k
k
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n
−
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∑  
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{ }
0
( ) (1 )
n
k k n k
n n s
k
k
Е t C t t m
n
−
=
 ξ = −  
 
∑  ,
и, следовательно, средние значения процессов (9) и (10) при п→∞ будут стремиться к средним 
значениям процессов (7) и (8).
П р и м е р  3. Значения математических ожиданий mc (t) и ms (t) случайных процес-
сов, рассмотренных в примерах 1 и 2, могут быть также вычислены приближенно с помо-
щью многочленов Бернштейна. Численные значения погрешности ( ) ( ) ( ; ),nc c n cr t m t B m t= −   
где { }( ; ) ( )n c ncB m t Е t= ξ  в точках ,    ( 1,2,3,4)5i
it i= =  для 1a = b = g = θ =  и n = 20 для слу-
чайного процесса ( )2( ) cos ( ) ( )t W t W tξ = θ a + b + g  приведены в табл. 3, а для случайного 
процесса ( )2( ) sin ( ) ( )t W t W tζ = θ a + b + g  значения погрешности ( ) ( ) ( ; ),ns s n sr t m t B m t= −   где 
{ }( ; ) ( )n s nsB m t Е t= ξ  , – в табл. 4. 
Таблица 3
ti 0,2 0,4 0,6 0,8
Bn (mc; ti)   0,364790426   0,260616407   0,198791924   0,15861822
mc (ti)   0,356435971   0,254201549   0,195744407 0,1574841
rnc (ti) –0,008354455 –0,006414858 –0,003047517 –0,00113412
Таблица 4
ti 0,2 0,4 0,6 0,8
Bn (ms; ti) 0,806119176   0,741247032   0,681612519   0,632124146
ms (ti) 0,808942529   0,739758284   0,679932185   0,631292646
rns (ti) 0,002823353 –0,001488748 –0,001680333 –0,000831501
Точность формул, полученных с помощью многочленов Бернштейна, согласуется с теорети-
ческим результатом о невысокой точности положительных линейных операторов.
Приближенные формулы для процессов вида (1) могут быть построены и на основе других 
линейных положительных операторов [5, 6], определенных на пространстве C(T) – непрерывных 
на отрезке Т функций. Например, можно рассмотреть оператор Г. М. Миракьяна
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∑  (11)
где ( ) ( )f t C T∈ . Как известно, при п→∞ он равномерно сходится на конечном отрезке T = [0; а] 
(а > 0) к непрерывной на этом отрезке функции f(t). 
В частности, для случайных процессов (7) и (8) аппроксимирующими процессами будут
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где ( ) ( )cf t m t=   и ( ) ( ),sf t m t=   0 1.t≤ ≤  
Если сумму ряда в операторе Г. М. Миракьяна (11) заменить на N-ю частичную сумму 
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∑  , то для случайного процесса ξ ( )2( ) cos ( ) ( )t W t W t= θ a + b + g   
верно { }( ; ) ( ) .N c NcМ m t Е t≈ ξ  При N = 50 получены численные значения погрешности 
( ) ( ) ( ; ).Nc c N cr t m t М m t= −  в точках ,    ( 1,2,3,4)5i
it i= =  для a = b = g = θ = 1, которые приведены 
в табл. 5. 
Таблица 5
ti 0,2 0,4 0,6 0,8
MN (mc; ti)   0,360715921   0,258361488  0,198650001     0,153222897
mc (ti)  0,356435971   0,254201549   0,195744407 0,1574841
rNc (ti) –0,00427995 –0,004159939 –0,002905594     0,004261203
Аналогично, для случайного процесса ( )2( ) sin ( ) ( )t W t W tζ = θ a + b + g  значения погрешности
( ) ( ) ( ; )Ns s N sr t m t М m t= −  приближения математического ожидания ( )sm t  N-й частичной суммой 
{ }( ; ) ( )N s NsМ m t Е t≈ ξ  оператора Г. М. Миракьяна (11), в тех же точках ,  ( 1,2,3,4)5i
it i= =   и при тех 
же значениях параметров a = b = g = θ = 1, приведены в табл. 6. 
Таблица 6
ti 0,2 0,4 0,6 0,8
MN (ms; ti) 0,807594304   0,74085296  0,681421411 0,602473111
ms (ti) 0,808942529     0,739758284   0,679932185 0,631292646
rNs (ti) 0,001348225 –0,00109468 –0,001489226 0,028819535
Заключение. В данной статье для случайных процессов вида (1) построены последователь-
ности приближений (5), средние значения которых при п → ∞ сходятся к среднему значению 
исходных процессов (1). Аналогичные приближения построены и для процессов гармонического 
типа видов (7) и (8), для которых проведен вычислительный эксперимент при определенных чис-
ленных значениях параметров, входящих в эти процессы.
Аналогичные результаты могут быть получены для дисперсии и других вероятностных ха-
рактеристик, рассматриваемых в данной работе случайных процессов, при незначительных из-
менениях в описанных здесь методах приближения.
Работа выполнена в рамках проекта Белорусского республиканского фонда фундаменталь-
ных исследований (№ Ф14Д–002).
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