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Abstract
For the fundamental matrix (t) = eA t of a complex n × n matrix A, the di"erential properties of the mapping t →
‖(t)‖p at every point t = t0 ∈R+0 := {t ∈R | t¿0} are investigated, where ‖ · ‖p is the matrix operator norm associated
with the vector norm ‖ · ‖p in Cn or Rn as the case may be, for p∈{1; 2;∞}. Moreover, formulae for the 3rst two right
derivatives Dk+‖(t)‖p; k = 1; 2, are calculated and applied to determine the best upper bounds on ‖(t)‖p in certain
classes of bounds. These results cannot be obtained by the methods used so far. The systematic use of the di"erential
calculus for norms, as done here for the 3rst time, could lead to major advances also in other branches of mathematics
and of other sciences, notably in engineering, for example in the simulation of dynamic problems with excitation. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
The purpose of this paper is twofold. First, it rounds o" and completes results of [7] by developing
a systematic study of the di"erential properties for some p-norms of the fundamental matrix, that is,
a pertinent di"erential calculus. Second, the results of [7] and of this paper are applied to determine
upper bounds on the norm of the fundamental matrix for a vibration problem; the obtained upper
bounds are the best possible ones in the considered classes of bounds, a result which in general
cannot be achieved by the methods used so far.
Starting point of the paper [7] was the notion of logarithmic derivative 	[A] of a complex n× n
matrix A, which had been introduced in [8] in the context of error estimates for the numerical
integration of ordinary di"erential equations. The logarithmic derivative is de3ned as the (3rst) right
derivative of the function t → ‖(t)‖ at t = 0 where ‖ · ‖ is the matrix operator norm pertinent
to a vector norm ‖ · ‖ in Cn or Rn as the case may be. The existence proof for 	[A] exploits that
‖ · ‖ is a convex function. In [8], also formulae for the logarithmic derivatives in the p-norms,
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	p[A]; p∈{1; 2;∞}, are derived. The concept of logarithmic derivative 	[A] is used in [2,1] in the
theory of ordinary di"erential equations to obtain new results, e.g., in stability problems, and the
results improve those obtained by using the norm ‖A‖. For example, one gets the general estimate
‖(t)‖6e	[A] t ; t¿0, which is better than ‖(t)‖6e‖A‖ t ; t¿0, particularly, when 	[A] is negative.
But, even though the concept of logarithmic derivative has brought considerable progress, it does not
always deliver the optimal result. Even worse, in some cases, it gives useless results. For instance,
in the applications at the end of this paper, we shall see that the estimate ‖(t)‖p6e	p[A] t ; t¿0 for
the considered system matrix A is practically worthless for large t¿0 since it is by far too large.
The reason for this is very simple. Because 	[A] describes the change of ‖(t)‖ at the origin, one
cannot expect that 	[A] furnishes good results for large t¿0. Apart from [2,1], many publications
on 	[A] have appeared. In [3], 	[A] is called matrix measure.
Now, in [7] — more than 40 years after the de3nition of 	[A] — the author has gone further by
showing that the mapping t → ‖(t)‖∞ is real analytic in some neighborhood [0; t0], where t0¿ 0.
Of fundamental importance in this context were two points (which turn out to be indispensable in
this paper, too)
• the series expansion of ‖(t)‖∞ and
• Lemma 2:1 in [7].
Moreover, for complex matrices A, a formula for the second logarithmic derivative 	(2)∞ [A] was
derived and, for real matrices A, uni3ed formulae for all logarithmic derivatives 	(k)∞ [A]; k=1; 2; : : : ;
are obtained in [7]. The results were illustrated by an example, but applications were not yet given.
It was mentioned there that the case p = 1 can be treated by interchanging the row index and the
column index of the matrix A in the formula for 	(k)∞ [A]; k = 1; 2; : : : : The case p= 2 had not yet
been resolved.
In this paper, we tackle the case p = 2 and show that the second logarithmic derivative 	(2)2 [A]
is always nonnegative. This is surprising since 	(2)∞ [A] may be negative, zero, or positive. The
fact that 	(2)2 [A]¿0 has far-reaching consequences as we shall see in the application part. The
formulae for 	(k)p [A]; p∈{∞; 2}; k ∈{1; 2}, are applied by deriving new upper bounds on ‖(t)‖p
in a neighborhood [0; t∗p] of t = 0 (i.e., “near the origin”), which are better than e
	[A] t . In order
to obtain ameliorations in the adjacent interval [t∗p;∞) (which is “far from the origin”) one has
to carry over the di"erentiability results for the mapping t → ‖(t)‖p at t0 = 0 to every t0¿ 0.
Since this o"ers no diJculty for the case p =∞, we state the results without proof. For the case
p=2, the results follow directly from general theorems in [6] and [7, Lemma 2:1]. For the sake of
completeness and ease of reference, the results are stated, and short proofs are given. For, it would
be unreasonable to leave this to the individual interested readers.
Since on every 3nite interval of R+0 the function t → ‖(t)‖p is in3nitely often di"erentiable
with the possible exception of a 3nite number of points, we have almost everywhere on R+0 the
relations Dk‖(t)‖p = Dk+‖(t)‖p; k = 1; 2; : : : ; p∈{1; 2;∞}. In this case, the di"erential calculus
can be applied. We do this by determining the best constant M;p in the well-known upper bounds
‖(t)‖p6M;p e(+) t for the di"erential equation x˙ = A x, where  is the spectral abscissa of the
matrix A and where ¿ 0 is any given number; we also compare the results with those obtained by
the method used so far.
The actual new point of this paper is this systematic use of the di"erential calculus to obtain
better results, and not so much the new lemmata and theorems.
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The paper is structured as follows. In Section 2, regularity properties of the mapping t →
‖(t)‖p; p∈{∞; 2}, at every point of t = t0 = R+0 are stated. In Section 3, formulae for the right
derivatives can be found. Section 4 is the application part. Here, the results from the previous sec-
tions are applied to a vibration problem to obtain the best upper bounds in certain classes of bounds.
Further, it is pointed out that the developed di"erential calculus can be used for the discussion of the
functions t → ‖(t)‖p; p∈{1; 2;∞}, e.g., for the determination of relative extrema and inOexion
points. The case p = 1 is not treated since the associated results can easily be obtained from the
case p=∞. Finally, in Section 5 some concluding remarks are made.
2. Local regularity
We have the following lemma, which states — loosely speaking — that for every t0¿0 and for
p∈{∞; 2} the function t → ‖(t)‖p is real analytic in some neighborhood [t0; t0 + Pt0].
Lemma 1. Let p∈{∞; 2} and t0 ∈R+0 . Then; there exists a number Pt0¿ 0 and a function t →
ˆ(t); which is real analytic on [t0; t0 + Pt0]; such that ˆ(t) = ‖(t)‖p for all t ∈ [t0; t0 + Pt0].
Proof. (i) Case p=∞. The proof is similar to that for t0 = 0 in [7].
(ii) Case p= 2. Let
(t) :=∗(t)(t); t¿0 (1)
and let
ˆ : z → ˆ(z); z ∈C (2)
be the unique extension of t → (t); t¿0. Further, let j(ˆ(z)) be the eigenvalues of ˆ(z); z ∈C;
j = 1; : : : ; n. Then, the functions
z → j(ˆ(z)); z ∈C; (3)
j=1; : : : ; n are holomorphic at every point of the real line. This is seen as follows: ˆ(·) is Hermitian
and thus normal at every point of the real line. Therefore, the conditions of [6, Chapter II, Theorem
1:10, p. 71] are ful3lled if the domain D0 there is taken as the z-plane (cf. [6, p. 63] for D0).
Let j((t)); j = 1; : : : ; n be the eigenvalues of (t); t¿0. Then, the functions
t → j((t)); t¿0 (4)
are real analytic due to what has been said before. Consequently, for every t0¿0 there exists a
number Pt0¿ 0 such that
’i(t) := [i((t))]
1=2 =
∞∑
k=0
’(k)i
(t − t0)k
k!
; t06t6t0 + Pt0; (5)
with real coeJcients ’(k)i ; k = 0; 1; 2; : : : ; i = 1; : : : ; n. Then,
‖(t)‖2 = max
i=1;:::; n
’i(t); t06t6t0 + Pt0: (6)
The rest of the proof is similar to that of [7, Lemma 2:1].
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3. Formulae for the right derivatives
The formulae for the case p =∞ are stated without proof. Those for the case p = 2 are stated
for ease of reference and are proved for the sake of completeness.
Case p=∞: Complex n× n matrix A
Let t0 ∈R+0 = {t ∈R | t¿0}, and for i; j = 1; : : : ; n de3ne the functionals
(0)ij [A; t0] := |ij(t0)|; (7)
(1)ij [A; t0] :=


Reij(t0) Re (A)ij(t0) + Imij(t0) Im (A)ij(t0)
|ij(t0)| ; ij(t0) = 0;
|(A)ij(t0)|; ij(t0) = 0;
(8)
(2)ij [A; t0] :=

|(A)ij(t0)|2 + Reij(t0) Re (A2)ij(t0) + Imij(t0) Im (A2)ij(t0)
|ij(t0)|
− [Reij(t0) Re (A)ij(t0) + Imij(t0) Im (A)ij(t0)]
2
|ij(t0)|3 ; ij(t0) = 0
Re (A)ij(t0) Re (A2)ij(t0) + Im (A)ij(t0) Im (A2)ij(t0)
|(A)ij(t0)| ; ij(t0) = 0; (A)ij(t0) = 0;
|(A2)ij(t0)|; ij(t0) = 0; (A)ij(t0) = 0;
(9)
where (A)ij(t0) := [A(t0)]ij, and so on. Let
(k)i [A; t0] :=
n∑
j=1
(k)ij [A; t0]; i = 1; : : : ; n; k = 0; 1; 2: (10)
Then, we obtain the following theorem.
Theorem 2. Let A∈Cn×n; I−1 := {1; : : : ; n} and I0 be the index set where (0)i [A; t0] attains its
maximum;
I0 :=
{
i0 ∈ I−1 | (0)i0 [A; t0] = maxi∈I−1 
(0)
i [A; t0]
}
: (11)
Similarly; let
I1 :=
{
i1 ∈ I0 | (1)i1 [A; t0] = maxi∈I0 
(1)
i [A; t0]
}
(12)
and
I2 :=
{
i2 ∈ I1 | (2)i2 [A; t0] = maxi∈I1 
(2)
i [A; t0]
}
: (13)
L. Kohaupt / Journal of Computational and Applied Mathematics 135 (2001) 1–21 5
Then;
‖(t0)‖∞ =max
i∈I−1
(0)i [A; t0]; (14)
D1+‖(t0)‖∞ =maxi∈I0 
(1)
i [A; t0]; (15)
D2+‖(t0)‖∞ =maxi∈I1 
(2)
i [A; t0]: (16)
Case p=∞: Real n× n matrix A
De3ne the following sign functionals
s(0)ij [(t0)] := sgn[ij(t0)] (17)
and
s(k)ij [A
k (t0)] :=


sgn[ij(t0)]; ij(t0) = 0;
sgn[(A)ij(t0)]; ij(t0) = 0; (A)ij(t0) = 0;
sgn[(A2)ij(t0)]; ij(t0) = 0; (A)ij(t0) = 0; (A2)ij(t0) = 0;
...
sgn[(Ak )ij(t0)]; (Al )ij(t0) = 0; l= 0; 1; : : : ; k − 1;
(18)
i; j = 1; : : : ; n; k = 1; 2; : : : : This relation can also be written as
s(k)ij [A
k (t0)] =


s(k−1)ij [A
k−1(t0)]; s
(k−1)
ij [A
k−1(t0)] = 0;
sgn[(Ak )ij(t0)]; s
(k−1)
ij [A
k−1(t0)] = 0;
(19)
k = 1; 2; : : : : With these sign functionals, de3ne the further functionals
(k)i [A; t0] :=
n∑
j=1
s(k)ij [A
k (t0)] (Ak )ij(t0); (20)
i = 1; : : : ; n; k = 1; 2; : : : : Then, the right derivatives for real matrices read as follows.
Theorem 3. Let A∈Rn×n; de4ne I−1 = {1; : : : ; n} and let Ik be the set of all indices ik ∈ Ik−1; where
(k)i [A; t0] from (20) attains its maximum; i.e.
Ik :=
{
ik ∈ Ik−1 | (k)ik [A; t0] = maxi∈Ik−1 
(k)
i [A; t0]
}
; (21)
k = 0; 1; 2; : : : : Then; the right derivatives of t → ‖(t)‖∞ at t = t0¿0 are given by
Dk+‖(t0)‖∞ = maxi∈Ik−1 
(k)
i [A; t0]; (22)
k = 0; 1; 2; : : : :
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Case p= 2: Real or complex n× n matrix A
Starting point in this case is the series expansion
(t) :=∗(t)(t) =
∞∑
j=0
∗(t0)Bj (t0)
(t − t0) j
j!
(23)
with
Bj =
j∑
k=0
(
j
k
)
A∗j−k Ak ; (24)
j = 0; 1; 2; : : : : Thus, e.g.,
B0 = E; (25)
B1 = A∗ + A; (26)
B2 = A∗2 + 2A∗ A+ A2: (27)
Consequently,
(t) = T (0) + T (1) (t − t0) + T (2) (t − t0)2 + · · · (28)
with
T (0) = ∗(t0)(t0); (29)
T (1) = ∗(t0)B1(t0); (30)
T (2) = ∗(t0)( 12 B2)(t0): (31)
Let max((t)) be the largest eigenvalue of (t). Then, due to [6, Theorem 5:11, Chapter II,
pp. 115–116; 7, Lemma 2:1]
max((t)) = 0 + 1(t − t0) + 2 (t − t0)2 + · · · ; t06t6t0 + Pt0; (32)
where the quantities 0, 1, and 2 are derived now.
Let n−1 := n and 
(0)
k [T
(0)]; k = 1; : : : ; n−1, be the eigenvalues of T (0). Then,
0 = max
k=1;:::; n−1
(0)k [T
(0)] = ‖(t0)‖22: (33)
Further, de3ne
M−1 :=X :=Cn:
Let
V0 := [v
(0)
1 ; : : : ; v
(0)
n0 ]
be the matrix formed by the orthonormal set of eigenvectors v(0)k ; k = 1; : : : ; n0 associated with 0,
and let P0 be the orthogonal projection on the algebraic eigenspace
M0 := span{v(0)1 ; : : : ; v(0)n0 }
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(which is here identical with the geometric eigenspace). Then, M0 =P0 X with dimM0 =n0. Further,
P0 can be calculated by
P0 = V0 V
∗
0
(cf. [11, pp. 234–238]). Let
T˜
(1)
:=P0 T
(1) P0 (34)
and
(1)k [T˜
(1)
]; k = 1; : : : ; n0
be the eigenvalues of T˜
(1)
. Then,
1 := max
k=1;:::; n0
{(1)k [T˜
(1)
] | the associated eigenvector lies in M0}: (35)
Let
V1 := [v
(1)
1 ; : : : ; v
(1)
n1 ]
be the matrix formed by the orthonormal set of eigenvectors v(1)k ; k = 1; : : : ; n1 associated with 1,
and let P1 be the orthogonal projection on the algebraic eigenspace
M1 := span{v(1)1 ; : : : ; v(1)n1 }:
Then, M1 = P1 X with dimM1 = n1. As above, P1 can be calculated by
P1 = V1 V
∗
1 :
Let
Tˆ
(2)
:=P1 T˜
(2)
P1 :=P1 (T
(2) − T (1) S0 T (1))P1 (36)
with
S0 :=
∑
(0)k =0
1
(0)k − 0
P(0)k (37)
(for S0 cf. [6, p. 40, Problem 5.10, Formula (5:32)] and for T˜
(2)
cf. [6, p. 116]). Let
(2)k [Tˆ
(2)
]; k = 1; : : : ; n1
be the eigenvalues of Tˆ
(2)
. Then,
2 := max
k=1;:::; n1
{(2)k [Tˆ
(2)
] | the associated eigenvector lies in M1}: (38)
Remark. In the formula for 1, exactly those eigenvectors v(1) belong to M1 for which rank P1 =
rank [P1 ; v
(1)]. Similarly, one proceeds in the formula for 2.
From (32), we obtain the following theorem.
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Theorem 4. Let (t0) = 0. Then;
‖(t0)‖2 = 1=20 ; (39)
D1+‖(t0)‖2 = 12 1=1=20 ; (40)
D2+‖(t0)‖2 =
1
2
2 0 2 − 12 21
3=20
: (41)
Proof. The proof follows from (1) and (32).
Case p= 2: Second logarithmic derivative in the spectral norm
One can get 	(2)2 [A] from the general result by setting t0 = 0, i.e.,
	(2)2 [A] = D
2
+‖(0)‖2 (42)
in Theorem 4. But, from this formula one does not see any property. Therefore, we choose a di"erent
way and shall see that the formula gets very simple.
Let (ˆ(z)) be an eigenvalue of ˆ(z) in (2). The aim is to 3nd a local power series expansion
of (ˆ(z)) about z0 =0 up to the second order. From such a series, the coeJcients of z (resp. z2=2)
deliver the 3rst (resp. second) derivative of the function z → (ˆ(z)) at z0 = 0.
To achieve this, the 4rst idea is to apply [6, Chapter II, Theorem 5:11, pp. 115–116, Formula
(5:20)], where D0 is chosen to be the whole z-plane.
A simpler way is to 3rst rewrite (ˆ(z)) in the form
(ˆ(z)) = 
(
E + B1 z +
B2
2
z2 + · · ·
)
=1 + z
(
B1 + z
B2
2
+ · · ·
)
=1 + z(T (z)) (43)
with
T (z) = T + zT (1) + · · · (44)
and
T = B1;
T (1) = 12B2: (45)
This leads to the following lemma.
Lemma 5. There exists a number t0¿ 0 such that
max
j=1;:::; n
j((t)) = #0 + #1t + #2
t2
2
+ o(t2); 06t6t0; (46)
L. Kohaupt / Journal of Computational and Applied Mathematics 135 (2001) 1–21 9
with
#0 := 1;
#1 := max := max(B1); (47)
#2 := 2max:
Proof. We want to apply [6, Chapter II, Theorem 5:4, Formula (5:10), p. 111]. For this, one has to
show that the conditions of that theorem are ful3lled. Now,
(i) z → T (z) is di"erentiable at z0 = 0, and
(ii) each eigenvalue (T ) of T in (45) is semisimple because T = B1 = A∗ + A is Hermitian.
Let P be the eigenprojection of T for (T ); M = PX , and m = dimM . Further, let i(T (z)) be
the repeated eigenvalues of the (T )-group and (1)i the repeated eigenvalues of PT ′(0)P=P(
1
2B2)P
in the subspace M for i = 1; : : : ; m. Moreover, let C&(0) be a circle about z0 = 0 with suJciently
small radius &¿ 0. Then, from [6, Chapter II, Theorem 5:4, Formula (5:10)] it follows that the
(T )-group eigenvalues of T (z) have the form
i(T (z)) = (T ) + z
(1)
i + o(z); z ∈C&(0) (48)
i = 1; : : : ; m. Setting z = t ∈C&(0) ∩ R+0 , we obtain
i(T (t)) = (T ) + t 
(1)
i + o(t); (49)
i = 1; : : : ; m. Let
(T ) := max(T ) := max
j=1;:::; n
j(T ) (50)
as well as
max(T (t)) := max
j=1;:::; n
j(T (t)): (51)
Then, by a repeated application of [7, Lemma 2:1] we infer that a number t0¿ 0 with 0¡t06&
exists such that
max(T (t)) = max(T ) + t max
i=1;:::;m
(1)i (P
1
2B2P) + o(t); 06t6t0: (52)
Since B1 is Hermitian, so is the eigenprojection P because of [6, Chapter I, Section 5:3, Formula
(5:22)]. Thus, P is orthogonal according to [6, Chapter I, Section 6:7]. Therefore, ‖x‖2=‖Px‖2=‖w‖2
for w :=P x; x∈X . So, due to [4, Section 71, p. 522], we have
max
i=1;:::;m
(1)i = max
i=1;:::;m
(1)i (P
1
2B2P) =
1
2
sup
x∈X
‖x‖2=1
(B2Px; Px) =
1
2
sup
w∈M
‖w‖2=1
(B2w; w): (53)
Now, let w∈M =PX; ‖w‖2 =1. Then, numbers k ∈C; k=1; : : : ; m, exist such that w=∑mk=1 kv(k)
where v(k); k=1; : : : ; m, are the linearly independent eigenvectors of T=B1 corresponding to max(T ).
Set
1 := max(T ) = max(B1) (54)
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and let K1 := {1; : : : ; m}. Then, because of B2 = A∗B1 + B1A,
(B2w; w) =
∑
k∈K1
k(B1v(k); Aw) +
∑
k∈K1
k(Aw; B1v(k))
=
∑
k∈K1
k(maxv(k); Aw) +
∑
k∈K1
k(Aw; maxv(k))
= max
{∑
k∈K1
k(v(k); Aw) +
∑
k∈K1
k(Aw; v(k))
}
= max{(A∗w; w) + (Aw; w)}
= max{(B1w; w)}= maxmax
= 2max (55)
since max is real. Thus,
max(T (t)) = max(B1) +
t
2
2max(B1) + o(t); 06t6t0: (56)
Consequently,
max
(
E + B1t + B2 t
2
2 + · · ·
)
=1 + tmax(T (t))
=1 + max(B1)t + 2max(B1)
t2
2 + o(t
2); 06t6t0; (57)
which proves the lemma.
Now, we are in a position to determine the second logarithmic derivative of a real or complex
n× n matrix A.
Theorem 6. Let A∈Rn×n or A∈Cn×n. Then; the following formulae hold:
	(1)2 [A] =
1
2
#1 = max
(
A∗ + A
2
)
(58)
and
	(2)2 [A] =
1
2
#2 − 14#
2
1 = 
2
max
(
A∗ + A
2
)
: (59)
In particular; the second logarithmic derivative in the spectral norm is always nonnegative.
Proof. The proof follows from the representation
‖(t)‖2 =
[
1 + #1 t + #2
t2
2
+ o(t2)
]1=2
; 06t6t0; (60)
according to Lemma 5, and max = max(B1) = max(A∗ + A).
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Remark. The crucial point here is to have the idea that 	(2)2 [A] might be simpli3ed in such a dramatic
way, and not to be content with Formula (42).
For normal matrices A, a general formula for the kth logarithmic derivative can be obtained.
Lemma 7. Let A∈Cn×n be normal. Then; the kth logarithmic derivative in the spectral norm is
given by
	(k)2 [A] =
[
max
(
A∗ + A
2
)]k
= (	(1)2 [A])
k ; k = 0; 1; 2; : : : : (61)
Proof. Since A∗A= AA∗, we have
Bj = (A∗ + A) j; j = 0; 1; 2; : : : (62)
with B0 = E. Thus,
(t) = ∗(t)(t) =
∞∑
j=0
(A∗ + A) j
j!
t j = e(A
∗+A)t : (63)
As (A∗ + A) is normal, according to [10, Eq. (4:78), p. 81]
(t) = V diag{ej(A∗+A)t}V−1; (64)
where V =[v1; : : : ; vn] is the modal matrix whose columns consist of the eigenvectors of B1 =A∗+A
pertinent to the eigenvalues of B1, which is regular. Thus,
j [(t)] = ej(A
∗+A)t ; j = 1; : : : ; n (65)
so that
‖(t)‖2 =
[
max
j=1;:::; n
j((t))
]1=2
=
[
emaxj=1; :::; nj(A
∗+A)t
]1=2
= emax((A
∗+A)=2)t ; t¿0: (66)
Therefore, the assertion follows.
Remark. For normal matrices, even
Dk‖(t)‖2 =
[
max
(
A∗ + A
2
)]k
· emax((A∗+A)=2)t ; t¿0; k = 0; 1; 2; : : : : (67)
4. Applications
In this section, we apply the obtained results
• to a vibration problem and get the best upper bounds in certain classes of upper bounds and
• to the discussion of the function t → ‖(t)‖p, where p∈{∞; 2}.
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Fig. 1. Multi-mass vibration model.
4.1. Upper bounds for a multi-mass vibration problem
(i) The system matrix of the model. Consider the multi-mass vibration model in Fig. 1. The
associated initial-value problem is given by
M Ty + By˙ + Ky = 0; y(0) = y0; y˙(0) = y˙ 0
where y = [y1; : : : ; yn]
T and
M =


m1
m2
m3
. . .
mn

 ;
B=


b1 + b2 −b2
−b2 b2 + b3 −b3
−b3 b3 + b4 −b4
. . . . . . . . .
−bn−1 bn−1 + bn −bn
−bn bn + bn+1


;
K =


k1 + k2 −k2
−k2 k2 + k3 −k3
−k3 k3 + k4 −k4
. . . . . . . . .
−kn−1 kn−1 + kn −kn
−kn kn + kn+1


;
or, in the state-space description
x˙(t) = Ax(t); x(0) = x0;
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where x = [yT; zT]T; z = y˙, and where the system matrix A has the form
A=
[
0 E
−M−1K −M−1B
]
:
As of now, we specify the values as
mj = 1; j = 1; : : : ; n;
kj = 1; j = 1; : : : ; n;
and
bj =
{
1=2; j even;
1=4; j odd:
Then,
M = E;
B=


3
4 − 12
− 12 34 − 14
− 14 34 − 12
. . . . . . . . .
− 14 34 − 12
− 12 34


(if n is even), and
K =


2 −1
−1 2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2


:
We choose n= 5 in this paper.
(ii) The logarithmic derivatives. We obtain
	(1)∞ [A] = 4;
	(2)∞ [A] =−4:5;
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Fig. 2. Chebyshev norm of the fundamental matrix and upper bounds.
	(1)2 [A]
:=0:83751916260103;
	(2)2 [A]
:=0:70143834772393;
whereby in passing the relation 	(2)2 [A] = (	
(1)
2 [A])
2 is con3rmed numerically.
(iii) The functions ‖(·)‖p, D1+‖(·)‖p, D2+‖(·)‖p and best upper bounds on ‖(·)‖p.
The functions ‖(·)‖p, D1+‖(·)‖p, and D2+‖(·)‖p, p∈{∞; 2}, are shown in the Figs. 2–7,
respectively. In Figs. 2 and 5, also upper bounds on ‖(·)‖∞ and ‖(·)‖2 are plotted, respectively.
The stepsize in all plots is Pt = 0:1.
4.1.1. Best upper bound on ‖(·)‖∞ “near the origin”
Since 	(2)∞ [A]¡ 0, it is clear that ‖(t)‖∞ is bounded from above by the tangent at t = 0; more
precisely, there exists a number t0¿ 0 such that
‖(t)‖∞61 + 	(1)∞ [A] t; 06t6t0:
From the Figs. 2–4, it follows that this inequality even holds for all t¿0. Apparently, this upper
bound is the best one in the class of polynomials y=
∑N
k=1 	
(k)
∞ [A](t
k =k!) with N ∈N and better than
e	
(1)
∞[A]t .
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Fig. 3. First right derivative of the Chebyshev norm of the fundamental matrix.
4.1.2. Best upper bound on ‖(·)‖∞ “far from the origin”
As is well-known, for every ¿ 0 there exists a constant M;∞¿ 0 such that
‖(t)‖∞6M;∞ e(+)t ; t¿0;
where  is the spectral abscissa of the matrix A. In this case, one could even choose =0 since the
index of max(A) equals 1. But, in the programs we have choosen the machine precision  = eps=
2−52 := 2:2204 10−16 of MATLAB in order not to be bothered by this question.
Let ‖·‖ be any matrix operator norm. To obtain the minimal M such that ‖(t)‖6M e(+) t ; t¿0;
we seek a place tc at which the function
t → ’M(t) :=M e(+)t ; t¿0;
meets the function t → ‖(t)‖. Thus,
‖(tc)‖ !=’M(tc) (68)
and
D1+‖(tc)‖ !=’′M(tc) = (+ )’M(tc): (69)
This is a system of two nonlinear equations in the two unknowns tc and M. By eliminating ’M(tc),
this system is reduced to
D1+‖(tc)‖ !=(+ ) ‖(tc)‖ (70)
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Fig. 4. Second right derivative of the Chebyshev norm of the fundamental matrix.
which is a single nonlinear equation in the single unknown tc. After tc has been determined from
(70), we get M in the following way: As
M e(+) tc = ’M(tc) = ‖(tc)‖
we have
M = ‖(tc)‖ e−(+)tc :
This is now applied to the case p =∞. There are many points tc;∞, for which (70) is ful3lled.
But only near tc;∞=2:5, i.e., near the largest peak, the calculated M;∞ delivers an upper bound for
t¿0. We obtain
 := −0:0502;
tc;∞
:= 2:3930;
M;∞
:= 3:1148:
It has been checked numerically down to t = 700, where ‖(t)‖∞ ≈ 10−15, that the curve
y =M;∞ e(+) t
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Fig. 5. Spectral norm of the fundamental matrix and upper bounds.
is actually an upper bound on y = ‖(t)‖∞. The ordinary method to determine the constant M;∞
starts from the representation
(t) = X e. tX−1
where X is the modal matrix, i.e., the matrix of eigenvectors and where e. t is the diagonal matrix
diag(ej t) with j; j = 1; : : : ; n; being the eigenvalues of A, provided that A can be diagonalized
(which is the case here). From this, we infer
M;∞ = ‖X ‖∞‖X−1‖∞ := 13:3640;
which is worse than the constant M;∞ determined by the di"erential calculus developed in this
paper.
The intersection point t∗∞ between y = 1 + 	
(1)
∞ [A]t and y = ’M;∞(t) =M;∞ e
(+)t is determined
as t∗∞
:= 0:50904644:
4.1.3. Best upper bound on ‖(·)‖2 “near the origin”
Since 	(2)2 [A] = (	
(1)
2 [A])
2, we always have that in the class of upper bounds on ‖(t)‖2 in the
form of polynomials y=
∑N
k=1 	
(k)
∞ [A](t
k =k!) with N ∈N, the tangent at t = t0 = 0 is never possible;
we need at least one term more. From Figs. 5–7, we see that here we have
‖(t)‖261 + 	(1)2 [A]t + 	(2)2 [A]
t2
2
; t¿0:
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Fig. 6. First right derivative of the spectral norm of the fundamental matrix.
4.1.4. Best upper bound on ‖(·)‖2 “far from the origin”
By the di"erential calculus explained above, we get for the constant M;2¿ 0 with
‖(t)‖26M;2 e(+) t ; t¿0;
the values
tc;2
:= 3:0507;
M;2
:= 1:9689:
It has been checked numerically as well down to t=700, where ‖(t)‖2 ≈ 2×10−15, that the curve
y =M;2 e(+) t
is actually an upper bound on y = ‖(t)‖2. The ordinary method delivers
M;2 = ‖X ‖2 ‖X−1‖2 := 2:4860;
which is worse than the constant M;2 determined by the di"erential calculus.
The intersection point t∗2 between y = 1 + 	
(1)
2 [A]t + 	
(2)
2 [A](t
2=2) and y = ’M;2(t) =M;2 e
(+)t is
determined as t∗2
:= 0:79765557:
(iv) Remarks on the used software. The programs are written in MATLAB. Speci3cally, the
following MATLAB functions have been used: expm, norm, rank, eig, fsolve, inv, plot, grid, size,
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Fig. 7. Second right derivative of the spectral norm of the fundamental matrix.
length, zeros, abs, 4nd, fprintf, break, and control clauses such as for ... end, if ... else ... end, and
the like.
(v) Remarks on the formula for 1. For p = 2, we have tried what happens when 1 in (35) is
replaced by the formula
˜1 := max
k=1;:::; n0
{(1)k [T˜
(1)
]}:
In this case, instead of D1+‖(t)‖2 in Fig. 6 we obtain
D1+‖(t)‖2; trunc :=
{
D1+‖(t)‖2; D1+‖(t)‖2¿0;
0; D1+‖(t)‖2¡ 0;
which is not illustrated by a 3gure for the sake of brevity.
(vi) Remark on the bounds in the range [0; t∗p]
In the above examples, the advantage of the upper bounds y=1+	(1)∞ [A] t (resp. y=1+	
(1)
2 [A] t+
	(2)2 [A](t
2=2)) over y=e	
(1)
∞[A]t (resp. y=e	
(1)
2 [A] t) in the interval [0; t∗∞] (resp. [0; t
∗
2 ]) is not great since
t∗∞ (resp. t
∗
2 ) are small. But, there are examples when this is di"erent. For instance, if we choose
n= 25, then in the range [0; 25], the new best upper bounds lead to a great improvement over the
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old estimate e	[A] t , which here is worthless for large t since it is by far too large. For the sake of
brevity, we do not illustrate this by a plot.
On the other hand, t∗p may be zero, in which case the new upper bounds on [0; t
∗
p] do not exist.
For example, if n=1, A=[a], and B=[0], then y=eat is the solution to the problem x˙=ax; x(0)=1,
for t = t∗2 = t
∗
∞¿0. In this case, M;∞ =M;2 = 1.
4.2. Discussion of the function t → ‖(t)‖p
The right derivatives obtained can also be used to make a discussion of the function t →
‖(t)‖p; t¿0; p∈{∞; 2}. For example, the relative extrema and in<exion points of that func-
tion can be determined. This is important if the above mapping and its right derivatives are to be
incorporated into a professional software.
As an example, in the case p = 2, we obtain the following list of in<exion points in the range
[0,25] (with 4 digital places):
0:7117; 1:0103; 5:0487; 6:7264; 11:1410; 12:8064; 17:2267; 18:8902; 23:3105; 24:9741:
In this example, it would be diJcult to decide on grounds of Fig. 5 alone whether all these
inOexion points exist.
5. Concluding remarks
The di"erential calculus for p-norms developed in this paper has proved to be a powerful method
to obtain better results in the 3eld of upper bounds on the norm of the fundamental matrix.
However, further research is needed. For example, it would be of interest to prove strictly that
one always obtains the best upper bound of the form ‖(t)‖6M e(+) t ; t¿0; when choosing the
point of contact tc near the largest peak of y= ‖(t)‖; here, we had to be content with a numerical
check.
As an objection, one might say that the new method is limited to matrices of moderate size. In
practice, however, in the case of large matrices A the engineers always use a process called reduction
to obtain matrices of small size; for the Guyan reduction, the reader is referred to [9,5]. So, the new
method can actually also be applied to very large problems.
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