1. Introduction. The problem of reachability for control processes, that is, the problem of finding an admissible control which steers the system into some target set is a preliminary one in the study of optimal control problems. For linear control processes in both finite and infinite dimensions, reachability has been discussed by several authors [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . The reachability problem for nonlinear differential control processes has also recently been investigated [91.
Control problems in the presence of disturbances have usually been treated as stochastic control problems. However, in many control problems statistics of the disturbance are not available. For such problems a natural way to model the disturbance is to assume that it belongs to some fixed bounded set in the space of disturbances.
The objective of this paper is to study such control processes in the presence of additive disturbances. We introduce the concept of strong reachability. A control process is said to be strongly reachable if there exists an admissible control which steers the system to the given target set in the presence of the worst disturbance.
We show that the problem of finding the best open loop control in the presence of the worst disturbance is related to the concept of strong teachability. For the problem studied in this paper, the operations of finding infimum and supremum are not interchangeable and hence game-theoretical techniques used for example in [10, [11, [12, [13 are not applicable. We present a geometrical necessary and sufficient condition for strong reachability. For linear control processes with closed, bounded, convex control constraint and disturbance sets and a closed, convex target set, the geometrical condition can be translated into analytical form by using separation and embedding theorems for convex sets. By specializing to the case where the control constraint set, the disturbance set and the target set are balls, we can obtain an analytical necessary and sufficient condition in explicit form and also obtain expressions for the minimum norm control, maximum norm disturbance and the minimum target set radius in terms of the control process data. The final section considers applications to control processes described by differential equations. For some work related to this paper see [143. Notation. For a map f: X --, Y, if A c:_ X, U(A) {f(x)]x A}. {x} is the set consisting of the single element x. For two sets A, B which are subsets of a Banach Space X, A + B--{a + blaeA, bB}.
Let X be a Banach space and let X* be its topological dual space. We define the symbol (x, x*) by (x, x*) x*(x), where the right-hand side is the value of the linear form x* at the point x. The map (x, x*) -, (X, x*) is a bilinear form on X x X*. ,(X, Y) denotes the space of continuous linear maps from X into Y For S e c-(X, Y), S* is the adjoint linear map and S* .f f'(Y*, X*). Proof. Consider the function f" X 3 + R'x sup {(x Xd, X*) + fl T'x* xl llx* Ilx; }. We show that g is a monotonically decreasing, continuous convex function of p.
For P2 P O, f(P2, x*) f(Pl, x*), for every x* e X and hence g(p2) g(p)
showing that g is monotonically decreasing. For P2 f(2p + (1 2)p2, x*)= 2f(p, x*) + (1 2)f(p2, x*)
for every x*e X], which implies that g is convex.
Finally for P2 P 0, (ii) f(g.) > 0. Since f() _<_ 0 and f(g.) > 0, in view of the properties of f, f(e.) 0 has a unique solution on (4, and * .
Remark. Theorems 6.5, 6.6 and 6.7 have obvious corollaries when strong reachability is replaced by reachability.
7. Applications to control processes described by differential equations. We shall illustrate the theory presented in the previous section by considering its application to control processes described by differential equations.
7.1. Existence theorem for min sup problem. We consider an existence theorem for a min sup problem analogous to the existence theorem for optimal control problems.
Consider the perturbed control process in R"
where A(t) is a n n measurable and bounded matrix on [ 
where LI(X; 0, tl) is the space of all integrable functions t--x(t) with values in X. Equation (7. 2)may then be written as: (7. 3)
x(tl) s + Su + Tw.
It follows from a result of Neustadt [20] Let the control restraint set f,, the disturbance set fw and the target set B be defined by (7.5) fiw {w. wll, }, B {x'llx x I e, x given element in U(R"; 0, t)}. Necessary and sufficient conditions for strong functional reachability can now be obtained using the theory developed in previous sections.
