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数は全体の約 4分の 1を占めている [1]．日本における乳がん罹患数は増加傾向にあり，現在で
は 12人に 1人の日本人女性が乳がんを経験すると言われている．同様に，死亡数も増加してお












































































































ことなく完治する可能性が高くなり，10年間の生存確率が 90%以上維持できる (図 2.3)[8]．さ
らに早期に治療することで乳房を摘出することなく侵襲の小さな治療が可能となり，生活の質






















































Tis 0期 Ⅰ期 Ⅱ期 Ⅲa期 Ⅲb期 Ⅳ期
図 2.3: 日本における乳がん患者の 10年間生存率 [8]
6
乳がん検診では，視触診に加えてX線マンモグラフィや乳房超音波検査が行われる．日本で
は 1987年より視触診による乳がん検診が導入され，その後，厚生労働省により 2000年に 50歳
以上の女性に対して 2年に 1回の視触診とX線マンモグラフィ検査が推奨された [9]．これは，
国際的な乳がん検診では，X線マンモグラフィ検査が主流であり，欧米において，X線マンモ
























































































図 2.9: 腫瘤の形状 [23]．左図から円形・楕円形，分葉形，多角形，不整形を表す．
図 2.10: 境界領域の明瞭さ [23]．左図から明瞭平滑，明瞭粗ぞう，不明瞭 (haloなし)，不明瞭
(haloあり)を表す．

































































コンピュータ診断支援 (Computer Aided Diagnosis/Detection;CAD)システムとは，超音波画像
やX線マンモグラフィ，CT，MRIといった医用画像をコンピュータにより解析し，解析結果を
医師 (検査者)が第二の意見として利用するシステムである．コンピュータ診断支援システムは
目的に応じて次の 2つに大別される [26]．1つは，病変の定量的な値 (がんの悪性度や形状，大
きさ)を医師に提示し，良性か悪性かの鑑別診断を支援することを目的としたCADx(Computer











































































































































































































































































































































































抽出できる．グレースケールの対象画像を f とすると，HLAC特徴は変位方向 (a1; : : : ; aN)に
対して，次のN 次自己相関関数により定義される．
x(a1; : : : ; aN) =
X
f(r)f(r + a1)    f(r + aN) (5.1)

















から局所的な特徴および大局的な特徴を捉えるため，r = 4; 8として 2種類の相関幅を用いて

























部分空間法では，N 個のD次元特徴ベクトルX = [x1; : : : ;xN ],(xi 2 RD1)に主成分分析を
適用し，その主成分ベクトルを部分空間として算出する．主成分ベクトルは，行列Xの自己相
関行列RX の固有値問題を解くことで求めることができる.
RXU = U (5.2)
ここで，U は固有ベクトルを列とする行列 U = [u1; : : : ;uD]であり，は固有値を要素とする








累積寄与率の閾値Cthのとき，部分空間は累積寄与率 d  Cthを満たす次元 dまでの固有ベク












((xtest)T(Id   UdUTd )(xtest)) (5.4)































C = fx j x =
NX
i=1
ii = ; i  0g (5.5)
where  = f1; 2; : : : ; Ng
 = f1; 2; : : : ; NgT




角度 は，図 5.6に示すように特徴ベクトル xtestとその錐Cへの正射影ベクトル x^testとの
なす角度 (xtest)により定義される．
(xtest) = arcsin( min
x^test2C












式 (5.7)におけるmini0 k xtest 
PN
i=1 ii k2は，非負最小二乗法 [64]を適用することで計算
できる．なお，特徴ベクトル xtestが錐 Cの内部に位置する場合，xtestは錐を構成する基底ベ













































数N の正常クラスの特徴ベクトルX = [x1; : : : ;xN ] (xi 2 RD1)に対し，次式に示すようにベ




k xi k (i = 1; : : : N) (5.8)
次に，単位超球面上の特徴ベクトル群 X = [x1; : : : ; xN ]に対して自己相関行列R Xを算出する．
R X = X X
T (5.9)
自己相関行列R X に対して固有値問題を解くことで固有値・固有ベクトルが算出される．
R XU = U (5.10)
ここで，U は固有ベクトルを列とする行列U = [u1; : : : ;uD]であり，は固有値を対角要素と













UC = fu2; : : : ;uM+1g (5.11)
(1 M  D   1) (5.12)
ここで，UCは錐の底面を表現する超平面を張る基底ベクトルを列とする行列である．また，M
は錐の広がり方向を表す空間の次元を表すパラメータである．Mが大きくなるほど錐の広がり
方向を表す空間は高次元となり，確率密度の推定が困難となる．図 5.8に 3次元 (D = 3)の特

























リズム [65]を適用することで算出できる．また， 2 [0;1]はハイパーパラメータである．な








































異常検出性能を評価するため，ROC(Recevier Operating Characteristic)曲線 [66]を使用した．
ROC曲線は，正常か異常かを分類するための閾値を変化させたときの偽陽性率 (False Positive




















































図 5.11: 人工データに対する ROC曲線
となっており，AUC値が 0:16向上していることがわかる．また，FPRが 0.05から 1.0のとき，
錐制約部分空間法は，錐の底面上での正常モデルに基づく異常検出と比較して TPRが小さいこ
とがわかる．これは，従来の錐制約部分空間法では，錐の中に含まれる特徴ベクトルと錐との




































縦 720pixel，横 960pixelであり，フレームレートは 34FPSである．
乳腺組織の正常モデルを算出するため，正常な乳房超音波画像における乳腺組織から乱数で

























スケーリングパラメータ kの 2つのパラメータがある．本実験では，累積寄与率の閾値を 0:9,






































確率場 (Conditional Random Field; CRF)[67]を用いる．
42




















(a) グループ 01 (b) グループ 02 (c) グループ 03
図 5.17: 部分空間法による異常度のヒストグラム
(a) グループ 01 (b) グループ 02 (c) グループ 03
図 5.18: 錐制約部分空間法による異常度のヒストグラム
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(a) グループ 01 (b) グループ 02 (c) グループ 03
図 5.19: 錐の底面上での確率密度推定による異常度のヒストグラム
画像前処理




























に近づける処理である．画像中N個の各ピクセルにおける輝度値を vi,深度 di(i = 1; : : : ; N)と
する．なお，提案手法では，画像左上を原点とした際の各ピクセルにおける座標を深度とした．
提案手法では，この輝度値と深度を要素に持つベクトル ti = [vi; di]T (ti 2 R2)に対して ZCA白
色化を適用する．なお，Tは転置を表す．ZCA白色化では，まず，N個のベクトル群 [t1; : : : ; tN ]
に主成分分析を適用することで，固有ベクトルを列とする行列U と，固有値を対角要素とする





この変換行列を用いて，ベクトル tiから ZCA白色化後のベクトル tiを次式により算出する．
ti = WZCAti (5.19)











0 (vi < zl)
(G 1)(vi zl)
zu zl (zl  vi < zu)
G  1 (zu  vi)
(5.20)
ここで，Gは輝度変換後の画像における階調数を表す．また，zl; zuはそれぞれ，輝度値の下限
















る．乳房超音波画像を縦方向に Nh個，横方向に Nw 個の合計M(= Nh  Nw)個の矩形領域
(パッチ画像)に分割し，各パッチ画像から輝度値のヒストグラムを算出する．式 (5.20)の区間
線形関数により，画像はG階調に変換されている．そのため，M個に分割された各領域のパッ










M個のパッチ画像から抽出した特徴ベクトル群X = [xi; : : : ;xM ]とそれに対応するラベル集
合Y = [y1; : : : ; yM ]fyi 2  1; 1gに対して，CRFは次式の確率モデルで定義される．なお，yi = 1
は乳腺組織，yi =  1は乳腺以外の組織を表す．









wpp(xi;xj; yi; yj) (5.22)
ここで，Zは分配関数と呼ばれ，0  P (Y j X;w)  1を保証するため，
Z =
P








u(xi; yi)と p(xi;xj; yi; yj)をそれぞれ次式で定義する．8<: u(xi; yi) = yixip(xi;xj; yi; yj) = (yi 6= yj) exp( kxi xjk2 ) (5.23)
ここで，k x k2はベクトル xの L2ノルムを表す．また，(yi 6= yj)は，yi = yjのときに 0を，
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yi 6= yjのときに 1をとる関数である．なお，はハイパーパラメータであり，本論文では予備
実験より  = 1とした．
5.3.4.2 条件付き確率場モデルの学習
学習用の乳房超音波画像における各領域から抽出した特徴ベクトル群Xとそれに対応するラ
ベル群 Y をもとに学習パラメータwを算出する．パラメータ wを学習するためには，特徴ベ


























た特徴ベクトル群 X = [x1; : : : ; xM ]を用いて，各領域からP (y = 1jxi;w)を算出する．提案手














患者 ID 年齢 医師による所見 フレーム数
001 57 のう胞 440
002 43 のう胞 260
003 51 外上扁平線維腺腫 450
004 40 乳腺症 480
005 47 乳腺症 362











幅を 8pixel,縦井方向 16pixelとして画像全体から走査することで 1枚の乳房超音波画像から複
数個のパッチ画像を作成した．1枚につき 1; 209個のパッチ画像が切り出し，合計 2; 408; 328(=
1; 209 1; 992)個のパッチ画像が作成した．
5.3.5.2 評価方法
乳腺組織の自動抽出の性能を評価するため，ROC曲線を用いた．ここで ROC曲線における
















































































(a) (b) (c) (d) (e)







































出 (TCD)に立体形状を利用した過検出の除去 (SD)を導入したい場合，さらに 3つの処理を全て
組み合わせた場合の合計 4手法で腫瘤検出性能の比較を行った．2つ目は，正常モデルに基づく
異常検出手法による腫瘤の自動検出の有効性を検証するため，提案手法と教師あり学習の代表






画像のサイズは，縦 720pixel，横 960pixelであり，フレームレートは 34FPSである．取得され
た乳房超音波画像は，患者の撮影日といった超音波画像以外の情報を含む．不要な領域を除去


































ID 年齢 医師による所見 フレーム数 ID 年齢 医師による所見 フレーム数 ID 年齢 医師による所見 フレーム数
1 57 のう胞 36 6 35 のう胞 428 11 47 乳腺症 428
2 43 のう胞 26 7 40 のう胞 39 12 50 乳腺症 39
3 51 のう胞 27 8 41 のう胞 23 13 41 良性乳腺症,線維腺腫 23
4 51 扁平線維腺腫 35 9 36 のう胞 29 14 50 乳腺症 29




を，Y方向に 32pixel, X方向に 32pixelずつスライドさせて異常判定を行った．
5.5.3 評価方法
腫瘤の自動検出性能を評価するため，本実験ではFROC(Free-response Recevier Operating Char-
acteristic)曲線 [72]を用いた．FROC曲線は，縦軸に真陽性率 (True Positive Rate; TPR)，横軸に










腫瘤候補領域の検出 (TCD)+乳腺組織の自動抽出 (MGS)と，腫瘤候補領域の検出 (TCD)+立体
判定処理 (SD)では，単一の TCDによる腫瘤検出と比較して検出精度が高く，異常度の閾値を
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ブにトランスミッタを取り付ける．これにより，超音波プローブの 3次元上の位置 (x1; x2; x3)
を取得することができる．
超音波プローブの走査速度は次のように算出した．動画像中における T   1フレーム目のプ

































































































x(a1; : : : ; aN) =
X
f(r)f(r + a1)    f(r + aN) (6.2)
ここで，rは，動画像中における参照点を表し，f(r)は参照点rにおける輝度値を表す．(a1; : : : ; aN)

























































ルを使用し，SVMにおけるパラメータであるコスト C とガウシアンカーネルにおける は，




14(mm=sec); 3(mm=sec); 1(mm=sec); 0:5(mm=sec)の 4段階に量子化し，それぞれに応じて時
間軸相関幅を f1,8,16,24gとした．
表 6.1: 非腫瘤性病変の自動検出実験における比較手法
手法名 特徴量 プローブ走査速度の使用 モデル
HLAC + Subspace HLAC特徴 なし 部分空間法
CHLAC + Subspace HLAC特徴 なし SVM
CHLAC + SVM CHLAC特徴 なし 部分空間法
























なお，本実験では検査窓単位でTP, FN, FP, TNを算出した．検査窓内の領域に非腫瘤性病変が
描出され，その領域を正しく検出できた場合を True Positive(TP)とし，見落とした場合を False
Negative(FN)とした．また，検査窓内の領域が正常組織のみが描出され，その領域を誤って検出
した場合を False Positive(FP)とし，正しく正常と判定できた場合を True Negative(TN)とした．
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(a) 患者 A (b) 患者 B (c) 患者 C
図 6.8: 正常な乳房超音波画像の例











最後に，CHLAC+Subspaceとプローブ走査速度を取り入れたCHLAC with Probe Speed + Sub-
spaceにおけるROC曲線を比較するとプローブ走査速度を取り入れることで非腫瘤性病変の検
出精度が向上していることがわかる．検出率 1:0としたときの過検出率は，通常の CHLAC特
徴では約 0:58であるのに対し，プローブ走査速度を利用した CHLAC特徴は 0:4である．これ
は，プローブ走査速度を利用してできるだけ等間隔のフレームから CHLAC特徴を抽出するこ
とで走査速度の違いによる検出精度の低下を抑制することができたためだと考えられる．


























CHLAC with speed+Subspace (AUC=0.902)
図 6.10: ROC曲線
(a) 患者 A (b) 患者 B (c) 患者 C
図 6.11: HLAC+Subspaceにおける異常度のヒストグラム
(a) 患者 A (b) 患者 B (c) 患者 C
図 6.12: CHLAC+SVMにおける異常度のヒストグラム
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(a) 患者 A (b) 患者 B (c) 患者 C
図 6.13: CHLAC+Subspaceにおける異常度のヒストグラム
(a) 患者 A (b) 患者 B (c) 患者 C
図 6.14: CHLAC with Probe Speed + Subspaceにおける異常度のヒストグラム
とで，非腫瘤性病変を検出することに成功している．しかしながら，超音波プローブの走査速
度が変化する場合はそのフレームを過検出してしまい，超音波プローブの動きの影響を受けて
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