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In the course of their work on equilibrium and minimal field distributions of 
finitely many electrons on the sphere in R3, J. Korevaar and J. Meyers discovered 
the following surprising analogue for harmonic functions of the classical 
Hadamard 3-circles theorem: 
Theorem 1. (Korevaar and Meyers, cf [3], [4]): Let 0 < p < r < R < 00. There 
exists a constant cv E (0, l), only depending on p/R, r/R and n such that for all u 
harmonic on the ball B(0, R) E R”, 
Here, and in the sequel, ]I . &,, r (1 < p 5 00) denotes the LP norm on the r-sphere 
S(0, r), with respect to the rotation-invariant measure normalized to 1. 
The classical Hadamard theorem, which is (1) for holomorphic u on an annulus 
{z : p F 14 5 R} C C, with cr = log(r/R)/ log(p/R), is proved by exploiting the 
subharmonicity of log ]u(z)I. However, for tl harmonic log lu(z)] is in general far 
from being subharmonic. An arithmetic version of (1) for subharmonic u is of 
course well-known (cf. e.g. [l]). 
* This research has been made possible by a fellowship of the Royal Netherlands Academy of Arts 
and Sciences. 
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We briefly sketch Korevaar and Meyers’ elegant proof of (1). The key obser- 
vation is the following L2 version of (1): 
where, in fact, p is the exponent from the classical Hadamard theorem; (1’) 
easily implies the following, weaker version of (1): 
(“‘I II4,,r 5 c ll4”,,, IM&R”I 
for some constants C and Q depending on p/R, r/R and II, since the L” norm of 
u on any sphere can be estimated in terms of the L2 norm of u on a slightly larger 
sphere (e.g. by using the Poisson integral formula). Careful estimates, in combi- 
nation with the usual arithmetic Hadamard inequality for subharmonic func- 
tions, show that one may in fact take C = 1; cf. [3] for details. 
Now to prove (1’), Korevaar and Meyers observed, by writing u as a sum of 
spherical harmonics, that I]u]]~,, is given by a convergent power series in r, with 
non-negative coefficients. An easy computation (or alternatively, an application 
of the classical Hadamard theorem for holomorphic functions) then shows that 
log II~ll2,r is a convex function of log r. 
It is natural to ask whether suitable analogues of (1) and (1’) also hold for 
solutions of a general second order homogeneous elliptic linear partial differ- 
ential equation with real-valued (variable) coefficients 
(2) v. (A(x) Vu) + B(x) . vu + c(x) u = 0, 
assuming that c(x) 5 0, so that the solutions u satisfy the maximum principle. 
Recently the author could prove that this is indeed the case, with S(O,r) the 
geodesic r-sphere in the Riemannian metric with metric tensor A(x)-‘. The main 
step is again to prove an inequality like (1’) (with perhaps an extra constant 
C = C(p, r, R) on the right and a different /!I). The implication (1’) --) (1”) again 
follows from known properties of solutions of elliptic equations; one can for ex- 
ample use a well-known inequality of J. Moser [5] to majorize the L” norm of u 
on a compact subset by the L2 norm on a larger compact set. The purpose of this 
note is to explain this generalization of (1’) in a typical ‘model case’, in which we 
replace the ball by a half-space, and restrict somewhat (but not essentially) the 
class of elliptic equations under consideration. This allows us to present the main 
idea of the proof of the general case while avoiding technicalities. 
We will consider formally self-adjoint 2”d order real elliptic equations of the 
form 
(3) Lu=~+vx.(A(x,y)vxu)=O 
on the upper half space 
R “=’ = {(x,y) :x E R", y > O}. 
Here 9, = (a,, , . , aJ, the gradient in the x-variables, and A = ,4(x, y) = 
(Ajk(x,y))jk is a bounded Lipschitz-function on R”,+‘, with values in the real 
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symmetric positive definite n x n matrices. We moreover assume A to be uni- 
formly elliptic, that is, we assume that there exists a constant c > 0 such that 
(3’) c ]<I2 < (A(-~,y)l,O, V’I E R”, by) E R”=‘. 
The simplest example of such an operator is of course the Laplace operator: 
A = 8.; + i: 8.; 
j=l 
and the natural analogue of (1’) in the upper half space context is: 
Proposition 2. Suppose that u is harmonic on RT’ ’ and that 
(4) sup lM~)ll; = S Ir+M2dx < 00. 
.V>o R” 
Then log ]]u( y)]]; is a convexfunction ofy. 
Proof. Harmonic functions on the upper half space satisfying a Hardy-condi- 
tion (4) have a Poisson-representation as: 
(5) u(x,y) = (27~)-~ S e-YICl+i(x,c)f(<) dJ, 
R” 
wheref(x) = lim,,o u(x, y) (limit in L2 sense) and_? is the Fourier transforma- 
tion off, cf. for example Stein [6]. 
Using (5), Plancherel and the CauchyySchwarz inequality, one easily proves 
that (d2/dy2) log ]]u(y)]]~ > 0. q 
Remark. A similar result with a similar proof for harmonic functions in a strip 
can be found in Janson and Peetre [2]. The proof of Theorem 3 below when spe- 
cialized to the Laplace operator will provide another proof of this proposition, 
without use of the Fourier transform. 
We now wish to generalize this proposition to solutions of Lu = 0. In the 
sequel we will be somewhat cavalier about the precise decay of u(x, y) as 
I (x, y) I + co, and just assume it to be sufficient to justify all subsequent integra- 
tions and integrations by parts. Also, we will only consider real-valued classical 
( C2) solutions. 
The main result of this paper is: 
Theorem 3. There exists a function h = h(q) > 0, dejinedfor q > 0 such that for 
any u on R”,+ ’ satisfying Lu = 0, log l(u(h(q))jj2 is a convex function ofq. In fact, 
we can take 
(6) h(v) = $ log 
where c is the constant of ellipticity in (3’), and 
Y = lb-W% 4 0) IL 
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(which isfinite, since we assumed A to be Lipschitz). We are taking here the positive 
part in the sense offunctional calculus of symmetric matrices, i.e. 8, A composed 
with the projection onto its positive eigenspace. If y = 0, we take the limit in (6): 
h(rl) = rl. 
Remark. It is in general not true that log IIu( y) II2 is a convex function of y: one 
first has to make a change of variables y = h(v). It is of course no great surprise 
that a single non-convex function can be changed into a convex one by some 
change of variables. The point of the theorem, however, is that one can do this in 
one stroke, for all solutions u of Lu = 0 simultaneously. 
Proof of Theorem 3. Let 
F(q) = F(n;u) := J u(x, h(n))2dx 
R” 
We have to show that for a suitable choice of h = h(v) 
(7) $logF(rl) = 
P”(17) Q77) - F’(d2 > 0 
F(d2 
, 
for all u satisfying Lu = 0. To simplify notations, we will write in the sequel 
and 
S u for J w(x, h(q)) dx 
.v=h(n) R” 
JJ 21 for 7 J +.Y) dxdy. 
y?hCs) h(a) R” 
Also, we will just write V instead of 0,. With these conventions: 
(8) 
and 
F’(q) = 2h’(q) J- u 8,~ 
y=h(q) 
(9) F”(q) = 2h”(q) J- u b’,u + 2h’(q)2 J- (dyu)2 +2h’(~)~ j- u 8;~. 
Y = 44 y=h(d y=h(d 
Since d;u = -V (A Vu), an integration by parts shows that the last integral in 
(9) equals 
2h’(q)2 J- (A Vu,Vu). 
Y = h(q) 
We next use the following simple Rellich-type identity: 
Lemma. For any a > 0, 
,s, (ayuj2 = yJa (A Vu,Vu) + ss ((‘y A) vU’vu)’ 
Y>Q 
where 8, A = (8, Ajk(X, y))j,k. 
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Proof. 
= -2 7 J- (A Vu, V(&,U)) dxdy, 
a R” 
since 8,“~ + V. (A VU) = 0, and through integration by parts. Since 
2(A vu, v(a,U)) = $(A vu, VU) - ((&A) vu, VU), 
the lemma follows. q 
If we use the lemma, (9) becomes 
F”(Q) = 2/z”(n) J U a,u + 4h’(n)* J (a&* 
y=h(q) Y = h(a) 
- WV)* JJ ((a,4 vu, Vu). 
Y 2 44 
To have (logF(n))” > 0, we try to let the first integral compensate the last. To 
accomplish this, rewrite the first as a volume integral: 
2/Z”(n) J ua,u = -2h”(77) JJ (d,U)* + Udy’ U 
Y = h(v) Y 2 h(d 
= -2/Y’(n) JJ (a,z4)* + (A vu, VU), 
Y 2 h(v) 
again by the differential equation and integration by parts. Now, 
(A Vu,Vu) > c IVU12 
and 
((8, A) Vu, VU) < (max(d, A, 0) Vu, Vu) < y lOuI* 
Therefore, if h”(n) 5 0, 
2/z”(Q) J ua,u - 2h’(n)* JJ ((8, ‘4) vu, Vu) 
Y = 44 ykh(d 
2 2(4”(V) - red*) JJ IVu12. 
Hence 
Y 2 h(d 
(10) F”(Q) 2 4h’(n)* J (d,U)* 
Y=h(s) 
if -A”(n) - yh’(~)~ = 0, which is the case if h(n) = (c/y) log((r/c)n + l), and 
(7) then follows from (8), (10) and the Cauchy-Schwarz inequality. This proves 
the theorem. q 
It is natural to ask what remains true of Theorem 3 for solutions of a non- 
homogeneous equation L(U) = g. One could think, for example, of L-subhar- 
monic functions: L(U) > 0. Korevaar and Meyers already observed that (1) will 
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in general be false for subharmonic functions: consider, for example, u = 
max(log /zI, 0) on C. The proof of Theorem 3 allows us to further analyze this 
question. Let us agree, from the on-set, that we will only consider u’s for which 
IIu( y) iI2 # 0 for ally. Then careful analysis of the proof of Theorem 3 shows that 
if h”(v) = -K/z’(~)~ with K > -y/c, then 
JJ (dyu)2 + 2 JJ (a+) Lu 
(11) 
I 
(logF(77))” > 2$$ . (f 
Y 2 h(a) Y 2 h(v) 
fK JJ ULU + J uL(u) 
Y 2 h(d y=h(d 1 
Now since 2 (ab( < u2 + b2, 
2,& (Q) Lu 5 J $I& (aY42 + ss (W2 
Y 2 44 
and we obtain the following corollary of (the proof of) Theorem 3: 
Corollary 4. Suppose that u. Lu 2 0 (Jar example, u is a non-negative, L-sub- 
harmonic function) and that, moreover, u satisfies the d#erential inequality 
ILul I C. IUI 
for some C > 0. Let h(q) = K-l log(Kq + 1) with K = max(c-‘y, C, 1). Then 
log llu(h(~))112 is a convexfunction of7 > 0. 
Proof. Use that (Lu)~ 5 C. (u( (Lu( = C. u. Lu and hence 
which can be compensated by the third integral in (ll), since ULU 2 0. q 
This corollary can for example be applied to non-negative solutions of a semi- 
linear equation 
Lu = F(u) 
with non-negative and sub-linear right hand side: 
0 5 F(r) L C IrI, r E R. 
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Note added in proof: It has recently come to the author’s attention that related 
logarithmic convexity results have already been obtained by S. Agmon in his 
‘Unicitk et convexit& dans les problkmes diffkentiels, Stm. de MathCmatiques 
Sup. 13, Univ. de Montreal, 1965’, using a different method of proof. 
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