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Abstract A challenge still to be overcome in the field
of visual perception for vehicle and robotic navigation
on heavily damaged and unpaved roads is the task of
reliable path and obstacle detection. The vast majority
of the researches have as scenario roads in good condi-
tion, from developed countries. These works cope with
few situations of variation on the road surface and even
fewer situations presenting surface damages. In this pa-
per we present an approach for road detection consid-
ering variation in surface types, identifying paved and
unpaved surfaces and also detecting damage and other
information on other road surface that may be rele-
vant to driving safety. We also present a new Ground
Truth with image segmentation, used in our approach
and that allowed us to evaluate our results. Our re-
sults show that it is possible to use passive vision for
these purposes, even using images captured with low
cost cameras.
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1 Introduction
Visual perception for autonomous navigation has been
very prominent in recent years, with a lot of papers
on both path detection (Rateke et al. (2019a)) and ob-
stacle detection (Rateke and von Wangenheim (2018)).
Although there are excellent approaches to accomplish
these two tasks, the vast majority are created based on
images from developed countries, from Europe or North
America, with well maintained roads, having few exam-
ples of damaged roads, nor dealing with variations in
terrain type.
Both variation in surface type, possible road dam-
ages or even different surface variations (eg.: speed-
bumps) are important for autonomous navigation sys-
tems, or even for an Advanced Driver-Assistance Sys-
tem (ADAS), because the surface conditions directly
impact the way the vehicle is driven and in the comfort
of the users and are also related to the vehicles conser-
vation. For example, a pothole or a water-puddle can
damage the vehicle and cause accidents. Detection of
surface types, and surface variations may also be use-
ful for Road Infrastructure Departments aiming road
maintenance purposes.
A survey (CNT (2018)) from the Brazilian National
Traffic Council presents a road quality evaluation where
37.0% of the roads were classified as “Regular”, 9.5%
as “Bad” and 4.4% as “Poor”. To achieve these results,
the study took into consideration the road damage as
well as the lack of pavement or asphalt. It is notewor-
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thy that this study focuses on roads under federal or
state responsibility, municipal roads were not part of
this survey. Another study (Cabral et al. (2018)), from
East Timor, showed that 50% of the roads are unpaved
in this country.
In Frisoni et al. (2014), an European Union (EU)
study concerning road surfaces quality, it is said that
compared to the human behavior while driving (eg: lack
of attention, aggressively or drunk) the lack of mainte-
nance on the road isn’t the main cause of accidents, but
still is one of the causes, because a pothole can dam-
age the vehicle causing the losing of control, it is also
directly related to drivers attention, as drivers reaction
to variations in surface can cause them to hit other ve-
hicles or obstacles, including pedestrians.
All these studies presents the road evaluation done
by human specialists, as a mapping task not as a pre-
diction, and they used a lot of different sensors to assist
the evaluation.
The most commonly used datasets for visual percep-
tion researches are composed by images depicting good
quality and well maintained roads with little variation
in terrain type: The CityScapes1 (Cordts et al. (2016))
is a dataset from Germany. Also from Germany the
KITTI2 is a stereo images dataset (Geiger et al. (2013)).
The CamVid3 dataset (Brostow et al. (2009)) stems
from Cambridge, England. Another dataset, DIPLODOC
4 (Zanin et al. (2013)) is from Italy and not as com-
monly used as the previous three.
There are new datasets that provide images of dam-
aged roads as the RoadDamageDetector5 dataset (Maeda
et al. (2018)), from Japan. But the dataset contains
only asphalt images. From Brazil, there is the CaRINA6
dataset (Shinzato et al. (2016)), which presents a sce-
nario in emerging countries, depicting road damages
and variations in surface type.
We also provided a dataset acquired in Brazil, the
RTK7 dataset (Rateke et al. (2019b)), created through
low-cost cameras, including a lot of surface types vari-
ations, and damages on the road surface, even on un-
paved roads.
There exist several approaches detecting potholes on
the road with the use of LIDAR (Light Detection and
Ranging) (Kang and Choi (2017) and Yu and Salari
1 https://www.cityscapes-dataset.com/
2 http://www.cvlibs.net/datasets/kitti/raw data.php
3 http://mi.eng.cam.ac.uk/research/projects/
VideoRec/CamVid/
4 http://tev.fbk.eu/databases/diplodoc-road-stereo-
sequence
5 https://github.com/sekilab/RoadDamageDetector/
6 http://www.lrm.icmc.usp.br/dataset
7 http://www.lapix.ufsc.br/pesquisas/projeto-veiculo-
autonomo/datasets/?lang=en
(2011)). LIDAR sensors, despite employing relatively
safe laser sources, can still cause damage to the human
eye (Commission (2001) and STANDARD (2005)). We
understand that the pollution caused by LIDAR, which
we call laser-smog, isn’t an issue yet, but in a future
where smart or autonomous vehicles are a widespread
reality, this could be a concern, mainly to pedestrians
walking or waiting in the sidewalks near the vehicles at
rush hours.
Our goal with this work is to perform road detec-
tion with the differentiation of surface variations, in ad-
dition to a concomitant surface damage detection. We
also aim to show that it is possible to use passive vision
(cameras) to detect road damages. It is our understand-
ing that, in dealing with common problems found on
roads in emerging countries, but which can also occur
in developed countries and are of utmost importance
to vehicle behavior, both for the sake of vehicle conser-
vation and especially for safety, we are advancing the
state-of-the art of path detection.
The remaining sections of this paper are organized
as follows: Section 2 shows some related works that
dealt with road detection or road damage detection us-
ing passive vision. In Section 3 we provide a brief de-
scription about our dataset and our setup, hardware
and software, used. Our approach is presented In Sec-
tion 4, followed by the results in Section 5. Finally, in
Section 6 we conclude this paper summarizing the in-
formation, with a discussion about our results, besides
listing some topics for future works.
2 Related work
In a previous work, we performed a Systematic Liter-
ature Review (SLR) on Road Detection research that
employed Passive Computer Vision (Rateke et al. (2019a)).
In this SLR, although we found several papers, we could
not identify any work that dealt with road damage de-
tection or road features other than painted road mark-
ings (Ardiyanto and Adji (2017), Jia et al. (2017), Yuan
et al. (2015), Zu et al. (2015) and Shi et al. (2016)). Still
in the road detection SLR, it is noticed that only 32.1%
works did the detection in different surface types (eg: Li
et al. (2016), Wang et al. (2016), Nguyen et al. (2017)
and Valente and Stanciulescu (2017)). Only 4 showed
results with path detection working during the transi-
tion between surface types (Guo et al. (2011), Guo et al.
(2012), Ososinski and Labrosse (2012) and Cristo´foris
et al. (2016)), in situations where transitions were not
too different, such as focus between asphalt to paved.
These approaches did not differentiate the type of sur-
face, i.e. regardless of whether it is asphalt, unpaved or
paved, everything was considered as road. Also, none of
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the approaches was aimed towards detecting other road
features, even if there were approaches aimed at path
detection on unpaved roads (eg: Wang et al. (2015) and
Xiao et al. (2015)).
In another SLR for Road Obstacle Detection (Rateke
and von Wangenheim (2018)), we identified a few pa-
pers dealing specifically with potholes on the road, us-
ing stereo vision techniques, where potholes were de-
fined as a negative obstacles (Herghelegiu et al. (2017),
Karunasekera et al. (2017)). However, these works deal
only with pothole detection, depending on the depth
information of the scene and without other information
or features from the road.
In both SLRs it was possible to notice the recent
increase of the use of Convolutional Neural Networks
(CNN) applications in the tasks of visual perception
for navigation. A recent work (Maeda et al. (2018)),
which employs Deep Neural Networks, detects and clas-
sifies asphalt damages with Bounding Box markings,
but does not deal with surface types variation or dam-
ages in other surfaces types.
The authors from a paper where they describe path
detection as a guidance for blind people affirm they deal
with potholes and water-puddles, but the paper did not
present these results (So¨ve´ny et al. (2015)). Other two
papers (Rankin and Matthies (2008) and Rankin et al.
(2010)) deal with larger water-puddle detection in off-
road scenarios for navigation purposes with the use of
stereo vision methods. They do not deal with other road
features, not even the road detection itself.
There are other works that perform the pothole de-
tection, but differ from our scope, because they are with
images very close and vertical to the pothole, serving
as a mapping task and not for prediction (eg.: Eriksson
et al. (2008), Koch and Brilakis (2011), Huidrom et al.
(2013), Tedeschi and Benedetto (2017) and Banharn-
sakun (2017)). Our goal is to identify surface features
before the vehicle passes. These approaches also did not
dealt with path detection and other path features.
3 Material and methods
In this section we present the dataset we have used
in our experiments, the RTK dataset (Rateke et al.
(2019b)) and the corresponding Ground Truth (GT)
that we created to train and validate our experiments,
in Subsection 3.1. In Subsection 3.2 we list the hardware
and software configurations relevant to our experiment.
3.1 RTK dataset
The RTK dataset is composed by 77547 images cap-
tured by a low-cost camera with low-resolution, which
could increase the challenge of our application. This
dataset was primarily used for a surface type and qual-
ity classification application (Rateke et al. (2019b)).
The dataset is composed of images captured during
the daytime, containing lighting variations and plenty
of shadows on the road. Contains images of asphalt
roads, unpaved, different paved roads and transitions
between surface types. Also contains variations in the
quality of these roads, with potholes, water-puddles,
speed-bumps, patches, etc.
Based on RTK dataset, we create a segmented GT
for our experiments. We took 701 images with different
situations for label annotation (Figure 1 and Figure 2).
In our GT we defined the following classes:
– Background, everything being unrelated to the road
surface;
– Asphalt, roads with asphalt surface;
– Paved, different pavements (eg.: Cobblestone);
– Unpaved, for unpaved roads;
– Markings, to the road markings;
– Speed-Bump, for the speed-bumps on the road;
– Cats-Eye, for the cats-eye found on the road, both
on the side and in the center of the path;
– Storm-Drain, usually at the side edges of the road;
– Patch, for the various patches found on asphalt
road;
– Water-Puddle, We use this class also for muddy
regions;
– Pothole, for different types and sizes of potholes,
no matter if they are on asphalt, paved or unpaved
roads;
– Cracks, Used in different road damages, like rup-
tures.
3.2 Our Setup
We did our experiments on Google Colaboratory (Google
Colab), a cloud service based on Jupyter notebooks,
which is an interactive web-based environment for doc-
ument creation. Google Colab also offers free GPU. In
our experiments we can use Tesla K80 GPU with 12GB
memory and Tesla P100-PCIE GPU with 16GB mem-
ory. We also made use of fast.ai library (Howard et al.
(2018)), an open source library for deep learning, based
on PyTorch.
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Fig. 1 Samples images from RTK dataset and our segmented
GT
4 Our approach
Our approach consists in the use of deep learning for
road surface semantic segmentation, considering varia-
tions in road surface and through low resolution images.
That is, label each pixel of the image as the correspond-
ing class as we defined in our GT. To do this, we need to
train a Convolutional Neural Network (CNN), and find
the best possible configuration that contains reasonable
accuracy for all classes.
In our experiments we used the U-NET (Ronneberger
et al. (2015)) for semantic segmentation, which is a con-
volutional network architecture designed to accomplish
the task of fast semantic segmentation in medical imag-
ing, but successfully applied to many other approaches.
This architecture has two main parts, one being the en-
coder, used to extract features from the image, with a
traditional CNN structure (including convolution lay-
ers and max-pooling layers). The encoder starts with
input size image and makes these inputs small. The
other part, the decoder, symmetrical at the encoder,
makes the process of increasing back to the original
size. U-NET accepts input images of any size.
The fast.ai library has different pre-trained mod-
els, we did our experiments with resnet34 and resnet50,
Fig. 2 Samples images from RTK dataset and our segmented
GT
resnet34 being faster to train and requiring less mem-
ory. ResNet are residual CNN models, with skip-connections,
allowing sections to be skipped. Each Residual Block
has two connections, one connection skipping over that
series of convolutions and functions and the other con-
nection going through layers without skipping (He et al.
(2016)). This helps maintain important features of the
early layers. Resnet is used on the U-NET encoder part,
and the fast.ai library will automatically build the sym-
metrical decoder part of the U-NET.
As data augmentation we used only randomly hor-
izontal rotations and the perspective warping, which is
by default in fast.ai library, and we think its the only
one necessary and that makes sense in road detection
scenario. The data augmentation allows the increase
of training images, because besides the original images,
also uses the images with the transformations (horizon-
tal rotation and wrap). The fast.ai library also has an
option to make the same data augmentation into the
original and into the respective mask images.
In our early experiments we realized that the net-
work could reasonably identify the asphalt, paved and
unpaved pixels beyond the background, but the other
classes resulted in very low accuracy. Due to this dis-
parity, we checked in our GT the number of segmented
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pixels in each class and found what was already visu-
ally noticeable, that there is a great imbalance between
the classes. The ratio of each class’s pixels to the total
pixels in GT is as follows:
– Background = 65.86%;
– Asphalt = 12.90%;
– Paved = 10.50%;
– Unpaved = 9.22%;
– Marking = 0.78%;
– Speed-Bump = 0.06%;
– Cats-Eye = 0.02%;
– Storm-Drain = 0.02%;
– Patches = 0.22%;
– Water-Puddle = 0.03%;
– Pothole = 0.06%;
– Cracks = 0.33%.
This is a situation that, for example, if we collect
more images with potholes, we will also collect even
more background pixels or some of the road surface
types, maintaining the disparity. Then we added weights
to each class to simulate that they all had a similar pro-
portion of pixels in the training step. With the weights
the accuracy of the smaller classes has considerably im-
proved, but with the burden of losing accuracy in the
asphalt, paved and unpaved classes.
Trying to get more accurate values, after different
experiments with different configurations (presented in
Section 5) we came up with a solution. First we train
a model without the use of weights, in this model the
network identifies well the surface patterns but does not
have good accuracy for the smaller classes. We then use
the previously trained model as the basis for the next
model, with the weights in the classes (Figure 3). This
configuration generated the most satisfactory and yet
balanced accuracy results.
Fig. 3 Best results approach
5 Results
As we said in Section 4 we did experiments with dif-
ferent configurations. Starting from smaller datasets to
bigger ones, also with no changes at all, and using weights
too. In order to make this comparison we tried every
model in each configuration during 25 epochs. The con-
figurations we tried are listed as follows:
– r34-S: ResNet34. Only one model. Without weight;
– r34-SW: ResNet34. Only one model. With weight;
– r34-I: ResNet34. Three models, smaller to increas-
ing dataset. First model with images divided by 4,
second model with images divided by 2 and third
with original sizes. Without weight;
– r34-IW: ResNet34. Three models, smaller to in-
creasing dataset. First model with images divided
by 4, second model with images divided by 2 and
third with original sizes. With weight;
– r34-DW: ResNet34. Two models. First model with-
out weight and second model with weights;
– r50-S: ResNet50. Only one model. Without weight;
– r50-SW: ResNet50. Only one model. With weight;
– r50-I: ResNet50. Three models, smaller to increas-
ing dataset. First model with images divided by 4,
second model with images divided by 2 and third
with original sizes. Without weight;
– r50-IW: ResNet50. Three models, smaller to in-
creasing dataset. First model with images divided
by 4, second model with images divided by 2 and
third with original sizes. With weight;
– r50-DW: ResNet50. Two models. First model with-
out weight and second model with weights.
The values obtained on each setting are shown in
Table 1. Based on these results, we note that networks
with only one trained model and weightless (r34-S and
r50-S), despite having a good total accuracy, also have
the worst results for the smaller classes. The same is
true for networks with 3 models with increasing image
size (r34-I and r50-I).
The previous models (one model and three models
with increasing image size) with the classes weight ad-
justment, despite having a loss in total accuracy, showed
a great improvement in the accuracy of the smaller
classes. However they also showed considerable loss in
the values of the larger classes, the road surfaces classes
(r34-SW, r34-IW, r50-SW and r50-IW).
Both approaches using an initial model with no class
weights, followed by the final model with weight in the
classes (r34-DW and r50-DW) showed good results
for the smaller classes without having a large loss in
road surface classes and also maintaining a good total
accuracy value.
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% Table 2 Final accuracy results. r34-DW during 100 epochs.
label accuracy
Background 97%
Asphalt 92%
Paved 94%
Unpaved 90%
Marking 93%
Speed-Bump 69%
Cats-Eye 94%
Storm-Drain 97%
Patches 97%
Water-Puddle 90%
Pothole 97%
Cracks 72%
Total 97%
Continuing and aiming to check if training with
more epochs we can get better results. We chose be-
tween the two best performing approaches the r34-
DW, which showed great results in the experiments
and we made a new training, and being with resnet34
requires less of the GPU and we were able to train with
a larger batch size and have a faster result. We then
trained with 100 epochs for each model from this ap-
proach, the first model without weights and then the
second using weights. The results obtained are pre-
sented in Table 2.
In the confusion matrix presented in Figure 4 we can
analyze the results from Table 2 And find out where the
major pixel labeling errors occurred. The Cracks class,
for example, which had 72% accuracy, had its biggest
confusions with the road surface classes. It also presents
errors as being in the Patches, Storm-Drain and Pot-
hole classes. The Speed-Bump class, which ended up
being the least accurate, had much of the error as As-
phalt class, and slightly less as Cracks and Marking.
The Water-puddle class that had a hit index of 90%
concentrated the errors that occur as being Background.
The Marking class has the biggest confusion related to
Asphalt. The Unpaved class has errors as being Asphalt.
We also present some prediction results from the
dataset validation images in the Figure 5, Figure 6 and
Figure 7. Comparing the original images (left column),
the GT mask images (middle column) and the predic-
tion images (right column). In Figure 5 the first, second
and fourth rows show an almost exact result compared
to GT. The third and the fifth rows show visible discrep-
ancies from the GT, but still very close to the correct
one.
In Figure 6 first and last rows show a very accu-
rate result. While the other rows show slight variations
when comparing the results with the GT images. Fi-
nally, in Figure 7, The first four rows show results very
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Fig. 4 Confusion matrix for r34-DW
close to the GT, although with some variations. How-
ever, the last row, presents a greatly deforming. Still,
it indicates that exists a speed-bump near in front, as
well as variations in the surface.
6 Discussion, Conclusions and Future Work
Despite the great advances on the state-of-the art in
tasks related to the visual perception for navigation,
especially in recent years, considering the advancement
of CNN architectures, where applications are beginning
to present increasingly accurate and reliable results. We
believe that there are still many challenges ahead, es-
pecially if we consider the issue of road surface quality
and variation.
Although being a more prevalent issue in emerging
countries, identifying surface conditions and features is
important in any scenario, because it influences how
the vehicle should behave or how it should be driven,
enabling safer decision making. Surface features detec-
tion can be useful for Autonomous Vehicle navigation,
for Advanced Driver-Assistance Systems (ADAS), and
even for Road Maintenance Departments.
We present in this paper a new GT for road surface
features semantic segmentation using low resolution im-
ages captured with low cost cameras. We also present
the application of deep learning using this GT for the
surface features semantic segmentation. We compare
different settings and also present the validation val-
ues, using the chosen setting, in the results section.
We obtained good results with the configuration
based upon first training a model without weights in
the classes, and using this model as pre-training for
the next model, where we balanced the dataset with
weights in the classes, aiming to maintain a good accu-
racy value for the smaller classes, especially for pothole
and water-puddle, without losing much accuracy in the
larger surface classes (asphalt, paved and unpaved).
6.1 Future Work
In this work we raised some possibilities and questions
while performing our experiments. One question that
may result in further experimentation is whether to
differentiate more some label categories, instead of em-
ploying them always in the same, generalized way, re-
gardless of road surface. For example, we define all
pavement damages as Cracks, regardless of whether they
occur on asphalt, paved or unpaved roads. The types
of damage, however, may have different features on
each surface type and perhaps differentiating them may
improve the accuracy of the Cracks class, the second
lowest accuracy result. In order to improve results, it
would be possible to try a finer definition of the general
category of cracklike damages: Asphalt Cracks, Paved
Cracks or Unpaved Cracks, thus enabling a better dif-
ferentiation. The same idea goes for the other classes of
our dataset.
Another approach, also focusing more on the Cracks
category is not only to separate damages by surface
types, but also to create new, more specific classes,
as we already did to the Pothole and Water-Puddle
classes. In Figure 8 we show some situations where the
Crack class could be separated in new and more specific
classes.
Concluding, based on the results obtained here, we
determined that using only standard resolution monoc-
ular video streams we were able to reliably extract use-
ful information on the road surface status. This infor-
mation could, e.g., be used by an intelligent system,
to determine threats such as the distance and position
of potholes, water-puddles and other damages and ob-
stacles. Finally, we show that there are still other chal-
lenges, such as identifying surface type and surface vari-
ations on a rainy day, on a foggy environment or even
at night.
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Fig. 5 Results in validation dataset. Left: original. Middle: GT mask. Right: Result
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Fig. 6 Results in validation dataset. Left: original. Middle: GT mask. Right: Result
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Fig. 7 Results in validation dataset. Left: original. Middle: GT mask. Right: Result
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Fig. 8 Samples images from RTK dataset. Original (left).
GT (right). Which the Crack class in situations that could
be in new specific classes.
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