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Abstract—Nowadays, universities (on-site and online) have a 
large competition in order to attract more students. In this 
panorama, learning analytics can be a very useful tool since 
it allows instructors (and university managers) to get a more 
thorough view of their context, to better understand the 
environment, and to identify potential improvements. In 
order to perform analytics efficiently, it is necessary to have 
as much information as possible about the instructional 
context. The paper proposes a novel approach to gather 
information from different aspects within courses. In par-
ticular, the approach applies natural language processing 
(NLP) techniques to analyze the course’s materials and 
discover what concepts are taught, their relevancy in the 
course and their alignment with the learning outcomes of 
the course. The contribution of the paper is a semi-
automatic system that allows obtaining a better understand-
ing of courses. A validation experiment on a master of the 
Open University of Catalonia is presented in order to show 
the quality of the results. The system can be used to analyze 
the suitability of course’s materials and to enrich and con-
textualize other analytical processes. 
Index Terms—Information retrieval, analytics, learning 
analytics, natural language processing, eLearning, learning 
outcomes discovery. 
I. INTRODUCTION 
Higher education sector had begun a changing process 
during the last decades in order to improve their efficiency 
and productivity. In 90s decade, for example, some coun-
tries reformed the university sector in order to improve 
their management and finance [1]. In the first decade of 
twenty-first century, universities felt a higher competition 
and the pressure of governments. Such pressures also 
motivated universities to improve their management [2]. 
Today, the crisis has even worsened the panorama for 
universities, placing new constraints: less public funds, 
more competition and exigent students with more expecta-
tions and higher economical restrictions. In this new pano-
rama universities have to be managed efficiently, but they 
also have to excel in teaching in order to survive. To do 
so, several approaches can be followed. One possible way 
is to improve university processes by using analytical 
systems that provide contextual information of the instruc-
tional process and detect potential improvements in teach-
ing activities. 
Universities have access to a vast amount of education-
al data and even more when they use virtual learning envi-
ronments (VLE). In such cases VLE can gather naviga-
tional data [3][4][5] and the way students learn can be 
analyzed [6][7]. However, universities do neither have the 
culture, nor the capacity to analyze and take advantage of 
the available data [8]. In spite of their low analytical cul-
ture, several approaches that perform analytics over edu-
cational data have appeared in the last years [9][10][11]. 
Most of them are focused to analyze the data related with 
students; the background of students [12], their ratings or 
navigation to propose personalized learning paths [13], 
personalized activities or automating the assessment feed-
back [14]. However, as far as we know, there is no system 
that analyzes the learning resources within courses.  
Getting information from students is relevant, but with-
out information of the context where the students work 
(the course), the knowledge about students cannot be 
efficiently exploited. Having information about the course 
(the contents taught, its organization, their activities and 
the learning outcomes students are supposed to obtain) is 
essential in order to 1) perform rich analytics related to 
students; and 2) provide analytics focused to help teachers 
and programme coordinators to improve their curricula 
and teaching. This kind of analysis requires to have an 
extensive knowledge about several facets of the course, 
such as what concepts and competences are taught, how 
the course is taught, what the more difficult topics or ex-
ercises are to students, whether the course lacks to address 
efficiently expected  competences or which activities are 
done.  
Obtaining the required information to improve the 
planning and teaching of a course is hard, but maintaining 
such information updated is even a more demanding task. 
For that reason, an automatic system is necessary 1) to 
gather the main information related to courses, and 2) to 
keep such information updated.  
In that way, the information can be extracted, automati-
cally and keep updated easily. However, a manual inter-
vention would be needed in terms of a refining process in 
order to improve the quality of the output information. 
The research described in this paper works in that direc-
tion: the semi-automatic inference of relevant concepts 
and learning outcomes related to a course. This output 
should allow to analyze the information under the point of 
view of a course, but also in higher abstraction levels, 
such as the degree where the course belongs. 
The presented work proposes a semi-automatic system 
that infers the pieces of knowledge and competences that 
are taught in a course and how this information is aligned. 
Such information is gathered by using natural language 
processing (NLP) techniques over the learning resources 
of the course. 
In Section 2, the context of the proposed system is pre-
sented, that is the relationship between courses, their 
learning resources and academic programs, such as mi-
nors, degrees and masters. Later, Section 3 presents the 
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proposed system to extract relevant content and Section 4 
describes the extension to extract learning outcomes and 
to analyze the alignment with the extracted terms of the 
learning resources. Section 5 summarizes the experiment 
performed to validate the proposal in the master program 
of Business Intelligence from the Open University of 
Catalonia. Section 6 discusses how to evolve the system in 
order to improve its performance. Finally, Section 7 pre-
sents the main conclusions of the work and the planned 
further research. 
II. THE CONTEXT: COURSES AND THEIR RELATED 
LEARNING RESOURCES 
Relevant content about a given course can be obtained 
from different sources: the description of the course, the 
activities of the course, their communication forums, their 
lectures, and etcetera. In our context, relevant content is 
the information that can be used to provide context about 
the course or allow detecting flaws that denote potential 
improvements.  
In this section we will describe the kind of resources 
that can be taken into account to infer relevant content in 
virtual learning environments. We will focus in the more 
relevant ones, according to our experience, and describe, 
for each of them, what kind of knowledge they can pro-
vide. Figure 1.a) shows the selected resources. Since we 
plan to use NLP techniques to infer knowledge from re-
sources, non-textual resources, such as video tutorials –
unless they provide subtitles–, will be discarded.  
The different kinds of data sources we propose to ana-
lyze are detailed next: 
Academic programs/syllabus: they provide general in-
formation about the course, its motivation, its goals, its 
contents, its calendar and methodology. Their short length 
makes difficult to extract trustable information from them. 
However, a lot of information can be extracted when their 
structure is predefined. Relevant information that can be 
extracted are the skills, the learning outcomes or traversal 
competences. 
Materials: this kind of resources includes all the textu-
al artifacts that contain the contents students have to learn 
during the course. They usually include textbooks, lec-
tures, case studies and tutorials. Note that, it is important 
to have the resources in digital formats (i.e. eBooks in-
stead of printed books) to be able to analyze the required 
text and avoid OCR (optical character recognition) pro-
cesses that will add more complexity and noise to the 
analysis. Learning resources can provide information 
related to the concepts students must know at the end of 
the course. 
Communication forums: they encompass communica-
tion mechanism used by students and teachers to interact. 
They can be analyzed to gather information about the 
students’ evolution during the course. They can be audio 
or video forums, but for analytical reasons it is better 
when they follow textual formats. Similar to printed text-
books; textual formats will avoid speech-to-text processes 
that will add complexity and noise to the analysis. The 
potential information that can be extracted are emotional 
states of students (positive or negative), main questions, 
doubts, the more problematic concepts (in terms of under-
standing), complaints and points of improvement. 
Learning activities: they include all the activities pro-
vided to students, such as assessment activities and exam- 
 
(a) (b) 
Figure 1.  Different kind of resources related to courses and the relation 
between courses and academic programs.  
ples. Learning activities can be used to find out what ele-
ments are taken into account in the evaluation of the 
course. This information can be very useful to detect im-
provements in the assessment activities by detecting mis-
matches between the more relevant content (extracted 
from the material) and the topics used to evaluate the 
student.  
These resources can be used to gather information and 
to improve the quality of a course from different points of 
view (planning, content, assessment activities, communi-
cation and etcetera). Such information can be used also to 
provide similar benefits at higher abstraction levels. An 
academic program, which is the term we use to generalize 
both masters, degrees and minors, can be seen as an ag-
gregation of courses. Aggregating information may pro-
vide information about the main topics dealt in the aca-
demic program, check whether the contents are coherent 
with the program design or detect the courses where stu-
dents do not fulfill expectations (usually related to some 
negative emotions). In order to aggregate the information 
at the different levels of abstraction, it is necessary to 
know the configuration of the courses on each academic 
program. Figure 1.b) shows one of the possible configura-
tions for academic programs. 
In this paper we plan to deal only with the content of 
the materials. This is the first approach since concepts can 
be more objectively grasped and evaluated as a resource 
of course quality. In terms of this context, the materials 
may include examples comprised mainly for implemented 
programs and case studies. With this analysis, we plan to 
find out information about the main topics for each course 
(and each academic program). There are multiple ap-
proaches related to text analysis using machine-learning 
techniques [15][16][17]. However, the applied NLP tech-
niques are related to textual analytics that filter types of 
semantically relevant data from unstructured texts 
[18][19][20] such as text categorization and concept ex-
traction.  
In the literature, there are multiple works related to the 
analysis of forums based on the analysis of discourse 
analytics [21]. Authors in [22] explored the dialogue pro-
duced on the forum. Unnecessary dialogue for learning 
such as discussion is discarded and the technique is able to 
analyze the exploratory dialogue commonly associated 
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with the construction of knowledge. Sentiment analysis is 
analyzed in [23] to classify learners based on the emotion-
al state. This information may serve as a satisfaction indi-
cator. A different analysis is performed in [24] to predict 
student retention. This analysis using other models also 
based in NLP techniques may predict whether the learner 
will finish the course based on the comments posted in the 
forum. Another analysis proposed in [25] focused on 
classifying the posts depending on objective (question, 
reflection, reference, statement, feedback, etc.). 
In the future, we will deal with more subjective infor-
mation using previous described techniques. Emotional 
states of students, flaws in the course or mismatch be-
tween the expected concepts to learn and the concepts 
dealt in the practical activities could be analyzed by corre-
lating concepts in the learning resources with concepts 
described in the communication channels.  
III. A SEMI-AUTOMATIC SYSTEM FOR INFERRING 
RELEVANT TOPICS 
The purpose of the proposed system is to analyze the 
learning resources within a course in order to extract a set 
of terms (of different length) that describe the relevant 
topics. Here, we define a relevant topic as a term that 
describes a learning content of the course or allows the 
detection of flaws that denote potential improvements. As 
aforesaid, in this proposal only textual materials, which 
include theoretical concepts and examples, will be taken 
into account.  
The inputs of the system (see figure 2) are mainly two: 
1) a file that contains the metadata about courses and 2) 
the learning resources that describe the theory related to 
the course (materials) and examples about the content 
(learning activities). The output will be analytical data 
with information about the relevant terms aggregated by 
course and academic program. Additionally, some metrics 
will be added as metadata for each term in order to sup-
port the evaluation of its relevancy.  
The proposed system is composed of three different 
processes detailed next:  
• Extractor: it is the responsible to process the courses 
and to get a first list of the keywords they contain.  
• Analyzer: the keywords extracted in the previous 
step will be filtered taking into account three differ-
ent criteria: linguistic relevance, course relevancy 
and subsumption of terms At the end, a list of rele-
vant keywords will be sent to next process. 
• Aggregator: the relevant keywords will be aggregat-
ed by course and academic program. Finally, key-
words will be stored in a database that has been spe-
cially designed to facilitate the analysis over the ex-
tracted information. 
 
Next subsections describe in more detail each of these 
processes. 
A. Extraction of relevant terms from resources 
Before the extraction, the system needs to determine the 
courses that should be analyzed. The analysis does not 
have to be meaningful for all courses, due to several rea-
sons, such as the lack of textual information or the obso-
lescence of materials. The list of courses to be analyzed is 
determined by reading the input metadata file. This file 
should  contain the  list of courses, the academic programs  
 
Figure 2.  Sketch of the semi-automatic system to infer relevant 
knowledge about courses from their learning resources. 
where they belong and how they are aggregated within a 
program (by minors, by specialties, etc.).  
The metadata file is represented in CSV format and in-
cludes the following information (fields): 
• The name of the course,
• the academic programs where it belongs; note that a 
course may belong to more than one academic pro-
gram. For example “Data Warehousing” may be in 
the programs “Degree of Computer Science” and 
“Master of Business Intelligence”, 
• the different aggregations where it belongs, under-
standing an aggregation as a meaningful group of 
courses related with a purpose, such as a minor or a 
specialization, and 
• the materials related to the course. For each material 
it is important to get the general information (title, 
language of the resource, etc.). Here, we assume that 
it is a material in digital textual format and it is ac-
cessible via an institutional repository or an URL.  
In this stage of the research, the metadata file has been 
created manually since the institution does not have any 
administrative system that produces this information and, 
moreover, there is no central repository where all re-
sources are stored. However, it can be created semi-
automatically when the institution provides information 
about their academic programs available in some data 
source. 
Then, the relevant terms of the courses are extracted. 
The extraction performed by means of NLP techniques 
that segment the text, lemmatize the words and produce 
candidate terms, which are word lemmas, bigrams and 
trigrams of lemmas. Not all the candidates are relevant 
because of their part of speech (POS), and their im-
portance in the course. The importance depends on the 
appearance frequency of the candidates in a course in 
comparison to their frequency in other courses. So the 
extractor uses a POS tagger to analyze each document in 
order to identify the grammatical category of each term 
and lemmatize it. Then, the candidates are produced by 
calculating the single lemmas and lemmatized n-grams of 
the document. Finally, for each pair <candidate, docu-
ment>, the frequency of appearance and a score are calcu-
lated to determine the importance of the candidate in the 
document. In our case, the score is computed using the 
Lucene score [26] and it is used in order to discard irrele-
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vant elements by defining a threshold. Note that at the end 
of the process we will have a set of records of the form:  
<documentID, candidate, POS, frequency, score> 
B. Analizer: Cleansing relevant terms 
The previous process produces a large set of terms. 
Most of them are useless, not relevant in the domain of the 
course. For example, the bigram “such as”, which denotes 
the style of the author, is not relevant as a piece of 
knowledge in courses. The obtained terms are cleansed 
according to three different criteria: 
• Linguistic: its purpose is to merge equivalent key-
words and to discard stop words. The system uses 
Freeling [27] to determine when different keywords 
are different representations of the same lemma. If 
so, the different keywords are unified, the frequen-
cies are aggregated and the scores are recomputed. 
For example, the keywords “analyzing”, “analyzed” 
and “analyze” are semantically equivalent. Therefore, 
they can be unified in one term “analyze” and their 
metrics can be integrated. In the deletion of stop ex-
pressions, language-specific rules should be used to 
identify what expressions can be deleted. For exam-
ple, a rule will be “When a bigram or a trigram con-
tains a pronoun, then it can be deleted”. Domain syn-
onyms detection has not been dealt in this stage since 
they require a high manual intervention.  
• Relevancy: the frequency of terms for each docu-
ment can be used in order to detect (and discard) 
terms with few-relevance to the course and detect 
(and keep) terms that are domain-specific to a given 
document. According to the number of selected ele-
ments, a threshold has been set in order to discard 
terms whose frequency is under certain number. 
TFIDF (term frequency – inverse document frequen-
cy) metric [28] has been used to find out the domain-
specific terms for each document. If a term is consid-
ered very specific to a given document, we can say 
that it is potentially specific to the domain of the 
document and, in extension, to the course. The 
TFIDF has been calculated from a custom-built cor-
pus that contains thousands of news from several 
newspapers during the period 2003-2007 classified in 
several categories such as politics, sports, or culture. 
The aim of this corpus is to be able to identify do-
main-specific terms. If a term appears very frequent-
ly within several categories then it will be classified 
as a general term element and it can be discarded, 
otherwise it will be classified as a domain specific 
and should be kept. Results have been satisfactory 
using the selected corpus. However, in the future it is 
advisable to use a corpus thematically closer to the 
academic fields to deal with. 
• Inclusion: dealing with keywords of different length 
provides more terms and potentially more quality 
terms, but it can also produce some noise. This pro-
cess reduces partially such noise by detecting wheth-
er one term is a subset of other term. When we have 
two terms and one is a subset of the other, we can 
discard the subsumed one when the frequencies of 
both terms are very close. For example, suppose the 
terms “big” with a frequency of 19 and “big data” 
with a frequency of 18. In such case the system can 
discard the term “big” without losing precision (only 
one apparition of “big” will be lost).  
 
Figure 3.  JSON fragment of the output of the analyzer process. 
At the end of the process the output will have the same 
structure than before, but the size of the set will be drasti-
cally reduced. Figure 3 shows an excerpt of the JSON file 
resulting of this step for a course titled “Supply Chain 
Management”. 
C. Aggregator: Storing relevant terms to support 
analytics 
This process aggregates the relevant information col-
lected from previous processes at different level of granu-
larity.  
First, the process will consult, from the metadata file, 
the set of courses that belong to each academic program. 
Later, the different thematic aggregations (minors, spe-
cialization…) of courses are detected. Then, the terms of 
each course can be grouped to the different levels of the-
matic aggregations and the academic programs. Note that 
the Lucene score will be lost in this process since the 
semantic of this kind of scores does not allow its addition. 
A possibility would have been to recalculate them by 
doing a new parsing of all the documents grouped by 
academic program. Such option has been discarded since 
we believe that its benefits will be limited but the required 
computational resources very demanding.  
The aggregated information is stored in a database fol-
lowing the conceptual schema summarized in Figure 4. As 
we can see in the schema, the system will store infor-
mation about all the keywords detected for each resource, 
both lemmas (the selected keywords) and keywords that 
have been discarded due to linguistic reasons. The point is 
to provide information of equivalences between the differ-
ent ways relevant elements appear in the documents (syn-
onymy, dialectal variations, etc.). Such information result-
ed to be useful in some way to detect the discourse speech 
used on each domain. Note that the system is also pre-
pared to take into account equivalences among lemmas. 
Equivalences are not yet dealt with in this version of the 
system. However, it is an evolution proposed in Section 
VI.  
The output of the system is a database that contains rel-
evant information for analytics. The database should be 
another source that provides data for the analytic systems 
of the university. In our particular case, such information 
has been integrated (with other data sources) in a NoSQL 
graph database, due to the high number of relations be-
tween terms and the relevance of these relationships. In 
particular, Titan [29] has been chosen. 
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Figure 4.  Summary of the conceptual schema of the generated infor-
mation 
Note that, the system will require processing a large 
amount of data coming from learning resources. Current-
ly, the system has been developed as the pipeline de-
scribed in Figure 2. From the list of analyzed programs, 
courses and the respective learning resources are pro-
cessed sequentially. This could require a large processing 
time but this is not a critical issue at this stage. Learning 
resources tend to be a static resource that only may change 
at the beginning of the instructional process and, therefore, 
this analysis process is scheduled at this point of the 
course, once per semester in our case. Note that, only new 
or updated resources should be processed to optimize time 
and resources. Data privacy should be another critical 
issue. However, no sensitive information from student is 
extracted at this point.  
On future evolutions of the system when information of 
the learner will be analyzed (forum, activities, etc), the 
schedule of the process and data privacy issues will be 
revisited.  
IV. INFERRING RELEVANT TERMS WITH LEARNING 
OUTCOMES  
In this section, we describe an evolution of the previous 
system by extracting learning outcomes of the course and 
inferring their alignment with the course contents. Note 
that, this type of information could be useful on revising 
the learning content of a course since a resource could be 
automatically analyzed to check whether the outcomes are 
in some extend addressed in the resource.  
Our proposal assumes some restrictions: 1) the learning 
outcomes of a course are clearly defined and stated in the 
course’s syllabus, 2) there are learning outcomes related to 
each program (or thematic aggregations of courses) and 3) 
syllabus (or academic program) is a semi-structured doc-
ument that follows a textual format that can be parsed.  
The system provides a semi-automatic process that fil-
ters the topics that are potentially related to learning out-
comes. This process relates relevant concepts of a course 
(such as OLAP and data mart for the course “Data ware-
house”) with the learning outcomes they contribute (be 
able to answer analytical questions in the context of a 
functional unit).  
The proposed extension requires adding functionalities 
to the previous processes:  
• Extractor: the learning outcomes of each course and 
program are automatically obtained. The learning 
outcomes of each course can be obtained from its syl-
labus by using the technique described in [30]. 
Therefore, syllabus of courses should also be consid-
ered as an input. The learning outcomes from aca-
demic programs and other levels of aggregation are 
more difficult to obtain since they are not systemati-
cally defined in structured and accessible documents. 
We added these learning outcomes in the metadata 
file. Therefore, a new field has been added in order to 
define the learning outcomes of each program. The 
program description will have three fields: the code 
and name of the program (or level of aggregation) 
and the list of associated learning outcomes. 
• Analyzer: It is hard to automatically find out the 
concepts related to a given learning outcome. How-
ever, sometimes the description of learning outcomes 
may share a common pattern that can be used to de-
tect knowledge and abilities related to learning out-
comes. For example, let us assume the learning out-
comes (LO) in “Business Analytics” course LO1: 
“Be able to make queries using SQL” and LO2: “Be 
able to perform analysis using R-Commander”. As 
we can observe both outcomes start with the common 
pattern “be able to…”, but there are other patterns 
commonly used to describe learning outcome that al-
so can be used. In such cases, the system could de-
rive the list of relevant terms after the common pat-
terns. Following the previous example, it is easy to 
automatically infer that SQL and R-Commander are 
languages or tools students should practice to achieve 
LO1 and LO2. If one of the concepts that appear 
within the materials is SQL, then we can estimate that 
it is related with LO1, and therefore quite important 
in the context of the course. As a result of the analyz-
er process, each term incorporates new information 
about the related learning outcome. Note that, some 
terms might not be related to any learning outcome:  
<documentID, candidate, POS, frequency, score, 
[Related LO]> 
• Aggregator: The data scheme described in Figure 4 
is extended as it is shown in Figure 5. The class 
Learning Outcome will be created to represent learn-
ing outcomes. A Learning Outcome can be further 
specialized as specific, when it is only associated to 
one course, or generic (also known as traversal), 
when it is associated with more than one course. The 
relations between the classes Learning Outcome, 
Program and Course will be extracted from the 
metadata file and the syllabus of courses respective-
ly. The relation between learning outcomes and the 
keywords (Lemma) will be automatically extracted 
from the patterns commented previously.  
 
With this extension, the final result will contain not on-
ly information about the relevant contents within materi-
als, but also information about the learning outcomes, the 
relationship of such outcomes with courses and academic 
programs and the concepts relevant for each outcome. 
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Figure 5. Extension to the original database to take into account learn-
ing outcomes. 
V. SYSTEM VALIDATION 
We have validated the system by conducting two exper-
iments. The aim of the experiments is to analyze the quali-
ty of the extracted set of terms by reviewing the automatic 
system extraction using a manual validation phase. One 
experiment reviews the set of extracted keywords identi-
fied by the system. The other experiment validates the 
keywords related to the learning outcomes of the courses. 
The number of validated terms will denote the quality of 
the inferred keywords. Note that, a cross-validation exper-
iment (i.e. manual extraction of terms) could not be done 
in all stages of the experiments due to the large set of 
potential relevant terms. In this case, a perception of rele-
vant terms, which do not appear in the extraction, is per-
formed.  
The context where the experiments have been conduct-
ed is the Master of Business Intelligence from the Open 
University of Catalonia (UOC). UOC is the main virtual 
university in Spain, with over 45,000 students and the 
instructional process is performed exclusively using a 
proprietary virtual learning environment (VLE). The VLE 
has multiple functionalities but the most relevant for this 
experiment is that it includes virtual classrooms. Each 
classroom has a communication facility (enabling instruc-
tors to guide learning activities and students to ask ques-
tions), an area for storing learning resources, a system to 
submit assessment activities, among others. The learning 
resources usually contain a textbook (or a set of them) that 
has the learning contents of the course, case studies, com-
plementary activities and exercises that provide real appli-
cation of the contents of the course. These learning re-
sources have been used as inputs for our system. For this 
experiment, learning materials in text document1, and html 
format (wikis and blogs) have been taken into account.  
The chosen master is one of the most popular from the 
UOC and has an average of 100 students per year. It takes 
two years (4 semesters) to finish and has sixteen courses. 
Students can enroll the full master or any of their semes-
ters, called specialization. The experiment has been con-
ducted in one specialization (composed by 4 courses) due 
to the large process of manual validation. The necessary 
time to perform the validation has been around 10 hours.  
Table I reports the quantitative analysis of the valida-
tion phase of the first experiment. The table summarizes 
the  number of  extracted terms  after  the initial phase and  
                                                            
1 The textbooks of the courses can be retrieved in html format from a 
private resource repository of the university. 
the cleansing phase. Additionally, the number of relevant 
terms validated by the manual review is also reported and 
the percentage of correct terms. Table shows significant 
results. There is a large detection on the initial phase. 
There is no validation process on this step due to the large 
number of terms. The cleansing process reduces dramati-
cally the set of terms and the quality extraction ranges 
from 65% – 75% in three courses. The discarded terms 
included acronyms, words about exercises, singular/plural, 
author’s name, website and other irrelevant terms. As we 
can observe, the course Case Study in Data Warehouse 
has a quality of 10,7%. The reason is that its material was 
related to a case study of hospitals. Hence, most of their 
terms were related to the health domain and therefore 
irrelevant to the data warehousing domain. 
In terms of completeness of the selected terms the do-
main expert who performed the validation process con-
cluded that the system selected most of the relevant terms 
for the tested courses and specializations. However, many 
irrelevant keywords were also selected, requiring an ex-
tensive refinement work to merge equivalent concepts and 
discard irrelevant ones. Domain experts pointed the neces-
sity to improve such process by identifying automatically 
some of the more obvious erroneous terms or by providing 
a usable environment to validate terms.
Finally, the manual validation has identified few rele-
vant terms that have not selected by the system. In most of 
the cases, the identified terms have a different semantic 
meaning in other domains.  
The quantitative analysis of the second experiment is 
shown in Table II. Here, the number of learning outcomes 
extracted by the system and the number of aligned terms 
(terms related to a learning outcome) is shown. Similar to 
the previous experiment, we shown the number of correct 
terms related to learning outcomes in the validation phase. 
As we can observe, the learning outcomes are extracted 
correctly from the syllabus of the courses using the tech-
nique proposed in [30]. Only one outcome in the metadata 
of the specialization could not be extracted because the 
description of the outcome did not follow any of the pre-
defined patterns to describe learning outcomes. If we refer 
to the lemma alignment, results show a higher quality in 
the validation phase because a smaller set of terms is ex-
tracted from the learning outcomes description. In the 
aggregation phase (terms aligned with the specialization), 
we can observe the quality is still high compared to the 
quality on individual courses.  
Similar to the previous experiment, in terms of com-
pleteness, the expert concluded that few terms were 
missed. Basically, terms that in the previous experiment 
could not be retrieved. Moreover, all learning outcomes 
were described in terms of some relevant terms (there was 
no learning outcome without relevant terms).  
These experiments should be analyzed with caution. 
We are aware that it is a small experiment within a specif-
ic domain and, therefore, the results can vary in other 
domains. However, this experiment gives initial insights 
about issues that have to be improved as we point out in 
the next section.  
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TABLE I.   
VALIDATION RESULTS OF RELEVANT TERMS EXTRACTION. THE TABLE SUMMARIZES, FOR EACH ANALYZED SUBJECT, THE NUMBER OF EXTRACTED 
TERMS, THE NUMBER OF RESULTANT TERMS AFTER THE CLEANSING (SELECTED TERMS), THE NUMBER OF SURVIVING TERMS AFTER THE MANUAL 
VALIDATION (VALIDATED TERMS) AND THE PERCENTAGE OF CORRECT TERMS (%). 
Course Extracted terms 
Lemmas after analyzer 
Selected terms Validated terms %  
Business Analytics 60.619 952 644 67,6 
Data bases: preliminaries, physical design and benchmarking 83.280 778 561 72,1 
Data warehouse 72.358 451 336 74,5 
Case Study in Data Warehouse 84.734 1972 211 10,7 
TABLE II.   
VALIDATION RESULT ON ALIGNMENT BETWEEN RELEVANT TERMS AND LEARNING OUTCOMES IN THE MASTER OF BUSSINESS INTELLIGENCE. THE 
TABLE SUMMARIZES THE NUMBER OF LEARNING OUTCOMES AUTOMATICALLY DETECTED AFTER THE CLEANSING (SELECTED TERMS), THE NUMBER OF 
VALIDATED TERMS BY THE DOMAIN EXPERT (VALIDATED TERMS) AND THE PERCENTAGE OF CORRECT TERMS (%). SUCH INFORMATION IS ALSO 
PROVIDED FOR THE LEMMAS RELATED TO EACH LEARNING OUTCOME. 
Course 
Learning Outcomes [30] Lemmas aligned after analyzer 
Selected terms Validated terms % Selected terms Validated terms % 
Business Analytics 6 6 100 22 20 90,9 
Data bases: preliminaries, physical design and benchmarking 8 8 100 25 21 84,0 
Data warehouse 7 7 100 22 18 81,0 
Case Study in Data Warehouse 5 5 100 18 17 94,4 
Business Intelligence Information Systems 15 14 93,3 62 55 88,7 
VI. PROPOSED EVOLUTION 
The lessons learnt during the experimentation have lead 
to the proposal of the evolution of the system in two direc-
tions: the automatic detection of equivalent terms and the 
improvement of the refining process.  
After analyzing results on Table I and Table II, we can 
observe that many non-relevant terms survived the cleans-
ing process. This result requires a further analysis on 
equivalence detection. We detected the next issues related 
to the cleansing process.  
1. Some stop words still remain after the cleansing pro-
cess in the analyzer step (usually happened in terms 
with more than one word).  
2. Equivalent terms highly related with the domain of 
interest. Additionally to the semantic meaning, we 
found that terms can be equivalent for different rea-
sons. Table III shows some particular examples 
found in the validation phase and the reason for each 
equivalence. 
3. Terms unrelated with the domain of the course but 
related with the domain of their examples. For exam-
ple, in the learning resources of the course “Data 
warehouse” there was an exercise in which one data 
warehouse was created to analyze the results of For-
mula 1 championship. In consequence, keywords re-
lated with the domain Formula 1 (championship, pi-
lot, car, engine, etc.) were selected as some of the 
most relevant concepts related to the course. The rea-
son is that terms were very frequent in the materials 
and very domain-specific. 
 
Related to the equivalence issue, it is important to note 
that equivalences can appear in combination, and may 
involve more than two keywords. Improving the analyzer 
process to deal with keywords with multiple words, basi-
cally in the cases of case sensitive and singular/plural can 
automatically detect some equivalences. Other particular 
equivalences related to a specific domain should be tack-
led  by other  methods.  One option  isto automatically de- 
TABLE III.   
EXAMPLE OF EQUIVALENCES FOUND IN THE MANUAL VALIDATION OF 
RELEVANT KEYWORDS. 
Term Equivalence Reason 
OLAP Online Analytical Pro-cessing Acronym 
Data Warehouse Data Warehouses Singular/plural 
Hadoop  Apache Hadoop 
Generaliza-
tion/specialization of 
terms 
mapReduce Mapreduce Case sensitive 
Time diagrams Chronograms Technical names 
Business Intelli-
gence 
BI, Inteligéncia de Nego-
cio, Inteligéncia Empresa-
rial 
Acronym, different 
languages 
Almacen de Datos Data Warehouse, Data Warehousing 
Different languages, 
similar words 
 
tect these terms from a domain specific corpus (similar to 
the TFIDF calculation). This improvement could help on 
equivalences related to acronyms, technical names and 
different languages reasons. Moreover, this domain spe-
cific corpus could also help to remove terms unrelated 
with the domain. 
Note that, a manual refining process could finally im-
prove the automatic cleansing process. This process could 
be performed in both systems (terms extraction and learn-
ing outcomes extraction). A manual intervention on initial 
stages of the deployment of the system could add rules to 
remove common stop words issues, to add equivalent 
terms on specific domains, and to specify new detection 
patterns in learning outcomes extraction.  
VII. CONCLUSIONS AND FUTURE STEPS 
In the current paper we have presented a solution to-
wards the automatic analysis of relevant topics taught 
extracted from the learning resources used in the courses. 
Additionally, the system has been improved with a com-
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plementary system to align learning outcomes with the 
relevant terms. A semi-automatic system implementing 
this solution has been created. We have also presented 
preliminary findings and conclusions from two experi-
ments that we conducted in a domain specific master in 
Open University of Catalonia. The initial insights prove 
the potential of the system, in the sense that it can auto-
matically select a set of keywords and the learning out-
comes that define the main topics and skills taught in a 
course with a reasonable quality. After conducting the 
experiments, we have proposed a couple of improvements 
to increase the effectiveness of the proposed system and 
its generalization.  
In order to improve generalization, authors are planning 
to work in three directions: 1) by implementing an editor 
that facilitates the manual refining process of the terms, 2) 
by improving the linguistic cleansing process in the ana-
lyzer step to deal more effectively with terms of multiple 
words (that would reduce the number of singular/plural 
and case sensitive equivalences), and 3) by apply new 
techniques that use crowd knowledge in order to find out 
possible equivalences in the cases of acronyms, technical 
names and different languages. 
Obviously, another expected line of research is to use 
the extracted information for analytical purposes. We plan 
to use the selected information in an integrated system that 
helps teachers in the management and teaching process. 
Such system will give different information to teachers to 
provide information about courses from different points of 
view (content, mood of students in the communication 
forums [9], performance, and etcetera) and will permit 
teacher to take decisions with more trustable information.  
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