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A common problem in multivariate analysis is that of minimising or max- 
imising a function f of a positive semidefinite matrix A subject possibly to 
AX = 0. Typically A is a variance-covariance matrix. Using the theory of 
nearest point projections in Hilbert spaces, it is shown that the solution satisfies 
the equation f’(A) + M - A = 0, where A = P,(M) and PO is a certain 
projection operator. 
1. INTRODUCTION 
This paper is motivated by two problems that arise in the study of multi- 
variate data. The first problem is that of finding the best quadratic estimator 
of the residual variance in regression analysis. Consider the regression model 
y = Xp + B, where X is an n x p matrix of rank p, and B is multivariate 
normal N,(O, 0~1~). Suppose we wish to find the nonnegative quadratic estimate 
y’Ay of ua, whose distribution is independent of p, which minimises 
E[(y’Ay - u”)“]. If “tr” represents the trace, then we wish to minimise 
2 tr(A2) + (1 - tr A)2 (1.1) 
subject to A = A’, A > 0 (i.e., A positive semidefinite or p.s.d.), and AX = 0. 
This problem was solved by Theil and Schweitzer [7] who introduced a matrix 
of Lagrange multipliers for AX = 0 and, ignoring the fact that A is symmetric, 
simply differentiated the appropriate expression with respect to A using the 
results of Appendix I. Assuming that the resulting equations have a symmetric 
solution for A they were able to solve for A, namely A = (I - X(X’X)-lx’)/ 
(n - P + 2) ( w rc h’ h is p.s.d.), and then show that A gives a minimum. 
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The second problem is that of finding the maximum likelihood estimates 
of B and E for the MANOVA model 
Y =XB+U, (14 
where B is a p x d matrix of unknown parameters, and the rows of the 71 x d 
matrix U are independently and identically distributed (i.i.d.) as N,(O, C). 
A special case of this problem is that of finding the maximum likelihood 
estimates of p and C given that yi , yz ,..., y, are i.i.d. N&L, Z). In this case 
y = (Y, , Yz ,*..> y,)‘, X = 1, (a column of ones) and B = p’. The solution 
can be obtained once again by simple matrix differentiation using Appendix I 
and ignoring the fact that Z > 0 (e.g. [3] and [5]). 
It is clear from the above two examples that in some circumstances we can 
“ignore” the fact that certain matrices are subject to the constraint of being 
p.s.d., or even symmetric, when differentiating. The aim of this paper is to 
give a general treatment of the minimisation of functions of a p.s.d. matrix A 
subject possibly to AX = 0. We shall then apply this theory to the above 
examples. 
2. NEAREST POINT PROJECTIONS 
Using the inner product (A, B) = tr(AB’) for square matrices we find 
that the n x n matrices form a Hilbert space, H say, and the subset of all 
symmetric matrices form a Hilbert subspace, Kr say. We also define the Hilbert 
subspace K, consisting of all A E H such that AX = 0, where X is n x p 
of rank T (I < n, p f n). 
The set of all p.s.d. n x 7t matrices forms a proper closed cone C since 
A 2 0, B > 0, imply A+B>O and xA>O (h>O): We note that 
C is convex. If we say that A < B if and only if B - A > 0, that is B - A E C, 
then < is a partial ordering defined on Kl (or H). In particular Kl is an ordered 
vector space since A < B 3 A + C < B + C and A < B 5 XA < hB 
for all A, B, C in Kl and h > 0. We note that (Kl , <) is not a vector lattice 
as the least upper bound A v B does not necessarily exist. Although sup(A, 0) 
may not exist, it is convenient to define analogous operations 
A+ = T’A+T and A- = T’A-T, 
where A = TAT represents the orthogonal decomposition of A (T’T = 
TT’ = I), A = diag(X, , X, ,..., h,) is the diagonal matrix of eigenvalues, 
A+ = diag(X,+,..., h,+) etc., X,+ = Xi v 0, and X,- = -(Xi A 0), i = 1,2 ,..., it. 
Thus A = A+ - A- and we have the following lemma. 
LEMMA 1. If P, is the nearest point projection from Kl onto C, then 
P,(A) = A+ for all A E Kl . 
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Proof. If A > 0, B 2 0, then (A, B) = tr(AB) = tr(A1/2BA1/2) 3 0 
since AlI2 exists (A > 0) and B > 0 implies that A1/2BA1/2 3 0. Also 
A+ > 0, A+ - A = A- > 0 and (A+, A-) = tr(A+A-) = 0, so that 
(A - A+, A+ - B) = (A-, B) 2 0 f or all B 3 0. The result follows by 
Lemma 2.1 of Appendix II. 
When the projection is onto a Hilbert subspace rather than a cone we find 
that the projection operator is self-adjoint and represents an orthogonal 
projection. For example the projection operator PiM from a Hilbert space L 
onto a subspace M is uniquely determined by the properties (i) PM(x) E M 
for all x EL, (ii) P,+,(y) = y if and only if y E M, and (P,(u), v) = (u, Phf(v)) 
for all u, 0 EL. 
As R”, n-dimensional Euclidean space, is also a Hilbert space the same 
theory of projections applies; this theory is utilised, for example, in least- 
squares regression (cf. [5, 61). W e note that if Sz is the range of X, that is the 
space spanned by the columns of X, then the orthogonal projection of R” 
onto J2 is given by Po = X(Xx)-X’, where (XX)- is a generalised inverse 
of XX (cf. 16, Appendix B]). Also the orthogonal projection onto SzI is given 
by Q = I, - Po . We note that Po and Q are symmetric and idempotent 
(and therefore p.s.d.), and QX = 0. Hence Q belongs to Ki , K, , and C. 
LEMMA 2. Let H, ICI , and K2 be defined as above, and let K,, = Kl n K2 . 
If PI 7 Pz > and PI2 represent the nearest point projections from H onto Kl , K, , 
and K12 , respectively, then for all A E H: 
(a) P,(A) = AQ; 
(b) P,(A) = $(A + A); and 
(4 Pn(A) = ;tQ(A + A’)Q. 
Proof. (a) Now Q = I - Po so that A E KS if and only if APo = 0 
or AQ = A. Also if A E H, (AQ)Q = AQ so that AQ E K, . We note that 
multiplication on the right by Q is self-adjoint with respect to the inner product 
as (AQ, B) = tr(AQB’) = tr(A(BQ)‘} = (A, BQ). 
(b) Clearly P,(A) = A if and only if A is symmetric, and P,(A) is sym- 
metric for all A E H. Also 
((A + A’)/2, B) = tr{(A + A’)B’/2} 
= tr{A(B + B’)/2} 
= (A, (B + B’)/2). 
(c) We note that if A is symmetric and AQ = A then QAQ = QA = A. 
A similar argument to that used in (b) above proves the required result. 
The above results now allow us to give the projection from the n x n 
matrices onto the p.s.d. matrices whose kernels contain J2. 
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LEMMA 3. Using the above notation let C, = {A: A E K,, , A > O}. If 
P, represents the nearest point projection from H onto C, , then P,,(A) = 
(Q(A + A’)Q/2}+ for all A E H. 
Proof. By Lemma 2, P,,(A) = Q(A + A’)Q/2, and it readily follows that 
(A - P,,(A), D) = 0 (24 
for all D E K,, . Let P, be the projection of K,, onto C, . I f  B E K,, then 
BX = 0. Diagonalising B we find that B+X = 0 so that B+ E K,, . Thus 
arguing as in Lemma 1 with K,, instead of KI , P,(B) = B+. Now, by Lemma 
2.1 of Appendix II, PC is characterised by P,(B) E C, and 
(B - P,(B), P,(B) - Y) 2 0, all Y E C. (2.2) 
Therefore letting B = P,,(A), D = PC(B) - Y, and adding (2.1) and (2.2), 
(A - PJ’,,(A)> pd’,,(A) - JO 2 0, all Y f5 C, . 
Thus, by Lemma 2.1 of Appendix II, 
P,(A) = PcpdA) = {Q(A + A')QPl+. 
3. MAIN THEOREM 
In this section we state our main result and then apply it to the examples 
in the introduction. 
THEOREM 1. Let H denote the n x n real matrices with inner product (A, B) = 
tr(AB’). Let f: H + R v {co) be a function, not identically co, which is dif- 
ferentiable at points x where f(x) < co, and let Sz be a vector subspace of Rn. 
Let C, o!enote the symmetric positive semidejnite matrices A satisfying Ay = 0 
for y E J2. Suppose fO, the restriction off to C, , is minimised at Z. Then Z = 
ZQ = QZQ, where Q is the symmetric idempotent matrix representing the 
orthogonal projection from Rn onto @-, and there exists M E H such that Z = 
{Q(M + WQPl+ ad 
f’(Z) + M - Z = 0. 
The converse, that is, Z along with the above three conditions gives a minimum, 
is true if f0 is convex. 
Proof. Follows by Lemma 3 and Appendix II, Lemma 2.2. 
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EXAMPLE 1. Let us consider the first example in Section 1 where f(A) = 
2 tr(Aa) + (1 - tr A)“, and let f0 attain its minimum at Z. By Lemma 2.3 
in Appendix II, f is convex on C,, so that using Appendix I, Z is the solution of 
42’ - 2(1 - tr Z)I + M - Z = 0, (3.1) 
where Z = (Q(M + M’)Q/2}+. Since Z is symmetric, M is symmetric, and 
(3.1) reduces to 
32 - 2(1 - tr Z)I + M = 0, (3.2) 
where Z = (QMQ)+. Since Z = ZQ = QZQ we can multiply (3.2) on the 
left and on the right by Q and obtain 
2(1 - tr Z)Q = 32 + QMQ 
= 4(QMQ)+ - (QMQ)-- 
(3.3) 
As Q and QMQ commute, they have the same eigenvectors and we can diago- 
nalise Q, (QMQ)+ and (QMQ)- simultaneously in (3.3). The diagonal elements 
of the reduced left-hand side of (3.3) are all of the same sign, while some of 
the diagonal elements on the reduced right-hand side can be positive and some 
negative. Since we cannot have (QMQ)+ = 0 unless Q = 0 (for then 
tr Z = 0 and 2Q = -(QMQ)- < 0), we must have (QMQ)- = 0. Hence 
2(1 - tr Z)Q = 42, that is f ‘(Z)Q = 0. Therefore taking traces, 
and 
tr Z = (n - p)/(n - p + 2) 
Z = (1 - tr Z)Q/2 = Q/(n - p + 2) = (I - X(X/X)-lX’)/(n - p + 2). 
We can now see why the method of [7] works for this example. Suppose 
we redefine f so that f is convex over H and not just over K1 , namely f (A) = 
2 tr(A’A) + (1 - tr A)2. Let fi be the restriction of f to KS. Then clearly 
Theorem 1 can be extended to deal with the minimum of fi which will occur 
at Zs = M,Q (=Z,Q), where fi’(Z,) + M, - Za = 0. Multiplying this 
equation on the right by Q leads to f2’(Z,)Q = 0. Hence Za is symmetric 
and, 42, = 4ZsQ = 2(1 - tr Z)Q; thus Z, = Z. Since we have found a 
solution, it is the solution as f is strictly convex (Appendix II, Lemma 2.3). 
EXAMPLE 2. Using the notation of (1.2) with V = C-l, we wish to maximise 
the likelihood function 
L(B, V) = (2~r-“~/~ 1 V ln12 exp[-4 tr(V(Y - 8)‘(Y - e)}] 
subject to V > 0 and the columns of 0 belonging to Gi, i.e., 8 = XB. Now 
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although -1ogL is not a convex function of V and 8, we find it is a convex 
function of 8 for V fixed, and a convex function of V when 8 is fixed and 
V > 0 (Lemma 2.3, Appendix II). If 6 = PoY, the least-squares estimate 
of 8, then it readily follows that -log L(6, V) < -logL(@, V) for all V > 0. 
The problem now reduces to that of minimising 
f(V) = -log L(6, V) = c - @ log ] V 1 + 4 tr(VG), 
where G = (Y - h)‘(Y - 6) = Y’(1 - P )Y > 0 (with probability 1). To 
minimise f subject to V > 0 we minimise f subject to V > 0, where -log(O) 
is defined as co, and apply Theorem 1, but with Q = I. Thus, using Appendix I, 
Z is the solution of 
-+Tz(Z’-~ + $G’ + M - Z = 0, (3.4) 
where Z = {(M + M’)/2}+. S ince Z and G are symmetric, M is symmetric 
so that Z = M*. As Z is nonsingular M- = 0 and M = Z. Hence (3.4) 
has the solution Z = (G/n)-1. Thus the maximum likelihood estimates of 8 
and V are 6 and V = Z since -logL(& V) < -log L(6, V) ,< -logL(@, V). 
As X =: V-l, the maximum likelihood estimate of C is G/n (cf. [l, p. 481). 
APPENDIX I 
If A is any matrix and d/dA = [(a/&~,~)], then: 
(i) d tr[MANl/dA = MN’. 
(ii) d tr[AMAN]/dA = MAN’ + N’A’M’. 
(iii) d tr[AMA’Nl/dA = N’AM’ + NAM. 
(iv) d log / A I/dA = (A’)-l (A nonsingular). 
Other equations can be obtained by noting that tr C = tr C’. 
In applying Theorem 1 we find f’(Z) using the above results and then set 
Z = Z’ as the minimising value (=B{Q(M + M’)Q}+) is symmetric. This is the 
way in which the formula of [2, p. 6171, namely, “d log 1 Z I/dZ = Z-l (for 
symmetric Z)” may be applied. However this approach is not to be confused 
with the situation in which A is symmetric and f(A) is a function of the 
n(n + I)/2 distinct elements aij (1 < i < j < n). In this case there is a factor 
of 2 when differentiating partially with respect to aii , i < j, and holding the 
other aD9 constant, (p, n) f (i, j) (cf. [l, p. 3471). 
APPENDIX II 
We shall require two lemmas from functional analysis. Similar results are 
used in [4, 81. 
683/W9 
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LEMMA 2.1. Let C be a closed convex subset of a real Hilbert space H with 
inner product (-, e). Let P be the nearest point projection on C. If z E C, x E H, 
thenz=P(x)o(x-z,z-y)>OforaZZyinC. 
Proof. Lety E C. Then 11 x - y [I2 3 I/ x - z II2 if and only if 2(x - x, z - y) + 
II y - z II2 > 0. This proves +. For => replace y by yt = z + t(y - z), 
where O<t<l, giving2t(x-z,z-y)+t211y--zlj2>0. Letting t$O 
gives (x - 2, z - y) > 0. 
We note that the operator P is unique. Geometrically, the convexity of C 
implies that the angle between the directions z to x and z toy is greater than 90” : 
the inner product (z - x, x - y) is proportional to the cosine of this angle. 
LEMMA 2.2. Let H be a real Hilbert space, f: H -+ R v (00) a function, 
not identically co, which is differentiable at points x where f(x) < co, and C 
a nonempty closed convex subset of H with projection P. If fc , the restriction 
off to C, is minimised at z, then there exists x E H, such that x = P(x) and 
f ‘(4 + x - P(x) = 0. (11.1) 
If fc is convex the converse holds. 
Proof. Lety,=z+t(y-z)=x+hsay,wherey,sECandO<t<l. 
Then yt E C and f (yt) = f (z) + (f’(z), h) + o(h), where f’ is the gradient 
or Frechet derivative off. Hence given a minimum at z, 0 < f (yt) - f(z) = 
t(f ‘(z), y - z) + o(t), and letting t 4 0, (f’(z), y - z) 2 0 for all y E C. 
Therefore setting x = x -f’(z) and using Lemma 2.1 we see that s = P(x) 
and (11.1) holds. 
Conversely, suppose fc is convex and (1) holds, that is (f’(z), y - z) > 0 
for all y E C. Now f(rJ Q tf(r) + (1 - t)f(x) SO that {f (yJ -f(W < 
f(y) -f(4. Letting tiO,f(y) -f(z) Z (f’(4r - 4 2 0 adf(y) kf(4 
for all y E C. 
LEMMA 2.3. Let A be an n x n matrix. Then 
(i) tr(M) is a strzd’y convex function of A; 
(ii) -log I A I is a convex function of A if A is positive dejnite. 
Proof. (i) Let f (A) = tr(AA’), then 
f (4 + (I- dB) - cLf (4 - (I- df (B) = rb - I)f (A - B) < 0 
forallA#BandO<~<<. 
(ii) Given A > 0, B > 0, let &, A2 ,..., X, be the (positive) charac- 
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teristic roots of ( A - XB 1 = 0 and let A = diag(h, ,..., &). There exists 
nonsingular R such that 
log I PA + (1 - 9 I = log I RW + (1 - PPY I 
= 1% I RR’ I + f log{p + (1 - &}. 
i=l 
2 log I RR’ I + CL log I I I + (1 - ~1) log I A I 
= P log I A I + (1 - ,4 log I B I 
since -log x is convex for x > 0. 
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