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Abstract 
The European Standard EN  13791 provides methodologies for estimating concrete 
compressive strength in structures. This standard covers the testing of cores as well as the use 
of indirect methods, such as the rebound hammer, USPV and pull-out tests. This 
communication refers to a study carried out in a building where the methodologies presented 
in EN  13791 has been applied to estimate the in-situ  characteristic strength, based on a 
widened set of pairs of rebound hammer and core compressive strength test results. A 
statistical interpretation of the two alternatives provided by the standard for the establishment 
of the relationship between the in-situ strength and the rebound number is presented, and 
some relevant aspects related to the regression analysis not mentioned by the standard, such 
as the precision of the rebound number and the confidence level, are discussed. 
Résumé 
La norme européenne EN  13791 fournit des méthodes pour estimer la résistance en 
compression du béton dans les structures. Cette norme couvre les essais de carottes, ainsi que 
le recours à des méthodes indirectes telles que le scléromètre, USPV et l’essai d’arrachement. 
Cette communication se réfère à une étude réalisée dans un bâtiment où les méthodologies 
présentées dans la norme EN  13791 ont été appliquées pour estimer la résistance 
caractéristique in situ, sur la base d'un large ensemble de résultats de l’essai scléromètrique et 
de l’essai de compression de carottes. Une interprétation statistique des deux alternatives 
prévues par la norme pour l'établissement de la relation entre la résistance in situ et l’indice 
scléromètrique est présentée, Certains aspects pertinents liés à l'analyse de régression non 
mentionnés par la norme, tels que l'erreur de mesure de l’indice scléromètrique et le niveau 
de confiance, sont discutés. 
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1 Introduction 
The new European Standard EN  13791  [1] allows the assessment of characteristic 
compressive strength of concrete in structures based on rebound hammer test after setting a 
relationship between the rebound number and the core compressive strength, measured in the 
concrete under consideration. In its section 8 two alternatives are provided to establish this 
relationship: Alternative 1 – regression analysis, using at least 18 pairs of results; and 
Alternative 2 – calibration of a predefined basic curve, using at least 9 pairs of results. Each 
pair of results contains a core test result and a rebound hammer test result from the same test 
location. However, for the application of Alternative 1, EN 13791 is not very enlightening 
about which tolerance limit (simultaneous or non-simultaneous) and confidence level should 
be used for the relationship establishment; how the accuracy of the rebound number 
measurements (error in x) should be taken into account; and which type of statistical 
distribution should be considered for both variables (in-situ strength and rebound number 
within any test location). 
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In this paper a statistical interpretation of both alternatives and an exact and approximated 
formula for the determination of one-sided non-simultaneous tolerance limits are presented. 
Moreover, a comparison is made between the results obtained through both alternatives in an 
experimental case study. 
2  Statistical interpretation of EN 13791 approaches 
2.1. Alternative  1  – regression analysis 
Before performing any regression analysis it’s important to distinguish the different 
sources of variation of the predicted variable (in-situ strength, in the present case). These can 
be grouped as follows: 
-  Variations due to test conditions – resulting from the effects of drilling, differences in 
cores diameter, length-to-diameter ratio and moisture content; 
-  Variations within test locations – comprising variations in mixing, compaction and curing 
of concrete within test locations (depends on test location size); 
-  Variations between test locations – comprising variations in the proportions and 
properties of the ingredients, mixing, compaction and curing of concrete between test 
locations. 
To apply Alternative 1, it’s required a regression analysis between test results, each pair of 
them belonging to a different test location. Therefore, in theory, the regression analysis 
should only take into account the first two sources of variation. However, EN 13791 doesn’t 
give any guidance about which statistical distribution should be assumed for the predicted 
variable. 
Meanwhile, there are other three sources of variation that interfere with the estimated 
relationship due to: factors affecting the rebound number other than strength (e.g. surface 
moisture content, surface texture, surface carbonation [1]); the uncertainty of the rebound 
hammer test results (error in x); and the uncertainty of the regression model chosen (e.g., 
linear and power regression). The EN 13791 doesn’t also give any guidance about how to 
take into account these uncertainties and for the later the standard only indicates that the best 
fit line curve should be used in the regression analysis. 
To take into account the uncertainties in the regression analysis, EN 13791 states that “the 
relationship is determined as the lower ten percentile of strength”, and the results can be 
interpreted as characteristic values of strength. This allows us to believe that a 90% coverage 
tolerance limit should be determined for the relationship. However, it is not indicated which 
confidence level and tolerance interval (simultaneous or non-simultaneous) should be used. 
A short review of tolerance intervals should be given. Suppose that we get a set of n pairs 
of results from a structure survey and the non-simultaneous tolerance interval for coverage of 
90% and a confidence level of 95% is determined. The 95% confidence level tells us that if 
we run the experiment a large number of times, i.e., in each time a new set of n pairs of 
results (rebound number and core test result) is obtained and the respective tolerance interval 
is determined, for each single value of X (independent variable) it is expected that 95% of the 
calculated intervals will contain 90% of y’s population (dependent variable). It doesn’t mean, 
however, that we’ll get simultaneously, for all values of X, 90% of y’s population within 95% 
of the intervals, because the findings for each X may occur at different times. For this 
purpose, it should be consider a much wider interval, designated as simultaneous tolerance 
interval. The choice between these two intervals should also be clear in the standard. 
To consider the precision of rebound hammer test results (or the error in x) in the 
regression analysis, at least the ratio between the variances of both variables must be 
known [5]. For the estimation of this ratio, several replicates of both variables have to be 
measured in each test location (significantly increasing the number of cores) and the standard 
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deviations estimated. Even though, if we take into account the error in x, it’s still extremely 
difficult to find in the literature any expression for the determination of tolerance intervals. 
However, if we increase the precision of the rebound hammer test result by taking a high 
number of replicates from each test location, the error in x may be disregarded, provided that 
the precision during the assessment of in-situ strength is maintained. 
Expressions for tolerance limits applicable to regression analysis are generally hard to find 
in the literature and maybe not even exist for a large number of cases. However, an exact 
expression can be found in De Gryze [3] for a simple case such as the one-sided 
non-simultaneous tolerance limit for linear regression without error in x: 
() A ˆ ' t ) X ( y ˆ X y , 2 n , TL ⋅ ⋅ − = − σ δ α         ( 1 )  
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These two expressions ((1) and (2)) assume that, for any value of  y ˆ , the residuals() i i y ˆ y −  
are independent, have a normal distribution and a constant variance (homoscedasticity). 
2.2.  Alternative 2 – basic curve 
The alternative 2 makes also use of regression analysis, but only the estimation of one 
parameter (the intercept of a predefined basic curve) is required. The relationship is 
determined as follows: 
f 5 , 34 R 73 , 1 fR ∆ + − ⋅ =         ( 3 )  
Where: 
•  fR is the estimated in-situ compressive strength of concrete in the test location; 
•  R is the rebound hammer test result obtained in the test location; 
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•  ∆f=δfm(n)-k1.s, being δfm(n) and s the mean and standard deviation of the residuals δf=fis-fR, 
fis the strength of a single core obtained in each of the n test locations used in calibration 
and   a factor that depends on n.  1 k
Statistically,  fR can be interpreted as a characteristic value of the in-situ compressive 
strength within a test location. 
3  Experimental case study 
A survey in building was carried out to assess the in-situ concrete compressive strength in 
the columns of several floors. 21 test locations (columns) were chosen, comprising a large 
range of rebound numbers and core strength test results. In each test location cores were 
drilled and 10 readings were carried out with a rebound hammer Digi-Schimdt 2000 ND. The 
cores had the same diameter and length in each test location (93 to 104 mm) and were soaked 
in water before testing for at least 48  hours. The rebound hammer test result R was 
determined as the median of 10 replicates, according to EN 12540-2, and fis as the average 
core strength, at each test location. At the time of testing, concrete had between 110 and 250 
days of age. Once the rebound tests were conducted in one day, for each test location a 
maximum interval of 54 days between tests was obtained. The results are shown in Table 1. 
Table 1. Test results. 
Test 
location  
Number of 
cores taken 
fis 
(MPa)  R  Test 
location  
Number of 
cores taken 
fis 
(MPa)  R 
1 2  24,9  41,0 12  3  22,2  35,5 
2 3  19,3  37,0 13  3  17,7  34,0 
3 3  23,9  38,0 14  1  15,5  35,5 
4 3  20,2  37,0 15  1  23,7  37,5 
5 3  22,5  39,0 16  3  18,4  37,5 
6 1  22,6  37,5 17  3  16,3  35,0 
7 2  12,3  32,0 18  1  20,9  36,0 
8 4  23,6  37,0 19  1  23,5  38,5 
9 1  13,2  30,5 20  3  22,3  39,5 
10 1  15,3  31,0 21  1  19,7  39,0 
11  1  16,6  35,0   COV 19,0 %  7,6 % 
Alternatives 1 and 2 were used to determine the relationship between test results. In 
Alternative 1 two models were considered: linear regression (A1L) and power regression 
(A1P). For these two models the relationship (tolerance limit) was determined using Eq. 2 
with a 95% confidence level (1-α=0,95) and a 90 % of coverage (p=0,90). 
For A1P, the power function fR=a.R
b was transformed into a linear form, 
ln(fR)= β0+ β1.ln(R), where β0=ln(a) and β1=b, and a linear regression analysis was 
performed using the natural logarithms of both fis and R. By doing this transformation it is 
assumed that core strength is lognormal distributed with a constant coefficient of variation 
within any test location, instead of normal distributed with a constant standard deviation, as 
in linear regression (A1L). Further, it will be shown that this assumption doesn’t interfere 
significantly in the correlation line but in the prediction of strength. 
The consideration of different core test replicates in each test location (2
nd column of 
Table  1) shouldn’t have significant influence on the results if the homoscedasticity 
assumption can be approximately maintained, which can be checked through residual plots. 
The relationships obtained from the three approaches are shown in Fig. 1 as well as some 
computed values used in the fitting procedures. 
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Figure 2.  Relationships obtained from the three approaches. 
Through Fig. 1 no relevant differences between the correlations of linear regression (A1L) 
and power regression (A1P) are found. Meanwhile, the tolerance limits (relationships) are 
quite different for lower values of strength, revealing the A1P the less severe. One of the 
main reasons for this difference is that A1P assumes a constant coefficient of variation for the 
in-situ strength within any test location and thus an increase of the standard deviation with 
strength. That is why the tolerance interval becomes narrower when the strength decreases. 
Comparing now alternatives 1 and 2, significant differences between the relationships are 
obtained. It seams that Alternative 2 (A2) is more severe for low values of R, and less severe 
for high values of R, considering that a high 95% confidence level was assumed for A1L and 
A1P. In addition, an important difference is found between the slopes of each relationship, 
since it is responsible for the magnitude of the standard deviation  , estimated for the in-situ 
strength in each test region. In order to evaluate these differences in  , the characteristic 
in-situ compressive strength for the 21 samples used in calibrations is estimated. Table 2 
shows the main values involved in the calculations, according to EN 13791. 
s
s
0 , 47 R 73 , 1 fR − ⋅ =
Table 2. Values used to estimate in-situ characteristic compressive strength. 
Approach  f,is,lowest (MPa) fm(n),is (MPa)  s (MPa) fck,is (MPa) 
Linear regression (A1L)  8,0  15,3  3,25  10,5 
Power regression (A1P)  10,1  15,5  2,58  11,1* 
Basic curve (A2)  5,8  15,9  4,75  8,9 
Cores 12,3  19,7  3,75  14,2 
* It was considered a minimum s of 3,0 MPa, as required by the EN 13791. 
Since fm(n),is is almost the same for the first three approaches mainly because the samples 
are well spread along the range of R, the standard deviation s turns out to be the main 
parameter responsible for the differences in fck,is. It’s clear that A2 is the most severe, leading 
to the lowest fck,is (8,9  MPa), in opposition to A1P (11,1  MPa). However, we should 
remember that no error in x was considered in both A1L and A1P analysis, which, otherwise, 
would increase the estimated slopes. 
The guidance provided by ACI 228.1R [2] to estimate in-situ strength by means of indirect 
methods (developed by Stone and Reeve), despite a theoretically different approach, allows 
to estimate the standard deviation of in-situ strength from the assumption that the ratio of the 
standard deviation of compressive strength to the standard deviation of rebound number 
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obtained in calibration is maintained during the assessment. In the present case, this would 
lead to a common standard deviation of 3,75 MPa for all the alternatives, in substitution of 
those calculated from the estimated strength values. Nevertheless, one should bear in mind 
that the rebound hammer test appears to be not so sensitive to variations in concrete 
compressive strength as the core test, as we can see by the lower coefficient of variation 
(COV) obtained in the case study (Table 1). 
Comparing now the values of fm(n),is obtained through alternatives 1 and 2 with that 
obtained in cores, a loss of about 4 MPa is found due to the uncertainties of the regression. 
Part of this loss derives from the fact that a tolerance limit is used to establish the 
relationship, differing from the core testing approach that considers, in each test location, the 
average core strength instead of a characteristic value. 
4 Conclusions 
EN 13791 provides a valuable tool to assess characteristic compressive strength in large 
structures by means of indirect methods. However, some relevant aspects such as of the 
precision of rebound hammer test results and the confidence level should be clarified. 
In this paper, two equations for applying the Alternative 1 (regression analysis) of 
EN  13791 are presented, based on the assumption that there is no error in the rebound 
hammer test result (error in x). Neglecting the error in x underestimates the standard 
deviation of in-situ strength but it can be mitigated by increasing the number of rebound 
number readings (replicates) in each test location. 
In an experimental study carried out in a building, the relationship obtained by power 
regression analysis revealed to be less severe than the one obtained by linear regression 
analysis, implying, however, the assumption of a lognormal distribution for the concrete 
compressive strength within any test location. 
Disregarding the error in x, Alternative 2 (basic curve) appears to be more severe than 
Alternative 1 for low values of strength and the opposite for high values, leading to higher 
estimates of the standard deviation of strength, since the slope of the basic curve is higher 
than the relationships obtained in Alternative 1. 
Finally, more experimental field studies, involving a large number of cores and rebound 
hammer tests, shall be carried out to evaluate the reliability of the strength predictions using 
EN 13791 methodologies. A confidence level may be then established. 
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