A METHOD FOR OBTAINING THE CHARACTERISTIC EQUATION OF A MATRIX AND COMPUTING THE ASSOCIATED MODAL COLUMNS* By HENRY E. FETTIS (Air Materiel Command)
The method described below is a process by which the characteristic equation of a matrix may be established without resorting to direct expansion of the coefficients by minors. Further, once the roots of the characteristic equation have been found, the corresponding eigenvectors can be found directly without the additional labor of solving a set of simultaneous equations. Since the only operations involved in the process are the standard ones of matrix multiplication and addition, the work can be set down and performed in routine fashion. The process may also be adapted to punch-card methods for matrices of large order.
1. Preliminary considerations. Consider the matrix
(1)
The characteristic equation of A is defined as
When Written out in full, (2) is a polynomial equation of degree n in X:
The n roots of (3) are called the characteristic numbers or eigenvalues of the matrix A; these numbers are the values of X for which the homogeneous system of equations
(or, in matrix form, Ax = Xx) possesses a non-trivial solution.
•Received Nov. 8, 1949.
The expansion of (2) in the form (3) requires the evaluation of sums of determinants of successively higher order, commencing with as the sum of the n elements on the principal diagonal. b1 is called the trace of the matrix A, written by = Tr A.
Similarly, b2 is the sum of all determinants of order 2 whose diagonal1 elements coincide with the diagonal elements of A. In all there will be n(n -l)/2 such determinants. In a like manner, bs is made up of the sum of the n(n -1) (n -2)/6 determinants of order 3 which can be formed in this way; continuing, it is found that b" = | A |. It is evident that as the order of the matrix increases, the labor involved in expanding the characteristic equation also increases, but much more rapidly, so that a point is soon reached for which direct expansion is impractical. In addition to the work required in deriving the characteristic equation, the complete solution of the problem will in general require the resubstitution of the roots of the equation into the original system of equations to obtain the corresponding relation between the xt . Since for X equal to any root of (3), the system (4) becomes consistent, it suffices to solve for (n -1) of the xt in terms of any arbitrary one. The relation between the Xi which is now determined apart from an arbitrary numerical factor (whose actual value is usually of no concern) is called the modal column or eigenvector corresponding to the characteristic number. Obviously for a matrix of order 4 or higher such a solution would become extremely laborious in view of the fact that for each of the n characteristic numbers, a system of (n -1) simultaneous equations must be solved.
In the following section a method is set forth by which the characteristic equation of a matrix may be established in a routine manner employing the standard operations of matrix multiplication and addition. The labor does not increase with the order of the matrix to the extent that direct expansion does. In addition the results so obtained eliminate the necessity of solving a set of simultaneous equations for each root of the characteristic equation.
2. Summary of the method. Let the given matrix be A, and define the successive matrices Ak and numbers bt as follows: Continuing the above, it will be found that A" = 0. This result serves as a check on the correctness of the operations. When this point has been reached, the characteristic equation is
•The term "diagonal elements" is used to denote the elements of the principal diagonal.
Further, if X,-is any root of (7), the corresponding eigenvector xM is proportional to any column of the matrix
In actual practice it is not necessary to compute all the elements of the various matrices. In fact, if n > 4, only (n -3) of the matrices Ak need be computed in their entirety.
The method and its modifications are illustrated in the next section. Thus, bt = -11.
(The columns on the right consist of the sums of the elements of the respective rows. These serve as a check on the matrix multiplication, since the product of the sum column 3A convenient method for solving equations of this type is described by Shih-Nge Lin, A method of successive approximations of evaluating the real and complex roots of cubic and higher equations, J. Math. Phys., 20, 231-242 (1941) . Thus for X, = -9.886487, -2 In this example, direct expansion of the characteristic equation would involve the computation of 10 determinants of order 2, 10 of order 3, 5 of order 4, and 1 of order 5. In addition the only available check would be an independent evaluation. Further, for each characteristic number, the solution of a system of four equations would be required, necessitating the additional evaluation of 5 determinants of order 4 for each X; .
