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Despite the unquestionable empirical success of quantum theory, witnessed by the recent uprising
of quantum technologies, the debate on how to reconcile the theory with the macroscopic classical
world is still open. Spontaneous collapse models are one of the few testable solutions so far pro-
posed. In particular, the continuous spontaneous localization (CSL) model has become subject of
an intense experimental research. Experiments looking for the universal force noise predicted by
CSL in ultrasensitive mechanical resonators have recently set the strongest unambiguous bounds
on CSL; further improving these experiments by direct reduction of mechanical noise is technically
challenging. Here, we implement a recently proposed alternative strategy, that aims at enhancing
the CSL noise by exploiting a multilayer test mass attached on a high quality factor microcantilever.
The test mass is specifically designed to enhance the effect of CSL noise at the characteristic length
rC = 10
−7 m. The measurements are in good agreement with pure thermal motion for temperatures
down to 100 mK. From the absence of excess noise we infer a new bound on the collapse rate at the
characteristic length rC = 10
−7 m, which improves over previous mechanical experiments by more
than one order of magnitude. Our results are explicitly challenging a well-motivated region of the
CSL parameter space proposed by Adler.
The question whether the quantum superposition prin-
ciple remains valid all the way up to the macroscopic
domain is still debated. While the widespread belief is
that linearity is a fundamental property of nature [1, 2],
over and over this assumption has been questioned[3–
7]. Spontaneous collapse models [8–12] offer a clear and,
under fairly general assumptions [13, 14], unique phe-
nomenology describing the break-down of quantum su-
perpositions when moving towards the macroscopic scale,
while preserving the quantum properties of microscopic
systems. By construction they are empirically falsifiable
[15], and are therefore attracting increasing theoretical
and experimental interest [16–37].
The general assumption of collapse models is that a
universal classical noise drives the state of any material
system towards a localized state, even in absence of any
measurement process. An inbuilt amplification mecha-
nism makes sure that the collapse scales with the size of
the system, so that only sufficiently macroscopic objects
are effectively localized [15].
In this work, we present a new experimental test of
the Continuous Spontaneous Localization (CSL) model
[9, 10]. In CSL the noise is characterized by two phe-
nomenological parameters: the collapse rate λ, measur-
ing the strength of the collapse, and a characteristic
length rC, defining its spatial resolution. The conser-
vative values λ ' 10−17 s−1 and rC = 10−7 m [8, 9]
were initially proposed by Ghirardi et al. [8, 9] by as-
suming that the collapse becomes effective at the transi-
tion between the mesoscopic and the macroscopic world.
A larger value for λ has been suggested by Adler [10],
under the assumption that the collapse is already effec-
tive at mesoscopic scale, resulting in λ ∼ 109±2 times
larger than at rC = 10
−7 m, and ∼ 1011±2 times larger at
rC = 10
−6 m. Moreover, according to Adler, values much
larger or smaller of rC are physically less motivated [10].
The current strongest experimental bounds on the CSL
parameters come from noninterferometric tests, which
exploit an unavoidable indirect effect of collapse models,
namely a tiny violation of the energy conservation [8].
Relevant examples are spontaneous X-ray emission from
Germanium [18–20], spontaneous heating of massive bulk
systems [21–25] or universal force noise on mechanical
systems [26–36]. Bounds based on the first two effects
are already ruling out Adler’s parameters, but they can
be easily evaded by reasonable assumptions on the spec-
trum of the CSL noise [21, 38]. Conversely, experiments
based on mechanical resonators, with characteristic fre-
quency in the mHz–kHz range, are more robust against
changes in the noise properties.
In Ref. [31] some of us reported an excess noise in a
low temperature cantilever, which could be in principle
explained by CSL according to Adler’s parameters [10].
Here, we explicitly test this hypothesis by implementing
a novel method to significantly enhance, by almost two
orders of magnitude, the CSL noise, thereby circumvent-
ing the intrinsic difficulties of a further direct reduction
of thermal and background noise in these experiments.
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2FIG. 1: Details of the experiment. (a) Low resolution SEM
micrograph of the assembled cantilever, with the multilayer
test mass and the magnetic microsphere. (b) and (c) SEM
micrographs of the multilayer test mass, from top (b) and
side (c) view respectively. Here, the alternate layers of WO3
and SiO2 are shown in bright and dark respectively. (d) Sim-
plified scheme of the detection technique, with a gradiometric
SQUID magnetometer which detects the variable magnetic
field induced by the oscillating ferromagnetic microsphere.
Following Refs. [28–30], the one-sided spectral density of
the CSL force noise on the x direction acting on a mass
density distribution ρ(r) can be written as:
SFCSL =
~2λr3C
pi3/2m20
∫
dq q2xe
−q2r2C |ρ˜(q)|2, (1)
where ρ˜(q) is the Fourier transform of ρ(r) and m0 is
the nucleon mass. The effect described by Eq. (1) fea-
tures a non-trivial dependence on the geometry, and can
be enhanced around a given rC by a properly designed
multilayered test mass, as discussed in detail in Ref. [40].
In order to detect the smallest possible CSL effect, one
needs to minimize the thermal force noise spectral den-
sity SFth = 4kBTmω0/Q, which calls for mechanical res-
onators with low temperature T , low frequency ω0 and
high Q.
In our experiment, the mechanical sensor is a silicon
cantilever (see Fig. 1a) of the type developed for atomic
force microscopy. The same sensor was used in previous
tests of CSL [31]. A multilayer test mass has been glued
on the cantilever end (see Figs. 1b, 1c). It is a cuboidal
structure formed by 47 alternate layers of SiO2 and WO3,
fabricated by sputtering. For details on the design and
fabrication, see Supplemental Material [39]. As described
in Ref. [40], the multilayer structure enhances the ef-
fect of the CSL noise for rC . d/3 where d is the mean
layer thickness. The enhancement scales as the density
contrast ∆ρ = ρ1 − ρ2 and the number of layers [39].
In this experiment, we have ρ1 = 7.17 × 103 kg/m3
and ρ2 = 2.20 × 103 kg/m3, which are respectively the
densities of WO3 and SiO2. The mean layer thickness
d = (370± 4) nm, was specifically chosen to maximize
the CSL noise enhancement at rC ≈ 10−7 m. Based on
the measured geometrical parameters, we estimate the
value of the multilayer mass m = (7.1± 0.2)× 10−10 kg.
We attach to the cantilever a second smaller mass,
a ferromagnetic microsphere, whose motion is detected
by a Superconducting Quantum Interference Device
(SQUID) magnetic flux sensor (see Fig. 1d) placed at a
distance of ∼ 50µm [31]. This detection method is very
convenient and, owing to the low power dissipated by the
SQUID, is compatible with the low temperature regime of
the experiment. We notice that the ferromagnetic sphere
and the cantilever itself give additional, although smaller,
contributions to the CSL force noise, which have been ac-
counted for.
Cantilever and SQUID are enclosed in a mechanically
isolated shielded copper box, thermally linked to the mix-
ing chamber plate of a dry dilution refrigerator. The
mixing chamber temperature is stabilized by a PID con-
troller. Before performing any measurement we wait
for at least two hours to ensure that the temperature
is settled, although the thermalization time is expected
to be much shorter. We measure resonance frequency
and quality factor of the fundamental flexural mode of
the cantilever by means of ringdown measurements. The
resonance frequency is f0 = 3532.7 Hz, while it was mea-
sured as f ′0 = 8174 Hz before attaching the multilayer test
mass and with the magnetic sphere already in place [31].
Accordingly, we use the added mass method to estimate
the effective stiffness k of the cantilever with respect to
the effective position of the test mass on the cantilever.
We obtain the value k = (0.43± 0.01) N/m. As observed
in a previous experiment, the intrinsic quality factor de-
pends slightly on temperature [39], likely due to two-level
systems in the silicon cantilever [31]. The maximum mea-
sured quality factor is Q = (2.83± 0.03)×106 at the low-
est operation temperature T = 30 mK. Remarkably, at-
taching the large test mass on the cantilever did not spoil
the very high Q factor [31]. This result was crucial to
keep a very low thermal noise and was achieved through
a careful gluing procedure [39]. However, a larger mass
implies higher sensitivity to acceleration noise from ex-
ternal vibrations. For this reason we developed a new
three-stage mass-spring suspension, improving the isola-
tion at f = f0 by about 40 dB.
At a given temperature T , we estimate the power spec-
tral density of the force noise by acquiring and averaging
a large number of high resolution periodograms of the
SQUID magnetic flux signal. The cantilever motion ap-
pears as a resonant peak centered at f0 on top of a white
noise floor mainly due to the SQUID imprecision noise.
The amplitude of the peak depends on T . Some represen-
tative averaged spectra are shown in Fig. 2. We perform
a weighted fit of each spectrum with the theoretical curve
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FIG. 2: Representative averaged power spectra of the SQUID
flux noise around the cantilever fundamental resonance. The
curves refer to the temperatures T = 1000 mK, T = 200 mK
and T = 30 mK respectively from the top to the bottom. The
solid lines are the best fits to the three dataset with Eq. (2).
[39] expressed by:
SΦ = A+
Bf40 + C(f
2 − f21 )2
(f2 − f20 )2 +
(
ff0
Q′
)2 , (2)
Here, the apparent quality factor Q′ takes the place of
the intrinsic (or true) Q, which is related to the thermal
noise. Q′ is generally different from Q, due to a well un-
derstood cold damping effect induced by the SQUID feed-
back electronics [31]. The noise parameters A and C and
the antiresonance f1 are related with the SQUID noise
operated under conventional flux-locked-loop (i.e. nega-
tive feedback), and are almost temperature-independent.
A full noise model discussing the origin of these terms
is discussed in the Supplemental Material [39]. The
Lorentzian term amplitude B contains the relevant in-
formation on the force noise, and can be expressed as:
B = Φ2x
(
SF0
k2
+
4kBT
kω0Q
)
, (3)
where Φx = dΦ/dx is the magnetomechanical coupling
factor which converts a cantilever displacement x into a
SQUID magnetic flux Φ, SF0 is the spectral density of
any nonthermal force noise, and the last term is the ther-
mal noise, which according to the fluctuation-dissipation
theorem is proportional to T/Q. The identification of
the latter term in Eq. (3) allows us to determine Φx and
thus to calibrate any non-thermal contribution to B.
Fig. 3 shows the measured B as a function of T/Q
where Q = Q(T ) is measured at the same temperature T .
The data follow the expected linear behaviour described
in Eq. (3) down to T/Q = 67 nK, which corresponds to
T = 100 mK. However, the data at lower temperatures
(inset of Fig. 3) indicate a crossover to a different linear
regime, characterized by a lower slope and positive in-
tercept. This behaviour is definitely incompatible with
Eq. (3) and in particular it cannot be explained by tem-
perature independent noise such as CSL.
FIG. 3: Measured amplitude of the Lorentzian peak B, as
function of T/Q. The main panel shows all data in Log-Log
scale, for better visualization. The inset reports only the low
temperature points in linear scale, to underline the crossover
between the high temperature and low temperature regimes.
The two solid curves represent the linear fits for the points
below and above crossover temperature. The linear fit of the
data at high temperature is used to bound the CSL noise.
A possible explanation is to assume that at least two
dissipation channels are acting on the cantilever motion,
one of which is not cooling further below the crossover
temperature [30, 41]. Formally, we split the dissipation as
1/Q = 1/Qa + 1/Qb, where Qa and Qb are associated to
different thermal baths, respectively at the temperatures
Ta and Tb. In the high temperature limit the system is
well thermalized, and Ta = Tb = T , where T is the tem-
perature measured by a calibrated thermometer placed
on the experimental stage. In the low temperature limit,
one of the two temperatures, say Ta, saturates to a con-
stant crossover temperature Ta ≈ Tco, while the second
bath is still well thermalized, Tb = T .
Thermal saturations in low temperature systems are
typically described by the relation:
Ta = (T
n
co + T
n)
1/n
. (4)
Such a relation is obtained by assuming a steady heat
load on the bath at Ta combined with a finite thermal
conductance towards the main bath at T varying as Tn−1
[41, 42]. The most common exponent is n = 4 and is re-
lated to a contact thermal resistance. In our case, we
suspect that the cantilever motion couples magnetically
to dissipating elements located on the SQUID chip, which
is expected to saturate in the 50 − 100 mK temperature
range. The dissipating elements could be either surface
electron spins [43] or vortices in superconducting films
[44]. A simple thermal model supporting this possibility
is discussed in the Supplemental Material [39]. There,
we also fit the whole dataset of Fig. 3 with the combined
function B = B0 + Ba
(
x4 + x4co
)1/4
+ Bbx, where x =
T/Q, while B0, Ba and Bb are fitting constants determin-
ing respectively the constant contribution and the ther-
4mal noise from baths a and b. This analysis provides a
determination of the crossover at xco = (T/Q)co ≈ 53 nK
which corresponds to Tco ≈ 85 mK. Note that the satu-
ration is effectively very sharp, so that the related excess
noise rapidly vanishes for T & Tco. However, the data of
Fig. 3 are in principle compatible with other models with
larger n, and do not allow to make conclusive claims on
the actual saturation mechanism.
In the following, we will make the assumption that
the observed crossover is indeed related to a thermal sat-
uration, regardless of its precise physical origin, mean-
ing that for T < Tco the data cannot be simply in-
terpreted by Eq. (3). Therefore, to estimate the mag-
nitude of a possible CSL noise effect compatible with
the experiment, we restrict our analysis to the range
T ≥ 100 mK. The restricted dataset follows a linear
behaviour remarkably well. A weighted orthogonal lin-
ear fit with the function B0 + B1T/Q, yields the val-
ues B0 = (−4.64± 5.31) × 10−21 Φ20/Hz and the slope
B1 = (3.29± 0.03) × 10−12 Φ20/ (K ·Hz). The fact that
the intercept is compatible with 0 is in full agreement
with the fluctuation-dissipation theorem, thus indicating
that the system is well thermalized in the restricted high
temperature range. According to Eq. (3), the fitting pa-
rameters B0 and B1 can be used to estimate the residual
non-thermal force noise, which reads:
SF0 =
4kBk
ω0
B0
B1
, (5)
thus giving SF0 = (−1.51± 1.77) × 10−36 N2/Hz. We
use the procedure described in Ref. [45] to determine
the upper limit on a strictly positive CSL force noise
SF0,CSL ≤ 2.07×10−36 N2/Hz at the 95% confidence level.
Note that, according to the form of Eq. (4), any residual
effect of saturation in the high temperature data would
increase the noise in such a way to increase the value of
B0. Therefore, our estimation of CSL noise should be
regarded as conservative.
The corresponding upper bound on λ is derived tak-
ing into account the actual geometry and the materials
of the whole mechanical resonator, which is composed by
the multilayer mass, the magnetic sphere and the can-
tilever. The contribution from the multilayer mass is
largely dominant at rC < 10
−7 m, and is responsible for
a second minimum of the upper bound at rC ≈ 10−7 m
[40]. The resulting exclusion plot is shown in Fig. 4. The
fluctuations in the upper bound due to the uncertainties
in the geometry and density of the different subsystems
are of the order of the thickness of the curve in Fig. 4
and cannot be appreciated due to the very compressed
logarithmic scale.
The current experiment improves significantly, by al-
most two orders of magnitude, the previous upper bounds
from cantilever experiments at the correlation length
rC = 10
−7 m [31], and by more than one order of mag-
nitude the bound from LISA Pathfinder [34]. We are
FIG. 4: Exclusion plot for the CSL collapse parameters.
Red solid line and shaded area: upper bound and excluded
region from the present experiment at the 95% confidence
level. Cyan dashed line and shaded area: upper bound and ex-
cluded region from LISA Pathfinder [34]. Light purple dash-
dot-dotted line and shaded area: upper bound and excluded
region from a previous cantilever experiment [31]. Purple
dot-dashed line: lower limit of a possible CSL effect from
the excess noise observed in the latter experiment [31]. Blue
dotted line: upper bound from X-ray emission from a Germa-
nium sample [20]. Since this experiment probes CSL at much
higher energies ∼ 1019 Hz, the upper bound is easily evaded
by assuming a spectral cutoff of the CSL noise [38]. The green
region represents estimations of CSL parameters from Adler,
assuming CSL is effective at mesoscopic scale [10].
thus substantially challenging the parameter region pro-
posed by Adler [10]. Moreover, the data reveal that the
excess noise observed in a previous related experiment
[31] is incompatible with a CSL effect for rC = 10
−7 m.
On the other hand, they do not provide substantial new
insight into the origin of that excess noise. Indeed, the
absolute value of the excess force noise in the previous
experiment, featuring the same cantilever, magnet, and
SQUID, is compatible with the error bar of the new ex-
periment. The improved bound on the CSL parameters
arises entirely from the largest mass load and the specific
multilayer structure.
We underline that the strong improvement of the
bound at rC = 10
−7 m depends on the peculiar features
of the CSL model, which make the force noise sensitive
to spatial variations of the test mass internal density
[40, 46]. Different localization models may lead to differ-
ent behaviour. For instance, in the Diosi-Penrose model,
the force noise is essentially insensitive to the shape and
the spatial distribution of the mass [28, 29]. In principle,
specific ad-hoc modifications of the CSL model may lead
to a different behaviour as well.
Another point to consider here is that the original esti-
mation of the value of λ by Adler was based on very crude
5assumptions and analysis. Thus, the proposed parame-
ter space represented by the blue region in Fig. 4 should
be taken as indicative [47]. In this sense, a further im-
provement by at least one order of magnitude, possibly
with different experimental techniques, may be needed
to provide a strong falsification of CSL under Adler’s as-
sumptions.
Despite these caveats, our measurements are clearly re-
ducing the probability that CSL effects will be found at
λ & 10−10 Hz. Eventually, one should explore the more
conservative framework initially proposed by Ghirardi et
al. [9]. In this case, the CSL effects, if existing, could
feature a much lower collapse rate λ. Cantilever experi-
ments may be still improved by 1-2 orders of magnitude,
with technological advances in mechanical isolation [48]
and a careful characterization of all noise sources. Novel
experimental techniques will be needed to fully probe the
entire CSL parameter space. Nanomechanical systems at
high frequencies [49] and levitated microparticles at low
frequencies [35, 50–52] are the most promising routes to-
wards this ambitious goal, together with interferometric
techniques on earth [17] and in space [53].
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SUPPLEMENTAL MATERIAL: NARROWING
THE PARAMETER SPACE OF COLLAPSE
MODELS WITH ULTRACOLD LAYERED FORCE
SENSORS
CSL FORCE NOISE FROM A MULTILAYER
STRUCTURE
The theoretical analysis of the multilayer CSL effect
was performed in Ref. [40] showing that it increases the
action of the CSL noise for particular values of rC by suit-
ably choosing the number of layers and their thickness.
The CSL force noise can be written as
SFCSL = S
[31]
FCSL
+ SmultiFCSL + S
interf
FCSL , (S1)
where S
[31]
FCSL
is the CSL force noise due to the cantilever
and the ferromagnetic sphere together, whose contribu-
tions were studied in [31]; SmultiFCSL is the contribution due
to the multilayer mass and SinterfFCSL is the interference term
between the previous two. Here we focus on SmultiFCSL , which
7reads
SmultiFCSL =
~2λr3C
pi3/2m20
∫
dq
∑
α,β
(
ρ˜α(q)ρ˜
∗
β(q)
)
e−q
2r2Cq2z ,
(S2)
where the sums run over the N layers. As in Ref. [40], we
assume that there are Nlay + 1 layers of density ρ1 and
Nlay layers of density ρ2 < ρ1, where N = 2Nlay + 1. We
assume that all the layers have the same thickness d, and
that their base is rectangular with length L1 and width
L2. Thus, we find that the multilayer contribution to the
CSL force noise then is [40]
SmultiFCSL =
16r5Cλ
m20
√
pi
J(L1)J(L2)I(Nlay, d), (S3)
where we defined
J(Li) = 1− e−
Li
4rC − Li
√
pi
2rC
erf
(
Li
2rC
)
, (S4)
and
I(Nlay, d) =
∫
dqz e
−r2Cq2zq2z sec
2( qzd2 )
× [ρ1 sin ((Nlay + 1)qzd) + ρ2 sin (Nlayqzd)]2 .
(S5)
In order to design the multilayer structure we numeri-
cally investigated the number of layers needed to fully
cover the region of parameters proposed by Adler, which
goes down to λ = 4.4×10−10 s−1 at rC = 10−7 m. This is
done by assuming the following parameters: L1 = L2 =
100µm which have been chosen as a factor of 2 larger
than the cantilever width 57µm; ρ1 = 7.17 × 103 kg/m3
and ρ2 = 2.2 × 103 kg/m3 which correspond to two ma-
terials readily available for the fabrication WO3 and
SiO2; and the thickness is chosen equal to d = 320 nm
which maximizes the CSL noise precisely at rC = 10
−7 m
[40]. The achievable experimental force noise was set to
SF0 = 2× 10−36 N2/Hz, which is the result from a previ-
ous cantilever experiment [31]. The results of the analysis
are reported in Fig. S1 for different values of Nlay. We
find that already for Nlay = 9 one can test values of λ
below 4.4× 10−10 s−1.
SAMPLE FABRICATION
The WO3/SiO2 multilayer structure was fabricated by
RF sputtering technique. The films were deposited on
a silicon substrate. Before sputtering, the substrate was
spin-coated with a standard 2.1µm thick positive pho-
toresist, in order to enable releasing of samples at the end
of the process. The sputtering deposition was performed
by alternating two targets of tungsten oxide (WO3) and
silica (SiO2) both with size 15 × 5 cm2. The deposition
time necessary to reach the appropriate thickness, are
23
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FIG. S1: Testable value of λ for different values of Nlay
which are shown as blue points. For comparison we report
the Adler’s lower limit λ = 4.4× 10−10 s−1 with a green line.
The red point corresponds to the value of Nlay used in our
experiment.
about 2 h for silica layer and 1 h and 5 min for tungsten
oxide layers respectively. The residual pressure before the
deposition was 2.5 × 10−7 mbar. During the deposition
procedure, the substrates were not heated and the tem-
perature of the sample holder during the deposition was
30◦ C. The sputtering occurred with an Ar gas pressure
of 5.4×10−3 mbar, the applied RF power was 130 W and
110 W for Silica and Tungsten targets respectively. To
monitor the thickness of the layers during the deposition,
two quartz microbalances Inficon instruments thickness
monitor model SQM-160 faced on the two targets were
employed. Thickness monitor was calibrated for the two
materials by a long (24 h) deposition process and by di-
rectly measuring the thickness of the deposited layer by
an m-line apparatus and SEM measurements [54]. The fi-
nal resolution on the average effective thickness obtained
by this quartz microbalance is about 1 A˚.
After deposition the multilayer is cut into small rect-
angular chips with approximate dimensions 80× 110µm
using a dicing saw, and individual chips are finally re-
leased from the substrate using acetone. A selected mul-
tilayer chip is manually glued to the commercial can-
tilever (Nanosensors, type TL-CONT-10) using a small
amount (< 1 picoliter) of Stycast 2850 epoxy. The ferro-
magnetic microsphere is glued on the other side of the
cantilever (see Fig. 1). The microsphere, with radius
15.5µm, is picked from a commercial ferromagnetic pow-
der (Magnequench, type MQP-S-11-9). The dimensions
of the multilayer chip, the single layer thickness and the
microparticle have been estimated by SEM inspection.
The dimensions of cantilever and microsphere have been
cross-checked by optical microscopy inspection.
The SQUID is a commercial gradiometric microsuscep-
tometer composed of two spatially separated Nb loops
with radius 10µm [55]. One loop is used for the can-
tilever detection, the other is used to apply feedback.
8The cantilever chip is manually placed above the SQUID
(see Fig. 1) with the help of a Macor spacer and firmly
held in place by a brass spring. The effective position
of the center of the magnetic sphere during the mea-
surements was about 50µm above the SQUID loop cen-
ter. The SQUID is read out by a commercial electron-
ics from Magnicon (model XXF-1) normally operated in
flux-locked-loop mode, i.e. with negative feedback.
EXPERIMENTAL PROCEDURES
The temperature of the mixing chamber plate is mea-
sured by a RuO2 thermometer calibrated against a super-
conducting reference point device. The temperature was
separately cross-checked against a SQUID-based noise
thermometer. The overall accuracy of the temperature
measurement is estimated as better than 0.5%.
The mechanical quality factor was measured by ring-
down measurements. We distinguish the apparent qual-
ity factor Q′ from the intrinsic quality factor Q. During
the noise measurements the SQUID is operated in con-
ventional flux-locked-loop mode to provide stable work-
ing point and high dynamics. Under these conditions,
there is a dynamical change of the quality factor caused
by the feedback electronics [31]. We measure Q′ under
these conditions. We point out that Q′ appears only in
the denominator of the resonant terms in Eq. (2) and due
to the fitting procedure its precise value does not affect
the estimation of the noise parameter B. In contrast, it
is very important to determine with good accuracy the
intrinsic quality factor Q (which does not include the ef-
fects from the feedback electronics) as it determines the
strength of thermal noise through Eq. (3). We measure
Q by ringdown measurement by operating the SQUID in
open loop, with resolution better than 1%. The signal
during this measurement is low enough to avoid SQUID
nonlinearities. A different procedure involving the mea-
surement of Q′ under variable feedback gain and extrap-
olating to infinite gain [31] was found to provide results
consistent with the first procedure.
The noise measurements were performed by switching
off the pulse tube compressor of the dilution refrigerator,
in order to minimize vibrational noise. For each temper-
ature we average a number of periodograms ranging from
40 to 80, corresponding to a total averaging time from 28
to 56 minutes.
NOISE MODEL
The noise model used to fit the spectra is given by
Eq. (2). To understand the origin of the different terms
we refer to Fig. S2.
For our experiment the most relevant term is the one
proportional to B, which is purely Lorentzian. This is
the mechanical noise of the cantilever fundamental mode,
driven by thermal force noise and by any additional non-
thermal force noise arising for instance by vibrational
noise or by CSL. The derivation of the B term in Eq. (3)
follows directly from the displacement spectral density
Sx = SF |χ(ω)|2, where SF is the force noise spectral
density and the mechanical susceptibility for a mechani-
cal resonator is:
χ(ω) =
1
m
(
−ω2 + ω20 + iωω0Q′
) . (S6)
Taking into account the magnetomechanical coupling
Φx = dΦ/dx, and the cantilever stiffness k = mω
2
0 , one
gets immediately the second term in Eq. (2), withB given
by Eq. (3). The splitting into thermal and nonthermal
contribution comes from the expression of thermal force
noise SFth = 4kBTmω0/Q.
The origin of the term proportional to C is more subtle.
It arises from the fact that the SQUID is operated with
negative feedback (see Fig. S2). This operation mode
linearizes the SQUID characteristics and stabilizes the
working point. With a negative feedback one effectively
measures the flux ΦFB required to null the total flux
in the SQUID. For finite loop gain, it is defined by the
condition:
ΦFB = (Φ− ΦFB + ΦnA + ΦnC)G, (S7)
where G = G(ω) is the open loop gain provided by the
feedback electronics, Φ is the flux applied by the can-
tilever motion and ΦnA and ΦnC are two components of
FIG. S2: Simplified scheme of the SQUID-based magnetome-
chanical detection of the cantilever motion. The magnetome-
chanical coupling Φx = dΦ/dx converts a displacement x into
a flux Φ and at the same time it converts a current circulating
in the SQUID loop J into a force F . The SQUID converts
the flux into a voltage V which is read out. The SQUID is
operated in flux-locked-loop (i.e. with negative feedback) in
order to linearize the SQUID response and stabilize it work-
ing point. The feedback flux −ΦFB ∝ V is applied by the
electronics through a feedback coil.
9the SQUID flux noise. ΦnA is the fraction corresponding
to a real flux noise, while ΦnC is the fraction added after
the SQUID, referred as a virtual flux noise in the SQUID.
This leads to:
ΦFB = (Φ + ΦnA+ ΦnC)
G
1 +G
≈ Φ + ΦnA+ ΦnC . (S8)
The last approximation is valid for |G|  1. For
our electronics with bandwidth of 10 MHz we estimate
|G(ω0)| ≈ 103, so this condition is met. The total real
flux in the SQUID included the feedback (i.e. the error
signal), is given by:
Φe = Φ + ΦnA − ΦFB ≈ Φ + ΦnA
G
− ΦnC . (S9)
Note that even in the limit |G| → ∞ the noise term
ΦnC is not nulled by the feedback because it does not
correspond to a real flux in the SQUID. Therefore, un-
der high gain and negative feedback a residual real flux
noise −ΦnC is effectively applied. This flux produces a
circulating current Jn = −JΦΦnC in the SQUID, where
JΦ = dJ/dΦ can be either positive or negative, depend-
ing on the working point and its order of magnitude is
given by |JΦ| ≈ 1/LSQ [56] where LSQ ≈ 100 pH is the
inductance of our SQUID [55]. Due to the magnetome-
chanical coupling, a circulating current J causes a back-
action force noise which drives the cantilever Fn = ΦxJn,
producing an additional noise. It is easy to check that
the total effectively measured flux due to ΦnC will then
be:
Φ′nC = ΦnC
−ω2 + ω21 + iωω0Q′
−ω2 + ω20 + iωω0Q′
, (S10)
where:
ω21 = ω
2
0
(
1− JΦΦ
2
x
k
)
. (S11)
The resonance-antiresonance term given by Eq. (S10)
corresponds to the term proportional to C in Eq. (2)
of the paper (where the dissipative term in the antireso-
nance has been dropped, as it is largely negligible). This
term has a very characteristic and very asymmetric shape
around resonance, so it can be directly evaluated from a
fit of the full PSD. Off resonance, it contributes to a
wideband noise.
On the other hand, the flux noise component ΦnA does
not produce any back-action, and gives rise to the term
proportional to A in Eq. (2). Note that the SQUID noise
terms A and C at kHz frequency are effectively white,
and only very weakly dependent on temperature. In
fact, the SQUID noise is theoretically limited by Nyquist-
Johnson noise in the shunt resistors of the Josephson
junctions [57]. However, for this type of SQUID, the
temperature of the electrons in shunt resistors is known
to saturate at ≈ 0.5 K due to hot-electron effects [58].
To appreciate the effect of the different noise contri-
butions, we plot in Fig. S3 the total noise and the three
components for the true fitting parameters in the exper-
iment at T = 100 mK, which is the lowest temperature
considered in the restricted data for the upper limit on
CSL. It is apparent that the C term produces a small but
significant asymmetry in the total spectrum. This char-
acteristic feature makes the C term well-distinguishable
by the fitting procedure.
The data from the fit for the frequency f1 and f0
and the knowledge of the coupling factor Φx = 2.38 ×
107 Φ0/m, obtained from the thermal noise slope, al-
low us to estimate the factor JΦ in Eq. (S11) as JΦ =
−2.2 × 10−10 H−1, roughly consistent with the expected
order of magnitude |JΦ| ≈ 1/LSQ ≈ 1× 10−10 H−1.
To conclude, we note that SQUID models also predict
the existence of an intrinsic noise in the circulating cur-
rent Jn [57], which would also contribute to B, making
our bound on CSL even more conservative. However,
this intrinsic back-action noise is estimated to be neg-
ligible in our experimental conditions. In fact, it was
directly measured in [31] and found negligible, even if Φx
was one order of magnitude larger than in the present
experiment.
FIG. S3: Total flux noise measured by the SQUID, corre-
sponding to the fitting parameters at T = 100 mK. The three
components proportional to A, B and C in Eq (2) are shown.
The component relevant to estimate any thermal or exter-
nal force noise is the pure Lorentzian term proportional to
B. The term proportional to C is an effective back-action
noise caused by the flux-locked-loop operation, and can be ef-
ficiently distinguished from the Lorentzian one because of its
asymmetry. The term proportional to A is the additive flux
noise component.
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DATA ANALYSIS
The Power Spectral Density (PSD) S(ω) is experi-
mentally obtained by averaging a number nav of FFT
periodograms of the SQUID signal. The sampling fre-
quency is 100 kHz with a 222 samples for each dataset.
The latter are weighted with a Blackman window and
a FFT is performed. The average of these blocks gives
the PSD with a corresponding error which is set to be
equal to S(ω)/√nav. Finally, the only post-processing of
the data is the selection of a window around the peak
corresponding to the mechanical motion. Such a window
[3515, 3550] Hz is chosen to be the same at all tempera-
tures.
The FFT resolution, despite being quite good, is still
larger by a factor 2 ∼ 3 than the intrinsic width of the
peak. This causes a spectral leakage, whose main effect
is to distort the PSD around the peak. An effective way
to account for this distortion is to remove from the fit
all the data points (actually just 6 over more that thou-
sand point used for the fit) that coincide with twice the
width of the main lobe of the spectral leakage power.
Outside this region, the signal to noise (due to the spec-
tral leakage) ratio improves by -85 dB. Figure S2 shows
the comparison between the experimental PSD and the
power spectrum of the Blackman window for the dataset
at T = 1000 mK.
Each averaged PSD at given temperature is then fit-
ted with Eq. (3) through ROOT. The fit was imple-
mented by applying a recursive fit. In detail, the ini-
tial error S(ω)/√nav is substituted at every step with
the value of the fitted PSD divided by the square root of
T = 1000 mK
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FIG. S4: Comparison of the experimental data (red and
black dots with corresponding error bars) of the PSD at
T = 1000 mK with the power spectrum of the Blackman win-
dow (green line), which leads to the spectral leakage. The
error bars along f are equal to the distance between two sub-
sequent points, here they are not shown to improve the figure
readability. The orange shaded region identifies the frequen-
cies for which the spectrum of the windowing is stronger than
-85 dB. All the points in this region, here highlighted in red,
are neglected in the subsequent analysis. Thus, only the black
points are used for the fit (brown line).
nav: S(ω)/√nav → Sfit(ω)/√nav. Then the recursive fit
is performed until the value of χ2/d.o.f. approaches an
asymptotic value within 0.01%. For every fit, the fixed
parameters are nav and Q
′, while A, B, C, f0 and f1 are
the free parameters of the fit. An example of the fit is
shown in the top panel of Fig. S5, where the data for
T = 580 mK are analyzed.
Once the recursive fit at the asymptotic value of
χ2/d.o.f. near to 1 is found, we implement an additional
quality check. This is the fit of the normalized residu-
als distribution with that of a χ2-distribution with 2nav
degrees of freedom. This is what one expects from the
error distribution of a power spectrum. Here, we applied
the Freedman-Diaconis rule [59] to compute the width of
the histogram bins.
The resulting values of B are fitted against T/Q, which
is the temperature dependent quantity appearing in a
thermal force noise SFth = 4kBTmω0/Q. Fig. S6 reports
the corresponding experimental data and the functions
used for their fit. Although the overall trend of B is
proportional to T/Q, the data suffer of a saturation be-
haviour at low temperatures. This can be fitted with the
following function
B = B0 +Ba
[(
T
Q
)n
+
(
Tco
Q
)n]1/n
+Bb
T
Q , (S12)
where the term proportional to Ba describes the devi-
Entries  1462
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FIG. S5: (Top panel) Example of the experimental data
(blue point with corresponding error bars) for T = 580 mK,
which are fitted with Eq. (2) (red line). The value of the
corresponding χ2 and of the parameters obtained from the
fit are reported in the inset. (Bottom panel) The residual
distribution (blue histogram) for T = 580 mK, normalized
over the fit, is fitted with a χ2 distribution (red line).
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ation from the linear behaviour through the saturation
at temperatures below Tco. In particular, the choice of
n = 4 corresponds to a Kapitza contact thermal resis-
tance as dominating thermalization path, which is the
saturation process we expect. In the following we will
consider n = 4. In the high temperature limit, Eq. (S12)
reduces to
B = B0 + (Ba +Bb)
T
Q +O( 1T 3 ), (S13)
which corresponds to the linear high-temperature be-
haviour described by the classical fluctuation dissipation
theorem. Here, B0 will be the non-thermal contribution,
that could be possibly produced by the CSL mechanism.
Since the precise thermal saturation mechanism at
work is not fully understood, one is forced to neglect the
low temperature data and restrict the analysis to high
temperatures. The distinction between low and high
temperatures is made by considering the fit of the ex-
perimental data with Eq. (S12), which gives a value for
Tco/Q = (5.30± 2.14)× 10−8 K corresponding to a tem-
perature just above T = 85 mK. Thus, all the data cor-
responding to T = 100 mK and above are considered as
high-temperature data, which will be used for a linear fit
using
B = B0 +B1T/Q. (S14)
This results to B0 = (−4.64 ± 5.31) × 10−21 Φ20/Hz and
B1 = (3.29 ± 0.03) × 10−12 Φ20/(Hz K) with a χ2/ndf =
9.144/8. The high-temperature linear fit and the one
with the saturation at low temperatures are reported in
Fig. S6. For the high-temperature data we also con-
sidered a quadratic fit with the function B = B0 +
B1T/Q + B2(T/Q)
2, which gives a slightly higher value
of χ2/ndf = 8.196/7. This confirms that nonlinear terms
are not statistically significant and that the data follow
a pure linear behaviour in full agreement with Eq. (3).
The residual non-thermal force noise can be computed
through Eq. (5), which gives a value SF0 = (−1.51 ±
1.44) × 10−36 N2/Hz that is compatible with zero. The
corresponding positive upper bound can be obtained fol-
lowing the methods in [45], which is the technique used
in high energy physics to determine upper bounds on the
positive rate of rare events. A typical example where such
technique needs to be applied is the following. Consider
a Gaussian distribution, whose mean z¯0 is constrained
to be non-negative while its measured mean z0 is neg-
ative but compatible with zero in few standard devia-
tions. Clearly, the whole confidence interval on z¯0 is
also constrained to be non-negative: its lower bound
will be zero while its upper bound will depend on the
precise value of the measured mean z0 and the desired
confidence level. Ref. [45] prescribes how to determine
such a confidence interval according to classical statis-
tics. Applying this prescription to SF0, which is ex-
pected to be non-negative since it is a power spectrum,
FIG. S6: Experimental data (blue point with corresponding
error bars) for the values of B at different values of T/Q com-
pared to two different fits. (Top panel) Fit with Eq. (S12)
(red line), which corresponds to a thermal saturation at low
temperatures. The value of the corresponding χ2 and of the
parameters obtained from the fit are reported in the inset.
(Bottom panel) High temperature fit with Eq. (S14) (green
line). The value of the corresponding χ2 and of the parame-
ters obtained from the fit are reported in the inset.
we find that its upper bound at the 95% of confidence
level SupperF0 = 2.07× 10−36 N2/Hz.
The theoretical CSL-induced PSD, expressed by
Eq. (1), can be computed numerically as in [40]. The
mass distribution that has been taken into account in-
cludes the cantilever, the multilayer mass and the sphere.
The cantilever has density ρC = 2.33×103 kg/m3 and di-
mensions 450 × 57 × 2.5µm3. The ferromagnetic sphere
has density ρS = 7.43 × 103 kg/m3 and radius R =
15.5µm. Finally, the multilayer mass has a basis of di-
mensions 113 × 82µm2 and it is made of 47 alternate
layers of thickness 370 ± 4 nm. 24 of them have den-
sity ρA = 7.17× 103 kg/m3, while the remaining 23 have
ρB = 2.2 × 103 kg/m3. By comparing the numerically
computed CSL force noise SFCSL with the experimental
upper value of the residual force noise SupperF0 , one obtains
the experimental upper bound on the CSL parameters,
which is shown in Fig. 4.
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TWO-BATH MODEL
As discussed in the paper, it is possible to interpret
the crossover in the data of Fig. 3 in terms of a two bath
model. We assume that there are at least two dissipation
channels to two different thermal baths, and that one of
them decouples from the main bath at temperature T
below some crossover temperature Tco.
For our setup we have actually evidence of at least
two dissipation channels, as depicted in the scheme in
Fig. S7. To discuss this point we refer to Fig. S8, which
shows the dissipation 1/Q as function of T . Intrinsic
losses due to two-level systems on the cantilever surface
are likely explaining the linear dependence of Q at low
temperature, with a plateau at T > 500 mK. A similar
behaviour has been observed in past experiments [31].
This effect is observed down to the lowest temperatures
of 30 mK, indicating that the cantilever structure is al-
ways well thermalized, i.e. Tb = T . A second dissipation
FIG. S7: Two-bath thermal model. The cantilever motion
features at least two dissipation channels: intrinsic mechani-
cal dissipation in the cantilever (at temperature Tb) and non-
contact magnetic losses in the SQUID chip which is positioned
50 µm underneath the cantilever (at temperature Ta). The
latter could be due for instance to a bath of paramagnetic
spins. The two baths are coupled to the experimental stage
on the dilution refrigerator at temperature T (where a ther-
mometer is placed) through different thermal resistances Ra
and Rb. As there is no external power nominally dissipated
in the cantilever, we can reasonably expect that Tb ≈ T . In
contrast, the temperature of the SQUID chip Ta is certainly
higher, due to a steady power W ≈ 0.5 nW dissipated in the
SQUID shunt resistors. The power W maintains the electrons
in the resistors at a temperature Te ≈ 500 mK, due to weak
electron-phonon coupling Re−p, and the SQUID chip itself at
a temperature Ta > T , due to the contact thermal resistance
Ra.
channel could arise from non-contact losses in the SQUID
chip, due to the magnetic field produced by the oscillat-
ing magnetic particle. Possible dissipation mechanisms
are the dragging of fluxons on the superconducting nio-
bium film which is patterned to realize the SQUID loops
[44], or a layer of paramagnetic spins on the silicon chip
surface [43]. This second dissipation channel could ex-
plain the residual dissipation at zero temperature visible
in Fig. S8. We have found variations of this residual 1/Q
with magnitude of order 10−7 by varying the precise posi-
tion of the cantilever above the magnet in separate runs.
This strongly suggests that a noncontact dissipation does
indeed exist. The relevant temperature for noncontact
losses is that of the SQUID silicon chip, which we define
as Ta, as shown in Fig. S7.
When the SQUID is working, a steady power W is dis-
sipated in its shunt resistors, with W ≈ RI2 ≈ 0.5 nW,
where R ≈ 5 Ω is the SQUID parallel shunt resistance,
and I ≈ 10µA is the dc bias current used in this ex-
periment. As a first consequence, the temperature of
the electrons in the shunt resistors saturates at about
Te ≈ 500 mK due to the so-called hot electron effect [60].
Namely, the very weak electron-phonon interaction de-
termines an effective thermal resistance, and the elec-
tron temperature follows Eq. (4) with n = 5 [60, 61].
This mechanism is well-understood and cannot explain
the observed saturation at below 100 mK, but explains
why the SQUID noise saturates at about 500 mK.
The power dissipated in the resistors has to be trans-
ferred to the phonons in the SQUID chip at temperature
Ta and eventually to the experimental stage at temper-
ature T through a thermal resistance Ra, as shown in
Fig. S7. Therefore, the SQUID chip will be also over-
heated, so that Ta > T . We expect the dominant ther-
mal resistance from the chip to the refrigerator to be
FIG. S8: Dissipation 1/Q as a function of temperature T .
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a Kapitza contact thermal resistance at the interface be-
tween the silicon crystal chip and the PC board on which
it is glued by GE Varnish. Kapitza resistance can be usu-
ally written as Ra =
1
cKS
T−3, where cK is a constant,
and S is the contact area [42]. Under this assumption,
we expect Eq. (4) to hold with n = 4 and the crossover
temperature given by [61]:
Tco =
(
4W
cKA
) 1
4
(S15)
By assuming Tco ≈ 85 mK as inferred from our data in
Fig. 3, and taking into account the contact area S ≈ 10
mm2, we estimate cK ≈ 4 W/m2K4, which is a realistic
value [42]. For comparison, in Ref. [60] the value of cK =
20 W/m2K4 is reported for the interface between silicon
crystal and liquid helium.
While these considerations do not allow to identify
the dissipation mechanism, they strongly support an in-
terpretation of the observed saturation as a thermal ef-
fect, and provide a further justification for excluding the
points below the crossover temperature for testing the
CSL model.
