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THE STRUCTURE OF CROSSED PRODUCTS BY ENDOMORPHISMS
EDUARD ORTEGA AND ENRIQUE PARDO
Abstract. We describe simplicity of the Stacey crossed product A ×β N in terms of con-
ditions of the endomorphism β. Then, we use a characterization of the graph C∗-algebras
C∗(E) as the Stacey crossed product C∗(E)γ ×βE N to study its ideal properties, in terms of
the (non-classical) C∗-dynamical system (C∗(E)γ , βE). Finally, we give sufficient conditions
for the Stacey crossed product A×β N being a purely infinite simple C∗-algebra.
In [12], Cuntz defined the fundamental Cuntz algebras On. He also represented these
algebras as crossed products of a UHF-algebra by an endomorphism, and he used this rep-
resentation to prove the simplicity of his algebras. In a subsequent paper [13] he saw this
construction as a full corner of an ordinary crossed product. However Cuntz did not explain
what kind of crossed product by an endomorphism was. Later, Paschke [26] gave an elegant
generalization of Cuntz’s result, and described the crossed product of a unital C∗-algebra by
an endomorphism β : A → A, written A ×β N, as the C
∗-algebra generated by A and an
isometry V , such that V aV ∗ = β(a). Endomorphisms of C∗-algebras appeared elsewhere (cf.
[7], [14] and the references given there), and this led Stacey to give a modern description of
their crossed products in terms of covariant representations and universal properties [33]. He
also verified that the candidate proposed in [12] had the required property. See [3] and [11]
for further study and generalization of the Stacey’s crossed product.
Cuntz’s representation of the On as crossed products by an endomorphism aimed to prove
the simplicity of these C∗-algebras. Paschke gave conditions on the C∗-algebra A and in
the isometry to obtain a simple crossed product [26, Proposition 2.1], later improved in [11,
Corollary 2.6]. But it is in [32, Theorem 4.1] where the most powerful result about the
simplicity of the Stacey crossed product is given. Namely, If A is a unital C∗-algebra and β is
an injective ∗-endomorphism, then A×β N is simple and β(1) is a full projection in A if and
only if βn is outer for every n > 0 and there are no non-trivial ideals I of A with β(I) ⊆ I.
Schweizer used the representation of the Stacey crossed product as Cuntz Pimsner algebra
given by Muhly and Solel [21].
The theory of graph C∗-algebras C∗(E) has been developed by a number of researchers (see
[8], [9] and [28], among others) in an attempt to produce a far-reaching and yet accessible
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generalization of the Cuntz-Krieger algebras of finite matrices. Indeed, graph algebras do
provide a large and interesting class of examples of C∗-algebras, both simple and non-simple
ones. For example, Cuntz’s algebras are C∗-algebras of a graph.
In [4] an Huef and Raeburn study the crossed products of an Exel system, and they prove
that the relative Cuntz-Pimsner algebra of an Exel system is isomorphic to a Stacey crossed
product of its core. This result leads them to a realization of the graph algebra C∗(E) as a
Stacey crossed product C∗(E)γ ×βE N by an endomorphism of the core, extending the work
of Kwas´niewski on finite graphs [20].
In the case of Leavitt path algebras (see e.g. [2]), this result appears in more simple form
in [6, Section 2], where the authors give a representation of Leavitt path algebras of a finite
graph without sinks and sources as a fractional skew monoid rings (the algebraic analog of
the crossed product by an endomorphism).
The aim of this paper is to study the simplicity of the non-unital crossed product. Our
fundamental technique is seeing the Stacey crossed product A×βN as a full corner of a crossed
product by an automorphism P (A∞ ×β∞ Z)P (see [13, 33]), where P is a full projection
of the multipliers that is invariant under the canonical gauge-action. Therefore, we can
define the associated Connes’ Spectrum of the endomorphism in a similar way we do it for
an automorphism (see [22, 23, 16]) and construct a parallel Connes’ spectrum theory for
endomorphisms. Hence, following the results of Olesen and Pedersen [23, 25] we characterize
simplicity for the Stacey crossed product A×β N.
As an example, we use the characterization of graph C∗-algebras C∗(E) as Stacey crossed
product C∗(E)γ ×βE N [4], where in this case C
∗(E)γ the core, that is a (non-unital) AF-
algebra, and βE is a corner isomorphism. However, although the characterization of the
simplicity of C∗(E) is well understood in terms of properties of the graph [8], our intention is to
describe this characterization in terms of the non-classical C∗-dynamical system (C∗(E)γ, βE).
We also give conditions on the C∗-dynamical system to satisfy the Cuntz-Krieger uniqueness
theorem: for any faithful covariant representation (pi, V ) of (C∗(E)γ , βE) we have C
∗(pi, V ) ∼=
C∗(E). Finally, by using ideas from [29, 16], we give sufficient conditions on A and the
endomorphism β in order to guarantee that A×β N is simple and purely infinite. The main
difference between these previous results and ours is that we do not ask the C∗-algebra A to
be simple.
The contents of this paper can be summarized as follows: In Section 1 we give the basic
definitions of a Stacey crossed product. We use the characterization of the Stacey crossed
product as a Cuntz Pimsner algebra [21] to describe the gauge invariant ideals, using a result
from Katsura [18]. Then we define the Connes’ spectrum of an endomorphism [22], a technical
device that, with the help of results from Olsen and Pedersen ([23, 25]), allows us to give
necessary and sufficient conditions to state the simplicity of a Stacey crossed product. In
Section 2 we apply our results to graph C∗-algebras. We recall the definition of the graph
endomorphism βE : C
∗(E)γ → C∗(E)γ of the core of the graph C∗-algebra [4, Theorem 9.3],
used to prove that C∗(E) ∼= C∗(E)γ ×βE N. Then, we characterize condition (L) of the graph
E in terms of the endomorphism βE: every cycle has an entry. Condition (L) in E implies
that C∗(E) satisfies the Cuntz-Krieger uniqueness theorem (see e.g. [28, Section 2]). Thus,
we use our previous results to give the (well-known) necessary and sufficient condition of the
graph E for the graph C∗-algebra C∗(E) being simple. Finally, in Section 3, we give sufficient
THE STRUCTURE OF CROSSED PRODUCTS BY ENDOMORPHISMS 3
conditions on the C∗-algebra A and the endomorphism β : A −→ A for A×β N being a unital
simple and purely infinite C∗-algebra.
1. Simple Stacey crossed product
The pair (A, β), where A is a C∗-algebra and β : A → A an injective endomorphism, is
called a C∗-dynamical system.
Definition 1.1. We say that (pi, V ) is a Stacey covariant representation of (A, β) if pi :
A → B(H) is a non-degenerated representation and V is an isometry of B(H) such that
pi(β(a)) = V pi(a)V ∗ for every a ∈ A. We say that (pi, V ) is faithful if pi is faithful, and we
denote by C∗(pi, V ) the C∗-algebra generated by {pi(A)V n(V m)∗}n,m≥0.
Stacey showed in [33] that there exists a C∗-algebra that is generated by a universal Stacey
covariant representation (ι∞, V∞). We call A×β N := C
∗(ι∞, V∞) the Stacey crossed product
of A by the endomorphism β.
Remark 1.2. Observe that, if β is an automorphism, then A ×β N is the usual crossed
product A×β Z.
Given z ∈ T, we define an automorphism in A×βN by the rule γz(a) = a and γz(V∞) = zV∞
for every a ∈ A. It defines the gauge action γ : T → Aut(A ×β N). An ideal I of A ×β N
is said to be gauge invariant if γz(I) = I for every z ∈ T. We define a canonical faithful
conditional expectation E : A×β N −→ A as E(x) :=
∫
T
γz(x)dz for every x ∈ A×β N.
We say that the endomorphism β : A −→ A is extendible if, given any strong convergent
sequence {xn}n≥0 ⊂ A, then the sequence {β(xn)}n≥0 converges in the strong topology (i.e.,
β extends to β̂ : M(A) −→M(A)). Observe that, if β is injective, then β̂(a) ∈ A implies that
a ∈ A. Indeed, let {an} be a sequence that converges in the strong topology and such that
{β(an)} converges in norm topology. Since β is isometric (β is injective) then {an} converges
in the norm topology too.
We define the inductive system {Ai, γi}i≥0 given by Ai := A and γi = β for every i ≥ 0.
Let A∞ := lim−→{Ai, γi}. For any i ≥ 0, ϕi : Ai −→ A∞ denotes the (injective) canonical map.
The diagram
A
β

β
// A
β

β
// A
β

β
// · · ·
A
β
// A
β
// A
β
// · · ·
gives rise to an automorphism β∞ : A∞ −→ A∞.
Observe that, if β is an extendible endomorphism, then ϕ0 extends to ϕ̂0 : M(A) −→
M(A∞).
Proposition 1.3 (cf. [32, Proposition 3.3]). If A is a C∗-algebra and β : A −→ A is
an extendible and injective endomorphism, then A ×β N ∼= P (A∞ ×β∞ Z)P , where P =
ϕ̂0(1M(A)) ∈ M(A∞ ×β∞ Z). Moreover, P is a full projection, so that A ×β N is strongly
Morita equivalent to A∞ ×β∞ Z.
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Therefore, there there exist a bijection between the ideals of A∞ ×β∞ Z and A×β N given
by
I 7−→ PIP and J 7−→ (A∞ ×β∞ Z)J(A∞ ×β∞ Z) .
Moreover, if U∞ is the unitary that implements the automorphism β∞, then V∞ = PU∞P is
the isometry implementing β. Since γz(P ) = P for every z ∈ T, the canonical gauge action
γ : T −→ Aut (A∞ ×β∞ Z) restricts to the gauge action of A×β N.
Lemma 1.4. If A is a C∗-algebra and β : A −→ A is an extendible and injective endomor-
phism, then there exists an order preserving bijection between gauge invariant ideals of A×βN
and A∞ ×β∞ Z.
Now, we will describe the gauge invariant ideals in terms of the C∗-dynamical system
(A, β). Given an endomorphism β : A −→ A, it is easy to check that β(A) is a hereditary
sub-C∗-algebra of A if and only if β(A)Aβ(A) = β(A).
Definition 1.5. Let A be a C∗-algebra and let β : A → A an endomorphism such that
β(A) is a hereditary sub-C∗-algebra of A. We say that an ideal I of A is β-invariant if
β(A)Iβ(A) = β(I). We say that A is β-simple if there are no non-trivial β-invariant ideals.
Lemma 1.6. Let A be a C∗-algebra, and let β : A→ A an endomorphism such that β(A) is
a hereditary sub-C∗-algebra of A. If I is a β-invariant ideal of A, then it is also βn-invariant
for every n > 0.
Proof. Let I be an ideal such that β(A)Iβ(A) = β(I). We will prove the result by induction
on n. The case n = 1 being clear, suppose that βn−1(A)Iβn−1(A) = βn−1(I). Observe that,
since β(A) is a hereditary sub-C∗-algebra of A, we have that β(A) = β(A)Aβ(A). Thus,
βn(A)Iβn(A) = βn−1(β(A)Aβ(A))Iβn−1(β(A)Aβ(A))
⊆ βn(A)βn−1(A)Iβn−1(A)βn(A)
= βn(A)βn−1(I)βn(A) = βn−1(β(A)Iβ(A)) = βn(I) .
Therefore, βn(A)Iβn(A) = βn(I) as desired. 
Remark 1.7. Notice that the converse of the above Lemma is not true in general. Let
A = C0(Z) and let β : C0(Z)→ C0(Z) be the automorphism that sends χ{i} (the characteristic
function at i) to χ{i+1} for every i ∈ Z. It is clear that C0(Z) is β-simple, but I = C0(2 · Z)
is a β2-invariant ideal.
Observe also that, if I is a β-invariant ideal, then β(I) is a hereditary sub-C∗-algebra of
A, but the above example also shows that the converse it is not true.
Remark 1.8. Let β be an injective and extendible endomorphism such that β(A) is hered-
itary. If we set the projection P = ϕ̂0(1M(A)) = (1, P1, P2, . . .) ∈ M(A∞), where Pn =
β̂n(1M(A)), then we have that A ∼= ϕ0(A) = PA∞P . Hence, we can see A as a hereditary sub-
C∗-algebra of A∞ such that β∞|A = β. Indeed, it is enough to check that, given any n ∈ N
and a ∈ A, then Pϕn(a)P = ϕ̂n(PnaPn) ∈ ϕ0(A). But since PnaPn ∈ βn(A)Aβn(A) = β
n(A)
(by Lemma 1.6), we have that Pϕn(a)P ∈ ϕn(β
n(A)) = ϕ0(A).
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In [27] Pimsner introduced a class of C∗-algebras (later improved by Katsura [17]) generated
by C∗-correspondences (X , ϕX) over A, called Cuntz-Pimsner algebras and denoted by OX .
In particular this class includes crossed products and graph C∗-algebras. Katsura [18] studies
gauge-invariant ideals of Cuntz-Pimsner algebras; in particular, when X is a Hilbert A-
bimodule (see e.g. [1]), he obtain a bijection between gauge invariant ideals of the Cuntz-
Pimsner algebra OX and invariant ideals I of A with respect to the correspondence X (i.e.,
ϕX(I)X = XI) [18, Theorem 10.6].
Let β : A −→ A is an injective endomorphism such that β(A) is a hereditary sub-C∗-
algebra. If we set X := βA = β(A)A with left-action ϕX given by the endomorphism β,
and right inner product given by < x, y >A= x
∗y for every x, y ∈ A, then we have a C∗-
correspondence. We have that ϕX(A) ⊆ K(X) (the compact operators of X), and since β(A)
is a hereditary sub-C∗-algebra, it follows that β(A)Aβ(A) = β(A), whence ϕX(A) = K(X).
Therefore, since β is injective and ϕX(A) = K(X), we can define a left inner product as
A < x, y >:= ϕ
−1
X (θx,y) for every x, y ∈ A. Hence, X has a natural structure of Hilbert
A-bimodule.
Lemma 1.9 (cf. [21]). If A is a C∗-algebra, β : A −→ A is an injective endomorphism such
that β(A) is a hereditary sub-C∗-algebra of A and X = βA is the Hilbert A-bimodule defined
above, then OX ∼= A×β N.
Thus, we can apply Katsura’s description of the gauge invariant ideals, and we see that an
ideal I of A is invariant with respect to the correspondence X if and only if β(A)I = β(I)A.
Lemma 1.10. If A is a C∗-algebra and β : A −→ A is an injective endomorphism such that
β(A) is a hereditary sub-C∗-algebra of A, then I is a β-invariant ideal of A if and only if
β(A)I = β(I)A.
Proof. First, suppose that β(A)I = β(I)A, and observe that β(I) ⊆ I. Thus we have that
β(I)Aβ(I) = β(A)Iβ(A) ⊆ β(A)Aβ(A) = β(A) .
Then multiplying at both sides by β(I) we have β(A)Iβ(A) = β(I)Aβ(I) ⊆ β(I), and
therefore β(A)Iβ(A) = β(I).
In the other side, suppose that β(A)Iβ(A) = β(I). From β(I) ⊆ I it follows β(I)A ⊆
β(A)I. Now, let {en} ⊂ I+ be an approximate unit of I, and let a ∈ A and y ∈ I. We claim
that β(en)β(a)y = β(ena)y converges to β(a)y, whence β(a)y ∈ β(I)A. Indeed, let z ∈ I
such that β(a)yy∗β(a∗) = β(z). Given ε > 0 there exists n ∈ N such that ‖enz − z‖ < ε/2.
Then we have
‖β(ena)y − β(a)y‖
2 = ‖(β(ena)y − β(a)y)(β(ena)y − β(a)y)
∗‖
≤ ‖β(ena)yy
∗β(a∗en)− β(a)yy
∗β(a∗en)‖+ ‖β(ena)yy
∗β(a∗)− β(a)yy∗β(a∗)‖
≤ ‖β(enzen)− β(zen)‖+ ‖β(enz)− β(z)‖
= ‖enzen − zen‖+ ‖enz − z‖ < ε/2 + ε/2 = ε .
Thus β(ena)y converges to β(a)y, as desired. 
Proposition 1.11. If A is a C∗-algebra and β : A −→ A is an injective endomorphism
such that β(A) is a hereditary sub-C∗-algebra of A, then there is a bijection between gauge
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invariant ideals of A ×β N and β-invariant ideals of A. Thus, A is β-simple if and only if
A∞ is β∞-simple.
Proof. First statement holds from [18, Theorem 10.6] and Lemmas 1.9 & 1.10. Last statement
follows from [23, Lemma 6.1]. 
Remark 1.12. The bijection stated in Proposition 1.11 sends I 7→ (A×β N) · I · (A×β N)
and K 7→ K ∩ A.
Finally we give necessary and sufficient conditions for the simplicity of a Stacey crossed
product. The main technical device we use is the Connes’ spectrum of an endomorphism.
This is just a reformulation of the Connes’ spectrum for automorphisms (see [22, 16]). We
will see that for nice endomorphisms (extendible and hereditary image) the Connes’ spectrum
of β and that of the associated automorphism β∞ coincide. Therefore, we will be able to use
results by Olesen and Pedersen to determine the conditions for the simplicity of the Stacey
crossed products.
Definition 1.13. Let A be a C∗-algebra and let β : A→ A be an endomorphism. Then we
say that:
(1) β is inner if there exists an isometry W ∈M(A) such that β = Ad W .
(2) β is outer if it is not inner.
(3) β is weakly properly outer if for every β-invariant ideal I and every n > 0 the restriction
endomorphism βn|I is outer.
Recall [15, Definition 2.1] that an automorphism α of a C∗-algebra I is said to be properly
outer if for every nonzero α-invariant two-sided ideal I of A and for every unitary multiplier
u of I, ‖α|I −Adu|I‖. When β is an automorphism, the notion of weakly properly outerness
is weaker than the properly outer notion by Elliott [15], later studied by Olesen and Pedersen
[25, Theorem 10.4].
Definition 1.14. Let A be a C∗-algebra, let β : A→ A be an extendible injective endomor-
phism and let γ : T −→ Aut (A×β N) be the gauge action. We define the Connes’ spectrum
of β as
T(β) := {t ∈ T : γt(I) ∩ I 6= 0 for every 0 6= I ✁ A×β N} .
Remark 1.15. Observe that T(β) is a closed subgroup of T. Hence can only be {1}, T or a
finite subgroup.
This definition of the Connes’ spectrum coincide with the one given by Olesen and Olesen
& Pedersen [22, 23] when β is an automorphism. Moreover, using that the bijection between
ideals of A×β N and these of A∞ ×β∞ Z given by
I 7−→ PIP and J 7−→ (A∞ ×β∞ Z)J(A∞ ×β∞ Z) ,
and the fact that the canonical gauge action γ : T −→ Aut (A∞ ×β∞ Z) restricts to the
gauge action of A×β N (since γz(P ) = P for every z ∈ T), the following lemma easily follows.
Lemma 1.16. If A is a C∗-algebra and β : A→ A is an extendible injective endomorphism
with β(A) being a hereditary sub-C∗-algebra of A, then T(β) = T(β∞).
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Let β be an extendible endomorphism such that β = Ad V , where V is an isometry of
M(A). Then we can construct a unitary of M(A∞) U :=
∑
i≥0 ϕ̂i(V ) such that β∞ = Ad U .
Now, let us see a result following from [22].
Theorem 1.17. Let A be a C∗-algebra and let β : A → A be an extendible injective endo-
morphism with β(A) being a hereditary sub-C∗-algebra of A. Let us consider the following
statements:
(1) T(βn) = T for every n > 0.
(2) Given a ∈ A ˜ (the unitization of A) and any B hereditary sub-C∗-algebra of A, for
every n > 0 we have that
inf {‖xaβn(x)‖ : 0 ≤ x ∈ B with ‖x‖ = 1} = 0 .
(3) βn is outer for every n > 0.
Then, (1) ⇒ (2) ⇒ (3). Moreover, if A is β-simple, then (3) ⇒ (1) (and thus all they are
equivalent).
Proof. (1) ⇒ (2) This is [25, Theorem 10.4 and Lemma 7.1]. If T(βn) = T then T(βn∞) = T
for every n > 0, so βn∞ is properly outer for every n > 0. Since any hereditary sub-C
∗-algebra
B of A is also a hereditary sub-C∗-algebra of A∞, (see Remark 1.8), we can apply [25, Proof
of Lemma 7.1] to B. Thus, since βn∞|A = β
n, we have the result.
(2) ⇒ (3) Suppose that βn = Ad W for an isometry W ∈ M(A). Fix ε > 0, and take
b ∈ A+ with ‖b‖ = 1. Set c := fε(b), where fε(t) : [0, 1] −→ R+ is the continuous function
that is fε(0) = 0, constant 1 for t ≥ ε and linear otherwise. Then, we have that xc = cx = x
for every x ∈ (b− ε)+A(b− ε)+. Hence, given any 0 ≤ x ∈ (b− ε)+A(b− ε)+ with ‖x‖ = 1,
we have that
‖x(cW ∗)βn(x)‖2 = ‖x(cW ∗)WxW ∗‖2 = ‖xcxW ∗‖2
= ‖x2W ∗‖2 = ‖x2W ∗Wx2‖ = ‖x4‖ = ‖x‖4 = 1 ,
which contradicts the hypothesis, since cW ∗ ∈ A.
Now, suppose that A is β-simple. We are going to prove that (3)⇒ (1). By [25, Theorem
10.4] we have that T(β∞) = T if and only if T(β
n
∞) = T for every n ∈ N. Let us suppose that
T(β) = T(β∞) 6= T. Hence, T(β∞) is a finite subgroup, and thus the complement T(β∞)
⊥ 6=
{0}. Therefore, by [25, Theorem 4.5], for every k ∈ T(β∞)
⊥ we have that βk∞ = Ad U ,
where U ∈ M(A∞). But then V = PUP ∈ M(A) is an isometry such that β
k = Ad V , a
contradiction. 
Then it follows the characterization of simplicity.
Corollary 1.18. Let A be a C∗-algebra and let β : A → A be an extendible injective endo-
morphism with β(A) being a hereditary sub-C∗-algebra of A. Then A ×β N is simple if and
only if A is β-simple and βn is outer for every n > 0.
Proof. A ×β N is simple if and only if A∞ ×β∞ Z is simple if and only if A∞ is β∞-simple
and T(β∞) = T [23, Theorem 6.5] if and only if A is β-simple and T(β) = T. Therefore, by
Theorem 1.17 we have that A is β-simple and T(β) = T if and only if A is β-simple and βn
is outer for every n > 0. 
8 EDUARD ORTEGA AND ENRIQUE PARDO
Example 1.19. The following example is [25, Theorem 9.1]. Let A be a C∗-algebra with a
faithful bounded trace, let A −→ B(H) be a faithful non-degenerate representation of A, and
let V be a non-unitary isometry of B(H) with V V ∗ ∈ M(A) such that V AV ∗ + V ∗AV ⊆ A.
Then suppose that there are no non-trivial ideals I of A such that V IV ∗ + V ∗IV ⊆ I. Then
we claim that the C∗-algebra B := C∗({AV n(V ∗)m}n,m≥0) ⊆ B(H) is simple. Indeed, let us
define the endomorphism β : A −→ A by β(a) = V aV ∗ for every a ∈ A that is extendible
(since V V ∗ ∈ M(A)). Clearly satisfies that β(A) is a hereditary sub-C∗-algebra of A, and
it does not have any non-trivial β-invariant ideal. Now, since τ is a faithful bounded trace
of A, we can extended it to a faithful bounded trace τ¯ of M(A). Hence, M(A) has no non-
unitaries isometries. Therefore, by Theorem 1.17 A×β N is simple, whence the natural map
A×β N −→ B is an isomorphism.
2. Graph C∗-algebras
In this section, we apply the above results to determine the simplicity of certain graph
C∗-algebras. Though their simplicity is well understood in terms of properties of the graph,
we are going to deduce it from the properties of their associated C∗-dynamical systems.
We use the conventions of [28]. Let E = (E0, E1, r, s) be a countable directed graph;
r, s : E1 → E0 denote the range and the source maps of an edge. We say that E is column-
finite if |s−1(v)| < ∞ for every v ∈ E0. A vertex v ∈ E0 is a sink (source) if |s−1(v)| = 0
(|r−1(v)| = 0). A vertex v ∈ E0 is called singular if is either a source or an infinite receiver.
We denote by E0sing the set of all singular vertices. A path α of length n is a concatenation of
n edges en · · · e1 with r(ei) = s(ei+1) for i = 1, ..., n− 1. Given a path α we denote by |α| its
length. Let En be the set of all paths of length n, and E∗ = ∪n≥0E
n the set of all the paths
of finite length in E. Finally, given α, η ∈ E∗, we say that α ∈ η if there exist ρ, γ ∈ E∗ such
that η = ραγ.
Recall that the graph C∗-algebra C∗(E) is the universal C∗-algebra generated by orthogonal
projections {Pv}v∈E0 and partial isometries {Se}e∈E1, satisfying the following conditions:
(CK1) S∗eSf = δe,f · Ps(e) for every e, f ∈ E
1
(CK2) Pv =
∑
r(e)=v
SeS
∗
e for every v ∈ E
0
sing.
See [28] for a survey on graph C∗-algebras. One can naturally define a group homomorphism
γ : T → Aut C∗(E), given by γz(Pv) = Pv and γz(Se) = zSe for every z ∈ T, v ∈ E
0 and
e ∈ E1; it is the so-called gauge action on C∗(E). An ideal I of C∗(E) is said to be a gauge
invariant ideal if γz(I) = I for every z ∈ T (see [8] and [9]). The core sub-C
∗-algebra of
C∗(E) is defined as
C∗(E)γ := {x ∈ C∗(E) : γz(x) = x for every z ∈ T} .
We can give another description of the core. For every n ∈ N and v ∈ E0, define
Fn(v) := {SηS
∗
ρ : η, ρ ∈ E
n with s(η) = s(ρ) = v} ∼= Mkn,v(C)
for some kn,v ∈ N, and let Fn = ⊕v∈E0Fn(v). Now, if we index the vertices {vi}i≥0, then we
define Cn.m :=
∑n,m
i,j≥0Fi(vj) for every n, n ≥ 0. These are finite dimensional sub-C
∗-algebras
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of C∗(E)γ with Cn,m ⊆ Cn,m+1 and Cn,m ⊆ Cn+1,m for every n,m ≥ 0. Hence,
C∗(E)γ =
⋃
n,m≥0
Cn,m
is an AF-algebra.
We recall the following result from [4], that allows to present certain graph C∗-algebras
as C∗-dynamical systems (we would like to thank the authors for showing us the result even
before the releasing of the manuscript).
Theorem 2.1 ([4, Theorem 9.3]). Let E be a column finite graph without sinks. If we define
the endomorphism βE : C
∗(E)γ → C∗(E)γ as βE(z) = TzT
∗ for every z ∈ C∗(E)γ, where
T =
∑
e∈E1
|s−1(s(e))|1/2Se
is an isometry of M(C∗(E)), then we have that C∗(E) ∼= C∗(E)γ ×βE N.
Notice that the endomorphism βE : C
∗(E)γ → C∗(E)γ is injective, extendible and βE(C
∗(E)γ)
is a hereditary sub-C∗-algebra of C∗(E)γ.
Definition 2.2. A subset H ⊆ E0 is said to be hereditary if, whenever η ∈ E∗ with r(η) ∈ H ,
then s(η) ∈ H . We say that H is saturated if, whenever |r−1(v)| < ∞ and {s(r−1(v))} :=
{z ∈ E0 : z = s(e) for some e ∈ r−1(v)} ⊆ H , then v ∈ H .
By [8, Theorem 4.1], there exists a bijection between hereditary and saturated subsets
of E0 and gauge invariant ideals of C∗(E), H 7−→ KH , where KH := span {SηS
∗
ν : η, ν ∈
E∗ with s(η) = s(ν) ∈ H}. The inverse map is K 7−→ HK , where HK := {v ∈ E
0 : Pv ∈ K}.
Now, given a hereditary and saturated subset of E0, we define
IH := KH ∩ C
∗(E)γ .
By Remark 1.12, IH is a βE-invariant ideal of C
∗(E)γ , and it is easy to see that
IH :=
∑
v∈H,n≥0
Fn(v).
On the other side, if K is a gauge invariant ideal of C∗(E), since I := K ∩ C∗(E)γ is a
βE-invariant ideal, then we have that the set
HI := {v ∈ E
0 : Pv ∈ I}
is a subset of HK . Moreover, since Pv ∈ C
∗(E)γ for every v ∈ E0, it is clear that HK ⊆ HI ,
whence HK = HI . Thus, HI is an hereditary and saturated subset of E
0.
In particular, if I is a βE-invariant ideal of C
∗(E)γ , then K := (C∗(E)) · I · (C∗(E)) is a
gauge invariant ideal of C∗(E) and
IHI = IHK = KHK ∩ C
∗(E)γ = K ∩ C∗(E)γ = I.
Conversely, if H is a hereditary and saturated subset of E0, since IH := KH ∩ C
∗(E)γ , we
conclude that
HIH = HKH = H.
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Summarizing, there exists a bijection between the hereditary and saturated subsets of E0
and the βE-invariant ideals of C
∗(E)γ defined by the maps
H 7−→ IH =
∑
v∈H,n≥0
Fn(v) and I 7−→ HI = {v ∈ E
0 : Pv ∈ I}.
One could be tempted to think that there is a bijection between hereditary sets of E0 and
the ideal of C∗(E)γ such that βE(I) ⊆ I, but this is not the case (see Examples 2.5).
Theorem 2.3 (cf. [8, Theorem 4.1]). If E is a column finite graph without sinks, then there
is a bijection between the closed gauge invariant ideals of C∗(E), the hereditary and saturated
subsets of E0 and the βE-invariant ideals of C
∗(E)γ.
Corollary 2.4. Let E be a column finite graph without sinks, then E0 has no non-trivial
hereditary and saturated subsets if and only if C∗(E)γ does not have a proper βE-invariant
ideals.
Example 2.5. In the following examples we would like to illustrate some consequences of
Corollaries 1.18 and 2.4 and determine the simplicity of some graph C∗-algebras. We would
like to remark again that this is well-known by [8, Proposition 5.1]. However, one can slightly
modify some of the examples to get new simple C∗-algebra that probably do not arise as
graph C∗-algebras.
(1) Consider the graph E
•v0 // •v1 // •v2 // · · ·
Then E0 has no non-trivial hereditary and saturated subsets. We have that C∗(E)γ ∼=
C0(N ∪ {0}) and the endomorphism βE : C
∗(E)γ → C∗(E)γ sends χ{i} (the charac-
teristic function at i) to χ{i+1} for every i ≥ 0. Then, since E
0 does not have non-
trivial saturated and hereditary subsets, C0(N ∪ {0}) is βE-simple. Moreover, since
M(C0(N∪{0})) is a commutative C
∗-algebra, it does not have non-unitary isometries.
Hence, C∗(E) is simple.
(2) Consider the graph E
•v0
e

// •v1 // •v2 // · · ·
Then C∗(E)γ = K (the compact operators of a countable infinite dimensional Hilbert
space H), that is simple. Therefore C∗(E)γ is (βE−) simple, and thus E
0 has no
non-trivial hereditary and saturated subsets. Moreover, it is not difficult to see that
βE = Ad W where W is the shift operator of H, whence βE is inner and C
∗(E) is not
a simple C∗-algebra.
(3) This is the graph C∗-algebra picture of the algebra On. Let E be the graph
•v
(n)

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with n loops. We have that C∗(E)γ is isomorphic to the n-infinity UHF-algebra
Un :=
⊗∞
i=1Mn and βE(x) = P ⊗x for every x ∈ Un, where P =

 1/n · · · 1/n... ...
1/n · · · 1/n

.
Therefore C∗(E)γ is βE-simple, since Un is simple. Moreover, since C
∗(E)γ is a unital
and finite C∗-algebra it does not have non-unitary isometries, and therefore C∗(E) is
a simple C∗-algebra.
(4) An example of the different behaviour of βE and β
2
E can be found when the graph E
is
•v
,,)) •wll
In this case Pv and Pw generate two orthogonal ideals of C
∗(E)γ, Iv and Iw respectively,
both isomorphic to the CAR-algebra
⊗∞
n=1M2, and such that C
∗(E)γ = Iv ⊕ Iw. We
have that βE(x, y) = (y, P ⊗ x) for every (x, y) ∈ Iv ⊕ Iw, where P =
(
1/2 1/2
1/2 1/2
)
.
Therefore C∗(E)γ is βE-simple, but β
2
E(Iv) ⊆ Iv and β
2
E(Iw) ⊆ Iw. Moreover, since
C∗(E)γ is a unital and finite C∗-algebra, it does not have non-unitary isometries, and
therefore C∗(E) is a simple C∗-algebra.
(5) Consider the graph E
•v
f
// •w
e

Observe that C∗(E)γ = span {Pv, SemS
∗
em, SemfS
∗
emf : m ≥ 0}. Then, C
∗(E)γ is a
commutative C∗-algebra isomorphic to C(X) where X = {1/n : 1 ≤ n}∪{0}, and the
endomorphism acts βE(χ[0,1/n]) = χ[0,1/(n+1)] for every n ≥ 1. Since {v} is a saturated
and hereditary subset, there exists a proper βE-invariant ideal, that corresponds to
the ideal C0(X \{0}). Given n ∈ N let In be the ideal of C
∗(E)γ generated by χ[0,1/n].
Observe that βE(In) ⊆ In (in particular βE(In) = In+1). Therefore C
∗(E)γ posses a
infinite countably family of different ideals I such that βE(I) ⊆ I.
Definition 2.6. A C∗-dynamical system (A, β) is said to satisfy the Cuntz-Krieger uniqueness
theorem if for every faithful Stacey covariant representation (pi, V ) of (A, β) we have that
C∗(pi, V ) ∼= A×β N.
Recall that the graph E satisfies condition (L) if every cycle has an entry. A graph E
satisfies condition (L) if and only if, given any ∗-homomorphism η : C∗(E) → B such that
η(Pv) 6= 0 for every v ∈ E
0, we have that η is injective (see e.g. [28, Section 2]). Thus,
Theorem 2.7 (cf. [28, Theorem 2.4] & [24, Theorem 2.5]). Let E be a column finite graph
without sinks. Then the following statements are equivalent:
(1) The graph E satisfies condition (L).
(2) (C∗(E)γ, βE) satisfies the Cuntz-Krieger uniqueness theorem.
(3) T(βE) = T.
Now we will see that for the dynamical system (C∗(E)γ, βE) associated to a graph C
∗-
algebras, the results of Olesen and Pedersen [24, Theorem 2.5 & Theorem 4.6] reduces to a
simpler way.
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Proposition 2.8. Let E be a column finite graph without sinks and let (C∗(E)γ, βE) be its
associated C∗-dynamical system. If βE is weakly properly outer then E satisfies condition (L).
Proof. Suppose that βE is weakly properly outer and that E does not satisfy condition (L),
i.e., there exists a cycle α without an entry. We can suppose that α = en · · · e1 with ei ∈ E
1
and vi = r(ei) for i = 1, . . . , n, such that s(e1) = r(en) = vn and r(ei) 6= vn for every i 6= n.
Let Hα = {vi}i=1,...,n, and let I be the ideal of C
∗(E)γ generated by {Pv}v∈Hα . Observe that,
since α does not have any exit, by (CK2) we have that
I =
∑
k≥0
Fk(vn) .
Given w ∈ E0, let {ηi,w}
νw
i=1 ⊆ E
n be the set of paths such that s(ηi,w) = w (a finite number
since E is column finite),. Given any z ∈ E0vn , where
E0vn := {z ∈ E
0 : exists η ∈ E∗ with s(η) = vn and r(η) = z} ,
consider all the paths {γj,z}j∈∆z ⊆ E
∗ such that s(γj,z) = vn and r(γj,z) = z. Observe that
1 ≤ |{γj,z}j∈∆z | ≤ ∞. Given any path γj,z, we define κi,z := |s
−1(s(fn))| · · · |s
−1(s(f1))| <∞
for fn · · ·f1 = ηi,z with fi ∈ E
1. Then, define the formal sums (we still not determine where
their converge to)
Vw :=
νw∑
j∈∆w,i=1
κ
−1/2
i,w Sηi,wγj,wS
∗
γj,wα
if w ∈ E0vn \Hα ,
Vvk =
νvk∑
i=1
κ
−1/2
i,vk
Sηi,vk ek···e1S
∗
ek···e1α
for 1 ≤ k ≤ n− 1
and
Vvn =
νvn∑
i=1
κ
−1/2
i,vn
Sηi,vnS
∗
α .
We claim that
∑
w∈E0vn
Vw converges with the strong topology in M(I). Indeed, recall that
I = span {Sγi,wS
∗
γj,z
: |γi,w| = |γj,z| for z, w ∈ E
0
vn}, so it is enough to see that for every v, w ∈
E0vn and k, l ∈ N such that |γk,w| = |γl,z| then (
∑
u∈E0vn
Vu)Sγk,wS
∗
γl,z
and Sγk,wS
∗
γl,z
(
∑
u∈E0vn
Vu)
are elements of I of norm less or equal to 1. Observe that
(
∑
u∈E0vn
Vu)Sγk,wS
∗
γl,z
= VwSγk,wS
∗
γl,z
=
νw∑
i=1
κ
−1/2
i,w Sηi,wγk,wS
∗
γl,zα
∈ I .
Now we have that
‖
νw∑
i=1
κ
−1/2
i,w Sηi,wγk,wS
∗
γl,zα
‖2 = ‖(
νw∑
i=1
κ
−1/2
i,w Sηi,wγk,wS
∗
γl,zα
)∗
νw∑
i=1
κ
−1/2
i,w Sηi,wγk,wS
∗
γl,zα
‖
= ‖
νw∑
i=1
κ−1i,wSγl,zαS
∗
γl,zα
‖ ≤ ‖Sγl,zS
∗
γl,z
‖ = 1
as desired. Analogously, we can see that Sγk,wS
∗
γl,z
(
∑
u∈E0vn
Vu) converges to an element of I
of norm less or equal than 1. Define V :=
∑
w∈E0vn
Vw. Then we have that V
∗V = 1M(I). One
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can easily check that V zV ∗ = βE
n(z) for every z ∈ I, so βE
n
|I is inner, a contradiction with
the hypothesis. 
Remark 2.9. In the proof of Proposition 2.8 we prove that, if E does not satisfy condition
(L), i.e., there exists a loop α without entries, then given any vertex v ∈ E0 of the loop α we
have that
I :=
∑
n≥0
Fk(v) ,
is a βE-invariant ideal of C
∗(E)γ such that βE
n
|I is inner for some n > 0. Then HI is a
hereditary and saturated subset of E0 containing Hα := {v ∈ E
0 : v ∈ α} such that I = IHI .
But since IHI ⊆ IH for every hereditary and saturated subset H of E
0 containing Hα we have
that HI is the minimal hereditary and saturated subset of E
0 containing Hα. Thus I is a
minimal βE-invariant ideal such that βE
n
|I is inner.
Observe also that in general I is a non-simple sub-C∗-algebra of C∗(E)γ . For example, if
n > 1, then the ideal generated by Pvi for every 1 ≤ i ≤ n is proper (one can check easily
that it cannot contain Pvj for i 6= j).
Proposition 2.10. Let E be a column finite graph without sinks and let (C∗(E)γ , βE) be its
associated C∗-dynamical system. If E satisfies condition (L) then βE is weakly properly outer.
Proof. Suppose that E satisfies condition (L) and there exist a non-zero βE-invariant ideal I
of C∗(E)γ such that βnE |I is inner for some n > 0. Hence, I =
∑
v∈HI ,k≥0
Fk(v), where HI is a
hereditary and saturated subset of E0. So, there is a gauge-invariant ideal of C∗(E), say KHI ,
generated by {Pv}v∈HI . Recall that the core K
γ
HI
is precisely I. Now, there exists an isometry
W ∈ M(I) such that βE
n(z) = WzW ∗ for every z ∈ I. Since I contains an approximate unit
for KHI (see for example [5, Lemma 3.4]) we can see M(I) as a sub-C
∗-algebra of M(KHI ).
Define U := W ∗T n a unitary in M(KHI ) (we are also using that TI ⊆ IT ). Then, for
every z ∈ I we have z = UzU∗ Observe that, given any y ∈ I, we have that that yU = Uy.
We claim that HI ⊆ E
0 cannot have sources. Indeed, if v ∈ HI is a source, then Pv ∈ I,
and hence
Pv = UPvU
∗ = W ∗T nPvT
n∗W .
We have that W ∗T nPv =
∑
l λlSηlS
∗
ρl
∈ PvKHIPv ⊆ PvC
∗(E)Pv, with λl ∈ C and ηl, ρl ∈ E
∗
with r(ηl) = r(ρl) = v and |ηl| = |ρl|+ n. But this contradicts the fact that v is a source.
Now, given any v ∈ E0, let {ηi,v}
νv
i=1 be the set of all the paths in E
n with r(ηi,v) = v. So,
given v ∈ HI and i ≤ νv, we define
0 6= Xi,v := S
∗
ηi,v
U ∈ Ps(ηi,v)C
∗(E)γPv .
If µ, γ ∈ Em with s(µ) = s(γ) ∈ HI then we have that SµS
∗
γ ∈ I. So, for every w, z ∈ HI ,
1 ≤ k ≤ νw and 1 ≤ l ≤ νz, we have that
(1) Xk,w(SµS
∗
γ)X
∗
l,z = S
∗
ηk,w
U(SµS
∗
γ)U
∗S∗ηl,z = S
∗
ηk,w
(SµS
∗
γ)Sηl,z ,
(2) Xk,wX
∗
l,z = δw,z · δk,l · Ps(ηk,w),
(3) X∗k,wSµS
∗
γXl,z = U
∗Sηk,wSµS
∗
γS
∗
ηl,z
U = δr(µ),s(ηk,w) · δr(γ),s(ηj,z) · Sηk,wSµS
∗
γS
∗
ηl,z
,
while given v ∈ HI and 1 ≤ i ≤ νv, we have that
Xi,vX
∗
i,vXi,v = S
∗
ηi,v
UU∗Sηi,vS
∗
ηi,v
U = S∗ηi,vSηi,vS
∗
ηi,v
U = S∗ηi,vU = Xi,v ,
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so Xi,v is a partial isometry in Ps(ηi,v)C
∗(E)γSηi,vS
∗
ηi,v
.
Now, choose any v ∈ HI and 1 ≤ i ≤ νv, and consider the isometryXi,vSηi,v ∈ Ps(ηi,v)C
∗(E)Ps(ηi,v).
Given any ε > 0, there exist m ∈ N, λj ∈ C \ {0} and αj , βj ∈ E
∗ with |αj | = |βj| + n and
r(αj) = r(βj) = s(ηi,v) such that
‖Xi,vSηi,v −
m∑
j=1
λjSαjS
∗
βj
‖ < ε .
Suppose that |β1| ≥ |βi| for every i ≤ m. Then we have that
‖ps(ηi,v) − y
∗y‖ = ‖(Xi,vSηi,v)
∗Xi,vSηi,v − y
∗y‖
≤ ‖(Xi,vSηi,v)
∗Xi,vSηi,v − y
∗Xi,vSηi,v‖+ ‖y
∗Xi,vSηi,v − y
∗y‖
≤ ‖(Xi,vSηi,v)
∗ − y∗‖‖Xi,vSηi,v‖+ ‖Xi,vSηi,v − y‖‖y
∗‖
≤ ε · 1 + ε(1 + ε)
Thus, if ε < 1/4, we have that y∗y is invertible in Ps(ηi,v)C
∗(E)γPs(ηi,v). Hence, ySβj 6= 0 for
every 1 ≤ j ≤ m. Thus,
‖Sβ1S
∗
β1
− ySβ1S
∗
β1
y∗‖ = ‖(Xi,vSηi,v)Sβ1S
∗
β1
(Xi,vSηi,v)
∗ − ySβ1S
∗
β1
y∗‖
≤ ‖(Xi,vSηi,v)Sβ1S
∗
β1
(Xi,vSηi,v)
∗ − (Xi,vSηi,v)Sβ1S
∗
β1
y∗‖+
+ ‖(Xi,vSηi,v)Sβ1S
∗
β1
y∗ − ySβ1S
∗
β1
y∗‖
≤ ‖(Xi,vSηi,v)Sβ1S
∗
β1
‖ε+ ‖Sβ1S
∗
β1
y∗‖ε
≤ ε+ ε(1 + ε)
and therefore ySβ1S
∗
β1
y∗ is invertible in Sβ1S
∗
β1
C∗(E)γSβ1S
∗
β1
. So, 0 6= S∗β1ySβ1 =
∑m′
j=1 λ
′
jSγj ,
where γj ∈ E
n with s(γj) = r(γj) = r(β1) = s(ηi,v) for every 1 ≤ j ≤ m
′. Hence, the γjs
are cycles. Let γ = γ1. Since by assumption E satisfies condition (L), we have that γ has
an entry. Therefore, there exists η ∈ E∗ such that γ /∈ η. So, we have that Sβ1ηS
∗
β1η
∈
Sβ1S
∗
β1
C∗(E)γSβ1S
∗
β1
and hence S∗β1ηSβ1 = S
∗
ηSγ = 0, that contradicts the fact that Sβ1S
∗
β1
is
invertible in Sβ1S
∗
β1
C∗(E)γSβ1S
∗
β1
. 
Summarizing, we have the following result.
Theorem 2.11. Let E be a column finite graph without sinks. Then the following statements
are equivalent:
(1) The graph E satisfies condition (L).
(2) (C∗(E)γ, βE) satisfies the Cuntz-Krieger uniqueness theorem.
(3) T(βE) = T.
(4) There is no βE-invariant ideal I of C
∗(E)γ and n ∈ N such that βnE |I = Ad V , where
V ∈M(I) is an isometry.
(5) βE is weakly properly outer.
Finally, using the characterization of simplicity of C∗(E) in terms of properties of the graph
E [8, Proposition 5.1], the representation of an Huef and Raeburn of the graph C∗-algebra
C∗(E) as the Stacey crossed product C∗(E)γ ×βE N, joint with Corollary 1.18 and Theorem
2.11, we conclude the desired result.
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Theorem 2.12 (cf. [8, Proposition 5.1]). Let E be a column finite graph without sinks. Then
the following statements are equivalent:
(1) C∗(E)γ ×βE N is simple.
(2) E does not have non-trivial hereditary and saturated subsets and satisfies condition
(L).
(3) C∗(E)γ does not have any proper βE-invariant ideal and β
n
E is outer for every n ≥ 1.
3. Pure infiniteness
In Theorem 1.17 we have given necessary and sufficient conditions on the endomorphism β
for the simplicity of the C∗-algebra A×β N. If A is a unital C
∗-algebra and β(1) 6= 1 we have
then that A ×β N contains a proper isometry, and if in addition A ×β N is simple, we have
that it is a properly infinite C∗-algebra. We will see that for a broad class of unital real rank
zero C∗-algebras A we have that A×β N turns out to be purely infinite. Our result generalize
and unify similar results given in [29] and [16].
Lemma 3.1. Let A be a unital C∗-algebra, let β : A −→ A be an injective endomorphism,
and suppose that does not exist any proper ideal I of A such that β(I) ⊆ I. Then, given any
non-zero a ∈ A+ there exists n ∈ N such that a+ β(a) + · · ·+ β
n(a) is a full positive element
in A.
Proof. Consider the ideal I := span {xβn(a)y : n ≥ 0, x, y ∈ A} 6= 0. It clearly satisfies
β(I) ⊆ I and then, by hypothesis, we have that I = A. Therefore we can write
1 =
k∑
i=1
xiβ
nk(a)yk
where xi, yi ∈ A and ni ∈ N for every i ∈ {1, . . . , k}. Then, taking n = maxi{ni}, we have or
desired result. 
Let T (A) be the set of tracial states of A, which is a compact space with the ∗-weak
topology. We say that A has strict comparison if: (i) T (A) 6= ∅; (ii) Whenever p ∈ AqA such
that τ(p) < τ(q) for every τ ∈ T (A), we have that p . q. For example, every unital exact and
stably finite C∗-algebra of real rank zero that is Z-stable has strict comparison [30, Corollary
4.10].
Recall that a (non-necessarily simple) C∗-algebra A is said to be purely infinite if and only
if all positive elements are properly infinite [19] ; in particular, every projection of A (if it has
any) must be properly infinite. Also recall that a unital simple C∗-algebra is purely infinite
if and only if has real rank zero and every projection is infinite [35]. The following lemma is
a slight modification of [29, Lemma 3.2].
Lemma 3.2 (cf. [29, Lemma 3.2]). Let A be a unital C∗-algebra that either has strict compar-
ison or is purely infinite. Let β : A −→ A be an injective endomorphism such that β(1) 6= 1
and β(A) is a hereditary sub-C∗-algebra and let A ×β N = C
∗(A, V ). If does not exist any
proper ideal I of A such that β(I) ⊆ I, then for every full projection p ∈ A there exist a
partial isometry u ∈ A and m ∈ N such that (V ∗)mu∗puV m = (V ∗)mV m = 1.
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Proof. We claim that there exists m ∈ N such that V m(V m)∗ . p. Observe that if A is
purely infinite then p is a properly infinite full projection. So, we have that V V ∗ ∈ ApA = A.
Hence, V V ∗ . p, so that m = 1 holds.
Now suppose that A has strict comparison. Then T (A) is non-empty and compact. So,
given any k ∈ N we set
α = inf {τ(p) : τ ∈ T (A)} and γk = sup {τ(V
k(V ∗)k) : τ ∈ T (A)} .
Observe that, since p is full, we have that α > 0. Now, we claim that there exists n ∈ N such
that γn < 1. Indeed, it is enough to prove that there exists n ∈ N such that 1− V
n(V ∗)n is
a full projection. Let us construct the ideal
I := span {x(V l(V ∗)l − V l+1(V ∗)l+1)y : l ≥ 0, x, y ∈ A} 6= 0 .
It is clear that β(I) ⊆ I. Therefore, by Lemma 3.1, there exists n ∈ N such that
(1−V V ∗)+· · ·+βn−1(1−V V ∗) = (1−V V ∗)+· · ·+(V n−1(V ∗)n−1−V n(V ∗)n) = 1−V n(V ∗)n ,
is a full projection. Therefore γn < 1. By the same argument as in the proof of [29, Lemma
3.2], we have that τ(V nl(V ∗)nl) ≤ γln for every l ∈ N. Then, there exists l ∈ N such that
τ(V nl(V ∗)nl) ≤ γln < α ≤ τ(p). Since A has strict comparison, we have that V
nl(V ∗)nl . p.
So, there exists a partial isometry u ∈ A such that u∗u = V nl(V ∗)nl and uu∗ ≤ p. Therefore
(V ∗)nlu∗puV nl = (V ∗)nl(V nl(V ∗)nl)V nl = 1, so we are done. 
Lemma 3.3. Let A be a C∗-algebra of real rank zero, and let β : A → A be an extendible
injective endomorphism with β(A) being hereditary such that T(β) = T. Then, given any
a ∈ A∼ and any B hereditary sub-C∗-algebra of A we have that
inf {‖paβ(p)‖ : p is a non-zero projection of B} = 0 .
Proof. Let a ∈ A+ and let B be a hereditary sub-C∗-algebra of A. Given ε > 0, by Theorem
1.17 there exists x ∈ B+ with ‖x‖ = 1 such that ‖xaβ(x)‖ < ε/2. Given δ > 0, let
fδ : [0, 1] −→ [0, 1] be such that f(t) = 1 for every t ∈ [1−δ/2, 1] and such that |fδ(t)− t| < δ
for every 0 ≤ t ≤ 1. Take δ > 0 such that ‖fδ(x)aβ(fδ(x))‖ < ε. Let C = {y ∈ B : fδ(x)y =
yfδ(x) = y} 6= 0. Notice that C is a hereditary sub-C
∗-algebra of B. Since C has real rank
zero, there exists a non-zero projection p ∈ C, and by construction pfδ(x) = fδ(x)p = p.
Therefore
‖paβ(p)‖ = ‖pfδ(x)aβ(fδ(x)p)‖ ≤ ‖fδ(x)aβ(fδ(x))‖ < ε .

Corollary 3.4. Let A be a C∗-algebra of real rank zero, and let β : A −→ A be an extendible
injective endomorphism with β(A) being hereditary such that T(βn) = T for every n > 0.
Then, given any ε > 0, a1, . . . , ak ∈ A
∼ and n1, . . . , nk ∈ N and a projection p ∈ A, there
exists a projection q ∈ pAp such that
‖qaiβ
ni(q)‖ < ε for every i ∈ {1, . . . , k} .
A C∗-algebra A is said to be weakly divisible if given any projection p ∈ A, there exists
a unital ∗-homomorphism M2 ⊕M3 −→ pAp [31, Lemma 5.2]. Conditions for a non-type I
real rank zero C∗-algebra being weakly divisible are given in [31, Theorem 5.8]. In particular,
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every simple non-type I C∗-algebra of real rank zero is weakly divisible. Observe that, if A
is weakly divisible or purely infinite, then the following statement holds:
(†) Given any n ∈ N and p ∈ A there exists p1, . . . , pn ∈ A non-zero pairwise orthogonal
subprojections of p with p ∈ ApiA for all i
Proposition 3.5. Let A be a unital C∗-algebra of real rank zero satisfying (†), let β : A −→ A
be an injective endomorphism such that β(A) is a hereditary sub-C∗-algebra of A, and let
A×β N = C
∗(A, V ). If does not exist any proper ideal I of A such that β(I) ⊆ I, then given
any non-zero projection p ∈ A there exist a full projection q ∈ A and c ∈ A ×β N such that
q = cpc∗.
Proof. By Lemma 3.1 there exists n ∈ N such that p+β(p)+· · ·+βn(p) is a full positive element
of A. Since A satisfies (†) there exist non-zero orthogonal projections p0, . . . , pn ∈ A such
that p0+ · · ·+pn ≤ p with p ∈ ApiA for all i ∈ {0, . . . , n}. Observe that p+β(p)+ · · ·+β
n(p)
lies in the ideal generated by q′ := p0+β(p1)+ · · ·+β
n(pn), so q
′ is also a full positive element
of A. Denote p′i := β
i(pi) for every i ∈ {0, . . . , n}. Now we are going to use induction on n to
construct a projection q ∈ A such that p′0 + · · ·+ p
′
n ∈ AqA. The case n = 0 is clear. Now,
suppose that there exists a projection qk−1 such that p
′
0 + · · ·+ p
′
k−1 ∈ Aqk−1A.
Using the Riesz decomposition of V (A) [34] we have p′k ∼ ak ⊕ bk such that ak . qk−1 and
bk . 1− qk−1. Let vk be the partial isometry such that v
∗
kvk ≤ p
′
k and vkv
∗
k ≤ 1− qk−1. If we
define the projection qk := qk−1 + vkv
∗
k, then we have that p
′
1 + · · · + p
′
k ∈ AqkA. Therefore
the projection q := qn is full. If we define c := p0+ v1V
1p1+ · · ·+ vnV
npn, then we have that
cpc∗ = cc∗ = p0 + v1β(p1)v
∗
1 + · · ·+ vnβ
n(pn)v
∗
n = q ,
as desired. 
Theorem 3.6. Let A be a unital C∗-algebra of real rank zero satisfying (†) that has strict
comparison, let β : A −→ A be an injective endomorphism such that β(1) 6= 1 and β(A) is a
hereditary sub-C∗-algebra of A. If A ×β N is simple and β(1) is a full projection of A, then
A×β N is purely infinite simple C
∗-algebra.
Proof. It is enough to prove that given a positive element x ∈ A×βN there exist a, b ∈ A×βN
such that axb = 1. Let E : A ×β N −→ A be the canonical faithful conditional expectation.
So, 0 6= E(x) = c ∈ A+. Then, for ‖c‖ > ε > 0 we have that the hereditary sub-C
∗-algebra
(c− ε)+A(c− ε)+ ⊆ c
1/2Ac1/2 has real rank zero. Hence, there exists a non-zero projection
p = c1/2yc1/2 ∈ c1/2Ac1/2. Then, q = y1/2cy1/2 is a projection, and E(y1/2xy1/2) = y1/2cy1/2 =
q. Thus, we can assume that E(x) = q is a non-zero projection. Given 1/2 > ε > 0, there
exists x′ = (V ∗)md−m+ · · ·+q+ · · ·+dmV
m, with dj ∈ A+ for every j, such that ‖x−x
′‖ < ε.
By Corollary 1.18, Theorem 1.17 and Corollary 3.4, there exists a non-zero projection p ∈ qAq
such that
‖pdiβ
i(p)‖ < ε/2m and ‖βi(p)d−ip‖ < ε/2m
for every i ∈ {1, . . . , m}. Therefore
‖pxp− p‖ ≤ ‖pxp− px′p‖+ ‖px′p− p‖ ≤ ε+ ε < 1 .
Then, pxp is invertible in p(A×βN)p, whence there exists y ∈ p(A×βN)p such that ypxp = p.
Since we are assuming that A×β N is simple and β(1) is a full projection, [32, Theorem 4.1]
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implies that there are no non-trivial ideals I of A such that β(I) ⊆ I. Thus, by Proposition
3.5, there exist c ∈ A×β N and a full projection q ∈ A such that cpc
∗ = q.
By Lemma 3.2, there existm ∈ N and a partial isometry u ∈ A such that (V ∗)mu∗quV m = 1
and therefore
(V ∗)mu∗(cypxpc∗)uV m = (V ∗)mu∗cpc∗uV m = (V ∗)mu∗quV m = 1 .
Thus, if we set a := (V ∗)mu∗cyp and b := pc∗uV m we have axb = 1, as desired. 
When A is a purely infinite C∗-algebra, we generalize the result of [16].
Corollary 3.7. Let A be a unital purely infinite C∗-algebra of real rank zero, let β : A −→ A
be an injective endomorphism such that β(1) 6= 1 is a full projection and β(A) is a hereditary
sub-C∗-algebra of A. Then A×βN is a simple purely infinite C
∗-algebra if and only if A×βN
is simple.
Proof. The proof works in the same way as that of Theorem 3.6, but reminding that Lemma
3.2 and condition (†) are also satisfied for purely infinite C∗-algebras. 
Finally, we can use Corollary 3.7 to characterize when a crossed product by an automor-
phism A×α Z is simple and purely infinite.
Corollary 3.8 (cf. [16, Theorem 3.1]). Let A be a unital purely infinite C∗-algebra of real
rank zero, and let α : A −→ A be an automorphism. Then A×α Z is a simple purely infinite
C∗-algebra if and only if A×α Z is simple.
Proof. The proof is a verbatim of the proof of [16, Theorem 3.1]. We only have to prove that
there exist projections p, e ∈ A and partial isometries t, s ∈ A such that
s∗s = α(p) , ss∗ = e < p , t∗t = 1− α(p) and tt∗ = 1− e .
Indeed, since 1 is a properly infinite projection, there exist mutually orthogonal projections
p1, p2, p3 ∈ A, all them Murray-von Neumann equivalent to 1. Observe that α(pi) are mutually
orthogonal full properly infinite projection of A. Then, we have that α(p1) ∼ e < α(p2) for
some projection e ∈ A. Since α(p3) ⊥ α(p1) and e ⊥ α(p1), by [10, Proposition 2.5] we have
that α(p1) and e are homotopic equivalent, and hence 1 − α(p1) and 1 − e are homotopic
equivalent, thus Murray-von Neumann too. Thus, setting p := α(p1) we have proved the
claim.
By the proof of [16, Theorem 3.1], the dynamical system (A, α) is exterior equivalent to
(A, ρ), where ρ is the automorphism defined by ρ(x) = (s + t)α(x)(s + t)∗ for every x ∈ A.
So, it is enough to prove that A×ρ Z is simple and purely infinite. Notice that T(α) = T(ρ),
and that A is ρ-simple since it is α-simple. Hence, A ×ρ Z is a simple C
∗-algebra. Then
p(A ×ρ Z)p ∼= pAp ×ρ N is a full simple hereditary sub-C
∗-algebra. Now, we have that pAp
is a purely infinite C∗-algebra of real rank zero, and by construction ρ(p) = sα(p)s∗ is a
full projection of pAp. Thus, by Theorem 3.7 we have that pAp ×ρ N is a purely infinite
C∗-algebra, whence so is A×α Z. 
Example 3.9. This is a generalization of Example 2.5(3) and Cuntz’s construction of the
algebras On [12]. Let Um be the m-infinity UHF algebra
⊗∞
n=1Mm, and let B = Um⊕· · ·⊕Um
be the direct sum of n copies of Um, that is a nuclear unital weakly divisible C
∗-algebra of real
rank zero that absorbs Z and hence has strict comparison. Let us consider the endomorphism
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β : B −→ B given by β(x1, . . . , xn) = (P1⊗x2, P2⊗x3 · · · , Pn⊗x1) for every (x1, . . . , xn) ∈ B,
where P1, · · · , Pn ∈Mm are rank 1 projections. Hence, β is injective. Observe that β(1) 6= 1
is a full projection of B. It is clear that B is β-simple and βk is outer for any k > 0, since
B is a unital finite C∗-algebra. Hence, B×β N is simple by Theorem 1.17, and thus applying
Theorem ?? it is also a purely infinite C∗-algebra, in particular it is a Kirchberg algebra.
Now, we use the modification of the Pimsner-Voiculescu six-term exact sequence given in
[29],
K0(B)
1−β∗ // K0(B) // K0(B ×β N)

K1(B ×β N)
OO
K1(B)oo K1(B)
1−β∗oo
Notice that the induced map β∗ : Z[1/m]n −→ Z[1/m]n is given by
β∗(x1, . . . , xn) = (x2/m, . . . , xn/m, x1/m) ,
for every (x1, . . . , xn) ∈ Z[1/m]
n. Then, we can easily compute K0(B ×β N) = Z/(m
n − 1)Z
and K1(B×βN) = 0. Thus, using the Kirchberg-Phillips classification theorems, we conclude
that B ×β N is stably isomorphic to the Cuntz algebra Omn .
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