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In the name of Allah, the Beneficent, the Merciful
ON THE FIELD OF DIFFERENTIAL RATIONAL INVARIANTS OF A SUBGROUP OF
AFFINE GROUP(ORDINARY DIFFERENTIAL CASE)
Ural Bekbaev 1
Department of Mathematics & Institute for Mathematical Research,
FS, UPM, 43400, Serdang, Selangor, Malaysia.
Abstract
An ordinary differential field (F, d) of characteristic zero, a subgroup H of affine group GL(n, C) ∝ Cn
with respect to its identical representation in Fn and the following two fields of differential rational functions in
x = (x1, x2, ..., xn)-column vector,
C〈x, d〉H = {fd〈x〉 ∈ C〈x, d〉 : fd〈hx+ h0〉 = f
d〈x〉 for any (h, h0) ∈ H},
C〈x, d〉(F
∗,H) = {fd〈x〉 ∈ C〈x, d〉 : fg
−1d〈hx+ h0〉 = f
d〈x〉 for any g ∈ F ∗ and (h, h0) ∈ H}
are considered, where C is the constant field of (F, d) and C〈x, d〉 is the field of differential rational functions in
x1, x2, ..., xn over C. The field C〈x, d〉
H (C〈x, d〉(F
∗,H)) is an important tool in the equivalence problem of paths(
respect. curves) in Differential Geometry with respect to the motion group H . In this paper an pure algebraic
approach is offered to describe these fields. The field C〈x, d〉(F
∗,H) and its relation with C〈x, d〉H are investigated.
It is shown also that C〈x, d〉H can be derived from some algebraic ( without derivatives) invariants of H .
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1. Introduction
Let n > 1 be a natural number, H be a subgroup of the affine group GL(n,R) ∝ Rn, and
G = Diff(B) be the group of diffeomorphisms of the open interval B = (0, 1). Two infinitely
smooth paths u : B → Rn, v : B → Rn are said to be (G,H)-equivalent if there are such t ∈ G and
(h, h0) ∈ H that v(s) = hu(t(s)) + h0 for any s ∈ B.
A function f d(u(t)) of u(t) = (u1(t), ..., un(t)) and its finite number of derivatives relative to
d = d
dt
is said to be invariant(more exactly, (G,H)- invariant) if the equality
f d(u(t(s))) = f δ(hu(t(s)) + h0)
is valid for any t ∈ G and (h, ho) ∈ H ,where δ =
d
ds
.
In the terms of inverse function s = s(t) the expressions du(t(s))
dt(s)
and du(t(s))
ds
can be rewritten as
du(t)
dt
and du(t)
ds(t)
= 1
s′(t)
du(t)
dt
, respectively. Therefore the above invariantness of f d(u(t)) can be written
in the form f d(u(t)) = f δ(hu(t) + h0), where δ = s
′(t)−1 d
dt
.
Let t run B, F = C∞(B), and (F, d) be the differential ring of infinitely smooth functions on
B relative to differential operator d
dt
. The constant subring,i.e. {a ∈ F : d(a) = 0}, of (F, d) is
R. Now every infinitely smooth path u : B → Rn can be considered as an element of differential
module (F n; d), where d acts on elements of F n coordinate-wisely. If elements of this module are
considered as column vectors the above transformations of u and d look like
u = (u1, ..., un) 7→ hu+ h0, d 7→ g
−1d
, where g is some invertible element of F and (h, h0) ∈ H .
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Therefore the following algebraic approach to the above invariants is natural. Let (F, d) be any
differential field i.e. F is a field with a fixed d : F → F for which
a) d(a+ b) = d(a) + d(b), b) d(ab) = d(a)b+ ad(b) for any a, b ∈ F.
Let C stand for the constant subfield of (F, d) i.e. C = {a ∈ F : d(a) = 0} , H ⊂ GL(n, C) ∝ Cn
be a subgroup, F ∗ = F \ {0}.
One can consider the following (F ∗, H)-equivalence of pairs (u, du), (v, dv), where u, v ∈ F
n and
du : F → F , dv : F → F are differential operators, as an algebraic analogue of the above mentioned
equivalence of paths.
Definition 1. Pairs (u, du), (v, dv) are said to be (F
∗, H)-equivalent if v = hu+h0, dv = g
−1du
for some g ∈ F ∗ and (h, h0) ∈ H.
Let in future x1, ..., xn be d-differential algebraic independent variables over F and x stand for
the column vector with coordinates x1, ..., xn. We use the following notations: C[x]- the ring of
polynomials in variables x1, ..., xn over C; C(x)- the field of rational functions in variables x1, ..., xn
over C;C{x, d}- the ring of differential polynomials in x1, ..., xn over C i.e.
C{x, d} = C[x, dx, d2x, ..., dmx, ...]
, where dmx = (dmx1, ..., d
mxn) and C〈x, d〉 the field of differential rational functions in x over C.
Definition 2. An element f d〈x〉 ∈ C〈x, d〉 is said to be (F ∗, H) invariant
(F ∗ invariant; H invariant)- if the equality
f g−1d〈hx+ h0〉 = f
d〈x〉
(respect.f g−1d〈x〉 = f d〈x〉;f d〈hx+ h0〉 = f
d〈x〉) is valid for any g ∈ F ∗ and (h, h0) ∈ H.
Let us denote the set of all (F ∗, H) (respect. F ∗; H)- invariant differential rational functions
over C by C〈x, d〉(F
∗,H) (respect. C〈x, d〉F
∗
; C〈x, d〉H).
Importance of differential invariants ( for example such as, curvature, torsion) is out of the
question. Therefore investigation of the field C〈x, d〉(F
∗,H), as far as it is an algebraic analog of
such differential invariants, is of interest. In Differential Geometry usually geometric methods,
for example Cartan’s moving frame method, are used to obtain differential invariants of curves
with respect to a motion group H . It is clear that the transformation d 7→ g−1d corresponds to the
ordinary change of parameter in theory of curves. In this paper we are going to offer a pure algebraic
approach to describe the field C〈x, d〉(F
∗,H). Due to the algebraic character of our approach the
considered case may go even beyond the current needs of Differential Geometry. The finite group
case of H is considered in [1].
As to the field C〈x, d〉H it is an algebraic analog of differential invariants of paths with respect
to the motion group H . This field is investigated for all classical subgroups of the affine group
GL(n,R) ∝ Rn. The corresponding results and references can be found in [2].
The results of this paper are presented in [3,4].
2. Preliminary
In future (F ; d) stands for an ordinary differential field of characteristic zero and C is its constant
field. It is assumed that the differential field (F, d) holds the following property:
If qd{y} ∈ F{y, d} is such a polynomial that qd{a} = 0 for any a ∈ F then qd{y} is a zero
polynomial.
This condition is equivalent to F 6= C due to [5, p.139].
Proposition 1.Every non constant f d〈x〉 ∈ F 〈x, d〉 is d-algebraic independent over F .
Proof. Represent non constant f d〈x〉 as an irreducible ratio P{x}
Q{x}
, where P{x}, Q{x} ∈ F{x, d}.
Assume that, for example, x1 occurs in P{x} or Q{x} and define d-order of f
d〈x〉 with respect to
x1 as the maximal k that d
kx1 occurs in P{x} or Q{x}.
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To show d-algebraic independence of f d〈x〉 over F it is enough to show that the similar order of
df d〈x〉 is k + 1. Indeed the coefficient at dk+1x1 in the numerator of d
P{x}
Q{x}
is equal to
∂P{x}
∂dkx1
Q{x} −
∂Q{x}
∂dkx1
P{x}
which is nonzero because characteristic of F is zero and the ring F{x, d} is a factorial ring. Therefore
for the d-order of df d〈x〉 with respect to x1 one has k + 1.
Now let us show that if H is a subgroup then one can find such a nonzero pd〈x〉 ∈ C〈x, d〉 for
which
pg
−1d〈hx+ h0〉 = g
−1pd〈x〉, (1)
for any g ∈ F ∗, (h, h0) ∈ H .
Here are two examples of nonzero pd〈x〉 for which property (1) holds in the case of H =
GL(n, C) ∝ Cn and therefore equality (1) is valid when H is any subgroup of the affine group
as well.
Example 1. Let g ∈ F ∗ and δ stand for g−1d. The following relation can be verified.
dk =
k∑
i=1
Φdk,i{g}δ
i
, where Φdk,i{g} =
∑
Cαg
[α], α = (α1, α2, ..., αk), g
[α] = gα1(dg)α2...(dk−1g)αk , Cα =
k!
α1!α2!...αk!
∏k
j=1
(j!)αj
,
the sum
∑
is taken over all α with nonnegative integer components for which |α| =
∑k
j=1 αj = i
and 1α1 + 2α2 + ... + kαk = k.
In future let us use the notations:W d = W d{dx} = W d{dx1, dx2, ..., dxn} = det[dx, d
2x, ..., dnx].
Let W di =W
d
i {dx, d
n+1x}, i = 1, n stand for the determinant of the matrix obtained from
[dx, d2x, ..., dnx, dn+1x] by deleting dix.
Consider one more variable y. It is easy to check that
W δ(δx1, δx2, ..., δxn, δy) = g
−
(n+1)(n+2)
2 W d(dx1, dx2, ..., dxn, dy).
Therefore
∑n+1
i=1 (−1)
n+1−iW δi δ
iy = g−
(n+1)(n+2)
2
∑n+1
i=1 (−1)
n+1−iW di d
iy =
g−
(n+1)(n+2)
2
n+1∑
i=1
(−1)n+1−iW di
i∑
j=1
Φdi,j{g}δ
jy = g−
(n+1)(n+2)
2
n+1∑
j=1
(
n+1∑
i=j
(−1)n+1−iΦdi,j{g}W
d
i )δ
jy.
It implies that for any j = 1, n+ 1 one has W δj = g
−
(n+1)(n+2)
2
∑n+1
i=j (−1)
i−jΦdi,j{g}W
d
i .
In particular, if j = n+ 1 then W δ = g−
n(n+1)
2 W d,
if j = n then W δn = g
−
n(n+1)
2
−1(W dn −
n(n+1)
2
dg
g
W d),
if j = n− 1 then W δn−1 =
g−
n(n+1)
2
−2(W dn−1 −
n(n− 1)
2
dg
g
W dn + (
(n− 1)n(n+ 1)
6
d(
dg
g
) +
(n− 1)n(n + 1)(3n− 2)
24
(
dg
g
)2)W d),
if j = n− 2 then
W δn−2 = g
−
n(n+1)
2
−3(W dn−2 −
(n− 1)(n− 2)
2
dg
g
W dn−1 + (
(n− 2)(n− 1)n
6
d(
dg
g
)+
3
(n− 2)(n− 1)n(3n− 5)
24
(
dg
g
)2)W dn − (
(n+ 1)!
24(n− 3)!
d2(
dg
g
)+
(2n− 3)
(n + 1)!
24(n− 3)!
dg
g
d(
dg
g
) + (n− 1)(n− 2)
(n+ 1)!
48(n− 3)!
(
dg
g
)3)W d).
Therefore
W δn
W δ
= g−1(W
d
n
W d
− n(n+1)
2
dg
g
) (2)
W δn−1
W δ
= g−2(
W dn−1
W d
− n(n−1)
2
W dn
W d
dg
g
+ ( (n−1)n(n+1)
6
d(dg
g
) + (n−1)n(n+1)(3n−2)
24
(dg
g
)2)) (3)
Due to (2) one has the following two equalities
(W
δ
n
W δ
)2 = g−2((W
d
n
W d
)2 − n(n+ 1)(W
d
n
W d
dg
g
− n(n+1)
4
(dg
g
)2)) (4)
δ(
W δn
W δ
) = g−2(d(
W dn
W d
)−
W dn
W d
dg
g
−
n(n+ 1)
2
d2g
g
+ n(n+ 1)(
dg
g
)2)
The last equality and (3) imply that
W δn−1
W δ
+
n− 1
3
δ(
W δn
W δ
) = g−2(
W dn−1
W d
+
n− 1
3
d(
W dn
W d
)−
(n− 1)(3n+ 2)
6
(
W dn
W d
dg
g
−
n(n + 1)
4
(
dg
g
)2)).
Now one can use this equality with (4) to get
W δn−1
W δ
+
n− 1
3
δ(
W δn
W δ
)−
(n− 1)(3n+ 2)
6n(n+ 1)
(
W δn
W δ
)2 = g−2(
W dn−1
W d
+
n− 1
3
d(
W dn
W d
)−
(n − 1)(3n+ 2)
6n(n + 1)
(
W dn
W d
)2).
So for the pd1〈x〉 =
W dn−1
W d
+ n−1
3
d(W
d
n
W d
) − (n−1)(3n+2)
6n(n+1)
(W
d
n
W d
)2 one has pδ1〈x〉 = g
−2pd1〈x〉. Therefore
δpδ1〈x〉
pδ1〈x〉
= g−1(
dpd1〈x〉
pd1〈x〉
− 2dg
g
). Combining it with (2)one can see that the following nonzero function
pd〈x〉 = n(n+1)
2
dpd1〈x〉
pd1〈x〉
− 2W
d
n
W d
meets the needed requirements.
Example 2. Note that if one substitutes 2
n(n+1)
W dn
W d
for dg
g
in the expression
W dn−1
W d
−
n(n− 1)
2
W dn
W d
dg
g
+ (
(n− 1)n(n + 1)
6
d(
dg
g
) +
(n− 1)n(n+ 1)(3n− 2)
24
(
dg
g
)2),
which is a part of equality (3), he gets the above function pd1〈x〉.
In similar way if one substitutes 2
n(n+1)
W dn
W d
for dg
g
in the corresponding part of the expression for
W δn−2
W δ
, namely
W dn−2
W d
−
(n− 1)(n− 2)
2
W dn−1
W d
dg
g
+ (
(n− 2)(n− 1)n
6
d(
dg
g
) +
(n− 2)(n− 1)n(3n− 5)
24
(
dg
g
)2)
W dn
W d
−
(
(n+ 1)!
24(n− 3)!
d2(
dg
g
) + (2n− 3)
(n+ 1)!
24(n− 3)!
dg
g
d(
dg
g
) + (n− 1)(n− 2)
(n+ 1)!
48(n− 3)!
(
dg
g
)3)),
then he gets a function pd2〈x〉, for which p
g−1d
2 〈hx+ h0〉 = g
−3pd2〈x〉 for any g ∈ F
∗ and (h, h0) ∈ H.
Therefore the function pd〈x〉 =
pd2〈x〉
pd1〈x〉
also holds the needed property (1).
To have some other examples of such pd〈x〉 one can see [6].
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3. On (F ∗, H)- invariants
Due to the above examples for a given subgroup H of the affine group GL(n, C) ∝ Cn one can
consider δ(x, d) = δ = pd〈x〉−1d, where pd〈x〉 ∈ C〈x, d〉 is a fixed nonzero element holding property
(1). It is evident that the field C〈x, d〉(F
∗,H) is invariant with respect to the differential operator δ
, so one can consider the differential field (C〈x, d〉(F
∗,H), δ).
Note that the field C〈x, d〉(F
∗,H) is not invariant with respect to d.
The next result deals with generators of the differential field (C〈x, d〉(F
∗,H), δ) over C and their
relations. Let pd〈x〉 = a
d{x}
bd{x}
, where ad{x}, bd{x} ∈ C{x, d}. Due to (1) for any g ∈ F ∗ one has
gad{x}bgd{x} − agd{x}bd{x} = 0. Consider the left side of it as a d-differential polynomial in x. In
this case the above equality means that all coefficients of this polynomial, which are d-differential
polynomials in g over C, are zero for any g ∈ F ∗. Therefore due to assumption on (F, d) for
any differential indeterminate t one has tad{x}btd{x} − atd{x}bd{x} = 0. Substitution t = pd〈x〉−1
implies that pδ〈x〉 = 1
It should be noted that the field C〈x, d〉H is invariant with respect to the differential operator
d and (C〈x, d〉H , d) is a finitely generated d-differential field over C as a subfield of C〈x, d〉. Let
us assume that (C〈x, d〉H , d) = C〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉, d〉. As far as p
d〈x〉 ∈ C〈x, d〉H there is a
differential rational function pd〈t1, t2, ..., tm〉 such that
pd〈x〉 = pd〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉.
Therefore due to pδ〈x〉 = 1 one has pδ〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉〉 = 1.
Theorem 1. If (C〈x, d〉H, d) = C〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉, d〉 then the δ- differential field
(C〈x, d〉(F
∗,H), δ) is generated over C by the system of elements ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉. Moreover
any δ-differential polynomial relation over C of the system ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉 is a consequence
of d-differential polynomial relations of the system ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉 over C and the relation
pδ〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉〉 = 1.
Proof. It is evident that C〈x, d〉(F
∗,H) = C〈x, d〉F
∗
∩ C〈x, d〉H.
Let f d〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉 be F
∗-invariant. Consider f t
−1d〈ϕt
−1d
1 〈x〉, ϕ
t−1d
2 〈x〉, ..., ϕ
t−1d
m 〈x〉〉
as a differential rational function in x over C〈t, d〉 and let
P dt {x}
Qdt {x}
be its irreducible representation.
F ∗-invariantness of f d〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
n〈x〉〉 implies that
P dt {x}
Qdt {x}
=
P d1 {x}
Qd1{x}
. In its turn it implies that
P d1 {x} = P
d
t {x}χ
d〈t〉
, where χd〈t〉 ∈ C〈t, d〉. Due to Proposition 1 one has χd〈pd〈x〉〉 6= 0 therefore the above equality
implies that
P d
pd〈x〉{x}
Qd
pd〈x〉{x}
=
P d1 {x}
Qd1{x}
i.e. f δ〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉〉 = f
d〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉
So it is shown that C〈x, d〉(F
∗,H) = C〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉, δ〉.
Now let ψδ{ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉} = 0, where ψ
d{t1, t2, ..., tm} ∈ C{t1, t2, ..., tm, d}.
If ψd{ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉} = 0 then it means that the above relation (ψ
δ{t1, t2, ..., tm}) of
the system ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
n〈x〉 is a consequence of the relation (ψ
d{t1, t2, ..., tm}) of the system
ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉 i.e. it is obtained by substitution δ for d in ψ
d{t1, t2, ..., tm}.
If ψd{ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉} 6= 0 then consider ψ
t−1d{ϕt
−1d
1 〈x〉, ϕ
t−1d
2 〈x〉, ..., ϕ
t−1d
m 〈x〉} as a d-
differential rational function in one variable t over C〈x, d〉. Let a
d
x{t}
bdx{t}
be its irreducible representation
and the leading coefficient (with respect to some linear order) of bdx{t} be one. We show that in
this case all coefficients of adx{t}, b
d
x{t} belong to C〈x, d〉
H .
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Indeed, first of all ψt
−1d{ϕt
−1d
1 〈x〉, ϕ
t−1d
2 〈x〉, ..., ϕ
t−1d
m 〈x〉}, as a differential rational function in x,
is H- invariant function, as much as ϕdi 〈x〉 ∈ C〈x, d〉
H. This H-invariantness implies that
adx{t}b
d
hx+h0
{t} = bdx{t}a
d
hx+h0
{t}
for any (h, h0) ∈ H . Therefore b
d
hx+h0{t} = χ
d〈x, (h, h0)〉b
d
x{t}. But comparison of the leading terms
of both sides implies that in reality χd〈x, (h, h0)〉 = 1 which in its turn implies that all coefficients
of bdx{t} (as well as a
d
x{t}) are H- invariant.
Therefore all coefficients of adx{t}, b
d
x{t} can be considered as d-differential rational functions
in ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉, for example b
d
x{t} = bϕd1〈x〉,ϕd2〈x〉,...,ϕdm〈x〉{t}. Now represent the numerator
adx{t} as a d-differential polynomial function in t− p
d〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉, for example a
d
x{t} =
ad
ϕd1〈x〉,ϕ
d
2〈x〉,...,ϕ
d
m〈x〉
{t − pd〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉} . As such polynomial its constant term is zero
because of ψδ{ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉} = 0. So
ψt
−1d{ϕt
−1d
1 〈x〉, ϕ
t−1d
2 〈x〉, ..., ϕ
t−1d
m 〈x〉} =
ad
ϕd1〈x〉,ϕ
d
2〈x〉,...,ϕ
d
m〈x〉
{t− pd〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉}
b
d
ϕd1〈x〉,ϕ
d
2〈x〉,...,ϕ
d
m〈x〉
{t}
.
Substitution t = 1 implies that
ψd{ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉} =
ad
ϕd1〈x〉,ϕ
d
2〈x〉,...,ϕ
d
m〈x〉
{1− pd〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉}
b
d
ϕd1〈x〉,ϕ
d
2〈x〉,...,ϕ
d
m〈x〉
{1}
.
Now consider the following δ-differential rational function over C:
ψ
δ
〈t1, t2, ..., tm〉 = ψ
δ{t1, t2, ..., tm} −
aδt1,t2,...,tm{1− p
δ〈t1, t2, ..., tm〉}
bδt1,t2,...,tm{1}
.
For this function one has
ψ
δ
〈ϕδ1〈x〉, ϕ
δ
2〈x〉, ..., ϕ
δ
m〈x〉〉 = 0 as well as ψ
d
〈ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉〉 = 0.
But once again the last equality(relation) means that it is consequence of relations of the system
ϕd1〈x〉, ϕ
d
2〈x〉, ..., ϕ
d
m〈x〉. This is the end of proof of Theorem 1.
Example 3. Let C = R, n = 2 and
H = O(2, R) = {h ∈ GL(2, R) : hht = E}
In this case R〈x, d〉H = R〈ϕd1〈x〉, ϕ
d
2〈x〉; d〉, where ϕ
d
1〈x〉 = (x, x), ϕ
d
2〈x〉 = (dx, dx) and (∗, ∗) stands
for the dot product. Moreover ϕd1〈x〉, ϕ
d
2〈x〉 is d−algebraic independent over R. For p
d〈x〉 one can
take (x, dx), so δ = (x, dx)−1d. Due to the Theorem 1
(R〈x, d〉(F
∗,H), δ) = R〈ϕδ1〈x〉, ϕ
δ
2〈x〉x〉; δ〉
In this case pd〈ϕd1〈x〉, ϕ
d
2〈x〉〉 =
1
2
dϕd1〈x〉. So p
δ〈x〉 = 1
2
δϕδ1〈x〉 =
1
2
1
(x,dx)
d(x, x) = 1 and ϕδ2〈x〉 =
(δx, δx) is δ-algebraic independent over R.
Example 4. Let now H = O(2, R) ∝ R2. In this case R〈x, d〉H = R〈ϕd1〈x〉, ϕ
d
2〈x〉; d〉, where
ϕd1〈x〉 = (dx, dx), ϕ
d
2〈x〉 = (d
2x, d2x), and ϕd1〈x〉, ϕ
d
2〈x〉 is d−algebraic independent over R. For
pd〈x〉 one can take
d
det[dx, d2x]2
(dx, dx)3
= d
ϕd1〈x〉ϕ
d
2〈x〉 −
1
4
(dϕd1〈x〉)
2
(ϕd1〈x〉)
3
=
pd〈ϕd1〈x〉, ϕ
d
2〈x〉〉
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Due to the Theorem 1
(R〈x, d〉(F
∗,H), δ) = R〈ϕδ1〈x〉, ϕ
δ
2〈x〉; δ〉
In this case we have one basic relation
pδ〈ϕδ1〈x〉, ϕ
δ
2〈x〉〉 = 1
The next important problem is the finding out the number of elements of a maximal δ-algebraic
independent system of elements of C〈x, d〉(F
∗,H) over C i.e. evaluation the differential transcendence
degree δ − tr.degC〈x, d〉(F
∗,H)/C of C〈x, d〉(F
∗,H) over the its field of constants C. Theorem 2 deals
with this problem.
Theorem 2. δ − tr.degC〈x, d〉(F
∗,H)/C = n− 1.
Proof. Indeed due to Theorem 1, applied to H consisting of only identity element, C〈x, d〉F
∗
=
C〈x, δ〉 with only one main relation among x1, x2, ..., xn, namely p
δ〈x〉 = 1 i. e. aδ{x} − bδ{x} = 0.
But ad{x}−bd{x} is not zero polynomial as far as pd〈x〉 6= 1. Therefore δ−tr.degC〈x, δ〉/C = n−1.
Now to establish the equality δ − tr.degC〈x, d〉(F
∗,H)/C = n− 1 it is enough to show that every
xi is δ-differential algebraic over (C〈x〉
(F ∗,H), δ). For it consider the following
W δ(δx1, δx2, ..., δxn)
−1W δ(δx1, δx2, ..., δxn, δy) = 0
as a differential equation in one variable y.
One can check easily that
W δ(δx1, δx2, ..., δxn)
−1W δ(δx1, δx2, ..., δxn, δy) =
n+1∑
i=1
(−1)n+1−i
W δi
W δ
δiy
But
W δ
i
W δ
∈ C〈x, d〉(F
∗,H) and y = xi is a solution of the above differential equation for any i = 1, n,
which implies that δ − tr.degC〈x, d〉(F
∗,H)/C = n− 1. This is the end of proof of Theorem 2.
4. On differential field (C〈x, d〉H , d)
Due to Theorem 1 one can find a system of differential generators of (C〈x, d〉H, d) to get a
system of differential generators of (C〈x, d〉(F
∗,H), δ). In [2] it is proved that C〈x, d〉GL(n,C)∝C
n
as a d-
differential field over C is generated by the following d-algebraic independent system
W d1
W d
,
W d2
W d
, ..., W
d
n
W d
.
The next result reduces the problem of description of the differential field (C〈x, d〉H, d) to the
description of the ordinary field of algebraic invariants of H .
Theorem 3. The system x, dx, d2x, ..., dnx is algebraic independent over C〈x, d〉GL(n,C)∝C
n
and
C〈x, d〉 = C〈x, d〉GL(n,C)∝C
n
(x, dx, d2x, ..., dnx).
Proof. It is evident that it is enough to prove the algebraic independence of the system
dx, d2x, ..., dnx over C〈x, d〉GL(n,C)∝C
n
. Let P [z1, z2, ..., zn], where zi = (z1i, z2i, ..., zni), be a nonzero
polynomial over C〈x, d〉GL(n,C)∝C
n
such that P [dx, d2x, ..., dnx] = 0. Assume, for example, at least
one of zn1, zn2, ..., znn occurs in P and
P [z1, z2, ..., zn] =
∑
α
(zn1)
α1(zn2)
α2 ...(znn)
αnPα[z1, z2, ..., zn]
, where Pα[z1, z2, ..., zn] are polynomials over C〈x, d〉
GL(n,C)∝Cn in zi = (z1i, z2i, ..., z(n−1)i), i = 1, n.
To prove Theorem 3 it is enough to show that P [dx, d2x, ..., dnx] = 0 implies Pα[dx, d2x, ..., dnx] = 0
for all α.
Consider h ∈ GL(n, C) which’s i-th column is of the form (0, ..., 0, 1, 0, ..., 0, ci), where i = 1, n− 1
and its n-th column is (0, ..., 0, cn). For such h one has di(hx) = dix. So far as the coefficients of
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P [z1, z2, ..., zn] are GL(n, C) ∝ C
n- invariant, substitution hx for x into P [dx, d2x, ..., dnx] = 0
implies that
∑
α
(
n∑
i=1
cidxi)
α1(
n∑
i=1
cid
2xi)
α2 ...(
n∑
i=1
cid
nxi)
αnPα[dx, d2x, ..., dnx] = 0
Therefore due to the assumption on (F, d) for variables y1, y2, ..., yn one has
∑
α(
∑n
i=1 yidxi)
α1(
∑n
i=1 yid
2xi)
α2 ...(
∑n
i=1 yid
nxi)
αnPα[dx, d2x, ..., dnx] = 0 (5)
Now consider the ring C〈x, d〉[y1, y2, ..., yn] with respect to differential operators
∂1 =
∂
∂y1
, ∂2 =
∂
∂y2
, ..., ∂n =
∂
∂yn
. It is clear that its constant ring is C〈x, d〉 i.e.
C〈x, d〉 = {a ∈ C〈x, d〉[y1, y2, ..., yn] : ∂1a = ∂2a = ...∂na = 0}.
Introduce new differential operators ∂i =
∑n
j=1 f
d
ij〈x〉∂j , where i = 1, n,
(f dij〈x〉)i,j=1,n = [dx, d
2x, ..., dnx]−1
The following are evident:
a) The constant ring of C〈x, d〉[y1, y2, ..., yn] with respect to new differential operators ∂1, ∂2, ..., ∂n
is the same C〈x, d〉,
b) ∂j(
∑n
i=1 yid
kxi) is equal to 0 whenever j 6= k and it is equal to 1 if j = k.
Now if one assumes that α0 = (α01, ..., α
0
n) is a such one for which
|α0| = max{|α| : Pα[dx, d2x, ..., dnx] 6= 0}
and applies (∂1)
α01(∂2)
α02 ...(∂n)
α0n to equality (5) he comes to a contradiction Pα0 [dx, d2x, ..., dnx] = 0.
The equality C〈x, d〉 = C〈x, d〉GL(n,C)∝C
n
(x, dx, ..., dnx) is an easy consequence of the fact that
y = xi, i = 1, n, are solutions of the differential equation
W (dx1, dx2, ..., dxn)
−1W (dx1, dx2, ..., dxn, dy) = 0
all coefficients of which belong to C〈x, d〉GL(n,C)∝C
n
. This is the end of proof Theorem 3.
So due to Theorem 3
C〈x, d〉H = C〈x, d〉GL(n,C)∝C
n
(x, dx, ..., dnx)H
and the system {x, dx, ..., dnx} is algebraic independent over C〈x, d〉GL(n,C)∝C
n
. But as we have
already noticed the d-differential field C〈x, d〉GL(n,C)∝C
n
is generated over C by the d-algebraic in-
dependent system
W d1 {dx,d
n+1x}
W d{dx}
,
W d2 {dx,d
n+1x}
W d{dx}
, ..., W
d
n{dx,d
n+1x}
W d{dx}
. Therefore to find a system of generators
of the field C〈x, d〉GL(n,C)∝C
n
(x, dx, ..., dnx)H over C〈x, d〉GL(n,C)∝C
n
it is enough to find a system
of generators of the field C(x, dx, ..., dnx)H over C( see the Appendix). Due to these the following
method can be used to construct a system of generators of the d-differential field C〈x, d〉H over C:
1) Find any system of ordinary algebraic generators of the field C(z1, z2, ..., zn+1)
H , where zi =
(z1i, z2i, ..., zni) , i = 1, n+ 1, and the action of H is defined as:
((h, h0), (z1, z2, ..., zn+1))→ (hz1 + h0, hz2, ..., hzn+1)
For example, let it be ϕ1(z1, z2, ..., zn+1), ϕ2(z1, z2, ..., zn+1), ..., ϕk(z1, z2, ..., zn+1).
2) The system
W d1 {dx, d
n+1x}
W d{dx}
,
W d2 {dx, d
n+1x}
W d{dx}
, ...,
W dn{dx, d
n+1x}
W d{dx}
, ϕ1(x, dx, ..., d
nx), ..., ϕk(x, dx, ..., d
nx)
8
will be a system of generators of the differential field (C〈x, d〉H , d) over C.
5. Discussion of two questions
The following kind questions are typical in Differential Geometry. The complete answers to these
questions can not be given in our case because of its generality. The answers depend on differential
field (F, d) and group H .
The first one is if C〈x, d〉(F
∗,H) distinguishes nonequivalent curves (”of common position”). In
our case it should be noted that if pairs (u, d1), (v, d2) are (F
∗, H)-equivalent then δ(u, d1) = δ(v, d2)
i.e. (pd1〈u〉)−1d1 = (p
d2〈v〉)−1d2, provided that p
d1〈u〉, pd2〈v〉 are not zero. Therefore in our case
the equality δ0 = (p
d1〈u〉)−1d1 = (p
d2〈v〉)−1d2 is a natural condition for the pairs (u, d1), (v, d2) to
be (F ∗, H)-equivalent.
Consider X = {v ∈ F n : W d{dv}pd〈v〉 6= 0}, which is not empty due to the assumption on
differential field (F, d). Assume that (u, d1), (v, d2) are such pairs that δ0 = δ(u, d1) = δ(v, d2) and
for every ϕδ〈x〉 ∈ C〈x, d〉(F
∗,H) the equality ϕδ0〈u〉 = ϕδ0〈v〉 is valid. Then in particular
ai =
W δ0i {δ0u, δ
n+1
0 u}
W δ0{δ0u}
=
W δ0i {δ0v, δ
n+1
0 v}
W δ0{δ0v}
at any i = 1, n. Which means that components both of u, v are solutions of the same (n+ 1)-order
linear differential equation
δn+10 y +
n∑
i=1
(−1)n+1−iaiδ
i
0y = 0
one more solution of which is y = 1. It means that v = hu+ h0 for some (h, h0) ∈ GL(n, C) ∝ C
n.
Therefore in common case, the problem is reduced to the question if C(z1, z2, ..., zn+1)
H distinguishes
u, du, ..., dnu and hu+ h0, hdu, ..., hd
nu.
Another question is: What values can take a given system generators of (C〈x, d〉(F
∗,H), δ)? Let
us consider the case when the system of generators of (C〈x, d〉H, d) is given in the above considered
form:
W di {dx, d
n+1x}
W d{dx}
, i = 1n, ϕj(x, dx, ..., d
nx), j = 1, k
and let us assume that {ψdi {y1, y2, ..., yn, t1, t2, ..., tk}i=1,l is a fundamental system of relations of the
above system i.e. any other relation is an element of the radical differential ideal generated by this
system in C{y1, y2, ..., yn, t1, t2, ..., tk; d}. Then due to Theorem 1 the system
W δi {δx, δ
n+1x}
W δ{δx}
, i = 1n, ϕj(x, δx, ..., δ
nx), j = 1, k
is a system of generators of the differential field (C〈x, d〉(F
∗,H), δ) and the system consisting of
pδ〈y1, y2, ..., yn, t1, t2, ..., tk〉−1, ψ
δ
i {y1, y2, ..., yn, t1, t2, ..., tk}, where i = 1, l, is a fundamental system
of relations of this system of generators.
Therefore if (a1, a2, ..., an, b1, b2, ..., bk) ∈ F
n+k is a fixed element then the question if one can find
such u = (u1, u2, ..., un) ∈ F
n for which
W
δ0
i
{δ0u,δ
n+1
0 u}
W δ0{δ0u}
= ai, where i = 1, n and ϕj(u, δ0u, ..., δ
n
0u) =
bj , where j = 1, k, δ0 = p
d〈u〉−1d, is equivalent to the existence of a solution in F n of the following
system:


ψδi {a1, a2, ..., an, b1, b2, ..., bk} = 0, where i = 1, l
pδ〈a1, a2, ..., an, b1, b2, ..., bk〉 − 1 = 0
δn+1x+
∑n
i=1(−1)
n+1−iaiδ
ix = 0
ϕj(x, δx, ..., δ
nx) = bj , where j = 1, k
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and, of course, δ = pd〈x〉−1d.
6. Appendix
Let C be any field of characteristic zero, t and z, where z stands for column vector with coor-
dinates z1, ..., zn, are indeterminates over C, H be any subgroup of GL(n, C) ∝ C
n. For brevity,
let us denote an element of H as h and its action on z as hz. We consider C(t, z) with respect to
transformations (h; (t, z))→ (t, hz).
Proposition 2. The field C(t, z)H is generated by C(z)H over C(t).
Proof. Let P [z]
Q[z]
be any irreducible ratio from C(t, z)H . One can assume that coefficients of
P [z], Q[z] are from C[t]. For any h ∈ H the equality P [z]
Q[z]
= P [hz]
Q[hz]
implies that
P [hz] = P [z]χh[z] (6)
, where χh[z] ∈ C(t)[z]. In particular P [h
−1z] = P [z]χh−1 [z] i.e. P [z] = P [hz]χh[hz]. Combining
it with (6) implies that P [hz] = P [hz]χh[z]χh−1 [hz] i.e. χh[z]χh−1 [hz] = 1. It shows that χh[z]
does not depend on z, i.e. χh[z] ∈ C(t). Now consider the leader z
α of P [z], with respect to any
linear order, and apply ( ∂
∂z1
)α1 ...( ∂
∂zn
)αn to equality (6). It shows that in reality χh[z] is of the form
χh[z] =
φh[t]
a[t]
, φh[t] =
∑k
i=0 φi(h)t
i, where k is a nonnegative integer, φi(h) ∈ C(h), a[t] ∈ C[t], the
leading coefficient of a[t] is assumed to be 1. Due to (6) the polynomial φh[t] has property
φh1[t]φh2[t] = φh1h2[t]a[t] (7)
for any h1, h2 ∈ H . In particular it implies that
φk(h1)φk(h2) = φk(h1h2)
and therefore if φk[h1] 6= 0 for some h1 ∈ H then φk[h] 6= 0 for any h ∈ H . Now due to (7) it is clear
that degφh[t] = dega[t] for any h ∈ H . But due to (7) if some prime p[t] ∈ C[t] divides a[t] then it
divides φh[t] as well. It is not difficult to see now that a[t] divides φh[t] and therefore φh[t] = φk(h)a[t]
i.e. χh[z] =
φh[t]
a[x]
= φk(h). Represent P [z] (Q[z] )in the form
∑
Pi[z]t
i (respect.
∑
Qi[z]t
i), where
Pi[z] ∈ C[z] (respect. Qi[z] ∈ C[z]), rewrite (6) in the following form
∑
Pi[hz]t
i =
∑
Pi[z]t
iφk(h)
(respect.
∑
Qi[hz]t
i =
∑
Qi[z]t
iφk(h)). So for every i one has Pi[hz] = Pi[z]φk(h) (respect.Qi[hz] =
Qi[z]φk(h)) and therefore
P [z]
Q[z]
∈ C(t)C(z)H .This is the end of proof.
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