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Chapter 1
Overview
1.1 The black hole / neutron star problem
The behaviour of matter is not well known in very high density regimes
or in very strong gravitational fields. Some reasons for this are first the
technical problems to create such or similar environments on Earth or in
nearby space, and second that regions where such conditions prevail are so far
away that they are hard to observe with current astrophysical instruments.
Prime examples of objects with very strong gravitational fields are neutron
stars and black holes.
Neutron stars are the collapsed remains of formerly massive, “usual” (nu-
clear burning) stars with cores reaching nuclear densities (very approximately
1014g/cm3; for a more detailed discussion of the birth of neutron stars, see
e.g. [1]). As a first approximation a neutron star may be thought of a very
big (ca. 10km in radius) atomic nucleus. This, however, is only the simplest
possible approximation. It neglects its constituents, because a neutron star
does not only consist of neutrons, but also electrons, protons and possibly
more exotic matter. This mix, which can be modeled as fluid, might also be
a superfluid due to the high pressure. The above picture also neglects the
neutron star crust (see e.g. [2–4]). This crust is a very thin lattice of neutrons
at the surface of the star. However, it is, e.g., an important component for
modelling pulsar glitches (see e.g. [5–7]). It also neglects any magnetic fields,
which are potentially very strong and may have a crucial influence on the
structure and dynamics of neutron stars. Obviously, this is not a good way
to think about a neutron star in general. However, as a first approximation
and in certain situations it is possible to model a neutron star in such a way
(see section 2.3).
There are many definitions as to what a black hole is. It may be thought
11
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of as the end state of a stellar collapse in which no internal forces, such as
a pressure force, is able to halt the collapse and prevent the formation of
a singularity in spacetime [8, 9]. However, at least in the classical theory,
no observer that could “see” such singularity would be able to communicate
this information to another observer outside the black hole. This is called
the “cosmic censorship hypothesis” [10].
The boundary of a black hole is the event horizon. Nothing can escape
from within this horizon, not even light. This is also the definition of this
horizon: a closed surface from which not even light can escape outwards (a
more precise definition follows in section 2.2.2). In classical General Relativ-
ity, it is impossible for an observer to find out what is inside and come back
out. In this context, anything happening inside of a black hole is irrelevant
to the exterior and therefore physically not interesting. However the interior
may have mathematically interesting features and may also be relevant in
other theories of gravity.
Another way to look at black holes is as being collapsing stars (in the case
of black holes formed by collapsing stars; there are also discussions about so
called primordial black holes, which formed in the very early universe, see
e.g. [11, 12]). The reason is that once a star starts to collapse to a black hole,
what one sees from outside is a larger and larger redshift and a fading of the
light coming from the star. One will never see the horizon forming since (for
the observer outside) it will take infinitely long for the matter of the star to
collapse.
There is strong evidence that objects like neutron stars or black holes
do exist [13, 14] and even collide [15–18] in our universe. Such a collision is
believed to radiate a lot of energy in form the of gravitational waves (ripples
in spacetime) which might be detectable by the newly built gravitational
wave detectors [19] such as LIGO, Virgo and GEO and by the planned space
detector LISA. Amongst the astrophysical phenomena that are the best can-
didates for producing detectable wave signals for the Earth-based detectors,
those including highly relativistic matter near black holes stand out. Black
hole / neutron star binaries are believed to be as likely to be observed as bi-
nary neutron star mergers (e.g. [17, 20]), with expected event rates of one per
year in a sphere of about 70Mpc radius [17] and an expected detection rate of
more than one event per year [14] (for LIGO II). Signals from binary neutron
star and mixed binary systems in close orbit are expected to give informa-
tion about the neutron star structure and equation of state (EOS) [14, 21].
However calculating these waves is far too difficult to be done analytically,
therefore numerical investigations are needed. By looking at these waves it
might be possible to obtain more information about the matter involved and
the nearby spacetime.
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Mixed binaries are also interesting for a number of other reasons, e.g. they
could be a source of short gamma ray bursts [22–25], that last typically for
about ∼ 0.3s [26]. Newtonian results (e.g. [27]) suggest a stable or repeated,
but in any case long-lasting, mass transfer from the neutron star to the black
hole. However that might be different in General Relativity [28], which is
required in the presence of black holes.
1.2 Previous results
Considerable effort has gone into modelling systems of binaries containing
either two black holes (e.g. [29–43]) or two neutron stars [44–46]; see also the
review article [47].
Current research into mixed binary systems has often been performed
using Newtonian gravity. Analytical work was done, e.g. on stable mass
transfer from a neutron star to a black hole [27]. Numerical simulations have
been carried out, e.g. using smooth particle hydrodynamics with soft [48]
and stiff [49] equations of state. Those results suggest that, depending on
the mass ratio, at least part of the neutron star is tidally disrupted before
the merger. They also use linearized theory (see e.g. [50]) to compute gravi-
tational waves [48, 49].
Recently these systems have received more attention and there are some
results in Newtonian gravity with relativistic modifications to the gravita-
tional potential (e.g. see [51, 52]). There are also results using full General
Relativity, e.g. Baumgarte et al. [53] used the conformal thin-sandwich for-
malism [47, 54] to create initial data for a mixed, orbiting system. They
solve the constraint equations together with the Euler equations for the neu-
tron star matter in a corotating frame, in which the system is assumed to
be stationary. Using this scheme, a sequence can be generated by varying
the separation of the objects. These so called “quasi-stationary sequences”,
assume that a stationary spacetime is a good approximation at fixed times
during the inspiral. This is only an approximation, because they must lose
energy and angular momentum through gravitational radiation. Therefore
these orbits are called “quasi-stationary”. This is a good approximation if
the timescale of the infall is long compared to the orbital timescale and pos-
sible instability timescales. This is usually fulfilled if the objects are still very
far away from each other. However, it becomes more and more inaccurate
as they get closer and the approximation breaks down [55–57]. A dynamical
evolution will be required at least from this point on. In [53], the black hole
is only included as background metric around the neutron star and is not in-
cluded in the computational domain. This limits these results to very large
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black hole-to-neutron star mass ratios. The work presented in [58] extends
this scheme to irrotational configurations. It predicts that the effect of the
spin of the neutron star has only a minor effect on the location of the tidal
break-up. This location is clearly important for the form of the gravitational
waves produced in such an event.
In contrast to the Newtonian results, analytical, relativistic investigations
suggest a merger of a mixed system to be prompt in most cases [28], i.e., for
the case of comparable masses. This is due to the angular momentum loss
due to gravitational radiation, which causes a direct merger rather than an
extended mass transfer. According to this analysis, even an accretion disc is
very unlikely.
Recent work from Bishop et al. [59] computes initial data for a mixed,
orbiting system for the characteristic formulation of Einstein’s equations [60–
63]. They can show that initial, spurious gravitational waves (due to approx-
imations of the initial data creation scheme) quickly radiate away, so that
the system relaxes to a quasi-equilibrium state with an approximate orbital
motion of the star. In contrast to the other relativistic results mentioned
before, these simulations also include a dynamical evolution, however only
short-term (a small fraction of an orbit).
1.3 Outline
In this work I will present results of my studies aiming at numerical simu-
lations of a black hole / neutron star binary system. I will discuss all the
physical models and approximations used in chapter 2. Chapter 3 explains
how this can be done using computers.
Part of the new results presented in this thesis are hydrodynamical ex-
cision techniques. They are described in detail in chapter 4. This work has
been published in Phys. Rev. D 71, 104006 in 2005 [64].
These methods have been used to perform numerical simulations of col-
lapse of rotating neutron stars to black holes. Firstly this was a good test
for the excision techniques and secondly gave new physical results, which I
present in chapter 5 and which have been published in Phys. Rev. D 71,
024035 in 2005 [65].
Different possibilities for the creation of initial data for mixed binaries are
shown in chapter 6, which are different from previously published data. The
problems which have been preventing long enough stable evolutions of mixed
binary initial data in the past, as well as the solutions we used, are described
in chapters 5 and 6. In the latter chapter, first results of simulations of these
initial data for a mixed binary system are presented.
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Finally I give an outline for the future work on the subject of this thesis.
1.4 Conventions and units
Throughout this work Greek indices run from 0 to 3 indicating the four
dimensions of spacetime and 0 usually referring to the direction of time.
Unless otherwise stated, Latin indices run from 1 to 3.
In all formulæ indices occurring twice are to be summed over the possible
range for that index.
Unless stated otherwise, I adopt the convention of units in which c = G =
M = 1. In these units, we say we e.g. measure time or distances by M:
1 M (time) ∼ 0.5× 10−2 ms (1.1)
1 ms ∼ 203 M (time) (1.2)
1 M (distance) ∼ 1.5 km (1.3)
1 km ∼ 0.67 M (distance) (1.4)
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Chapter 2
Physical foundations
The topic of this work can be seen as consisting of two main parts: handling
the spacetime and handling the dynamics of a neutron star. Both parts have
their difficulties in general, as well as when simulating them on computers
and both have to be combined to simulate a collision of a neutron star and a
black hole in the general relativistic setting. Both also introduce a number of
approximations in order to deal with the complexity of the physical problem.
These approximations are explained in the following.
2.1 General Relativity
Up to the beginning of the 20th century physics treated space and time
like Newton did: Space itself is a fixed, three-dimensional space in which
all physical processes run without reacting back on this object. Time is
measured uniformly by different observers and is independent of the position
or properties in space. This is what everyone in his or her normal life usually
observes. However since the beginning of the 20th century we have been able
to measure the deviations from this theory and a new (or improved) theory
was introduced to explain those deviations: Einstein’s theory of General
Relativity. The differences between the two theories are for most purposes
too small in every day life to be relevant. However this is progressively
changing. Examples are provided by the GPS (Global Positioning System)
or the planned Galileo system. Both would fail because of time differences
between the atomic clocks in the satellites and on earth, which are due to
the small effect of the gravitational field of the earth [66].
This does not mean that Newton’s theory is completely wrong and should
not be used anymore. As already said, the differences are not important in
most daily cases. Both theories (like all theories) are lies to children (as
17
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defined in chapter 4 of [67] and explained more in chapter 26 of the follow-
up [68]). They simplify the world to a model which a human can understand
and they do it at a different level. However, one important motivation for
this work are gravitational waves from mixed binary systems and the simplest
model including those waves and the compact bodies of the binary system is
General Relativity.
It is possible to linearise General Relativity, but this cannot be used for a
system containing a neutron star and a black hole. It is also possible to “ex-
tend” Newton’s theory by “Post-Newtonian” extensions1 and include gravi-
tational waves in those. However, these also have problems like the question
of convergence to General Relativity and the question of how “accurate” a
truncation at a certain order really is [69, 70]. This approximation also can-
not be used near the mixed binary system. The strong gravitational fields
near the binary system make the use of full General Relativity inevitably.
Not going too much into the details and examples that are usually ex-
plained in nearly every textbook, We start with one of the prominent equa-
tions related to General Relativity:
Gµν ≡ Rµν − 1
2
Rgµν = 8picGTµν . (2.1)
Gµν is the Einstein tensor and is just a combination of the Ricci tensor
Rµν , the Ricci Scalar R and gµν which is the metric of the spacetime. The
Ricci Scalar R is defined as R ≡ Rµµ. Rµν is defined as a contraction of
the Riemann curvature tensor (or short Riemann tensor) Rµν = R
ν
µνρ. The
Riemann tensor itself is a complicated expression involving the metric and
its first and (also mixed) second derivatives:
Rpiµνρ = Γ
pi
µρ,ν − Γpiµν,ρ + ΓpinνΓnµρ − ΓpinρΓnµν (2.2)
with
Γpiµρ =
1
2
gpiν (gµν,ρ + gρν,µ − gµρ,ν) . (2.3)
It is important to keep some of its properties in mind:
Rµνρ
pi = −Rνµρpi (2.4a)
R[µνρ]
pi = 0 (2.4b)
Rµνρpi = −Rµνpiρ (2.4c)
1Post-Newtonian theory expands General Relativity in terms of
(
v
c
)2
. It is an approxi-
mation which is not good, e.g. for velocities near the speed of light or strong gravitational
fields.
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and the so called Bianchi Identity:
Rµνρpi;σ +Rµνσρ;pi +Rµνpiσ;ρ = 0. (2.5)
Note the use of two different derivatives, the partial derivative
T α,ν ≡ ∂νT α ≡
∂T α
∂xν
(2.6)
and the covariant derivative
T α;ν ≡ ∇νT α ≡ T α,ν + ΓαµνT µ (2.7)
Tα;ν ≡ Tα,ν − ΓµανTµ. (2.8)
Looking at the right hand side of equation (2.1), there is c which is the
speed of light, G which is called gravitational constant and Tµν which is the
stress-energy tensor. In the units used in this thesis (see subsection 1.4)
equation (2.1) becomes:
Gµν ≡ Rµν − 1
2
Rgµν = 8piTµν . (2.9)
By taking the Bianchi Identity (2.5), multiplying it with gµρgνσ and using
equation (2.4a) one obtains(
Rµν − 1
2
Rgµν
)
;ν
= 0. (2.10)
Compared to equation (2.1), this yields
T µν ;ν = 0. (2.11)
This is the relativistic form of energy and momentum conservation, which is
already included in the field equations.
2.2 Analytic solutions
Although the general formulæ look very simple, the difficulties are hidden in
the form in which they are written down. General Relativity is now known
for nearly one century, but only a few analytic solutions with astrophysical
relevance are known. Even those are very simple compared to reality. In the
following, we will look shortly into some of them.
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2.2.1 Minkowski
The Minkowski solution is a trivial solution, neglecting any energy or cur-
vature. Special Relativity is assuming that the spacetime is the Minkowski
spacetime and is not influenced by anything happening inside. The line ele-
ment for the Minkowski metric in Cartesian coordinates is just
ds2 = − dt2 + dx2 + dy2 + dz2. (2.12)
Note that this definition uses the signature (−1, 1, 1, 1). However, the choice
(1,−1,−1,−1) is also valid and used by various authors.
2.2.2 Schwarzschild
The Schwarzschild solution was the first nontrivial solution of Einstein’s
equations found. Einstein himself first believed that the equations are so
complicated that an exact, nontrivial solution would never be found. But a
short time after he published his theory, Schwarzschild found his solution for
a spherically symmetric and static spacetime containing a black hole [71] or
a sphere of incompressible fluid [72].
As we know today, it is also the solution for the exterior spacetime of
any spherically symmetric mass/energy distribution. It can be shown that
the assumption of a spherically symmetric spacetime in vacuum automat-
ically implies a static spacetime and that the only solution for this is the
Schwarzschild metric. This is known as Birkhoff’s Theorem (for a proof, see,
e.g, [73]). The Schwarzschild metric written in Schwarzschild coordinates is
given by
ds2 = −
(
1− 2M
r
)
c2 dt2 +
1
1− 2M
r
dr2 + r2
(
dθ2 + sin θ dφ2
)
. (2.13)
Here, r denotes the coordinate distance to the singularity, θ and φ are the
usual angles of polar coordinates and t is the time coordinate. In this co-
ordinates, the spacetime has a coordinate singularity at r = 2M while the
physical singularity is at r = 0.
Later, Reissner and Nordstrøm extended this to charged black holes [74].
However, unlike the gravitational force, the electromagnetic force can have
both signs. This is important since this way electromagnetic charges of oppo-
site sign would attract each other and would annihilate. This is not possible
with gravitational charges - masses. Therefore it is not expected that black
holes do have large charges and this extension is not so important astrophys-
ically.
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Two definitions are also to be introduced here. The first is the event
horizon. This is the boundary of the interior of a black hole. From inside a
black hole no signal (e.g. light) can leave the black hole and reach spatial
infinity, from outside it can. The geometric definition of an event horizon is
the boundary of the past of future null infinity (assuming an asymptotically
flat spacetime) [75].
The second definition is the apparent horizon. It is defined as being a
outermost, closed, marginally trapped surface. This marks a surface from
which signals (e.g. photons again) cannot move outwards at a given point
in time (thus are “trapped”). This is not the same as the event horizon in
general, because some photons, which can move outwards from the surface
may find themselves trapped later because the surface location changed. In
stationary spacetimes however, they coincide (if the apparent horizon exists,
which does not have to be the case, even if an event horizon is present; for
details see [76]). In contrast to the event horizon, the apparent horizon can
grow faster than the speed of light and in particular it can grow discontinu-
ously. It is also never outside the event horizon (assuming non-negativeness
of local energy, see [77]).
2.2.3 Kerr
In 1963 Kerr found a solution describing a rotating black hole [78], which was
also extended later to charged rotating black holes [79]. It is a generalisation
of the Schwarzschild / Reissner and Nordstrøm solution. The metric for the
general case
ds2 =−
(
∆− a2 sin2 θ
Σ
)
dt2 − 2a sin
2 θ(r2 + a2 −∆)
Σ
dt dφ
+
[
(r2 + a2)2 −∆a2 sin2 θ
Σ
]
sin2 θ dφ2 +
Σ
∆
dr2 + Σdθ2
(2.14)
with
Σ = r2 + a2 cos2 θ (2.15)
∆ = r2 + a2 + e2 − 2Mr (2.16)
reduces to the non-charged case if e = 0 and to the non-rotating case if a = 0.
Unfortunately there is no known exact, analytical solution which contains a
star embedded in a Kerr metric (with rotation).
Because every star is generally expected to rotate at least a little bit [80]
and in case such a star collapses to a black hole, this rotation is expected
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to speed up due to angular momentum conservation, black holes are also
usually expected to rotate. However non-rotating black holes are easier to
handle and are still a valid configuration for simulations. Therefore they are
usually chosen as test objects first, as we do in this thesis.
2.3 Neutron stars
Each class of stars has one primary force to counteract the gravitation of
the star itself to prevent it from collapsing. In stars such as our sun, this
is the pressure gradient coming from the heating due to fusion from lighter
to heavier elements. Iron is the last element in this series, it is not possible
to fuse it further without actually pumping energy into the process. Thus,
the star loses its main restoring force and collapses (see [1] for a detailed
description of collapse scenarios).
However it is possible that another force is able to hold that collapse:
the degeneracy pressure of the electrons. In this case a white dwarf can be
formed. If the white dwarf is accreting sufficient material afterwards or if the
original star had too much mass already, the electron degeneracy pressure is
also not strong enough to support the star and it collapses further.
During the collapse the electrons are captured by protons an heavy nuclei
to form neutrons, so a small star made nearly entirely out of neutrons is
formed. Those particles also have a degeneracy pressure, much higher than
the one of the electrons (but on a smaller length scale). This can stop the
collapse and a neutron star is formed. Because the neutrons are packed at
nuclear densities, one can view neutron stars as being very big atomic nuclei.
Neutron stars have been proposed first by Baade and Zwicky in 1934 [81, 82].
However, if much more mass is accreting onto the neutron star (e.g. from
non yet collapsed outer shells of the former star) not even this pressure can
prevent a further collapse. Up to now no other, stronger force is known
for sure, which could again stall the collapse, to prevent the formation of a
black hole. However, another class of stars, strange / quark stars, are under
discussion (e.g. [83–85]).
The typical mass of a neutron star is about 1.4M and its typical radius
about 12km [86]. The minimal and maximal values are not known exactly
and vary depending on the model of the equation of state between 1.4 and
roughly 2.5 solar masses [86, 87]. These values are expected to depend also
on the physical properties like the presence of rotation, the rotation profile
and the presence, form and strength of magnetic fields.
In this work we neglect the effect of magnetic fields completely, although
they could potentially have crucial impact on the results. This will and
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has to be extended in the future. In this work we consider only initially
uniformly rotating neutron stars. Uniform rotation is expected because we
assume old neutron stars. Differential rotation, which is expected after the
birth of the neutron star either by a collapsing star [88] or as the end-result of
a binary merger of two neutron stars [89], should have been transformed into
a uniform rotation [90–92] by e.g. dissipative viscous effects or the coupling
with non-turbulent magnetic fields.
In parts of this thesis non-rotating stars are used as a first approximation,
which is, while not as likely as rotating stars, not an unphysical model, but
rather just a special and simpler case. Many approximations go into the
description of the matter. For example we assume the matter to be described
by a single component fluid (i.e., we ignore the presence of different particles
such as neutrons, electrons and protons, using only a single “particle” type
with no charge). We also neglect any structure of the neutron star, e.g. the
crust (for details see [93]). This is also connected to the approximations in
the equation of state, which are discussed in the following.
It is possible to use the Newtonian gravitational potential (with correc-
tions) to model neutron stars (see e.g. [51, 94–98]). However, the aim of this
work is a simulation of a merger of a neutron star and a black hole, which
requires the use of full General Relativity.
2.3.1 Equations of state for neutron stars
The equation of state (EOS) describes the connection between various prop-
erties of matter such as the temperature T , the mass density ρ, the internal
energy , the composition and the pressure P .
The EOS of neutron stars is not well known, because the expected den-
sities and temperatures are well above anything which could be achieved in
any experimental setup today and because of the intrinsic difficulties in deter-
mining the radius of neutron stars. However, it is possible to make estimates
from known equations of state in nuclear physics, experimental astronomi-
cal data or using relativistic Dirac-Brueckner-Hartree-Fock Nuclear Theory
or compressible liquid drop models [93, 99, 100]. This way it is possible to
obtain quite detailed equations of state. Usually these equations are given in
a tabular form. However, there are also analytical representations, e.g. [101].
However we did not use these sophisticated equations for the studies here
so far, because they are usually not freely available, quite slow to use in
a simulation and there are reasonable and fast approximations, which are
explained below. However this is something that can and has to be improved
in later work.
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A general EOS for a one-component fluid has the form
P = P (ρ, ) , (2.17)
where ρ is the rest-mass density,  the specific energy density and P the
pressure.
2.3.2 Non-perfect fluids
The stress-energy tensor of a non-perfect fluid is
T µν = ρ(1 + )uµuν + (P − ζφ)hµν − 2ησµν + qµuν + qνuµ, (2.18)
where uµ is the four-velocity of the fluid, ζ and η are the bulk and shear
viscosities (viscosities normal and parallel to the boundary of a fluid/fluid-
cell), φ the expansion defined as φ ≡ ∇µuµ, hµν the spatial projection tensor
hµν = uµuν+gµν and qµ the energy flux vector. Finally, σµν is the symmetric,
tracefree, spatial shear tensor, defined by σµν = 1
2
(∇αuµhαν +∇αuνhαµ) −
1
3
φhµν .
2.3.3 Perfect Fluid
A perfect fluid is an approximate description that neglects non-adiabatic
effects, such as viscosity or heat transfer. We want to study cold neutron stars
which are are not only cold, but also superfluid [102], hence have vanishing
viscosity. Therefore the use of this approximation is justified.
The stress energy tensor of a perfect fluid is given by
Tµν = ρhuµuν + Pgµν . (2.19)
h = 1+ + P
ρ
is the relativistic specific enthalpy, uµ is the fluid four-velocity,
P the pressure, ρ the rest-mass density and  is the specific internal energy.
However, in this work, while speaking of a “perfect” or “ideal fluid”, we
always restrict ourselves to a special equation of state, the so called “Γ-law
EOS”:
P = (Γad − 1) ρ, (2.20)
where Γad is the adiabatic index of the fluid.
The Γ-law EOS with a Γ ∼ 2 can be used as rough, but fast approximation
to the real EOS of cold neutron stars. There are certainly more realistic
EOSs, but they are usually computationally very expensive and in most
cases not freely available. Therefore the EOS above is used in some cases
contained in this thesis.
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We will later use the equation for the energy density2 ρADM for a perfect
fluid, hence we define it here:
ρADM = n
µnνTµν = W
2 (ρ(1 + ) + P )− P, (2.21)
which in the case of W = 1 (W is the Lorentz factor as defined later in
equation (2.31)) simplifies to
ρADM = ρ(1 + ). (2.22)
2.3.4 Polytropic equation of state
The polytropic EOS is a special variant of the ideal fluid EOS, in which the
pressure depends solely on the density. This is a restriction to a constant
temperature, which amounts to a restriction to cases without big changes of
internal energy which are caused by something other than density changes.
This is violated near shocks. Nevertheless, this EOS is believed to be good
and simple enough to be used as first approximation for matter in a neutron
star near to equilibrium [103].
As already mentioned, the pressure P in this EOS is solely a function of
the density ρ, instead of also involving the specific internal energy :
P = KρΓ. (2.23)
The two constants here are the polytropic constant K and the polytropic
index Γ. The specific internal energy is in this case given by
 =
KρΓ−1
Γ− 1 . (2.24)
2.4 The 3+1 Formalism
One way to do numerical simulations using full General Relativity is to split
the four components of the spacetime into three “space” and one “time”
coordinate. Therefore it is called the “3+1” formalism. It foliates the four-
dimensional spacetime (or only parts of it) into three-dimensional space-
like hypersurfaces. The parameter distinguishing these hypersurfaces is then
called “time”. A vector is said to be timelike if its norm is negative. If it
2The use of ADM in the subscript of ρADM has the historic reason that, in contrast to
the rest-mass density ρ, the energy density ρADM is occurring in the ADM equations (see
section 2.6.1).
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is exactly zero it is said to be null, and if it is positive it is called spacelike.
Surfaces are spacelike if all tangent vectors are spacelike.
Physical laws such as General Relativity have a form such that from the
knowledge of the initial state of a system all future states can be determined
(that is why this is called “deterministic”). In Newtonian mechanics, for
example, the trajectory of a point particle is fixed by its initial position,
initial velocity and the forces acting on it. In order to “translate” this into
General Relativity we need to specify the “initial state”, because in General
Relativity there is no notion of absolute simultaneity. An observer can define
a notion of simultaneity, but this depends upon his state of motion. Thus,
choosing an initial state requires choosing an initial hypersurface. With
this idea in mind we first want to discuss the properties of special three-
dimensional surfaces embedded in the spacetime. This is also known as
“foliation of the spacetime”. A foliation {Σ} is a family of three-dimensional
surfaces Σ that fills the four-dimensional spacetime V (or parts of it) such
that locally the surfaces arise as the level surfaces of a scalar function. This
is the fourth coordinate, usually called “time”.
Given a spacetime, there are many possible foliations. Some of them are
particularly useful for use in numerical calculations. Choosing a good slicing
is an important aspect of any numerical calculation. But first we will explain
the details of a general splitting. The metric tensor γab of the hypersurfaces Σ
(3)
ds2 = γab dx
a dxb, (2.25)
and the metric tensor gαβ of the full spacetime are related by
(4)
ds2 = − (α dx0)2 + gαβ dxα dxβ = γab (dxa + βa dx0) (dxb + βb dx0) .
(2.26)
The three-dimensional metric tensor γab is the spatial part of the four-
dimensional metric gαβ . Therefore it is called the spatial metric. It is the
projection of gαβ onto Σ along n, which is defined as a vector normal Σ. It
must not be null and is normalised.
nαn
α = 1. (2.27)
γab ≡ gab + nanb (2.28)
If we now take the hypersurfaces as the coordinate surfaces x0 = constant of a
coordinate system with the other coordinates taken out of the three-surfaces,
we can denote the components of the normal vectors by
nα = (α, 0, 0, 0) , n
α =
(
1
α
,−βa
α
)
. (2.29)
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n
β
Figure 2.1: Foliation
α is usually called the lapse (not to be confused with the index α) and βa is
called the shift vector. The lapse specifies how Σ changes with changing time
and the shift specifies how the coordinates move in this surface with changing
time. This can be visualised as in picture 2.1. Both lapse and shift can be
specified freely with different choices leading to different gauge conditions.
Different gauge choices naturally do not change the physical content, but
might change the numerical behaviour drastically (see also section 2.7).
Eulerian observers with a four-velocity u parallel to n, which means they
are at rest on slice Σ, measure the following three-velocity of matter, obtained
by projecting the four-velocity u into Σ:
vi =
γu
−nu =
γiνu
ν
αu0
=
giνu
ν + ninνu
ν
αu0
=
ui
αu0
− ni = u
i
W
+
βi
α
, (2.30)
where equation (2.29) and
W ≡ −nu = αu0 (2.31)
are used and W is called the Lorentz factor.
Using the foliation, Einstein’s equations can be cast into a first-order-in-
time, second-order-in-space quasi-linear system of twelve equations. which
are called “evolution equations”, and a set of four elliptic equations, which are
usually referred to as “constraint equations”. The twelve evolution equations
are called like that, because they contain derivatives of γij and a newly
introduced quantity Kij , the extrinsic curvature, in time.
Kij ≡ −γki γljnl;k. (2.32)
The constraint equations do not contain such derivatives, thus their name.
If these constraints are satisfied at some time in an evolution, e.g., at the
beginning, the evolution equations ensure that they are satisfied always in
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the domain of dependence of the initial slice3. However while this is true an-
alytically, this does not hold exactly in numerical simulations, which makes
monitoring constraints an important tool for estimating the errors of a nu-
merical scheme.
Using the definition for Kij, its evolution equation (coming from Ein-
stein’s equations) is given by
∂tKij =α
[
R¯ij − 2KilK lj +KKij − 8piSij + 4piγij (S − ρ)
]
− ∇¯i∇¯jα + βl∇¯lKij +Kil∇¯jβl +Kjl∇¯iβl
(2.33)
with the bar over R¯ and ∇¯ denoting the correspondence to the spatial metric
γij, not gµν . Sij is the projection of the stress-energy tensor onto the spacelike
hypersurfaces and S ≡ γijSij . The evolution equation for γij is (coming from
the definition of Kij) given by
∂tγij = −2αKij + ∇¯iβj + ∇¯jβi. (2.34)
The constraint equations (Hamiltonian and momentum, respectively) are
R¯ +K2 −KijKij = 16piρADM (2.35)
∇¯j
(
Kij − γijK) = 8piji. (2.36)
ρADM is the energy density of the matter and j
i is its momentum current.
Suitable initial data for this formulation would be e.g. the quantities
{γij , Kij,matter variables} . (2.37)
By defining t ≡ x0/α, equation (2.26) turns into the often used form
(4)
ds2 = −(α2 − βiβi) dt2 + 2βi dxi dt+ γij dxi dxj . (2.38)
2.5 Initial Data
Creating initial data are not as simple as just setting the variables at the
initial time to some values. The initial data have to fulfil the constraint
equations, which in general are a system of four coupled, elliptic equations.
Even though only this system has to be solved, this is a very challenging
problem and has been reviewed extensively in [47]. While solving this system,
the coordinates also have to be fixed.
3The boundary conditions are also important because they can introduce constraint
violations in an evolution too.
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Some systems are sufficiently simple to be known analytically. Some
known solutions are not interesting for astrophysics, because they are very
unlikely to occur or are too simple. In more complicated cases, however,
solutions cannot be described by algebraic equations. One example is the
solution for TOV stars.
2.5.1 TOV stars
TOV stands for “Tolman-Oppenheimer-Volkoff” ([104, 105]). It is a solution
of General Relativity and Euler’s equations for hydrostatic equilibrium, de-
scribing an asymptotically flat spacetime containing a spherically symmetric
and static star. The equation of state (EOS) of its matter has to guarantee
that all variables are parametrised solely by the pressure. One often-used
example is the polytropic EOS, which is discussed in section 2.3.4. Since
the star is spherically symmetric, the exterior of the star is described by the
Schwarzschild solution (see section 2.2.2).
The equations of motion and the continuity equation must hold:
∇µT µν = 0 (2.39)
∇µjµ = 0 (2.40)
with jµ = ρuµ. An additional relation has to be given by an EOS, e.g., the
polytropic EOS to close this system. From this, the solution for a space-
time containing a TOV star can be obtained, which is given as an ordinary
differential equation (ODE).
dP
dr
= − (ρ(1 + ) + P ) m(r) + 4pir
3P
r [r − rm(r)] (2.41)
Here m(r) is the gravitational mass inside a sphere of radius r. This is
given in isotropic coordinates with the radius labelled r. Schwarzschild-like
coordinates are more convenient for numerical simulations. This requires
a coordinate transformation using the Schwarzschild radius on which the
Cartesian x, y, z coordinates live. This is labelled r¯ here. This requirement
together with a condition for the lapse coming from the assumption of a
static and spherically symmetric spacetime results in the following system of
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differential equations:
dP
dr
= −(ρ(1 + ) + P )m+ 4pir
3P
r(r − 2m) , (2.42)
dm
dr
= 4pir2ρ(1 + ), (2.43)
d(log(α))
dr
=
m+ 4pir3P
r(r − 2m) , (2.44)
d(log(r¯/r))
dr
=
r1/2 − (r − 2m)1/2
r(r − 2m)1/2 . (2.45)
The initial data at r = 0 are (for the numerical integration) P0 = Kρ
Γ
c ,
m0 = 0, φ0 = 0, r¯0 = , r0 = , where  is a very small number, which is not
0 to avoid division by zero.
Once the integration is done for the interior of the star we match to the
exterior, which is the Schwarzschild solution:
P = 0, (2.46)
r¯ =
1
2
(√
r(r − 2M) + r −M
)
, (2.47)
m =M, (2.48)
φ =
1
2
log(1− 2M/r). (2.49)
The solution is now known to high numerical accuracy and can be inter-
polated onto other grids, e.g. a three-dimensional grid as initial data.
2.5.2 Michel solution
The Michel solution [106–108] describes steady state, spherical accretion of
a test fluid falling from infinity onto a Schwarzschild black hole. It is usually
computed in ingoing Eddington-Finkelstein coordinates which penetrate the
horizon. While this is not very interesting on astrophysical grounds, it can
be used as test-case for numerical codes.
Again, the polytropic EOS is used. The solution can be derived from the
basic equations of mass and energy conservation for the fluid by (following
Michel [106]) assuming spherical symmetry and staticity to obtain
d
dr
(
jr
√−g) = 0 (2.50)
d
dr
(
T r0
√−g) = 0, (2.51)
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where
jα = ρuα (2.52)
and
Tαβ = (P + ρ(1 + )) uαuβ + Pgµν (2.53)
are the density current and the stress energy tensor.
The background metric written in ingoing Eddington-Finkelstein coordi-
nates is:
ds2 = −
(
1− 2M
r
)
dt2 +
4M
r
dtdr +
(
1 +
2M
r
)
dr2 + r2
(
dθ2 + sin2 θdφ2
)
.
(2.54)
The components of the covariant and contravariant metric are:
gµν =


−r−2M
r
2M
r
0 0
2M
r
r+2M
r
0 0
0 0 r2 0
0 0 0 r2 sin2 θ

 (2.55)
and
gµν =


−r+2M
r
2M
r
0 0
2M
r
r−2M
r
0 0
0 0 1
r2
0
0 0 0 1
r2 sin2 θ

 . (2.56)
Equations (2.50) and (2.51) can be easily integrated and, using the ex-
pressions (2.52) and (2.53), one obtains:
ρur
√−g = C1 (2.57)
(P + ρ(1 + )) utu
r√−g = C2 (2.58)
This can be simplified by dividing (2.58) by (2.57) and taking the square,
which leads to
h2u2t =
(
C2
C1
)2
= C3, (2.59)
where h = 1+ + P
ρ
is the specific enthalpy. Given C3 and a certain ρs at one
particular uts, equation (2.59) gives the complete solution by the following
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relations to other quantities:
C1 = ρsu
r
s
√−g (2.60)
ρ =
C1√−gur (2.61)
P = KρΓ (2.62)
 =
P
(Γ− 1)ρ. (2.63)
To obtain the missing value uts at any point ρs one uses first that ut can
be expressed in terms of ur in Eddington-Finkelstein coordinates (see the
metric (2.55) and (2.56)):
(ut)
2 = (ur)2 − gtt. (2.64)
In addition, at the sonic point the following relation holds independent of
equations (2.50) and (2.51):
urs =
√
M
2rs
(2.65)
with M being the mass of the black hole. Starting from the sonic point
the solution in the entire spacetime can be obtained by a Newton-Raphson
iteration scheme.
2.5.3 The York-Lichnerowicz conformal decomposition
While analytically known initial data are nice to have, there are only few
interesting cases for which it is available. Most interesting systems are too
complicated to be handled in that way. We also cannot just give the ini-
tial data in some arbitrary way, because we have to satisfy the constraint
equations (equations (2.35) and (2.36)). What we need is a way to specify
some of the variables and then compute the remaining ones. This has to
be done in such a way that the constraint equations are satisfied and the
contained physical information is not lost. One procedure for this is the
York-Lichnerowicz conformal decomposition [109–111]. It is widely used for
general initial data configurations. Its main feature is the so called confor-
mal decomposition of the metric and certain components of the extrinsic
curvature plus a transverse-traceless decomposition of the latter.
First, the three-metric γij is decomposed into a conformal factor ψ and
an auxiliary metric γ˜ij,
γij = ψ
4γ˜ij. (2.66)
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Using this equation, the Hamiltonian constraint (2.35) becomes
∇˜2ψ − 1
8
ψR˜− 1
8
ψ5K2 +
1
8
ψ5KijK
ij = −2piψ5ρADM. (2.67)
Variables that have a tilde on top are associated with γ˜ij. All other variables
have to be seen in the context of γij. We drop the bar over those, which was
introduced in equations (2.33) to (2.36), for convenience.
The second ingredient is the splitting of the extrinsic curvature. First K
is split into its trace and tracefree parts,
Kij ≡ Aij + 1
3
γijK. (2.68)
Any symmetric tracefree tensor can be split as follows:
Sij ≡ (LX)ij +Bij (2.69)
with Bij being a symmetric (Bij = Bji), transverse (∇jBij = 0) and traceless
(Bii = 0) tensor and
(LX)ij ≡ ∇iXj +∇jX i − 2
3
γij∇lX l. (2.70)
This split can now be applied to Aij . However it can also be applied to
A˜ij ≡ ψ2Aij . (2.71)
These two possibilities are the difference between the conformal transverse-
traceless decomposition and the physical transverse-traceless decomposition.
There is no known advantage of one over the other. For a study on this see,
e.g., [112]. In both cases it is possible to specify the same data freely (γ˜ij,
M˜ ij and K). However, the set of equations is different and also the solutions
for the same specified data will in general be different, while still valid for
both.
In the following we will only outline the conformal transverse-traceless
decomposition, because the basic steps are quite similar in both cases and
we have used this choice in our code. For a detailed discussion of both, see
[47].
As the name suggests, the decomposition (2.69) is in this case applied to
the conformal tracefree extrinsic curvature A˜ij defined by (2.71):
A˜ij ≡ (L˜X)ij + Q˜ij . (2.72)
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After applying equations (2.66), (2.68), (2.70), (2.71) and (2.72) to the
momentum constraints (2.36), plus using
∇˜jBij = ψ−10∇˜j(ψ10Bij) (2.73)
and the fact that Q˜ij is transverse (i.e. ∇˜jQ˜ij = 0), they read:
∇˜j(L˜X)ij = ∇˜2X i + 1
3
∇˜i(∇˜jX i) + R˜ijXj =
2
3
ψ6∇˜iK + 8piψ10ji. (2.74)
For a general symmetric tracefree tensor, say M˜ ij , we do not know if it is
transverse, but we can get its transverse-tracefree part Q˜ij
Q˜ij ≡ M˜ ij − (L˜Y )ij (2.75)
by using (2.69). Since Q˜ij is transverse, we also find that
∇˜jQ˜ij ≡ 0 = ∇˜jM˜ ij − ∇˜j(L˜Y i). (2.76)
Using equations (2.75) and (2.76), we can find the required symmetric,
transverse-traceless tensor from a general symmetric traceless tensor M˜ ij .
Thus we can write (2.72) as
A˜ij ≡ (L˜V )ij + M˜ ij (2.77)
with V i ≡ X i − Y i and, similarly, equation (2.74) can be written as
∇˜j(L˜V )ij = 2
3
ψ6∇˜iK − ∇˜jM˜ ij + 8piψ10ji. (2.78)
Using these two equations it is possible to solve directly for V i. Finally, the
full set of equations to solve is:
γij = ψ
4γ˜ij (2.79)
Kij = ψ−10A˜ij +
1
3
ψ−4γ˜ijK (2.80)
A˜ij = (L˜V )ij + M˜ ij (2.81)
∇˜j(L˜V )ij − 2
3
ψ6∇˜iK = −∇˜jM˜ ij + 8piψ10ji (2.82)
∇˜2ψ − 1
8
ψR˜− 1
12
ψ5K2 +
1
8
ψ−7A˜ijA˜
ij = −2piψ5ρADM. (2.83)
For simplicity, in the following we will frequently choose time-symmetric
initial data, which means Kij = 0 and j
i = 0. The momentum constraint is
in this case trivially solved and the Hamiltonian constraint simplifies to
∇˜2ψ = −2piψ5ρADM. (2.84)
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R˜ vanishes too, because we have chosen conformally flat initial data, which
means that the three-metric can be expressed as
γ˜ij = ηij, (2.85)
where ηij is the metric of the Minkowski space.
As has been reported in [113, 114], it is possible to decouple the mo-
mentum and Hamiltonian constraint not only in the case of Kij = 0, but
also in the more general case of K = 0 (maximal slicing). In this case,
the Hamiltonian constraint (2.83) depends on the solution of the momentum
constraint (2.82), but not vice versa. The momentum constraint allows to
specify M˜ ij freely. Under the assumption M˜ ij = 0, this constraint becomes
∇˜2V i + 1
3
∇˜i
(
∇˜jV j
)
= 0. (2.86)
Bowen and York [113] found a solution for this equation. It is given by
V i = − 1
4r
[
4P i + ninjP
j
]
+
1
r2
ijknjSk. (2.87)
r is the distance from some special point (the location of a black hole) and
P i and Si are two vector fields which can be interpreted as the linear and
angular momentum of the black hole.
Using this solution, Kij can be computed via
Kij =
3ψ−2
2r2
[
Pinj + Pjni − (∆ij − ninj)P knk
]
+
3ψ−2
r3
[
kilS
lnknj + kjlS
lnkni
] (2.88)
and can be inserted into the Hamiltonian constraint (2.83).
2.6 Evolution
Computing the initial data amounts to calculating the solution on one of the
slices of spacetime, which is then called initial slice. The computation of
future (or past) slices and the appropriate choice of boundary conditions is
what is usually called “evolution” and is the topic of the following chapter.
2.6.1 The evolution system: BSSN
The ability to perform long-term numerical simulations of self-gravitating
systems in general relativity strongly depends on the formulation adopted
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for the Einstein equations. The covariant nature of these equations (the
“many-fingered time” of relativity, see [50]) leads to difficulties in construct-
ing an appropriate coordinate representation which would allow for stable
and accurate simulations. Over the years, the standard approach has been
mainly based upon the unconstrained solution of the 3 + 1 ADM formula-
tion [115] (see subsection 2.4) of the field equations, which, despite large-scale
and dedicated collaborations [116–118], has been shown to lack the stability
properties necessary for long-term numerical simulations.
In recent years, however, a considerable effort has been invested in extend-
ing and changing the set of equations solved by, in some way, including the
solution of the constraint equations on each spatial hypersurface [119, 120],
or by reformulating the ADM approach in order to achieve long-term stability
(see e.g. [121] and references therein).
Building on the experience developed with lower-dimensional formula-
tions, Nakamura, Oohara and Kojima [122] presented in 1987 a conformal
traceless reformulation of the ADM system which subsequent authors (see
e.g. [123–131]) demonstrated to be robust enough to accomplish such a goal
for different classes of spacetimes, including black holes and neutron stars
(both isolated and in coalescing binary systems) [29, 65, 127, 132–135].
The most widespread version developed from this formalism was introduced
by [123, 124] and is commonly referred to as the BSSN (Baumgarte-Shapiro-
Shibata-Nakamura) or NOK (Nakamura-Oohara-Kojima) formulation.
We will outline this formulation below. More details and how this is
actually implemented in our code Cactus can be found in [127, 134].
The original ADM formulation casts the Einstein equations into a first-
order in time, quasi-linear [136] system of equations. The dependent variables
are the three-metric γij and the extrinsic curvatureKij . The twelve evolution
equations (2.33), (2.34) and the four constraint equations (2.35), (2.36) have
already been introduced in section 2.4.
Details of our particular implementation of the conformal traceless re-
formulation of the ADM system as proposed by [122–124] are extensively
described in [127, 134] and we will only describe the basic steps towards it
here.
Starting from the evolution equations for Kij (2.33) and γij (2.34) the
BSSN formulation makes use of a conformal decomposition of the three-
metric, defining the conformal factor ψ:
γij = ψ
4γ˜ij = e
4φγ˜ij (2.89)
This conformal factor can be chosen such that
γ˜ = det γ˜ij = 1. (2.90)
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The tracefree part Aij of Kij (see equation 2.68)
Aij ≡ Kij − 1
3
γijK. (2.91)
can also be conformally decomposed:
A˜ij = e
−4φAij . (2.92)
Assuming zero shift for simplicity here, the evolution equations for γ˜ij and φ
then read:
∂tγ˜ij = −2αA˜ij (2.93)
∂tφ = −1
6
αK. (2.94)
From (2.33) one can find the evolutions equation for K and A˜ij
∂tK = −γij∇i∇jα + α
[
A˜ijA˜
ij +
1
3
K2 +
1
2
(ρADM + S)
]
(2.95)
∂tA˜ij = e
−4φ [−∇i∇jα + α(Rij − Sij)]TF + α
(
KA˜ij − 2A˜ilA˜lj
)
. (2.96)
However as has been shown [123, 124], there are many ways to write these
equations using the constraint equations.
Furthermore, so called “conformal connection functions” Γ˜i are intro-
duced:
Γ˜i = γ˜jkΓ˜ijk = −∂j γ˜ij, (2.97)
where Γ˜ijk is the Christoffel symbol of the conformal metric. Note that the
second equality only holds if (2.90) is satisfied, which might be violated
numerically. These Γ˜i are used to simplify the following separation of the
Ricci tensor into two parts:
Rij = R˜ij +R
φ
ij , (2.98)
where R˜ij is the Ricci tensor of the conformal metric
R˜ij = −1
2
γ˜lmγ˜ij,lm+ γ˜k(i∂j)Γ˜
k+Γ˜kΓ˜(ij)k+ γ˜
lm
(
2Γ˜kl(iΓ˜j)km + Γ˜
k
imΓ˜klj
)
(2.99)
and Rφij are additional terms depending on φ:
Rφij = −2∇˜i∇˜jφ− 2γ˜ij∇˜l∇˜lφ+ 4∇˜iφ∇˜jφ− 4γ˜ij∇˜lφ∇˜lφ. (2.100)
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The round brackets enclosing indices denote symmetrisation (T(ij) =
1
2
(Tij +
Tji)). The terms Γ˜
i in equation (2.99) could be computed using the Christoffel
symbols, but this approach would lead derivatives of the three-metric which
are not particularly useful. Evolving the Γ˜i’s as independent variables with
their own evolution equations is computationally expensive. However, as
shown in [127, 137], it is worth the effort.
The evolution equations for the Γ˜i are given by
∂tΓ˜
i = −∂j
(
2αA˜ij − 2γ˜m(jβi),m +
2
3
γ˜ijβl,l + β
lγ˜ij,l
)
. (2.101)
As with the terms in equation (2.96) there are again several choices to write
this equation and as pointed out by [124] the above choice leads to an unstable
system. Better behaviour can be obtained by eliminating the divergence of
A˜ij with the help of the momentum constraint:
∂tΓ˜
i =− 2αA˜ij + 2α
(
Γ˜ijkA˜
kj − 2
3
γ˜ijK,j − γ˜ijSj + 6A˜ijφ,j
)
− ∂j
(
βlγ˜ij,l − 2γ˜m(jβi),m +
2
3
γ˜ijβl,l
)
.
(2.102)
Equations (2.93), (2.94), (2.95), (2.96) and (2.102) form the set of evo-
lution equations. Note that the ADM formulation did not involve evolution
equations for the conformal factor, the trace of the extrinsic curvature K
and the “conformal connection functions” Γ˜i, but only for the three-metric
γij and the extrinsic curvature Kij .
We note that although the final mixed, first and second-order, evolu-
tion system for
{
φ,K, γ˜ij, A˜ij, Γ˜
i
}
is not in any immediate sense hyperbolic,
the principle part of the formulation, when reduced to first order form, is
equivalent to a hyperbolic system [138–140]. In the formulation of [123], the
auxiliary variables F˜i = −
∑
j γ˜ij,j were used instead of the Γ˜
i.
In [127, 137], the improved properties of this conformal traceless formu-
lation of the Einstein equations were compared to the ADM system. In
particular, in [127] a number of strongly gravitating systems were analysed
numerically with convergent HRSC methods with total-variation-diminishing
(TVD) schemes using the equations described in [141]. These included weak
and strong gravitational waves, black holes, boson stars and relativistic stars.
The results showed that this treatment leads to numerical evolutions of the
various strongly gravitating systems which did not show signs of numerical
instabilities for sufficiently long times. However, it was also found that the
conformal traceless formulation requires grid resolutions higher than the ones
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needed in the ADM formulation to achieve the same accuracy, when the fo-
liation is made using the “K-driver” approach discussed in [142]. Because in
long-term evolutions error-growth rate is acceptable if it comes with stability,
we have adopted the conformal traceless formulation as our standard form
for the evolution of the field equations.
2.6.2 Boundary conditions
With the exception in which a compactified domain is used, spatial infinity is
not included in the computational domain. Thus, the domain has to be cut
at some finite distance from the interesting region and boundary conditions
have to be imposed. Doing so for Einstein’s equations is not easy in general.
The mixed first/second order form of the BSSN evolution equations and the
fact that some of the quantities involved are not tensors, but have their own
transformation laws, complicate the problem even further. The constraints
should also be satisfied at the boundary.
One example of trivial boundary conditions is the static boundary con-
dition, which is a special case of a Dirichlet boundary condition [143]. Here
the evolved variables are simply not updated at the boundary. They stay at
their initial values. This condition is adequate in stationary cases. However,
in cases in which waves are present, it is very bad since it reflects the waves
back into the domain.
Another trivial example is the von-Neumann boundary condition (speci-
fying the derivatives at the boundary [143]) with zero spatial derivative. In
this case the values at the boundary are copied from points inside the domain
(normal to the surface of the boundary). This condition is in dynamical sit-
uations better than the static boundary condition, because part of the waves
can leave the domain, but a part is still reflected.
In our code the most used boundary conditions are the outgoing radiation
boundary conditions by Alcubierre et al. [134]:
f = f0 + u
r − vt
r
+
h(t)
rn
, (2.103)
where f is the quantity in question, f0 is the asymptotic value of f and v is
the wave speed (the speed of light in our case). Condition (2.103) is adequate
if the boundary is in an approximately flat region of the spacetime. The term
containing h(t) is introduced to account for possible infall of the coordinates.
The power of rn is unknown and has to be assumed. Empirically, a value of
n = 3 has shown to have a good effect for this boundary condition, but this
might also depend on the quantity in question.
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Another type of frequently applied boundary conditions are the so called
Robin boundary conditions. This is a physically motivated boundary condi-
tion. It assumes a certain fall-off of the variables at large radii:
f = f0 +
k
rn
, (2.104)
with a constant k. It is related to the radiation boundary condition, but
without information about the time evolution.
All these boundary conditions do not satisfy the constraint equations,
thus pollute the interior of the simulation with constraint violation. However,
this can be reduced by putting the boundary further out. Also the constraint
violations coming from the central regions are often much worse.
2.6.3 The Riemann Problem
The Riemann problem is a special initial value problem (IVP) consisting of
a partial differential equation (PDE), here the linear advection equation,
ut + aux = 0, (2.105)
with a being a constant, and initial data, which are given by
u(x, 0) = u0(x) =
{
uL if x < 0
uR if x > 0
. (2.106)
uL and uR are the left and the right, constant initial values. This initial data
have a discontinuity at x = 0 if uL 6= uR.
The solution for the linear advection equation is simple. Any point of the
initial profile is expected to propagate a distance d = at in time t, so does
the discontinuity at x = 0. This characteristic curve x = at will separate
the characteristic curves to the left, on which the solution has a value of uL,
from the curves to the right, on which the solution has a value of uR. So the
solution is
u(x, t) = u0(x− at) =
{
uL if x− at < 0
uR if x− at > 0 . (2.107)
The Riemann problem is important for the numerical solution of the Euler
equations. An exact, closed-form solution to the Riemann problem does
not exist in this case[144]. However, it is possible to use iterative schemes
to obtain the solution to any desired accuracy. Those schemes are called
“Riemann solvers” (see also section 3.4.2).
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2.6.4 The Valencia formulation for relativistic hydro-
dynamics
Many physical systems can be described by conservation laws. Such laws
are also called “conservative laws”. This means that some quantities are not
changed by physical processes happening inside the system, which is why
these quantities are called “conserved quantities”. In our simulations, one
example of such a conserved quantity is the rest-mass. The conservation of
rest-mass is particularly important in shocks, because only conserved rest-
mass and momentum can guarantee for correct shock speeds [145]. The con-
servation is ensured by the Euler equations. Numerical simulations, however,
always make errors. These errors can accumulate and destroy the conserva-
tion. In this section we describe a method to avoid the accumulation of those
errors on the conserved quantities.
A conservative scheme can be implemented for any system in balance law
form
∂tu+ ∂if
(i)(u) = s(u), (2.108)
where f (i)(u) and s(u) are the flux vectors and the source terms, respec-
tively [146]. By doing this in the case of the general relativistic hydro-
dynamic system conservation of rest-mass, momentum and energy can be
achieved [147–149].
Here the conservation equations for the stress-energy tensor T µν and for
the matter current density jµ
∇µT µν = 0 , ∇µjµ = 0 (2.109)
are written in flux-conservative form (2.108). Note that the right-hand side
(the source terms) depends only on the metric, and its first derivatives, and on
the stress-energy tensor. Furthermore, while the system in equation (2.108) is
not strictly hyperbolic, strong hyperbolicity is recovered in a flat spacetime,
where s(u) = 0 (see equation (2.113) below). Note also that the system is
not strictly a conserved one because of the source terms s, but again in flat
space the sources s vanish.
As shown by [148], in order to write system (2.109) in the form of system
(2.108), the primitive hydrodynamical variables u ≡ (ρ, vi, ) have to be
mapped to the so called conserved variables q ≡ (D,Si, τ) via the relations
D ≡Wρ ,
Si ≡ ρhW 2vi ,
τ ≡ ρhW 2 − P −D ,
(2.110)
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where h ≡ 1 + + P/ρ is the specific enthalpy and W ≡ (1− γijvivj)−1/2 is
the Lorentz factor. Note that only five of the seven primitive variables are
independent. This is usually called the Valencia form [147, 148] which has
also been used by [65, 128, 141].
Using
vi =
ui
αu0
+
βi
α
(2.111)
the flux vector becomes
f i(u) =
(
D
(
vi − β
i
α
)
, Sj
(
vi − β
i
α
)
+ Pδij, τ
(
vi − β
i
α
)
+ Pvi
)
(2.112)
and the sources are given by
s(u) =
(
0, T µν
(
∂gνj
∂xµ
− Γδνµgδj
)
, α
(
T µ0
∂ lnα
∂xµ
− T µνΓ0νµ
))
. (2.113)
Relations (2.112) and (2.113) are then to be inserted into
1√−g
[
∂t
(√
γqT
)
+ ∂i
(√
γf i(u)
)]
= s(u). (2.114)
In order to close the system of hydrodynamics equations, an EOS which
relates the rest-mass density and the energy density to the pressure must be
specified. In this thesis this has been done using either the polytropic EOS
or the “ideal fluid” EOS, as described in section 2.3.
Additional details of the formulation we use for the hydrodynamics equa-
tions can be found in [146]. We stress that an important feature of this
formulation is that it extends to a general relativistic context the powerful
numerical methods developed in classical hydrodynamics, in particular HRSC
schemes based on linearised Riemann solvers (see [146]). Such schemes are
essential for a correct representation of shocks, whose presence is expected
in several astrophysical scenarios. Two important results corroborate this
view. The first one, by Lax and Wendroff [150], states that a stable scheme
converges to a weak solution of the hydrodynamical equations. The second
one, by Hou and LeFloch [145], states that, in general, a non-conservative
scheme will converge to the wrong weak solution in the presence of a shock,
hence underlining the importance of flux-conservative formulations. For a
full introduction to HRSC methods the reader is referred to [144, 151, 152].
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Figure 2.2: Singularity avoiding lapse
2.7 Gauge conditions
As mentioned in section 2.4, the lapse function α and the shift vector βa can
be chosen freely. The most trivial setting is
α = 1, βa = 0, (2.115)
which simplifies the equations a lot. However, numerically, such a gauge is
not the best choice for many cases. One reason can be that one wants to
avoid a (forming) singularity. One can do that by lowering the lapse near the
singularity. This is visualised in figure 2.2. However, this has the problem
of grid-stretching near the singularity, also visible in the figure. Because
of this, high gradients develop, which cannot be resolved anymore at some
point and the numerical scheme fails. Another reason for nontrivial gauge
choices is usually to prevent coordinate points from falling into black holes.
This can be achieved by a non zero shift vector in the radial direction. Yet
another case of nontrivial gauge choice is a co-rotating shift for rotating
binary configurations.
Various possibilities of gauges have been implemented and tested and are
in use. More details about the gauges implemented in our codes can be found
in [127, 153]. Here we limit ourselves to the specific gauge choices used in
this thesis.
In particular, we have used the following slicing condition (Bona-Masso´
slicing [154]):
(∂t − βa∂a)α = −f(α)α2 (K −K0) (2.116)
with f(α) > 0 and K0 ≡ K(t = 0). This is the general form of many well
known slicing conditions. For example, setting f = 1 is the so called “har-
monic” slicing condition, while f = q
α
, with q being an integer, is the gener-
alised “1+log” slicing condition [33, 154], which is singularity-avoiding [155].
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It bends the slices as shown in figure 2.2. All simulations with a nontrivial
gauge choice used this latter condition, with q = 2.
The 1+log slicing condition mimics [33] the action of the maximal slic-
ing condition [109], which is determined from the condition that the mean
extrinsic curvature of the slices vanishes at all times (K = 0, ∂tK = 0).
Two of the nice properties of maximal slicing are that it is also singularity-
avoiding [156] and it produces a lapse profile, which is often smoother than
the one produced by the 1+log slicing condition [33]. However, it involves
solving the elliptic equation
∆¯α = βi∂iK + αKijK
ij . (2.117)
The solution of this equation is computationally very demanding, which is
why we often prefer the 1+log condition. However, we are aware that “gauge
pathologies” could develop with this slicing [157–159].
For the shift we used the “Gamma-driver” shift condition (see [134, 153])
that is driving the shift in a way such that the Γ˜i of the BSSN system (see
equation (2.97)) are constant. Restricting the evolution of the Γ˜i to 0 is called
the “Gamma-freezing” condition, which is closely related to the minimal
distortion shift condition4 [160]. Note that the minimal distortion condition
is covariant, while the “Gamma-freezing” (so also the “Gamma-driver”) is
not.
In all the cases involving a non-trivial shift condition, we have used the
following Gamma-driver condition:
∂2t β
i = F∂tΓ˜
i − ν∂tβi, (2.118)
where F and ν are positive functions of space and time. These parameters
can be tuned to obtain stable evolutions. ν controls the dissipation term,
which is needed to avoid strong oscillations in the shift. Typical values for
both parameters are F = 3/4 and ν = 3, which are not varied in space or
time.
2.8 Summary
In this chapter, most of the continuum physics which is needed later has been
described. This started with a short introduction into Einstein’s equations
of General Relativity in section 2.1. There are some astrophysically relevant
4The minimal distortion shift condition tries to minimise the changes in the three-metric
components. Because it involves elliptic equations, it is computationally very demanding
and it was not successful in numerical simulations [155].
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solutions to these equations, of which some have been described in section 2.2.
The structure and used models for cold neutron stars are summarised in
section 2.3.
For numerical purposes, the four-dimensional spacetime is often split into
three-dimensional slices, using the 3+1 formalism, which is described in sec-
tion 2.4. Numerical simulations require initial data on one of these slices.
In section 2.5, some analytical solutions are mentioned and a procedure to
obtain more general initial data is explained. Schemes for the evolution of
Einstein’s and Euler’s equations are, as well as boundary conditions, de-
scribed in section 2.6. Finally, in section 2.7, some common gauge conditions
are listed.
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Chapter 3
Discretisation
For evolving a spacetime numerically in a computer, there is need for a
discretisation of the variables representing the spacetime. The idea is to
solve the discretised problem and show that this solution converges to the
solution of the continuous problem in the limit of infinite resolution.
Discretisation then poses two main problems:
• resolution
• boundaries
Because the computer is limited in memory, one cannot have infinite res-
olution. The “shape” of the spacetime has to be stored in some way in a
finite-size memory. There are a number of methods to achieve this.
The continuum problem has to be discretised in space and time. Different
ways to do the space discretisation are introduced below and the following
sections. We treat the time integration separated by using the method of
lines, which is outlined in section 3.3.
The next section is about finite difference and finite volume methods.
We use finite difference methods for solving Einstein’s equations while finite
volume techniques are used to solve Euler’s equations. The way how both
methods are discretising the continuum is quite similar: while in finite differ-
ence methods the value of a variable at a certain point represents the value of
the continuum variable at that point, in finite volume methods, it represents
the average of the continuum variable over the cell around that point.
In spectral and finite element methods on the other hand, the continuum
problem is discretised using a set of basis functions. While this is done indi-
vidually in a potentially large number of domains in finite element methods,
in spectral methods the continuum is divided, if at all, only in a small number
of domains. Spectral methods are explained in section 3.2.
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The boundaries are a problem present in both methods. It is possible
to compactify the domain, such that it covers the whole space up to spatial
infinity and there is no need for complicated outer boundaries. However there
are other problems which have to be solved in this case, e.g. reflection of
waves from the stretched grid once the waves cannot be resolved anymore. If
one, on the other hand, does not compactify, one has to place some artificial
boundary on the computational domain. Boundary conditions have already
been discussed in section 2.6.2.
3.1 Finite difference and finite volume me-
thods
One of the differences between finite difference methods and spectral methods
is the way derivatives are computed. Finite difference methods express con-
tinuous differential operators with their Taylor-expanded expressions which
are suitably truncated at the desired order. In practice, differential opera-
tors acting on a given function are then replaced by algebraic expressions of
the values of the function at specific points. These points are called “grid
points”. For convenience, they are often uniformly separated. One very
simple example is calculating the slope of u at a cell i by
∂xui =
1
∆x
(ui+1 − ui) +O(∆x) (3.1)
with ∆x = xi+1 − xi being the grid spacing. This introduces an error of the
order of ∆x, which depends on the resolution. Using a higher resolution (a
smaller ∆x) helps to keep this error small. This can be used as a test (see
also section 3.6).
The amount of grid points a computer can store is limited as well as the
speed at which the equations can be solved using these points, so they have
to be carefully distributed. For simplicity a lot of codes use a distribution
of uniformly spaced grid points which is also fixed in time. Usually they
also do not compactify the computational domain. This, however, has two
disadvantages. The first is that one can only simulate a part of the slice
of spacetime because one cannot have a slice containing infinity. This then
means one has to set boundary conditions and finding good ones turns out to
be very difficult. The second problem is arising out of the first one. Because
one does not have ideal boundary conditions1 one wants to have the errors
1That is because they would have to simulate all the physics going on outside the
computational domain.
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Figure 3.1: sketch of a discretised spacetime
caused by them not influence the computation too much, so one aims to put
the boundaries as far away from the interesting region as possible. Doing
that using a single, uniformly spaced grid while keeping the resolution high
in interesting parts of the computational domain exceeds usually very quickly
the available computational resources. As has been shown [161], simulations
using a uniform grid for calculating gravitational wave results which could
be used as template to look for real signals using one of the current detec-
tors would require much bigger and faster computers than available in the
foreseeable future.
To save computational resources, modern finite differencing codes often do
something called “mesh refinement”. Regions of the computational domain
with large errors, typically due to large gradients, can get better resolved than
others by introducing multiple uniform grids with different spacings, covering
the slice. This does not remove the need for a special boundary treatment,
since it is not possible to go to infinity by just using mesh refinement. But
the boundaries can be put much further away from the interesting regions.
Further details about this can be found in section 3.1.3.
3.1.1 The CFL condition
Within the von-Neumann stability analysis [136], the Courant-Friedrichs-
Lewy (CFL) condition is a necessary and sufficient condition for the stability
of a first-order hyperbolic differential equation.
Assume such an equation has been approximated by a difference equation
of the form
ui,j+1 = c1ui−1,j + c2ui,j + c3ui+1,j (3.2)
with i denoting the cell index and j the time level as indicated in figure 3.1.
Then uP (the solution of the finite-difference equation at P ) depends on the
values of u at the mesh points A, B and C. The thick line in figure 3.1
denotes the characteristic curve of the hyperbolic equation through D and
P . If the initial values at A, B or C are altered, uP will be changed, but these
alterations will not affect the solution of the original, continuous differential
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equation at P which depends on the initial value at D. In this case, uP
cannot converge to the solution of the differential equation.
For stability, D must lie between A and C. This is called the “CFL
condition”. If, for example, the characteristic of the differential equation is
approximated by a linear function and its slope is given by dx/ dt = a, this
means that
C ≡ k/h ≤ a (3.3)
must hold with C being called the “Courant factor”. For our simulations
the speed of the characteristics cannot exceed 1, the speed of light. Because
of numerical errors, more complicated equations, higher dimensions and the
connected stability problems, we use a Courant factor smaller than 1, usually
0.25.
3.1.2 Cactus / CactusEinstein
Cactus, or the Cactus Computational Toolkit, is a code framework to help
constructing numerical simulations (see [162] for details). It is developed at
the Albert Einstein Institute (Golm), at the Louisiana State University (Ba-
ton Rouge) at by numerous people around the world. This public domain
code provides low-level facilities such as parallelisation, input/output, porta-
bility on different platforms and several time integration schemes to solve
general systems of partial differential equations. It was originally designed
for numerical relativity, but today it is used in various fields of numerical
research, including climate modeling.
Cactus contains routines for input and output as well as checkpointing2,
the use of parameter files and a build system for modular extensions, which
are called thorns. Using these thorns it is easy to implement any specific
detail while the modular structure helps to develop such a suite by a large
group of people.
3.1.3 Mesh refinement - Carpet
In simulations with three-dimensional, uniformly spaced grids, so called un-
igrid simulations, doubling the resolution means increasing the memory re-
quirement by a factor of eight and increasing the computing power require-
ment by a factor of sixteen (because of smaller timesteps required by the
CFL condition, see section 3.1.1). Even with today’s supercomputers these
limits are too high for desired resolutions [161].
2Checkpointing: stopping a simulation after writing all data to disk and restarting at
the same point using these data.
3.2. SPECTRAL METHODS 51
One possible remedy is to use the fact that in most cases high resolution
is only required at some part of the grid. In these regions the grid is “refined”
and this can happen multiple times. Because of simplicity this is usually done
by doubling the resolution, which means dividing the grid step by two. The
time step has to be divided by two as well, which means that a fine grid is
doing two (small) time steps to reach the same time as a coarse grid by doing
one (large) step. Because the regions which are refined are typically much
smaller than the whole computational domain, this saves a lot of memory
and computing time. The caveat is that is it much more complicated to
program and parallelise.
Carpet is a Cactus thorn which implements Berger-Oliger, fixed, box-
in-box mesh refinement [163–168] in Cactus. Most other tools, which were
available at the time of its introduction and were written for uniform grids,
still work without or with only minor changes. The thorn providing the
unigrid setup is called PUGH.
3.2 Spectral Methods
An alternative to finite difference or finite volume methods, described in
the previous section, is spectral methods. As already mentioned, one of
the differences between spectral and finite difference methods is the way
derivatives are calculated. Spectral methods use spectral transformations
(e.g. Fourier or Chebyshev transformations) to obtain derivatives. Certain
distributions of the so called “colocation points” are best to represent a
function by its spectral approximation. However, one can think of spectral
methods as finite difference methods which use the whole grid for the stencil.
One of the key advantages is that given a differentiable spacetime this needs
much less memory and is often more accurate than finite difference methods.
The reason is their usually exponentially convergence in contrast to finite
difference methods, which typically only have polynomial (e.g. 2nd or 4th
order) convergence.
Spectral methods also have disadvantages, one of which has already been
mentioned: they only work well with differentiable functions. The num-
ber of coefficients needed to resolve a function appropriately rapidly grows
with the steepness of the function and discontinuities cannot be represented
even with an infinite number of coefficients. This is called the “Gibbs’ ef-
fect” [144, 169, 170]. A Fourier transformation in general involves infinitely
many coefficients. Since one cannot store that many coefficients, one has to
truncate this series at some point. While there is no boundary in the space
itself (if compactified), this truncation causes an error like the error coming
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from finite grid spacings and calculating derivatives on it in finite difference
methods. However, the convergence behaviour is often better in spectral
methods.
The choice for one of the two possibilities to differentiate spacetimes on
a computer should depend on the problem that is being solved. Neither one
or the other can be called best for all or nearly all current problems.
3.3 The method of lines
The method of lines (MoL) is a way of separating the time integration from
the other steps involved in an evolution [144, 151, 171]. The idea is to convert
a system of partial differential equations (PDEs) into a system of ordinary
differential equations (ODEs) by leaving the problem continuous in time first,
but discretise in space.
Well known stable ODE integrators such as Runge-Kutta [172, 173] can
be used in the time integration, so that instabilities can only arise from the
spatial discretisation or the equations themselves. It can also be implemented
in a modular way into an evolution code, which allows for easier debugging
and is more flexible for future extensions.
MoL itself does not have a precise truncation error but, rather, it acquires
the truncation order of the time-integrator employed. Several integrators are
available in our implementation of MoL, including the second-order Iterative-
Crank-Nicolson (ICN) solver and Runge-Kutta (RK) solvers of first to fourth-
order accuracy. The second and third-order RK solvers are known to be TVD
whilst the fourth-order is known to not be TVD [174, 175]. A more detailed
description can be found e.g. in work of Thornburg [176, 177].
3.4 Hydrodynamical discretisation
The numerical methods that we use for the evolutions of the hydrodynamic
variables are all High–Resolution Shock–Capturing (HRSC) methods. They
are based on an idea by Godunov [178]. In other methods discontinuities
are often a major problem because these schemes usually do not conserve
the mass, leading to wrong shock speeds (see section 2.6.4). Even if there
are no discontinuities present in the initial data, this is a problem for two
reasons. Firstly, physically continuous data are (in finite difference methods)
discretised as discontinuous and piecewise constant data. Secondly, non-
linear properties of the hydrodynamical equations can generally produce non-
linear waves with discontinuities forming in finite time even from smooth
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initial data [144, 179] (see e.g. Burger’s equation [180]).
Godunov methods consist of setting and solving at every cell interface of
the numerical grid a local Riemann problem (see section 2.6.3). We take the
semi-discrete or method of lines reconstruction-evolution viewpoint where the
continuum equations are considered to be discretised in space only [144, 151].
The resulting system of ordinary differential equations (ODEs) can then be
solved numerically with any stable solver. In what follows we shall specialise
to the case of a uniform Cartesian grid. In this subsection Latin indices
denote the cell index.
The calculation of the terms required for the hydrodynamic part of the
ODE splits into the following steps:
1. Calculation of the source terms s(u(x
(1)
j1
, x
(2)
j2
, x
(3)
j3
)) at all grid points.
2. For each direction x(i):
• Reconstruction of the data u to both sides of a cell boundary. In
this way, two values u
L
and u
R
of uji+1/2 are determined at the
cell boundary; u
L
is obtained from cell ji (left cell) and uR from
cell ji + 1 (right cell).
• Solution at the cell boundary of the approximate Riemann prob-
lem having the values u
L,R
as initial data.
• Calculation of the inter-cell flux f (x(i))(uji+1/2), that is, of the flux
across the boundary between a cell (e.g., the ji-th) and its closest
neighbour (e.g., the (ji + 1)-th).
3. Recovery of the primitive variables (see equation (2.110)) and compu-
tation of the stress-energy tensor for use in the Einstein equations.
During a timestep of an evolution, the primitive variables are used to
obtain the connection with the spacetime evolution code. The conserved
variables are computed from these and are then evolved in the hydrodynamics
evolution code. From these then the new primitive variables are computed.
Doing this conversion between the primitive and conserved variables once or
multiple times each timestep is expensive, but gives a high accuracy.
The computation of the source terms is purely local, as is the recovery of
the primitive variables. Therefore there is no issue to address when part of the
grid is excised. The computation of the stress-energy tensor is not purely lo-
cal, as some derivatives of spacetime quantities are required. However, when
using excision boundary conditions as described later in section 3.5 there are
sufficient data at the excision boundary to compute these derivatives.
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The modifications required for hydrodynamical excision must be per-
formed in the reconstruction and flux calculation steps. These modifications
are explained in the following sections.
3.4.1 Reconstruction methods
In finite difference methods the data are given as piecewise constant and
discontinuous data. In our case the integral average of the variables of the
numerical cell is stored. However, Godunov methods need the values of
these variables at the cell boundaries. Reconstruction methods give these
data, “reconstructing” the (often, but not always) continuous solution.
Three separate reconstruction methods are considered here. Each one is
applied in a dimensionally split fashion (for simplicity); the reconstructions
are performed along each coordinate axis in turn. Although some of the
reconstruction methods considered here have formal convergence orders that
are better than two, the formal, global convergence order of the code is at best
two. This is due to the extension to multiple dimensions3 and the coupling to
the spacetime, which we usually evolve using second-order methods. The flux
through the cell boundary is approximated by the flux through the point in
the middle of the cell boundary, using the reconstructed fluid variables and
a second order approximation of the metric terms. Note that the use of
reconstruction methods with orders of accuracy larger than second do not
necessarily yield a global truncation error that is larger than second order.
This is the case, for instance, in a multi-dimension simulation in which the
directional splitting reduces the global truncation error to second order.
The method with the lowest formal order of accuracy is a slope lim-
ited total variation diminishing (TVD) method [181]. The essentially non-
oscillatory (ENO) methods [182] may have extremely high orders of accuracy
and are more accurate in absolute terms than TVD. However, it is often more
efficient to use the Piecewise Parabolic Method (PPM) [183] even though it
only has at most third–order accuracy.
Here we use the same conventions concerning subscripts and superscripts
to denote cells, cell boundaries and left or right sided cell boundary values
as introduced by figure 3.2.
3We only reconstruct the functions at the centers of the cell faces. To obtain better
convergence orders than two in multiple dimensions they would have to be reconstructed
on more than one point on such a face. See e.g. [144] for details on directional splitting.
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Figure 3.2: A schematic view of the subscripts and superscripts to denote
cells
Slope–limited TVD
TVD stands for total variation diminishing [181]. Given a function u = u(x),
the total variation is defined as
TV (u) = lim
δ→0
sup
1
δ
∫ ∞
−∞
|u(x+ δ)− u(x)|dx. (3.4)
If u(x) is smooth, equation (3.4) becomes
TV (u) =
∫ ∞
−∞
|u′(x)|dx. (3.5)
For u = ui being a discrete function, the total variation is defined as
TV (u) =
∞∑
i=−∞
|ui+1 − ui|. (3.6)
The total variation is important, because it can be proven that methods with
total variation diminishing (TVD) converge (for details, see [144, 184–186]).
One subclass of TVD methods follows the slope-limiter (or flux-limiter)
approach (see [187] and [144] for details). In this case, the reconstruction
is given by an average of a first–order and a second–order reconstruction.
To reconstruct the variable q in the cell centred at xi two local “slopes” are
defined,
∆−i ≡ qi − qi−1,
∆+i ≡ qi+1 − qi, (3.7)
which are then averaged to get the slope in the cell ∆¯i = (∆
−
i +∆
+
i )/2. This
slope is then multiplied by a limiter which is a function φ of the local slopes
φ = φ(∆−i ,∆
+
i ). This limited slope ∆¯i then gives the cell boundary data by
qi±1/2 = qi ± 1
2
∆¯i. (3.8)
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If the slopes are not limited (i.e., the limiter φ = 1) then the method is
second order accurate. However, in the presence of steep gradients or discon-
tinuities such a reconstruction will be oscillatory due to Gibbs’ effects [144].
In these regions the limiter reduces the slopes to avoid overshoots, retaining
monotonicity of the reconstruction.
We typically use the Van Leer monotised centred method
φ =
{
0 if ∆−i ∆
+
i < 0,
sign(∆−i +∆
+
i )min(2|∆−i |, 2|∆+i |, 1/2(|∆−i |+ |∆+i |)) otherwise
(3.9)
although a variety of others (minmod, Superbee, see [144]) have also been
implemented. This method is simple and computationally the least expensive
to implement, but is at most second-order accurate, dropping to first-order
at local extrema and discontinuities.
ENO
The essentially non-oscillatory (ENO) methods of Harten et al. [182] are a
very general class of methods. Here we only consider the simple ENO recon-
struction of the variables as given by Shu in [188]. This provides arbitrary
order of accuracy in space.
As in the TVD case, ENO reconstructions are cell based. The pth order
reconstruction compares all possible polynomial stencils of size p containing
the cell to be reconstructed. The “least oscillatory” stencil is chosen by
minimising the absolute values of the divided differences that make up the
stencil.
Let p be the order of the reconstruction. Suppose we are reconstructing
the scalar function q in cell i. We start with cell i. We then add cell j to
the stencil, where j = i ± 1, where we choose j to minimise the Newton
undivided differences:
q [i− 1, i] ≡ qi − qi−1, (3.10a)
q [i, i+ 1] ≡ qi+1 − qi. (3.10b)
We then recursively add more cells, minimising the higher order Newton
divided differences q [i− 1, . . . , i+ j] defined by
q [i− 1, . . . , i+ j] = q [i, . . . , i+ j]−
q [i− 1, . . . , i+ j − 1] . (3.11)
The reconstruction at the cell boundary is given by a standard pth order
polynomial interpolation on the chosen stencil.
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Shu [188] has outlined an elegant way of calculating the cell boundary
values solely in terms of the stencil and the known data. If the stencil is
given by
S(i) = {i− r, . . . , i+ p− r − 1} , (3.12)
for some integer r, then there exist constants crj depending only on the grid
xi such that the boundary values for cell Ii are given by
qi+1/2 =
∑p−1
j=0 cr,jqi−r+j,
qi−1/2 =
∑p−1
j=0 cr−1,jqi−r+j.
(3.13)
The constants cr,j are given by the rather complicated formula
cr,j =
{
p∑
m=j+1
∑p
l=0,l 6=m
∏p
q=0,q 6=m,l
(
xi+1/2 − xi−r+q−1/2
)
∏p
l=0,l 6=m
(
xi−r+m−1/2 − xi−r+L−1/2
)
}
∆xi−r+j. (3.14)
This calculation simplifies considerably if the grid is evenly spaced. For this
case the coefficients up to seventh–order are given by Shu [188].
PPM
The PPM scheme of Colella and Woodward [183], generalised to relativistic
flows by Mart´ı and Mu¨ller [189], is third–order accurate in space and in-
cludes special cases to ensure monotonicity at shocks, sharpening of contact
discontinuities, and shock detection.
The outline of the general PPM method is as follows. The first step is to
interpolate a quartic polynomial to the cell boundary,
qi+1/2 =
1
2
(qi+1 + qi) +
1
6
(δmqi − δmqi+1) , (3.15)
where
δmqi =


min

 |qi+1 − qi−1|,2|qi+1 − qi|,
2|qi − qi−1|

 sign(qi+1 − qi−1) if (qi+1 − qi)(qi − qi−1) > 0
0 otherwise.
(3.16)
At this point we set both left and right states at the interface to be equal
to the interpolated value,
q+i+1/2 = q
−
i+1/2 = qi+1/2. (3.17)
This reconstruction will be oscillatory near shocks. Before the monotonicity-
preserving step, two other steps may be applied.
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Firstly we may “steepen” discontinuities. This is to produce sharper pro-
files and is only applied to discontinuities that are mostly a contact (see [183]
for details). This procedure replaces the cell boundary reconstructions of the
density with
ρ+i−1/2 ≡ ρ+i−1/2(1− η) +
(
ρi−1 +
1
2
δmρi−1
)
η, (3.18a)
ρ−i+1/2 ≡ ρ−i+1/2(1− η) +
(
ρi+1 − 1
2
δmρi+1
)
η, (3.18b)
where η is defined as
η ≡ max [0,min (1, η1(η˜ − η2))] , (3.19)
where η1, η2 are constants and
η˜ ≡


ρi+2 − 2ρi+1 + 2ρi−1 − ρi−2
−6(ρi+1 − ρi−1) if
−δ2ρi+1δ2ρi−1 > 0 and
|ρi+1−ρi−1| − smin(|ρi+1|, |ρi−1|) > 0
0 otherwise
(3.20)
with s another constant and
δ2ρi ≡ ρi+1 − 2ρi + ρi−1. (3.21)
Suggested values for the constants η1, η2 and s can be found in [183].
Another step that may be performed before monotonicity enforcement is
the “flattening” of the zone structure near shocks. This adds simple dissipa-
tion, altering the reconstructions to
q+i−1/2 ≡ νiq+i−1/2 + (1− νi)qi, (3.22)
q−i+1/2 ≡ νiq−i+1/2 + (1− νi)qi, (3.23)
where
νi ≡


max
[
0, 1−max
(
0, ω2
(
pi+1 − pi−1
pi+2 − pi−2 − ω1
))]
if
min(pi−1, pi+1)
< pi+1 − pi−1
and
vxi−1 − vxi+1 > 0
1 otherwise
(3.24)
and ω1, ω2 and  are again constants with suggested values given in [183].
Note that this step is a simplification of the one in [183, 189], which reduces
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the communication overhead in parallel runs. No problems were encountered
using this modification.
The final step is applied to preserve monotonicity, which prevents os-
cillatory reconstruction near shocks. The following replacements are made:
q+i−1/2 ≡ q−i+1/2 = qi if (q−i+1/2 − qi)(qi − q−i+1/2) ≤ 0, (3.25a)
q+i−1/2 ≡ 3qi − 2q−i+1/2 if
(q−i+1/2 − q+i−1/2)
(
qi − 12(q+i−1/2 + q−i+1/2)
)
> 1
6
(q−i+1/2 − q+i−1/2)2,
(3.25b)
q−i+1/2 ≡ 3qi − 2q+i−1/2 if
(q−i+1/2 − q+i−1/2)
(
qi − 12(q+i−1/2 + q−i+1/2)
)
< −1
6
(q−i+1/2 − q+i−1/2)2.
(3.25c)
3.4.2 Riemann solvers
Once a reconstruction procedure has provided data on either side of each cell
boundary, this is then used to specify the initial states of a Riemann problem
for the Euler equations. Since the exact solution [190] is still too costly to
use, even when recast in an efficient form [191, 192], we have implemented
here three different approximate Riemann solvers.
The first and simplest method implemented is the HLLE (Harten-Lax-
van-Leer-Einfeldt) method [184]. This approximates the solution using only
two waves with the intermediate state given by the conservation of the mass-
flux. This method is very efficient but diffusive. The second method is
the Roe solver [193]. This solves a linearised problem at each boundary,
approximating every wave by either a shock or a contact discontinuity. This
method is less efficient but very accurate. However, it may have problems
near sonic points. The third method is the Marquina solver [194, 195]. This
is similar to the Roe solver, except that at possible sonic points a Lax-
Friedrichs flux (analogous to the HLLE method) is used, ensuring that the
solution does not contain rarefaction shocks. Note that we use the modified
method of Aloy et al. [196] instead of the original method.
Both the Roe and Marquina solvers require the computation of the eigen-
values and eigenvectors (from both the right and left cell) of the linearised
Jacobian matrices A
L
and A
R
given by f
L
= A
L
q
L
and f
R
= A
R
q
R
. We use
an implementation of the analytic expression for the left eigenvectors [149],
thus avoiding the computationally expensive inversion of the three 5×5 ma-
trices of the right eigenvectors, associated to each spatial direction. We also
use a compact version of the flux formula (a variant on the methods de-
scribed in [197]) to increase speed and accuracy. These improvements bring
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a ∼ 40% reduction of the computational time spent in the solution of the
hydrodynamics equations and a ∼ 5− 10% reduction in evolutions involving
also the time integration of the Einstein equations. The small overall gain in
efficiency is due to the fact that less than half of the computational time is
spent computing the update of the hydrodynamic variables, while the other
half spent in the update of the spacetime field variables. Of the time spent
computing the hydrodynamic update terms around one third is spent solving
the Riemann problem. These improvements were made by Joachim Frieben
while working at the Universidad de Valencia.
Although an integral part of the full HRSC method, the Riemann solvers
are irrelevant for the problem of excision, as we will explain below. The
solver employed in most simulations performed is the modified Marquina
solver described in [196, 197].
3.4.3 Treatment of the atmosphere
At least mathematically, the region outside our initial stellar models is as-
sumed to be perfect vacuum. Independently of whether this represents a
physically realistic description of a compact star, the vacuum represents a
singular limit of the equations (2.108) and must be treated artificially. Here,
we have followed a standard approach in computational fluid dynamics, also
implemented in [89, 128], and added a tenuous “atmosphere” filling the com-
putational domain outside the star. Duez et al. suggested new strategies
in form of correction terms instead of an atmosphere and presented simu-
lations in [198]. Unfortunately, it is not possible to apply these corrections
to our scheme because we use the conservation form of our hydrodynamical
equations (2.108), which we are using to guarantee the correct evolution of
shocks.
We have treated the atmosphere as a perfect fluid governed by the same
polytropic EOS used for the bulk matter, but having a zero coordinate ve-
locity. Furthermore, its rest-mass density is several (usually seven) orders
of magnitude smaller than the initial central density. Note that the atmo-
sphere used for the calculation of the initial data and the one evolved during
the simulations need not be the same. Indeed, for the initial stellar models
used for the collapse calculations we have typically set the atmosphere to be
two orders of magnitude smaller than the evolved one to minimise spurious
matter accretion onto the black hole. In the pulsation tests presented in
section 3.7, on the other hand, the initial and evolved atmospheres are the
same.
The evolution of the hydrodynamics equations in grid-zones where the
atmosphere is present is the same as the one used in the bulk of the flow. Fur-
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thermore, when the rest-mass density in a grid-zone falls below the threshold
set for the atmosphere, that grid-zone is simply not updated in time.
As mentioned in Section 5.4.2, for simulations of, e.g., collapsing stars,
the use of a tenuous atmosphere has no dynamical impact and does, e.g.,
not produce any increase of the masses of black holes. With the rest-mass
densities we typically use for the atmosphere, and using the mass accretion
rates measured after an apparent surface is first found (in section 5.4.2), we
have estimated that a net increase of ∼ 1% in the black-hole mass would
require an integration time of ∼ 104M , but all of those simulations are much
shorter. These systematic errors are well below our truncation errors, even
at the highest resolutions we can afford.
3.4.4 Shock tube tests
One often used test for hydrodynamical codes is the “shock tube test”. It is
done on a flat background without spacetime evolution and forms a global
Riemann problem. The initial data involve a discontinuity of the density and
the pressure, usually in a plane in three-dimensional space. Parameters are
the form and orientation of the initial discontinuity and the left and right
densities and pressures. The results for the simple case of a plane shock are
known analytically [199] and can be used for comparisons to the numerical
results.
Using our code Whisky, we can show excellent agreement with the analytic
solution. This can be seen in figure 3.3 which used the following initial state:
ρR = 1; pR = 1.666× 10−6; vR = 0 ,
ρL =10; pL = 13.333; vL = 0 .
That shocks also pose no problems for the new hydrodynamical excision
boundaries can be seen in section 4.5.1.
3.4.5 Whisky
Whisky is the name of a new three-dimensional fully general relativistic hy-
drodynamics code using HRSC techniques and a conformal traceless formu-
lation of the Einstein equations. The Einstein and hydrodynamics equations
are finite-differenced on a Cartesian grid and solved using state-of-the-art nu-
merical schemes. It is fully integrated into the Cactus framework (see 3.1.2)
as suite of thorns and provides the stress-energy tensor for the spacetime
evolution scheme.
While the Whisky code is entirely new, its initial development has ben-
efited in part from the release of a public version of the general relativistic
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Figure 3.3: Solution of a Riemann problem set on the main diagonal of the
cubic grid. The figure shows the comparison of the hydrodynamic variables
evolved with Whisky (indicated by symbols) with the exact solution. The
numerical simulation was obtained with the van Leer TVD reconstruction
method and the Roe Riemann solver on a grid with 1403 points.
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hydrodynamics code described in [128, 141], which was developed in great
part by the group at the Washington University at St. Louis.
The code incorporates the expertise developed over the past years in the
numerical solution of the Einstein equations and of the hydrodynamics equa-
tions in a curved spacetime (see [127, 128], but also [146] and references
therein) and is the result of a collaboration among several European Insti-
tutes [200], the “EU-network”. It also contains important recent develop-
ments regarding in particular new numerical methods for the solution of the
hydrodynamics equations that have been described in detail in [201] and have
been briefly reviewed already in this section. These include: (i) the Piecewise
Parabolic Method (PPM) [183] and the Essentially Non-Oscillatory (ENO)
methods [182] for the cell reconstruction procedure; (ii) the Harten-Lax-van-
Leer-Einfeldt (HLLE) [184] approximate Riemann solver, the Marquina flux
formula [196]; (iii) the analytic expression for the left eigenvectors [149] and
the compact flux formulae [197] for a Roe-type Riemann solver and a Mar-
quina flux formula; (iv) the use of a “method of lines” (MoL) approach for
the implementation of high-order time evolution schemes [144, 151]; (v) the
possibility to couple the general relativistic hydrodynamics equations with a
conformally decomposed three-metric. The incorporation of these new nu-
merical techniques in the code has led to a much improved ability to simulate
relativistic stars, as will be shown in section 3.7.
While other thorns provide at each time step a solution [127] of the space-
time parts of the Einstein equations (2.9), the Whisky code provides the
time evolution of the hydrodynamics equations, expressed through conserva-
tion equations for the stress-energy tensor T µν (equation (2.39)) and for the
matter current density jµ (equation (2.40)).
3.5 Excision applied to spacetime variables
Simulations including black holes usually involve singularities present inside
the numerical domain. This is problematic for numerical codes, because this
is often connected to large gradients or even infinities in some of the variables
near the singularity and they cannot be represented or resolved.
One way to bypass this is sometimes to stagger the grid such that the
singularity is between two grid-points. However often the gradients are still
too large [202, 203]. This is also not always possible due to restrictions of
the grid setup, e.g. with vertex-centred mesh refinement, such as Carpet
combined with symmetry boundaries.
Another way is to extract the singular behaviour into some not evolved
quantity, e.g. using a static conformal factor [204]. However this can only
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be applied in special cases and certainly only if the singularity is already
present in the initial data and is not moving in the coordinates used by the
simulation.
Another way to handle the singularity is to exclude it from the compu-
tational domain [35, 133, 153, 205–220]. This is called excision and should
theoretically be trivial, if just a part inside a black hole apparent horizon
is excised, which is what is always done. The reason is that no signal can
travel from inside the black hole to the outer regions, thus there should be
no requirement for a boundary condition as long as the boundary is spacelike
and the light cones are pointing entirely inwards.
However, gauge waves4 can have speeds much larger than the speed of
light and can leave the black hole, causing instabilities in the code. In addi-
tion, if one does not use variable stencils depending on the causal structure
(causal differencing [217, 221]), some data have to be given for the discrete
variables at each boundary. Therefore a discrete excision boundary condition
is still necessary.
There is a large freedom in how to set this condition. We use the so called
simple excision technique [133], which extrapolates the information normal to
the boundary from points further outside the excision region. Given a point
p at the boundary at which values have to be given for a variable f , and a
point q, which is outside the excision region and is normal to its boundary
as seen from p, the new value at p is obtained by assuming the same time
derivative of f at q and p:
f i+1p = f
i
p + f
i+1
q − f iq, (3.26)
where the superscript denotes the timestep and the subscript denotes the
point at which the value of f is taken. This extrapolation is applied to
the following quantities during evolution (if these quantities are evolved):
γ˜ij, ψ,K,Aij, Γ˜
i, α, βi. Despite being so simple, this has been proven to be
remarkably stable in a number of simulations (e.g. [222]), but as will be seen
as one result of this work, has to be improved in the future.
We usually use the location of the apparent horizon as an indication of
where to place the excision boundary and always excise only a part of its
interior. Because the apparent horizon is always inside the event horizon,
no physical signal from this boundary should be able to reach the outside.
However, this does not imply that the light cones are always pointing entirely
inside the excised region, as for a cubical excision region it was shown for the
case of Schwarzschild black hole that the length of the cube has to be smaller
4The gauge conditions are often also evolved and their evolution equations may have
characteristic speeds larger than the speed of light without violating Einstein’s equations.
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than 4
√
3/9M ≈ 0.77M for this requirement to hold [213]. Because the
problem are caused by the corners of the cube, we usually use another type
of excision boundary, called a Lego5 sphere, which is a sphere approximated
by the Cartesian grid [133]. This does not remove the problem with the
corners entirely; the sphere consists of a lot of corners on the discrete level,
but it often works better than a cube in practice [222].
3.6 Convergence tests
The errors which arise due to the discretisation of the physical problem, e.g.
by approximating derivatives by finite differences, depends on the resolution
chosen. This gives the possibility to check for errors in a simulation by com-
paring the data to simulations of the same problem, but different resolution.
Typically methods are said to be of first, second or even higher order.
This means for the example of second order that increasing the resolution by
a factor of two decreases the error by an order of four (2n with n being the
convergence order).
One might think that because of this using very high order methods
would give the best results and therefore the aim should be to use orders
as high as possible. While this is partly true, it does not take the problems
of higher order methods into account. Firstly it is not easy to implement
them (correctly) in a code. But more importantly, higher order methods also
require a wider stencil: for a derivative at a given point labelled i they need
more points away from i: i−1, i−2, .... This is problematic in two ways. The
not so severe is that decomposing the computational domain into multiple
chunks (which is usually done for parallelised simulations) requires more
overhead. The more problematic one is connected to boundary conditions.
They then have to provide consistent data on more than one or two points
away from the boundary. Because of the problems of higher order methods,
most of the recent simulations use second or fourth-order methods.
It is important to compare the order of the obtained convergence to the
expected order of the methods used. This is easy in the case of a known,
analytical solution, because then it is easy to check if the error made by
discretising the problem converges to the known solution by the expected
order.
However, for most problems an analytical solution is not known. In this
case it is possible to check for the convergence order to some solution by
comparing simulations with three different resolutions. The obtained order
5“Lego” is a registered trademark of the LEGO corporation (http://www.lego.com/
eng/Default.aspx)
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of convergence o can be calculated by the following expression, using one of
the involved quantities q (e.g. the density) taken from simulations with low,
middle and high resolution, differing in a factor of two:
2o =
qlow − qmiddle
qmiddle − qhigh . (3.27)
3.7 Numerical tests with stars
We consider the evolution of a stable relativistic polytropic spherical (TOV)
star. As this is a static solution, no evolution is expected. Yet as shown in
figure 3.4, both a small periodic oscillation and a small secular increase of
the central density of the star are detected during the numerical evolution
of the equations. Both effects have a single explanation. The initial data
contain a small truncation error. This error is responsible for triggering
radial oscillations which appear as periodic variations in the central density.
With increasing resolution, the truncation error is reduced and so is the
amplitude of the oscillation. The secular growth of the central density is
probably related to the violation of the constraint equations. It converges
to zero with increasing resolution. Note that the convergence rate is not
exactly second-order but slightly smaller, because the reconstruction schemes
are only first-order accurate at local extrema (i.e. the centre and the surface
of the star) thus increasing the overall truncation error [29].
To further investigate the accuracy of our implementation of the hydro-
dynamics equations, we have suppressed the spacetime evolution and solved
just the hydrodynamics equations in the fixed spacetime of the initial TOV
solution. This approximation is referred to as the “Cowling approximation”
and is widely used in perturbative studies of oscillating stars. In this case,
in addition to the confirmation of the convergence rate already checked in
fully evolved runs, we have also compared the frequency spectrum of the
numerically induced oscillation with the results obtained by an independent
axisymmetric code [223] and with perturbative analyses.
In figure 3.5 we show a comparison between the two codes reporting
the power spectrum of the central density oscillations computed with the
Whisky code and the corresponding frequencies as obtained with perturbative
techniques and with the 2D code. Clearly the agreement is very good with an
error below 1% in the fundamental frequency. The fact that the frequencies
computed numerically coincide with the physical eigenfrequencies calculated
through perturbative analysis allows us to use our code to study the physical
properties of linear normal-modes of oscillation even if such oscillations are
generated numerically.
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Figure 3.4: Central mass-density, normalised to the initial value, in a stable
TOV star (M = 1.4M and polytropic exponent Γ = 2) evolution at different
resolutions. PPM and Marquina were used for all runs.
Figure 3.5: Fourier transform of the central mass-density evolution of an
M = 1.4M, Γ = 2 stable TOV star performed with 128
3 grid points. The
units on the vertical axis are arbitrary. F is the fundamental mode and Hx
are higher modes of the star.
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Figure 3.6: Normalised central mass-density evolution of an M = 1.4M,
Γ = 2 unstable TOV star performed with 963 grid points.
The last test performed in the linear regime consists of the evolution of
stationary solutions of rapidly rotating stars, with angular velocity up to 95%
of the allowed mass-shedding limit for uniformly rotating stars. In this case,
a number of small improvements on the boundary and gauge conditions have
allowed us to extend considerably the timescale of our evolutions of stable
rapidly rotating stars, which can now be evolved for about 60ms, a timescale
which is 3 times larger than the one previously reported in [128]. In analogy
with the non-rotating case, the truncation error triggers quasi-radial oscilla-
tions in the star. Such pulsations converge to zero with increasing resolution.
Determining the frequency spectrum of fully relativistic and rapidly rotating
stars is an important achievement, allowing the investigation of a parameter
space which is astrophysically relevant but too difficult to treat with current
perturbative techniques.
Finally, we have considered tests of the non-linear dynamics of isolated
spherical relativistic stars. To this purpose we have constructed TOV solu-
tions that are placed on the unstable branch of the equilibrium configurations
(see inset of figure 3.6). The truncation error in the initial data for a TOV
solution is sufficient to move the model to a different configuration and in
Whisky this leads to a rapid migration toward a stable configuration of equal
rest-mass but smaller central density. Such a violent expansion produces
large amplitude radial oscillations in the star that are either at constant am-
plitude, if the polytropic EOS (2.23) is used, or are damped through shock
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heating, if the ideal fluid EOS (2.20) is used and the equation for τ is evolved
in time. A summary of this dynamics is presented in figure 3.6, which shows
the time series of the normalised central density for a TOV solution. Note
that the asymptotic central density tends to a value corresponding to a rest-
mass slightly smaller than the initial one (straight dotted line). This is the
energy loss due to the internal dissipation.
3.8 Summary
While chapter 2 described the continuum physics, the topic of this chapter
was the discretisation of the continuum physics in order to be able to do
computer simulations. Two different methods for discretisation have been
introduced (finite difference and finite volume methods in section 3.1 and
spectral methods in section 3.2). Time integration of the evolution equations
is done by the method of lines, which is outlined in section 3.3.
A scheme for excision of spacetime variables is explained in section 3.5
followed by descriptions of two kinds of tests which are often useful: conver-
gence tests in section 3.6 and oscillation tests with stars in section 3.7.
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Chapter 4
Excision methods for HRSC
schemes
The results of this chapter have been published as [64]. The original idea, due
to Ian Hawke, which worked for TVD and ENO, did not work straightforward
for PPM. It was my work to solve those problems for PPM. On that way,
I found further problems with this reconstruction method and introduced a
modification to it - MPPM, which solves a those severe problems. Except the
simulations involving the Michel solution, which are due to Andrea Nerozzi,
I did all simulations and most of the analysis.
The methods and codes described here have been used in [65], but this
work [64] was published later. This is the reason why [65] is referenced here,
but described later in this thesis in chapter 5.
4.1 Motivation
The crucial problem for numerical simulations involving 3D general relativity
which must be overcome to simulate such physical systems is stability. With
current formulations of the vacuum Einstein equations it is possible to pro-
duce long term simulations of black holes in certain situations [133, 153, 207].
These simulations typically require some part of the computational domain
inside the black hole to be excised, with an inner boundary condition placed
on a spacelike surface inside the apparent horizon (see also section 3.5).
In contrast most simulations including hydrodynamics have either been
performed on a fixed spacetime background, or have only been run until
a short time after the formation of the black hole [224]. There have been
fully dynamical simulations of matter with black holes in axisymmetry such
as [225], but few in 3D [65, 226, 227].
71
72 CHAPTER 4. EXCISION METHODS FOR HRSC SCHEMES
In this chapter we will present a simple method for excision boundaries ap-
plied to hydrodynamics. The boundary condition is based on high-resolution
shock-capturing (HRSC) methods which may be used in a hydrodynamics
code, and theoretically could be applied to any system using such HRSC
methods. We show how it can be applied to three different, standard re-
construction schemes: total variation diminishing (TVD), essentially non-
oscillatory (ENO) and the piecewise-parabolic method (PPM). Because of
some problems found using this boundary condition with the PPM scheme
we introduce a modified version of PPM (MPPM), which solves these prob-
lems. This excision method, combined with a suitable excision method for
the spacetime, allows long term simulations of matter in black hole space-
times. This has been shown e.g. using our hydrodynamics code called Whisky
in [65].
The outline of this chapter is as follows. In section 4.2 and 4.3 respectively
we outline the equations and HRSC methods that will be used. The modifi-
cations required at excision boundaries are given in section 4.4. Section 4.5
contains the tests used to validate the boundary conditions.
4.2 Model and equations
We are interested in simulating hydrodynamical flows near black holes, so
we use the equations of general relativistic hydrodynamics coupled to a dy-
namical spacetime, described by full general relativity. We use the flux-
conservative Valencia 3+1 formulation of the hydrodynamical equations, see
section 2.6.4, and we will consider the standard perfect fluid gamma-law
EOS (2.20) and often we will restrict to the polytropic EOS (2.23). This is a
good approximation to neutron star matter in a cold neutron star and in the
absence of shocks and this is fulfilled in the cases discussed in this chapter.
4.3 Numerical methods
Our code implements three independent approximate Riemann solvers (Roe,
HLLE, modified Marquina). Although an integral part of the full HRSC
method they are irrelevant for the problem of excision, as explained below.
The Riemann solver employed in all tests shown below is the modified Mar-
quina solver described in [196, 197].
We implemented the excision scheme in four reconstruction methods,
namely TVD, ENO, PPM (for these see 3.4.1) and MPPM. The latter is
a variant of PPM, and it is introduced for the first time here. It solves some
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problems found using PPM near the excision region. Therefore we call it
MPPM for “modified PPM”.
4.3.1 MPPM
As we shall see below there are situations where the PPM scheme does not
give good results. This is due to the use of a fixed stencil in the first part
of the PPM algorithm where the interpolated value is computed. This can
cause problems with supersonic flows and when, as in our excision method,
we try to match to a non-PPM method. To avoid this problem the modified
PPM scheme changes the interpolated value in (3.15). The modified method
uses the same steps as the PPM scheme after the interface values are set in
equation (3.17) (discontinuity steepening, zone flattening and monotonicity
preservation).
PPM uses the points at i − 2, i − 1, i, i + 1, i + 2 for the fourth order
interpolation function to obtain a value at i+ 1
2
. In the case of supersonic flow
this centred stencil takes too much information from one side and too little
from the other. Because of this, the method may produce small amplitude
oscillations that are stable (due to the other steps in the PPM method) but
which do not converge away. To cure this we need to use a stencil that
depends on the data in some way.
In particular, we calculate the minimum and maximum characteristic
velocities from the minimum and maximum eigenvalues λ− and λ+ of the
Jacobian matrix ∂f/∂q. Depending on these values, we define
α =
λ− + λ+
|λ−|+ |λ+| , (4.1)
which is a continuous function of the characteristic speeds that has value ±1
whenever the flow is supersonic. Please note that because of this definition
α can only be in the range [−1, 1].
Using α we calculate the initial boundary states
q+i+1/2 =
{ |α| qL + (1− |α|) qi+1/2, if α < 0,
|α| qR + (1− |α|) qi+1/2, if α > 0 (4.2)
with
qL =
1
12
(13qi+1 − 5qi+2 + qi+3 + 3qi) , (4.3)
qR =
1
12
(13qi − 5qi−1 + qi−2 + 3qi+1) . (4.4)
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In this way we shift the stencil at most one cell to the side depending smoothly
on the data. Note that this choice is arbitrary and could be chosen in a
different way, but was sufficient for the tests used here. Because the value of
the interpolating function at the boundary can be outside the range given by
the values at the neighbouring cells qi and qi+1, we set the boundary values
q+i+1/2 and q
−
i+1/2 in that case to be equal to the closest nearby cell value. Once
the interpolated value is set we proceed as in the PPM case with the steps
required to, e.g., preserve monotonicity, as given in equations (3.18–3.25).
This procedure takes the characteristic speeds of the data into account
and should therefore be more suitable to extreme cases where both minimal
and maximal speeds have the same sign and are not close to zero. However,
in cases with minimal and maximal characteristic speeds of the same size,
but different sign, it should be as good as PPM.
4.4 Excision boundaries
Excision boundaries are based on the principle that a closed region of space-
time that is causally disconnected from the rest of the simulated spacetime
can be ignored without affecting the results in the exterior spacetime (see
section 3.5). A black hole event horizon is given indeed by the boundary of
such a causally disconnected region of spacetime. As generically a curvature
singularity will form within the horizon it will be necessary to remove it, and
the associated steep gradients, from the numerical domain.
Excision boundaries are usually placed within a trapped surface such as
an apparent horizon, as it is not possible to find the event horizon locally in
time. We note that for a cubical region that is excised on a Cartesian grid to
be a true trapped surface it may have to be placed well within the horizon,
as pointed out by [213]. However, inflow boundary conditions applied to
surfaces within the apparent horizon have been shown to work well for the
evolution of vacuum spacetimes [222].
The same considerations apply to the hydrodynamical variables as to the
spacetime field variables. Again there will be a region of spacetime in which
the fluid is causally disconnected from the exterior. In practise due to the
coupling with the spacetime field this will coincide with the event horizon as
for the spacetime field. However, if the spacetime field variables have been
excised then in principle there is no need to excise the hydrodynamical field
variables at all, as these are not expected to blow up and form singularities
independently of the spacetime field variables.
In practise unacceptable numerical errors are found if the hydrodynamical
variables are not excised. In particular at typical resolutions it is possible
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Figure 4.1: A schematic view of the excision algorithm. The excised region is
indicated by the shaded grey cells and the excision boundary by the vertical
dotted line. In the left panel we indicate how the reconstruction method is
modified near the excision boundary. The values required to compute the
fluxes for the cell next to the boundary are indicated, along with the method
used (simple copying) to “extend” the data across the excision boundary.
Using this we can compute the fluxes through the cell boundaries for all cells
outside the excised region. As shown in the right panel, these are the only
fluxes required (the green lines indicating the characteristics).
for numerical effects in the interior of the black hole horizon to propagate
out of the horizon through the hydrodynamical variables. Although we will
exploit the independence in principle of the use of excision boundaries for the
different field variables later, in practise both should be used simultaneously.
Note that, in non-vacuum spacetimes, the excision boundaries for the
hydrodynamical and the metric fields need not be the same. For the fluid
quantities, in fact, all characteristics emanating from an event in spacetime
will propagate within the sound-cone at that event, and, for physically real-
istic EOSs, this sound-cone will always be contained within the light-cone at
that event. As a result, if a region of spacetime contains trapped surfaces,
both the hydrodynamical and the metric fields are causally disconnected and
both can be excised there. On the other hand, there may be situations, e.g.,
when the bulk flow is locally supersonic but no trapped surfaces are present,
in which it is possible (at least in principle) to excise the hydrodynamical
fields without having to do the same for the metric fields. We have not
used this option here and the hydrodynamical excision implemented in our
simulations has always been made within regions of the spacetime contained
inside trapped surfaces.
Excision boundary methods can be viewed in a number of different ways.
Viewed at the level of the differential equations, all characteristics of physical
quantities are going into the excision region. At the level of the Riemann
problem, all possible waves from the solution of the Riemann problem must
be contained within the excision region.
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This immediately suggests a method that could be used at the excision
boundary. As a HRSC method naturally changes the stencil locally depend-
ing on the data, we just need to guarantee that the data used to construct
the flux at the excision boundary are the physically relevant data outside the
excision region. This also suggests that the natural choice to put the excision
boundary is not a cell centre, but a cell boundary.
While very simple, this method is not stable in general. It is equivalent
to filling the first cell inside the excision region by linear extrapolation from
the exterior (for a second–order HRSC method such as slope limited TVD
reconstruction). This is not guaranteed to reduce the total variation of the
solution, and so even simple examples do fail with this boundary condition.
On the other hand the simplest outflow boundary condition at the ex-
cision boundary does not have this problem. In particular, we may apply
zero–order extrapolation (a simple copy) to all variables at the boundary to
create data at the first cell inside the excision region (note that setting the
hydrodynamical fields inside the excised region to zero would still yield an
outflow boundary condition, but leads to incorrect outflow speeds). This is
done for each of the four reconstruction methods. If one method requires
more cells for the stencil in the interior of the excision region, we can then
force the stencil to only consider the data in the first cell and the exterior as
above. Although the actual implementation of this excision technique may
depend on the reconstruction method used, the working principle is always
the same.
A summary of our method is as follows:
1. Any point for which all possible reconstruction stencils are contained
within the exterior spacetime (i.e., do not contain an excised point) is
evolved in the normal fashion.
2. Any point which is contained within the excised region is not evolved
at all.
3. All other points have at least one stencil that contains an excised point.
To update these other points we must reconstruct the data to both sides
of each cell boundary. Once this is done the Riemann problem can be
solved, the boundary flux found and the update computed. In order to
reconstruct the data we do the following:
(a) The values for all variables in the cell next to the excision bound-
ary are copied to the first cell within the excision boundary.
(b) A reconstruction of all cells is produced using only the data out-
side the excision region and the first cell within. The precise
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method depends on the global reconstruction method used and
is explained below. In outline, the idea is to retain the order of
accuracy by retaining the same size of the stencil if possible.
(c) This method produces reconstructed data on both sides of every
cell boundary except for the excision boundary, where only the re-
construction from the exterior can be produced. At this boundary
we assume on physical grounds that the solution of the Riemann
problem must be given by the exterior state (as this is assumed
to be an outflow boundary). Therefore at these points we do not
solve the Riemann problem, but calculate the flux from the exte-
rior reconstruction (see Fig. 4.1).
As an aside, we note that this means the method is independent of the
choice of Riemann solver. However, the choice of a trivial Riemann problem
at points that are not excised but where the reconstructed states are identical
(e.g., in the atmosphere) can lead to gains in computational efficiency.
To completely describe our method in practice we just need to describe
how the stencil is altered with the specific reconstruction methods we use.
In what follows we consider a set of cells in one dimension. The coordinate
is labelled x, the cell centres xi, and the cell boundaries xi±1/2 in an obvious
notation. The excision boundary will be denoted xB+1/2, with the cell xB+1
being excised. We want to calculate the update term for the cell centred at
xB by calculating the fluxes at xB±1/2.
Excision of the spacetime variables is applied using the simple Lego exci-
sion method described in section 3.5.
4.4.1 Slope-limited TVD
In this case it is clear that only the reconstructions at xB±1/2 are affected by
the excision region. It is also clear that setting
∆¯B =
1
2
(
∆−B +∆
+
B
)
= 0, (4.5)
ensures that only data outside the excision region are used and is consistent
with the TVD reconstruction.
4.4.2 ENO
As described in section 3.4.1 the ENO method uses a stencil width depending
on the desired order of accuracy p. Hence the reconstruction in the cells
centred between xB and xB−p+2 are affected by the excision region.
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It is clear how to ensure that the stencil chosen by the ENO reconstruction
does not include any points from inside the excision region. The first divided
differences that include points within the excision region are set to extremely
large values with oscillating and growing amplitude such as (−i)i×1010 where
i is the index of the cell (i > 0). The higher order divided differences are
calculated from these, ensuring that the least oscillatory stencil does not
include points from the excision region, but more points away from it. This
is a simple application of the principle outlined by Shu [188] for dealing with
outflow boundaries with ENO methods.
4.4.3 PPM
PPM uses a point stencil of five points, but reconstructs around a cell bound-
ary instead of in a cell. Hence the reconstructions affected by the excision
region are the reconstruction at left edge of xB+1/2 and both reconstructions
at xB−1/2.
We have not attempted to find a consistent third–order reconstruction
for these points. Instead we use the identical reconstruction as in the TVD
case of section 3.4.1. As this provides a second–order stable reconstruction
at an outflow boundary it does not affect the order of accuracy in the rest of
the domain.
4.4.4 MPPM
Since excision should only be applied on a boundary with only outgoing
characteristics, α should only be −1 or 1 depending on the direction of the
boundary. Because of the symmetry of the cases, without loss of generality
we assume α = 1 from here on, that is assuming the excision boundary to be
to the right of the computational domain.
In the case α = 1 we effectively use a stencil with one point to the right
and three points to the left instead of the usual symmetric four point stencil
of the interpolation step of PPM. Because of this, we can use the usual
MPPM procedure in the whole domain except for only one point next to the
excision boundary. There we set the left and right boundary values to be the
cell value as in the TVD case.
4.5 Numerical tests
In this Section we present some simple numerical tests to validate our ap-
proach. The results were calculated using the Whisky code [65]. Where the
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Figure 4.2: A simple shock propagating parallel to the x axis hits an excision
boundary normal to the x axis (dotted line). As expected, the shock is
completely absorbed. The solid line is the exact solution, the crosses are the
numerical solution for the PPM scheme. Plots of the other reconstruction
methods show qualitatively the same behaviour. The time shown is t = 0.5.
spacetime was evolved an implementation [127, 137] of the BSSN formulation
of [123, 124] was used, with the excision method given in [133]. Apparent
horizons were found using the code described in [228] and event horizons
using the code described in [229]. All codes use the Cactus framework [162].
4.5.1 Shock wave tests
Special relativistic shock tubes are the simplest possible test. For this test
the spacetime background is fixed to be Minkowski spacetime in standard
coordinates. It is simple to choose initial data such that the chosen excision
boundary is an outflow boundary for all time. In particular, we are using
initial data in which ρL = 10, ρR = 1, vL = vR = 0, PL = 40/3 and
PR = 2/3× 10−6 and the velocity is normal to the interface. The ideal fluid
equation of state, Eq. (2.20), is used, with Γ = 5/3.
We have considered three different cases. The first and simplest was a
shock aligned with a coordinate axis with the excision boundary normal to
the shock. The second and numerically more complex was a shock along the
diagonal of the 3D box with the excision boundary normal to the shock. The
final test consisted of a shock not aligned with the grid and with the excision
boundary given by a Lego sphere. The test requires more care in setting the
domain evolved as the excision boundary is no longer an outflow boundary
over the entire spacetime, but only within a localised region. Here we set the
domain such that the intersection of the excision boundary with the domain
forms a hemisphere.
The results of the first test for PPM are shown as an example in Fig. 4.2.
All methods give nearly the same results, are stable and for all methods
the shock passes cleanly through the excision boundary, with the results
matching the analytic solution well. All other tests showed similar results,
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Figure 4.3: As in Fig. 4.2, a shock is propagated parallel to the x axis through
an excision boundary. In this case a non-conservative excision boundary
condition is used. This excision boundary condition, which is based on setting
all variables in the first excised cell to very small (“atmosphere”) values gives
inaccurate but stable results. The circles represent the stable and accurate
numerical result found using the excision boundary method described in this
chapter.
with stable and accurate results independent of the relative geometry of the
shock and excision boundary.
An example of what may go wrong with an incorrect excision boundary
condition is shown in Fig. 4.3. Here the standard excision boundary condition
presented in section 4.4 is compared to an alternative method where the first
point inside the excision region is set to very small values. The result is a
stable evolution which is correct except for a few points near the boundary.
Here the density overshoots except for the point nearest the boundary which
itself drops to atmosphere values. Although in this simple test the boundary
condition is inaccurate, but stable, this seems unlikely to remain the case
in more complex situations. Other boundary conditions, such as first–order
extrapolation to the first point within the excision region, fare even worse,
as they actually fail to produce a stable evolution even on this simple test.
4.5.2 Michel solution
The Michel solution [106] is a stationary solution of spherical accretion onto
a Schwarzschild black hole in the test fluid approximation, for more details
see section 2.5.2.
The solution is derived from the basic equations of mass and energy con-
servation for the fluid and is obtained numerically using a Newton–Raphson
iteration scheme.
The first three plots in Fig. 4.4 show a part of the results of a series of
runs made to test the Michel solution. In these plots the ENO reconstruction
method is used, but the graphs look very similar for TVD, PPM and MPPM.
We set the Michel solution to be our initial data, then we evolve it and verify
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Figure 4.4: Michel solution compared with the numerical evolution for the
ENO method. All other methods look very similar in the physical quantities.
The graphs show the values for the x component of the velocity vx, the
density ρ, and the pressure p of the fluid. Each quantity is evolved until
time t = 40 (in units of the background black hole mass), and the numerical
values are compared with the exact solution (the solid line in the graphs).
The x axis is the radial distance expressed in black hole units. The excision
region is delimited by the vertical, dotted line. The last graph shows the
convergence factor of all reconstruction methods, where the expected second–
order convergence is seen for all methods except for PPM.
its accuracy. In the plot, the exact solution is compared with the computed
solution at time t = 40 (in units of the background black hole mass). Using a
logarithmic plot we show the results for the density, x-velocity and pressure.
The two sets of data are in very good agreement, as expected from the
staticity of the solution. It is possible to notice a slight discrepancy in the
first grid point next to the excision region (dotted line). This discrepancy is
related to the lower accuracy which we have there, visually amplified on the
plot by the choice of logarithmic scale. This is the case for all reconstruction
methods.
The fourth plot in Fig. 4.4 shows instead the convergence factor obtained
for all the reconstruction methods on the same set of simulations. As evident
in the figure, PPM does not show convergence, while the other reconstruction
methods show the expected convergence factor of approximately two. We will
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discuss the possible reason for that later (see section 4.3.1).
4.5.3 Neutron Star collapse
As the next test we consider the collapse of a neutron star, in a simulation
in which both the spacetime and the matter are evolved. This test is consid-
erably more difficult than previous tests, requiring both hydrodynamic fields
and spacetime to be consistently excised, and requiring a dynamic excision
region.
As in [128] a spherically symmetric polytrope with K = 100, Γ = 2 and a
central density of ρc = 8×10−3 ≈ 4.95×1015 g cm−3 is used. The collapse was
induced by lowering K by 2% and rescaling the matter variables to enforce
the solution of the constraints. Note that because this satisfies the constraints
and the spacetime is not changed, the ADM (Arnowitt-Deser-Misner) mass
of the system is also not changed by this.
Due to the symmetry of the problem we only evolve one octant of the
grid. The spacetime is evolved using the BSSN formulation and the excision
methods described in [133, 153]. The apparent horizon, if it can be found, is
located using the horizon finder described in [228]. The gauge conditions used
are “1+log” slicing for the lapse and the gamma-driver condition given in
equation (45) of [134]. The event horizon is located using the code described
in [229]. The TVD scheme is used.
In Fig. 4.5 we show the mass of the event and apparent horizons of the
black hole found by measuring their surface areas and usingM = (A/16pi)1/2
and the ADM mass computed by the initial data solver for comparison1. At
early times the expected results are seen: the mass of the apparent horizon
is less than the mass of the event horizon which is less than the total ADM
mass of the spacetime. At late times large violations of the Hamiltonian
constraint develop, errors in the determination of the horizon become large
and lead eventually to the crash of the code at around t = 0.455ms. Without
excision the code crashes shortly after formation of the apparent horizon.
We believe that the origin of these instabilities lies in the spacetime exci-
1The ADM mass can be defined [230] as a surface integral over a sphere with infinite
radius:
MADM =
1
16pi
∮
∞
√
γγijγkl(γik,j − γij,k) dSl (4.6)
. This is, assuming α = 1 at infinity, equivalent to
MADM =
1
16pi
∫ (
α
√
γγijγkl(γik,j − γij,k)
)
,l
d3x (4.7)
.
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Figure 4.5: Horizon masses for the collapse of a spherically symmetric neu-
tron star. At early times the evolution is stable and accurate. The neutron
star collapses smoothly into the horizon and the matter is excised. The hori-
zon masses as measured by apparent and event horizon finders are very close
to the total ADM mass of the initial spacetime, as expected. At late times
instabilities lead to inaccuracies, as seen in the inset, before the simulation
fails.
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sion technique, and not the hydrodynamic excision described here. This can
be seen much more clearly in another test, where we used a slowly rotating
neutron star (model D1 of [65]) and excise the spacetime variables and the
matter variables at different times and compare the evolution of the 2-norm
of the Hamiltonian constraint in the two cases. Note that it is not possible
to first excise the spacetime variables and later the hydrodynamics because
the hydrodynamics code is very sensitive to errors in the spacetime. There-
fore we always first excise the hydrodynamical variables and then switch on
the excision of the spacetime at a later time. We excise the hydrodynamic
variables shortly after an apparent horizon is found (which in this case is at
a coordinate time of 0.546ms) and vary the coordinate time, tex, when the
spacetime is first excised.
In this test we used the PPM method. In contrast to the test using
the Michel solution (Sec. 2.5.2) this was found to work well. We believe
that the short timescale on which matter collapse into the excised region
combined with the resolution available in a realistic 3D simulation and the
strong dynamics involved mean that the problems encountered in Sec. 2.5.2
are not apparent in this test.
Figure 4.6 shows the Hamiltonian constraint violation for simulations
where the excision time tex is varied. For comparison, a simulation where
neither the hydrodynamical variables nor the spacetime variables were ex-
cised, and a simulation where only the hydrodynamical variables are excised,
are also shown.
Where the hydrodynamical or spacetime variables are excised the Hamil-
tonian constraint violation inside the excised region is not taken into account.
At the point where either set of variables is excised the constraints are clearly
meaningless within the excision region. We expect this to have no effect on
the exterior spacetime as demonstrated numerically in, e.g., [222]. The con-
straint violations in the exterior spacetime clearly are meaningful, and we
will be most interested in the behaviour shortly after either set of variables
is excised
It is clear that shortly after the time when the spacetime variables are ex-
cised there is a sudden exponential increase in the violation of the constraints.
This does not happen at the time when the excision of the hydrodynamical
variables first takes place. We believe this indicates that the cause of the in-
stabilities encountered is the method used to excise the spacetime variables.
Whilst we cannot rule out instabilities from the hydrodynamical excision, the
simulation where only the hydrodynamical variables are excised seems to lose
accuracy due to classical slice stretching effects and not due to the high fre-
quency oscillations which are instead observed when excising the spacetime
variables.
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Figure 4.6: The Hamiltonian constraint violation over time, plotted for dif-
ferent starting times tex of the spacetime excision. In every case (except the
reference case where no excision is used) the hydrodynamical variables are
excised as soon as the apparent horizon is found at t = 0.547ms. Instabilities
at the excision boundary are believed to be the cause of the eventual failure
of the simulation. Here it is clear that when the excision boundary condi-
tion is applied to the spacetime variables there is an immediate exponential
growth in the constraint violation. In contrast, no growth is seen at the time
when the hydrodynamical variables are excised. The instabilities which are
indicated by the exponential growth of the constraint violations are clearly
triggered by the spacetime excision.
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4.6 Summary
In this chapter we have shown a simple method of providing a consistent
excision boundary condition for systems of equations in conservation law form
evolved with HRSC schemes. Although we have only applied this technique
to the Valencia formulation of relativistic hydrodynamics [147–149] we expect
the results to apply to any system where the conservation law form can be
applied. The method is simple and works on a broad range of HRSC schemes.
The tests of section 4.5 show that the method works for shocks, steady
state cases, and dynamical evolutions. The shock tests are particularly simple
and enlightening, showing that an incorrect boundary condition may lead to
inconsistency or numerical instabilities. The Michel solution test shows that
our boundary conditions are also suited to long term steady state evolutions
with strong gradients.
The dynamical collapse of a spherically symmetric Tolman-Oppenheimer-
Volkoff (TOV) star shows the advantages and current limitations of our
methods. The collapse to a black hole is accurately followed long past the
formation of the horizon, the mass of which is computed to high accuracy.
However, the simulation does not continue indefinitely, eventually failing due
to a numerical instability. Simulations including rotation show the same fea-
tures and, by varying the initial time at which excision is applied, there is
evidence that the cause of the instabilities is the excision method applied to
the spacetime variables, not the hydrodynamical method. However we want
to emphasise that although we believe that the simple Lego excision bound-
ary condition is the cause of the instabilities, the excision of the spacetime
variables is nevertheless improving the length of the simulations in the cases
described here.
In the context of the topic of this work these new excision boundary
conditions are crucial for mixed binary simulations. Currently we see no
problems arising from using the new hydrodynamic excision scheme for those
simulations, in contrast to the spacetime excision scheme, which might be
the reason for stability problems.
It has been suggested that HRSC methods may improve spacetime evo-
lutions for certain hyperbolic formulations of Einstein’s equations (e.g. [154,
231, 232]). If such a method were used, excision boundary conditions such
as those presented in this chapter should be easy to adapt. There are also
other approaches to applying excision boundary conditions that show great
promise (e.g. [214, 233, 234]). It is, however, not clear if these methods will
work in situations where fundamental variables may become discontinuous.
In such cases the methods presented here could then be used for a matter
field, and any alternative method could be used for the spacetime.
Chapter 5
3D simulations of rotating NS
collapse
The results of this chapter have been published as [65]. I wrote parts of
the code (e.g. see chapter 4), performed some of the simulations presented
and participated in the analysis, which was done collaboratively among all
authors of [65].
5.1 Motivation
The simulation of a mixed binary involves the dynamics of a black hole, cou-
pled to matter sources. It also involves initial data, created by a new code,
which itself should also be tested. Besides, the new excision schemes for the
hydrodynamics needed testing in dynamical spacetimes. It also needs mesh
refinement, which has only recently been successfully implemented in 3D nu-
merical Relativity and little used in 3D relativistic hydrodynamics(e.g. [135]).
Ideally these issues are tested independently. Therefore we looked for a sim-
pler problem which could initially be looked at with simulations on uniform
grids but which also required the use of hydrodynamic excision in full Gen-
eral Relativity. Ideally this would also be of physical interest. We found this
with the numerical investigation of gravitational collapse of rotating stellar
configurations leading to black-hole formation.
This was a long standing problem in numerical relativity. Numerical sim-
ulations of stellar gravitational collapse to black holes provide a unique mean
of computing the gravitational waveforms emitted in such events, believed to
be among the most important sources of detectable gravitational radiation.
However, the modelling of black hole spacetimes with collapsing matter
sources in multi-dimensions is one of the most formidable efforts of numerical
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relativity. This is due, on one hand, to the inherent difficulties and complex-
ities of the system of equations which is to be integrated, the Einstein field
equations coupled to the general-relativistic hydrodynamics equations, and,
on the other hand, to the immense computational resources needed to in-
tegrate the equations in the case of three-dimensional (3D) evolutions. In
addition to the practical difficulties encountered in the accurate treatment of
the hydrodynamics involved in the gravitational collapse of a rotating neutron
star to a black hole, the precise numerical computation of the gravitational
radiation emitted in the process is particularly challenging as the energy re-
leased in gravitational waves is much smaller than the total rest-mass energy
of the system.
In addition to the improvements achieved in the formulation of the field
equations (see section 2.6.1), successful long-term 3D evolutions of black
holes in vacuum have been obtained in the last few years using excision
techniques (see 3.5). The simulations presented here show the applicability
of excision techniques also in non-vacuum spacetimes, namely during the
collapse of rotating neutron stars to Kerr black holes. The excision technique,
which is applied once the black-hole apparent horizon is found, may extend
considerably the lifetime of the simulations, at least with the resolutions
used here. This, in turn, allows for an accurate investigation of the dynamics
of the trapped surfaces formed during the collapse, from which important
information on the mass and spin of the black hole, as well as on the amount
of energy which is lost to gravitational radiation, can be extracted. While
our study was nearing completion, we have learnt that a similar approach
has also been implemented with success [226].
The presence of rotation in the collapsing stellar models requires multidi-
mensional investigations, either in axisymmetry or in full 3D. The numerical
investigations of black-hole formation (beyond spherical symmetry) started
in the early 1980’s with the pioneering work of Nakamura [235]. He adopted
the (2+1)+1 formulation of the Einstein equations in cylindrical coordinates
and introduced regularity conditions to avoid divergences at coordinate sin-
gularities. Nakamura used a “hypergeometric” slicing condition which pre-
vents the grid points from reaching the singularity when a black hole forms.
The simulations could track the evolution of the collapse of a 10M “core”
of a massive star with different amounts of rotational energy, up to the for-
mation of a rotating black hole. However, the numerical scheme employed
was not accurate enough to compute the emitted gravitational radiation. In
subsequent works, Nakamura [236] (see also [122]) considered a configuration
consisting of a neutron star with an accreting envelope, which was thought to
mimic mass fall-back in a supernova explosion. Rotation and infall velocity
were added to such a configuration, simulating an evolution dependent on
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the prescribed rotation rates and rotation laws.
Later on, in a series of papers [215, 237–239], Bardeen, Stark and Pi-
ran studied the collapse of rotating relativistic polytropes to black holes,
succeeding in computing the associated gravitational radiation. The gravi-
tational field and hydrodynamics equations were formulated using the 3 + 1
formalism in two spatial dimensions, using the radial gauge and a mixture
of singularity-avoiding polar and maximal slicings. The initial model was a
spherically symmetric relativistic polytrope of mass M in equilibrium. The
gravitational collapse was induced by lowering the pressure in the initial
model by a prescribed (and often very large) fraction and by simultaneously
adding an angular momentum distribution approximating rigid-body rota-
tion. Their simulations showed that Kerr black-hole formation occurs only
for angular momenta less than a critical value. Furthermore, the energy ∆E
carried away through gravitational waves from the collapse to a Kerr black
hole was found to be ∆E/Mc2 < 7×10−4, the shape of the waveforms being
nearly independent of the details of the collapse.
The axisymmetric codes employed in the aforementioned works adopted
curvilinear coordinate systems which may lead to long-term numerical insta-
bilities at coordinate singularities. These coordinate problems have deterred
researchers from building 3D codes in spherical coordinates1. Recently, a
general-purpose method (called “cartoon”), has been proposed to enforce
axisymmetry in numerical codes based on Cartesian coordinates and which
does not suffer from stability problems at coordinate singularities [240]. It
should be noted, however, that the stability properties of the cartoon method
are not fully understood yet, as discussed by [241]. Using this method, Shi-
bata [242] investigated the effects of rotation on the criterion for prompt
adiabatic collapse of rigidly and differentially rotating polytropes to a black
hole, finding that the criterion for black-hole formation depends strongly on
the amount of angular momentum, but only weakly on its (initial) distribu-
tion. The effects of shock heating when using a non-isentropic equation of
state (EOS hereafter) are important in preventing prompt collapse to black
holes in the case of large rotation rates.
More recently, Shibata [126, 224, 243] has performed axisymmetric simu-
lations of the collapse of rotating supramassive neutron stars to black holes for
a wide range of polytropic and other EOSs and with an improved implemen-
tation of the hydrodynamics solver (based on approximate Riemann solvers)
with respect to the original implementation used in [242]. Parametrising the
“stiffness” of the EOS through the polytropic index N , the final state of the
collapse is a Kerr black hole without any noticeable disc formation, when
1A discussion of how equations in axisymmetry can be regularised can be found in [215].
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the polytropic index N is in the range 2/3 ≤ N ≤ 2. Based on the specific
angular momentum distribution in the initial star, Shibata has estimated an
upper limit to the mass of a possible disc as being less than 10−3 of the initial
stellar mass [224]. Similar limits have been found in semi-analytic work done
by Shapiro [244].
Three-dimensional, fully-relativistic simulations of the collapse of supra-
massive uniformly rotating neutron stars to rotating black holes were pre-
sented in [125]. The simulations focused on N = 1 polytropes and showed no
evidence of massive disc formation or outflows. These results are in agree-
ment with those obtained in axisymmetry [126, 224] and with the new simu-
lations reported by [226] (both in axisymmetry and in 3D) which show that
for a rapidly rotating polytrope with J/M2 < 0.9 (J being the angular mo-
mentum) all the mass falls promptly into the black hole, with no disc being
formed. Hence, all existing simulations agree that massive disc formation
from the collapse of neutron stars requires differential rotation, at least for a
polytropic EOS with 1 ≤ N ≤ 2.
Here, we present the results of new, fully 3D simulations of gravitational
collapse of uniformly rotating neutron stars, both secularly and dynamically
unstable, which we model as relativistic polytropes. The angular velocities
of our sample of initial models range from slow rotation to the mass-shedding
limit. For the first time in such 3D simulations, we have detected the event
horizon of the forming black hole and showed that it can be used to achieve
a more accurate determination of the black-hole mass and spin than it would
be otherwise possible using the area of the apparent horizon. We have also
considered several other approaches to measure the properties of the newly
formed Kerr black hole, including the recently proposed isolated and dy-
namical horizon frameworks. A comparison among the different methods
has indicated that the dynamical horizon approach is simple to implement
and yields estimates which are accurate and more robust than those of the
equivalent methods.
The simulations are performed with a new general relativistic hydrody-
namics code, the Whisky code (see 3.4.5). As mentioned before, we have
implemented in the Whisky code a robust excision algorithm which allows
extending the lifetime of the simulations far beyond the evolution times when
the black holes first form. Our calculations start from initially axisymmet-
ric stellar models but are performed in full 3D to allow for departures from
the initial axial symmetry. Overall, our results show that the dynamics of
the collapsing matter is strongly influenced by the initial amount of angu-
lar momentum in the progenitor neutron star, which, when sufficiently high,
leads to the formation of an unstable flattened object. All of the simulations
performed for realistic initial data and a polytropic equation of state show
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no evidence of shock formation preventing a prompt collapse to a black hole,
nor the presence of matter on stable orbits outside the black hole. It should
be noted, however, that both of these conclusions may change if the initial
stellar models are rotating differentially.
The use of numerical grids with uniform spacing and the present com-
putational resources have placed the outer boundary of our computational
box in regions of the spacetime where the gravitational waves have not yet
reached their asymptotic form. As a result, the information on the gravita-
tional waveforms that we extract through perturbative techniques [245, 246]
does not provide interesting information besides the obvious change in the
stellar quadrupole moment. Work is now in progress to use mesh refinement
techniques [247] to move the outer boundary sufficiently far from the source
so that important information can be extracted on the gravitational wave
emission produced during the collapse. The results of these investigations
have be presented in a companion paper [65] and are presented in chapter 4.
This chapter is organised as follows: Section 5.2 describes the formula-
tion we adopt for the Einstein and hydrodynamics equations, the way they
are implemented in the code and a brief discussion of how the excision tech-
niques can be employed within a hydrodynamical treatment making use of
high-resolution shock-capturing (HRSC) schemes. The technical details con-
cerning the numerical implementation of the hydrodynamical equations has
already been discussed in section 3.4. Section 5.3 is devoted to describing the
various properties of the initial stellar models. The following two Sections,
5.4 and 5.5, present our results regarding the dynamics of the collapsing stars
and of the trapped surfaces, respectively. In both cases we will be considering
and comparing the dynamics of slowly and of rapidly rotating stellar models.
The chapter ends with Section 5.6, which contains a summary of the results
obtained and the perspectives for further investigations.
5.2 Basic equations and their implementation
We used the BSSN formulation (see section 2.6.1) for evolving the field equa-
tions together with the 1 + log lapse and “gamma2” shift conditions (see
section 2.7). The hydrodynamics was evolved using the Whisky code, which
makes use of HRSC methods (see section 2.6.4).
Excision of the hydrodynamics was done by the methods described in
chapter 4 or [64]. The regions of spacetime and hydrodynamics excision
always coincide and, if they are used, are used both at the same time.
The location of the excision boundary itself is based on the determina-
tion of the apparent horizon which, within the Cactus code, is obtained using
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the fast finder of Thornburg [228]. The excision boundary is placed a few
grid-points (typically 4), within a surface which is 0.6 times the size of the ap-
parent horizon. This may not be a suitable outflow boundary on a Cartesian
grid or even in the continuum limit, as pointed out by [213, 248]. However,
similar or larger excision regions show no problems in vacuum evolutions and
since the sound-cones are always contained within the light-cones, we expect
no additional problems to arise from the hydrodynamics.
5.3 Initial stellar models
As mentioned earlier, this chapter is specially dedicated to study the gravita-
tional collapse of slowly and rapidly rotating supramassive relativistic stars,
in uniform rotation, that have become unstable to axisymmetric perturba-
tions. Given equilibrium models of gravitational mass M and central energy
density ec along a sequence of fixed angular momentum or fixed rest mass, the
Friedman, Ipser & Sorkin criterion ∂M/∂ec = 0 [249] can be used to locate
the exact onset of the secular instability to axisymmetric collapse. The onset
of the dynamical instability to collapse is located near that of the secular
instability but at somewhat larger central energy densities. Unfortunately,
no simple criterion exists to determine this location, but the expectation
mentioned above has been confirmed by the simulations performed here and
by those discussed in [125]. Note that in the absence of viscosity or strong
magnetic fields, the star is not constrained to rotate uniformly after the onset
of the secular instability and could develop differential rotation. In a real-
istic neutron star, however, viscosity or intense magnetic fields are likely to
enforce a uniform rotation and cause the star to collapse soon after it passes
the secular instability limit.
The initial data for our simulations are constructed using a 2D numerical
code, that computes accurate stationary equilibrium solutions for axisym-
metric and rapidly rotating relativistic stars in polar coordinates [250]. The
data are then transformed to Cartesian coordinates using standard coor-
dinate transformations. The same initial data routines have been used in
previous 3D simulations [127, 128, 251] and details on the accuracy of the
code can be found in [252].
For simplicity, we have focused on initial models constructed with the
polytropic EOS (2.23), choosing Γ = 2 and polytropic constant KID = 100
to produce stellar models that are, at least qualitatively, representative of
what is expected from observations of neutron stars. More specifically, we
have selected four models located on the line defining the onset of the secular
instability and having polar-to-equatorial axes ratio of roughly 0.95, 0.85,
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Figure 5.1: Gravitational mass shown as a function of the central energy
density for equilibrium models constructed with the polytropic EOS, for Γ =
2 and polytropic constant KID = 100. The solid, dashed and dotted lines
correspond to the sequence of non-rotating models, the sequence of models
rotating at the mass-shedding limit and the sequence of models that are at the
onset of the secular instability to axisymmetric perturbations. Also shown
are the secularly (open circles) and dynamically unstable (filled circles) initial
models used in the collapse simulations.
0.75 and 0.65 (these models are indicated as S1–S4 in Fig. 5.1), respectively.
Four additional models were defined by increasing the central energy density
of the secularly unstable models by 5%, keeping the same axis ratio. These
models (indicated as D1–D4 in Fig. 5.1) were expected and have been found
to be dynamically unstable.
Fig. 5.1 shows the gravitational mass as a function of the central energy
density for equilibrium models constructed with the chosen polytropic EOS.
The solid, dashed and dotted lines correspond respectively to: the sequence
of non-rotating models, the sequence of models rotating at the mass-shedding
limit and the sequence of models that are at the onset of the secular instability
to axisymmetric perturbations. Furthermore, the secularly and dynamically
unstable initial models used in the collapse simulations are shown as open
and filled circles, respectively.
Table 5.1 summarises the main equilibrium properties of the initial mod-
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Table 5.1: Equilibrium properties of the initial stellar models. The different
columns refer respectively to: the central rest-mass density ρc, the ratio of
the polar to equatorial coordinate radii rp/re, the gravitational mass M , the
circumferential equatorial radius Re, the angular velocity Ω, the ratio J/M
2
where J is the angular momentum, the ratio of rotational kinetic energy to
gravitational binding energy T/|W |, and the “height” of the corotating ISCO
h+ = R+−Re. All models have been computed with a polytropic EOS with
KID = 100 and Γ = 2.
Model ρc×10−3 rp/re M Re Ω×10−2 J/M2 T/|W |×10−2 h+
S1 3.154 0.95 1.666 7.82 1.69 0.207 1.16 1.18
S2 3.066 0.85 1.729 8.30 2.83 0.363 3.53 0.51
S3 3.013 0.75 1.798 8.90 3.49 0.470 5.82 0.04
S4 2.995 0.65 1.863 9.76 3.88 0.545 7.72 –
D1 3.280 0.95 1.665 7.74 1.73 0.206 1.16 1.26
D2 3.189 0.85 1.728 8.21 2.88 0.362 3.52 0.58
D3 3.134 0.75 1.797 8.80 3.55 0.468 5.79 0.10
D4 3.116 0.65 1.861 9.65 3.95 0.543 7.67 –
els. The circumferential equatorial radius is denoted as Re, while Ω is the
angular velocity with respect to an inertial observer at infinity, and rp/re is
the ratio of the polar to equatorial coordinate radii. The height of the coro-
tating innermost stable circular orbit (ISCO) is defined as h+ = R+ − Re,
where R+ is the circumferential radius for a corotating ISCO observer. Note
that in those models for which a value of h+ is not reported, all circular
geodesic orbits outside the stellar surface are stable. Other quantities shown
are the central rest-mass density ρc, the angular momentum J , and the ratio
of rotational kinetic energy to gravitational binding energy T/|W |.
5.4 Dynamics of the matter
This Section discusses the dynamics of the matter during the collapse of the
initial stellar models described in the preceding section. All of the simulations
reported here have been computed using a uniformly spaced computational
grid for which symmetry conditions are imposed across the equatorial plane.
Different spatial resolutions have been used to check convergence and improve
the accuracy of the results, with the finest resolution having been obtained
using 2882 × 144 cells. While the precise numbers depend on the resolution
used and on the model simulated, as a general rule we have used ∼ 50% of
the cells in the x-direction to cover the star in the case D1 and ∼ 66% of
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Figure 5.2: L2 norm of the Hamiltonian constraint violation for the initial
model D1 shown as a function of time. The different lines refer to different
grid resolutions, but in all cases the IVP was solved after the pressure was
uniformly decreased to trigger the collapse.
the cells in the x-direction to cover the star in D4. As a result, the outer
boundary is set at ∼ 2.0 times the stellar equatorial radius for D1 and at
∼ 1.4 times the stellar equatorial radius for D4.
The hydrodynamics equations have been solved employing the Marquina
flux formula and a third-order PPM reconstruction, which was shown in [223]
to be superior to other methods in maintaining a highly-accurate angular-
velocity profile (see also [251, 253] for recent 3D evolutions of rotating rel-
ativistic stars with a third-order order PPM reconstruction). The Einstein
field equations, on the other hand, have been evolved using the ICN evo-
lution scheme, the “1+log” slicing condition and the “Gamma-driver” shift
conditions [153]. Finally, both polytropic and ideal-fluid EOSs have been
used, although no significant difference has been found in the dynamics be-
tween the two cases. This is most probably related to the small J/M2 of the
uniformly rotating initial models considered here. This implies a relatively
rapid collapse and as a result we do not see any shock formation (see below
for a more complete discussion). Hereafter we will restrict our attention to
a polytropic EOS only.
Given an initial stellar model which is dynamically unstable, round-off
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Figure 5.3: Collapse sequence for the slowly rotating model D1. Different
panels refer to different snapshots during the collapse and show the iso-
contours of the rest-mass density and velocity field in the (x, y) plane (left
column) and in the (x, z) plane (right column), respectively. The isobaric
surfaces are logarithmically spaced and a reference length for the vector field
is shown in the lower right panel for a velocity of 0.2 c. The time of the
different snapshots appears in the top right corner of each panel and it is
given in ms, while the units on both axes are expressed in km. See main text
for a discussion and Fig. 5.5 for a comparison with the collapse of a rapidly
rotating model.
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errors would be sufficient to produce an evolution leading either to the gravi-
tational collapse to a black hole or to the migration to the stable branch of the
equilibrium configurations [128] (we recall that both evolutions are equally
probable mathematically, although it is easier to imagine that it would col-
lapse to a black hole). In general, however, leaving the onset of the dynamical
instability to the cumulative effect of the numerical truncation error is not a
good idea, since this gives an initial instability amplitude (and thus a time
for the instability to grow to any fixed larger amplitude) which depends on
the grid resolution used.
For this reason, we induce the collapse by slightly reducing the pressure
in the initial configuration. This is done uniformly throughout the star by
using a polytropic constant for the evolution K that is smaller than the one
used to calculate the initial data KID. The accuracy of the code is such that
only very small perturbations are sufficient to produce the collapse and we
have usually adopted (KID −K)/KID . 2%.
After imposing the pressure reduction, the Hamiltonian and momen-
tum constraints are solved to enforce that the constraint violation is at the
truncation-error level. We refer to this procedure as to solving the initial
value problem (IVP), which ensures that second order convergence holds
from the start of the simulations, as shown in Fig. 5.2 for the L2 norm of
the Hamiltonian constraint. Strict second-order convergence is lost when the
excision is introduced, although the code remains convergent at a lower rate
while the norms of the Hamiltonian constraint start to grow exponentially
(this is not shown in Fig. 5.2). We are presently investigating the origin of
the deterioration of the convergence rate at the time of excision, although
this is somewhat unavoidable when excising a spherical region in a Cartesian
rectangular grid in the course of the evolution.
Details on how we solve the IVP implementing the York-Lichnerowicz
conformal transverse-traceless decomposition can be found in [47]. If, on the
other hand, the IVP is not solved after the pressure change, the constraints
violation increases twice as fast and converges to second order only after
an initial period of about 20 M ∼ 0.17 ms. To assess the validity of our
procedure to trigger the collapse, we also perform the pressure change after
the evolution has started and without solving the IVP. In this case, after the
system has recovered from the perturbation, the violation of the constraints
is only a few percent different from the case in which the IVP is solved.
Furthermore, other dynamical features of the collapse, such as the instant
at which the apparent horizon is first formed (see Section 5.5 for a detailed
discussion), do not vary by more than 1%.
The dynamics resulting from the collapse of models S1–S4 and D1–D4 are
extremely similar and no qualitative differences have been detected. How-
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ever, as one would expect, models D1–D4 collapse more rapidly to a black
hole (the formation of the apparent horizon appears about 5% earlier in coor-
dinate time), are computationally less expensive and therefore better suited
for a detailed investigation. As a result, in what follows we will restrict our
discussion to the collapse of the dynamically unstable models and distin-
guish the dynamics of case D1, in Section 5.4.1, from that of model D4, in
Section 5.4.2.
5.4.1 Slowly rotating stellar models
We start by discussing the dynamics of the matter by looking at the evolution
of the initial stellar model D1 which is slowly rotating (thus almost spherical,
with rp/re = 0.95) and has the largest central density (cf. Fig. 5.1 and
Table 5.1).
We show in Figs. 5.3–5.4 some representative snapshots of the evolution
of this initial model. The different panels of Fig. 5.3, in particular, refer to
the initial and intermediate stages of the collapse and show the isocontours
of the rest-mass density and velocity field in the (x, y) plane (left column)
and in the (x, z) plane (right column), respectively. The isobaric surfaces
are logarithmically spaced starting from ρ = 2.0 × 10−5 and going up to
ρ = 2.0 × 10−3 at the stellar interior. The velocity vector field is expressed
in units of c and the length for a velocity of 0.2 c is shown in the lower-right
panel. Panels on the same row refer to the same instant in time and this is
indicated in ms in the top-right corner of each panel. The units on both axes
are expressed in km and refer to coordinate lengths. This sequence has been
obtained with a grid of 2882 × 144 zones but the data for the velocity field
have been down-sampled to produce clearer figures. The data have also been
restricted to a single octant in the (x, z) plane to provide a magnified view.
In all cases, however, the whole extent of the numerical grid is reported in
the figures.
Overall, the sequence shown in Fig. 5.3 is simple to illustrate. During
the collapse of model D1 spherical symmetry is almost preserved; as the star
increases its compactness and the matter is compressed to larger pressures,
the velocity field acquires a radial component (which was zero initially) that
grows to relativistic values. This is clearly shown in the panels at t = 0.49 ms
and t = 0.54 ms, which indicate that the star roughly preserves the ratio of
its polar rp and equatorial re radii (see also Fig. 5.7), while radial velocities
in excess of ∼ 0.28 c can be easily reached. The behaviour of the angular
velocity during this collapse will be analysed in more detail in Section 5.4.3,
but we can here anticipate that it does not show appreciable departures from
a profile which is uniform inside the star.
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Figure 5.4: Magnified view of the final stages of the collapse of models D1.
A region around the singularity that has formed is excised from the com-
putational domain and is shown as an area filled with squares. Also shown
with a thick dashed line is the coordinate location of the apparent horizon.
Note that because of rotation this surface is not a two-sphere, although the
departures are not significant and cannot be appreciated from the Figure (cf.
Fig. 5.16 for a clearer view).
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Soon after t = 0.54 ms, (i.e. at t = 0.546 ms = 66.7 M in the high-
resolution run), an apparent horizon is found and when this has grown to a
sufficiently large area, the portion of the computational domain containing
the singularity is excised. A discussion of how the trapped surfaces are
studied in practice will be presented in Section 5.5, while details on the
hydrodynamical excision have been given in chapter 4. Here, we just remark
that the use of an excised region and the removal of the singularity from the
computational domain is essential for extending the calculations significantly
past this point in time. Figure 5.4 shows a magnified view of the final stages
of the collapse of model D1. Indicated as an area filled with squares is the
excised region of the computational domain, which is an approximation of
a sphere on the uniform Cartesian grid, i.e. a “Lego-sphere”. Also shown
with a thick dashed line is the coordinate location of the apparent horizon
and it should be remarked that, because of rotation, this surface is not a
coordinate two-sphere, although the departures are not significant and cannot
be appreciated in Fig. 5.4 (see Section 5.5 and Table 5.2 for details). At
t = 0.57 ms, the time which Fig. 5.4 refers to, most of the matter has already
fallen within the apparent horizon and has assumed an oblate shape.
The numerical calculations were carried out up to t ' 0.73 ms ∼ 89.2 M ,
thus using an excised region in a dynamical spacetime for more than 26% of
the total computing time. By this point, all of the stellar matter has collapsed
well within the event horizon and the Hamiltonian constraint violation has
become very large.
Overall, confirming what was already discussed by several authors in the
past, the gravitational collapse of the slowly rotating stellar model D1 takes
place in an almost spherical manner and we have found no evidence of shock
formation which could prevent the prompt collapse to a black hole, nor appre-
ciable deviations from axisymmetry (cf. left panel of Fig. 5.4). It is possible,
although not likely, that these qualitative features may be altered when a
realistic EOS is used, since in this case shocks may appear, whose heating
could stall or prevent the prompt collapse to a black hole. However, as men-
tioned in section 5.1, more dramatic changes are expected to appear if the
initial configurations are chosen to have larger initial angular momenta and
in particular when J/M2 & 1 [126, 226]. A first anticipation of the important
corrections that centrifugal effects could produce is presented in the following
Section, where we examine the dynamics of a rapidly rotating stellar model.
5.4.2 Rapidly rotating stellar models
We next consider the dynamics of the matter during the collapse of model
D4 which, being rapidly rotating, is already rather flattened initially (i.e.
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Figure 5.5: Collapse sequence for the rapidly rotating model D4. The con-
ventions used in these panels are the same as in Fig. 5.3, which can be used
for a comparison with the collapse of a slowly rotating model. Note that a
region around the singularity that has formed is excised from the computa-
tional domain and is indicated as an area filled with squares. Also shown
with a thick dashed line is the coordinate location of the apparent horizon.
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Figure 5.6: Magnified view of the final stages of the collapse of models D4.
Note that a region around the singularity that has formed is excised from the
computational domain and this is indicated as an area filled with squares.
Also shown with a thick dashed line is the coordinate location of the apparent
horizon. Note that because of the rapid rotation, this surface has significant
departures from a two-sphere (cf. Fig. 5.16 for a clearer view).
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Figure 5.7: Ratio of the proper polar radius to the proper equatorial radius for
all the initial models. Each curve ends at the time when, for each simulation,
all the matter along the z-axis has fallen below the apparent horizon.
rp/re = 0.65) and has the largest J/M
2 among the dynamically unstable
models (cf. Fig. 5.1 and Table 5.1).
As for the slowly rotating star D1, we show in Figs. 5.5– 5.6 some rep-
resentative snapshots of the evolution of this rapidly rotating model. The
data have been computed using the same resolution of 2882× 144 zones and
the isocontour levels shown for the rest-mass density are the same used in
Fig. 5.3–5.4. It is apparent from the panels of Fig. 5.5 referring to t = 0,
that model D4 is considerably more oblate than D1, as one would expect for
a star rotating at almost the mass-shedding limit.
Also in this case, we believe that the sequence in Fig. 5.5 is simple to
illustrate. Note, in particular, how the dynamics is very similar to the one
discussed for model D1 up to a time t ∼ 0.49 ms. However, as the collapse
proceeds, significant differences between the two models start to emerge and
in the case of model D4 the large angular velocity of the progenitor stel-
lar model produces significant deviations from a spherical infall. Indeed,
the parts of the star around the rotation axis that are experiencing smaller
centrifugal forces collapse more promptly and, as a result, the configuration
increases its oblateness.
This is illustrated in Fig. 5.7, which shows the time evolution of the ratio
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of the polar and equatorial proper radii for all models in Table 5.1 (note
that these ratios should not be confused with those in Table 5.1 that refer,
instead, to coordinate radii). Each curve in Fig. 5.7 extends until all of the
matter along the z-axis has fallen inside the apparent horizon of the newly
formed black hole. Clearly, in all cases the oblateness increases as the collapse
proceeds and this is much more evident for those stellar models that are
rapidly rotating initially. In particular, for the most rapidly rotating models
D4 and S4, the ratio between polar and equatorial proper radii becomes as
small as 0.45 at the time when the matter on the rotation axis is below the
apparent horizon.
At about t = 0.64 ms (i.e. at t = 0.649 ms = 70.8 M in the high-
resolution run), the collapse of model D4 produces an apparent horizon.
Soon after this, the central regions of the computational domain are excised,
preventing the code from crashing and thus allowing for an extended time
evolution. The dynamics of the matter at this stage is shown in the lower
panels of Fig. 5.5, which refer to t = 0.67 ms and where both the location of
the apparent horizon (thick dashed line) and of the effective excised region
(area filled with squares) are shown. By this time the star has flattened
considerably, all of the matter near the rotation axis has fallen inside the
apparent horizon, but a disc of low-density matter remains near the equa-
torial plane, orbiting at very high velocities & 0.2 c. The appearance of an
effective barrier preventing a purely radial infall of matter far from the rota-
tional axis may be the consequence of the larger initial angular momentum
of the this collapsing matter and of the pressure wave originating from the
faster collapse along the rotational axis. Note, in fact, that the radial velocity
at the equator does not increase significantly at the stellar surface between
t ' 0.49 and t ' 0.67 ms, but that it actually slightly decreases (cf. the
(x, z) planes in the mid and lower panels of Fig. 5.5). This is the opposite
of what happens for the radial velocity of the fluid elements in the stellar
interior on the equatorial plane: it grows also in this time interval. A more
detailed discussion of this behaviour will be made in Section 5.5.4.
Note that the disc formed outside the apparent horizon is not dynamically
stable and, in fact, it rapidly accretes onto the newly formed black hole. This
is shown in Fig. 5.6, which offers a magnified view at a later time t = 0.79 ms.
At this stage the disc is considerably flattened but also has large radial inward
velocities which induce it to be accreted rapidly onto the black hole. Note
that as the area of the apparent horizon increases, so does the excised region,
which is allowed to grow accordingly. This can be appreciated by comparing
the areas filled with squares in the lower panels of Fig. 5.5 (referring to
t = 0.67 ms) with the corresponding ones in Fig. 5.6 (referring to t = 0.79
ms).
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By a time t = 0.85 ms, essentially all (i.e.more than 99.9%) of the residual
stellar matter has fallen within the trapped surface of the apparent horizon
and the black hole thus formed approaches the Kerr solution (see Section 5.5).
Note that a simple kinematic explanation can be given for the instability
of the disc formed during this oblate collapse and comes from relating the
position of the outer edge of the disc when this first forms, with the location
of the ISCO of the newly formed Kerr black hole. Measuring accurately the
mass and spin of the black hole reveals, in fact, that the ISCO is located at
x = 11.08 km, which is always larger than the outer edge of the disc (cf.
lower panels of Fig. 5.5). Such behaviour is not surprising since we are here
dealing with initial models with a moderate J/M2, that collapse essentially
on a dynamical timescale, and for which pressure gradients cannot play an
important role. As a result, simple point-like particle motion in stationary
spacetimes is a sufficient approximation to the dynamics.
Also for model D4, a more detailed discussion (e.g. of the evolution of the
distribution of angular velocity, or of the disc rest-mass) will be presented
in Section 5.4.3. Here, however, we can anticipate that when analysed more
closely the rest-mass in the disc and outside the apparent horizon is effectively
very small and that the angular velocity shows appreciable departures from
a uniform profile.
A more quantitative description of the rest-mass density evolution is pre-
sented in Fig. 5.8, where different lines show the profiles of the rest-mass
density along the x-axis on the equatorial plane. The values are normalised
to the initial value at the stellar centre, with different labels referring to
different times and in particular to t = 0.0 (dashed line), 0.25, 0.40, 0.49,
0.54, 0.65, 0.67, 0.74, 0.79 and 0.89 ms, respectively. Line 5, furthermore,
is shown as dotted and refers to the time when the apparent horizon is first
formed. After this time, the excised region is cut from the computational
domain as shown in the inset of Fig. 5.8, which illustrates the final stages of
the evolution. Note that as the matter falls into the black hole, the apparent
horizon increases its radius and thus the location of the excised region moves
outside. This is clearly shown in the inset. Note also that the rest-mass
density does not drop to zero outside the stellar matter but is levelled off to
the uniform value of the atmosphere, whose rest-mass density is seven orders
of magnitude smaller than the initial central density.
It should be remarked that such a tenuous atmosphere has no dynamical
impact and does not produce any increase of the mass of the black hole that
can be appreciated in our simulations. With such rest-mass densities, in fact,
it would take a time ∼ 104M to produce a net increase of ∼ 1% in the black-
hole mass. Clearly, these systematic errors are well below the truncation
errors, even at the highest resolutions.
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Figure 5.8: Rest-mass density of model D4 normalised to the initial value
at the stellar centre. The profiles are measured along the x-axis on the
equatorial plane and refer to different times (see main text for details). Line
5, shown as dotted, corresponds to the time when the apparent horizon is first
found. The inset shows a magnified view of the final stages of the evolution
using a logarithmic scale and also the location of the excised region as it
grows in time.
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Figure 5.9: Evolution of the mass fraction versus time during the collapse
of D1 (left panel) and D4 (right panel). The rest-mass is measured within
two-spheres of coordinate radii ri = 0.2, 0.4 and 0.6 times the initial stellar
equatorial circumferential radius Re (cf. Table 5.1). Marked with filled dots
on the different lines are the times at which the apparent horizon is first found
(the data refer to a simulation with 962× 48 grid-zones). The insets in both
panels show, on a logarithmic scale, the evolution of the normalised rest-mass
outside the apparent horizon. Note that this is appreciably non-zero for a
rather long time in case of model D4.
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The simulation ends at t = 0.91 ms ∼ 93.6M , when the rest-mass density
is everywhere at the atmosphere level and the violations of the Hamiltonian
constraint are large. By this time the evolution has been carried for more
than 28% of the total time using a singularity excising region. Also in this
case, we do not find evidence of shock formation nor of significant deviations
from axisymmetry.
As mentioned in the Introduction, all simulations to-date agree that no
massive and stable discs form for initial models of neutron stars that are
uniformly rotating and when a polytropic EOS with 1 ≤ N ≤ 2 is used. Our
results corroborate this view and in turn imply that the collapse of a rapidly
rotating old and cold neutron star cannot lead to the formation of the central
engine believed to operate in a gamma-ray burst, namely a rotating black hole
surrounded by a centrifugally-supported, self-gravitating torus. Relativistic
simulations with more appropriate initial data, accounting in particular for
the extended envelope of the massive progenitor star which is essential in
the so called collapsar model of gamma-ray bursts [254], will be necessary to
shed light on the mechanism responsible for such events.
Convincing evidence has recently emerged [226] that a massive disc can
be produced if the stellar models are initially rotating differentially and with
initial total angular momenta J/M2 & 1, as it may happen for young and
hot neutron stars. In this case, the massive disc could emit intense gravi-
tational radiation either through its oscillations [255] or as a result of the
fragmentation produced by non-axisymmetric instabilities [226].
5.4.3 Disc formation and differential rotation
We now discuss in more detail two interesting properties of the matter dy-
namics in both slowly and rapidly rotating models: the evolution of the
rest-mass outside the apparent horizon and the development of differential
rotation during the collapse.
In order to monitor the changes of the rest-mass distribution during the
collapse we define the rest-mass within a two-sphere of coordinate radius
ri < Re as (see, for instance, [256])
M∗(ri) =
∫
r
′
<ri
ραu0
√
γ d3x
′
, (5.1)
where d3x
′
is the 3D coordinate volume element. Shown in Fig. 5.9 is the evo-
lution of the rest-masses measured within several representative two-spheres
for models D1 (left panel) and D4 (right panel), respectively. Different lines
refer to different coordinate radii for the two-spheres (i.e. ri = 0.2, 0.4 and
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Figure 5.10: Evolution of the averaged angular velocity 〈Ω〉 (left panel) and
of the averaged angular momentum per unit mass 〈huφ〉 (right panel). Both
quantities are measured at the stellar equator, are normalised to the initial
value at the stellar surface and refer to both models D1 (upper parts) and
D4 (lower parts).
0.6 Re, where Re is the initial equatorial circumferential radius) and are nor-
malised to the total rest-mass within the computational domain M∗, shown
as a solid line. Marked instead with filled dots are the values of M∗(ri) at
the times when the apparent horizon is first found; for simplicity, the data
shown in Fig. 5.9 refer to a simulation with 962 × 48 grid-zones, but for this
quantities higher resolutions have just the effect of shifting the time at which
the apparent horizon is first found.
As mentioned before, the excised region is not introduced immediately
after the apparent horizon has been found, but only when this has grown to
a sufficiently large size. When this happens, the inner part of the computa-
tional domain is removed and the integrals (5.1) are no longer meaningful.
As a result, all of the curves in Fig. 5.9 are truncated at the time when the
excision region is first introduced, which occurs at t = 0.72 ms and t = 0.79
ms for models D1 and D4, respectively.
A rapid comparison between the two panels of Fig. 5.9 is sufficient to
identify the differences in the rest-mass evolution in slowly and rapidly ro-
tating models. Firstly, the rest-mass distribution is very different already
initially, being more uniform in D1 and more centrally concentrated in D4,
as can be appreciated by comparing M∗ at ri = 0.4Re and 0.6Re. Secondly,
the rest-mass infall is much faster for the slowly rotating model D1, while it
is more progressive for model D4, as shown by the change in the fractional
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mass ratio at ri = 0.4Re. Finally, the amount of matter outside ri = 0.4Re
at the time when the apparent horizon is found, and which is very close to
the amount of matter outside the apparent horizon, is different in the two
cases, being essentially zero for model D1 and a few percent for model D4. A
clearer view of this is presented in the two insets of Fig. 5.9 which show, on
a logarithmic scale, the evolution of the normalised rest-masses outside the
apparent horizons, i.e. M∗(r > rAH)/M∗, since these first form and as they
grow in time. It is interesting to note the different behaviour in this case
with a rapid decrease when the rotation rate is small and a much slower one
in the case of a rapidly rotating progenitor (Note that the two insets cover
the same timescale although they refer to a different time interval.).
Two additional comments are worth making. The first one is that M∗
effectively includes also the rest-mass in the atmosphere but this is always
. 10−4 of the total rest-mass. The second one is that M∗ in Fig. 5.9 does
not simply refer to the initial value of the total rest-mass but is effectively
computed at each step and appears constant in time because of the ability
of the code to preserve rest-mass. A closer look at the solid curve in Fig. 5.9
reveals, in fact, that M∗ varies over time to less than one part in 10
4.
An interesting question to ask at this stage is whether these uniformly
rotating models will develop any degree of differential rotation as the collapse
proceeds. Part of the interest in this comes from the fact that neutron
stars are thought to rotate differentially, at least during the initial stages of
their life. This is expected to hold both when the neutron star is produced
through a stellar core collapse, in which case the differential rotation may
be present already in the stellar progenitor and is then amplified during
collapse [88], and when the neutron star is the end-result of a binary merger
of neutron stars [89]. However, as the neutron star cools and grows older,
dissipative viscous effects or the coupling with non-turbulent magnetic fields
are expected to bring the star into uniform rotation (see [90–92] for a detailed
description of this process). It is therefore interesting to investigate whether
a degree of differential rotation will be produced also during the final collapse
of a uniformly rotating star to a Kerr black hole. To answer this question we
have monitored both the averaged angular velocity 〈Ω〉, defined as
〈Ω〉 ≡ 1
2

uφ
ut
∣∣∣∣∣
x−axis
+
uφ
ut
∣∣∣∣∣
y−axis

 , (5.2)
and the corresponding averaged angular momentum per unit mass 〈huφ〉,
which is a conserved quantity along the path lines of fluid elements in an
axisymmetric (but not necessarily stationary) spacetime [257]. Note that
uφ/ut = αvφ − βφ and the average over the two different directions is here
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used to compensate the small errors that are produced in the evaluation of
these quantities near the axes.
We note that our measure of the differential rotation will depend on
the specific slicing chosen. However, for the simulations reported here, the
length-scale of variation of the lapse function at any given time is always
larger than the stellar radius at that time, ensuring that the events on the
same time slice are also close in proper time. A useful measure of the differ-
ential rotation that develops during collapse is the departure from unity of
the ratio of the values of Ω at the centre and at the surface of the star on
the equatorial plane and it is instructive to compare how this varies in the
dynamics of the two models D1 and D4, which have been evolved using the
same slicing.
The time evolution of 〈Ω〉 and 〈huφ〉 is presented in the two panels
Fig. 5.10, whose lower parts refer to model D4 while the upper ones refer
to model D1. Both quantities are shown normalised to their initial value at
the stellar surface. Let us concentrate on the slowly rotating model first. The
different lines refer to three representative times which are t = 0.0 (shown
as dashed), t = 0.45 and 0.52 ms, respectively. Initially, the angular ve-
locity is, by construction, uniform throughout the star (left panel) and the
corresponding specific angular momentum grows linearly with the distance
from the stellar centre (right panel). As the collapse proceeds and the stellar
size decreases, the angular velocity is expected to increase while the angular
momentum per unit mass remains constant. This is indeed what happens
for model D1, whose specific angular momentum is conserved with an overall
error at the stellar surface which is always less than 10% and which decreases
with resolution. A similar behaviour is observed also much later in the sim-
ulation, when the apparent horizon has been found and the singularity has
been excised. Overall, the angular velocity in the collapsing model D1 grows
like Ω(t) ∝ r−ne , where n ' 1.5 and therefore less than it would do in the
case of the collapse of a Newtonian, uniform density star (i.e. n = 2); which
is a result of relativistic and rotational effects (see [258]).
A comparison of the lower parts of the two panels in Fig. 5.10 is suffi-
cient to realize that the evolution of the angular velocity is rather different
for a rapidly rotating stellar model. The different lines in this case refer to
t = 0.0, 0.48 and 0.65 ms, respectively, and it is apparent that a non-negligible
degree of differential rotation develops as the collapse proceeds, with a dif-
ference of a factor ∼ 2 between the angular velocity of the inner and outer
parts of the collapsing matter as the apparent horizon first appears. Clearly,
this differential rotation is produced very rapidly and will persist only for a
very short time before the star is enclosed in a trapped surface.
It is difficult to establish, at this stage, whether the differential rotation
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generated in this way could produce a phenomenology observable in some
astrophysical context and more detailed investigations, in particular of the
coupling of this differential rotation with magnetic fields [259, 260], are nec-
essary. Finally, it is worth remarking that while differential rotation develops
for model D4 but not for D1, the specific angular momentum is conserved to
the same accuracy in both models.
5.5 Dynamics of the horizons
In order to investigate the formation of a black hole in our simulations, we
have used horizon finders, available through the Cactus framework, which
compute both the apparent horizon and the event horizon. The apparent
horizon, which is defined as the outermost closed surface on which all outgo-
ing photons normal to the surface have zero expansion, is calculated at every
time step and its location is used to set up the excised region inside the
horizon. Specific technical details about the handling of the excised region
for the fields are presented in [133, 153], while a brief discussion of how the
hydrodynamical excision is performed in Whisky was presented in chapter 4.
In contrast, the event horizon, which is an expanding null surface com-
posed of photons which will eventually find themselves trapped, is computed
a posteriori, once the simulation is finished, by reconstructing the full space-
time from the 3D data each simulation produces. In stationary black-hole
systems, where no mass-energy falls into the black hole, the apparent and
event horizons coincide, but generally (in dynamical spacetimes) the appar-
ent horizon lies inside the event horizon. We have here used the fast solver of
Thornburg [228] to locate the apparent horizon at every time step, and the
level-set finder of Diener [229] to locate the event horizon after the simulation
has been completed and the data produced are post-processed.
In all cases considered, we have found that the event horizon rapidly grows
to its asymptotic value after formation. With a temporal gap of ∼ 10M after
the formation of the event horizon, the apparent horizon is found and then
it rapidly approaches the event horizon, always remaining within it. With
the exception of the initial gap, the horizon proper areas as extracted from
the apparent and event horizon are very close (see e.g. Fig. 5.16).
5.5.1 Measuring the Event-Horizon Mass
We measure the mass of the newly formed black hole to estimate the amount
of energy that is emitted as gravitational radiation during the collapse. In
particular, we do a simple energy accounting, comparing the mass of the black
5.5. DYNAMICS OF THE HORIZONS 113
hole with the ADM mass of the spacetime computed by the initial data solver
on a compactified grid extending to spatial infinity [250]. This value is slightly
different (1% in the worst case) from the one which is instead computed on
the finite domain of our computational grid at the initial time and after the
constraints are solved. The difference between the two values can be used
to define an “error-bar” for our measure of the black-hole mass and hence
of the energy in gravitational waves (cf. Fig. 5.15). Two notes are worth
making about this error before we go on to discuss how the black-hole mass is
actually measured. Firstly, the difference between the two masses represents
the truncation error produced by the finite size of the computational domain
and is conceptually distinct from the truncation error introduced by the
finite differencing. While the first is assumed to be constant in time, the
second in general grows with time (especially after the excision is made) and
is monitored through the calculation of the constraint equations. Secondly,
this error-bar sets a global lower limit on the accuracy of our measure of
asymptotic quantities and therefore on the energy lost to gravitational waves
during the collapse. No reliable measure of this lost energy can be made
below the error-bar even if the constraint equations are solved to a larger
precision (this will be discussed in more detail in Section 5.5.3).
The first and simplest method of approximating the black-hole mass is to
note that, for a Kerr (or Schwarzschild) black hole, the mass can be found
directly in terms of the event-horizon geometry as
M =
Ceq
4pi
, (5.3)
where Ceq ≡
∫ 2pi
0
√
gφφdφ is the proper equatorial circumference. Provided
there is a natural choice of equatorial plane, it is expected that, as the black
hole settles down to Kerr, Ceq will tend to the correct value. However, as
numerical errors build up at late times it may be impossible to reach this
asymptotic regime with sufficient accuracy.
The estimate of M coming from the use of (5.3) is presented in Fig. 5.11,
which shows the time evolution of the event-horizon equatorial circumference.
The two lines refer to two different resolutions (2882×144 and 1922×96 zones,
respectively) and should be compared with the value of the ADMmassMADM
(indicated with a short-long dashed line), and with the error-bars as deduced
from the initial data. Shown in the small inset are the results for model D1,
while those for model D4 are in the main panel.
Note that if a measure of the event horizon is not available, equation (5.3)
could be computed using the equatorial circumference of the apparent horizon
(this is what was done, for instance, in [226]). Doing so would yield results
that are similar to those shown in Fig. 5.11, although with a slightly larger
114 CHAPTER 5. 3D SIMULATIONS OF ROTATING NS COLLAPSE
Figure 5.11: Convergence of the measure of the black-hole mass as the res-
olution is increased. The curves refer to estimates using the event-horizon
equatorial circumference [i.e. equation (5.3)] and have been obtained using
2882 × 144 and 1922 × 96 zones, respectively. Shown in the small inset are
the results for model D1, while those for model D4 are in the main panel.
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Figure 5.12: Evolution of the event-horizon mass M = Ceq/4pi for models
D1 and D4. Different lines refer to the different initial guesses for the null
surface and are numbered 0, 1 and 2. Note that they converge exponentially
to the correct event-horizon surface for decreasing times.
deviation from MADM. This is because we have found the apparent horizon
to systematically underestimate the equatorial circumference. In particular,
in the high-resolution run for model D4, the differences between the apparent
and event-horizon equatorial circumferences are . 2 %.
Clearly, as the equatorial circumference grows, the agreement with the
expected ADM mass improves as it does with the use of higher spatial resolu-
tion. However, equally evident is that the errors grow as the collapse proceeds
and this is due, in part, to the loss of strict second-order convergence at later
times, but also to the way the event horizon is found. The level-set approach
of [229], in fact, needs initial guesses for the null surface, which converge ex-
ponentially to the correct event-horizon surface for decreasing times, hence
introduces a systematic error in the calculation of the event horizon at late
times. This is shown in Fig. 5.12, which presents the evolution of the event-
horizon mass M = Ceq/4pi for models D1 and D4. Different lines refer to
the different initial guesses and are numbered “0”, “1” and “2”, respectively
(note that for the curves shown in Fig. 5.11 the initial guesses “0” and “1”
were used for cases D4 and D1, respectively).
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Figure 5.13: Fitting the oblateness of the event horizon to QNMs of a Kerr
black hole. The fit is shown with the solid line, while the open circles rep-
resent the computed values of Cr. The estimate for Cr of a Kerr black hole
having the fitted value of a/Mhor is shown with a dashed line.
5.5.2 Measuring the angular momentum of the black
hole
A major difficulty in an accurate measurement of M lies in the calculation
of its non-irreducible part, i.e. in the part that is proportional to the black-
hole angular momentum J . We now discuss a number of different ways to
calculate J from the present simulations; these measurements will then be
used to obtain alternative estimates of M in Section 5.5.3.
Measuring J from the Horizon Distortion
In a series of papers studying the dynamics of distorted black-hole space-
times, it was shown that the horizon geometry provides a useful measure
of the black-hole properties both in vacuum [261–264] and when these are
accreting matter axisymmetrically [225]. In particular, the idea is to look at
the distortion of the horizon using the ratio of polar and equatorial proper
circumferences, Cr ≡ Cpol/Ceq. For a perturbed Kerr black hole this is ex-
pected to oscillate around the asymptotic Kerr value with the form of a
quasi-normal mode (QNM). By fitting to this mode we extract an estimate
of the angular momentum parameter a/Mhor from the relation [265]
a
Mhor
=
√
1− (−1.55 + 2.55Cr)2 , (5.4)
5.5. DYNAMICS OF THE HORIZONS 117
where we have indicated with Mhor the black-hole mass as measured from
expression (5.4), which coincides with M only if the spacetime has become
axisymmetric and stationary. The fit through expression (5.4) is expected to
be accurate to ∼ 2.5% [265].
The fit itself depends on an initial guess for a/Mhor and we start from a
Schwarzschild black hole and iterate till the desired convergence is reached.
This measure is not gauge invariant, although equation (5.4) is independent
of the spatial coordinates up to the definition of the circumferential planes,
but works adequately with the gauges used here. The fit is best performed
shortly after black-hole formation as the oscillations are rapidly damped.
This minimises numerical errors but in those cases where matter continues
to be accreted, it may lead to inaccurate estimates of the angular momentum.
Examples of the fitting procedure are shown in Fig. 5.13, in which the
fit is shown as a solid line, while the open circles represent the computed
values of Cr; these are slightly noisy as a result of the interpolation needed
by the level-set approach to find points on the horizon two-surface [229]. The
estimate for Cr of a Kerr black hole having the fitted value of a/Mhor is shown
as a dashed line. Note that the values of a/Mhor = 0.21 and a/Mhor = 0.54
are very close to the total J/M2 of the initial stellar models, i.e. 0.2064 and
0.5433, as shown in Table 5.2. This demonstrates that, to within numerical
accuracy, the entire angular momentum of the spacetime ends up in the black
hole.
Table 5.2: Estimates of the black-hole angular momentum J/M2 through
the oblateness of the event horizon. The oscillations in the oblateness of the
event horizon can be fitted to the normal modes of a Kerr black hole. Note
that for each model the measured angular momentum is remarkably close to
that of the initial spacetime (J/M2)ADM. Also reported are the initial ADM
mass, the value of the equatorial circumference as obtained through the fit
(Cr)EH, and the corresponding value obtained through the estimated spin
parameter (Cr)Kerr.
Model MADM (J/M)
2
ADM (J/M
2)EH (Cr)EH (Cr)Kerr
D1 1.6653 0.2064 0.21 0.99 0.9916
D2 1.7281 0.3625 0.36 0.97 0.9734
D3 1.7966 0.4685 0.47 0.95 0.9544
D4 1.8606 0.5433 0.54 0.94 0.9372
Using expression (5.4) to estimate the angular momentum J introduces
an error, if the black hole has not yet settled to a Kerr solution. Having this
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Figure 5.14: Comparison of the different measures of the angular momen-
tum for the cases D1 (left panel) and D4 (right panel). The estimate using
the fit to the circumference ratio (see left panel of Fig. 5.13) is also shown.
The dynamical horizon spin measurement is considerably more accurate at
late times as the event-horizon surfaces will diverge exponentially at this
point. Shown with the horizontal short-long dashed lines are the values of
(J/M2)ADM in the two cases as measured from the initial data (see main text
for details).
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in mind, however, it is possible to estimate the angular momentum as
J =
(
a
Mhor
)
MhorM '
(
a
Mhor
)
M2 . (5.5)
Measuring J with the dynamical-horizon framework
A second method of approximating J and hence measuring M is to use
the isolated and dynamical horizon frameworks of Ashtekar and collabora-
tors [266–270]. This assumes the existence of an axisymmetric Killing vector
field intrinsic to a marginally trapped surface such as an apparent horizon.
This gives an unambiguous definition of the spin of the black hole and hence
of its total mass. If there is an energy flux across the horizon, the isolated
horizon framework needs to be extended to the dynamical horizon formal-
ism [269, 271].
In practice, our approach to the dynamical horizon framework has been
through the use of a code by Schnetter which implements the algorithm
of [270] to calculate the horizon quantities. The advantage of the dynamical
horizon framework is that it gives a measure of mass and angular momentum
which is accurately computed locally, without a global reconstruction of the
spacetime. One possible disadvantage is that the horizon itself is required to
be (close to) axisymmetric; so in case it deviates largely from axial symmetry,
no information can be found. However, because arbitrarily large distortions
are allowed as long as they are axisymmetric, we have not encountered prob-
lems in applying the dynamical horizon framework to the horizons found in
our simulations.
Measuring J from the Angular Velocity of the Event Horizon
A third method for computing J only applies if an event horizon is found
and if its angular velocity has been measured. In a Kerr background, in fact,
the generators of the event horizon rotate with a constant angular velocity
ω ≡ −gtφ/gφφ =
√
gtt/gφφ. In this case the generator velocity can be directly
related to the angular momentum parameter as
a
M
=
J
M2
=
[
Aω2
pi
(
1− Aω
2
4pi
)]1/2
. (5.6)
As with the previous approximations, expression (5.6) is strictly valid
only for a Kerr black hole and will therefore contain a systematic error which,
however, decays rapidly as the black-hole perturbations are damped. On the
other hand, the event horizon generator velocities have the considerable ad-
vantage that everything is measured instantaneously and the values of ω are
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valid whether or not the background is an isolated Kerr black hole. The dis-
advantage, though, is that, as mentioned above, the numerical event horizon
surfaces become systematically less accurate at late times (cf. Fig. 5.12).
Comparison of angular momentum measurements
A detailed comparison of the three different methods for measuring the an-
gular momentum of the black hole is shown in Fig. 5.14. The measurement
of angular momentum using the angular velocity of the generators is shown
as solid lines. Both for slowly (left panel) and rapidly (right panel) rotat-
ing stellar models, the event horizon has zero area (and thus zero angular
momentum) when it is first formed. However, as the rotating matter col-
lapses, the event horizon area and angular momentum grow, the black hole
is spun up and, to numerical accuracy, the total angular momentum of the
spacetime is contained within the black hole (cf. Fig. 5.13). At late times,
the estimate using the generator velocities of the event horizon drifts away,
probably due to a combination of gauge effects and the systematic errors in
the trial guesses for the null surfaces.
In the case of the slowly rotating model D1, in particular, the estimate
from the dynamical horizon finder is perfectly stable (cf. dashed line in the
left panel of Fig. 5.14), indicating that an approximately stationary Kerr
black hole has been formed by the time the simulation is terminated. In the
case of the rapidly rotating model D4, however, this is no longer the case
as matter continues to be accreted also at later times, when the errors have
also increased considerably. As a result, the measure of the spin through
the dynamical horizon finder is less accurate and does not seem to have
stabilised by the time the simulation ends (cf. dashed line in the right panel
of Fig. 5.14). This may indicate that the final black hole has not settled
down to a Kerr black hole on the timescales considered here.
5.5.3 Black-Hole Mass from the Christodoulou For-
mula
It was shown by Christodoulou that, in the axisymmetric and stationary
spacetime of a Kerr black hole, the square of the black-hole mass M is given
by [272]
M2 =M2irr +
4piJ2
A
=
A
16pi
+
4piJ2
A
, (5.7)
where Mirr is the irreducible mass, A is the event-horizon proper area, and
J is the black-hole angular momentum. As the black hole approaches a
stationary state at late times, the apparent and event horizons will tend to
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Figure 5.15: Comparison of the five different approaches used in the measure
of the total black-hole mass for the collapse of models D1 and D4. Different
lines refer to the different methods discussed in the main text. The left panel
(model D1), shows that the different methods are overall comparable when
the rotation is slow, but that differences are already present (this is as shown
in the inset). The right panel (model D4) shows that the different measures
can be considerably different when the rotation is large.
coincide and in that case the mass of the black hole is very well approximated
by the above formula.
We have applied the above formula, using the various methods for mea-
suring the angular momentum J . In particular, using the method for obtain-
ing J from the distortion of the event horizon, through equation (5.5), the
black-hole mass is given by
M2 =
A
8pi
(
Mhor
a
)2 1−
√
1−
(
a
Mhor
)2 . (5.8)
If, on the other hand, J is found from the angular velocity ω of the event
horizon, then it is possible to use (5.6) in (5.7) and obtain
M2 =
A
16pi − 4Aω2 . (5.9)
In the framework of dynamical horizons, expression (5.7) holds for any ax-
isymmetric isolated or dynamical horizon, independently of whether it is
stationary.
Figure 5.15 collects the four different ways of measuring the black-hole
mass for the collapse of models D1 and D4. The different lines refer to the
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different approaches we have outlined above. In addition, we display the
irreducible mass Mirr. The left panel of Fig. 5.15, in particular, shows the
results of the different measures for the slowly rotating model D1. Because in
this case all of the matter rapidly collapses into the black hole, the different
estimates of the total mass agree very well. However, already in this slowly
rotating case the irreducible mass of the apparent horizon is noticeably lower.
The left panel also shows that while the different methods provide compa-
rable estimates, only the one corresponding to equation (5.3) (i.e. the solid
line) falls for some time within the error-bar provided by the initial estimate
of MADM (this is particularly evident in the inset). Because when this hap-
pens the norms of the Hamiltonian constraint have not yet started to grow
exponentially and the largest value of the constraint violation is about an
order of magnitude smaller (i.e. the L1 norm of the Hamiltonian constraint
is ∼ 4.9× 10−4 at t = 0.56 ms) we can use the error-bar in MADM to place
an upper bound of 0.5% MADM to the energy lost through the emission of
gravitational radiation in this case. Clearly, the true bound is certainly con-
siderably lower and we expect that with accuracies comparable to the ones
of 2D simulations, our estimates of the efficiency of gravitational radiation
emission could converge to the values of Stark and Piran [237].
The right panel of Fig. 5.15, on the other hand, shows the results of the
different mass measures for the rapidly rotating model D4. In this case,
the contribution from the spin energy is considerably larger and noticeable
differences appear among the different approaches. Since all seem to have
systematic errors, this makes it less trivial to establish which method is to
prefer. On one hand, those methods using information from the event-horizon
equatorial circumference or that fit the perturbations of the event horizon
[i.e. equations (5.3) and (5.8)] seem to provide accurate estimates at earlier
times but suffer of the overall inaccuracy at later stages, when the initial
guesses for the null surface are distinct. It is indeed at these early times that
these measurements are within the error-bar provided by the initial estimate
of MADM. On the other hand, those methods that measure the angular
velocity of the null generators [i.e. equation (5.9)] or that use the dynamical
horizon framework, produce reasonably accurate estimates, that converge
with resolution, that monotonically grow in time and that are within the
error-bar of the initial estimate of MADM. Furthermore, in the case of the
dynamical horizon framework, this is not only physically expected, given that
a small but non-zero fraction of the matter continues to be accreted nearly
until the end of the simulation, but it is also guaranteed analytically.
Because of these differences in the measures of M and because the black
hole does not have time to settle down to a constant total mass, the upper
bound on the energy emission is more conservative than in the D1 case. In
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particular, taking again as a reference the time when the estimate relative
to equation (5.3) is within the error-bar (i.e. at t = 0.70 ms) and the largest
value of the constraint violation is about an order of magnitude smaller (i.e.
the L1 norm of the Hamiltonian constraint is ∼ 1.2 × 10−3) and is not yet
growing exponentially, we place an upper bound of 1% MADM on the energy
lost through gravitational radiation. Once again, we expect the true value
to be considerably smaller.
One obvious and expected result is that the irreducible mass in the col-
lapse of model D4 (the dot-dashed line in the right panel of Fig. 5.15) deviates
by a large amount from the actual black hole mass, since it does not include
the rotational energy of the black hole.
Finally, we will make a comment on the different methods used for mea-
suring the mass and spin of a black hole in a numerical simulation. Although
the direct comparison of many different methods employed here have pro-
vided valuable information on the dynamics of the system, we have found
the dynamical horizon framework to be simple to implement, accurate and
not particularly affected by the errors from which equivalent approaches seem
to suffer, as shown in our Figs. 5.15 and 5.14. As a result, we recommend its
use as a standard tool in numerical relativity simulations.
5.5.4 Reconstructing the global spacetime
All of the results presented and discussed in the previous Sections describe
only a small portion of the spacetime which has been solved during the
collapse. In addition to this, it is interesting and instructive to collect all of
these pieces of information into a global description of the spacetime and look
for those features which mark the difference between the collapse of slowly
and rapidly rotating stellar models. As we discuss below, these features
emerge in a very transparent way within a global view of the spacetime.
To construct this view, we use the worldlines of the most representative
surfaces during the collapse, namely those of the equatorial stellar surface,
of the apparent horizon and of the event horizon. For all of them we need
to use properly defined quantities and, in particular, circumferential radii.
The results of this spacetime reconstruction are shown in Fig. 5.16, whose
left and right panels refer to the collapse of models D1 and D4, respectively.
The different lines indicate the worldlines of the circumferential radius of the
stellar surface (dotted line), as well as of the apparent horizon (dashed line)
and of the event horizon (solid line). Note that for the horizons we show
both the equatorial and the polar circumferential radii, with the latter being
always smaller than the former. For the stellar surface, on the other hand, we
show the equatorial circumferential radius only. This is because the calcula-
124 CHAPTER 5. 3D SIMULATIONS OF ROTATING NS COLLAPSE
Figure 5.16: Evolution of the most relevant surfaces during the collapse for
the D1 and D4 cases. Solid, dashed and dotted lines represent the worldlines
of the circumferential radii of the event horizon, of the apparent horizon and
of the stellar surface, respectively. Note that for the horizons we plot both
the equatorial and the polar circumferential radii, while only the equatorial
circumferential radius is shown for the stellar surface. Shown in the insets are
the magnified views of the worldlines during the final stages of the collapse.
tion of the stellar polar circumferential radius requires a line integral along
the stellar surface on a given polar slice. Along this contour one must use a
line element which is suitably fitted to the stellar surface and diagonalised
(see [264] for a detailed discussion). In the case of model D4, however, this
is difficult to compute at late times, when the disc is formed and the line
integral becomes inaccurate.
Note that in both panels of Fig. 5.16 the event horizon grows from an
essentially zero size to its asymptotic value. In contrast, the apparent horizon
grows from an initially non-zero size and, as it should, is always contained
within the event horizon. At late times, the worldlines merge to the precision
at which we can compute them. A rapid look at the two panels of Fig. 5.16 is
sufficient to appreciate the different properties in the dynamics of the collapse
of slowly and rapidly rotating models.
Firstly, in the case of model D1, the differences between the equatorial
and polar circumferential radii of the two trapped surfaces are very small
and emerge only in the inset that offers a magnified view of the worldlines
during the final stages of the collapse. This is not the case for model D4, for
which the differences are much more evident and can be appreciated also in
the main panel. Of course, this is what one expects given that the ratio of
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these two quantities depends on a/M and is ∼ 1 for a slowly rotating black
hole (cf. Table 5.2).
Secondly, the worldlines of the stellar equatorial circumferential radius are
very different in the two cases. In the slowly rotating model D1, in particular,
the star collapses smoothly and the worldline always has negative slope, thus
reaching progressively smaller radii as the evolution proceeds (cf. left panel
of Fig. 5.16). By time t ' 0.59 ms, the stellar equatorial circumferential
radius has shrunk below the corresponding value of the event horizon. In
the case of the rapidly rotating model D4, on the other hand, this is no
longer true and after an initial phase which is similar to the one described
for D1, the worldline does not reach smaller radii. Rather, the stellar surface
slows its inward motion and, at around t ∼ 0.6 ms, the stellar equatorial
circumferential radius does not vary appreciably. Indeed, the right panel of
Fig. 5.16 shows that at this stage the stellar surface moves to slightly larger
radii. This behaviour marks the phase in which a flattened configuration has
been produced and the material at the outer edge of the disc experiences a
stall (cf. the middle and lower panels of Fig. 5.5). As the collapse proceeds,
however, also this material will not be able to sustain its orbital motion and,
after t ∼ 0.7 ms, the worldline moves to smaller radii again. By a time
t ' 0.9 ms, the stellar equatorial circumferential radius has shrunk below
the corresponding value of the event horizon.
5.6 Summary
Although 3D numerical relativity has been a very active research area for
several years now, there are still a number of technical issues to be addressed
and physical problems to be investigated in detail. Separate progress has
been made so far in obtaining long-term stable evolutions of vacuum space-
times and of spacetimes with matter. Both of them have posed significant
numerical problems because of the existence of horizons containing physical
singularities, in one case, and the development of non-linear hydrodynamical
phenomena such as shocks, in the other. In black-hole vacuum spacetimes,
these problems have successfully been dealt with by using better suited for-
mulations of the Einstein equations and by employing excision techniques for
the regions of the spacetime containing the singularity. In spacetimes con-
taining matter, on the other hand, sophisticated numerical techniques (such
as the HRSC methods) have been employed to accurately track the dynamics
of the shocks.
Here, we have combined these two different approaches by implementing
excision techniques within a forming horizon, thus following the dynamics of
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the matter as it accretes onto the developing black hole. We have shown that
doing so allows the numerical evolution to proceed uninhibited from fully
regular initial conditions of matter in equilibrium and devoid of trapped
surfaces, up to a vacuum spacetime featuring an event horizon enclosing
an excised physical singularity. This new important ability in numerical
relativity evolutions will help in a more detailed investigation of complex
astrophysical systems, such as the coalescence of neutron star or neutron star
/ black hole binaries, both considered as prime candidates for the detection
of gravitational waves, and of the collapse of stellar cores, considered as the
progenitors of gamma-ray bursts.
As a first astrophysical problem for our novel setup of codes, we have
here focused on the collapse of rapidly rotating relativistic stars to Kerr
black holes. The stars are assumed to be initially in uniform rotation and
dynamically unstable to axisymmetric perturbations. While the collapse of
slowly rotating initial models proceeds with the matter remaining nearly
uniformly rotating, the dynamics is shown to be very different in the case
of initial models rotating near the mass-shedding limit, for which strong
differential rotation develops. Although the stars become highly flattened
during collapse, attaining a disc-like shape, the collapse cannot be halted
because the specific angular momentum is not sufficient for a stable disc to
form. Instead, the matter in the disc spirals towards the black hole and
angular momentum is transferred inward to produce a spinning black hole.
Several different approaches have been employed to compute the mass
and angular momentum of the newly formed Kerr black hole. Besides more
traditional methods involving the measure of the geometrical properties of
the apparent and event horizons, we have fitted the oscillations of the per-
turbed Kerr black hole to specific quasi-normal modes obtained by linear
perturbation theory. In addition, we have also considered the recently pro-
posed isolated and dynamical horizon frameworks, finding it to be simple to
implement and yielding estimates which are accurate and more robust than
those of other methods. This variety of approaches has allowed for the de-
termination of both the mass and angular momentum of the black hole with
an accuracy unprecedented for a 3D simulation. These measures, in turn,
have allowed us to set upper limits on the energy and angular momentum
that could be lost during the collapse in the form of gravitational radiation.
Work using mesh-refinement techniques was already in progress to ex-
tract more precise information and waveforms for the gravitational radiation
recorded at large distances from the collapsing stars. However, this aspect
of the gravitational collapse was not yet considered in this work. It has been
reported in another paper [135].
The results of this test show that the new hydrodynamical excision bound-
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ary conditions work well also in dynamical spacetimes. We do not expect
problems applying them to the mixed binary case. However, this does not
apply to the spacetime excision scheme, which we believe is the major prob-
lem at late times of the evolution. This is expected to be an even bigger
problem in the mixed binary case, because the singularity which has to be
excised is already present in the initial slice.
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Chapter 6
Black hole - neutron star
systems
In this chapter we describe the different steps towards evolutions of a binary
system of a neutron star and a black hole. First, we discuss ways to obtain
initial data by solving the constraint equations. So far, we limit this to
time-symmetric, axisymmetric configurations because if simplicity. Some of
the methods used to solve for the constraints need a nontrivial initial guess.
Therefore we first discuss the methods used to solve the constraint equations
in the sections 6.3 to 6.5 and then describe how a good initial guess can be
obtained in section 6.6. Most of this work is original, however we used and
modified an elliptic solver, which was written by Marcus Ansorg.
Finally, in section 6.6, we describe problems and their solutions in three-
dimensional evolutions of the mentioned initial data and present preliminary
results of those evolutions. These results are not yet published elsewhere.
6.1 Introduction
Binary systems of compact bodies are believed to be among the major sources
of gravitational waves, which could be detected with the newly built grav-
itational wave detectors [19]. These compact objects can be black holes or
very compact stars, like neutron stars. The amplitude of the gravitational
waves from such systems is believed to be largest during the merging phase,
in which the strong gravitational field near the two merging objects, and thus
the use of General Relativity, plays a crucial role. However, analytically this
is too difficult. Therefore, numerical simulations are the best way to obtain
a better understanding of this short, but very dynamical phase.
Binary systems of two black holes have been the focus of a lot of research
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for many years, (e.g. see [29–43]). Binary neutron star systems have also
been studied considerably in the past, see e.g. [44–46]. Current research into
neutron star - black hole (mixed) systems has often been performed using
Newtonian gravity or Newtonian gravity with relativistic modifications to
the gravitational potential [51]. There are some results using full General
Relativity (e.g. [28, 53, 58, 59]), but there is so far no long-term dynamical
evolution of a neutron star - black hole merger using full General Relativity.
Such an evolution is part of the aim of this thesis. This consists of two
parts: creating initial data for such a system and evolving these data in time.
This chapter first explains different methods of constructing initial data for
a binary system composed of a neutron star and a black hole. Using these
data, preliminary results of evolutions are presented in section 6.6.
We will show two different ways of obtaining initial data for such a space-
time. Both methods follow the York procedure (see section 2.5.3) and they
solve the same equation (2.84), using however different numerical methods
(finite difference multigrid versus spectral methods) and using a different
computational domain (finite versus compactified). While they should pro-
duce the same solution, one method requires a non-trivial initial guess.
Therefore we first explain how to obtain a suitable initial guess for a
mixed binary system in section 6.2. Then, details about York’s procedure
with matter follow in section 6.3. We will mention the first of the two methods
for solving this procedure only briefly in section 6.4, before we explain the
details of the second method in section 6.5. Finally we will present the first
preliminary results of evolutions of such data in section 6.6.
6.2 Obtaining a good initial guess
In this section we describe a way to obtain a good guess for the solution of the
initial data problem, which will be discussed in more detail in the following
sections. This guess should be as close as possible to the actual solution
either because some numerical methods require it to reach convergence or
because one expects that in this way the physical quantities will change only
slightly when solving the constraint equations.
The idea of “combining” two spacetimes comes from Newtonian gravity.
In this theory the gravitational potential of a combination of bodies is the
linear combination of the single ones. This is due to the linearity of the
Poisson equation for the gravitational potential. This ceases to be true in
General Relativity, whose equations are non-linear.
What is usually needed for evolutions is initial data with some known
physical properties and vanishing or at least small (and converging) con-
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straint violations. Using a formalism such as York’s (see subsection 2.5.3)
the constraints can be solved before evolution. However at least some imple-
mentations of numerical solvers fail if the initial guess is not already close to
the final result. Therefore it is important for such solvers (like the version
of BAM [273] we used) to provide an initial guess as close as possible to the
actual solution.
We are able to create an initial slice containing a TOV star with very high
accuracy (see section 2.5.1). This TOV initial data can then be combined
with any spacetime, i.e. Schwarzschild, and the result would be the initial
guess for the initial value problem solver (IVP), solving the equations of
York’s procedure. We have implemented two simple ways of “combining”
spacetimes. The first way is to introduce a parameter which defines for each
grid point which of the two initial spacetimes should be used. Since both the
TOV solution and Schwarzschild can be written in a conformally flat form,
it is reasonable to take the values of that spacetime with the largest value
of Ψ4 = γii (both spacetimes are also spherically symmetric) at that point.
Therefore we called this method the “maximum” method.
Another way is to combine the values of the different initial spacetimes
on one grid-point. We found that the following method gives reasonable
results. N denotes the number of spacetimes to combine and the superscript
in brackets denotes the number of the spacetime.
γii =
N∑
s=0
(
γ
(s)
ii − 1
)
+ 1 (6.1)
γij =
N∑
s=0
γ
(s)
ij for i 6= j (6.2)
Kij =
N∑
s=0
K
(s)
ij (6.3)
Since this is doing some kind of averaging (the extrinsic curvature Kij is
zero in most of the cases we look at and the off-diagonal metric terms are
much smaller than the diagonal metric elements), we called this method the
“average” method. Example plots of Ψ4 are shown in figures 6.1 to 6.3.
Both of these methods produce data that violate the constraint equa-
tions. But they violate them in different ways. The “maximum” method
violates them only in a special region, the region where neighbouring points
are taken from another spacetime. The Hamiltonian constraint is violated
strongly at these two-surfaces in the three-dimensional slice. In the “aver-
age” method the maximum of the violations is orders of magnitudes smaller
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Figure 6.1: Ψ4 for a Schwarzschild black hole and a TOV star
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Figure 6.2: Ψ4 for the initial and
the combined spacetimes using the
“maximal” method
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Figure 6.3: Ψ4 for the initial and
the combined spacetimes using the
“average” method
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than in the “maximum” method, but it is spread over the whole spacetime.
Which method is the best to use depends on what the combined slice is used
for. We use this combined slice as input for an elliptic solver in order to solve
the Hamiltonian constraint. We found that, in this case, the average method
is the better choice.
6.3 Solving the York procedure with matter
We assume time-symmetry, maximal slicing and vanishing shift and veloci-
ties, i.e. Kij = 0, β
i = 0 and vi = 0. This is approximating a head-on binary
system with an initial large separation. The reason for these approximations
is that equation (2.82) is fulfilled automatically and that equation (2.83) is
simplified to equation (2.84). The conformal factor for a Schwarzschild black
hole in isotropic coordinates with the physical singularity at ri is
ψBH = 1 +
m
2|r − ri| . (6.4)
We decompose ψ in the following way, which is called the “puncture” ap-
proach [204]:
ψ =
1
α
+ u (6.5)
where α is defined as
α =
2 |r − ri|
m
. (6.6)
We will then solve for u. The advantage of solving for u instead of ψ is that
ψ diverges at the puncture while u does not, since the singular behaviour is
taken into α, which is fixed.
We use that equation (2.84) is fulfilled for equation (6.4). Then we can
reduce the elliptic equation for ψ to an elliptic equation for u,
∇˜2u = −2pi
(
1 + αu
α
)5
ρADM. (6.7)
In this equation we see that the terms with α in the denominator would
tend to diverge as we get closer to the coordinate ri where the black-hole is
situated. In order to avoid this, we impose that the density ρADM should go
to zero faster than |r − ri|5. Since we only want to use initial data with a
star outside of the black hole, we can enforce this by treating the density as
being zero outside the star.
Using this setup, equation (6.7) is solved using an elliptic solver to obtain
a spacetime fulfilling the Hamiltonian constraint. Of course, the solution
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found in this way will have physical quantities, such as black hole horizon
mass, different from those of the initial guess. Because of this, the physical
variables need to be computed again after the solution has been found.
We cannot solve equation (2.84) (or equation (6.7)) directly using ρADM,
because it can be shown [274] that this does not produce a solution in general.
What we have to fix instead of ρADM is some ρ˜, which could e.g. be obtained
from ρADM by
ρ˜ ≡ ρfixed = ψnρADM, (6.8)
with (as is also shown in [274]) n > 5. This leaves the freedom to choose n.
There are two choices which stand out.
Using that
jj = ψ−10j˜j (6.9)
we can guarantee that the local “dominance of energy” condition [274] on
the sources
ρ2
ADM
− γijjijj ≥ 0 (6.10)
holds for all ψ > 0, if
ρADM = ψ
−8ρ˜, (6.11)
because then
ρ2ADM − γijjijj = ψ−16
(
ρ˜2 − γ˜ij j˜ij˜j
)
. (6.12)
The other outstanding choice is
ρADM = ψ
−6ρ˜, (6.13)
because one has “mass conservation” in this case in the form∫
Σ
ρADM
√
detγ d3x =
∫
Σ
ρ˜
√
detγ˜ d3x, (6.14)
which follows from √
detγ = ψ6
√
detγ˜. (6.15)
We have chosen equation (6.11), such that equation (6.7) becomes:
∇˜2u = −2pi
(
1 + αu
α
)−3
ρ˜. (6.16)
This solution uses the assumption Kij = 0. However, as was shown in
section 2.5.3, time-asymmetric data is also possible in general (see equa-
tion (2.88)). Since the matter velocities ji also have to vanish in this case,
adding matter sources follows a procedure similar to the one outlined above.
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6.4 Using BAM as the elliptic solver
We used two different elliptic solvers to solve the time-symmetric solution.
At the beginning of this work the only available and fast elliptic solver that
had been integrated into Cactus was a multigrid solver, written as standalone
code by Bernd Bru¨gman, BAM [273].
Because BAM is tightly coupled to a uniform grid, the version in Cactus
is also not maintained anymore and because uniform grids are often too
limiting for state of the art simulations, we had to switch to another solver.
However, the version of the code using BAM included also the possibility of
time-asymmetric initial data, which is not (yet) part of the new code.
6.5 Using TwoPunctures as elliptic solver
Looking for a new solver, we had a list of needed properties in mind: it had
to provide the solution on a mesh refined grid, it had to be fast and it should
be easy to use. All of these points could be addressed by a Cactus thorn
called TwoPunctures, written by Marcus Ansorg [275], which is calculating
initial data for two puncture black holes using a spectral method.
However, this method has a limitation. It only uses one domain to cover
the interior and exterior of the star. This is a limitation, because spectral
methods converge exponential only if the functions are infinitely differen-
tiable. This is not the case at the surface of the star in this problem. Some
metric components are only two times differentiable. We therefore cannot ex-
pect exponential convergence. Future work will go into extending this solver
to at least two domains, one for the interior and one for the exterior of the
star.
6.5.1 The Method
The code already solved York’s procedure in vacuum. It is used to obtain
initial data for a binary black hole problem. The equation for the momentum
constraint equation is not changed by the inclusion of matter, provided that
the matter velocities are zero (see equation (2.82)). However, the Hamilto-
nian constraint equation with matter has an additional term on the right
hand side:
∇˜2ψ − 1
8
ψR˜− 1
8
ψ5K2 +
1
8
ψ5KijK
ij = −2piψ5ρADM. (6.17)
We will first outline the spectral method we used without matter (for details
see [275]) before the term for the matter is introduced.
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The basic form of the elliptic equation to be solved for a function u is
f(u) = δu+ %(u) = 0. (6.18)
Here δ denotes the Laplace operator and % is a source term which in gen-
eral depends on u. To compactify the space we will introduce a coordinate
transformation from a Cartesian grid (x, y, z) to (A,B, φ)
x = b
A2 + 1
A2 − 1
2B
1 +B2
, (6.19)
y = b
2A
1−A2
1− B2
1 +B2
cosφ, (6.20)
z = b
2A
1−A2
1− B2
1 +B2
sinφ, (6.21)
with b being the separation of the two singularities and
A ∈ [0, 1], B ∈ [−1, 1], φ ∈ [0, 2pi], (6.22)
where φ is the standard azimuthal coordinate in a spherical polar coordinate
system. u has to obey a physical falloff condition at spatial infinity,
lim
r→∞
u = 0, (6.23)
and because the variable A is introduced such that
r →∞⇐⇒ A→ 1, (6.24)
we can ensure this falloff by defining a function U as
u = (A− 1)U. (6.25)
The computational domain (A,B, φ) will then be discretised in such a way
that
Uijk = U(Ai, Bj, φk), (6.26)
with
0 ≤ i < nA, 0 ≤ j < nB, 0 ≤ k < nφ. (6.27)
Ai, Bj and φk are chosen to be
Ai = sin
2
[
pi
2nA
(
i+
1
2
)]
, (6.28a)
Bj = − cos
[
pi
nB
(
j +
1
2
)]
, (6.28b)
φk = 2pi
k
nφ
. (6.28c)
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Figure 6.4: The coordinate lines of A and B, on the left hand plot on the
Cartesian grid, on the right hand plot on its own grid. The arrows denote
the location of the singularities (b = 30).
Note that we do not introduce a coordinate transformation on φ. The left
hand side of figure 6.4 shows the coordinate lines of A and B on the Cartesian
grid (φ suppressed). It is clearly visible that the resolution is highest near the
punctures sitting at the locations indicated by the arrows. The resolution is
decreased between them and further decreases as infinity is approached.
By the inverse of the coordinate transformation (6.19) this is mapped
to the rectangular box shown at the right hand side of figure 6.4. The
arrows again mark the location of the punctures and spatial infinity has
been compactified to the surface A = 1. Note that this is a surface because
these plots suppress the unchanged φ coordinate.
By this special coordinate transformation, in addition to achieving com-
pactification, one ensures an important property for the function u, which
is being solved for, namely that it is infinitely differentiable in the whole
domain, even near or at the puncture locations in the case of zero momenta
of the punctures. This ceases to be true if a stellar surface is present, as
this introduces functions that are not infinitely differentiable. In the case
of nonzero momenta, logarithmic terms appear at spatial infinity (A = 1),
but the overall solution can still be found. We will focus only on the case of
vanishing momenta. More details can be found in [275].
The nonlinear equation (6.18) is solved with a Newton-Raphson method.
The solution U is written as
U = lim
N→∞
UN , (6.29)
UN+1 = UN − VN , (6.30)
where VN satisfies the linear problem
JNVN = bN (6.31)
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with
JN =
∂f
∂U
(UN) (6.32)
bN = f (UN ) . (6.33)
There are a number of ways to solve a linear system arising from spectral
methods. The main problem here is not of mathematical nature, but is the
efficiency. Here we use a preconditioned “Biconjugate Gradient Stabilized”
method [276].
This approach so far only solves for vacuum spacetimes optionally includ-
ing two punctures with possible momenta. We extended this to spacetimes
including matter. However, this is restricted to vanishing momenta of the
involved objects so far. The reason is that in the case of two punctures in
vacuum, the momentum constraint can be satisfied trivially since the needed
quantities are known analytically. When matter is present however, this is
no longer the case and the momentum constraint must be solved together
with the Hamiltonian constraint. This can be done in a way similar to the
one for the Hamiltonian constraint and will be the focus of future work.
The inclusion of the matter term is now straightforward and done as
described in section 6.3, by solving equation (6.16) under the assumption
that the matter density near the singularity is zero.
Figure 6.5 shows a flowchart of the procedure. The solution has to be
evaluated (or interpolated) onto the finite difference, Cartesian grid. While
this is a conceptionally simple operation, it often takes longer (in computer
time) than to find the solution itself. In typical simulations (see section 6.5.2)
it is up to ten times more computationally expensive. This depends strongly
on the resolutions of the grid for the spectral method and the one of the
Cartesian grid. However, this operation has the the advantage that it can
be parallelised very easily, which is not the case for the elliptic solver. Thus,
the number of processors used also changes the ratio between the time spent
in finding the solution and in evaluating it onto the Cartesian grid.
However, we did not address one problem: spectral methods assume that
the underlying functions are infinitely differentiable. In this case, they reach
exponential convergence. Because of this, they often have much higher accu-
racy, compared to similar finite difference methods using the same resources.
However, spectral methods do not work so well on functions which are not
infinitely differentiable. In the case of the spectral method used here, the
non-differentiability at the punctures is hidden in a coordinate transforma-
tion, thus it shows exponential convergence (see [275]). However, this is not
expected anymore if a matter source in the form of a TOV star is included.
The reason for this is that the metric terms are only two times differentiable
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Figure 6.5: Flowchart of the procedure of solving the initial value problem
using the TwoPunctures method including matter.
at the surface of the star. Because of this, we do not expect exponential
convergence.
6.5.2 Results
In this subsection we will present tests of the TwoPunctures method, mainly
convergence tests. Because convergence was already shown for the case of one
and two black holes (see [275]), We will concentrate on solutions including
source (matter) terms. The TOV solution is a natural candidate for this,
because the solution is known analytically. After showing convergence in
this case, the convergence for the mixed binary case will be presented.
Single TOV Star
Consider a configuration of one TOV star with a mass of 1.14M (2.27 ×
1033g), which with Γ = 2 and K = 100 leads to a coordinate radius of about
9.25M. This star is placed on the x-axis, at the location of one of the two
punctures of the spectral grid (x = −30), and both puncture masses are set
to zero. A flat metric (Minkowski) is used as initial guess for the elliptic
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solver. As the solution is known to very high accuracy, this is used to test
the method and the code.
There are two different parts which have to be tested: the convergence of
the spectral solver to the real solution and the convergence of the evaluation
of the spectral solution onto the Cartesian grid. Note that for the first
case it is not practical to plot the convergence factor as defined in equation
(3.27), because the shape of the underlying variables changes with changing
resolution (because the colocation points of the spectral method change) and
there are many zero-crossings. However, it is possible to show the convergence
of the 2-norm of the Hamiltonian constraint violation. For the case of the
convergence of the evaluation of the spectral solution onto the Cartesian grid,
using the convergence factor itself is possible, but only for quantities which
rely on (finite difference) derivatives of the evaluated variables. The ideal
candidate for this is, again, the Hamiltonian constraint violation.
Figure 6.6 shows the Hamiltonian constraint violation along the x-axis
nearby the star and figure 6.7 shows the same over the whole domain, both
scaled for second and third order convergence. Both figures suggest a con-
vergence rate of third order. The violations near x = 30 result from errors
near one of the corners of the grid of the spectral solver.
However, as can be seen from figures 6.8 and 6.9, which show the same
for lines parallel to the y-axis through the centre of the neutron star and the
location of the second “puncture”, this is not the case in the whole domain.
These figures suggest only second order. Because of limitations of computer
time, the computational domain of these simulations only covers a thin “bar”
(e.g. 7×7×800 points) parallel to the axes. Two-dimensional or even three-
dimensional simulations with the same resolution are not possible for memory
or runtime reasons.
Figures 6.10 and 6.11 show the norm of the Hamiltonian constraint vio-
lation for different spectral resolutions in a log-log plot together with lines
indicating the slope of convergence orders of 2.5 and 3. These plots suggest
an order convergence of at least 2.5. However, we are aware that this is only
the norm over the computed domain (which is in both cases a very narrow
box in one particular direction) and this is an averaged quantity.
Because the convergence rate is only of third order in a specific region
(the x-axis), and of second order otherwise, we can only state second order
for the whole method. This is in agreement with our expectations, that we
cannot reach exponential convergence.
For the tests of the evaluation we use the Hamiltonian constraint violation
again. We expect second order convergence, because the finite difference
methods for calculating these violations from the evaluated quantities are
second order, but as we show in the following, this is not achieved in the
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Figure 6.6: Scaled Hamiltonian constraint convergence for second order (up-
per plot) and third order (lower plot) along the x-axis nearby a single neutron
star (TOV) with its centre at x = −30 and for different spectral resolutions.
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Figure 6.7: Scaled Hamiltonian constraint convergence for second order (up-
per plot) and third order (lower) along the x-axis of the entire computational
domain including a single neutron star (TOV) with its centre at x = −30
and for different spectral resolutions.
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Figure 6.8: Scaled Hamiltonian constraint convergence for second order (up-
per plot) and third order (lower plot) parallel to the y-axis through the centre
of a single neutron star (TOV), which is located at y = 0. Different lines
denote different spectral resolutions.
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Figure 6.9: Scaled Hamiltonian constraint convergence for second order (up-
per plot) and third order (lower plot) parallel to the y-axis for a single neutron
star (TOV), but through the location of the second “puncture”. Different
lines denote different spectral resolutions.
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Figure 6.10: Norm of the Hamiltonian constraint along the x-axis nearby
the neutron star (TOV) (upper plot) and including the whole domain (upper
right) for different spectral resolutions. The solid line corresponds to a third
order convergence as comparison.
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Figure 6.11: Norm of the Hamiltonian constraint parallel to the y-axis,
through the centre of the neutron star (TOV) (upper plot) and into the same
direction through the location of the second “puncture” (lower plot), both
for different spectral resolutions. The solid line corresponds to a third order
convergence and the dashed line to a convergence order of 2.5 as comparison.
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whole domain.
The spike at the x-axis in figure 6.8 is due to errors near the boundary
of the spectral grid at y = 0. This causes non-smooth first derivatives per-
pendicular to the x-axis in the metric. Because the Hamiltonian constraint
uses first and second derivatives of those, this small error is the cause of the
complete absence of convergence on the x-axis when changing the resolution
of the Cartesian grid, which is shown in figure 6.12. However it converges to
zero with increasing spectral resolution. We conclude that the evaluations
used indeed converge at an order of two, except near the x-axis, where this
is impossible because of errors in the evaluated function.
Since this is a convergence test using the TOV solution, which is known
to very high precision, we cannot only compare results for different spectral
resolutions with each other, but also compare with the exact result. This is
done in figures 6.13 to 6.15. These show the error of the conformal factor,
scaled for second and third order of convergence. Figure 6.13 shows that on
one side of the star, which is at approx. x = −39M, the solution is only
second order convergent, while near the other side the convergence rate is
three.
Figures 6.14 and 6.15 show a slice through the centre of the star and the
location of the second “puncture”, in both cases parallel to the y-axis. This,
again, does not show third order convergence, but clearly at least second
order.
That the surface of the star is a difficult region for the spectral represen-
tation is visible in figures 6.6 and 6.9 (the coordinate-radius of the star is
≈ 9M). This is expected because the source terms are not infinitely differ-
entiable there. We believe that the overall second order of the convergence
is caused by this. We also have to use a quite high resolution (e.g. 60x60x4
as compared to 15x15x4 in the binary black hole case) to obtain reasonable
results (which can be seen in figure 6.16). This dramatically increases the
runtime for initial data, but it is still tolerable (several hours to a day at
most on a normal workstation).
Mixed binary data
Because we already have shown convergence of the evaluation onto the Carte-
sian grid in section 6.5.2 and this is not changed here, we concentrate on con-
vergence with changing spectral resolution. Note that we do not use uniform
grids for these data, because for practical reasons it is not possible to use
the resolution needed to resolve the black hole in the entire computational
domain, which also covers the neutron star. Instead, we use box-in-box mesh
refinement.
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Figure 6.12: Convergence factor of the Hamiltonian constraint for increasing
resolution of the Cartesian grid. The slices shown are parallel to the y-
axis, through the star (upper plot) and through the location of the second
“puncture” (lower plot).
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Figure 6.13: Error in the conformal factor for different spectral resolutions
along the x-axis, through the star, scaled for second order (upper plot) and
third order (lower plot) of convergence.
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Figure 6.14: Error in the conformal factor for different spectral resolutions
parallel to the y-axis, through the centre of the star, scaled for second order
(upper plot) and third order (lower plot) of convergence.
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Figure 6.15: Error in the conformal factor for different spectral resolutions
parallel to the y-axis, through the location of the second “puncture”, scaled
for second order (upper plot) and third order (lower plot) of convergence.
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Figure 6.16: Conformal factor plotted for different spectral resolutions, along
the x-axis (upper plot) and y-axis (lower plot) and zoomed to the centre of
the star at (x = −30M,y = 0M). The errors at low resolution are clearly
visible.
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Figure 6.17: Computational setup of the mixed binary problem discussed
here. Shown are the borders of the six mesh refinement levels. Due to the
use of reflection symmetry at the x-y and the x-z plane, we only have to use
grid points at positive y and positive z coordinates.
The physical setup for the following study is a neutron star with mass
1.14M and a black hole with mass 5M at a coordinate distance of 60M from
each other (b = 30). The initial velocities are zero, the initial data is confor-
mally flat and time-symmetric. We vary the resolution of the spectral solver
to test the convergence of the scheme.
The setup of the computational domain is sketched in figure 6.17. We use
six levels of mesh refinement, of which three are refining the region around
the black hole which needs higher resolution due to its small size compared
to the neutron star. Due to the use of reflection symmetry at the x-y and
the x-z plane, we only have to use grid points at positive y and positive z
coordinates.
The Hamiltonian constraint violation, scaled to second and third order of
convergence, is plotted in figures 6.18 and 6.19, which suggests a convergence
order between two and three, except near the boundary, where it does not
converge at all. However, the constraint violation is very small in that part of
the domain (≈ 1×10−9) and, as will be shown later, the errors in an evolution
are much larger. To quantify the convergence order further, the norm of
the Hamiltonian constraint violations for different resolutions is shown in
figure 6.20 together with a line indicating second order convergence. Provided
that the resolution on the Cartesian grid is high enough, this shows roughly
second order convergence while changing the spectral resolution.
Figure 6.21 shows the ADM mass (see equation (4.6)) of the system for
different spectral resolutions and evaluated on the spectral grid, which is
compactified and includes spatial infinity (the ADMmass is defined at spatial
infinity), in contrast to the limited Cartesian grid. As one can see, the ADM
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Figure 6.18: Scaled Hamiltonian constraint convergence for second order of
convergence, parallel to the x-axis for a mixed binary system with the neutron
star centre at x = −30M and the black hole at x = 30M. The logarithmic
x-axis is used to visualise all refinement levels. The region at the center of
the black hole which is not shown due to this, is not important because it
will get excised in evolutions.
mass converges to a value of about 5.7808M and the order of convergence
computed from the three resolutions 30, 60 and 120 is about 2.1 and from
the three resolutions 60, 120 and 240 is about 3.1.
6.6 Evolutions of mixed binary data
This section contains preliminary results of evolutions of these initial data.
We are able to evolve it through the merger and obtain a black hole without
matter in its exterior. However, the data are not fully analysed yet and there
are still problems, which will be explained in the following.
We use the same initial data as in section 6.5.2. It is expected that the
two compact objects move towards the center of mass, which is located near
the black hole, because it is more massive.
We found three major problems while trying to evolve this data. The first,
and most serious one, is the spacetime excision scheme, which produces large
errors at the excision boundaries. This has already be seen and predicted
in work presented in chapter 4. These errors eventually propagate out of
the apparent horizon. While no physical signal could do that, gauge and
numerical effects are still able to cross that boundary. Without measures
against this, it would limit the runs to about 40M in coordinate time, while
the merger takes place in a coordinate time of approximately 300M. In
general it is not a good practice to use only the runtime as indication for
good or bad results. However, in this case the runtimes are so much below
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Figure 6.19: Scaled Hamiltonian constraint convergence for third order of
convergence, parallel to the x-axis for a mixed binary system with the neutron
star centre at x = −30M and the black hole at x = 30M. The logarithmic
x-axis is used to visualise all refinement levels. The region at the center of
the black hole which is not shown due to this, is not important because it
will get excised in evolutions.
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Figure 6.20: Norm of the Hamiltonian constraint along the x-axis for dif-
ferent spectral (x-axis) and resolutions of the Cartesian grid. The solid line
corresponds to a second order convergence as comparison.
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Figure 6.21: ADM mass for different spectral resolutions.
the expected time of a merger, that the use of the time of stability as measure
is justified.
The errors near the excision boundary manifest themselves as oscillations
in the evolved spacetime variables, e.g. γij and Kij. To attenuate this prob-
lem, we add a Kreiss-Oliger [277] dissipation term to the right hand sides of
their evolution equations and we do the same for the gauge quantities. The
dissipation term for a quantity q is of the type
fdiss = −diss(∆x)3(∂x)4q, (6.34)
where diss is the dissipation coefficient, which can be variable in space and
time. Using a fourth-order finite-difference representation of the partial
derivative, the dissipation term has the form
fdiss = −diss
16
(qi−2 − 4qi−1 + 6qi − 4qi+1 + qi+2)
∆x
. (6.35)
We apply this dissipation in the whole computational domain (because of
the second problem, discussed below) with a small value, outsidediss , which rises
inside the apparent horizon with a constant, steep slope to its maximal value,
insidediss . We found that the value of the slope is not changing the stability of
the runs significantly and use a very steep one, which effectively is nearly a
step-function, as can be seen in figure 6.22, where we already use the optimal
values in our case of outsidediss = 0.01 and 
inside
diss = 0.1. We justify these values in
the following.
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Figure 6.22: Dissipation coefficient inside
diss
near the black hole. The location
of the apparent horizon is indicated with the dashed line. The value around
x = 30 is lower because this is inside the excision region, where the value
does not matter.
The dependence of insidediss on the stability of the simulations is shown in
figure 6.23, using outside
diss
= 0. The optimum value is approximately inside
diss
=
0.1, which we use in the following.
The second problem while evolving these data is connected to the use of
mesh refinement. The problem with the introduction of refined grids is the
natural introduction of refinement boundaries. Small errors are introduced
at these boundaries, which can easily lead to instabilities of the code (e.g.
see [247]). One commonly used possibility to cure those small oscillations,
which eventually trigger instabilities, is again dissipation. But in contrast to
the dissipation applied inside the apparent horizon, a value of outside
diss
= 0.01
is usually enough. The effect of this dissipation outside the apparent horizon
on the life-time of the simulations is shown in figure 6.24. There we show
the dependency of the life-time on the size of the excision region with and
without dissipation outside the apparent horizon. The excision region is in
all cases a sphere with a fixed radius. Note that without the small dissipation
outside, the lifetime does not seem to have a precise dependence on the size
of the excision region. We believe that this is caused by the small errors
at the refinement boundaries interacting with the errors from the excision
region (which are strongly depending on the shape of the excised region).
However if we apply a small dissipation in the whole computational domain,
these errors are damped and the simulations have a longer life-time, which
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Figure 6.23: Runtime (in coordinate time) depending on the value of the
dissipation coefficient insidediss near the black hole, with 
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Figure 6.24: Shown is the runtime (in coordinate time) of the evolutions. The
solid line represents simulations with outsidediss = 0, the dashed line represents
simulations with outside
diss
= 0.01. As can be seen, a small amount of dissipation
does not only increase the runtime, it also reduces the undesired dependence
of the runtime on the size of the excision sphere.
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shows only a weak dependence on the size of the excision region.
The third of the problems encountered is related to the motion of the
black hole and it is the cause of the crashes of the simulations shown in
figure 6.24. This is the obvious consequence of the fact that the excised
region is held fixed.
If nothing is done to prevent the black hole from moving, a very steep
gradient of the metric develops near the excision boundary of the black hole
towards the neutron star (grid stretching). Eventually, this peak cannot be
resolved anymore, and a code crash inevitably follows.
An obvious solution to this problem is to allow for the motion of the
excised region, which, in turn, requires a proper handling of the regions of
the grid that need no longer to be excised, but rather to be populated with
relevant data (see e.g. [216, 233, 278]). This is technically possible, but not
yet implemented in our code. Another possibility would be to let the excision
region grow while making sure that all points inside this region stay inside.
While this could indeed potentially increase the life-time, it is limited by the
size of the apparent horizon (which can also shrink during the simulation,
and actually does so during the merger, as will be shown later in figure 6.30)
and the distance (in coordinate length) the black hole is moving. The third
possibility, which has proven to be successful in our implementation, is to try
to minimise the black hole movement by steering the shift vector according
to the position of the apparent horizon. This idea is not new; it was already
mentioned in [142, 279].
We used the latter possibility in the following. In addition to the Gamma-
driver shift condition, mentioned in section 2.7, we use a constant shift cor-
rection depending on the position of the apparent horizon. The shift is then
adjusted, using a damped, harmonic oscillator approach, such that the posi-
tion is driven back to a desired place. This is similar to the approach used
in [37].
Assume the desired position to be xd, the actual measured position to be
xm and define xh ≡ xm − xd. Then the contribution to the shift evolution
which is coming from this correction can be calculated using a damped,
harmonic oscillator
T 2x¨h + 2Tdx˙h + xh = 0 (6.36)
with T defining the timescale and d the damping factor of the oscillator. This
leads to
x¨h = − 1
T 2
(2Tdx˙h + xh), (6.37)
which is added to the right hand side of the evolution equation for the shift
vector (2.118), for each coordinate direction.
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The constants T and d have to be adjusted according to the specific
problem, where excessively small values for T or excessively large values for
d can lead to instabilities. A too large value for T reduces the effect of this
correction and is not helpful. A too small value for d can lead to undesired
oscillations in the shift. We found that values of T = 10 and d = 1 work best
in our particular case. Using this correction, the position of the black hole
can be held fixed allowing for the evolution to proceed and it increases the
life-time of the simulations from ≈ 230M to ≈ 1700M.
As expected, both objects start to move towards the center of mass.
However, because we use the shift to keep the black hole at a fixed position
on the grid, only the neutron star appears to be moving in these coordinates.
This can be seen in figures 6.25 to 6.28, which shows snapshots of the rest
mass density together with the apparent horizon of the black hole, plotted
over the x-y-plane. This shows a direct merger, no matter is left outside the
apparent horizon.
In the early phase of the simulation, the neutron star starts to oscillate
for a little less than one period of the fundamental frequency, before the
influence of the black hole starts to show as an increasing frequency of the
oscillation and finally the star is captured. The maximum density of the
star is shown in figure 6.29 together with a trigonometric function with the
frequency of the fundamental mode of the unperturbed star (at ≈ 1.28kHz),
measured in a separate simulation. Despite the fact that the procedure of
obtaining the initial data in general changes the physical quantities of the
initial guess, the two frequencies are, at least at the beginning of the merger,
remarkably similar.
The black hole is not oscillating before the merger, but is expected to
start damped oscillations afterwards. The frequency of the quasi normal
mode for a black hole [280, 281] with l = 2 and n = 0 is approximately
f ≈ 0.37367× 2pi(5142Hz)× (M/M). (6.38)
Figure 6.31 shows the ratio of the circumferences of the black hole in the
yz/xy-planes for two different resolutions and a fit with a frequency of
f = 2.06kHz as comparison. Using equation (6.38), this corresponds to a
black hole mass of ≈ 5.86M. The agreement with the measured mass of the
apparent horizon in the simulation using the higher resolution is remarkable
(see figure 6.32). However, this ceases to be the case for lower resolution.
This shows that high resolution near the black hole apparent horizon is cru-
cial.
The mass of the apparent horizon is plotted over time in figure 6.32.
Before merger, the mass should be approximately constant, but shows a
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Figure 6.25: Rest mass density and apparent horizon shape in the x-y-plane.
Shown are times from 0M to 350M in steps of 50M (from top left to bottom
right).
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Figure 6.26: Isocontours of the rest mass density and apparent horizon shape
in the x-y-plane. Shown are times from 0M to 350M in steps of 50M.
6.6. EVOLUTIONS OF MIXED BINARY DATA 163
 0
 5
 10
 0  10  20  30  40
y
x
t = 265M = 1.31ms
 0
 5
 10
 0  10  20  30  40
y
x
t = 275M = 1.35ms
 0
 5
 10
 0  10  20  30  40
y
x
t = 285M = 1.40ms
 0
 5
 10
 0  10  20  30  40
y
x
t = 295M = 1.45ms
Figure 6.27: Isocontours of the rest mass density and apparent horizon shape
in the x-y-plane. Shown are times from 265M to 295M in steps of 10M.
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Figure 6.28: Isocontours of the rest mass density and apparent horizon shape
in the x-y-plane. Shown are times from 305M to 335M in steps of 10M.
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Figure 6.29: Shown is the maximal rest mass density ρ over time (solid
line) and as comparison a trigonometric function with the frequency of the
fundamental mode of the unperturbed star of f ≈ 1.28kHz.
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Figure 6.30: Shown is the coordinate radius of the black hole for two differ-
ent resolutions, depending on time. For a short time after the start of the
simulation, the radius increases from 2.5M to more than 4M, because the
shift is not yet large enough the prevent the grow. At the time of merger,
the radius shortly and rapidly decreases, in order to increase to reach a more
or less stable value. In this high-resolution case, however, this value is slowly
decreasing.
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Figure 6.31: Shown is the ratio of the circumferences of the black hole in
the yz/xy-planes for two different resolutions and a fit with a frequency of
f ≈ 2.06kHz as comparison.
small, constant drift to higher masses. There is some spurious radiation
content in the spacetime initially, which could cause such a drift. However,
this drift decreases strongly with increasing resolution, as can be seen in
the zoomed figure 6.33. This indicates that the drift is not due to spurious
radiation, but is a numerical effect. At t ≈ 300, the neutron star merges with
the black hole, thus the mass of the apparent horizon increases. After the
neutron star is captured and no more matter is falling into the black hole, its
mass is again nearly constant in the low-resolution case, and starts to decrease
slightly in the high-resolution case. This decrease is due to numerical errors,
which we believe are due to the slightly decreasing apparent horizon radius.
This could be cured by an adapted shift condition in future simulations.
The mass of the final black hole should not be greater than the initially
measured ADM mass. In fact, it should be a bit smaller, because part of
the energy of the system should have been radiated out of the computational
domain in form of gravitational waves. However, in our simulations the mass
of the final black hole is larger than the ADM mass. Part of this error is
coming from the drift of the measurement of the apparent horizon mass. In
figure 6.34, the effect of the drift has been removed by subtracting the mass
increase produced by it until the merger. This shows, that the difference of
the mass of the final black hole and the ADM mass is not only caused by
the drift, but is also a result of the truncation error. This suggests that the
resolution is still not adequate to resolve the merger correctly. The zoomed
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Figure 6.32: Mass of the apparent horizon over time for two different resolu-
tions and compared to the ADM mass, which is measured on the initial data
and which is different on the finite computational domain, as is indicated by
the error bars.
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Figure 6.33: Mass of the apparent horizon over time for two different resolu-
tions and zoomed to visualise the resolution-depending drift.
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Figure 6.34: Mass of the apparent horizon over time with the effect of the
mass drift removed for shortly before merger (t = 280M) for two different
resolutions and compared to the ADM mass, which is measured on the initial
data and which is different on the finite computational domain, as is indicated
by the error bars.
figure 6.35 shows that the steep mass increase is not resolved correctly at low
resolution and is potentially also not well resolved at the high resolution used
here. However, simulations with even higher resolution are computationally
so demanding, that they have to be the topic of future work.
Another possible source for this difference, or part of it, could be errors
coming from the excision boundary. The problem is that during the merger,
the coordinate radius of the apparent horizon shortly decreases below its
nearly constant value before the merger, as can be seen in figure 6.30. Hence,
also the distance between the apparent horizon and the excision boundary
decreases, and the errors coming from this boundary might influence the
exterior of the black hole. This undesired effect of a shrinking apparent
horizon radius is due to the shift condition we use. We plan to investigate in
modifications to this condition to attenuate or eliminate this effect.
However, it is not expected that the mass of apparent horizon after the
merger converges to the ADM mass measured initially. The reason is that
the ADM mass has to be measured at infinity. Using finite grids, as we do
here, results in an error, which depends on the location of the boundary.
The larger the computational domain is, the smaller this error is. We used
a variant of equation (4.6) to calculate an approximation to the ADM mass
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on the finite grid:
MADM =
1
16pi
∮
∞
α
√
γγijγkl(γik,j − γij,k) dSl. (6.39)
This differs from equation (4.6) by the factor α inside the integral. For
evaluations of those equations at infinity, α = 1 is assumed, and they are
equal. For evaluations at a finite distance, however, this is usually not the
case and the approximation of the ADM mass is gauge-dependent [230].
This approximation of the ADM mass can be used to obtain a lower limit
on the error of the ADM mass in the system. For our case, the value given
by the approximation, using equation (6.39) because α 6= 1, and measured
using a surface of finite size (the largest possible cuboid, due to the shape of
the computational domain), is ≈ 5.93M, which is indicated as error bar in
figure 6.34. That this error is indeed decreasing with increasing size of the
computational domain, and is approaching the value measured at infinity, is
shown in figures 6.36 and 6.37. This shows, that much larger computational
domains are needed to reduce the error on the mass of the final black hole.
One important quantity to monitor the quality of a simulation is the
violation of the constraints. Figure 6.38 shows the 2-norm of the Hamiltonian
constraint violations plotted over time. Soon after starting the simulation,
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Figure 6.36: Shown is the dependence of the values of two different approxi-
mations of the ADM mass, both using a surface integral over a cuboid, on the
size of that cuboid. The value evaluated at infinity is shown as comparison.
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Figure 6.38: 2-norm of the Hamiltonian constraint violation over time. The
time of merger is ≈ 300M. The value of the 2-norm of the Hamiltonian
constraint is larger for higher resolution because the errors near the excision
boundary are bigger in this case and they dominate the 2-norm, and because
convergence is lost after ≈ 100M
the norm increases from the value of the initial data (≈ 2.5 × 10−6) by
roughly three orders of magnitude. This indicates that the errors of the
initial data are much smaller than the errors introduced by evolving these
data. At the time of merger (t ≈ 300M), the violation increases rapidly by
an order of magnitude, but after the merger, it settles to a smaller value than
post-merger. The rise is due to the matter crossing many mesh refinement
boundaries and finally the excision boundary. The fall to lower constraint
violations after the merger is due to the fact that after the merger no matter
is left1.
From shortly after the merger up to t ≈ 1700M the violation is roughly
constant, but then a rapid instability appears. The value of the 2-norm of
the Hamiltonian constraint is larger for higher resolution because the errors
near the excision boundary are bigger in this case and they dominate the
2-norm.
It is very important to test convergence of a numerical code not only of the
initial data, but also during the simulation. Evolutions with lower resolution
1The term on the right-hand-side of the Hamiltonian constraint equation (2.35) has
to cancel with the other terms in the presence of matter, which does not hold for the
truncation error of those parts. However, in the absence of matter, the truncation error
coming from the matter terms is zero, leading to an overall smaller truncation error.
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than ∆x = 0.125M in figure 6.20 can not be used because they resolve the
problem too poorly. This is partly due to the fact that the excision region
has to have a minimum size of about ≈ 8 points in the radial direction, while
on the other hand, it should be as small as possible compared to the apparent
horizon radius to minimise the impact the excision boundary conditions have
on the region near and outside the apparent horizon.
If the finest grid has ∆x = 0.125M, an excision sphere with at least 8
points in radial direction has a radius of 1M while the initial apparent horizon
radius of the black hole is 2.5M. In the following, we will use an excision
region of radius 1.14M.
Higher resolutions than ∆x = 0.125M are possible, but the computational
requirements increase by a factor of sixteen every time the resolution is dou-
bled. Using double resolution we show convergence (or the lack of it) up to
a time of 400M in figure 6.39. Except at a very low value of the Hamiltonian
constraint violation (≈ 5×10−9), the initial data shows second-order conver-
gence. The lack of convergence at this low level is not problematic, because
the errors introduced by the boundary and the evolution are much bigger. At
t = 100M the simulation is still second-order convergent in most parts of the
domain. The exceptions are the region a few points away from the excision
boundary, which is to be expected because the excision boundary condition
is not fulfilling Einstein’s equations, and the region near the outer boundary.
The boundary condition of the outer boundary also does not fulfill Einstein’s
equations. These errors are polluting the interior of the evolution with the
speed of light. The shortest distance from the center of the domain to the
outer boundary is 100M. At t = 400M, these errors had time to cross the
domain already up to two times and the convergence is destroyed.
There are two possibilities to overcome this problem. The first and elegant
way would be to improve the outer boundary conditions. A lot of effort has
already gone in that direction (e.g. [117, 246, 282–287]). However, we are
not aware of better boundary conditions available for our situation at the
moment. The other possibility is to put the outer boundary as far away
from the interesting region as possible by using a large, coarse grid. This is
computationally very expensive, but it is the most practical solution at the
moment.
6.7 Future Work
While we are now able to simulate the merger of a black hole and a neutron
star using time-symmetric and axisymmetric initial data, there are still prob-
lems to be solved. The first is that we have to be able to show convergence
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Figure 6.39: Hamiltonian constraint violation along the x-direction for two
resolutions, scaled for second order of convergence. Shown are times from
0M to 400M in steps of 100M (from top down).
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of the simulations even after the merger. This is related to the quality of
the outer boundary conditions. To reduce the effect of the errors from these
conditions, the position of the outer boundaries will have to be set much
further away from the binary system. This requires further, computationally
more expensive simulations because of the bigger computational domain.
Another problem is the error coming from the excision boundary condi-
tions on the spacetime variables. Dissipation is able to attenuate, but not
solve this problem. Excision boundary conditions for the spacetime variables
are a long-standing problem (e.g. [133, 217–220]), but they still have to be
investigated in future work. There is hope, that this problem can be solved
in the near future. One reason for this belief is the presence of analytical
studies of such boundaries, e.g. based on summation by parts techniques
as in [213, 214, 233], which show much better behaviour near the excision
boundary. Another reason are upcoming codes using multipatch techniques
in which it is natural to align excision boundaries to grid boundaries and
which show extraordinary stability near the excision region [234].
The techniques described in this thesis can in principle also be applied
to the creation of initial data for a binary system of two neutron stars and
its evolution. Comparing the differences of mergers of binary black hole,
mixed binary and binary neutron star systems, in particular differences in
the produced gravitational waves, would also be very interesting.
Future work is not only necessary on the evolutions, also the initial data
will have to be extended. The current initial data solver is limited to time-
symmetric initial data, because the momentum constraints of Einstein’s field
equations are not solved. We do not expect major problems in removing this
limitation, because this already had been done once (see section 6.4) for an
old code.
Once this is resolved, a wide and detailed study of mixed binary systems
can be started. The main goals are, firstly, to understand the dynamics
of such systems better, e.g. the occurrence and form of disruption of the
neutron star before merger, and secondly, to extract the gravitational wave
signals from those merger simulations.
However, it is likely that some of the many simplifications of the currently
used model also have to be lifted to gain physically meaningful data. Some
of the possible improvements are more realistic EOSs and the treatment of
magnetic fields, on which work is already going on (see e.g. [288, 289]).
The methods and simulations presented in this thesis are only a start-
ing point for detailed studies of binaries of a neutron star and a black hole.
Both, improved methods and models, and simulations using higher resolu-
tions and/or better adapted coordinates (e.g. multi-grid-models), will have
to be the focus of future work.
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Such detailed studies of mixed binary systems are expected to give infor-
mation about the radiated gravitational waves and may also help to clarify
the processes involved in short gamma ray bursts [25].
6.8 Summary
In this chapter, different approaches for obtaining initial data for a mixed
binary system have been discussed. These methods have in common that
they solve the elliptic equation for the Hamiltonian constraint in the York-
Lichnerowicz conformal decomposition. The currently used solver uses spec-
tral methods with adapted coordinates on one domain.
In the second part of the chapter, preliminary results of evolutions us-
ing the previously discussed initial data are shown. A number of problems
encountered, and how they can be solved or at least attenuated, is mentioned.
One of these problems is the error, which is introduced by the excision
boundary conditions on the spacetime variables. We show, that the use of
dissipation in the region between this boundary and the apparent horizon
can attenuate this problem. However, better excision boundary conditions
for the spacetime variables will have to be the focus of future work.
The second problem is that small errors coming from the mesh refinement
boundaries possibly lead to instabilities. We show, that the use of a very
small amount of dissipation, also outside the apparent horizon, can stabilise
the simulations.
The third, big problem is connected with the motion of the black hole. As
expected, the black hole starts to move towards the center of mass. However,
the excision region covering parts of the interior of the black hole is fixed on
the grid of the simulation. We show, that an additional correction term to
the shift can be used to minimise the movement of the black hole on the
grid. This gauge choice allows evolutions which are stable even for a long
time after merger.
The simulations are stable at least for a time of≈ 1700M after the merger,
which happens at t ≈ 300M. This is important for future work on extraction
of gravitational waves because of the time the waves need to travel to the
far-field, where the extraction has to be done.
A last problem which is most probably the result of the previously men-
tioned ones is the lack of convergence after some evolution time. We believe,
that this is connected to errors coming from the outer boundary. A bigger
computational domain decreases and delays this error growth near the bi-
nary, but such simulations are computationally very expensive and will be
the focus of future work.
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Summary
We described in this thesis, how one of the main obstacles in the way towards
a simulation of a merger of a neutron star and a black hole, the treatment
of the hydrodynamics at excision boundaries, can be removed. It has been
shown that these methods are tested and work reliably (see chapter 4). This
work has been published in Phys. Rev. D 71, 104006 in 2005 [64].
We have underlined, that modifications to parts of the already existing
numerical schemes for the treatment of the hydrodynamics equations are
necessary in strong gravitational fields, e.g near a black hole. We have im-
plemented and tested these modifications (MPPM) and have shown that they
yield to accurate and convergent solutions.
The new excision methods for the hydrodynamics have been applied to the
study of the gravitational collapse of uniformly rotating neutron stars to Kerr
black holes (see chapter 5), which has been published in Phys. Rev. D 71,
024035 in 2005 [65]. The ability to successfully perform these simulations for
sufficiently long times relies on the already mentioned excision techniques
and suggests, that these methods also work well in the case of a merger of a
neutron star with a black hole.
Different approaches for obtaining initial data for such a system have
been discussed in the first part of chapter 6. These methods have in common
that they solve the elliptic equation for the Hamiltonian constraint in the
York-Lichnerowicz conformal decomposition. The currently used solver uses
spectral methods with adapted coordinates on one domain.
The second part of chapter 6 shows preliminary results of evolutions using
the previously discussed initial data. A number of problems encountered, and
how they can be solved or at least attenuated, is mentioned.
One of the problems is the error, which is introduced by the excision
boundary conditions on the spacetime variables. We show, that the use of
dissipation in the region between this boundary and the apparent horizon
can attenuate this problem. However, better excision boundary conditions
for the spacetime variables will have to be the focus of future work.
The second problem is that small errors coming from the mesh refinement
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boundaries possibly lead to instabilities. We show, that the use of a very
small amount of dissipation, also outside the apparent horizon, can stabilise
the simulations.
The third, big problem is connected with the motion of the black hole. As
expected, the black hole starts to move towards the center of mass. However,
the excision region covering parts of the interior of the black hole is fixed on
the grid of the simulation. We show, that an additional correction term to
the shift can be used to minimise the movement of the black hole on the
grid. This gauge choice allows evolutions which are stable even for a long
time after merger.
The results obtained with these corrections are still preliminary. The
simulations are stable at least for a time of ≈ 1700M after the merger, which
happens at t ≈ 300M. This is important for future work on extraction of
gravitational waves because of the time the waves need to travel to the far-
field, where the extraction has to be done.
A last problem which is most probably the result of the previously men-
tioned ones is the lack of convergence after some evolution time. We believe,
that this is connected to errors coming from the outer boundary. A bigger
computational domain decreases and delays this error growth near the bi-
nary, but such simulations are computationally very expensive and will be
the focus of future work.
Zusammenfassung
In dieser Dissertation wurde beschrieben, wie eine der gro¨ßeren Schwierigkei-
ten auf dem Weg zu Simulationen eines Zusammenstoßes eines Neutronen-
sterns und eines schwarzen Lochs, na¨mlich die Behandlung der Hydrodyna-
mik an Ausschneidera¨ndern, beseitigt werden kann. Es wurde dargelegt, dass
diese Methoden gut getestet sind und verla¨sslich arbeiten (siehe Kapitel 4).
Diese Arbeit wurde in Phys. Rev. D 71, 104006 (2005) [64] vero¨ffentlicht.
Es hat sich gezeigt, dass in starken Gravitationsfeldern A¨nderungen an
Teilen der schon existierenden numerischen Techniken fu¨r die Behandlung
der Hydrodynamikgleichungen notwendig sind. Wir haben diese A¨nderungen
(MPPM) implementiert und getestet und haben gezeigt, dass sie zu richtigen
und konvergierenden Lo¨sungen fu¨hren.
Die neuen Ausschneidemethoden fu¨r die Hydrodynamik wurden in einer
Studie zu gravitativem Kollaps gleichfo¨rmig rotierender Neutronensterne zu
schwarzen Lo¨chern (Kerr) angewandt (siehe Kapitel 5), die in Phys. Rev. D
71, 024035 (2005) [65] vero¨ffentlicht wurde. Die Fa¨higkeit, diese Simulationen
erfolgreich mit einer ausreichenden Simulationszeit durchzufu¨hren, ha¨ngt von
den genannten Ausschneidetechiken ab und deutet an, dass diese Methoden
auch im Fall einer Simulation eines Zusammenstoßes eines Neutronensterns
mit einem schwarzen Loch funktionieren.
Im ersten Teil des Kapitel 6 werden verschiedene Ansa¨tze fu¨r die Ge-
winnung von Anfangsdaten fu¨r solch ein System diskutiert. Diese Methoden
haben gemein, dass sie die elliptische Gleichung fu¨r die Hamiltonbedingung
im Formalismus der York-Lichnerowicz-konformen-Zerlegung lo¨sen. Der im
Moment verwendete Lo¨sungsalgorithmus benutzt spektrale Methoden mit an
das Problem angepassten Koordinaten fu¨r den gesamten Lo¨sungsbereich.
Im zweiten Teil von Kapitel 6 werden vorla¨ufige Ergebnisse von Evolutio-
nen der zuvor diskutierten Anfangsdaten gezeigt. Die Probleme beim Aufbau
solcher Simulationen und deren Lo¨sung beziehungsweise Abschwa¨chung sind
außerdem erwa¨hnt.
Eines dieser Probleme ist der Fehler, der durch die ungenu¨gend gute Aus-
schneidebedingung der Raumzeitvariablen entsteht. Wir konnten zeigen, dass
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Dissipation im Bereich zwischen dem inneren Rand und dem scheinbaren
Horizont des schwarzen Lochs das Problem abschwa¨chen kann. Natu¨rlich
wa¨ren bessere Ausschneiderandbedingungen der Raumzeitvariablen vorzu-
ziehen, mu¨ssen aber Gegenstand zuku¨nftiger Arbeit bleiben.
Ein zweites Problem sind die kleinen Fehler, die von den Gitterverfei-
nerungsgrenzen herru¨hren und unter Umsta¨nden zu Instabilita¨ten fu¨hren.
Wir haben gezeigt, dass eine schwache Dissipation, auch außerhalb des schein-
baren Horizonts, die Simulationen stabilisieren kann.
Das dritte der gro¨ßeren Probleme ha¨ngt mit der Bewegung des schwar-
zen Lochs zusammen. Erwartungsgema¨ß beginnt das schwarze Loch, sich auf
das Massezentrum zuzubewegen. Das Ausschneidegebiet, welches Teile des
schwarzen Lochs bedeckt, ist jedoch fest an das Simulationsgitter gebunden.
Wir konnten zeigen, dass ein zusa¨tzlicher Korrekturterm zur Verschiebung
der Koordinaten dazu benutzt werden kann, die Bewegung des schwarzen
Lochs auf dem Gitter zu minimieren. Diese Eichbedingung erlaubte stabile
Simulationen, sogar viel la¨nger als bis zum Zusammenstoß.
Die mit diesen Korrekturen erhaltenen Resultate sind jedoch als vorla¨ufig
zu betrachten. Die Simulationen sind fu¨r eine Zeit von mindestens 1700M
nach dem Zusammenstoß bei t ≈ 300M stabil. Das ist wichtig fu¨r die zuku¨nf-
tigen Pla¨ne, die Gravitationswellen des Zusammenstoßes in diesen Simulatio-
nen zu messen, weil die Wellen eine gewisse Zeit brauchen, um ins Fernfeld
zu gelangen, wo sie dann gemessen werden ko¨nnen.
Ein Problem, welches ho¨chstwahrscheinlich die Folge der schon genannten
anderen Probleme ist, ist das Fehlen von Konvergenz nach einiger Evolutions-
zeit. Wir glauben, dass dies mit den Fehlern, die von den a¨ußeren Ra¨ndern her
das Simulationsgebiet verunreinigen, zusammenha¨ngt. Ein gro¨ßeres Simu-
lationsgebiet wu¨rde diese Fehler vermindern und das Eintreffen im Zentrum
verzo¨gern, aber solche Simulationen sind sehr rechenintensiv und mu¨ssen
deshalb Thema zuku¨nftiger Arbeit bleiben.
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