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MAPS PRESERVING PERIPHERAL SPECTRUM OF GENERALIZED
PRODUCTS OF OPERATORS
WEN ZHANG AND JINCHUAN HOU
Abstract. Let A1 and A2 be standard operator algebras on complex Banach spaces X1 and
X2, respectively. For k ≥ 2, let (i1, ..., im) be a sequence with terms chosen from {1, . . . , k},
and assume that at least one of the terms in (i1, . . . , im) appears exactly once. Define the
generalized product T1 ∗T2 ∗ · · · ∗Tk = Ti1Ti2 · · ·Tim on elements in Ai. Let Φ : A1 → A2 be
a map with the range containing all operators of rank at most two. We show that Φ satisfies
that σpi(Φ(A1) ∗ · · · ∗ Φ(Ak)) = σpi(A1 ∗ · · · ∗ Ak) for all A1, . . . , Ak, where σpi(A) stands for
the peripheral spectrum of A, if and only if Φ is an isomorphism or an anti-isomorphism
multiplied by an mth root of unity, and the latter case occurs only if the generalized product
is quasi-semi Jordan. If X1 = H and X2 = K are complex Hilbert spaces, we characterize
also maps preserving the peripheral spectrum of the skew generalized products, and prove
that such maps are of the form A 7→ cUAU∗ or A 7→ cUAtU∗, where U ∈ B(H,K) is a
unitary operator, c ∈ {1,−1}.
1. Introduction
Linear maps between Banach algebras which preserve the spectrum are extensively studied
in connection with a longstanding open problem due to Kaplansky on invertibility preserving
linear maps ([1, 2, 3, 4, 5, 8, 11, 12] and the references therein). Recently, the study of
spectrum preservers without linearity or additivity assumption also attracted attentions of
researchers. One of interesting topics of this kind concerns the spectrum of products. In [15],
Molna´r characterized surjective maps Φ on bounded linear operators acting on a Hilbert space
preserving the spectrum of the product of operators, i.e., AB and Φ(A)Φ(B) always have the
same spectrum. This similar question was studied by Huang and Hou in [10] by replacing
the spectrum by several spectrual functions such as the left spectrum, spectral boundary,
etc.. Hou, Li and Wong [9] studied further the maps Φ between certain operator algebras
preserving the spectrum of a generalized product T1 ∗ T2 ∗ · · · ∗ Tk of low rank operators.
Namely, for all operators T1, T2, · · · , Tk of low rank the spectra of T1 ∗ T2 ∗ · · · ∗ Tk and of
Φ(T1) ∗Φ(T2) ∗ · · · ∗ Φ(Tk) are equal. The generalized product is defined as following.
Definition 1.1. Fix a positive integer k and a finite sequence (i1, i2, . . . , im) such that
{i1, i2, . . . , im} = {1, 2, . . . , k} and there is an ip not equal to iq for all other q. A generalized
product for operators T1, . . . , Tk is defined by
T1 ∗ T2 ∗ · · · ∗ Tk = Ti1Ti2 · · · Tim , (1.1)
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m is called the width of the generalized product.
Furthermore, if (i1, i2, . . . , im) is symmetrical with respect to ip, we say that T1 ∗T2 ∗· · · ∗Tk
is a generalized semi Jordan product; if
(ip+1, ip+2, . . . , im−1, im, i1, i2, . . . , ip−1) = (ip−1, ip−2, . . . , i2, i1, im, im−1, . . . , ip+2, ip+1),
(1.2)
we say that T1 ∗ T2 ∗ · · · ∗ Tk is a generalized quasi-semi Jordan product.
Evidently, this definition of generalized product covers the usual product T1T2, Jordan
semi-triple BAB and the triple one: {T1, T2, T3} = T1T2T3, etc.; the definition of generalized
semi Jordan product cover the Jordan semi-triple BAB and the product like T1 ∗ T2 ∗ T3 =
T2T
2
3 T1T
2
3 T2; the definition of generalized quasi-semi Jordan product covers the products like
A ∗B = BrABs and T1 ∗ T2 ∗ T3 = T2T 23 T1T 23 T 22 T 33 T2.
Let B(X) be the Banach algebra of all bounded linear operators on a complex Banach
space X. Recall that a standard operator algebra A on a complex Banach space X usually
stands for a closed subalgebra of B(X) containing the ideal of all finite rank operators and
the identity I on X. However, in the present paper, we do not assume that A contains the
identity operator, or that it is closed.
Denote by σ(T ) and r(T ) the spectrum and the spectral radius of T ∈ B(X), respectively.
The peripheral spectrum of T is defined by
σpi(T ) = {z ∈ σ(T ) : |z| = r(T )}.
Since σ(T ) is compact, σpi(T ) is a well-defined non-empty set and is an important spectral
function. Also observe that σpi(TS) = σpi(ST ) holds for any T, S ∈ B(X).
In [18], Tonev and Luttman studied maps preserving peripheral spectrum of the usual op-
erator products on standard operator algebras. It was proved that, if such a map is surjective,
then it must be a positive or negative multiple of an isomorphism or an anti-isomorphism.
They studied also the corresponding problems in uniform algebras (see [13, 14]). Recently,
Takeshi and Dai [17] generalized the result in [14], and characterized surjective maps φ and
ψ satisfying σpi(φ(T )ψ(S)) = σpi(TS) on standard operator algebras. The surjective maps
between standard operator algebras on Hilbert spaces that preserve the peripheral spectrum
of skew products T ∗S of operators was also characterized in [17]. Cui and Li studied in [6] the
maps preserving peripheral spectrum of Jordan products of operators AB +BA on standard
operator algebras. They show that, if the range of such a map contains all operators of rank
at most 2, then it is an isomorphism or an anti-isomorphisms multiplied by 1 or −1. A char-
acterization of maps preserving the peripheral spectrum of skew Jordan products AB∗+B∗A
was also given in [6]. In [20] the maps preserving peripheral spectrum of Jordan semi-triple
products BAB of operators is characterized.
Motivated by the above results, we consider the question of characterizing the maps pre-
serving the peripheral spectrum of the generalized products of operators defined in Eq.(1.1).
In fact, the purpose of this paper is manifold. Firstly, we characterize maps between standard
operator algebra on Banach spaces preserving peripheral spectrum of the generalized product
of operators under a mild assumption that the range of the map contains all operators of rank
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at most two. Let A1 and A2 be standard operator algebras on complex Banach spaces X1
and X2, respectively. Assume that Φ : A1 → A2 is a map the range of which contains all
operators of rank at most two. We show that σpi(Φ(A1) ∗ · · · ∗ Φ(Ak)) = σpi(A1 ∗ · · · ∗ Ak)
holds for all A1, A2, . . . , Ak ∈ A1 if and only if either there exist a scalar λ ∈ C with λm = 1
and an invertible operator T ∈ B(X1,X2) such that Φ(A) = λTAT−1 for all A ∈ A1; or
there exists a scalar λ ∈ C with λm = 1 and an invertible operator T ∈ B(X∗1 ,X2) such that
Φ(A) = λTA∗T−1 for all A ∈ A1. In the last case, the spaces X1 and X2 must be reflexive,
A1 ∗ · · · ∗ Ak a general quasi-semi Jordan product or k = 2 (see Theorem 2.1). Particularly,
if the generalized product is not semi Jordan and k ≥ 3, then Φ preserves the peripheral
spectrum of the generalized product if and only if Φ is an isomorphism multiplied by an mth
root of 1. Secondly, we characterize maps preserving the peripheral spectrum of the skew gen-
eralized product of operators on Hilbert space. As expected such maps are ∗-isomorphism or
∗ anti-isomorphism; or, in the case m is even, ∗-isomorphism or ∗ anti-isomorphism multiplied
by −1 (see Theorem 3.1).
Throughout this paper, X stands for complex Banach spaces of any dimension. Denote by
X∗ the dual space of X and by B(X) the Banach algebra of all bounded linear operators on
X. For A ∈ B(X), A∗ denotes the adjoint operator of A. For nonzero x ∈ X and f ∈ X∗,
x ⊗ f is the rank one operator defined by (x ⊗ f)z = f(z)x for every z ∈ X. We often use
〈x, f〉 for f(x), the value of f at x. For A ∈ B(X), ker(A) and ran(A) denote respectively the
kernel and the range of A, while rank(A) stands for the rank of A, that is, the dimension of
ran(A). Let C and R denote respectively the complex field and real field as usual.
2. Generalized products of operators on Banach space
In this section, we study maps between standard operator algebras on complex Banach
spaces preserving peripheral spectrum of the generalized products of operators. It is clear that
every isomorphism between standard operator algebras preserves the peripheral spectrum of
any generalized product of operators. Recall that a Jordan isomorphism Φ : A1 → A2 is
either a spacial isomorphism or a spacial anti-isomorphism. In this case, for any generalized
semi Jordan product A1 ∗ · · · ∗ Ak, σpi(Φ(A1) ∗ · · · ∗ Φ(Ak)) = σpi(A1 ∗ · · · ∗ Ak) holds for all
A1, . . . , Ak. Our main result below gives a characterization of the maps between standard
operator algebras that preserve the peripheral spectrum of generalized products of operators.
Theorem 2.1. Consider the product T1 ∗ · · · ∗ Tk defined in Definition 1.1 with width m.
Assume that Φ : A1 → A2 is a map the range of which contains all operators of rank at most
two. Then Φ satisfies
σpi(Φ(A1) ∗ · · · ∗Φ(Ak)) = σpi(A1 ∗ · · · ∗ Ak) (2.1)
for all A1, A2, . . . , Ak ∈ A1 if and only if one of the following conditions holds.
(1) There exist a scalar λ ∈ C with λm = 1 and an invertible operator T ∈ B(X1,X2) such
that Φ(A) = λTAT−1 for all A ∈ A1.
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(2) There exists a scalar λ ∈ C with λm = 1 and an invertible operator T ∈ B(X∗1 ,X2)
such that Φ(A) = λTA∗T−1 for all A ∈ A1. In this case, the spaces X1 and X2 are reflexive,
A1 ∗ · · · ∗ Ak is a generalized quasi-semi Jordan product.
By Theorem 2.1, if Xi is not reflexive for some i = 1, 2, or, if the generalized product is not
quasi-semi Jordan, then Φ satisfies Eq.(2.1) if and only if Φ is an isomorphism multiplied by
an mth root of 1.
To prove Theorem 2.1, we first consider the special case of k = 2. Thus there exists
nonnegative integers r, s with r + s = m− 1 ≥ 1 such that A1 ∗ A2 = Ar2A1As2.
Theorem 2.2. Let A1 and A2 be standard operator algebras on complex Banach spaces
X1 and X2, respectively. Assume that Φ : A1 → A2 is a map the range of which contains
all operators of rank at most two, and r, s are nonnegative integers with r + s ≥ 1. Then Φ
satisfies
σpi(B
rABs) = σpi(Φ(B)
rΦ(A)Φ(B)s) for all A,B ∈ A1 (2.2)
if and only if one of the following two statements holds.
(1) There exist a scalar λ ∈ C with λm = 1 and an invertible operator T ∈ B(X1,X2) such
that Φ(A) = λTAT−1 for all A ∈ A1.
(2) There exists a scalar λ ∈ C with λm = 1 and an invertible operator T ∈ B(X∗1 ,X2) such
that Φ(A) = λTA∗T−1 for all A ∈ A1. In this case, the spaces X1,X2 are reflexive.
It is interesting to remark here that above results for the peripheral spectrum are some what
different from the corresponding results for the spectrum. In fac, Φ satisfies σ(Φ(A1) ∗ · · · ∗
Φ(Ak)) = σ(A1∗· · ·∗Ak) for all A1, A2, . . . , Ak ∈ A1 (resp. σ(BrABs) = σ(Φ(B)rΦ(A)Φ(B)s)
for all A,B ∈ A1) if and only if either Φ has the form (1) of Theorem 2.1, or
(2′) There exists a scalar λ ∈ C with λm = 1 and an invertible operator T ∈ B(X∗1 ,X2)
such that Φ(A) = λTA∗T−1 for all A ∈ A1. In this case, the spaces X1 and X2 are reflexive;
moreover, A1 ∗ · · · ∗ Ak is a generalized semi Jordan product (resp. r = s) whenever there
exist left (or right) invertible element in A1 that is not invertible.
Now we apply Theorem 2.2 to prove Theorem 2.1.
Proof of Theorem 2.1. We may assume that dimX1 ≥ 2. For the “if” part, (1)⇒
Eq.(2.1) is obvious; (2)⇒ Eq.(2.1) because σpi(AB) = σpi(BA) and the generalized product
is quasi-semi Jordan. To check the “only if” part, assume that Φ satisfies Eq.(2.1). Consider
the special case of generalized product A1 ∗A2 ∗ · · · ∗Ak with Aip = A and all other Aiq = B,
one sees that Φ satisfies Eq.(2.2). By Theorem 2.2, Φ has the form (1) or the form (2) in
Theorem 2.2.
To complete the proof, by Theorem 2.2, we need only to show that Φ takes the form (2)
will imply that A1 ∗ A2 ∗ · · · ∗ Ak is a generalized quasi-semi Jordan product. Note that we
always have σpi(AB) = σpi(BA). Then, as Φ(A) = λTA
∗T−1 for any A ∈ A1, we see that
σpi(Ai1Ai2 · · ·Aim) = σpi(A1 ∗ · · · ∗Ak) = σpi(Φ(A1) ∗ · · · ∗ Φ(Ak))
= λmσpi(A
∗
i1
A∗i2 · · ·A∗im) = σpi(AimAim−1 · · ·Ai1)
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holds for all A1, A2, . . . , Ak ∈ A1. Thus, with ip the same as in Definition 1.1, one has
σpi(AipAip+1 · · ·AimAi1Ai2 · · ·Aip−1) = σpi(Ai1Ai2 · · ·Aim)
= σpi(AimAim−1 · · ·Ai1) = σpi(AipAip−1 · · ·Ai1Aim · · ·Aip+1)
holds for all A1, A2, . . . , Ak ∈ A1. This implies, by a similar argument in [9, Theorem 3.2],
that Eq.(1.2) holds and hence, the generalized product is quasi-semi Jordan. 
To prove Theorem 2.2, as one may expect, we will show that Φ is linear and preserves rank
one operators in both directions. The following lemma is crucial, which gives a characterization
of rank one operators in terms of the peripheral spectrum of the generalized products.
Lemma 2.3. Suppose r and s are nonnegative integers such that r + s ≥ 1. Let A be a
nonzero operator on a complex Banach space X of dimension at least two. Then the following
conditions are equivalent.
(1) A is of rank one.
(2) For any B ∈ A, σpi(BrABs) is a singleton.
(3) For any B ∈ A with rank(B) ≤ 2, σpi(BrABs) is a singleton.
Proof. The implications (1)⇒ (2)⇒ (3) are clear.
To prove (3) ⇒ (1), we consider the contrapositive. Since the case r + s = 1 is easily
checked, we assume in the rest of the proof that r + s ≥ 2.
Suppose (3) holds but (1) is not true, i.e., A has rank at least two. Then there exist linearly
independent vectors x1, x2 ∈ X such that {Ax1, Ax2} is a linearly independent set. Fix such
x1 and x2. We complete the proof by considering the following three cases.
Case 1. dim[x1, x2, Ax1, Ax2] = 4.
Writing Ax1 = x3 and Ax2 = x4, by Hahn-Banach Theorem, there exist fi ∈ X∗ such that
fi(xj) = δij (the Kronecker’s symbol), i, j = 1, 2, 3, 4. Let g1 = f1 + f3, g2 = αf2 + f4 with
αr+s−1 6= 1, |α| = 1 and let B = x1 ⊗ g1 + x2 ⊗ g2; then rankB = 2 and σpi(B) = {1, α}. It
follows from Br = x1 ⊗ g1 + αr−1x2 ⊗ g2 that BrABs = x1 ⊗ g1 + αr+s−2x2 ⊗ g2. Then we
get σpi(B
rABs) = {1, αr+s−1}, a contradiction.
Case 2. dim[x1, x2, Ax1, Ax2] = 3.
Since Ax1 = x3 and Ax2 = x4 are linearly independent, we have x2 = λ1x1 + λ2x3 + λ3x4
for some scalars λ1, λ2, λ3. Note that λ3 6= 0 as dim[x1, x2, Ax1, Ax2] = 3. By Hahn-Banach
Theorem, there exist fi ∈ X∗ such that fi(xj) = δij , i, j = 1, 3, 4. Let g1 = f1 + f3, g2 = αf4
with α 6= 0 and let B = x1 ⊗ g1 + x2 ⊗ g2. Then
Br = x1 ⊗ g1 + (λ1 + λ2)
r∑
i=2
(αλ3)
i−2x1 ⊗ g2 + (αλ3)r−1x2 ⊗ g2, r ≥ 2.
We consider six subcases:
Subcase 1. s=0.
For any x = γ1x1+γ2x2 with γ2 6= 0, we have BrAx = x1⊗g1Ax+(λ1+λ2)
∑r
i=2(αλ3)
i−2x1⊗
g2Ax+ (αλ3)
r−1x2 ⊗ g2Ax and BrAx1 = x1. Thus, BrAx = λx for some scalar λ if and only
if
γ1 + γ2(λ1 + λ2)α
r∑
i=2
(αλ3)
i−2 = λγ1 (2.3)
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and
γ2α
rλr−13 = λγ2. (2.4)
By Eq.(2.4), λ = αrλr−13 6= 0 as λ3 6= 0. Take α such that |α|r = |λ3|1−r and αrλr−13 6= 1.
Then λ = αrλr−13 and |λ| = 1. Let β =
∑r
i=2(αλ3)
i−2α. Take γ1 = 1 and γ2 =
λ−1
(λ1+λ2)β
if
λ1 + λ2 6= 0 and β 6= 0; take γ1 = 0 and γ2 = 1 if λ1 + λ2 = 0 or β = 0. Then λ satisfies
both Eq.(2.3) and Eq.(2.4) and hence BrA(γ1x1 + γ2x2) = λ(γ1x1 + γ2x2). This implies that
σpi(B
rA) = {1, λ}, a contradiction.
Subcase 2. r=0.
For any x = γ1x3+γ2x4 with γ2 6= 0, we have ABsx = x3⊗g1x+(λ1+λ2)
∑s
i=2(αλ3)
i−2x3⊗
g2x+ (αλ3)
s−1x4 ⊗ g2x and ABsx3 = x3. Thus, ABsx = λx for some scalar λ if and only if
γ1 + γ2(λ1 + λ2)α
s∑
i=2
(αλ3)
i−2 = λγ1 (2.5)
and
γ2(αλ3)
s−1α = λγ2. (2.6)
By Eq.(2.6), λ = αsλs−13 6= 0 as λ3 6= 0. Take α such that |α|s = |λ3|1−s and αsλs−13 6= 1.
Then λ = αsλs−13 and |λ| = 1. Let β =
∑s
i=2(αλ3)
i−2α. Take γ1 = 1 and γ2 =
λ−1
(λ1+λ2)β
if
λ1 + λ2 6= 0 and β 6= 0; take γ1 = 0 and γ2 = 1 if λ1 + λ2 = 0 or β = 0. Then λ satisfies
both Eq.(2.5) and Eq.(2.6) and hence ABs(γ1x3 + γ2x4) = λ(γ1x3 + γ2x4). This implies that
σpi(AB
s) = {1, λ}, a contradiction.
Subcase 3. r=s=1.
For any x = γ1x1 + γ2x2 with γ2 6= 0, we have BABx = γ1x1 + γ2(λ1 + λ2)x1 + α2γ2λ3x2.
Thus, BABx = λx for some scalar λ if and only if
γ1 + γ2(λ1 + λ2) = λγ1 (2.7)
and
α2γ2λ3 = λγ2. (2.8)
By Eq.(2.8), λ = α2λ3 6= 0 as λ3 6= 0. Take α such that |α|2 = |λ3|−1 and α2λ3 6= 1. Then
λ = α2λ3 and |λ| = 1. Take γ1 = 1 and γ2 = λ−1λ1+λ2 if λ1 + λ2 6= 0; take γ1 = 0 and γ2 = 1
if λ1 + λ2 = 0. Then λ satisfies both Eq.(2.7) and Eq.(2.8) and hence BAB(γ1x1 + γ2x2) =
λ(γ1x1 + γ2x2). This implies that σpi(BAB) = {1, λ}, a contradiction.
Subcase 4. r=1.
For any x = γ1x1+γ2x2 with γ2 6= 0, we have BABsx = x1⊗g1x+(λ1+λ2)
∑s
i=2(αλ3)
i−2x1⊗
g2x + (αλ3)
s−1αx2 ⊗ g2x and BABsx1 = x1. Thus, BABsx = λx for some scalar λ if and
only if
γ1 + γ2(λ1 + λ2)(1 +
s∑
i=2
(αλ3)
i−1) = λγ1 (2.9)
and
γ2(αλ3)
sα = λγ2. (2.10)
By Eq.(2.10), λ = (αλ3)
sα 6= 0 as λ3 6= 0. Take α such that |α|s+1 = |λ3|−s and αs+1λs3 6= 1.
Then λ = αs+1λs3 and |λ| = 1. Let β = 1 +
∑s
i=2(αλ3)
i−1. Take γ1 = 1 and γ2 =
λ−1
(λ1+λ2)β
if
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λ1 + λ2 6= 0 and β 6= 0; take γ1 = 0 and γ2 = 1 if λ1 + λ2 = 0 or β = 0. Then λ satisfies both
Eq.(2.9) and Eq.(2.10) and hence BABs(γ1x1 + γ2x2) = λ(γ1x1 + γ2x2). This implies that
σpi(BAB
s) = {1, λ}, a contradiction.
Subcase 5. s=1.
For any x = γ1x1 + γ2x2 with γ2 6= 0, we have
BrABx = x1 ⊗ g1x+ (λ1 + λ2)α
r∑
i=2
(αλ3)
i−2x1 ⊗ g2x+ (αλ3)r−1αx2 ⊗ g2x
and BrABx1 = x1. Thus, B
rABx = λx for some scalar λ if and only if
γ1 + γ2(λ1 + λ2)(1 + α
r∑
i=2
(αλ3)
i−1) = λγ1 (2.11)
and
γ2(αλ3)
rα = λγ2. (2.12)
By Eq.(2.12), λ = (αλ3)
rα 6= 0 as λ3 6= 0. Take α such that |α|r+1 = |λ3|−r and αr+1λr3 6= 1.
Then λ = αr+1λr3 and |λ| = 1. Let β = 1+
∑r
i=2(αλ3)
i−1α. Take γ1 = 1 and γ2 =
λ−1
(λ1+λ2)β
if
λ1 + λ2 6= 0 and β 6= 0; take γ1 = 0 and γ2 = 1 if λ1 + λ2 = 0 or β = 0. Then λ satisfies both
Eq.(2.11) and Eq.(2.12) and hence BrAB(γ1x1 + γ2x2) = λ(γ1x1 + γ2x2). This implies that
σpi(B
rAB) = {1, λ}, a contradiction.
Subcase 6. s ≥ 2, r ≥ 2.
For any x = γ1x1 + γ2x2 with γ2 6= 0, we have
BrABsx = γ1x1 + γ2(λ1 + λ2)(1 +
s∑
j=2
(αλ3)
j−1 +
r∑
i=2
(αλ3)
i+s−2α)x1 + γ2(αλ3)
r+s−1αx2.
Thus, BrABsx = λx for some scalar λ if and only if
γ1 + γ2(λ1 + λ2)(1 +
s∑
j=2
(αλ3)
j−1 +
r∑
i=2
(αλ3)
i+s−2α) = λγ1 (2.13)
and
γ2(αλ3)
r+s−1α = λγ2. (2.14)
By Eq.(2.14), λ = (αλ3)
r+s−1α 6= 0 as λ3 6= 0. Take α such that |α|r+s = |λ3|1−r−s
and αr+sλr+s−13 6= 1. Then λ = αr+sλr+s−13 and |λ| = 1. Let β = 1 +
∑s
j=2(αλ3)
j−1 +∑r
i=2(αλ3)
i+s−2α. Take γ1 = 1 and γ2 =
λ−1
(λ1+λ2)β
if λ1 + λ2 6= 0 and β 6= 0; take γ1 = 0
and γ2 = 1 if λ1 + λ2 = 0 or β = 0. Then λ satisfies both Eq.(2.13) and Eq.(2.14) and
hence BrABs(γ1x1 + γ2x2) = λ(γ1x1 + γ2x2). This implies that σpi(B
rABs) = {1, λ}, a
contradiction.
Case 3. dim[x1, x2, Ax1, Ax2] = 2.
The above condition tells that in this case X0 = [x1, x2] = [Ax1, Ax2] is a A-invariant
subspace of X. Let A1 be the restriction of A to this subspace. It is invertible and similar
either to diag(α, β) with α 6= β or to an upper triangular matrix with equal diagonal elements.
In both cases it is easy to construct B1 such that σpi(B
r
1A1B
s
1) and hence, σpi(B
rABs) contains
two points.
The contradiction obtained in all cases imply that A must have rank one, as desired. 
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Now let us give our proof of Theorem 2.2.
Proof of Theorem 2.2. Since BrABs is a generalized quasi-semi Jordan product of A,B,
the “if” part is true.
In the following we check the “only if” part. Assume that the range of Φ contains all
operators of rank at most two and Φ satisfies Eq.(2.2).
Claim 1. For any A ∈ A1, Φ(A) = 0 if and only if A = 0.
Let Φ(0) = B. To prove B = 0, assume, on the contrary, B 6= 0; then there exists a vector
x ∈ X2 such that Bx 6= 0.
If x and Bx are linearly dependent, take f ∈ X∗2 such that 〈Bx, f〉 = 1, 〈x, f〉 6= 0. Let
T = x⊗ f ; then T rBT s = (x⊗ f)rB(x⊗ f)s = (x⊗ f)r+s−1 and σpi(T rBT s) = {〈x, f〉r+s−1}.
If x and Bx are linearly independent, by Hahn-Banach Theorem, there exist f1, f2 ∈ X∗2
such that 〈x, f1〉 = 1, 〈x, f2〉 = 0, 〈Bx, f1〉 = 0 and 〈Bx, f2〉 = 1. Let f = f1 + f2 and
T = x⊗ f . Then 〈x, f〉 = 1, 〈Bx, f〉 = 1 and σpi(T rBT s) = σpi(T ) = {〈x, f〉} = {1}.
Since the range of Φ contains all operators of rank at most two, there exists A ∈ A1 such
that Φ(A) = T . Then
{0} = σpi(Ar0As) = σpi(Φ(A)rΦ(0)Φ(A)s) = σpi(T rBT s) = {〈x, f〉r+s−1},
a contradiction. Hence we must have B = 0.
Next we prove that Φ(A) = 0 implies A = 0. If Φ(A) = 0, then we have
σpi(B
rABs) = σpi(Φ(B)
rΦ(A)Φ(B)s) = {0}
holds for all B ∈ A1, which forces that A = 0.
Claim 2. Φ preserves rank one operators in both directions.
Assume that rankA = 1; then Claim 1 implies that Φ(A) 6= 0. For any B ∈ A1, by Lemma
2.3, σpi(Φ(B)
rΦ(A)Φ(B)s) = σpi(B
rABs) is a singleton. Since the range of Φ contains all
operators of rank at most two, for any C ∈ A2 with rank(C) ≤ 2, σpi(CrΦ(A)Cs) is a singleton.
Applying Lemma 2.3 one has Φ(A) is of rank one. Conversely, assume that Φ(A) is of rank
one. Then, for any B ∈ A1, Lemma 2.3 implies that σpi(BrABs) = σpi(Φ(B)rΦ(A)Φ(B)s) is
a singleton. Applying Lemma 2.3 again one sees that A is of rank one.
Claim 3. Φ is linear and hence, by Claim 1, is injective.
We show first that Φ is additive. Note that, for any A and any rank-1 operator x⊗ f , we
have
σpi((x⊗ f)rA(x⊗ f)s) = {〈x, f〉〈Ax, f〉} = {Tr((x⊗ f)rA(x⊗ f)s)}. (2.15)
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Let A,B ∈ A1 be arbitrary. For any y ∈ X2, g ∈ X∗2 with 〈y, g〉 = 1, Claim 2 implies that
there exist x ∈ X1, f ∈ X∗1 such that Φ(x⊗ f) = y ⊗ g. Then, by Eq.(2.15), we have
{〈Φ(A+B)y, g〉} = σpi((y ⊗ g)rΦ(A+B)(y ⊗ g)s)
= σpi((x⊗ f)r(A+B)(x⊗ f)s)
= {Tr((x⊗ f)r(A+B)(x⊗ f)s)}
= {Tr((x⊗ f)rA(x⊗ f)s) + Tr((x⊗ f)rB(x⊗ f)s)}
= {Tr((y ⊗ g)rΦ(A)(y ⊗ g)s) + Tr((y ⊗ g)rΦ(B)(y ⊗ g)s)}
= {Tr((y ⊗ g)r(Φ(A) + Φ(B))(y ⊗ g)s)}
= σpi((y ⊗ g)r(Φ(A) + Φ(B))(y ⊗ g)s)
= {〈(Φ(A) + Φ(B))y, g〉}.
It follows that
〈Φ(A+B)y, g〉 = 〈(Φ(A) + Φ(B))y, g〉
holds for any y ∈ X2, g ∈ X∗2 with 〈y, g〉 = 1. This entails Φ(A + B) = Φ(A) + Φ(B) and
hence Φ is additive. Similarly one can check that Φ is homogeneous. So Φ is linear.
The claims 1-3 imply that Φ is an injective linear map preserving rank one operators in
both directions.
Let us first consider the case that dimX1 ≥ 3. Then, by [7] the following claim is true.
Claim 4. If dimX1 ≥ 3, then one of the following statements holds:
(i) There exist two linear bijections T : X1 → X2 and S : X∗1 → X∗2 such that Φ(x⊗ f) =
Tx⊗ Sf for all rank one operators x⊗ f ∈ A1.
(ii) There exist two linear bijections T : X∗1 → X2 and S : X1 → X∗2 such that Φ(x⊗ f) =
Tf ⊗ Sx for all rank one operators x⊗ f ∈ A1.
Claim 5. There exists a scalar λ ∈ C such that λm = 1 with m = r + s + 1 and, if (i)
occurs in Claim 4, then 〈Tx, Sf〉 = λ〈x, f〉 holds for all x ∈ X1 and f ∈ X∗1 ; if (ii) occurs in
Claim 4, then 〈Tf, Sx〉 = λ〈x, f〉 holds for all x ∈ X1 and f ∈ X∗1 .
To check Claim 5, we first assume that the case (i) in Claim 4 occurs. Then, for any
x ∈ X1, f ∈ X∗1 , we have σpi((x ⊗ f)m) = {〈x, f〉m} = σpi((Tx ⊗ Sf)m) = {〈Tx, Sf〉m}. So
〈Tx, Sf〉 = λx,f 〈x, f〉 with (λx,f )m = 1. Especially, 〈x, f〉 = 0⇔ 〈Tx, Sf〉 = 0.
Let V0 = {(x, f) | 〈x, f〉 = 0}, Vt = {(x, f) | λx,f = ei
2(t−1)pi
m }, t = 1, . . . ,m. Then⋃m
t=1 Vt = X1 ×X∗1 and Vk ∩ Vj = V0 if k 6= j, k, j = 1, 2, . . . ,m. For x1, x2 ∈ X1 we denote
by [x1, x2] the linear subspace spanned by x1 and x2.
Assertion 1. For any nonzero x1, x2 ∈ X1, f ∈ X∗1 , there exists some k ∈ {1, 2, . . . ,m}
such that [x1, x2]× [f ] ⊆ Vk.
We need only to show that we may take λx1,f and λx2,f such that λx1,f = λx2,f . Consider
the following three cases.
Case 1. x1, x2 are linearly dependent.
Assume that x2 = αx1; then α 6= 0 and αλx1,f 〈x1, f〉 = α〈Tx1, Sf〉 = 〈Tx2, Sf〉 =
αλx2,f 〈x1, f〉. So we may take λx1,f and λx2,f such taht λx1,f = λx2,f .
Case 2. x1, x2 are linearly independent and at least one of 〈xi, f〉, i = 1, 2 is not zero.
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In this case, for any α, β ∈ C we have
αλα,β〈x1, f〉+ βλα,β〈x2, f〉 = 〈T (αx1 + βx2), Sf〉 = αλx1,f 〈x1, f〉+ βλx2,f 〈x2, f〉, (2.16)
where λα,β = λαx1+βx2,f . Let
η =
(
λx1,f 〈x1, f〉
λx2,f 〈x2, f〉
)
, η0 =
(
〈x1, f〉
〈x2, f〉
)
, ξ =
(
α
β
)
∈ C2.
Then Eq.(2.16) implies that
〈η, ξ〉 = λα,β〈η0, ξ〉
holds for any ξ ∈ C2. It follows that 〈η, ξ〉 = 0 ⇔ 〈η0, ξ〉 = 0. So, as the vectors in C2, we
must have η = γη0 for some scalar γ. Now it is clear that λx1,f = λx2,f .
Case 3. x1, x2 are linearly independent and 〈x1, f〉 = 〈x1, f〉 = 0.
Then 〈Tx1, Sf〉 = λx1,f 〈x1, f〉 = 0 = 〈Tx2, Sf〉 = λx2,f 〈x2, f〉. In this case it is clear that
we can take λx1,f and λx2,f such that λx1,f = λx2,f .
Similar to the previous discussion, we have
Assertion 2. For any nonzero x ∈ X1, f1, f2 ∈ X∗1 , there exists some k ∈ {1, 2, . . . ,m}
such that [x]× [f1, f2] ⊆ Vk.
Assertion 3. There exists a scalar λ ∈ C with λm = 1 such that λx,f = λ for all x ∈ X1
and f ∈ X∗1 .
For any f0 6= 0, there exist x0 such that 〈x0, f0〉 = 1. Then 〈Tx0, Sf0〉 = λx0,f0 and
(x0, f0) ∈ Vk0 for some k0 ∈ {1, 2, . . . ,m}. So, by Assertion 1, for any x ∈ X1, we have
[x, x0]× [f0] ⊆ Vk0 , which implies that X1× [f0] ⊆ Vk0 . Similarly, by Assertion 2 one gets, for
any x0 6= 0, [x0]×X∗1 ⊆ Vk0 . Thus we obtain that X1 ×X∗1 = Vk0 .
Hence, there exists a scalar λ ∈ C with λm = 1 such that λx,f = λ for all x and f , that is,
〈Tx, Sf〉 = λ〈x, f〉 holds for all x ∈ X1 and f ∈ X∗1 . So Assertion 3 is true.
This completes the proof of Claim 5 for the case (i) of Claim 4.
If the case (ii) in Claim 4 occurs, by a similar argument one can show that there exists a
scalar λ with λm = 1 such that 〈Tf, Sx〉 = λ〈x, f〉 holds for all x ∈ X1 and f ∈ X∗1 . Hence
the last conclusion of Claim 5 is also true.
Claim 6. There exists a scalar λ with λm = 1 such that one of the followings holds:
(1) There exists an invertible operator T ∈ B(X1,X2) such that Φ(x⊗ f) = λT (x⊗ f)T−1
for all x⊗ f ∈ A1.
(2) X1 and X2 are reflexive, and there exists an invertible operator T ∈ B(X∗1 ,X2) such
that Φ(x⊗ f) = λT (x⊗ f)∗T−1 for all x⊗ f ∈ A1.
Suppose that the case (i) of Claim 4 occurs. Then by Claim 5, there exists a scalar λ ∈ C
with λm = 1 such that 〈Tx, Sf〉 = λ〈x, f〉 holds for all x ∈ X1 and f ∈ X∗1 . If {xn} ⊂ X1 is
a sequence such that xn → x and Txn → y for some x ∈ X1 and y ∈ X2 as n→∞, then, for
any f ∈ X∗1 , we have
〈y, Sf〉 = lim
n→∞
〈Txn, Sf〉 = lim
n→∞
λ〈xn, f〉 = λ〈x, f〉 = 〈Tx, Sf〉.
As S is surjective we must have y = Tx. So the bijection T is a closed operator and thus a
bounded invertible operator. Since 〈Tx, Sf〉 = 〈x, T ∗Sf〉 = λ〈x, f〉 holds for all x ∈ X1 and
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f ∈ X∗1 , we see that T ∗S = λI, that is S = λ(T ∗)−1. It follows from the case (i) of Claim 4
that Φ(x⊗ f) = Tx⊗Sf = λTx⊗ (T ∗)−1f = λT (x⊗ f)T−1 for any rank one operator x⊗ f ,
i.e., the case (1) of Claim 6 holds.
Suppose that the case (ii) of Claim 4 occurs. Then by Claim 5, there exists a scalar λ ∈ C
with λm = 1 such that 〈Tf, Sx〉 = λ〈x, f〉 holds for all x ∈ X1 and f ∈ X∗1 . Similar to
the above argument we can check that both T and S are bounded invertible operators with
S = λ(T ∗)−1. It follows that Φ(x ⊗ f) = λT (x ⊗ f)∗T−1 for any x ⊗ f , obtaining that the
case (2) of Claim 6 holds. Moreover, by [7], in this case both X1 and X2 are reflexive.
Claim 7. The theorem is true for the case that dimX1 ≥ 3..
Assume that we have the case (1) of Claim 6. Let A ∈ A1 be arbitrary. For any x ∈ X1
and f ∈ X∗1 with 〈x, f〉 = 1, we have
{〈Ax, f〉} = σpi((x⊗ f)rA(x⊗ f)s)
= σpi((λT (x⊗ f)T−1)rΦ(A)(λT (x⊗ f)T−1)s)
= σpi(
1
λ
(x⊗ f)rT−1Φ(A)T (x⊗ f)s)
= {〈 1
λ
T−1Φ(A)Tx, f〉}.
This implies that Φ(A) = λTAT−1 for any A ∈ A1 and hence Φ has the form (1) of Theorem
2.2.
A similar argument shows that if the case (2) of Claim 6 occurs then Φ has the form given
in (2) of Theorem 2.2.
This completes the proof of Theorem 2.2 for the case that dimX1 ≥ 3.
In the rest of the proof we consider the case that dimX1 ≤ 2. By the assumption on the
range of Φ, if dimX1 = 1, then dimX2 = 1, and in this case there exists a scalar λ with
λm = 1 such that Φ(A) = λA for all A. So the theorem is true for the case that dimX1 = 1.
Next we consider the case that dimX1 = 2.
Claim 8. The theorem is true for the case that dimX1 = 2.
By Claim 1 and Claim 3, Φ is a linear injection. By Claim 2, Φ preserves rank one operators
in both directions. As the range of Φ contains all operators in B(X2) of rank at most two, we
see that dimX2 = 2 since the range of Φ is a 4-dimensional subspace of B(X2). So we can
identify A1 and A2 with M2 = M2(C) as dimX1 = dimX2 = 2. For any rank one operator
x⊗ f ∈ A =M2(C), write Φ(x⊗ f) = y ⊗ g. Then
{〈x, f〉m} = σpi((x⊗ f)m) = σpi((y ⊗ g)m) = {〈y, g〉m}
and hence Φ(x ⊗ f) is nilpotent if and only if x ⊗ f is. By [8, Corollary 2.5], there exist a
nonzero scalar c ∈ C, a nonsingular matrix T ∈M2 and a linear map ϕ : FI →M2 such that
one of the following statements holds:
(1) Φ(A) = cTAT−1 + ϕ((tr(A)I) for all A ∈M2.
(2) Φ(A) = cTAtT−1 + ϕ((tr(A)I) for all A ∈M2.
We may assume that (1) holds. Otherwise, replace Φ by the map A 7→ Φ(At). We may
further assume that T = I. If this is not the case, replace Φ by the map A 7→ T−1Φ(A)T . So,
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without loss of the generality, we may assume that
Φ(A) = cA+ ϕ(tr(A)I) = cA+ tr(A)ϕ(I)
for all A ∈M2.
Write ϕ(I) =
(
t11 t12
t21 t22
)
. As Φ preserves rank one matrices in both directions, for any
x =
(
ξ1
ξ2
)
and f = (η1 η2), the determinant of
Φ(x⊗ f) = c
(
ξ1η1 ξ1η2
ξ2η1 ξ2η2
)
+ (ξ1η1 + ξ2η2)
(
t11 t12
t21 t22
)
is a zero function in (ξ1, ξ2, η1, η2). That is, we have
0 ≡ (t11t22 − t12t21 + ct22)ξ21η21 + (t11t22 − t12t21 + ct11)ξ22η22
+[c(t11 + t22) + 2(t11t22 − t12t21)]ξ1ξ2η1η2
−ct12(ξ1ξ2η21 + ξ22η1η2)− ct21(ξ21η1η2 + ξ1ξ2η22)
As c 6= 0, it follows that t12 = t21 = 0, t11(t22 + c) = t22(t11 + c) = 0. Thus, t11 = t22 and
they take value 0 or −c. Hence, ϕ(I) = 0 or −cI.
If ϕ(I) = 0, then Φ has the form (1).
If ϕ(I) = −cI, then Φ(I) = −cI and (−c)r+s+1 = 1. It follows that Φ(E11) = −cE22,
Φ(E22) = −cE11, Φ(E12) = cE12 and Φ(E21) = cE21. Since Φ preserves the peripheral
spectrum of the generalized product, we have (−c)r+s+1 = 1. Then, for any A = (aij) ∈ M2
we have
Φ(A) =
(
−ca22 ca12
ca21 −ca11
)
= −c
(
a22 −a12
−a21 a11
)
= −c
(
0 1
−1 0
)(
a11 a12
a21 a22
)t(
0 1
−1 0
)
−1
.
Hence Φ has the form (2) of the theorem.
The proof of Theorem 2.2 is completed. 
Remark 2.4. The assumption that the range of Φ contains all operators of rank ≤ 2 can
not be omitted even for case that dimX1 = 2. To see this, assume that dimX2 = 3 and
consider the map Φ :M2 →M3 defined by
Φ(A) =
(
A 0
0 0
)
for every A ∈ M2. It is clear that Φ preserves the peripheral spectrum of the generalized
products but Φ is not the form stated in Theorem 2.1.
3. The skew generalized products of operators on Hilbert spaces
Let A1 and A2 be standard operator algebras on complex Hilbert spaces H and K, respec-
tively. In this section, we characterize the maps from A1 into A2 preserving the peripheral
spectrum of the skew generalized products.
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Similar to the definition of generalized product, the skew generalized product of operators on
Hilbert space is defined as follows. Fix a positive integer k and a finite sequence (i1, i2, . . . , im)
such that {i1, i2, . . . , im} = {1, 2, . . . , k} and there is an ip not equal to iq for all other q. A
skew generalized product for operators T1, . . . , Tk is defined by
T1 ⋄ T2 ⋄ · · · ⋄ Tk = Ti1···Tip−1T ∗ipTip+1 · · ·Tim . (3.1)
The definition of Eq.(3.1) covers the usual skew product T1T
∗
2 , skew Jordan semi-triple BA
∗B
and the skew triple one {T1, T2, T3} = T1T ∗2 T3, etc.. Furthermore, if (i1, i2, . . . , im) is sym-
metrical with respect to ip, the above skew generalized product is said to be semi Jordan.
For instance, T1 ⋄ T2 ⋄ T3 = T2T 23 T ∗1 T 23 T2 is a skew generalized semi Jordan product. Similar
to Definition 1.1, T1 ⋄ T2 ⋄ · · · ⋄ Tk is called a skew generalized quasi-semi Jordan product if
Eq.(1.2) is true.
For any unitary operator U : H → K with UA1U∗ ⊆ A2, it is clear that the map A 7→
UAU∗ preserves the peripheral spectrum of any skew generalized products. If UAt1U∗ ⊆ A2,
the map A 7→ UAtU∗ preserves the peripheral spectrum of any skew generalized quasi-semi
Jordan products, here At stands for the transpose of A in an arbitrary but fixed orthonormal
basis of H. Also observe that, in the case that m is even, the map Φ preserves the peripheral
spectrum of the skew generalized products if and only if −Φ does.
The following result says that the converse is also true.
Theorem 3.1. Let A1 and A2 be standard operator algebras on complex Hilbert spaces H
and K, respectively. Consider the skew product T1 ⋄ · · · ⋄Tk defined in Eq.(3.1) with width m.
Assume that Φ : A1 → A2 is a map the range of which contains all operators of rank at most
two. Then Φ satisfies
σpi(Φ(A1) ⋄ Φ(A2) ⋄ · · · ⋄ Φ(Ak)) = σpi(A1 ⋄A2 ⋄ · · · ⋄ Ak) (3.2)
for all A1, A2 . . . , Ak ∈ A1 if and only if there exist a unitary operator U ∈ B(H,K) and a
scalar c ∈ {−1, 1} such that either
(1) Φ(A) = cUAU∗ for every A ∈ A1; or
(2) Φ(A) = cUAtU∗ for every A ∈ A1 if the skew generalized product is of quasi-semi
Jordan.
Here At is the transpose of A with respect to an arbitrary but fixed orthonormal basis of H.
Moreover, c = 1 whenever m is odd.
Theorem 3.1 clearly follows from the special case of k = 2 below, by considering Aip = A
and all other Aiq = B.
Theorem 3.2. Let A1 and A2 be standard operator algebras on complex Hilbert spaces
H and K, respectively. Assume that Φ : A1 → A2 is a map the range of which contains
all operators of rank at most two, and r, s are nonnegative integers with r + s ≥ 1. Then Φ
satisfies
σpi(B
rA∗Bs) = σpi(Φ(B)
rΦ(A)∗Φ(B)s) for all A,B ∈ A1 (3.3)
if and only if there exist a unitary operator U ∈ B(H,K) and a scalar c ∈ {−1, 1} such that
Φ(A) = cUAU∗ for every A ∈ A1 or Φ(A) = cUAtU∗ for every A ∈ A1. Moreover, c = 1
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for the case r+ s is even. Here At is the transpose of A with respect to an arbitrary but fixed
orthonormal basis of H.
Theorem 3.2 can be proved by a similar approach as Theorem 2.2 with some necessary
modifications. There is another simpler approach if we assume that A1 is unital and we give
its detail blow.
As rank(A) = 1 if and only if rank(A∗) = 1, the following lemma is immediate from Lemma
2.3.
Lemma 3.3. Let A be a standard operator algebra on a complex Hilbert space H and r, s be
nonnegative integers with r + s ≥ 1. For a nonzero operator A ∈ A, the following statements
are equivalent.
(1) A is of rank one.
(2) For any B ∈ A, σpi(BrA∗Bs) is a singleton.
(3) For any B ∈ A with rank(B) ≤ 2, σpi(BrA∗Bs) is a singleton.
The next lemma can be found in [16, Corollary 1].
Lemma 3.4. Let A,B ∈ B(H) be nonzero operators and n ≥ 2 be an integer. Then
〈Ax, x〉 = 〈Bx, x〉n holds for any unit vector x ∈ H if and only if there exists a complex
number c such that A = cnI and B = cI.
Now we are in a position to give our proof of Theorem 3.2.
Proof of Theorem 3.2. We need only check the “only if” part. Assume that Φ satisfies
Eq.(3.3) and I ∈ A1.
Claim 1. Φ preserves rank one operators in both directions.
This is obvious by Lemma 3.3 and the assumption that the range of Φ contains all operators
of rank at most two.
Claim 2. Φ(I) = I or −I. Φ(I) = −I may occur only if r + s is odd.
For any unit vector y ∈ K, there exist u, h ∈ H such that Φ(u⊗h) = y⊗ y. It follows from
σpi((u⊗ h)r(u⊗ h)∗(u⊗ h)s) = σpi((y ⊗ y)r+s+1) = {1}
that ‖h‖2‖u‖2〈u, h〉r+s−1 = 1, and hence 〈u, h〉r+s−1 > 0. Since
{〈u, h〉r+s} = σpi((u⊗ h)r+s) = σpi((y ⊗ y)rΦ(I)∗(y ⊗ y)s) = {〈y,Φ(I)y〉}
and
{〈h, u〉} = σpi((u⊗ h)∗) = σpi(Φ(I)r(y ⊗ y)Φ(I)s) = {〈Φ(I)r+sy, y〉},
we see that
〈Φ(I)y, y〉 = 〈Φ(I)r+sy, y〉r+s
holds for all unite vector y ∈ K. Then by Lemma 3.4, there exists a scalar c such that
Φ(I) = cr+sI and Φ(I)r+s = cI. Thus we get c(r+s)
2
−1 = 1 and c = 〈h, u〉 whenever Φ(u⊗ h)
is a projection. It follows from c¯r+s−1 = 〈u, h〉r+s−1 > 0 that cr+s−1 = 1. Note that
{1} = σpi(I) = σpi(Φ(I)rΦ(I)∗Φ(I)s) = {cr+sc¯}. This implies that c2 = cr+s−1 = 1 and hence
c = ±1, i.e., Φ(I) = ±I.
It is clear that c = 1, i.e., Φ(I) = I, if r+ s is even. So, if c = −1, then r+ s must be odd.
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Note that, in the case r + s is odd, Φ satisfies Eq.(3.3) if and only if −Φ satisfies Eq.(3.3).
Therefore, in the case Φ(I) = −I, one may replace Φ by −Φ, and still assume that Φ(I) = I.
So, without loss of generality, we assume that Φ(I) = I in the rest of the proof.
Claim 3. If Φ(I) = I, then Φ preserves rank one projections in both directions, and, there
exists a unitary or conjugate unitary operator U : H → K such that Φ(x⊗ x) = Ux⊗Ux for
every unit vector x ∈ H.
Assume that Φ(I) = I. Accept the same symbols as that in the proof of Claim 2, we see
that, if Φ(u⊗ h) = y ⊗ y is a projection, then 〈u, h〉 = 1 and ‖h‖‖u‖ = 1, which implies that
h = αu with α > 0. Let x =
√
αu, then ‖x‖ = 1 and Φ(x⊗ x) = y ⊗ y. That is, for any unit
vector y ∈ K, there exists a unit vector x ∈ H such that Φ(x⊗ x) = y ⊗ y. Conversely, since
Φ(I) = I, it is easily checked that Φ preserves rank one projections. Hence Φ preserves rank
one projections in both directions.
It follows that there exists a bijective map T : H → K such that
Φ(x⊗ x) = Tx⊗ Tx
for all unit vectors x ∈ H and T (λx) = λTx for any λ ∈ C, x ∈ H. Then, for any unit vectors
x, y ∈ H, we have
{|〈x, y〉|2} = σpi((x⊗ x)r(y ⊗ y)∗(x⊗ x)s)
= σpi((Tx⊗ Tx)r(Ty ⊗ Ty)∗(Tx⊗ Tx)s) = {|〈Tx, Ty〉|2}.
Hence
|〈Tx, Ty〉| = |〈x, y〉| (3.4)
holds for all x, y ∈ H.
The Wigner’s theorem [19] states that every bijective map T between Hilbert spaces H, K
satisfying Eq.(3.4) must has the form Tx = φ(x)Ux for any x ∈ H, where φ is a generally
nonlinear functional on H satisfying |φ(x)| ≡ 1 and U is a unitary or a conjugate unitary
(i.e., anti-unitary) operator. Thus, by Wigner’s theorem, there exists a unitary or conjugate
unitary operator U : H → K such that Φ(x⊗ x) = Ux⊗ Ux for every unit vector x ∈ H.
Now assume that U is unitary. Let A ∈ A1 be arbitrary. For any unit vector x ∈ H, since
{〈x,Ax〉} = σpi((x⊗ x)rA∗(x⊗ x)s)
= σpi((Ux⊗ Ux)rΦ(A)∗(Ux⊗ Ux)s) = {〈Ux,Φ(A)Ux〉},
we have
〈Ax, x〉 = 〈Φ(A)Ux,Ux〉 for all unit vectors x ∈ H.
Hence we get Φ(A) = UAU∗ for every A ∈ A1.
Assume that U is conjugate unitary. Take arbitrarily an orthonormal basis {ei}i∈Λ ofH and
define J by J(
∑
i∈Λ ξiei) =
∑
i∈Λ ξ¯iei. Then J : H → H is conjugate unitary and JA∗J = At,
where At is the transpose of A in the orthonormal basis {ei}i∈Λ of H. Let V = JU . Then
V : H → K is unitary. For any A ∈ A1, we have
{〈x,Ax〉} = σpi((x⊗ x)rA∗(x⊗ x)s) = σpi((Ux⊗ Ux)rΦ(A)∗(Ux⊗ Ux)s)
= {〈Ux,Φ(A)Ux〉} = {〈x,U∗Φ(A)∗Ux〉} = {〈x, V ∗Φ(A)tV x〉}
16 WEN ZHANG AND JINCHUAN HOU
holds for any x ∈ H, which forces that V ∗Φ(A)tV = A. Therefore, in this case Φ(A) = V AtV ∗
for all A. This completes the proof. 
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