Introduction
The field of 3D reconstruction has been rapidly growing during the last decade as range finders became more accurate, affordable, available, and deployed in a wide variety of applications. In particular, an area that has welcomed the new advances is cultural heritage preservation, where 3D modeling provides a means of recording historic sites and allow wider audiences to virtually see or tour these sites. Unfortunately, the volumes of data are usually of considerable size and the entire modeling pipeline requires significant user interaction. Our work centers on developing new tools and methods to recover complete geometric and photometric models of large sites that minimize human intervention in 3D to 3D registration and 2D to 3D texture mapping of the models with imagery [1] .
This paper presents a novel method for 2D to 3D registration using shadows as cues. Shadows have been used in photogrammetry to perform height determination in aerial imagery [8] , and are also a valuable source of information for numerous computer vision applications. We use knowl- edge of the sun's position to estimate the location of shadows in the 3D scene and match these with the shadows in the image to solve the for the camera position and orientation.
We pose the image registration problem in the context of a broader project in which our goal is to accurately document, using range, image, and GIS data, the steps of the archaeological excavation in progress. An excavation is a destructive process, once an object of interest is found, it needs to be removed from the site. 3D modeling using range data is an excellent tool for recording each step of the excavation. Not only does dense range data provide a more complete record than traditional GIS and image data, but it also allows for new ways of visualization. Figure 1 shows a textured 3D model combined with a panoramic image and GIS data. Integrated models such as these allow dynamic user interaction with the model, and provide accurate, indepth visualizations both on-site and remotely. We present results from the Acropolis at Mt. Polizzo, which is located in the Mediterranean island of Sicily, and hosts the remains of ancient Greek civilizations.
The remainder of our paper is structured as follows. Section 2 gives an overview of the different techniques used for image to model registration in projects similar to ours. Section 3 reviews our scanning methodology and the problems we encountered that lead to development of a new method for 2D to 3D registration based on the shadows cast by the sun; section 4 gives a detail description of our shadow based registration and section 5 presents a detailed performance analysis of our algorithm. We close with a discussion and a description of ongoing and future work.
Previous Work
In a typical 3D acquisition pipeline [2] , a specialized 3D scanner is used to acquire precise geometry and a digital camera captures appearance information. Unless the 3D scanner provides a calibrated built in camera, the 3D model and images must be registered together in order to connect geometry and texture information. Even if the scanner provides a pre-calibrated built in camera, this might not be suitable for the application at hand, in which case it will be necessary to acquire photographs using a different camera and register the images to the model. This problem of image to model registration is closely related to the problem of camera calibration, which finds a mapping between the 3D world (object space) and a 2D image. This mapping is characterized by a rigid transformation and a camera model, also referred to as the camera's extrinsic and intrinsic parameters. The rigid body transformation takes 3D points from object space to 3D points in the camera's reference frame, and the camera model describes how these are projected onto the image plane.
The camera calibration problem is solved by matching features in the 3D model with features in the image. These features are usually points, lines or special designed objects that are placed in the scene. The matching process can be automatic or user driven, and the number of feature pairs required will depend on whether we are solving for the intrinsic, extrinsic or both parameters sets. Several methods have been developed to solve the camera calibration problem using grid patterns (e.g. [16] , [4] ).
In the area of image registration for 3D modeling using dense 3D data, several approaches can be taken, depending on factors such as the type of range scanner being used (laser-stripe vs. time of flight), the scale of the model to be built and the environment conditions. For example, some scanning configurations allow texture and geometry to be acquired by the same camera as in the works of Pulli et al. [11] , and Bernardini et al. [3] , and hence there is no need for calibration. Such a case is usually limited to laser stripe range finders, which can only cover short ranges and have a restricted set of working environment conditions.
If the images are to be acquired by a camera that is not built in to the range scanner, then it is possible to precalibrate before deployment. Such a system was developed for the Digital Michelangelo project of Levoy et al. [10] . Pre-calibration, when possible, has the advantage of avoiding any user driven post-processing. However, one must be certain that the calibration remains constant during the whole scanning process to avoid unexpected errors, or provide a re-calibration mechanism. Pre-calibration works well for objects that are scanned at short distances because a good pixel to area ratio is then guaranteed.
When pre-calibration is not possible, then each image will have to be registered. A typical scenario of small scale object modeling where each image is individually registered is described by Rocchini et al. [13] . Here, image to model registration is done manually by a user who selects corresponding pairs of points. In a similar context of small object modeling, Lensch et al. [9] present an automatic method for image registration based on silhouette matching, where the contour of a rendered version of the object is matched against the silhouette of the object in the image. No user intervention is required, but their method is limited to cases where a single image completely captures the object.
Departing from the above are those methods specifically developed for large scale modeling. Our methods fall in this area. Not only is the scale different in our case, but we are also dealing with outdoor scenes, where the environment conditions are not easily controlled. This usually rules out the possibility of using triangulation based range finders. Instead, time of flight laser scanners are typically used. To capture texture information, a camera can be fixed to the scanner and calibrated. Still in some cases, when the scanner is reaching objects that are more than 50m away, it might be necessary to capture additional images closer to the scene to obtain a better pixel to area resolution. In [15] we present an automatic method for image to model registration of urban scenes, where 3D lines are extracted from the point clouds of buildings and matched against edges extracted from the images. Ikeuchi et al. [6] in their Great Buddha work, use reflectance edges obtained from the 3D points and match them against edges in the image to obtain the camera position.
Modeling the Acropolis at Mt. Polizzo
Geometry, in the form of point clouds, is acquired by a laser range finder, and texture, in the form of photographs, is obtained with a digital camera. Details for each stage of our modeling pipeline are given next.
Scan acquisition. To model the acropolis at Monte Polizzo we used a time-of-flight laser scanner (Cyrax 2500) to measure the distance to points on the site. Data from the scanner comprises point clouds, with each point consisting of three coordinates (x,y,z) and a value representing the amplitude of the laser light reflected back to the scanner.
Scan registration. Multiple scans are required to completely acquire a site such as the Monte Polizzo acropolis. The resulting point clouds need to be registered together. Typically, the coordinate system of one of the point clouds is chosen as the coordinate system for the model. In archaeology, however, a global site coordinate system is set up from GPS data. A set of control points are accurately measured using (preferably differential) GPS, and are then used to initialize a theodolite in the world coordinate system. The theodolite is used to measure points of interests, such as the location of findings, rocks, or the terrain contour. We need to determine the registration of each point cloud with respect to the site's coordinate system. We solve this problem by using a set of targets that the scanner can automatically recognize, shown in Figure 2 . Before taking a scan, we place the targets on the area we plan to cover, and use the theodolite to measure their positions in the site's coordinate system. Afterwards, we scan the scene at a low resolution to identify and acquire the targets' positions in the scanner's coordinate system, and so solve the 3D-to-3D registration problem. The targets are then removed and a full-resolution scan is acquired.
Surface generation. From sets of registered point clouds that represent the state of the site at the same point in time, we generated a triangular-mesh surface, using the VripPack software developed by Curless and Levoy [5] . VripPack outputs the best mesh that fits the point cloud data, smoothed to account for registration errors.
Texture acquisition. In addition to the scanner, we used a Nikon D100 digital camera, mounted on the scanner's case, to acquire texture information. For each scan we acquired, we took a photograph.
Local texture registration. We performed a simple calibration prior to our trip to estimate the camera's external and internal parameters. We determined the camera calibration by scanning a flat wall with the room lights off and the camera's shutter open for the eight-second duration of the scan. This provided us with an image of the grid pattern described by the laser as it sampled the wall and the 3D coordinates of each sample. We repeated the scanning from a different distance and angle to acquire more sam-ples. We then segmented the images to obtain the centroid of each grid point, and solved the calibration problem using the 2D-to-3D correspondences just obtained.
Global texture registration. While the local texture calibration procedure provided us with a good estimate of the camera's parameters, we found that our images were slightly misaligned with respect to the complete model. One reason for this is that our calibration was local to the scanner's coordinate system. To texture-map the final model, this local registration had to be transformed to the site's coordinates. Hence, any errors in scan-to-scan registration will also affect the texture registration. In addition, our initial calibration was accurate at the depths at which calibration points had been measured, but not as accurate at other ranges. To solve these misalignments, we developed a new method based on the shadows cast by the sun. Our method performs a global texture registration; it registers the texture with respect to the model's coordinate system, as opposed to the scanner's coordinate system. Since we have the latitude and longitude of the site and the time at which each photograph was taken, we can compute the location of the sun and find portions of the 3D model that should be in shadow. By matching these with the shadows in the image we solve the 2D to 3D registration problem.
Texture-map generation. The final texture mapped model was created using a software package we developed, which, given a mesh and a set of calibrated images, assigns each mesh triangle a suitable texture. Our software can also integrate GIS data and panoramic images, as shown in Figure 1. 
Using shadows for 2D to 3D registration
The main contribution of this paper is a novel technique for image to model registration based on the shadows cast by the sun. Assuming the internal parameters of a camera are known, we find the camera position with respect to the 3D model:
This is a 6 parameter rigid body transform that maps a point X w in world coordinates into its corresponding point X c in the camera reference frame. The first three parameters (Euler angles) represent the angles of rotation about each of the coordinate axes and form a rotation matrix R(φ x , φ y , φ z ) = R x (φ x )R y (φ y )R z (φ z ). The remaining three are the components of a translation vector t. Together, they satisfy the following relationship:
If we knew the correct set of external camera parameters dering of a textured version of the model with the eye set at some point E s above the ground and looking in the direction of the sun rays should show no texture representing shadows (see Figure 3) . However, if the texture is misaligned such a rendering will show a number of shadow pixels. Our method exploits this idea by searching the parameter space of camera positions for a point that minimizes the number of pixels representing shadows in the rendered image of the model.
The problem is properly stated as follows. Let I denote the image to be registered and M the model, then f , our cost function, is defined as Given an initial estimate of the camera position c 0 , then the problem is to find a point c f that minimizes f . In our case, we already have the initial estimate. But if we wanted to generalize this method to cases where images are acquired by a camera whose position is unrestricted, a user could provide an initial estimate before starting the minimization.
The complete registration pipeline consists of 2 stages: a pre-processing stage and a minimization stage. In the preprocessing stage the shadows in the image are found and masked out with a given color. In the minimization stage, an optimization algorithm searches for a global minimum of f starting from the initial estimate. 
Preprocessing
The computational cost of evaluating f depends on the ease of counting shadow pixels in the rendered scene. A simple evaluation algorithm for f is possible if all the pixels in I that represent regions in shadow are first masked out with a known color (see Figure 4) . Then, the evaluation of f reduces to counting these masked pixels in I r . We find the shadows in I by selecting those pixels whose gray value lies below a threshold. Our system suggests a threshold based on the histogram of the image, which the user can adjust if necessary.
In addition, before starting the minimization, the position of the viewpoint point E s is computed. From the timestamp of the image and the latitude and longitude coordinates of the surveyed area we compute the elevation and azimuth (θ, φ) coordinates of the sun on the sky [12] . Then the eye point is defined as,
where P c is the point where the optical axis of the camera's initial estimate as defined by c 0 intersects the model, V (θ, φ) is a 3D vector on the unit sphere that corresponds to the elevation θ and azimuth φ, and d is the distance from the eye to the model, which is interactively selected by the user in such a way that the model is seen at a reasonable size.
Minimization
For the minimization stage we use an iterative nonlinear minimizer. The cost function f is not only non-linear, but also highly dependent on the geometry of the model M . In addition, it has no analytical derivatives and it usually contains several local minima, which makes the search process more difficult.
We use simulated annealing [7] to drive the minimization process. Simulated annealing has the advantage of avoiding local minima by randomly sampling the parameter space and occasionally accepting parameters that drive the search uphill to a point of higher cost, as opposed to gradient descent methods that only allow downhill steps.
There are several other minimization algorithms for nonlinear functions, some of which require partial derivatives. For our cost function, these derivatives could be computed using finite differences at the expense of extra function evaluations per iteration. But these still can converge to a local minimum if the initial estimate is not good enough.
Cost function evaluation
On each iteration k of the non-linear optimization a set of camera parameters c k are provided by the minimization algorithm and the cost function is evaluated.
One might be tempted to simply render the model with texture mapping enabled and count the number of shadow pixels in the rendered image. However, not every scene point is visible from the texture camera, a fact which must be accounted for in order to avoid incorrect results. It is then necessary to compute on each iteration a visibility map that will define which scene points are visible from the texture camera. Fortunately, today's graphics hardware allows us to compute this visibility map in real-time by following an approach similar to that of shadow mapping [14] .
Function evaluation is a two pass rendering process, consisting of the following steps 
Cost function reparametrization
The optimization search has been described over a vector of 6 parameters (φ x , φ y , φ z , t x , t y , t z ). This is not a suitable parametrization for a minimization search for several reasons. First, the parameters are interdependent. Rotations parametrized using Euler angles can suffer from singularities (e.g. Gimbal lock). Also, the use of a translation vector adds a dependency between the rotation parameters and the position of the camera. And as cited by Lensch et al. [9] , this parametrization has the disadvantage that a small rotation around the camera results in a large displacement in camera coordinates of distant points.
Instead of using Euler angles to represent a rotation, we use a rotation axis q and rotation angle ω, just as quaternions do. We represent the rotation axis by its spherical coordinates (θ, φ) on the unit sphere, and then a complete rotation is described by the three parameters (θ, φ, ω). We also change the center of rotation. Instead of rotating about the origin of the world coordinate frame, we will rotate around the point P c (see Figure 5) .
To establish the position of the camera, we use a displacement vector d which describes the position of the camera in the translated coordinate system. The reparametrized camera is then described by, c = (θ, φ, ω, d x , d y , d z ) 
Cost function optimization
Even after reparametrization, the search process might place the camera in a configuration where it does not see any point in the model. In such a case, the value of f will be 0 and the minimization will converge to an incorrect result.
To avoid these situations, one can to take into account the number of textured pixels in I r . This number is proportional to the number of scene points that are visible from the texture camera and it is to be expected that the correct camera configuration will cover a large area of the scene. We can compute the number of textured pixels at the same time we count the shadow pixels if we set the screen background to a given color (e.g. black) and use this color to render scene points that are not visible from the texture camera. This adds no computational cost to the evaluation of f .
There are several ways in which this information can be used. We define a new cost function f 1 as
where Here f (I r ) is the count of shadow pixels, v(I r ) is the count of textured, k v is a threshold value and visible 0 is the number of visible pixels at the initial configuration. This form has the advantage of favoring camera configurations with a larger coverage of the scene. 
Results
To test the performance of our algorithm we ran a set of simulation experiments for which we knew the camera calibration. The simulations were performed on a mesh obtained from a single scan, thus avoiding mesh averaging errors caused by merging multiple scans. This mesh consisted of 20367 vertices and 34807 triangles. The size of the texture image was of 3008 by 2000 pixels. An accurate calibration was achieved by placing targets on the scene and acquiring their position with the 3D scanner and a geo-referenced total station. Using this camera calibration as ground truth, we created a sequence of initial positions by randomly perturbing the orientation of the camera by as much as -5 to 5 degrees in each rotation angle and the translation by -0.25 to 0.25m in each axis. From each of these initial positions, we ran our algorithm using cost function f 1 with k v set to 0.6 and then compared the resulting camera with the original one. Table 1 shows the results of 20 simulation iterations. To accurately compare the camera obtained from our algorithm with the control camera, we project the mesh vertices to the image plane of each camera and define the reprojection error as the distance between these two points. Columns two and three on Table 1 list the average reprojection error and columns four and five the number of shadow pixels at the start and end of the minimization. Notice that the average reprojection error over the 20 iterations is 7 pixels, which is acceptable. In the worst case, the average reprojection was 15 pixels, which is still good. The running time for each iteration was approximately 12 minutes on a Pentium IV machine. This time corresponds to 3000 iterations of our minimization. Simulated annealing is not fast, but in our case provides accurate results in the presence of a large number of local minima. The running time depends on two main factors: the number of iterations and the size of the rendering window. A maximum of 3000 iterations might be excessive as Figure 6 suggests. This figure shows the log of the cost of the the best configuration found so far against the log of the number of minimization iterations for each of the 20 simulations. The reason for choosing a logarithmic scale is because simulated annealing has an exponential temperature (cooling) schedule. This type of plot is useful to estimate the number of iterations required for the minimization to converge, which in this case is between e 7 and e 8 or 1096 and 2980 iterations, closer to the 1096 end. Figure 7 shows two rendered models of the Acropolis at Mt. Polizzo, the first one setting the texture camera to the initial position of one of the simulation iterations and the second one with the same camera set to the results of our algorithm. Notice how the region within the ellipse, that is misaligned and does not agree with its neighbor texture is correctly aligned after running our algorithm.
In addition, we used our registration method to realign the images of our Acropolis model (Figure 8) . The model consists of a mesh of 138,000 triangles and is textured using twelve 3008 x 2000 pixel images. We were able to successfully re-align 10 of the 12 images. In one case, due to holes in the acquired scan our algorithm failed to find the intersection of the camera's optical axis and the scene. In the other case, the algorithm failed because the texture image was taken late in the afternoon, close to sun set , and areas which were not in shadow were incorrectly masked as shadow areas during the shadow detection phase. Table 2 shows the count of shadow pixels at the start and end of our algorithm and the percentage improvement.
Discussion
In this paper we have presented a complete pipeline for building a a photorealistic 3D model of an archaeological site, with emphasis on a novel method for 2D to 3D registration based on the shadows cast by the sun. We showed how we successfully applied the proposed algorithm to solve for texture misalignments. There are several areas in which our method can be improved. One of them is shadow detection in the images. This is important because misidentified shadow pixels can drive the search to an incorrect result. We are also looking at different ways of improving the running speed. The speed is highly dependent on the size of the rendered image I r so we are experimenting with different window sizes and evaluating how the speed and accuracy are affected.
Our shadow based method can be used in different contexts. One of them is robot localization: a robot could use a camera to take an image and then use our shadow based algorithm to find its position.
Finally, this is just a piece of the on going research in the area of 3D modeling. We are beginning to look at further ways of improving the final textured model. One problem that we are looking at is simultaneous texture alignment. The algorithm presented in this paper takes a single texture image at a time and aligns it with respect to the 3D model. But it does not take into account how well this alignment corresponds with previously aligned texture images. Another problem we need to address is the color constancy problem: the colors of overlapping images do not match. This is due to the images being taken under different times of the day and different illumination conditions.
