Abstract. In this paper we are concerned with numerical methods for nonhomogeneous Helmholtz equations in inhomogeneous media. We design a least squares method for discretization of the considered Helmholtz equations. In this method, an auxiliary unknown is introduced on the common interface of any two neighboring elements and a quadratic subject functional is defined by the jumps of the traces of the solutions of local Helmholtz equations across all the common interfaces, where the local Helmholtz equations are defined on elements and are imposed Robin-type boundary conditions given by the auxiliary unknowns. A minimization problem with the subject functional is proposed to determine the auxiliary unknowns. The resulting discrete system of the auxiliary unknowns is Hermitian positive definite and so it can be solved by the PCG method. Under some assumptions we show that the generated approximate solutions possess almost the optimal error estimates with little "wave number pollution". Moreover, we construct a substructuring preconditioner for the discrete system of the auxiliary unknowns. Numerical experiments show that the proposed methods are very effective for the tested Helmholtz equations with large wave numbers.
Introduction
For simplicity of exposition, we only consider two dimensional problem in this paper. Let Ω be a bounded, connected and Lipschitz domain in R 2 . Consider the Helmholtz equations
where n denotes the unit outward normal on the boundary ∂Ω and κ is the wave number defined by κ(x) = ω c(x) > 0, with ω > 0 being a constant and c(x) being a bounded and positive function defined on Ω. In applications, ω denotes the angular frequency, which may be very large, and c(x) denotes the wave speed (the acoustic velocity), which may not be a constant function on Ω, i.e., the involved media is inhomogeneous.
Helmholtz equation is the basic model in sound propagation. It is a very important topic to design a high accuracy method for Helmholtz equations with large wave numbers, such that the so called "wave number pollution" can be reduced. In recent years, many interesting methods for the discretization of Helmholtz equations with large wave numbers have been proposed, for example (but not all), the first-order system least-squares (FOSLS) method [31] , the ultra weak variational formulation (UWVF) [3] , the plane wave least squares (PWLS) methods [24, 25, 33] , the plane wave discontinuous Galerkin (PWDG) methods [17, 22] , the method of fundamental solutions [2, 5] , the plane wave method with Lagrange multipliers [12] , the variational theory of complex rays [36] , the high order element discontinuous Galerkin method (HODG) [10, 14] , local discontinuous Galerkin method (LDG) [15] , hybridizable discontinuous Galerkin method (HDG) [4, 21] and the discontinuous Petrov-Galerkin method [7, 40] , the ray-based finite element method [11] and the generalized plane wave method [30] . All these methods are superior to the standard linear finite element method.
It is well known that the plane wave methods almost have no "wave number pollution" and can generate higher accuracy approximations than the other methods for solving the Helmholtz equations with large (piecewise constant) wave numbers. Unfortunately, the plane wave methods cannot be directly applied to the discretization of nonhomogeneous Helmholtz equations in inhomogeneous media. A plane wave method combined with local spectral element for nonhomogeneous Helmholtz equations in homogeneous media was proposed in [26] (see also [25] ). A generalized plane wave method for homogeneous Helmholtz equations in inhomogeneous media was introduced in [30] . In the present paper, we try to design a novel discretization method for nonhomogeneous Helmholtz equations in inhomogeneous media such that the method almost has no "wave number pollution" and possesses some other nice features.
The basic ideas of the new method can be roughly described as follows. We introduce an auxiliary unknown (q order polynomial) on the common interface of any two neighboring elements, and solve local discrete Helmholtz equations of p order polynomials (p ≥ q + 2) on all the elements in parallel, where each local Helmholtz equation is defined on an element and is imposed a Robin-type boundary condition given by the auxiliary unknowns. We define a minimization problem with a quadratic subject functional defined by the jumps of the traces of the solutions of the local Helmholtz equations across all the common interfaces. This minimization problem results in a Hermitian positive definite algebraic system of the auxiliary unknowns. After solving the algebraic system, we can easily obtain an approximate solution of the original Helmholtz equation.
The new method possesses the following merits: (i) it is cheap since only one unknown is introduced in each element or on each element interface (the unknowns needed to be globally solved are defined on all the interfaces and have less degrees of freedom); (ii) the method is easy to implement since the local problem on each element is directly defined by the original Helmholtz equation of the second order and the basis functions on both the elements and the element interfaces are standard; (iii) the resulting algebraic system is Hermitian positive definite, so it can be solved by the PCG method, which has stable convergence and less cost of calculation.
We show that the proposed method possesses almost the optimal error estimates with little "wave number pollution" under suitable assumptions. Besides, we construct a domain decomposition preconditioner for solving the resulting algebraic system. Numerical results indicate that the proposed discretization method and preconditioner are very efficient for the tested Helmholtz equations with large wave numbers.
The paper is organized as follows: In Section 2, we describe the proposed least squares variational formulation for Helmholtz equations. In Section 3, we construct a substructuring preconditioner for the discrete system. The main results about error estimates are presented in Section 4. In Section 5, we give proofs of the main results in details. Finally, we report some numerical results to confirm the effectiveness of the new method in Section 6.
A least squares variational formulation
2.1. Notations. As usual we partition Ω into elements in the sense that
Here each Ω k may be curve polyhedron. We use h k to denote the diameter of Ω k and set h = max{h k }. Let T h denote the partition comprised of elements {Ω k } N k=1 . As usual we assume that the partition T h is quasi-uniform and regular.
Let γ kj denote the common edge of two neighboring elements Ω k and Ω j , and set γ k = ∂Ω k ∩∂Ω when the intersection is an edge of the element Ω k . For convenience, define γ = ∪ k =j γ kj .
Let q ≥ 1 be an integer and choose p ≥ q + 2. Throughout this paper we use the following notations:
•
v is a polynomial whose order does not exceed p}.
µ is a polynomial whose order does not exceed q}.
• The jump of v across γ kj : [v] = v k −v j , where v is a piecewise smooth function on T h and v k = v| Ω k .
where ρ > 0, n k and n j separately denote the unit outward normal on ∂Ω k and ∂Ω j . It is clear that the solution u of (1.1) satisfies the local Helmholtz equation
For each element Ω k , define the local sesquilinear form
and the local functional
It is easy to see that the variational formulation of (2.1) is: to find
We define the quadratic functional
and consider the following minimization problem: find λ ∈ W (γ) such that
It is clear that u is the solution of (1.1) if and only if J(λ) = 0, which means that λ is the solution of the minimization problem (2.4). In order to give the variational problem of (2.4), we write the solution of (2.1)
k , which respectively satisfy
Then J(µ) can be written as
Define the sesquilinear form
and the functional
Therefore the variational problem of the minimization problem (2.4) can be expressed as follows: find λ ∈ W (γ) such that
It is easy to see that the above problem is uniquely solvable. As in the continuous situation, we decompose u h,k into u h,k = u
h,k , which are respectively defined by
Therefore the discrete variational problem of (2.5) can be written as follows: find
After λ h is solved from (2.7), we can easily compute u h,k in parallel by (2.6)
. Then u h should be an approximate solution of u. We would like to emphasize the discrete system (2.7) has relatively less degrees of freedom, so it is cheaper to be solved.
Let S be the stiffness matrix associated with the sesquilinear form s h (·, ·), and let b denote the vector associated with l h (·). Then the discretization problem (2.7) leads to the algebraic system SX = b.
From the definition of the sesquilinear form s h (·, ·), we know that the matrix S is Hermitian positive definite, so the system (2.8) can be solved by the preconditioned CG method with a positive definite preconditioner (see the next section).
Remark 2.1. As in the traditional Lagrange multiplier method, we can derive another discrete system of λ h by the constraints (for all element interfaces γ kj )
. However, the coefficient matrix of the resulting system is not positive definite yet, which makes the solution of the system to be more difficult.
A domain decomposition preconditioner
In this section, we are devoted to the construction of a preconditioner K for S. Since S is Hermitian and positive definite, we can construct a (positive definite) substructuring preconditioner absorbing some ideas in the BDDC method first introduced in [8] . As we will see, the preconditioner designed in this section has essential differences from the one defined in the standard BDDC method.
For convenience, we will define the preconditioner in operator form. To this end, let S : W q h (γ) → W q h (γ) denote the discrete operator corresponding to the stiffness matrix S, i.e.,
(
. As usual we coarsen the partition as follows: let Ω be decomposed into a union of D 1 , D 2 , . . . , D n0 such that D r is just a union of several elements Ω k ∈ T h and satisfies . In order to explain our ideas, we investigate basis functions associated with two neighboring subdomains D r and D l , which have the non-empty common part ∂D r ∩ ∂D l . Let e and e be two fine edges that satisfy e ∈D r \(∂D r ∩ ∂D l ) and e ∈D l \(∂D r ∩ ∂D l ), and let µ e and µ e denote two basis functions on e and e respectively. It can be checked that, if e and e close to ∂D r ∩ ∂D l , then µ e and µ e still have coupling, i.e., s h (µ e , µ e ) = 0. This means that, if the interface is defined in the standard manner, namely, is defined as the union of all ∂D r ∩∂D l , the degrees of freedom in subdomain interiors cannot be eliminated independently. According to this observation, in the current situation an interface should be defined as a union of some elements instead of a union of some edges. Of course, the definition of such an interface is not unique (see [27] and [35] for similar definitions of interfaces).
In the following we describe various subspaces and the corresponding solvers, which are needed in the construction of the desired preconditioner.
At first we define a subspace associated with each D r . Set D Let D rl denote the union of the elements that touch the intersection ∂D r ∩ ∂D l from the left side (or the upper side) but do not touch the lower (or the right) endpoints of ∂D r ∩ ∂D l (see Figure 3) .
It is easy to see that the interface can be decomposed into Next we define local interface spaces. Set
and define the discrete s h (·, ·)-harmonic extension spaces
Notice that the basis functions of these local spaces are unknown, a standard way is to transform the corresponding local interface problem into a residual equation, which is defined on the natural restriction space of the global space W Define the local spaces
Notice that the action of (K 
Since the function φ 
) be the solution of the minimization problem
where s
) can be obtained by solving the local equation
where R t rl denotes the zero extension operators from
The action of the preconditioner K −1 can be described by the following algorithm.
can be obtained as follows:
Step
Step 3.
Step 4. Set φ = λ rl + λ d , and compute harmonic extensions λ 
Step 5. Computing
Remark 3.1. The minimization problem (3.1) is different from that in the BDDC method. In the BDDC method, each minimization problem which determines coarse basis functions is defined on one subdomain, so the solutions of the two minimization problems associated with two neighboring subdomains have different values on their common interface. In order to define coarse basis functions, in the BDDC method one has to compute some average of the values of the two solutions on the common interface. Since the minimization problem (3.1) is defined on the subdomainD half rl , the solution of this minimization problem has a unique value on the interface D rl and the coarse basis functions can be directly obtained by (3.3) . We found that, if minimization problems are defined as in the BDDC method, then the resulting preconditioner is unstable.
Remark 3.2. Notice that the variational problem (3.2) and the variational problem in Step 2 of Algorithm 3.1 correspond to the same stiffness matrix (with different right hands only). Thus the computation for the coarse basis functions by solving every subproblem (3.2) in parallel only increases a little cost by using LU decomposition made in Step 2 for each local stiffness matrix (when Step 2 is implemented in the direct method).
Main results
As pointed out in Section 1, the proposed method is also practical for the case with variable wave number, but there are some additional difficulties in the analysis for general variable wave numbers. Because of this, as in the most existing papers, we only consider the case with c(x) = 1 (so κ = ω) for the purpose of analysis. Before presenting the main results, we give several assumptions. Assumption 1. Ω is a strictly star-shaped domain with an analytic boundary; p ≥ 1 + c 0 log ω with a constant c 0 .
The above assumption can be essentially found in [32] . The condition that Ω is a strictly star-shaped domain with an analytic boundary appeared in the many existing works (see, for example, [10] ). Assumption 2. The mesh size h satisfies the condition: ωh ≤ C 0 with a constant C 0 , where C 0 may be mildly small.
The above assumption is weaker than that required in the most existing works. The following assumption has no restriction to the proposed method. Assumption 3. The parameter ρ in the variational formula is not large: ρ ≤ C 0 min{1, ω 2 h} for a mildly small constant C 0 . Now we list the main results, which will be proved in the next section. Firstly, we give a result about local inf − sup condition.
where C is a constant independent of ω, h , p and q.
Then we give a result on the coerciveness of the sesquilinear form s h (·, ·), which implies that the discrete problem (2.7) is well posed. Theorem 4.2. Let Assumption 1-Assumption 3 be satisfied. Then, for any µ h ∈ W q h (γ), we have
, when q ≥ 1 and p ≥ q + 2,
Finally, we give error estimates of the approximation u h . For ease of notation, we define (r ≥ 0)
Theorem 4.3. Suppose that q ≥ 1 and p ≥ q + 2. Let Assumption 1-Assumption 3 be satisfied. Assume that the analytical solution u of the Helmholtz problem (1.1) belongs to H r+1 (Ω) with 1 ≤ r ≤ q (r ∈ N). Then the approximate solution u h defined in Subsection 2.3 have the error estimates
,γ , where C is a constant independent of ω, h , p and q.
Remark 4.1. It can be seen from Theorem 4.3 that the proposed discretization method possesses quasi-optimal convergence, which almost has no "wave number pollution" and is comparable to the convergence of the plane wave method (comparing Theorem 3.15 in [22] ).
Proof of the main results
In this section, we give detailed proofs of the theorems stated in Section 4. As we shall see, the proofs are very technical, so a series of auxiliary results are needed to be built.
For ease of notation, we use the shorthand notation x y and y x for the inequality x ≤ Cy and y ≥ Cx.
5.1.
Analysis on the local inf − sup condition. Set J = [0, 1] and let P p stands for the space of all polynomials on J with orders ≤ p. Firstly, we give a space decomposition of P p on J
The specific definition of P * 1 and P p will be given next. Let P 1 and P p denote the linear part and high-order part of P p , respectively. Then the two bases of P 1 are {φ 1 = x, φ 2 = 1 − x}. Let {ψ k } p−1 k=1 denote the basis functions of the subspace P p . Define
Apparently we can get
2 }, which satisfies the space decomposition (5.1).
Next we give a set of orthogonal basis functions of P p = span{ψ 1 , ψ 2 , . . . , ψ p−1 }. We choose a set of Jacobi polynomials {G k } (see [34] ) and for convenience, we let their first coefficient be 1
which satisfy
We also have the recursion relations
k=1 satisfy the recursion relations
The functions {ψ k } p−1 k=1 constitute a set of orthogonal bases of P p .
Lemma 5.1. For {φ 1 , φ 2 } and {ψ k } p−1 k=1 defined as before, we have
Proof. Using mathematical induction and the recursion relations (5.4), we can easily prove
Proof. It is easy to verify that
and
Proof. Using the definition of φ * 1 , (5.3), (5.5) and Lemma 5.1, we deduce that
.
Similarly, we have
On the other hand, using Lemma 5.1, (5.3) and (5.6), we get
This gives the second equality of (5.7). The equality (5.8) can be easily obtained from (5.7).
Proof of Theorem 4.1. For an element Ω k , let n k denote the number of the edges of Ω k and write its boundary as
where C p,q is a positive constant which only may depend on p and q. Since Ω k is regular, we can simply set J j = [0, 1] by the scaling transformation. Using the space decomposition (5.1), we can let
where {φ * 1 , φ * 2 } are two basis functions of P * 1 and {ψ k } q−1 k=1 denote the orthogonal basis functions of P q as defined before. Then we choose
It is clear that v| Jj (0) = v| Jj (1) = 0. Then we have v ∈ V p h (∂Ω k ). Using the orthogonality between the basis functions, we have
It follows that
Thus, we only need to prove: there exists C p,q , such that
To do this, we use (5.3), (5.7) and Lemma 5.1, which gives
Then, using (5.7) again, we have
So we choose For each element Ω k , we set v| Ω k = v k . We try to define a correction functioñ v k of v k for each Ω k and then define the desired functionṽ such thatṽ| Ω k =ṽ k . To this end, we use the standard decomposition
Since we require that the desired functionṽ ∈ H 1 (Ω), we need to define a correctionṽ
After it is done, we naturally defineṽ
As in the beginning of Subsection 5.1, we can define the spaces P * 1 and P p on the edge e by the standard scaling technique. Then we have the decomposition 
Now we defineṽ
| e for each e ⊂ ∂Ω k , and letṽ
Finally we defineṽ byṽ| Ω k =ṽ k and we haveṽ ∈Ṽ p h (T h ).
, and using the stability of the discrete harmonic extension, we deduce that
and ||v −ṽ||
It suffices to give an estimate of
Let e be an edge on ∂Ω k . When e = ∂Ω k ∩ ∂Ω, we have (v
Let v 1 and v 2 denote two endpoints of γ kj , and let Λ vi (i = 1, 2) be the sets defined before (5.11). It follows, from (5.11) and (5.12), that
It is easy to see that
Clearly, we have k ∈ Λ vi (i = 1, 2). Define 
v1 . Without loss of generality, we assume that there exists some element Ω l such that ∂Ω k ∩ ∂Ω l = γ kl and ∂Ω l ∩ ∂Ω r = γ lr are two (different) edges that have the common vertex v 1 . Then, by the triangle inequality, we have
We can estimate the two terms on the right side of the above inequality like (5.20), and we obtain In an analogous way with (5.22), we can verify that 
Hence, we get
Finally, substituting this inequality into (5.14) and (5.15), we obtain |v −ṽ| The estimate (5.13) is a direct consequence of the above inequalities. Consider the dual problem with Robin-type boundary condition
The weak form of (5.23) is: to find φ ∈ H 1 (Ω) such that
The p-FEM discretzation of (5.24) reads: to find
(5.25) Some error estimates of this approximation were built in [32] . 
Proof. In the dual problem (5.23), we choosef = v. Then (5.23) becomes Using (5.28) and Green's formula, we obtain
Letting w = φ h in (5.26) and summing the resulting equality over k, and using the fact that φ h is continuous across the inner edges, gives
This, together with (5.29), leads to
Then (5.30) can be written as
Choosing ψ =ṽ in (5.24) and ψ h =ṽ in (5.25), we get the difference
The complex conjugation of the above equality becomes
Substituting (5.33) into (5.31), we obtain
. Using Cauchy-Schwarz inequality to the sums on the right side of (5.34), yields
We need to estimate |R|. It is easy to see that
It follows by Lemma 5.5 that
Then, by the ε-inequality (ε = ω
Moreover, from Lemma 5.4, we have
. Furthermore, by the trace inequality, we get
Hence, substituting the above estimates into (5.36), we obtain
On the other hand, from the stability estimates of the dual problem (5.28), we have ω −1 |φ| 2,Ω + |φ| 1,Ω + ω φ 0,Ω ||v|| 0,Ω .
Then we can get 
Then the following estimate holds
Proof. By inf − sup condition given in Theorem 4.1, there exists ψ ∈ V p h (∂Ω k ), which is discrete harmonic in Ω k , such that
. Then, using (5.40) and Assumption 3, yields
Since ψ is discrete harmonic in Ω k , we have
This, together with (5.41), leads to
Summing up the above inequality over k, gives
By Lemma 5.6 and Lemma 5.7, we can prove a crucial auxiliary result given below. As we will see, this auxiliary result plays a key role in the proof of Theorem 4.2 and Theorem 4.3.
Lemma 5.8. Assume that q ≥ 1 and p ≥ q + 2. Let Assumption 1-Assumption 3 be satisfied, and
Then the following estimate holds 
This, together with (5.44), gives (5.43).
In the following we consider the case that the inequality ||∇v|| 
Considering the module of the above equality and using Cauchy-Schwarz inequality, yields
Combining (5.45) and (5.44), we get
(5.46)
It follows by Lemma 5.7 that
Here we have used the assumption ω 2 ||v|| 
The above inequality implies that
In summery, we obtain the desired result (5.43) Proof of Theorem 4.2. From the definition of u (1) h,k (λ h ) in Subsection 2.3, we know that
Namely, u
h (λ h ) satisfies (5.40). It follows by Lemma 5.7 that
h (λ h ) satisfies (5.42) too. It follows by Lemma 5.8 that ||∇u
This, together with (5.48), leads to
5.3. Analysis on the error estimates. In order to prove Theorem 4.3, we need more auxiliary results.
Lemma 5.9. Let Assumption 2 and Assumption 3 be satisfied. For one element
and set
Proof. We first assume that ∂Ω k ∩ ∂Ω = ∅. Considering the imaginary part of (5.50), we have
By Poincaré inequality and (5.51), yields
which implies that
Then, from Assumption 3, we have
On the other hand, considering the real part of (5.50) and using (5.52), we deduce that
This, together with (5.52), leads to
In the following we assume that ∂Ω k ∩ ∂Ω = ∅. It follows by (5.49) that
This, together with the trace inequality (or ε−inequality), leads to
Using Friedrichs' inequality and (5.53), we deduce that
So we get
Thus, by Assumption 3 , we have
In addition, considering the real part of (5.50) and the above inequality, we have
Therefore we obtain
In summary, under Assumption 2 we have
In the following we need to use an auxiliary functionû
(Ω) with 1 ≤ r ≤ p. Let Assumption 2 and Assumption 3 be satisfied. Then
From (2.6) and (5.54), we deduce that
In particular, choosing v h = 1 in (5.57), we have
On the other hand, set v h =ε u in (5.57), then we get
Here we have used the fact that
Then, by applying Lemma 5.9 toε u , we get
By using the approximation of the projection operators, we have
,∂Ω k \∂Ω . Substituting this into (5.58), yields
,∂Ω k \∂Ω . By summing the above inequalities over k, we obtain the desired estimates.
Lemma 5.12. Suppose that q ≥ 1, p ≥ q + 2 and u ∈ H r+1 (Ω) with 1 ≤ r ≤ p. Let Assumption 1-Assumption 3 be satisfied. Then
Setting v = ε h in Lemma 5.8, we get
By the definition of λ h , which corresponds to the minimal energy, we deduce that
Here we have used the fact that the function u(λ) has the zero jump across each edge γ kj . Using ε-inequality, yields
,Ω ). Substituting this inequality into (5.61) and using Lemma 5.10 and Lemma 5.11, yields
This, together with (5.60), leads to
,γ ). Now we immediately obtain the estimates in this lemma. Proof of Theorem 4.3. By the triangle inequality, we have
Then, by the estimates given in Lemma 5.10, 5.11 and 5.12, we obtain 
Numerical experiments
In this section we report some numerical results to illustrate that the proposed least squares method and domain decomposition preconditioner are efficient for Helmholtz equations with large wave numbers.
In the discretization method described in Section 2, the parameter ρ can be relatively arbitrarily positive number. We find that the different choices of ρ does not affect the accuracy of the resulting approximations provided that the value of ρ is less than 1. In this section, we simply choose ρ = 10 −5 for numerical experiments. For the considered example, the domain Ω is a rectangle so we adopt a uniform partition T h for the domain Ω as follows: Ω is divided into some small rectangles with a same size h, where h denotes the length of the longest edge of the elements.
To measure the accuracy of the numerical solution u h , we introduce the following relative L 2 error:
For a discretization method, when the value of ωh is fixed but ω increases (h decreases), the relative L 2 error Err. may obviously increase (if the number of basis functions on each element does not increase). This phenomenon is called "wave number pollution". The efficiency of a discretization method for Helmholtz equations can be characterized by the degree of wave number pollution. For convenience, we define a positive parameter δ to measure the degree of wave number pollution as follows: the parameter δ is the minimal positive number such that, when ω increases and h decreases to keep the value of ω 1+δ h being a constant, the relative L 2 error Err. does not increase. If δ = 0, the discretization method has no "wave number pollution". For the standard linear finite element method, the existing results imply that 1 2 < δ < 1. A discretization method is ideal means that δ → 0 + . For concrete examples, it is difficult to exactly calculate such parameter δ. Because of this, we want to give a similar definition of δ, which can be explicitly calculated.
When ω increases from ω 1 to ω 2 , the mesh size h decreases from h 1 to h 2 . We fix the value ωh, i.e., ω 2 h 2 = ω 1 h 1 . Let Err 1 and Err 2 denote the relative L 2 errors with ω = ω 1 (h = h 1 ) and ω = ω 2 (h = h 2 ), respectively. Define δ > 0 by
It is easy to see that the parameter δ can be expressed as
For a given ω, we define the error order with respect to h in the standard manner, namely,
where Err 1 and Err 2 denote the relative L 2 errors corresponding to h = h 1 and h = h 2 (p, q are fixed), respectively. 6.1. Wave propagation in a duct with rigid walls. In this subsection, we try to give some comparisons between the proposed method and the plane wave least squares method. To this end, we consider the following model Helmholtz equation for the acoustic pressure u (see [28] ) with ω x = ω 2 − (kπ) 2 , and the coefficients A 1 and A 2 satisfying the equation
Let "PWLS" and "NLS" denote the plane wave least squares method (see Subsection 2.3 in [27] ) and the novel least squares method proposed in this paper, respectively. Besides, letp be the number of plane wave basis functions on every elements. For convenience, we use "dof." to denote the number of degrees of freedom in the resulting algebraic systems (which mean the system (2.8) for the NLS method).
In the following two tables, we compare the required numbers of degrees of freedom to achieve almost the same accuracies of the approximate solutions generated by the two methods. It can be seen from the above datas that, for the new least squares method, less degrees of freedom in the algebraic system are enough to achieve almost the same accuracies (with the same choices of ω and h). For the proposed method, a little extra cost is needed when solving all the local problems defined on the elements (in parallel). Besides, the system (2.8) has more complex structure than the one in the PWLS method and so its preconditioner is more difficult to construct. In summary, the proposed method is at least comparable to the plane wave method even if the wave number is a constant (otherwise, the plane wave method may be unpractical). . We define the velocity field c(x) as a smooth converging lens with a Gaussian profile at the center (r 1 , r 2 ) = (1/2, 1/2) (refer to The analytic solution of the problem is given by u ex (x, y) = c(x, y) exp(iωxy). (6.5) For this example, the standard plane wave methods are unpractical. In Table 3 and Table 4 , we list the accuracies of the approximate solutions generated by the proposed least squares method, where the algebraic systems are solved in the exact manner. Table 3 Degrees of wave number pollution: fixing ωh to be a constant and increasing ω (and decreasing h) ωh = 1, (q, p) = (2, 4) ωh = 2, (q, p) = (3, 6.7097e-10 5.0180
From the above two tables, we can see that the approximate solutions generated by the proposed method indeed have high accuracies and have little "wave number pollution".
Since the resulting stiffness matrix is Hermitian positive definite, we can solve the system by the CG method and the PCG method with the preconditioner constructed in Section 3. As usual we choose d ≈ √ h as the subdomain size in this preconditioner to guarantee the loading balance. The stopping criterion in the iterative algorithms is that the relative L 2 -norm of the residual of the iterative approximation satisfies < 1.0e − 6 .
Moreover, let N CG iter represent the iteration count for solving the algebraic system by CG method and N P CG iter represent the iteration count for solving the algebraic system by PCG method with the DD preconditioner. When the wave number ω increases (and the mesh size h decreases), the iteration count N iter (represent N CG iter or N P CG iter ) also increases. In order to describe the growth rate of the iteration count N iter with respect to the wave number ω, we introduce a new notation ρ iter . Let ω 1 and ω 2 be two wave numbers, and let N (1) iter and N (2) iter denote the corresponding iteration counts, respectively. Then we define the positive number ρ iter by
For example, when ρ iter = 1, the growth is linear; if ρ iter → 0 + , then the preconditioner possesses the optimal convergence. For a preconditioner, the positive number ρ iter defined above is called "relative growth rate" of the iteration count. Of course, we hope that the relative growth rate ρ iter is small. In Table 5 and Table 6 , we compare the iteration counts and its relative growth rate for the CG method and PCG method with the DD preconditioner constructed in Section 3. The above data indicate that the proposed preconditioner is efficient and the iteration counts of the corresponding PCG method has small relative growth rate when the wave number increases.
