The annealing process is one of the important operations in production of cold rolled steel sheets, which significantly influences the final product quality of cold rolling mills. In this process, cold rolled coils are heated slowly to a desired temperature and then cooled. Modelling of annealing process (prediction of heating and cooling time and trend prediction of coil core temperature) is a very sophisticated and expensive work. Modelling of annealing process can be done by using of thermal models. In this paper, Modelling of steel annealing process is proposed by using data mining techniques. The main advantages of modelling with data mining techniques are: high speed in data processing, acceptable accuracy in obtained results and simplicity in using of this method. In this paper, after comparison of results of some data mining techniques, feed forward back propagation neural network is applied for annealing process modelling. A good correlation between results of this method and results of thermal models has been obtained.
INTRODUCTION
In a cold rolling mill, hot rolled steel strips are rolled at low temperature to achieve improved surface quality and mechanical properties to decrease thickness of steel sheets. Extensive deformation during the cold rolling operation and low temperatures reduces the formability and ductility of cold rolled sheets significantly. Therefore cold rolled sheets must be annealed. During the annealing operation, deformed microstructures of the cold rolled sheets are recovered and recrystallization takes place. There are two types of annealing process: the continuous annealing line (CAL) and batch annealing furnace (BAF) [1] . The present work deals with the batch annealing furnace. Required equipments in batch annealing are: -A base unit provided with a recirculation fan -A protective, gas tight cylindrical cover -Heating hood (furnace) -And cooling hood.
These equipments are shown in Figure 1 .
Figure 1. The required equipments in batch annealing process
At first, on the base unit, several cold rolled steel coils are placed one above the other. These cylindrical shaped coils are called charge. After loading the base with the coils, a protective cover is put in place and hydrogen gas is circulated with in this enclosure. Then a furnace is placed over this cover. The protective cover is heated through burners of furnace, and it heats circulating hydrogen gas, then inner and outer surfaces of the coils get heated by convection from circulating hydrogen gas and by radiation between the cover and the coil. The inner portions of the coil are heated by conduction. The large thermal mass and low conductivity arising from the air gaps between the sheets result in a large thermal lag between cylindrical surfaces of the coil and coil core.
The coil surface with the highest temperature during the heating cycle is called hot spot and coil core with the lowest temperature is called cold spot. During the heating phase (cycle) for full recrystallization, cold and hot spots of the coil must be raised to a desired anneal temperature. The required time to reach cold spot temperature to a desired temperature is heating time. Longer heating time results in better uniformity of microstructural and mechanical properties, but reduces the furnace productivity. After heating phase, the furnace hood is replaced with a cooling hood and circulating hydrogen. During the cooling cycle, coil core is warmer than other coil spots. The time to reach coil core temperature to predefined unloading temperature (160°c) is the cooling time. Variations in steel grades and coil dimensions necessitate a supervisory process model. Process models predict temperature evolution during batch annealing. It is important to note that process models are primarily thermal models. Efforts have been made in most plants to develop such a model. At first, Meyer and Woelk [2] developed the theoretical basis of a mathematical model of the annealing furnace. Harvey [3] also developed a mathematical simulation of the annealing process. Rovito et al. [4, 5] developed an online model, mostly based on statistical functions, to predict the end time of the annealing process and the cold spot temperature. Sahay and Kumar [6] developed an integrated model for batch annealing furnace with prediction capability extended to microstructural and final mechanical properties. Pal et al. [7] presented an efficient model for batch annealing using neural network. In this work, a neural network developed using simulations of the integrated model for batch annealing then the neural network model was used to determine the optimum coil dimensions.
Mohamad Saraee
In this paper, Data Mining (DM) techniques are used to model annealing process. DM is the exploration and analysis process of large data quantities in order to discover meaningful patterns and rules. Application of DM techniques in manufacturing began in 1990 [8] . Data mining is now used in many different areas in manufacture engineering to extract knowledge for use in predictive maintenance, fault detection, design, production, quality assurance, scheduling, and decision support systems [9] . Modeling of annealing process using DM techniques has following advantages.
1) High speed in data processing.
2) There is no need too much expertise in the area of metallurgy or mechanical.
The obtained results are acceptable in comparing with thermal models.
RELEVANT DATA MINING THECHNIQUES

Regression
Regression is the most common statistical modeling techniques that can be used to model the relationship between one or more independent (predictor) variables and a dependent (response) variable. It allows response variable to be modeled as a linear function can be written as equation 1:
Where x 1 ,…, x n are n independent variables, y is response variable and α i i=1,…,n that called regression coefficients, are unknown constants to be determined from data. The least squares method is used to estimate these coefficients to minimize the sum of squares of the error between response variable and estimated values by the regression model [10] .
Regression Tree
Decision tree is one of the most important techniques used in data mining. Suppose there is a database that contains n records,
) and x i is value of attribute A i . There is m class (label) in the database. Decision tree has a flowchart-like tree structure, where each internal node (non leaf node) denotes a test on an attribute, each branch represents an output of the test and label of each leaf node is one of these m classes. Decision tree can be adopted so as to predict continuous values rather than class labels. Since the terms "regression" and "numeric prediction" are used synonymously in statistics, the resulting trees were called "regression trees", even though they do not use any regression equations. In the regression tree, each leaf stores a continuous-valued prediction, which is actually, the average value of the predicted attribute for training tuples that reach the leaf. Regression trees were proposed as component of the CART (classification and regression tree) [11] .
Neural Network
The Neural Networks (NN) are powerful tools for prediction and classification tasks in data mining. NN is a useful tool for analysing and predicting the behaviour of systems that is hard to describe by any analytical or physical equations. NNs have the ability to learn from set of examples and generalize this knowledge to new situations. NN represents a structure similar to biological neurons of human brain and contains neurons in parallel grouped in different layers designed as an input layer, hidden layers and output layer as shown in Figure 2 . The bias is designated as b and is similar to the constant in linear regression, the transfer from the hidden units to the output is linear, and is given by:
The output y in equation 4 is a non-linear function of x j. Thus, the network is completely described if network topology (the number of input nodes, output nodes and the hidden units) are known along with all the weights w ij and biases b i . The multilayer feed forward back propagation neural network (BPNN) is one of the simplest and most applicable networks being used in performing higher level human task such as predicting, diagnosis, classification, decision making and planning [12] . The "feed forward" term refers to that outputs of a layer feed to next layer. The "back propagation" is a supervised learning algorithm to train neural network. In this method, the network is presented with patterns, (inputs and targeted outputs), in forward direction network output is calculated then based on BP algorithm, neurons weights of the layers update to minimize the sum of squared error between network output and targeted output. These modifications are made in backward direction, from the output layer to input layer. Detailed descriptions on neural network can be found in literature [13, 14] .
MODELING AND ANALYSIS OF ANNEALING PROCESS
Experiments
In this study, a database of annealed coils in Box annealing plant in Mobarakeh Steel Company (MSC) is provided to model annealing process. This database included 5554 records that each record contains values of following attributes that are important to model annealing process.
1) Coil dimensions: weigh, width, thickness and outer diameter.
2) Heating and cooling times.
3) Annealing temperature set point (anneal sp), this determines based on the steel quality by metallurgy specialist.
4) Charge dimensions contain weight and height charge.
5) Steel grades: ST12, ST13, ST14 that are steel grades standards
Statistical analysis of the variables used to develop for annealing process modeling is shown in Table 1 . Also, there is a time-temperature trend of coil core, during the annealing process. Figure 3 shows an instance of these trends. 
Heating and Cooling Times Prediction
In order to predict the heating and cooling times in annealing process, regression, regression tree and neural network models are developed. Inputs of these models are weight, width, outer diameter and thickness of coils, steel grades, annealing temperature set point, weight and height of charge. The heating and cooling times are as outputs of these models. Available data randomly divided to two sets, training and testing datasets. Models are trained using a set of training data. To validate the generalization capability of the newly trained models, a set of test data that not used in the training phase is applied.
Trend Prediction of Coil Core Temperature
During the annealing process, availability to coil core is difficult, in addition there is a thermal gap between coil core and coil surfaces. Therefore, to get sure about full recrystallization, it is necessary to know coil core temperature reaches to the desired annealing temperature. As the before mentioned, there are trends of coil core temperature from data gathered Box annealing plant in MSC. The schemas of these trends approximately are similar. At first, each trend divided to two phases: heating phase and cooling phase, then for each trend in two phases, a polynomial function with degree four is fitted based on least squared method using curve fitting toolbox of MATLAB 7.8 software. The polynomials such as p(t), fitted to heating curve and q(t), fitted to cooling curve that can be written as equation 5 and 6: where , ,i=1,...,5 are coefficients of polynomials are fitted to heating and cooling curves, respectively, and t is the heating time in equation 5 and the cooling time in equation 6.
For predicting trend of coil core temperature, it is sufficient to predict polynomial coefficients. For prediction of each coefficient (p i ,q i i=1,…,5) , a neural network is developed. Inputs of each network contains width, outer diameter, thickness and weight of coils, weight and height of charge, annealing temperature set point and steel grades and output of each network is one of these coefficients.
RESULTS AND DISCUSSION
In this study, average absolute relative error index (ARRE) is used to qualify the generalization capability of the training and testing regression, regression tree and NN models. ARRE can be written as, Where is actual value of targeted output and is predicted output value of the model, N is the number of applied data sets.
Also the root of mean squared error index (RMSE) is used to measure the accuracy of predicted trends of coil core temperature during heating and cooling phases using NNs in the mentioned method. RMSE can be written as equation 8,
Where
is actual temperature at time point t, is predicted temperature at time point t and d is number of time units (values of temperature is measured in each 360 second). MATLAB 7.8 software is used to develop NNs and SPSS 17 and CLEMENTINE 12 respectively are used to develop regression and regression tree models.
Results of Heating and Cooling Times Prediction
For training NN, regression and regression tree models, available datasets divided into two sets, 80% of the datasets randomly selected to train models, while the remained 20% used to test the ability of the trained models to predict heating and cooling times. Topologies contain 1-2 hidden layers and 1-20 neurons in each hidden layer is tested to find best topology. After repeated trials, it was found that a network with one hidden layer consisting of 4 neurons in hidden layer for predicting heating time and a network with one hidden layer consisting of 4 neurons in hidden layer for predicting cooling time give a minimum ARRE on testing datasets. The sigmoid function is used as activation function of neurons in hidden layer and linear function as activation function of neurons in output layer. The values of ARRE for the test data set are shown in Table 2 . It is can found that the lowest values of ARRE for predicting the heating and cooling times are 2.3% and 1.81% respectively, which shows that NN is more capable than regression and regression tree models.
Results of Trend Prediction of Coil Core Temperature
In the presented method (in section III) for predicting of temperature trend of coil core, it is sufficient to predict polynomial coefficients. To model this process we selected the 4th degree of polynomial, the 4th degree is selected after some experiments on different degrees of polynomials. For predicting of these coefficients, feed forward NNs with BP learning algorithm are used. The sigmoid and linear functions were activation functions in hidden and output layers. Randomly 80% of datasets is selected for training and 20% of remained datasets for testing. The different kinds of topologies are tested and the best topologies based on ARRE error index on test datasets are shown in Table 3 , 4. As we see in Table 3 the Error Index is acceptable. 
CONCLUSIONS
In this study we proposed a method for modelling the annealing process by using data mining techniques. After testing different techniques of data mining, the feed forward back propagation neural network is selected to predict heating and cooling times and temperature of coil core during annealing process. The presented method can be used without much expertise in the area of metallurgy and mechanic and this is the main advantage of the method. The results of applying neural networks for modelling of annealing process were accurate enough, but while we use a larger training dataset accuracy of predictions will be improved. The presented method is applicable to predict the behaviour of processes that cannot be described by any analytical or physical equations. As some future works, we can compare other techniques of data mining such as different regressions, classification or clustering methods for this application. In addition the genetic algorithm can be applied to optimize the input parameters of annealing process for maximizing productivity of annealing operations.
