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SUMMARY 
Managerial systems for inventory control need to recognize that 
inventories are usually embedded in large systems and that often non-
inventory considerations may enter or even dominate inventory policies. 
One of the non-inventory considerations of interest is the source of 
supply. Among the prospective suppliers to be favored with a firm's 
business, each can typically be the source for several items. 
This thesis is concerned with the development of a basic proce­
dure to determine multiple item ordering quantities from single sup­
pliers. One system of interest is the fixed reorder cycle system, where 
it is possible to group orders for a number of individual items from 
one supplier and realize cost savings. An analytical method developed 
by Brown (1) was investigated and its use was extended for establishing 
least cost multi-item procurement practices in terms of the order cycle 
length and the items to be ordered at the beginning of each cycle. 
The parameters of the system such as demand and lead time are 
treated as deterministic and stochastic variables respectively. A 
sensitivity analysis was performed on the cost parameters of the inven­
tory system to establish the importance of estimation errors. The 
economic consequences of quantity discounts were analyzed, and expres­
sions were developed for determining the safety stocks, average working 
stocks, and average inventory on hand plus on order. The inventory 
policy was tested with an illustration problem and the model was exer­
cised using actual data. A comparison was made with a procurement 
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inventory policy encountered in practice. The results showed con­




In inventory system management an effective strategy may call for 
the use of multiple-item ordering from a common source of supply. This 
is a situation where the purchaser and suppliers benefit from some regu­
lar orders that include a wide range of items rather than frequent orders 
for a few needed items. For example, if a large number of items are 
regularly ordered from one supplier, it may be worthwhile to abandon an 
order point system and place orders for all items by some regular sche­
dule in order to reduce total cost by ordering products with relatively 
small dollar value at the same time when the large dollar value items 
are ordered in addition. An order placed for multiple items from a 
single supplier may qualify for a quantity discount and may reduce both 
the shipping costs and the costs of procurement. 
The problem addressed in this thesis is to select a least cost 
procurement strategy for multiple item ordering from different vendors. 
The major variables are the length of the reorder cycle for each vendor 
and the particular parts to be ordered in each cycle. The presumption 
is that each vendor will supply both high volume fast moving items and 
low volume slow moving items. The purchaser will probably wish to order 
high volume items in every cycle but may wish to order a slow moving 
item every second, third, or fourth cycle. An analytical procedure is 
developed and demonstrated for determining both the least cost cycle 
time and the order frequency for the different items in a family. 
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By using a single cycle time T, some items will be ordered at 
less frequent than optimal intervals, thus incurring excessive holding 
costs. Other items will be ordered at more frequent than optimal inter­
vals. Still other items can be ordered at intervals 2T, 3T, and so 
forth. There is no requirement that every item be ordered at every 
interval. The requirement is that no item be ordered between intervals. 
The principal problem involves three steps: (1) identifying all members 
of each procurement family so that their lots can be ordered from one 
vendor at one time; (2) determine the length of the order cycle T, the 
average time between orders for this family; and (3) determine the order 
interval k^, for each item in the family. The cycle multiple k^, is the 
integer number of T length cycles between successive orders for item i. 
In general item i will be ordered once every k^ cycle in a k^T-year 
supply. Table 1 shows the nomenclature used in the development of this 
system. While it is possible to determine optimal review periods for 
each item ordered, it may be advantageous to set a common review period 
for all items or for classifications of items in order to gain the ad­
vantages of grouping orders to common suppliers. Therefore, little 
attention is given to individual optimal review periods. Instead, 
review periods are set on the basis of ordering a family of items. 
Nature of the Problem 
In the specific case under study an analysis is made of a situ­
ation encountered in practice where a firm produces to meet a long-term 
contract. In this instance there is no problem in determining the 
market forecast for the finished goods, since it is fixed by a yearly 
contract. Finished goods demand data are stored in computer files and 
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Table 1. Nomenclature of System and Cost Parameters 
Description 
Annual requirements of item i 
Procurement lead time, generally a 
fraction of a year 
Item cost, price of item i 
Holding rate, annual percentage of 
item cost 
Carrying charge for item i 
Holding cost 
Procurement cost 
Procurement quantity for item i 
Total yearly cost 
Inventory cycle time, generally a 
fraction of a year 
Multiple cycle time for item i 
Safety stock level 
Number of cycles 
Total family quantity ordered 
Average total ordering quantity 
Total demand of family items 
Average on hand inventory 
Maximum on hand inventory 


















production requirements from these files are exploded every month and 
compared against the current inventory status to develop detailed 
assemblies and purchased parts schedules. The production rate is known 
with certainty, thus the assembly lines are evenly loaded throughout 
the entire year. Therefore, the demand rates and requirements of all 
parts can be determined with great accuracy. 
There is a considerable amount of purchasing of semi-processed 
materials, fabrication parts, components, maintenance, and operating 
supplies which tends to keep the proportion of the sales dollar expended 
for goods and services high. The supply of all these parts is so vital 
to the system, that efforts are made to diminish the possibilities of 
stockouts. 
The purchasing function must be performed so as to minimize or 
eliminate disruptions in production resulting from the lack of any 
materials, equipment, or supplies, with a minimum investment in reserve 
inventories. For this reason it was decided not to expand the inventory 
system to all levels, but rather to concentrate efforts on developing 
the inventory system for only purchased parts. 
Survey of the Literature 
The focus of this thesis is on the investigation of techniques 
for ordering several items from a common source, and for basing the 
quantity ordered for any one item not only on its own stock status, but 
also on the stock status of all the items in the joint group. Much of 
the literature work done is related to production quantities for cycled 
items. Brown [1] formulated an analytical method which shows how the 
general concept behind the development of the economic order quantity 
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can be extended to handle these families of items. Buffa and Taubert 
[3] developed a methodology where the production runs (lot sizes) of 
all products are determined jointly so that the scheduling interference 
is taken into account. 
The development of the distribution of lead time demand is an 
essential step in the derivation of buffer stocks to absorb variations 
in demand and/or variations in supply lead time. A Monte Carlo develop­
ment of lead time demand is described by McMillan and Gonzalez [14]. A 
numerical procedure to derive the joint distribution of lead time demand 
is illustrated by Fabrycky and Banks [7], which is applicable in those 
cases where demand has a Poisson, normal, or Chi-Square distribution. 
The distribution of lead time or Chi-Square distribution and the distri­
bution of lead time need not conform to any specific form. The stockout 
acceptance factor is based upon the lead time demand distribution. 
Snyder [18] views this factor as an attempt to minimize the investment 
in inventory relative to an acceptable level of stockout previously 
specified by management. 
The identification and measurement of costs is an important step 
in an inventory study as emphasized by Groff and Muth [8]. For some 
items, annual expenditure for costs other than inventory holding are 
influenced by order size. These include price discounts and transpor­
tation charges. Unfortunately, price discounts are usually not quoted 
as a continuous function of order size but as a step function, and 
therefore the calculus cannot be utilized to develop a simple decision 
rule. The common procedure used is one of comparing the total annual 
costs resulting from selected values for the order quantity, as it is 
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shown by Hadley and Within [ 9 ] . But when quantity discounts apply for 
a family of items, the aggregate order quantity should be increased 
proportionately over the individual items and a maximum quantity that 
can economically be ordered to qualify for a discount is needed. 
Another relevant cost is the carrying charge Meir [12] gives a 
detailed treatment of the effects of the holding rates and proposes 
that in most cases the practical expedient would be to assume the same 
holding rate for all items. Westing and Fine [22] explain the typical 
composition of the holding rate. 
Since management's interest is more centrally focused on aggregate 
inventories and their behavior, it is very important that inventory con­
trol methods must be able not only to deal with policies and procedures 
to control individual item inventories but with a multiple item environ­
ment. This is the main reason why the research was focused to an area 





A model is presented for the situation in which replenishment 
stock is to be procured by purchasing. The source of replenishment 
stock is predetermined and is therefore not a policy variable. The 
demand rate and the procurement lead time are deterministic and time 
invariant. Demand and lead time are assumed to be independent of each 
other and independent of the procurement level and the procurement 
quantity. 
The case to be studied is the grouping of orders for a number of 
individual items from one supplier. This is the case of joint ordering 
which has the effect of a common procurement cost of preparing the order 
and marginal costs associated with each item on the purchase order. A 
least cost policy for this system requires that all procurement cycles 
for items in a common procurement set must be of equal length. The 
initial problem is to identify all members of one family so that their 
lots can be delivered from the vendor at one time. The next step is to 
compute the average time between orders for this family, if the family 
is to be ordered in at least a T-year supply, so that the stock will 
last until the family is to be ordered again. For some items it may 
be desirable to order a 2T-year supply in every other time cycle, or a 
3T-year supply in every third cycle. In general, the ith item will be 
ordered once every k. cycles in a k. T-year supply. 
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Relevant Cost Parameters 
The ability to quantify and develop rigorous models of managerial 
problems is dependent on the determination of the behavior of relevant 
costs. The practical application of such models is also dependent on 
the ability to obtain the cost data that are needed. The result is that 
in many instances the relevant cost behavior for model-building purposes 
must be determined by special studies. The costs required to execute 
this joint order cost model are: Item Cost, Procurement Cost, and In­
ventory Holding Cost. 
Item cost C^, depends upon both the item and the source. In addi­
tion to the purchase, C^ also includes the cost of transportation, hand­
ling, service, delivery, and other charges that are assessed directly 
against the purchaser. In order to know that the price is properly 
determined, it is necessary to be familiar with the prices being asked 
for the item in question by acceptable suppliers, and it is also neces­
sary to know the precise quality, or the quality range, that can be used 
by the buyer. Only if price quotations are known, including all related 
cost elements, and JF Quotations, relate the true cost to the quality 
requirements, is it possible to determine the true item prices. 
Procurement cost C^, includes the expenses of paper work prepar­
ation, communication, receiving, and vendor payment. This parameter 
depends upon the item as well as the source. When ordering an entire 
group of parts and materials from the same vendor, the cost C^ can be 
divided up into two components, a major cost, C q, of preparing the 
order, paying the invoice, and such other costs that refer to the entire 
order, and minor costs, a., that are the marginal costs associated with 
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each additional line item on the purchase order. Care must be taken, 
however, to be sure to obtain a true incremental cost of order prepar­
ation. 
Inventory holding cost C^, is incurred as a function of the number 
of units on hand and the time duration involved, it is an item-dependent 
parameter. There are handling costs required to place materials in in­
ventory and to issue them from inventory and costs associated with stor­
age, such as insurance, taxes, space, obsolescence, capital costs, 
deterioration, and losses. If average inventories increase, these 
costs will also increase and vice versa. All inventory is not subject 
to the same risk, obsolescence and deterioration. Therefore, the hold­
ing cost varies from item to item. This variation is expressed by means 
of a carrying charge r^, which is formulated as a percentage per year 
of the item cost 
T ± = H±C± ($/unit)/year 
where is a holding rate determined by the associated holding costs. 
In most practical situations the holding rate is a constant value for 
each item in the inventory, I-L = H. Where very high cost items are in­
volved the capital cost associated with the holding rate increases, and 
when holding costs which vary with the individual item are high, the 
value of related to the cost of receiving, inspection, and handling 
can be identified by categorizing the parts into weight and size classes. 
Mathematical Derivation 
The model of these operations can be built up from the following 
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arguments. The objective is to order a family of items, that come from 
the same vendor, once every T years that includes item i once every k^ 
cycles. The expected annual procurement cost including the major order 
cost C , and the minor marginal costs a^, associated with each addi­
tional line of item i is 
c
P = C o T + I, a i i T T 
R 1 = 1 1 
or 
c = t 
P T 
n a. 
1 = 1 1 
($/year) (1) 
where the summation runs over all items n in the family. 
The average lot ordered for item i every cycle time k^T is 
q. = k.TR. (units) ni l l v J (2) 
The entire lot q^, is delivered into stock at one time every cycle 
time k.T. I 
From Figure 1, area A is the total number of unit-years of stock 
on hand during the inventory cycle T. If this area is divided by the 
number of years in a cycle to obtain the average on hand inventory dur­
ing a year 
k.TR. 
— ^ — (units) 
The holding cost per year is the assigned carrying charge r^, 
Figure 1. Inventory Process for Item i 
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which is the cost per unit held per year, times the annual average 
inventory on hand 
n r.k.TR. 
i=l 
($/year) ( 3 ) 
The total system cost per year will be the sum of the procure­
ment cost for the year and the holding cost for the year symbolically 
represented as and and these costs are expressed as a function of 
the review period T and the cycle multiples k^, therefore, the total 
expected annual cost is 
TC = ~ Co + L K . i=l l 
n a^ 
I \T~\ + i. I r.k.TR. M year) (4) 
The total cost is a function of two independent variables, T and 
k^. Assume for the moment that the cycle multiples k^ are known. 
The minimum total cost, with respect to the cycle time T, is 
obtained by taking the partial derivative of TC with respect to T and 




C o + I IT 
1=1 1 
1 1 1 
T I . , r.k.R. = 0 2 >, i l l 1=1 
or 
T = ( 5 ) 
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The cycle time thus depends on the cycle multiples k^. Now 
suppose that the cycle time T is known, then the minimum total annual 
cost, with respect to the cycle multiple k^, is obtained by taking the 
partial derivative of TC with respect to k^ and setting it equal to 
zero. The differentiation under the right-hand side summations of the 
total cost equation can be performed prior to the steps of summation 
from 1 to n 
The cycle multiples k^, that result will not usually be integers, 
but to preserve the order cycle, T, the values for k^ will be rounded to 
integers. A range of values for rounding the cycle multiples k i to 
integers, can be derived as follows. The integer that minimizes total 
annual costs for item i, lies between two numbers, X and X + 1, for 
which costs are equal. These costs can be written as 







T C i ( X + 1 ) " TXTI)T + 
a. ri(X+l)TRi 
2 
where X < k. < X + 1. l 
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The condition is that TC\ (X) = TC\(X+1) or 
a. r.XTR. a. r.(X+1)TR. 
1 1 1 1 1 1 + = = ... _ - + XT 2 (X+1)T 2 
which yields 
2 2 a i 
+ x - = 0 (7) T r. R. l I 
Recalling that the value of that minimizes total annual cost 
for item i is 
i /2a. 
k. = 1 7 1 i T / r.R. 
l l 
Expression (7) becomes 
X 2 + X - k. 2 = 0 (8) I 
If the unit interval between X and X + 1 is to contain the 
integer 2, for example, the lower limit X must be at most 2, and the 
upper limit X + 1 at least 2. Solving for k^ at these limiting values 
for X we can obtain the range of values of k^ for which rounding should 
be to the integer 2. 
k. 2 = X 2 + X k. = v̂ X + I I 
For the upper limit X + 1 = 2 or X = 1 
k i = A2 + 1 = /2 = 1.414 
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and the lower limit X = 2 
k. 
1 
= A2 + 2 = /6 = 2.449 
Thus, if k^ computed falls within the range 1.414 to 2.449 the value 
should be rounded to 2. 
Therefore, the integer values to which the cycle multiples must 
be rounded can be found as shown, and a table can be constructed in 
order to know the range of the cycle multiples and the corresponding 
rounding convention to obtain integer values. Table 2 shows the results 
of these calculations for values of X from 2 to 8. 
There is a slightly greater chance of rounding up to the next 
whole number than of rounding down to the next lower one. The range of 
values of k^ becomes narrower as the limiting values of (X) and (X + 1) 
increase. When the value of the tentative multiple k^ is larger than 
six, it will be acceptable to round-off using the integral part of 
k i + 0.52 (see Table 3). 
Cycle Times and Cycle Multiples 
The iterative procedure for determining cycle times and cycle 
multiples is performed in the following steps: 
1. Compute the initial estimate of the family cycle time (in the 
first iteration, assume all k^ = 1) 
T = 
1 6 
Table 2. Calculations of the Cycle Multiples Range of 
Values for Integer Rounding 
Upper Limit 
(X+l) at Least 
and Lower Limit 
(X) at Most 
Value of X 
Range of Values 
of k. I 





































Table 3. Round-Off of the Cycle Multiples to Integer Values 
Range of Values 
of Tentative Round to 
Cycle Multiples Integer Values 
i / 2 a-k. = I 7 1 i T/ r.R. 
l l 
0 to 1.414 1 
1.414 to 2.449 2 
2.449 to 3.464 3 
3.464 to 4.472 . 4 
4.472 to 5.477 5 
5.477 to 6.480 6 




3. The tentative multiple k^ will not usually be an integer. 
Round the value of each k^ to the appropriate integer using 
Table 3. If the rounded values for L are not identical to the 
values assumed in step 1, the steps are repeated. Recompute T 
using the new values for the cycle multiples k^. Round these 
to the appropriate integer using Table 2 and check again for 
convergence. If none of the cycle multiples change the compu­
tations are finished. If some of the cycle multiples do change, 
then repeat step 1. 
In the cases when equations (5) and (6) have a solution at all, 
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the above iterative procedure will eventually converge to a minimum 
cost solution. The intuitive reason for this is that for any case 
under study, the value of C , a., r., and R. will remain fixed, and the / » O I L * 1 
suggested algorithm starts to compute T assuming that all = 1. Then 
using the value of T, the individual values of the k^ are computed. 
The new k. are then used to correct the value of T. The effect of in-I 
creasing some of the k^ will be to reduce T because the sum of the k^ 
will reduce the numerator and increase the denominator of the fraction 
that determines T. When the new value of T has been computed, new values 
of k^ are calculated. The effect of the new (smaller) value of T will 
be to increase the value of the k^. As the cycle time is shortened the 
expression for the cycle multiples will increase, making the cycle time 
even shorter, until the computational cycle reaches a point where 
further reduction in the value of T does not change the values of the 
k^. At this point it may be said that the values of T and k^ have con­
verged to a solution. 
The solution converges rapidly and only a few iterations are 
required for most problems. A flow chart describing the procedure to 
determine the cycle time T and cycle multiples k^ is presented in 
Figure 2. 
Safety Stock Formulation 
Even though the acquisition lead times and demand rates of all 
the items per family are known, it is wise to consider buffer stocks. 
The acquisition lead times might vary according to the supplier's 
conditions, and they are almost never known with absolute certainty, 
because this variable is source dependent. Thus, a buffer or safety 
19 
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2(C + E rr-) 
v o k. 
T = 7 2 r.k.R.1 
Obtain Values for All 
Cycle Multiples 
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k. = ^ / / l i T / r.R. l l 
Round Values of k^ to the 




Figure 2. Flow Chart for Computing the Cycle Time and Cycle Multiples 
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stock is needed to absorb the variations in supply lead time. 
The safety stock is simply the difference between the number of 
units used at maximum lead time T , and average lead time T, with a 
max & 
constant demand D 
SS = D T - D T (9) max 
The safety stock will depend on the definition of lead time 
demand. 
Lead time demand is the total demand which occurs during the 
lead time. When lead time is a random variable T , lead time demand 
x 
is a random variable Z^. Safety stack computations are considerably 
simplified by assuming that the lead time demand distribution follows 
some definite mathematical function, f(Z x). In general, both demand 
and lead time will take on integral values. This leads to the conclu­
sion that lead time demand will also be an integer-valued random vari­
able process with independent increments, usually called a generalized 
Poisson process 
or 
Z = D T 
X XX 
It can be seen that f(Z ) is a function of two random variables 
x 
and is thus a result of a joint distribution. If the distributions of 
D and Z are given, we can develop the distribution of Z by convulution. 
21 
For any but the simplest density functions, this procedure takes a con­
siderable computational effort. If demand is constant over time, it is 
possible to obtain the distribution of lead time demand f(Z^), by direct 
mathematical means. Selected convulutions for compatable density func­
tions are given in Table 4. 
The normal, Poisson, and nagative exponential distributions have 
been found to be of considerable value in representing demand functions 
for inventory management. The normal distribution has been found to 
describe many demand functions adequately, particularly at the factory 
level of the supply-production-distribution system. This assumption may 
not be true for some of the items, but, essentially, it will take care 
of the majority of the cases. 
The determination of the safety stock using the lead time demand 
distribution is as follows 
SS = Z - Z (10) max ^ 
where Z is the maximum lead time demand and Z is the mean lead time max 
demand. 
Given the assumption of normality Z can be determined by r ' max ' 
reference to the normal distribution tables where Z = Z + Fa and 
max z 
F measures the departure of Z from the mean Z, in units of standard 
deviations, o^. One must know only mean lead time demand Z and the 
standard deviation o^ to completely describe a normal distribution 
demand. Table 5 shows some of the probabilities that the maximum lead 
time demand Z will exceed Z + Fa for selected values of F. max z 










u , 0 
Normal 2 2 Du, D a 
Poisson y Poisson Dy 
Exponential 3 Exponential D3 
Gamma Gamma a, D$ 
Chi-square n Chi-square 1, 2D 
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Table 5. Probability that Lead Time Demand Exceeds Z 
for Selected Values of F 
z 
max 
z + Fa 
z 
Probability 
z + 3.090 a 
z 
0.001 
z + 2.576 a 
z 
0.005 
z + 2.326 a 
z 
0.010 
z + 1.960 a 
z 
0.025 
z + 1.645 a 
z 
0.050 
z + 1.232 a 
z 
0.100 
z + 1.036 a 
z 
0.150 
z + 0.842 a 
z 
0.200 
z + 0.674 a 
z 
0.250 
z + 0.524 a 
z 
0.300 
z + 0.385 a 
z 
0.350 
z + 0.235 a 
z 
0.400 





From Equation (10) and the definition of ^ m S L X 
SS = Fa z (11) 
In cases where Z has a normal or Poisson lead time demand distri­
bution the computation of a involves the square root of Z, the mean 
lead time demand. In this event safety stocks might vary as the square 
root of lead time demand. Thus, if Z increases or decreases reserve 
stocks should not change in direct proportion, but in the proportion to 
the square root. Thus, there is an economy of scale involved and a 
larger demand can be accommodated by a less than proportional safety 
stock. 
The larger the safety stock the smaller will be the risk of 
running out of stock, but the problem is to determine a method which 
will allow to set safety stocks at reasonable levels such that the risk 
of stock-out is acceptable. 
Though it is not difficult to develop a model for safety stock 
based on the concept of balancing inventory and stockout cost, more 
often than not it is difficult or impossible for management to isolate 
a realistic stockout cost. Stockouts are highly undesirable but there 
is no reasonable basis for considering stockout cost in the calculation 
of a safety stock. What is needed is another way to determine the 
safety stock level. 
One approach is to classify all items into several categories 
depending upon the seriousness of their shortage. Items in category I 
will have a higher safety stock level than items in category II. The 
amount of safety stock needed for an item will depend on the number of 
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stockouts per year that will be tolerated and on the number of times the 
item is ordered during the course of a year, (1/k^T). Table 6 shows the 
probability of a stockout at each ordering instance as a function of 
the number of deliveries per year and the permissible number of stock­
outs. Any number of deliveries less than the permissible number of 
stockouts, gives us no risk or zero probability of exceeding the accept­
able number of stockouts. Using this approach management can state the 
chances that a stockout will occur either for a single item i or a lot 
q^. In this particular case, the number of stockouts per year that can 
be afforded for a lot q^ has been calculated, and the number of deliver­
ies per year is known from the cycle time T. Thus, the lots q^ can be 
classified according to their needs and values in the inventory stock. 
For example, consider a lot for which only two stockouts per year 
can be tolerated. If there are eight deliveries in a year for this lot, 
it will be susceptible to a stockout eight times in one year. Since it 
is acceptable to tolerate only two stockouts in one year, the odds of 
having a stockout are 8:2 or 4:1, in other words there is one failure 
in five chances and the probability that a stockout will occur should be 
1/5 or 0.20. Thus, there is an acceptable 20% risk of running out of 
stock. From Table 5 the maximum lead time demand Z , exceeds 
max 
Z + Fa by 0.2 or 20% when F = 0.842. z ' 
To implement a category safety stock for any item, it is neces­
sary to determine the corresponding value of F for the stockout proba­
bility of the selected category and proceed to compute the safety stock 
by means of Equation (11), where F is called the stockout acceptance 
factor and it is based upon the lead time demand distribution. In the 
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Table 6. Probability of Stockouts 
Category I II III IV 
Permissible 
Stockouts 1 2 3 4 
per year 
Deliveries 
per year Probability of Stockouts 
1 0.5000 
2 . 0.3333 0.5000 
3 0.2500 0.4000 0.5000 
4 0.2000 0.3333 0.4285 0.5000 
5 0.1666 0.2857 0.3757 0.4444 
6 0.1428 0.2500 0.3333 0.4000 
7 0.1250 0.2222 0.3000 0.3636 
8 0.1111 0.2000 0.2727 0.3333 
9 0.1000 0.1818 0.2500 0.3076 
10 0.0909 0.1666 0.2307 0.2857 
11 0.0833 0.1538 0.2142 0.2666 
12 0.0769 0.1428 0.2000 0.2500 
27 
case of a normal lead time demand distribution, F can be determined as 
shown in Figure 3, where the acceptable stockout percentage is the 
stockout probability of Table 5 which is used in conjunction with the 
Cumulative Normal Distribution Tables to give the corresponding values 
of F. 
The safety stock corresponding to a family of items is computed 
as the summation of every item safety stock for all the items in the 
family 
n 
SS p = I SS i (12) 
i=l 
where SS^ is the safety stock of item i determined by Equation (11). 
1.44^ 
T O 15 20 25 30 35 
Acceptable Stockout Percentage 
40 45 
Figure 3. Stockout Acceptance Factor F 
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CHAPTER III 
SENSITIVITY ANALYSIS AND OTHER CONSIDERATIONS 
Sensitivity of Cost Parameters 
Once the mathematical model is built it can be used as a decision 
model, but before any decision is made it is important to explore the 
effects of estimating inaccuracies. The purpose of the sensitivity 
analysis on the cost parameters is to find out how badly the system 
would be penalized by estimating errors. Sensitivity analysis is useful 
to assess the impact of inexact information and to guide the allocation 
of limited resources. 
Errors may result in estimating parameter values, that cause the 
calculated values of the policy variables to be nonoptimum. A measure 
of the effect of inaccurately estimating parameter values is the per­
centage deviation in cost caused by a deviation in the estimated values 
of the ordering cost C Q, marginal cost a^, and carrying charge r^. 
Symbolically, 
B = T C -
T C 
TC X 100 
where 
B the measure of sensitivity 
T C the true total yearly cost 
TC the minimum total yearly cost 
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To determine the effect of inaccurately estimating a particular param­
eter, all other parameters should be fixed, the parameter in question 
changed a known amount, and the effect on B noted. 
Ordering cost C Q is the first cost parameter to be examined. If 
all other parameters are held fixed, the values of the policy variables 
based on the parameter estimates may be determined as 
T f = E r.k.R. 
1 1 1 
and 
Ki T /r.R. 
1 1 
substituting these values into the total cost equation (4), yields 
TC 
We now can determine the percentage deviation in cost caused by a 
deviation in the estimated value of C . The measure of sensitivity for 
o 
the cost parameter C Q is 
A sensitivity curve for B is exhibited in Figure 4, where the estimated 
value was varied with a range of 0.5 to 2.0 of the true values. 
Marginal cost a^ is the second cost parameter considered. 
Fixing the values for the other parameters and changing marginal cost 
affects the values of 
T' = 
and 
k' = ~ i T' 
2a! i_ 
r.R. 1 I 
substituting these values into the total cost equation (4), yields 






+ ir J r.k.'T'R. 
2 .L, i i i i=l The measure of sensitivity for the cost parameter a^ is 
T C - TC B = i L T C i L x 100 
A sensitivity curve for B is exhibited in Figure 5, where the esti­
mated value aj was varied with a range of 0.5 to 2.0 of the true 
values. 
Carrying charge r^ is the final cost parameter considered. 
Changing the values of the holding rate I affects the policy variable 







substituting these values into the total cost equation (4), yields 
A sensitivity curve for B is exhibited in Figure 6, where the esti­
mated value rj was varied with a range of 0.5 to 2.0 of the true 
values. 
Table 7 shows the results of the sensitivity analysis performed 
on the three parameters of the mathematical model. All the numerical 
values were calculated by the use of a computer program, listed in 
Appendix A, on the Univac 1108 at the Computer Center of Georgia 
Institute of Technology. 
Graphs of how the calculated value of total inventory cost is 
affected by error in the estimation of parameters, are shown in Figures 
4, 5, and 6. These figures were based on the numerical values obtained 
T C 
The measure of sensitivity for the cost parameter r. is 
B = T C - TC TC x 100 
Table 7. Cost Deviations in Sensitivity Analysis 
Range of 
Errors 
Cost Deviations (%) for 
C'/C a!/a. r!/r. 
O O 1 1 1 1 
0.50 2.88 ) 1.28 6.07 
0.60 1.70 0.34 3.28 
0.70 0.84 0.14 1.59 
0.80 0.37 0.08 0.62 
0.90 0.13 0.05 0.14 
1.00 0.00 0.00 j 0.00 
1.10 0.07 0.06 | 0.11 
1 
1.20 0.26 0.08 1 0.42 
1.30 0.51 0.12 ; 0.86 
1.40 0.83 0.17 1.42 
1.50 1.20 0.28 \ 2.06 
1.60 1.72 0.39 ; 2.77 
1.70 2.18 0.48 3.54 
1.80 2.97 0.60 4.35 
1.90 3.78 0.71 5.19 
2.00 4.30 0.82 \ 6.07 
Figure 4. Total Inventory Cost Affected by Errors in the 
Estimation of Ordering Cost C 
Figure 5. Total Inventory Cost Affected by Errors in the 
Estimation of Marginal Cost a. 
Figure 6. Total Inventory Cost Affected by Errors in the 
Estimation of Carrying Charge r. 
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from Table 7, and were used as a reference in the selection of exact 
cost parameters. 
The sensitivity analysis gave an idea of the amount of effort 
that should be spent on each parameter's estimation. Figures 4, 5, and 
6 show that in general underestimation is more dangerous than overesti-
mation. An error in marginal cost a^ does not have much effect on total 
cost. In the case of ordering cost and carrying charge estimation, the 
total cost is rather sensitive (somewhat more for underestimation than 
overestimation), so more time should be spent estimating C Q and r^ 
accurately. 
In the case where the carrying charge is the same for all items, 
and if management chooses to increase the carrying charge, it is easy 
to see from the equation for the cycle time T that the larger the carry­
ing charge r^, the shorter the cycles, these formulas will generate more 
orders per year, with smaller working stocks on the average. But the 
cycle multiples k^ are independent of these changes; they will remain 
the same. This is demonstrated in the following manner. 
Substituting the expression for T into the equation for computing 
the cycle multiples k. we obtain 
Cycle Multiples as a Function of the 
Carrying Charge 
2 C +1 k. I 





H Z C.k.R. 




C + Z r̂ - R.C. o k. i i 
a. I k.R.C. I i i i 
The holding rate H cancels out and does not appear in the 
formula. The multiples do not change when the family cycle time is 
changed. Each item in the family is ordered in a smaller quantity, 
but in the same proportion to the reduced cycle. 
Once the family of items to come from a vendor has been selected, 
the cycle time and the cycle multiples for each item in the joint group 
can be computed together with the average lot ordered for item i each 
cycle. 
There are cases where vendors offer a quantity discount, not on 
single items, but on the total order value or on the quantity of all 
items ordered for delivery at one time. An increase in the order 
quantity q^, increases the time supply for item i but does not change 
its cycle multiple k^. Thus, if the aggregate order quantity should be 
increased, the increase is spread proportionately over the individual 
items in the family. Therefore, an increase in total order quantity, 
which increases the time supply for the family, would be multiplied by 
the same k^ to get individual item quantities. 
To derive a logic for deciding whether or not to increase the 
total order quantity to qualify for a discount, first express the total 
order quantity in some common unit of measure. If the discount is 
basically a freight savings, the order quantities can be expressed in 
Quantity Discounts in Joint Ordering 
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weight units. If the discount is based on ordering a minimum value, 
express the order quantities in dollars. But if there are some cycle 
multiples different from the unit value, the total order quantity 
will not be the same for every cycle time T. 
Computing the total order quantity for every cycle is a long and 
tedious procedure that gets more cumbersome as the number of cycles per 
year increases. It is particularly complicated for large families of 
items. It is assumed that because cycle multiples other than k^ = 1 
occur only for very low dollar items, the simple sum of the usage rates 
in dollar value LR.C. and the weighted sum Ek.R.C. have a difference 
1 1 6 I I I 
which is generally negligible. Thus, for purposes of quantity discounts 
the cycle multiples k^ can be assumed equal to 1 and the total order 
quantity per cycle can be determined by (1) adding up all the individual 
annual usages either in value or units, for every item in the family; 
and (2) multiplying this total sum by the cycle time in years. This 
gives the expression for the total order quantity per cycle 
n 




Q = I R.T (units) (14) 
i=l 
Since the same number of items will be ordered per family, the 
marginal costs a^ are not considered in the ordering cost. Each time 
a quantity Q is ordered the cost is C Q + QD, and the present value of 
this ordering cost to be incurred Y years in the future is 
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P = (C0 + QD) HY = (CQ + QD)e 
-HY (15) 
where H is the holding rate or the annual interest rate, Y is the cycle 
time in terms of the total order quantity, and total annual usage 
Y = Q/S 
where 
S = ZR. 1 
Assuming that the first order is placed now, and subsequent orders are 
placed as the stock is used up, the present value of all these expres­
sions is 
P(QD) = (C + QD)(1 + e ' H Y + e " 2 H Y + e " 3 H Y + ...) (16) 
the second term of the right-hand side of this expression is similar 
to the series 
, 1 2 3 1 1 + a + a + a + ...= 1 - a 
where a = e and the exponent is -HY or 
-HY -2HY -3HY 1 1 + e + e + e + . . . = 
1 - e -HY 
Then, expression (15) becomes 
P(QD) = 
(C 0 + QD) 
1 - e -HY 
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Consider the case where the vendor offers a discount for buying 
in a larger quantity Q 2 > , and the effective unit cost is C ^ < C ^ . 
The present expected value of always ordering in the larger lot Q 2 is 
C + QD ? 
where QD 2 = IRX^T and Y 2 = Q 2/S. 
The larger lot Q 2 is to be compared with the normal lot Q^, which 
is the total order quantity per cycle just determined. The quantity Q 2 
is worthwhile only if 
C + 0D o C + QD, 
-2 -li_<-2 2JL (17) 
-HY -HY 1 J 
1 - e 1 1 - e 1 
whe re QD, = ER.C..T and T, = Q,/S. x 1 l li 1 xl 
The cost of processing an order C Q is usually very much smaller 
than the total invoice price QD so it could be ignored in this com­
parison 
QD ? QD 
< Gv- (18) -HY -HY, 
1 - e Z 1 - e 1 
From the power series 
2 3 —X i X X 
a = 1 - X + 21- 3T + 
we can notice that if X = HY and a = e, the expression becomes 
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e " H Y = 1 - HY + (HY)
2 (HY) 3 
2! " 3! 
and neglecting terms from the cube onwards 
-HY 
1 - e = 1 - 1 - HY X + 
(HY:) 
2! = HY. 
(HY:) 
substituting the value of Y^ 
1 - e 
similarly 
-K 
1 - e 
Then expression (16) becomes 
QD 2 
-HY, HQ, HQ1 




HQ 2 r HQ2" 
S i -
I 2S J 
Q D 1 
} ' H Q 1 r H Q i ] 
s I -I 2S 
or 
QD 2 Q 2 
QD7 < CT" 
(2S - HQ 1 
2S - HQ 2 
Expressing the unit prices in terms of a discount fraction 
(19) 





QD 2 = E R i C 2 i T 2 = (1 - d)T 2ER i C l i 
QD 2 (1 - d)T 2ER i C l i 
QDi T.ER.C. . 1 l li 
(20) 
Since the summation R^C^ appears in both the numerator and 
denominator, it can be cancelled. Knowing that 
T x = Q 1/ER i and T 2 = Q ^ ^ 
Equation (22) may be written as 
(1 " d)Q 2 Q 2 
Q l Q l ^2S - HQ2j 
2S - HQ. 
which can be reduced to 
Q 2 + (1 - d ) Q l (21) 
and changing the expression to an equality produces 
Q 2 = ^ + ( 1 - d ) Q l (22) 
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where Q 2 is the maximum quantity that can economically be ordered to 
qualify for a discount. 
This expression does not apply for absurdly large discounts, 
because it was assumed in the derivation that ordering cost C Q is small 
compared with the family dollar value QD, which would not be true if the 
item costs were quite small. 
Equation (22) can be used to determine whether it is worthwhile 
to apply for a discount. The quantity Q^ is the original family total 
ordering quantity, and if the quantity being offered with a price dis­
count of d percent is less than the value of Q 2, then one should order 
the quantity the vendor is offering. In fact, one could order up to Q 2 
units and still realize a benefit from the price discount. 
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CHAPTER IV 
EXERCISING THE MODEL WITH ACTUAL DATA 
System Environment 
Following is a brief description of the kind of environment 
where this joint ordering inventory model might be applied. The line 
of products that the company supplies its customers is standardized at 
least during a year or two. From one year to the next, some old pro­
ducts are dropped from the line and other new ones are added. The 
added products may be substitutes for, or improvements on the older 
products, or they may be entirely new items. There are a few of the 
company's customers which but the whole production and the demand is 
forecast by means of yearly contracts. The company may have to order 
raw materials and components in advance of its own needs because of the 
lead times required by its suppliers, and there are cases where a large 
number of items are regularly ordered from common suppliers. The manu­
facturing processes for the different items share common machinery and 
facilities. And the finished items may be sent from the plant to stor­
age in a factory warehouse and subsequently shipped from the warehouse 
to customers. These characteristics of the environment have critical 
bearing on the requirements for an effective inventory control system. 
Data Collection 
To test the model, the following data were collected regarding 
a sample of 100 items distributed in ten families: 
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Part Number Vendor 
Annual Usage Mean Lead Time 
Unit Cost Standard Deviation 
All the collected information about these parts was used in testing the 
model, but extra data can be needed for designing other controls in the 
system. Table 8 shows the information regarding this sample of ten 
families. 
Another important set of data needed at this point is cost of 
ordering, marginal costs, and the carrying charges. 
Each time a purchase order is issued, the purchasing, inspection, 
inventory control, receiving, and accounts payable departments must 
service it. For determining the correct ordering policies one must 
calculate the extra cost of servicing this one order. It is this 
marginal cost rather than the average cost per order that is important 
because the fixed costs of these departments continue, regardless of 
the number of orders written. An ordering cost was determined which 
consisted of the cost of preparing a requisition and a purchase order 
and the cost of accounts payable expenses per purchase order plus the 
marginal costs associated with each additional line of item in the pur­
chase order. Each of these costs is marginal or incremental; it is not 
based on total cost of running the Inventory and Procurement Department. 
It was estimated that the ordering cost C Q had a value of ten dollars 
per order, and the marginal costs a^ were forty cents per additional 
line of item. 
The holding rate H of the carrying charge r^ was found to be 
associated with the following cost categories: 
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1 3.00 1.75 9 63,200 
2 4.00 2.00 13 5,780 
3 4.00 2.25 10 52,325 
4 2.00 1.41 8 17,870 
5 3.50 1.66 13 955 
6 2.75 1.87 7 21,355 
7 4.50 2.02 8 2,170 
8 3.75 1.80 12 32,905 
9 2.80 1.76 6 7,215 
10 4.00 2.28 14 27,815 
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Capital Cost. It is the annual interest rate foregone on the 
dollars tied up in inventory. 
Insurance. The cost of insuring the inventory goods. 
Tax. This is tax paid on the fixed assets of the crib and not 
the inventory size. 
Handling. This was estimated to be 20% of the total labor costs 
of the receiving and stores department, which is equivalent to 5% of the 
average inventory value. 
Space. The total space of the receiving and stores department 
is adjusted by subtracting the office space, the space allotted to 
receiving and the space used in the filling of orders. The remaining 
space is extended by the standard cost per square foot to arrive at 
the total yearly storage cost. This is represented as a percentage of 
average inventory. 
Obsolescence. The estimated obsolescence expense for a year was 
6% of the average inventory value. This figure was the greatest cost 
element due to the technological changes in the product design. 
Deterioration and Losses. These are the costs associated with 
either the mysterious disappearance of items of inventory or their 
deterioration due to overextended shelf time. 
The holding rate is the total of all the above and equals 24% 
of the item cost per year. It is surprisingly costly to carry inventory. 
The individual elements of costs are the following: 
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Cost Elements Annual % of Item Cost 






Deterioration and Losses 1 
Holding Rate H = 24.0 
Evaluation of the Model 
Using the above data the total cost of the model can be calcu­
lated and compared with the total cost involved with the procurement 
policies currently in use. The current procurement policies state the 
independent determination of the order quantities q^, using the basic 
inventory formula for a fixed reorder quantity system, where the order 
quantity is determined by 
and the average annual cost of procurement and holding inventory for 
item i is 
Another important comparison is the average inventory level 
held during a year. In the current procurement policies this is 
determined by the following formula 
I 
C(q.) = /2R.C r. 
1 0 1 
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AI = q./2 + SS. ni 1 
where the safety stock is a month supply for item i. 
But in order to calculate this average inventory for the new 
model one must know first the exact family total order quantity for 
every cycle time in any period of time. 
Determining the Family Total Order 
Quantity per Cycle 
The total quantity ordered every cycle time T can be determined 
in the following manner. First start with cycle number one where the 
total order will be the summation of all the lots q. ordered in the 
family 
T0Q 1 = Zq. 
In subsequent cycles the total quantity ordered will vary accord­
ing to the lots q^ ordered every k^ cycles in a k^T - year supply. For 
example in cycle time number six, the total order quantity is the sum­
mation of all the lots q̂  ordered every cycle k^ = 1 plus the lots 
ordered every other cycle k 2 = 2, together with the lots ordered every 
third cycle k^ = 3 and every sixth cycle k^ = 6. To calculate the 
total order quantity for cycle time number J, it begins in cycle number 
two and is as follows: 
T0Qj = Z P i jq. j = 2,3,4,5,...,NC (23) 
where NC is the number of cycles desired to compute, p.. = 1 for all 
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cycle multiples equal to the corresponding values of the submultiples 
of cycle time number J and all other p ^ are set equal to zero. These 
coefficient values are calculated by the following formula 
KJL = [J/L] [integer values only] 
where J is the cycle time number that begins in the second cycle and 
L = J,J-1,J-2,J-3,...,3,2,1. The limiting value of KJL is the greatest 
value KG of all the cycle multiples k^ in the family. Therefore, the 
submultiples interval for cycle time number J starts with the value one 
and ends with the value of KG. Table 9 shows the values of KJL for up 
to 20 cycle times. 
An Example. Table 10 shows a family composed of 13 items with 
their annual requirements and the resulting cycle multiples k^, cycle 
time T, and the lots q^ ordered for each item i every cycle time k^T. 
The greatest cycle multiple is five, thus the limiting value of KJL is 
five and the submultiples interval is from one to five. 
To compute the total quantity ordered in cycle four, from 
Equation (23), 
13 
T0Q4 = I V^. 
Using Table 9 in conjunction with Table 10 the values of p ^ can be 
determined for all k^ equal to the submultiples KJL 
P14 = P24 = P34 = P44 = P54 = P64 = P74 = Pll,4 = 1 
where all the other p. . = 0, therefore 
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Table 9. Ordering Schedule for up to 20 Cycle Multiples 
and 20 Cycle Times 
Values of KJL for Cycle Time Number J 
10 11 12 13 14 15 16 17 18 19 20 
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i C. l r. l R. l k. I 
qi 
1 0. 72 0.144 654 1 307 
2 0.66 0.132 43 1 20 
3 0.26 0.052 104 1 49 
4 0.25 0.050 77 1 36 
5 0.94 0.188 13 1 6 
6 0.53 0.106 13 2 12 
7 0.54 0.108 12 2 11 
8 0.91 0.182 4 3 6 
9 0.38 0.076 9 3 13 
10 0.13 0.026 20 3 28 
11 0.39 0.078 3 4 6 
12 0.53 0.106 2 5 5 
13 0.79 0.158 1 5 2 
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TOQ i4 = q x + q 2 + q 3 + q 4 + q 5 + q 6 + q 7 + «n 
or 
= 307 + 20 + 49 + 36 + 6 + 12 + 11 + 6 = 447 
Table 11 shows the total order quantities for this family of items up 
to 60 cycle times, in order to compute these values of TOQ.. a computer 
program was made and it is shown in Appendix B. 
Figure 7 shows the graph of inventory balances for this fixed 
cycle system with a cycle time T between orders and a supply lead time 
x, which is a random variable that depends on the supplier of the 
family of items. This graph displays the summation of item quantities 
q^ in a family where the total demand of all the items per family is 
given by D = IR^. The solid line shows the fluctuation of physical in­
ventory on hand and the dashed line the sum of inventory on hand and 
on order. Note that orders are placed each cycle time T in an amount 
equal to the total order quantity TOQj corresponding to cycle number J. 
Thus the average total ordering quantity can be calculated as 
Average Inventory for a Family of Items 
NC 
ATOQ = i NC (24) 
In general the inventory on hand varies from a maximum of 
(TOQ^ + SS) at the point where the first order has just been received 
to a minimum of SS just before the receipt of the following orders. 
Table 11. Total Order Quantities for 60 Cycles in Family Example 
Figure 7. Inventory Balance 
5 7 
From the geometry of Figure 7 the average working stock, that is the 
inventory on hand not considering the safety stock, is one-half the 
average total ordering quantity. The average inventory on hand is then 
this amount added to the family safety stock 
NC 
1 Z TOQ. 
A I = 2 — N C " 1 + S S F ( 2 5 > 
At the beginning of any time cycle J, the on hand and on order 
inventory is the total order quantity TOQ^ plus the family demand times 
the mean lead time and the safety stock level of the family 
OHO = TOQj + DT + SSp ( 2 6 ) 
where the maximum inventory on hand and on order occurs at the beginning 
of the first cycle, or at any cycle which has a TOQ.. = TOQj 
MI = TOQ, + DT + SS C ( 2 7 ) 
Illustrative Problem 
In order to compute the policy variables T and k^ for the 1 0 
families of the sample data, a computer program was made and it is 
listed in Appendix C. This program consists of the main program and 
two subroutines which calculate the average working stock per family 
and the family safety stocks. The main program also evaluates the total 
costs of both the current and the joint order inventory models. The 
values of T, k^, and q̂  are listed in Table 1 2 . 
The average working stock was computed using the algorithm 
developed to calculate the family total order quantity per cycle, 
Table 12. Policy Variables as Determined Through the Model 
Family T 1 2 
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TOQj, and the first term of Equation (25). 
The safety stock computations were accomplished by means of a 
library program that determines the number of standard deviations from 
the mean according to the area of stockout probability in the Cumulative 
Normal Distribution Tables. This number is the value F or the stockout 
acceptance factor, and F times the standard deviation of the lead time 
demand distribution gives us the required safety stock that corresponds 
to the acceptable stockout probability stated by management. 
There were two computer runs made. The first calculated the lot 
sizes q^ and cycle time T per family in order to know the average work­
ing family stocks and the number of deliveries per year. Once these 
values were known, the item safety stock categories were determined 
according to the management policies of permissible stockouts. In the 
second run the parameters of every family lead time demand distribution 
were calculated using Table 4, the lead time parameters and the total 
demand D per family, then the safety stocks per family were computed 
and added to the average family working stocks to obtain the average 
inventory on hand per family. 
Analysis of Results 
All results are based upon analysis of 60 cycles equivalent to 
60 T years. This represents an average of nine years for the 10 
families. 
The new procurement policy shows a considerable cost reduction--
54% for all part numbers — and it points to great potential for 
improvement. Another important comparison was a decrease of average 
on hand inventory by 61% for the sample. This was caused by a 
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decrease of 39% on the average working stock and a decrease of 22% in 
the safety stock. The reduction in working stocks is significant even 
if the safety stocks were not changed. Thus, there exists sufficient 
improvement opportunities over the current system to warrant the cost 
of developing and installing this new fixed cycle system. Table 13 
illustrates these comparisons and the magnitude of the savings. 
The strategy selected for making the inventory control decisions 
--the cycle time T and cycle multiples k^--depend upon the costs that 
are influenced by these decisions. These costs, in turn, depend upon 
the type of system within which the inventory is functioning. The in­
ventory model and decisions rules presented in this thesis are suitable 
for joint ordering families of items from common suppliers. Decisions 
regarding replenishment of a group of items do not influence costs 
elsewhere in the system. The results also depend in large measure on 
other components and on the characteristics of the total control system 
established for making the decisions. 
Using the sample data, the convergence of the iterative procedure 
was usually quite rapid. The maximum number of iterations needed to 
converge was five, and the average was three. 
All the k̂  values for every iteration per family were printed 
in order to have a numerical argument for the illustration of the 
convergence. These results are shown in Appendix D (Computer Output 
for Sample Problem), where the values of the family policy variables 
are printed, together with the variables of the current procurement 
inventory policies. 
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1 2,593 1,963 4,556 321.14 
2 249 295 544 320.20 
3 2,137 2,246 4,383 330.14 
4 1,373 461 1,834 165.05 
5 214 13 227 62.67 
6 1,090 545 1,635 228.47 
7 194 41 235 140.13 
8 3,900 646 4,546 114.61 
9 223 210 433 259.28 








33,810 19,299 53,109 4,961.26 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
An inventory model was used to understand the behavior of inven­
tories under a condition of joint order quantities for a group of items 
from a common source. Variables and parameters were isolated in a 
practical way to deal with the total inventory control problem. One of 
the significant problems involved in this application is the adaption 
of the model for use with a large number of inventory items. Here, 
modern data processing methods can rescue for practical use what might 
otherwise be a model of only theoretical interest. It is possible to 
learn more about inventory in trying to create the records than in 
analyzing them. 
In cases where a large number of items are regularly ordered from 
common suppliers, it appears worthwhile to abandon an order point system 
and place orders for grouped items by some regular schedule in order to 
take advantage of the savings involved. 
The key difference in the fixed reorder system compared to the 
fixed order quantity system is that action is triggered periodically 
rather than by an order point. The quantity ordered, however, varies 
depending on the cycle multiples k^ of the family of items. Thus, 
with the fixed reorder cycle system orders of varying size are placed 
in a fixed periodic cycle whereas with the fixed reorder quantity 
system we place orders of fixed size by a variable time cycle. 
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Proper data are difficult to recognize and to find. It is often 
possible to simplify the data processing problem through classification 
of whole groups of items whose demand distribution may be adequately 
described by one of the standard distributions, such as the normal, 
Poisson, or negative exponential distributions. 
Good managerial practice would not give the same time and atten­
tion to the control of all items. Classification of items by their 
total inventory value or otherwise critical parameters may make it possi­
ble to establish progressively tighter control over higher valued criti­
cal items and relatively simple and loose controls over inexpensive 
and/or noncritical items. 
At every cycle time T it is known how much to order, because the 
family total order quantity per cycle has already been determined. 
Thus, there is no extra cost for making the periodic review, except for 
the cost of maintaining the perpetual inventory records which are used 
as a basis for review decisions. In cases of demand changes the reorder 
cycle system normally provides more frequent information. Since the 
demand rates are under surveillance every review period T, the system 
responds directly to usage in the immediate past period. Having this 
quick response to changes in demand, the fixed cycle system is in general 
applicable for a high-activity situation where close surveillance over 
both demand and inventory level is of importance. 
Recommendations for Further Study 
It would be helpful to have an analysis on the association of all 
the cycle times T that are approximately equal, so that these families 
could be ordered together in the same period of time T and examine the 
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effects on the total costs. 
It would be worthwhile to examine the situation where the holding 
rate H is not the same for all items and to determine the cycle multiples 
with the effects on aggregate inventory. There is also the problem 
of allocation, where a decision must be made on the quantities for each 
item in the group that will accumulate the desired total and at the same 
time balance the inventory in some sense. 
Improvements can be made by considering changes in demand and 
examining the necessary approaches for the adoption of this joint order­
ing inventory model. Additional improvements may be available in the 
analysis of the economic consequences of ordering rules that take account 
of the status of either many items at one location, or the same item in 
many locations. These problems can quickly get to a degree of com­
plexity that is unmanageable. Complete answers to these problems appear 





TOTAL COST DEVIATION PROGRAM 
The program used for calculating the total cost devi 
ation from the minimum total yearly cost is listed below in 
FORTRAN IV Language 
C LUIS PATRON 
DIMENSION A ( 2 0 ),Al ( 2 0 )»R ( 2 n ),UC ( 2 0 )»AR ( 2 0 ),RK ( 2 o ) 
DIMENSION K ( 1 5 » 2 0 ) , F ( 3 0 ),Tc ( 3 0 )rCD ( 3 0 ) » R 1 ( 2 0 ) 
DATA K / 3 0 n * 0 / 
READ 10* NJrCOlrHR 
10 FORMAT ( 2 0 x » I 3 » F 7 . 2 , F 5 . 2 ) 
READ T5» (UC(I)»I=i»N) 
READ 1 5 , (AR(D»I = l»N) 
15 FORMAT (8F10•2) 
READ 20* (F<|_> »L=1,28) 
20 FORMAT(20F^.2> 
DO 5 1 = 1 »\i 
Al(I)=0 .5n 
5 RKl)=HR *UC<I> 
NP = 3 
DO «f5fi LK = i#NP 
DO 500 L=l , 28 
DO 6 1 = 1»N 
6 K(lrl)=l 
IFCLK.fTQ. i ) GO TO 550 
IF(LK.EQ.2) GO TO 600 
IF(LK.EQ»/S) GO TO 650 
GO TO 1600 
550 C O = C 0 1 * F ( L > 
DO 55S I=l»N 
RCI)=R1(I) 
555 A(I)=A1(I) 
GO TO 1500 
600 C0=C01 
DO 660 I=lrN 
R(I)=Rl(I) 
660 A(I)=A1(I)*F(L) 
GO TO 1500 
650 C0=C01 
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DO 670 I = 1»N 
A(I)=A1<I) 670 R(I)=R1(I)*F(L) 1500 DO 90 J=l,l5 IF(J.FO.l) GO TO 9b 
J1=J-1 11=0 DO 95 1=1,N IF<K(jrI>.EQ.K(Jl»I>) 11=1I+l 95 CONTINUE IF( II .EQ.rvJ) GO TO 750 96 SAK = 0 TD=0 DO lOu I=1»N RCM=K(J»I) 5AK=SAK + A(D/RCM 100 TD=TD+R(I)*RCM*AR<l) TN=2.*(C0+SAK) TS=TN/TD T=5QRT(T5) J2=J+1 
DO 110 I=1»N 
S K = 2 . * A ( I ) / ( R ( D * A R ( I ) ) 
S Q K = S Q R T ( S K > RK(I)=SQK/T IF<RK(l).GE.O.AND.RK(I>.LT.1.414) GO TO 30 IF<RK(I).ftE»1.414.AND.RK(I).LT.2.449) GO TO 3b IF<RK(I).GE.2.449.AND.RK<I).LT.3.464) GO TO 40 
IF(RK(I).GE.3.464.AND.RK(I).|_T.4.472) GO TO 45 IF(RK(I>.r,E.4.472.AND.RK(I).LT.5.477) GO TO 50 
IF<RK(l) .f,E.5.477.AND.RKU) .LT.6.480) GO TO 55 K(J2,I)=R«(I)+0•52 GO TO 110 30 K(J2,I)=1 GO TO 110 35 K(J2»T)=2 GO TO 110 40 K(J2ri)=3 GO TO 110 45 K(J2rT)=4 GO TO 110 50 K(J2H)=5 GO TO 110 55 K(J2»I)=6 110 CONTINUE 90 CONTINUE PRINT ?00n 2000 FORMAT(lOx » * NO CONVERGENCE IN 15 ITERATIONS') 750 IF<L.FQ.l) Go TO 128 SAKL=n SRKT=0 
DO 115 1=1»N 
RCM=K(JrI) 
S A K L = S A K L + A l ( I > / R C M 
115 S R K T = S R K T + R H I ) * R C M * A R ( I > 
S A K L = C 0 1 + S A K L 
S R K T = S R K T * T 
TC1=SAKL/T 
TC2=SRKT/?. 
T C ( D = T C 1 + TC2 
C D ( U = < (Tc(L)-TC(l) >/TC<l) )*100« 
GO TO 520 
128 TC<l) = ( C 0 * S A K ) / T + T*TtV2. 
CD(1)=0 
520 PRINT lOOnr L K * L r F ( L ) , T C ( L ) » C D ( L ) 
1000 FORMAT(10x»2l5*3FlO»2/> 
500 CONTINUE 
GO TO 1450 
1600 PRINT 165n, L K 





ORDER QUANTITY PROGRAM 
The program used to compute the family total order 
quantities for every cycle is listed below in FORTRAN IV 
Language 
DIMENSION K<25)rQ(25)»TOQ(60) ,KJL<60r60> »P(25r6n> 
READ 1r N,NC»KG 
1 F0RMAK3IS) 
READ 2» < K ( I ) » I = 1 ' N > 
2 FORMAT(1012) 
READ ?>P <0<I> »I = lrN> 
3 FORMAT(10F8.2) 
SQ1 = 0 
DO 100 I = 1*N 
100 SQl=S(U+Q(I> 
TOQ(l)=SQl 
DO 101 J=2rNC 
SQ = 0 
J1=J+1 







IF(DRT.GT.O) GO TO 104 
KJL(J»L>=L 
GO TO 105 
104 KJL(J»L>=0 
105 CONTINUE 
106 DO 110 1=1rN 
P ( I , J ) = 0 
DO 115 L=lr KG 
115 IF(K(I )#Eft .KJL(J»L)) GO TO 109 
GO TO 110 
109 P ( I r J ) = l . 
110 SQ=SQ+Q(I)*P(I 'J ) 
101 T0Q(J)=SQ 





INVENTORY. SYSTEM EVALUATION 
Wftin Program 
A computer model based upon this system was prepared 
utilizing FORTRAN IV, and the computer output furnished meas­
ures of the system's performance through cumulative costs for 
ordering, holding stock and the average on-hand inventory. 
C O M M O M / K Q \ I / K ( 1 5 » 1 1 O > » Q N(11O> ,I1»I2» J C » K G»NC»WS 
DIMENSION SD(10)»Ai_T(lO) »A(110>»R(110)»R K(110)»Q C(110) 
DIMENSION AR(110 ) » u C(ilO)»iV(llO)»ICATC110)»PP<l2»4) 
READ h» I J T » C 0 » H R 
5 F0RMAT(I**»F7,2»F5»2) 
READ fc» ( A L T(NF)rNF=l#10) 
READ hr (SD<NF)»NF=1,10) 
6 FORMAT(10F8-2) 
READ 7. ((PP(IPtJP)»lP=l»l2)»JP=l'4) 
7 F0RMAT(12F6.4) 
READ 8» (ICAT(IN)»IN=1»INT) 
fl FORMATC+012) 
NF=1 
NIF = 0 
TTC = 0 
TCQC=o 
11 = 1 
12=0 
WSC = 0 
SS1 = 0 
DO 10 IN=1,INT 
READ 15» AR(IN)rUC(lN)'IV(IN) 
15 FORMATC*X,Fl0.2,F8.2r 12) 






L U I S P A T R O N 
M A I N PROGRAM 
J O I N T O R D E R I N G I N V E N T O R Y M Q D E L 
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C COMPUTATIONS OF CURRENT INVENTORY POLICY VARIABLES A1=(2.*AR(IN)*C0)/R(IN> QC(IN)=SQRT(Al) WSC=WSC+QC(IN) 
SS1=SS1+AR(IN)/12. Bl = 2.*ARdN)*CO*R(lN) CQC=SQRTUl) TCQC=TCQCfCQC IF(IN.FQ.INT) GO To 25 IFCIV(IN).EQ.NF) GO TO 20 N=NIF GO TO ?6 25 N=NIF+1 26 NIF=1 I2=I2+N C C COMPUTATIONS OF NEw INVENTORY POLICY VARIABLES C CYCLE TIMF T AND CYCLE MULTIPLE K<l) DO 85 1=11912 85 K(lrl)=l DO 90 J=1,15 IF(J.FQ.l) 60 TO 96 J1=J-1 11 = 0 DO 95 1 = 1i #12 IF<K< J#I> .EQ.K(J1»I> ) II = H + 1 95 CONTINUE 
I F ( I I . F Q . N J ) GO TO 750 
96 SAK=0 
TD=0 DO ion 1=11»12 
RCM=K(J,I) SAK=SAK+A(D/RCM 100 TD=TD+R(I)*RCM*AR(l) 
TN=2.*(C0+SAK) TS=TN/TD T=SQRT(TS) J2=J+1 DO 110 I=I1>I2 
S K = 2 . * A ( I ) / ( R ( D * A R ( I ) ) SQK=SORT(SK) RK(I)=:SQK/T IF(RK( I IF(RK ( I IF(RK(I).GE«2.449.AND.RK(I).LT.3.464) GO TO 40 IF<RK(I>.GEO.464.AND.KKCIl.LT.4.472) GO TO 45 IF(RK(T).GE.4.472.AND.RK(I).LT.5.477) GO TO 50 IF(RK(I) .r,E.5.477.AND.RK(I) .LT.6.480) GO TO 55 K(J2r T)=R,<<I)+0.52 GO TO 110 
• G E . O . A N O . R K ( l ) . L T . 1 . 4 1 4 ) GO T O 30 
G E . 1 . 4 1 4 . A N D . « K ( I ) . L T . 2 . 4 4 9 ) GO T O 35 
30 K(J2»I)=1 
GO TO 110 
35 K(J2»T)=2 
GO TO 110 
40 K(J2»I)=3 
GO TO 110 
45 K( J2» T)=4 
GO TO 110 
50 K(J2,T)=5 





2000 FORMATdOx, . N 0 CONVERGENCE IN 15 ITERATIONS') 
750 T C = ( C r ) + S A x ) / T + T * T D / 2 , 
JC=J 
PRINT 751 
751 FORMAT(lHirlOX»*K(l) VALUES FOR ALL ITERATIONS'/) 
DO 752 J=1»JC 
PRINT 753, (K(J»D,I = I i d 2 ) 
753 F0RMAT(10X»15I5) 
752 CONTINUE 
PRINT 754, JC 
754 F O R M A K / M OX, •CONVERGENCE IN'rI5r f ITERATIONS'//) 
C 
C DETERMINING THE GRETATcST CYCLE MULTIPLE KG 
c AND THE L O T S Q < I ) P E R F A M I L Y 
KG=0 
DO 75*s I = T1»I2 
I F ( K G . L T . K ( J C » D ) K G = K U C » I ) 
755 Q N ( I ) = K ( J C » I ) * T * A R ( D 
PRINT 760, T, N»NF 
760 FORMAT(//,lOXr « T = • t f o.4'1IX» • FAMILY ITEMS = »»13» 
1FAMILY NUMBER = f »l2/) 
PRINT 765, (K(JCrl)» I=ilf12) 
765 FORMAT(10xr fK( I ) f'1^I5> 
PRINT 770, (QN(I)»I=I1'I2) 
770 F O R M A T d O x r ' Q d ) f *7F10»0> 
PRINT 775, TC 
775 FORMAT(/»1 OX , f TOTAL COST = »,F10.2) 
C 
C AVERAGE WORKING S T o C K PER FAMILY 
NC = 60 
CALL TOQC 
IWS=WS 
W S = I W S 
PRINT 801, WS 
801 F0RMAT(/H4X,«AVERAGE FORKING STOCK = f*Fl5.0) 
PRINT 802 
802 F0RMAT(/M4X, •DELIVERIES'»17X,'SAFETY STOCK') 
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C S A F E T Y S T O C K P E R F A M I L Y AND A V E R A G E I N V E N T O R Y ON H A N D 
S S F = 0 
DO 8 0 3 I = U ' I 2 
D E L = 1 . / ( K ( J C , I ) * T ) 
I P = D E L 
J P = I C A T ( I ) 
S D 1 = ( A R ( I ) / 5 2 . ) * S D ( N F ) 
R P S = L . - P P ( L P R J P > 
C A L L N O R V L A L < R P S » S D L ' 0 . 0 F S S , Z ) 
I S S = S S 
S S = I S S 
P R I N T 8 0 1 . I P » S S 
R0<+ F O R M A T ( L 7 X R I * * , 1 7 X F F 1 5 . 0 ) 
S S F = S S F + S S 
8 0 3 C O N T I N U E 
P R I N T 8 0 5 , S S F 
8 0 5 F 0 R M A T ( / > I B X , ' F A M I L Y S A F E T Y S T O C K = F , F 1 5 . 0 > 
A I N = W S + S S F 
P R I N T 8 0 6 , A I N 
8 0 6 F O R M A K / , L O X R ' A V E R A G E I N V E N T O R Y ON H A N D = F » F 1 5 . 0 ) 
T T C = T T C + T C 
I 1 = U + N 
N F = N F + 1 
GO T O 1 0 
2 0 N I F = N T F + 1 
1 0 C O N T I N U E 
P R I N T 7 7 6 , T T C 
7 7 6 F O R M A T ( / / »<+9X » * S U M O F T O T A L C O S T S = ' » F 1 2 . 2 > 
C 
C P R I N T I N G OF C U R R E N T I N V E N T O R Y P O L I C I E S 
P R I N T 7 8 0 , I N T 
7 8 0 F O R M A T D H L R L O X ' ' T O T A L N U M B E R O F I T E M S = ' R L < F / ) 
P R I N T 7 8 5 , < Q C < I N > , I N = 1 » I N T > 
7 8 5 F O R M A T ( 1 O x # * Q ( I ) • * 7 F L O » 0 ) 
P R I N T 7 9 0 , T C Q C 
7 9 0 F O R M A T ( / » 1 0 X , • T O T A L C O S T = » , F 1 0 . 2 ) 
W S C = W S C / 2 . 
P R I N T 9 0 0 , WSC 
9 0 0 F O R M A T ( / R L < + X , • A V E R A G E W O R K I N G S T O C K = F » F 1 5 . 0 > 
P R I N T 9 0 1 , S S I 
9 0 1 F 0 R M A T ( / » ? 3 X , ' S A F E T Y S T O C K = ' R F L S . O ) 
A I C = W S C + S S 1 
P R I N T 9 0 2 , A I C 
9 0 2 F 0 R M A T ( / » 1 0 X , » A V E R A G E I N V E N T O R Y ON H A N D = ' , F 1 5 . 0 ) 
D T C = T C O C - T T C 
P R I N T 7 9 5 , D T C 
7 9 5 F O R M A T ( / / / / ' 4 0 X » • * * * S A V I N G S = • » F L O . 2 ' 2 X F F * * * ' ) 
E N D 
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Subroutine to Compute the Average Working Stock 
This subroutine is based on the total family ordering 
quantity per cycle algorithm, and computes the average work­
ing stock per family according to Equation (24) 
SUBROUTINE ToQC COMMO\j/KQn/K(15,11o) > ON (110 > * 11' 12 , JC f KG r NC r WS DIMENSION QT(25)»KjL<60»60)»P(25>60) 
1=0 DO 90 IT=[1»I2 1 = 1 + 1 90 QT<I)zQN<TT> 13=12-11+1 SQ1 = 0 DO 100 I=lrl3 
100 SQ1=SQ1+Qf(I) ws=o DO 101 J=2»NC SQ=0 J1=J+1 DO 105 M=1tJ L = Jl-vi RJ=J RL=L RJL=Rj/RL IJL=RJL DRI=RJL-IJL IF(DRI.GT.O) GO TO 104 KJL(J,L)=L GO TO 105 104 KJL(J,|_)=i) 105 CONTINUE DO ll.i 1 = 1 rl3 P(IrJ)=0 DO 115 L=LrKG 115 IF(K(JCrl).EO.KJL(J'L)) GO To 109 GO TO no 109 P<I»J)=1. 110 SQ=SO+QT(T)*P(IrJ) 101 WS=WS+SQ RNC=NC tfS=0.S*(WS/RNC) RETURN END 
75 
Flow Chart of Main Program 
Read i 
•Total number of items 
•Ordering cost 
•Holding rate 
•Mean lead time 
per supplier 
•Lead time standard 
deviation per supplier 
















Safety Stock per 
Family 
s 
l 0 ̂ Jonve rge n c e ^ * ^ — 
Subroutine TOQC 
Average Working 
Stock per foraily 
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Glossary of Terms 
1. INT Total number of items. 
2 . CO Ordering cost. 
3 . HR Holding rate. 
4. NF Family number, 
5 . NIF Number of items per family. 
6. ALT(NF) Mean lead time per family. 
7. SD(NF) Family lead time standard deviation. 
8. ICAT(I) Item category, I is the item code or number. 
9. A(I) Marginal cost per item. 
10. AR(I) Annual requirement per item. 
11. UC(I) Item unit cost. 
1 2 . IV(I) Item vendor. 
1 3 * R(I) Carrying charge per item. 
14. RK(I) Real value of cycle multiple k;• 
1 5 . K(J,I) Rounded integer value of cycle multiple k^, 
J is the iteration number of the iterative 
procedure. 
16. T Cycle time T. 
1 7 . TC Total annual cost. 
18. QN(I) Lot q- . 
19» WS Average working stock. 
20. PP(IP,JP) Table of stockout probabilities, IP is the 
number of deliveries (l/k^T) and JP is the 
item category. 
21. SD1 Lead time demand standard deviation. 
22. SSF Safety stock per family. 
2 3 . AIN Average inventory on hand. 
Sample Problem Data 
(Number of items,Ordering cost,Holding rate) 
2* 
(Mean lead ti e) (Standard deviation) Table of 3tockout probability 
Item category 
loo 10 3 4 4 2 350 275 450 375 280 4 175 2 225 141 1&6 IB7 202 180 176 228 5rj00 3333 2500 2J33 lfjbfc i42fi l25n UU 1000 0909 0833 0769 5000 3333 2357 25:J0 222? 2000 1818 1666 1533 1423 5000 4 285 37t>7 3333 3o0fj 2727 2530 2307 214? 2000 5000 44*4 40̂0 3636 3333 3076 2057 2666 2500 1-22122 3 2 2 1 1 i 1112 2 2 3 3 3 3 3 3 3 3?123 2 2 1 1 12 1 3 1 1 1 1 1 2 P 2 2 2 2 2 2 2 3 3 2 4 4  1  2 3 3 2 12 12 3 3 2 1 13 2 2 1 3 4 3 2 3 4 3 2 2 4 2 -5 2 3 3 2 4 4 4 3 
(Item number,Annual requirements,Item cost,Family number) 
1 i-000 24 I 26 1000 <*4 3 5l 3 39 S 76 100 40 8 CM 2QQ0 24 1 27 600 20 3 52 2 S3 5 77 228 04 8 3 2100 22 1 28 3625 65 3 53 1 79 5 76 15000 02 8 4 300 23 1 29 20Q0  05 3 54 5000 38 6 79 102 15 8 5 1600 27 A 30 SQQC 13 3 55 110 20 6 «0 775 30 8 6 2200 31 1 31 300 15 3 56 12000 40 6 81 1200 450 9 7 28000 25 I 32 6800 ¥0 3 57 5t)0 16 6 82 600 325 9 6 3d 00 32 1 33 3000 60 4 58 3250 65 6 83 200 175 9 •9 3000 27 L 34 7000 10 4 59 80 45 6 84 5000 56 9 10 3650 272 
p 




39 275 50 4 64 175 30 7 89 1O0O iOOlO 15 75 253 r> •+0 420 29 4 65 800 175 7 *0 Z53 2*010 JL* 70 • 254 2 41 65H 72 5 6£ 40 50 7 91 H20  7510 17 to 231 2 42 «»3 66 5 67 60 60 7 92 4500 5010 18 500 238 2 *3 104 26 5 6G 550 180 7 93 1500 4510 19 no 213 2 44 77 25 5 69 7500 08 8 94 210 4̂010 20 is 239 2 45 13 94 5 70 1500 10 8 95 800 10010 21 10 253 2 + 6 13 SJ 5 71 2250 OS 8 96 100 22010 22 5 279 2 47 12 54 5 
I'd 
150 Q3 3 97 285 3010 23 8000 36 3 48 4 • *l S *3 1600 09 8 98 1250 1010 24 5750 86 3 49 9 38 5 '4 1200 10 8 99 1300 5010 i2S 1250 73 3 ;50 20 13 5 75 2500 07 8 10o 6.70 15010 
A P P E N D I X D 
C O M P U T E R O U T P U T F O R S A M P L E P R O B L E M 
K C I ) V ^ L U F b F O R A L L I T E * A T I 0 , 1 S 
i 1 1 1 i 1 1 1 1 
1 1 1 2 i 1 1 1 1 
1 1 1 2 1 1 1 1 1 
C O N V E R G E N C E I N 3 I T E R A T I O N S 
T = 0 8 3 5 F A M I L Y I T E M S = F A M I L Y N U M B E R = 1 
K m 
Q ( I ; 
Q L l I > 
1 1 
8 3 . 
250. 
TOTAL COST = 
1 2 
1 8 3 6 . 
250. 
3 2 1 . 1 ^ + 
1 1 
1 7 5 . 
A V E R A G E W O R K I N G S T O C K = 










F A M I L Y S A F E T Y S T O C K = 
A V E R A G E I N V E N T O R Y Ou H A r t D = 
5 0 
2 5 9 3 . 
s a f e t y s t 0 c k 
i f 6 . 
7 S 5 . 
7 2 . 
9, 
5 < T . 
7 5 . 
1 0 3 . 
1 0 3 . 
1 9 6 3 . 
1 3 « + . 1 8 1 . 2 3 3 7 
4 5 5 6 . 
K ( I ) V A L U E S F O R A L L I T E R A T I O N S 
1 1 1 1 1 1 1 1 ] i 1 1 1 1 
I 1 1 
1 I 2 3 3 L 1 3 T* 5 1 1 1 1 2 2 »> r 3 ] 1 4 4 6 
i. 1 1 1 2 *> C 3 ] L 2 6 
X 1 1 1 2 2 ?. 3 ] 2 4 6 
C O N V E R G E N C E I N 5 I T E R A T I O N S 
T -
Q ( L ) 
0 8 2 * 
1 1 
3 0 1 . 
5 . 
F A M I L Y I T E M S = 1 3 
T O T A L C O S T = 
1 1 
2 0 . 
4 1 . 
3 2 0 . 2 0 
2 2 
4 8 . 
1 8 . 
A V E R A G E W O R K I N G S T O C K = 














F A M I L Y S A F E T Y S T O C K = 
3 5 . 
5 . 
2 I * 9 . 
S A F E T Y S T O C K 
2 O O . 
1 3 . 
3 1 . 










2 9 5 . 
F A M I L Y N J M B E R = 2 
2 4 I+ 6 
1 2 . 1 2 . ] 2 
3 . 2 . 
A V E R A G E I N V E N T O R Y ON HAN& = 5 H 4 . OC 
O 
K ( I J V A L U E S FOR '\LL I T E R A T I O N S 
CONVERGENCE IM 3 I T E ^ . V F I O - ' S 
T = 
K ( I > 
au) 
0 8 2 0 
656 
M O . 
F A M I L Y I T E M S = 1 0 FAMILY NUMBER = 3 
I 1 
4 7 1 . 
7 4 . 
2 1 
1 0 2 -
5137 • 
TOTAL C O S T = 3 3 0 . 1 ^ 
. A V E R A G E W O R K I N G S T O C K = 











F A M I L Y S A F E T Y S T O C K = 
A V E R A G E I N V E N T O R Y ON H A S D = 
8 2 
2 1 3 7 . 
S A F E T Y S T 0 C K 
2 9 1 . 
2 0 9 . 
4 5 . 
3 6 . 
1 7 . 
2 2 3 . 
9 2 4 . 
I F I 2 . 
5 . Z\'4, 
2 2 T + 6 . 
9 8 2 9 7 . 1 6 < + 0 . 
4 3 8 3 . 
K(I> VALUES FOR ALL ITERATION'S 
i 1 1 I i 1 1 1 
i 1 1 1 1 1 1 
1 1 4 1 1 1 1 1 
CONVERGENCE IN 3 ITERATIONS 
T = .1563 FAMILY ITEMS - 8 FAMILY NUM3EP = 4 
K(I> 1 1 4 j 1 1 1 l 
Q ( D 469. 1094. 16. 23. 703. 391. 43. 
&(I) 66. 
TOTAL COST = 165.05 
AVERAGE WORKING STOCK = 1373. 









FAMILY SAFETY STOCK = 461. 
/VERAGE INVENTORY OW HANO = 1834. 
oo 
KIT) VALUES FOR ALL ITERATIONS 
i 1 1 1 1 1 1 
2 2 2 2 4 4 2 ? 3 4 5 








TOTAL COST = 











3 4 5 
5. i l . 
3 . 2. 





















FAMILY SAFETY STOCK = 13. 
AVERAGE INVENTORY ON HA ,J = 227. 
1 1 1 i 1 1 
1 1 1 1 1 2 
1 1 1 1 1 2 
1 1 1 1 1 2 
CONVERGENCE TN H ITERATIONS 
M I ) V A L U E S R H A L L 1 7 E R A T I O N S 
1 1 1 J I 1 1 
1 4 1 2 1 3 3 
1 4 1 ? 1 3 4 1 1 2 I 3 4 
CONVERGENCE: IN U ITERATIONS 
T - 1 0 2 7 F A M I L Y I T E H S = F A M I L Y NUM9ER 
K M 
A N ) 
1 4. 




1 2 3 3 . 
T O T A L COST = 2 2 8 - 4 7 
AVERAGE* WORKING S^OCK = 








F A M I L Y S A F E T Y STOCK = 
AVERAGE INVENTORY ON HAND = 
1 0 3 
LOOF). 
S A F E T Y STOCK 
L B 3 . 
15. 





5 4 5 . 
1 6 3 B . 
3 3 4 , 2 5 . 
M i ) V A L U E S F O R A L L I T E R A T I O N S 
X L L L L L L L 
1 2 1 1 1 2 2 1 
1 2 1 1 1 2 2 1 
C O N V E R G E N C E IH 3 I T E R A T I O N S 
T = -1796 
1 
F A M I L Y I T E M S = 8 
K C I ) 






T O T A L C O S T = m o . 1 3 
A V E R A G E WORK I M G $TOCK -









FAMILY SAFETY STOCK = 
A V E R A G E I M V E N T O R Y O N H A H O = 
2 2 1 
58« 31. 
194. 







1 2 . 





K ( I ) FOR ALL ITERATIONS 
1 1 1 1 i 1 
A 1 3 1 I 
i 1 1 tt 1 1 
L L 1 q 1 1 
CONVERGENCE TN 4 ITERATIONS 
1 1 1 1 1 1 
1 1 2 1 2 1 
1 1 3 1 2 1 
1 1 3 1 2 1 
T = 
K C D 
0 , ( 1 ) 
A C I ) 
•2HM9 
1 1 
1 8 3 7 -
2*4. 
FAMILY ITEMS = 1 2 FAMILY NUMBEP = 8 
TOTAL COST = 
1 4 
3 6 7 . 
1 6 8 . 
L L Q . 6 1 











FAMILY SAFETY STOCK =: 
AVERAGE INVENTORY ON HAND = 
I 1 
5 S I . 
3 6 7 3 . 
1 4 7 . 
5 0 . 
3 9 Q 0 . 
SAFETY STOCK 
2 1 8 . 
2 2 . 
1 4 . 
2 0 . 




3 1 . 
2 2 3 . 
0 . 
2 2 . 
6 4 6 . 
4 5 H 6 . 
3 9 2 . 
1 9 0 . 
2 1 
2 9 4 . 6 1 2 
00 
ON 
K(I) VALUES FOR ALL ITERATIONS 
1 1 1 
1 1 1 
1 1 1 
CONVERGENCE IN 
1 1 1 
1 1 2 
1 i 2 
3 ITERATIONS 
T = . 0 9 4 1 FAMILY ITEMS = 6 FAMILY NUMBER 
K ( I ) 1 1 1 1 1 2 
Q(D 1 1 3 . 5 6 . 1 9 » 4 7 1 . 1 4 . 1 2 . 
TOTAL COST = asg . 26 
AVERAGE WORKING STOCK = ^ 2 3 . 
DELIVERIES SAFETY ST 0 CK 
1 0 2 9 . 
10 1 1 . 
1 0 
10 1 6 3 . 
1 0 3 . 
5 0 . 
FAMILY SAFETY STOCK - 2 I O . 
AVEFTA&E IRVVEWTORY DM, HAMO = ^ 3 3 . 
K ( I ) VALUES FOR ALL ITERATIONS 
i i 1 1 1 1 ! 1 1 1 1 1 l 
1 1 1 1 1 1 1 1 1 1 2 2 1 
1 1 1 1 1 1 1 1 1 1 2 2 1 
CONVERGENCE IN 3 ITERATIONS 
T " -0948 F A M I L Y I T E M S = 14 F A M I L Y NUMBER 
K { H 1 1 1 1 1 1 1 1 1 1 2 2 1 
& < I > 569. 5 4 5 . 9 5 - 2 4 . 398. 427. 
a ( I > 20. 76. 9. 5 4 . 237. 123. 
TOTAL COST = 320.73 
AVERA6E VORKIN6 STOCK = 1346. 















FAMLLV SAFETY STOCK ~ 966. 
SUM OF T O T A L C O S T S = 2262 
AVERAGE INVLNTORY ON HAND r 23i2. 
TOTAL NUMBER OF ITEtfS = 100 
5 6 9 . 2764. 89£. 299. 703. 769. 30S5 
Q U ) 864. 962. 334. 87. 146. 126. 46 
Q U > 50. 48. 24. 132. 66. 23. 18 
a m 12. 1361. 746. 378. 298. 500. 6«2 
Q U > 57 7v. 1790. 408- 1190. 645. 2415. 77 
QCI) 102. 1581. 833. 2l<*. 347. 275. 74 
a d ) 163. 160. 34. 45. 43. 19. 44 
Qtl) 113. 25. 18- 10. 1047. 214. 1581 
GUI) 510* 6^5. 122. 759. 82. 38. 245 
QCI) 220 . l95. 82 • 91 . 160. 2795. 1118 
a(i> 64 S. 1217. looo- 1725. 144. 6.̂ 9 
7O0G. 464- 149. 124. 98. 863 
0(1) 55. 44. 1414. 17H7. 289. 93. 683 
0(1) 527. 62- 258. 62. 281. 1021 
a u > 465. 193. 
TOTAL COST = 4961 .26 
AVERAGE WORK IMG STOCK = 33810. 
SAFETY STOCK = 19299. 
AVERAG E INVENTORY ON HAMD = 53109. 
*** SAVINGS = 2693.84 *** 
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