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a b s t r a c t
In thisworkwepresent optimal regularity results for nonlocal boundary value problems for
higher order nonlinear degenerate differential operator equations. Solutionswill be sought
in the spaceW [2m]p,γ .
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years optimal regularity properties of linear boundary value problems (BVPs) for differential operator equations
(DOEs) have arisen in many applications in PDEs, pseudo-DEs and several different physical processes (see for example [1–
4]). These properties are useful in establishing maximal regularity properties for nonlinear abstract Cauchy problems for
parabolic equations (see [1,5–9]) and BVPs for nonlinear elliptic DOEs (see [2–4]).
Ourmain aim in thiswork is to investigate the local existence anduniqueness ofmaximal regular solutions of the nonlocal
BVP for the nonlinear degenerate DOE
(−1)mu[2m] (x)+
2m−1∑
i=0
Ai(x)u[i] (x)+ Au (x) = F
(
x, u, u[1], . . . , u[2m−1]
)
, (1)
Lku =
mk∑
i=0
αkiu[i] (0)+ βkiu[i] (a) = 0, k = 1, 2, . . . , 2m, (2)
in Lp (0, a; E) spaces; here u[i] =
(
xγ ddx
)i
u, 0 < γ < 1 − 1p , 0 ≤ mk ≤ 2m − 1, αki, βki are complex numbers Ai and A are
possible linear operators in a Banach space E. To obtain results for the above we first study the corresponding degenerate
linear problem with the complex spectral parameter λ in a moving domain (0, b (t)), i.e.,
(Lt + λ) u = (−1)mu[2m] (x)+
2m−1∑
i=0
Ai(x)u[i] (x)+ (A+ λ) u (x) = f (x) ,
Lku =
mk∑
i=0
αkiu[i] (0)+ βkiu[i] (b) = 0, k = 1, 2, . . . , 2m.
(3)
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2. Background material
A Banach space E is said to be an UMD space (see [10]) if the Hilbert operator
(Hf ) (x) = lim
ε→0
∫
|x−y|>ε
f (y)
x− ydy
is bounded in Lp (R; E), p ∈ (1,∞). Note that UMD spaces include Lp, lp spaces and Lorentz spaces Lpq, p, q ∈ (1,∞).
Let C be the set of complex numbers. Let
Sϕ = {ξ : ξ ∈ C, |arg ξ | ≤ ϕ, 0 ≤ ϕ < pi} .
We let B (E1, E2) (or L(E1, E2)) denote the space of bounded linear operators from E1 to E2. When E1 = E2 = E it is simply
written as B (E) .
A linear operator A is said to be ϕ-positive in a Banach space E, with boundM > 0 if D (A) is dense on E and∥∥(A+ λI)−1∥∥B(E) ≤ M (1+ |λ|)−1
where λ ∈ Sϕ, ϕ ∈ [0, pi) and I is the identity operator in E. Sometimes we shall write A + λI as A + λ and denote it by
Aλ. It is known [11, Section 1.15.1] that there exist fractional powers Aθ of a positive operator A. Furthermore the operators
A1/l, l ≥ 2, are the generators of the analytic semigroups [12, Lemma2.4]. Let E(Aθ )denote the spaceD(Aθ )with the graphical
norm [2,3].
Definition 1. A positive operator A is said to be R-positive in a Banach space E if there exists ϕ ∈ [0, pi) such that the set
LA =
{
ξ (A+ ξ I)−1 : ξ ∈ Sϕ
}
is R-bounded (see for example [3,4]).
Note that in Hilbert spaces every norm bounded set is R-bounded. Therefore, in Hilbert spaces all positive operators are
R-positive.
Let Ω ∈ Rn and l = (l1, l2, . . . , ln), where lk are positive integers. Let E0 and E be two Banach spaces where E0 is
continuously and densely embedded into E and let γ = (γ1, γ2, . . . , γn), where γk = γk (x) are positive measurable
functions onΩ ⊂ Rn.
Let Lp,γ (Ω; E0) denote the space of strongly measurable E0-valued functions defined onΩ with norm
‖f ‖Lp,γ (Ω;E0) =
(∫
Ω
‖f (x)‖pE0 γ (x) dx
) 1
p
and let W lp,γ (Ω; E0, E) denote the space of functions u ∈ Lp,γ (Ω; E0) having generalized derivatives Dlkk u = ∂
lk
∂x
lk
k
u ∈
Lp,γ (Ω; E)with the following norm:
‖u‖W lp,γ (Ω;E0,E) = ‖u‖Lp,γ (Ω;E0) +
n∑
k=1
∥∥∥Dlkk u∥∥∥Lp,γ (Ω;E) <∞.
Finally let
W [m]p,γ = W [m]p,γ (0, b; E0, E) =
{
u : u ∈ Lp (0, b; E0) , u[m] ∈ Lp (0, b; E)
‖u‖W [m]p,γ (0,b;E0,E) = ‖u‖Lp(0,b;E0) +
∥∥u[m]∥∥Lp(0,b;E) <∞} ;
hereΩ = (0, b) and for simplicity in writing we will not keep the brackets, e.g. Lp(Ω; E0)will be denoted by Lp(0, b; E0) in
this case.
Embedding theorems of vector-valued Sobolev spaces will play a key role in this study. For detailed information and
references concerning embedding theorems see [3].
Theorem A1 ([3, Theorem 2.4]). Suppose the following conditions are satisfied:
(1) E is a Banach space satisfying the multiplier condition with respect to p and the weight function γ ; A is an R-positive
operator in E;
(2) α = (α1, α2, . . . , αn) and l = (l1, l2, . . . , ln) are n-tuples of nonnegative and positive integers respectively, such that
~ = |α : l| =
n∑
k=1
αk
lk
≤ 1 and 0 < h ≤ h0 <∞, 1 < p <∞, 0 < µ ≤ 1− ~;
(3) Ω ∈ Rn is a region such that there exists a bounded linear extension operator from W lp,γ (Ω; E (A) , E) to W lp,γ
(Rn; E (A) , E).
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Then the embedding
DαW lp,γ (Ω; E (A) , E) ⊂ Lp,γ
(
Ω; E (A1−~−µ))
is continuous and there exists a positive constant Cµ such that
‖Dαu‖Lp,γ (Ω;E(A1−~−µ)) ≤ Cµ
[
hµ ‖u‖W lp,γ (Ω;E(A),E) + h−(1−µ) ‖u‖Lp,γ (Ω;E)
]
for all u ∈ W lp,γ (Ω; E (A) , E) .
3. Degenerate linear elliptic equations
In this section we consider the linear BVP (3). Let us first consider
(L0t + λ) u = (−1)mu[2m] (x)+ (A+ λ) u (x) = f (x) , (4)
Lju =
mk∑
i=0
αjiu[i] (0)+ βjiu[i] (b) = fj, j = 1, 2, . . . , 2m,
where fj ∈ Fj = (E (A) , E)θj , θj = jp+1−γ2mp ; here (E (A) , E)θj are interpolation spaces between E (A) and E defined in
[11, Section 1.3.2], x ∈ (0, b (t)) and b = b(t) is a positive continuous function. Let ω1, ω2, . . . , ωm be the roots of the
characteristic equation
(−1)m ω2m + 1 = 0.
Let
[
υjk
]
, j, k = 1, 2, . . . , 2m, be the 2m-dimensional matrix, and η = ∣∣[υjk]∣∣ be the determinant of the matrix [υjk],
j, k = 1, 2, . . . , 2m, where
υjk = αk
(−ωj)mk , j = 1, 2, . . . ,m, υjk = βkωmkj ,
j = m+ 1,m+ 2, . . . , 2m, αk = αkmk , βk = βkmk .
Theorem 3.1. Let E be a Banach space, 0 < γ < 1 − 1p and η 6= 0. Let A be an R positive operator in E. Then the
operator u → {[L0t + λ] u, L1u, . . . L2mu} for |arg λ| ≤ ϕ, 0 ≤ ϕ < pi and sufficiently large |λ|, is an isomorphism from
W [2m]p,γ (0, b; E (A) , E) onto Lp (0, b; E) × ∏2mj=1 Fj. Moreover, for these λ and t, problem (4) has a unique solution u and the
following uniform coercive estimate holds:
2m∑
i=0
|λ|1− i2 ∥∥u[i]∥∥Lp(0,b(t);E) + ‖Au‖Lp(0,b(t);E) ≤ C
[
‖f ‖Lp(0,b(t);E) +
2m∑
j=1
(∥∥fj∥∥Fj + |λ|1−θj ∥∥fj∥∥E)
]
.
Proof. With the substitution τ = xb(t) the moving boundary problem (4) maps to the following BVP with parameter in a
fixed domain:
(L0t + λ) u = (−1)mb−2m(t)u[2m] (τ )+ (A+ λ) u (τ ) = f (τ ) , (5)
Lju =
mk∑
i=0
b−i(t)
[
αjiu[i] (0)+ βjiu[i] (1)
] = fj, j = 1, 2, . . . , 2m,
where τ ∈ (0, 1). By definition of the space W [2m]p,γ and by the trace theorem [13], the operator u → {[L0t + λ]
u, L1u, . . . L2mu} is continuous fromW [2m]p,γ onto Lp (0, 1; E)×∏2mj=1 Fj. So by virtue of Banach’s theorem it is sufficient to show
that this operator is an algebraic isomorphism. In a similar way to in [3, Theorem 4.1], by using the theory of semigroups,
we see that problem (L0t + λ) u = 0, Lju = fj has a unique solution in W [2m]p,γ . Moreover reasoning as in [3, Theorem 5.1]
(note that the Fourier transformation and the previous line is used here) we see that problem (L0t + λ) u = f , Lju = fj has a
unique solution inW [2m]p,γ for f ∈ Lp (0, 1; E), |arg λ| ≤ ϕ, for sufficiently large |λ|. Thus problem (5) for f ∈ Lp (0, b; E) and
fj ∈ Fj has a unique solution u and (see the reasoning in [3]) we have the uniform estimate
2m∑
i=0
b−i(t) |λ|1− j2 ∥∥u[i]∥∥Lp(0,1;E) + ‖Au‖Lp(0,1;E) ≤ C
[
‖f ‖Lp(0,1;E) +
2m∑
j=1
(∥∥fj∥∥Fj + |λ|1−θj ∥∥fj∥∥E)
]
.
Then by virtue of the above substitution we obtain the assertion. 
Let Qt and Q0t denote the operators generated by problems (3) and (4), respectively, and note
Qt = Q0t + Q1 where Q1 =
2m−1∑
i=0
Ai(x)u[i].
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Theorem 3.2. Let E be a Banach space, 0 < γ < 1 − 1p and η 6= 0. Let A be an R positive operator in E and AiA−(1−
i
2m−µ)
∈ L∞((0, b); B(E))where 0 < µ < 1− i2m . Then problem (3) has a unique solution u ∈ W [2m]p,γ (0, b; E (A) , E) and the coercive
uniform estimate
2m∑
i=0
|λ|1− i2 ∥∥u[i]∥∥Lp(0,b(t)) + ‖Au‖Lp(0,b(t)) ≤ M ‖f ‖Lp(0,b(t)) (6)
holds for sufficiently large |λ| .
Proof. FromTheorem3.1 the operator (Q0t + d)−1 is bounded from Lp (0, b; E) toW [2m]p,γ (0, b; E (A) , E), for sufficiently large
d > 0.Moreover, by the embedding Theorem A1, we have the estimate∥∥Q1 (Q0t + d)−1∥∥ ≤ δ < 1. (7)
Also we have
(Qt + λ)−1 = (Q0t + λ)−1
[
I + Q1 (Q0t + λ)−1
]−1
so the above relations with Theorem 3.1 guarantee the result. 
4. Nonlinear degenerate elliptic equations
In this sectionwewill prove the existence and uniqueness of amaximal regular solution of the nonlinear problem (1)–(2).
Let
um = (u0, u1, u2, . . . , u2m−1) , X = Lp (0, a; E) , Y = W [2m]p,γ (0, a; E (A) , E) ,
0 < a ≤ a0, Fj = (E (A) , E)θj , θj =
pj+ 1− γ
2mp
, E0 =
2m−1∏
j=0
Fj.
Remark 4.1. By using [11, Section 1.8.1] in view of the maps τ = ∫ x0 γ−1(y)dy we obtain that the embedding D[j]Y ∈ Fj is
continuous and there is a constant C1 such that forw ∈ Y ,W =
{
wj
}
,wj = D[j]w (·), j = 0, 1, . . . , 2m− 1,
sup
x∈[0,a]
2m−1∏
j=0
∥∥D[j]w (x)∥∥Fj ≤ C1 ‖w‖Y .
Condition 4.1. Assume that the assumptions of Theorem 3.2 hold. Let F : [0, a] × E0 → E be such that x 7→
F(x, υ0, . . . ., υ2m−1) is measurable for all υi ∈ Fi, i = 0, 1, 2, . . . , 2m− 1, and (υ0, . . . ., υ2m−1) 7→ F(x, υ0, . . . ., υ2m−1) is
continuous for a.a. x ∈ [0, a] and F (x, 0) ∈ X . Moreover, for each R > 0 assume there existsM such that
‖F (x, um)− F (x, u¯m)‖E ≤ M
∥∥U − U¯∥∥E0
where U = {um} and U¯ = {u¯m} for a.a. x ∈ [0, a], ui, u¯i ∈ Fi and
‖U‖E0 ≤ R,
∥∥U¯∥∥E0 ≤ R.
Theorem 4.1. Let Condition 4.1 hold. If a ∈ (0, a0] is sufficiently small (see (11)) then problem (1)–(2) has a unique solution in
W [2m]p,γ (0, a; E (A) , E) .
Proof. From Theorem 3.2 we know that the linear BVP
(L+ λ)w = (−1)mw[2m] (x)+
2m∑
i=0
Ai(x)w[i] (x)+ (A+ λ)w (x) = f (x) ,
Lkw =
mk∑
i=0
αkiw
[i] (0)+ βkiw[i] (a) = 0, k = 1, 2, . . . , 2m,
(8)
x ∈ (0, a), is maximal regular in X and for all f ∈ X there is a unique solution w ∈ Y of problem (8) with the coercive
estimate
‖w‖Y ≤ C0 ‖f ‖X
where the constant C0 does not depend on a ∈ (0, a0]. We want to solve problem (1)–(2) locally by means of the maximal
regularity of the linear problem (8) via the contraction mapping theorem. For this purpose let w be a solution of the linear
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BVP (8) with f (x) = F(x, 0). Consider a ball
Br = {υ ∈ Y , ‖υ − w‖Y ≤ r} .
Given υ ∈ Br we solve the problem
(−1)mu[2m] (x)+
2m−1∑
i=0
Ai(x)u[i] (x)+ (A+ λ) u (x) = F
(
x, υ, υ [1], . . . , υ [2m−1]
)
,
Lku =
mk∑
i=0
αkiu[i] (0)+ βkiu[i] (a) = 0, k = 1, 2, . . . , 2m
(9)
where x ∈ (0, a). Define a map Q on Br by Qυ = u, where u is a solution of the problem (9). We want to show that
Q (Br) ⊂ Br and that Q is a contraction operator in Y provided a is sufficiently small and r is chosen appropriately. First note
that by using the maximal regularity of problem (9) we have
‖Qυ − w‖Y = ‖u− w‖Y ≤ C0 ‖F (x, υm)− F (x, 0)‖X . (10)
Let
V = (υ, υ [1], υ [2], . . . , υ [2m−1])
and
W = (w,w[1], w[2], . . . , w[2m−1]) .
Suppose a is such that
M C0 C1 a
1
p < 1. (11)
By assumption Condition 4.1 (R is chosen appropriately below) and in view of Remark 4.1 we have for a.e. x ∈ (0, a),
‖F (x, υm)− F (x, 0)‖E
≤ [‖F (x, υm)− F (x, wm)‖E + ‖F (x, wm)− F (x, 0)‖E ]
≤ M [‖V −W‖E0 + ‖W‖E0] ≤ M C1 [‖υ − w‖Y + ‖w‖Y ] ≤ M C1 [r + ‖w‖Y ] ,
where R = M C1 [r + ‖w‖Y ] and r is any constant such that
r ≥ M C0 C1 ‖w‖Y a
1
p
1−M C0 C1 a 1p
.
Also note
C0 R a
1
p = M C0 C1 r a 1p +M C0 C1 ‖w‖Y a
1
p ≤ r.
Thus (10) and the above estimate (note ‖F (x, υm)− F (x, 0)‖X ≤ R a
1
p ) gives
‖Qυ − w‖Y ≤ C0R a
1
p ≤ r,
i.e.,
Q (Br) ⊂ Br .
In a similar way, for υ, υ¯ ∈ Br we obtain
‖Qυ − Q υ¯‖Y ≤ C0 [‖F (x, υm)− F (x, υ¯m)‖X ] ≤ C0 C1M a
1
p ‖υ − υ¯‖Y .
Thus Q is a contraction mapping. The contraction mapping principle implies a unique fixed point of Q in Br which is the
unique strong solution
u ∈ Y = W [2m]p,γ (0, a; E (A) , E) . 
Example 4.1. Consider the nonlocal BVP for the nonlinear degenerate systems on the domain G = (0, a)× (0, b) ,
(−1)mD[2m]x uj (x, y)+ gj (y)D[2]y uj (x, y)+
3∑
j=1
dj (x, y) uj = fj (u) ,
mk∑
i=0
αkiu[i]x (0, y)+ βkiu[i]x (a, y) = 0, k = 1, 2, . . . , 2m,
ν1u[1]y (x, 0)+ ν0u (x, 0) = 0, η1u[1]y (x, b)+ η0u (x, b) = 0
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where
u = (u1, u2, u3) , u[i]x =
(
xγ1
∂
∂x
)i
u, u[i]y =
(
yγ2
∂
∂y
)i
u, 0 < γk < 1− 1p
and αki, βki, νj, ηj are complex numbers.
Now if gi are continuous functions on [0, a], dk ∈ L∞ (G) , η 6= 0 and fi are functions satisfying Lipschitz conditions, then
there are a ∈ (0, a0], b ∈ (0, b0] such that the above problem has a unique solution belonging to the spaceW [2m],[2]p,γ
(
G; C3).
Note that the above BVP occurs in different physics problems.
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