Data Analytics plays an important role in the decision making process. Insights from such pattern analysis offer vast benefits, including increased revenue, cost cutting, and improved competitive advantage. However, the hidden patterns of the frequent itemsets become more time consuming to be mined when the amount of data increases over the time. Moreover, significant memory consumption is needed in mining the hidden patterns of the frequent itemsets due to a heavy computation by the algorithm. Therefore, an efficient algorithm is required to mine the hidden patterns of the frequent itemsets within a shorter run time and with less memory consumption while the volume of data increases over the time period. This paper reviews and presents a comparison of different algorithms for Frequent Pattern Mining (FPM) so that a more efficient FPM algorithm can be developed.
Introduction
According to a global CIOs survey conducted by Gartner, data analytics has been ranked as the top technologies priority (King 2016) . This is because data analytics enables the stakeholders of a company to make informed decision for their business when actionable information can be extracted from the large volume of data available in the entire organization (Chee et al. 2016) . When the company stakeholders are able to make fact-based decision using the capability of data analytics, the company will have a greater likelihood of increased revenue, cost-cutting, and improved competitive advantage. To date, data analytics has been widely adopted to support the operations in many businesses or industries like healthcare (McGlothlin and Khan 2013) , electricity supply (Qiu et al. 2013) , manufacturing (Jesus and Bernardino 2014) , railway safety management (Lira et al. 2014) , financial service (Chang 2014) , tourism (Rebón et al. 2015) , education (Haupt et al. 2015) , monitoring of quality for web services , monitoring for quality-of-experience in high-density wireless network (Qaiyum et al. 2016 ) and even not-for-profit organizations (Oakley et al. 2015) . Figure 1 depicts the entire implementation process of a typical data analytics practice (Gullo 2015) . First, the data is selected from its original source into the target data sets for pre-processing and transformation. Then, it is mined into significant patterns that can be interpreted or evaluated into useful knowledge. Among the various phases, data mining plays an important role in discovering significant patterns that may exist frequently in the transformed data. This is because identifying the hidden patterns of a data set enables users to make the appropriate decision and action especially in a critical situation. In the midst of diverse techniques of data mining, Frequent Pattern Mining (FPM) is one of the most important techniques because of its ability to locate the repeating relationships between different items in a data set and represent them in the form of association rules.
FPM issues has been extensively studied by many researchers because of its abundant applications to a range of data mining tasks like classification, clustering, and outlier analysis (Aggarwal 2014) . To improve the method for classifying or clustering a set of data, and detecting the outliers or anomalies set of data, FPM plays an important role in performing many tasks for data mining. Apart from this, FPM has various applications in different domains like spatiotemporal data analysis, biological data analysis, and software bug detection (Aggarwal 2014) . It is the fundamental step to identify the hidden patterns that exist frequently in a data set for generating association rules to be used in data analysis.
Many algorithms have been proposed by different researchers to enhance the technique in FPM. However, improvements are still required to be done towards the performance of the existing FPM algorithms because most of the current algorithms are not suitable for mining a huge data set with an increasingly large number of data. The two major challenges faced by most of the FPM algorithms are: lengthy run time and huge consumption of memory space in executing the algorithm to mine all the hidden frequent patterns (Jamsheela 2015) . Therefore, the aim of this research is to construct an algorithm that is able to mine all the significant frequent patterns within a data set in an efficient manner while the amount of data can increase continuously from time to time. The objective of this paper is to review the advantages and disadvantages of some significant and recent FPM algorithms so that a more efficient FPM algorithm can be developed.
Literature review
Analyzing all the data that is collected in the data store or warehouse is definitely a necessity for every enterprise because a more proper decision can be made considering all data sets. In order to provide users with information that is more useful for data analysis and decision making, it is important to mine and identify all the significant hidden patterns that exist frequently in a data set. Therefore, this paper analyzes a number of FPM algorithms to provide an overview of the FPM state-of-the-art. The previous works done on FPM algorithms are presented in Sects. 2.1 to 2.10, while Sect. 2.11 presents a table which provides a comparison of the fundamental and significant FPM algorithms that have been proposed by other researchers.
Apriori algorithm
Apriori (Agrawal and Srikant 1994) is an algorithm that mines frequent itemsets for generating Boolean association rules. It uses an iterative level-wise search technique to discover (k + 1)-itemsets from k-itemsets. A sample of transactional data that consists of product items being purchased at different transactions is shown in Table 1 . First, the database is scanned to identify all the frequent 1-itemsets by counting each of them and capturing those that satisfy the minimum support threshold. The identification of each frequent itemset requires of scanning the entire database until no more frequent k-itemsets is possible to be identified. According to Fig. 2 , the minimum support threshold used is 2. Therefore, only the records that fulfill a minimum support count of 2 will be included into the next cycle of algorithm processing. T200  I2, I4   T300  I2, I3   T400  I1, I2, I4   T500  I1, I3   T600  I2, I3   T700  I1, I3   T800  I1, I2, I3, I5 T900 I1, I2, I3
Fig. 2
Generation of candidate itemsets and frequent itemsets. Reproduced with permission from (Han et al. 2012) In many cases, the Apriori algorithm reduces the size of candidate itemsets significantly and provides a good performance gain. However, it is still suffering from two critical limitations (Han et al. 2012) . First, a large number of candidate itemsets may still need to be generated if the total count of a frequent k-itemsets increases. Then, the entire database is required to be scanned repeatedly and a huge set of candidate items are required to be verified using the technique of pattern matching.
FP-Growth algorithm
Frequent Pattern Growth (FP-Growth) is an algorithm that mines frequent itemsets without a costly candidate generation process. It implements a divide-and-conquer technique to compress the frequent items into a Frequent Pattern Tree (FP-Tree) that retains the association information of the frequent items. The FP-Tree is further divided into a set of Conditional FP-Trees for each frequent item so that they can be mined separately. An example of the FP-Tree that represents the frequent items is shown in Fig. 3 .
The FP-Growth algorithm solves the problem of identifying long frequent patterns by searching through smaller Conditional FP-Trees repeatedly. An example of the Conditional FP-Tree associated with node I3 is shown in Fig. 4 , and the details of all the Conditional FP-Trees found in Fig. 3 are shown in Table 2 . The Conditional Pattern Base is a "sub-database" which consists of every prefix path in the FP-Tree that co-occurs with every frequent length-1 item. It is used to construct the Conditional FP-Tree and generate all the frequent patterns related to every frequent length-1 item. In this way, the cost of searching for the frequent patterns is substantially reduced. However, constructing the FP-Tree is time consuming if the data set is very large (Meenakshi 2015).
EClaT algorithm
Equivalence Class Transformation (EClaT) (Zaki 2000) is an algorithm that mines frequent itemsets efficiently using the vertical data format as shown in Table 3 . In this method of data representation, all the transactions that contain a particular itemset are grouped into the same record. First, the EClaT algorithm transforms data from the horizontal format into the Table 3 Transactional data in vertical data format. Reproduced with permission from (Han et al. 2012) itemset TID_set   I1  {T100, T400, T500, T700, T800,  T900}   I2  {T100, T200, T300, T400, T600,  T800, T900}   I3  {T300, T500, T600, T700, T800,  T900}   I4  {T200, T400}   I5 {T100, T800} vertical format by scanning the database once. The frequent (k + 1)-itemsets are generated by intersecting the transactions of the frequent k-itemsets. This process repeats until all the frequent itemsets are intersected with one another and no frequent itemsets can be found as shown in Tables 4 and 5. For the EClaT algorithm, the database is not required to be scanned multiple times in order to identify the (k + 1)-itemsets. The database is only scanned once to transform data from the horizontal format into the vertical format. After scanning the database once, the (k + 1)itemsets are discovered by just intersecting the k-itemsets with one another. Apart from this, the database is also not required to be scanned multiple times in order to identify the support count of every frequent itemset because the support count of every itemset is simply the total count of transactions that contain the particular itemset. However, the transactions involved in an itemset can be quite a lot, making it to take extensive memory space and processing time for intersecting the itemsets.
TreeProjection algorithm
TreeProjection (Agarwal et al. 2001 ) is an algorithm that mines frequent itemsets through a few different searching techniques for constructing a lexicographic tree, such as breadth- (Agarwal et al. 2001) first, depth-first, or a mixture of the two. In this algorithm, the support of each frequent itemset in every transaction is counted and projected onto the lexicographic tree as a node. This greatly improves the performance of calculating the total transactions that contain a particular frequent itemset. An example of the lexicographic tree that represents the frequent items is shown in Fig. 5 .
In the hierarchical structure of a lexicographic tree, only the subset of transactions that can probably hold the frequent itemsets will be searched by the algorithm. The search is performed by traversing the lexicographic tree with a top-down approach. Apart from the lexicographic tree, a matrix structure is used to provide a more efficient method for calculating the frequent itemsets that have very low level of support count. In this way, cache implementations can be made available efficiently for the execution of the algorithm. However, the main problem faced by this algorithm is that different representations of the lexicographic tree present different limitations in terms of efficiency at memory consumption ).
COFI algorithm
Co-Occurrence Frequent Itemset (COFI) (El-Hajj and Zaiane 2003) is an algorithm that mines frequent itemsets using a pruning method that reduces the use of memory space significantly. Its intelligent pruning method constructs relatively small trees from the FP-Tree on the fly, and it is based on a special property that is derived from the top-down approach mining technique of the algorithm. Some examples of the COFI-Trees are shown in Fig. 6 .
Comparing to the FP-Growth algorithm, the COFI algorithm is better mainly in terms of memory consumption and occasionally in terms of execution runtime. This is because of the following two implementations: (1) A non-recursive method is used during the process of mining to traverse through the COFI-Trees in order to generate the entire set of (2) The pruning method implemented in the algorithm has removed all the non-frequent patterns, so only frequent patterns are left in the COFI-Trees. However, if the threshold value of the minimum support is low, the performance of the algorithm degrades in a sparse database (Gupta and Garg 2011).
TM algorithm
Transaction Mapping (TM) (Song and Rajasekaran 2006) is an algorithm that mines frequent itemsets using the vertical data representation like the EClaT algorithm. In this algorithm, the transaction IDs of every itemset are transformed and mapped into a list of transaction intervals at another location. Then, intersection will be performed between the transaction intervals in a depth-first search order throughout the lexicographic tree to count the itemsets. An example of the transaction mapping technique is shown in Fig. 7.  Fig. 7 Example of transaction mapping. Reproduced with permission from (Song and Rajasekaran 2006) When the value of minimum support is high, the transaction mapping technique is able to compress the transaction IDs into the continuous transaction intervals significantly. As the itemsets are compressed into a list of transaction intervals, the intersection time is greatly saved. The TM algorithm is proven to be able to gain better performance over the FP-Growth and dEClaT algorithms on data sets that contain short frequent patterns. Even though it is so, the TM algorithm is still slower in terms of processing speed compared to the FP-Growth* algorithm.
P-Mine algorithm
P-Mine (Baralis et al. 2013 ) is an algorithm that mines frequent itemsets using a parallel disk-based approach on a multi-core processor. It decreases the time required to produce a dense version of the data set on disk using the VLDBMine data structure. A Hybrid-Tree (HY-Tree) is used in the VLDBMine data structure to store the entire data set and other information required to support the data retrieval process. To enhance the efficiency for disk access, a pre-fetching technique has been implemented to load multiple projections of the data set into different processor cores for mining the frequent itemsets. Finally, the results are gathered from each processor core and merged in order to construct the entire frequent itemsets. The architecture of the P-Mine algorithm is shown in Fig. 8 .
As the data set is represented in the VLDBMine data structure, the performance and scalability of frequent itemset mining are further improved. This is because the HY-Tree of the VLDBMine data structure enables the data to be selectively accessed in order to effectively support the data-intensive loading process with a minimized cost. Apart from this, when the process of frequent itemset mining is executed across different processor cores in parallel at the same time, the performance is optimized locally on every node. However, the algorithm can only be optimized to the maximum level when multiple cores are available in the processor.
LP-Growth algorithm
Linear Prefix Growth (LP-Growth) (Pyun et al. 2014 ) is an algorithm that mines frequent itemsets using arrays in a linear structure. It minimizes the information required in the data mining process by constructing a Linear Prefix Tree (LP-Tree) that is composed of arrays instead of pointers. With this implementation, the efficiency in memory usage is increased since the information of connection between different nodes is reduced significantly. A structure of the Linear Prefix Nodes (LPNs) in the LP-Tree is shown in Fig. 9 . One LP-Tree is composed of multiple LPNs in a linear structure. Every set of frequent items is stored into dif- (Baralis et al. 2013) ferent nodes that are composed of multiple arrays. In order to link all the arrays together, every array consists of a header in its first location to indicate its parent array. If the LPN is the first node to be inserted in the LP-Tree, the header of that LPN indicates the root of the LP-Tree.
The LP-Growth algorithm is able to generate the LP-Tree in a faster manner compared to the FP-Growth algorithm. This is because a series of array operations are used in the LP-Growth algorithm to create multiple nodes at the same time, while the FP-Growth algorithm creates the nodes one at a time. As the nodes are saved in the form of arrays, any parent or child nodes are accessible without using any pointers while searching through the LP-Tree. In addition, it is also possible to traverse through the LP-Tree in a faster manner because the corresponding memory locations can be directly accessed when all the nodes are stored using the array structure. Apart from this, when pointers are not utilized to link up all the nodes, the memory usage for every node becomes comparatively less as well. However, the LP-Growth algorithm has a limitation in the insertion process of nodes because the items Fig. 9 Structure of linear prefix nodes (LPNs). Reproduced with permission from (Pyun et al. 2014) from a transaction may be saved in various LPNs (Jamsheela and Raju 2015) . Therefore, to insert a transaction into the LP-Tree successfully, the memory needs to be freed continuously.
Can-Mining algorithm
Can-Mining (Hoseini et al. 2015) is an algorithm that mines frequent itemsets from a Canonical-Order Tree (Can-Tree) in an incremental manner. Similar to the FP-Growth algorithm, a header table that contains information of all the database items is used in the algorithm. The header table consists of the frequency of each item and its pointers to the first and last nodes that contain the item in the Can-Tree. In order to extract frequent patterns from the Can-Tree, a list of frequent items is required for the algorithm to perform the mining operation. The Can-Mining algorithm is able to reduce the time of mining in nested Can-Trees because only frequent items are appended into the trees in a predefined order. When the minimum support has a high threshold value, the Can-Mining algorithm is able to outperform the FP-Growth algorithm. However, if the threshold value of the minimum support is much lower, the FP-Growth algorithm is more efficient. The architecture of the Can-Mining algorithm is shown in Fig. 10 .
EXTRACT algorithm
EXTRACT (Feddaoui et al. 2016 ) is an algorithm that mines frequent itemsets using the mathematical concept of Galois lattice. The architecture of the EXTRACT algorithm is shown Fig. 10 Architecture of the Can-mining algorithm. Reproduced with permission from (Hoseini et al. 2015) in Fig. 11 . It is partitioned into four functions for calculating the support count, combining the itemsets, eliminating the itemsets that are repeated, and extracting association rules from the frequent itemsets.
First, EXTRACT calculates the support count of each frequent 1-itemset that satisfied the minimum support. All frequent 1-itemset that did not satisfy the minimum support will be removed from the calculation. Then, it will combine the itemsets to discover all the possible combinations of frequent itemsets. After identifying them, the combinations of frequent itemsets that are redundant will be eliminated. Once all the unique frequent itemsets are mined, the association rules that satisfied the minimum confidence will be generated. All association rules that did not satisfy the minimum confidence will be removed from the rule discovery process. EXTRACT outperforms the Apriori algorithm for mining more than 300 objects and 10 attributes with an execution time that does not exceed 1200 ms. However, since the frequent itemsets that have been mined are not stored in any disk or database, the algorithm is required to be executed again in order to mine the new set of frequent itemsets if there is a change in the data set.
Classification and comparison of Frequent Pattern Mining algorithms
In general, the algorithms for Frequent Pattern Mining (FPM) can be classified into three main categories , namely Join-Based, Tree-Based, and Pattern Growth as shown in Fig. 12 . First, the Join-Based algorithms apply a bottom-up approach to identify frequent items in a data set and expand them into larger itemsets as long as those itemsets appear more than a minimum threshold value defined by the user in the database. Then, the Tree-Based algorithms use set-enumeration concepts to solve the problem of frequent itemset generation by constructing a lexicographic tree that enables the items to be mined through a variety of ways like the breadth-first or depth-first order. Finally, the Pattern Growth algorithms implement a divide-and-conquer method to partition and project databases depending on the presently identified frequent patterns and expand them into longer ones in the projected databases. The advantages and disadvantages of various significant FPM algorithms are summarized in Table 6 . Apriori (Agrawal and Srikant 1994) Uses an iterative level-wise search technique to discover (k + 1)-itemsets from k-itemsets Has to produce a lot of candidate sets if k-itemsets is more in numbers Has to scan the database repeatedly to determine the support count of the itemsets FP-Growth Preserves the association information of all itemsets Shrinks the amount of data to be searched
Constructing the FP-Tree is time consuming if the data set is very large
EClaT (Zaki 2000) Scanning the database to find the support count of (k + 1)-itemsets is not required More memory space and processing time are required for intersecting long TID sets
TreeProjection (Agarwal et al. 2001) Identifies the frequent itemsets in a fast manner because only the subset of transactions that can probably hold the frequent itemsets is searched by the algorithm Can-Mining (Hoseini et al. 2015) Outperforms the FP-Growth algorithm when the minimum support has a high threshold value
Mining time is longer if the threshold value of the minimum support is much lower EXTRACT (Feddaoui et al. 2016 ) Mines more than 300 objects and 10 attributes with an execution time that does not exceed 1200 ms
The algorithm needs to be executed again in order to mine the new set of frequent itemsets if there is a change in the data set Amongst the existing Pattern Growth algorithms, most of them are evolved from the FP-Growth algorithm. This is because FP-Growth generates all the frequent patterns using only two scans for the data set, representing the entire data set with a compressed tree structure, and decreases the execution time by removing the need to generate the candidate itemsets (Mittal et al. 2015) . Although the existing FPM algorithms are able to mine the frequent patterns in a data set by identifying the association between different data items, a lengthy processing time and a large consumption of memory space are still the two major problems faced by FPM especially when the amount of data increases in a data set. Therefore, a more robust FPM algorithm needs to be developed for identifying the significant frequent patterns of an increasing data set that performs in a more efficient manner.
Result and discussion
Many experimental testings have been done by different researchers for the performance of Frequent Pattern Mining (FPM) algorithms from the aspects of execution run time and memory consumption in mining the frequent itemsets from a data set. The execution run time of some algorithms for horizontal layout data are presented in Fig. 13 and Table 7 . According to the experimental results, the average execution run time for mining the frequent itemsets with an average transaction size of 15 in the horizontal layout data is 30.87 s. This shows that the time required to mine the frequent itemsets will surely rise sharply when the data increases to a larger amount.
The execution run time of some algorithms for vertical layout data are presented in Fig. 14  and Table 8 . For an average transaction size of 28 in the vertical layout data, an average execution run time of 34.01 s is required to mine the frequent itemsets. Similarly, this indicates that the time required to mine the frequent itemsets will also rise sharply when the data increases to a larger amount even though the data is stored in the vertical layout format.
The memory usage of some algorithms is presented in Fig. 15 and Table 9 . According to the experimental results, an average of 37.63 megabytes (MB) of memory is required to mine the frequent itemsets with an average transaction size of 15. Likewise, this shows that the memory consumption for mining the frequent itemsets will definitely rise a lot as well when the data increases to a larger amount. 
Future work
After conducting a study to compare the different algorithms for Frequent Pattern Mining (FPM), the next step of our research is to construct a more efficient FPM algorithm. The algorithm will be designed to mine the data from a data warehouse in order to identify the patterns that exist frequently and being hidden from the normal view of users. All the frequent patterns that have been mined from the data warehouse will be stored in a Frequent Pattern Database (FP-DB) using the technology of Not-Only Structure Query Language (NoSQL) (Gupta et al. 2017 ). The FP-DB will be updated continuously so that the hidden patterns of data can be mined within a shorter run time using less memory consumption even when the amount of data increases over the time. 
Conclusion
The objective of this study is to review the strengths and weaknesses of the important and recent algorithms in Frequent Pattern Mining (FPM) so that a more efficient FPM algorithm can be developed. In summary, two major problems in FPM have been identified in this research. First, the hidden patterns that exist frequently in a data set become more time con-suming to be mined when the amount of data increases. It causes large memory consumption as a result of heavy computation by the mining algorithm. In order to solve these problems, the next stage of the research aims to: (1) formulate an FPM algorithm that efficiently mines the hidden patterns within a shorter run time;
(2) formulate the FPM algorithm to consume less memory in mining the hidden patterns; (3) evaluate the proposed FPM algorithm with some existing algorithms in order to ensure that it is able to mine an increased data set within a shorter run time with less memory consumption. By implementing the proposed FPM algorithm, users will be able to reduce the time of decision making, improve the performance and operation, and increase the profit of their organizations.
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