






тестовой выборке, допускает разные варианты параметров системы (модуль ве-
са, среднее квадратичное значение). 
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Основная задача аппроксимации — построение аппроксимирующей 
(приближенной) функции, которая наиболее близко проходит около заданных 
точек или около некоторой заданной непрерывной функции. В основном, такая 
задача возникает, если в исходных данных задачи присутствуют некоторые по-
грешности, когда алгоритмы интерполяции использовать нецелесообразно. 
Нейронная сеть представляет собой систему соединённых и взаимодей-
ствующих между собой простых процессоров (искусственных нейронов), обра-
батывающих входные данные и передающих результат последующим нейро-
нам. На практике наиболее распространенными функциями активации являют-
ся: сигмоидальная, пороговая, гиперболический тангенс, радиально-базисная, 
логистическая и т. д. 
Одной из таких сетей является радиально-базисная сеть (RBF) [1]. Сеть 
состоит из одного скрытого слоя, выполняющего нелинейное преобразование 
входной последовательности, и выходного слоя, состоящего из единственного 
нейрона, суммирующего выходные значения сигналов [2]. Особенностью этой 
сети является радиальная функция активации скрытых нейронов: 
                   , 
где x – входной вектор, c – центр, 
     – убывающая функция, чаще всего равная 0 вне некоторого отрезка. 
Задача аппроксимации состоит в подборе соответствующего количества 
радиальных функций и их параметров, а также подборе весов. Эту проблему 
можно свести к минимизации целевой функции: 











где k – количество радиальных нейронов, 
p – количество обучающих пар       , 
   – входной вектор, 
  - ожидаемая величина. 
Процесс обучения сети сводится: 
1. К подбору центров    и               формы базисных функций; 
2. К подбору весов нейронов выходного слоя. 
Инициализация параметров нейронной сети может происходить несколь-
кими способами. При неудачной инициализации весов обучение сети может за-
нять больше времени и даже привести к «параличу» сети. Самым простым спо-
собов является их случайная инициализация на основе равномерного распреде-
ления в интервале [0;1]. 
Другим алгоритмом инициализации является алгоритм роя частиц. Идея 
алгоритма была частично заимствована из исследований поведения скоплений 
животных (косяков рыб, стай птиц и т.п.), модель была немного упрощена и 
добавлены элементы поведения толпы людей, поэтому, в отличие, например, 
от алгоритма пчел агенты алгоритма (возможные решения) и были названы 
нейтрально – частицы. Алгоритм данного способа инициализации представлен 




Рисунок 2– Схема алгоритма роя частиц 
 
Цель данной работы – сравнить между собой два алгоритма инициализа-
ции весов нейронной сети: случайным образом и с помощью алгоритма роя ча-
стиц. В системе реализована генерация обучающих выборок, распределенных 
по различным законам. Также имеется возможность загрузить данные с внеш-










Рисунок 2 – Диаграмма сущностных классов системы 
 
Результаты исследования зависимости СКО аппроксимации при различ-
ных способах инициализации весов нейронной сети представлены в таблице 1. 
 
Таблица 1 – СКО при различных способах инициализации 
Закон распределения 
СКО 
Случайная инициализация Алгоритм роя частиц 
Нормальный 0.03295 0.03172 
Экспоненциальный 0.06072 0.05886 
Арксинусоидальный 0.04917 0.04845 
Лаплас 0.04113 0.03993 
Релей 0.05398 0.05401 
Вейбулл 0.05241 0.05223 
Симпсон 0.04325 0.04311 
Равномерный 0.04112 0.03924 
 
По результатам эксперимента можно сделать вывод, что случайная ини-
циализация весовых коэффициентов дает результаты хуже, чем алгоритм роя 
частиц. 
Литература 
1. Латыш, С.К., Исследование аппроксимативных возможностей ради-
ально-базисной сети с различными функциями активации [Текст] / 
С. А. Прохоров, И. А. Лёзин, И. В. Лёзина, С. К. Латыш, С. А. Саиян – Известия 
Самарского научного центра Российской академии наук, Механика, т.15, №4, 
2013. ‒ с. 271‒274. – ISSN 1990-5378. 
2. Осовский, С. Нейронные сети для обработки информации [Текст] / 
Пер. с польского И. Д. Рудинского. – М.: Финансы и статистика, 2002. – 344 с.: 
ил.  
3. Алгоритм роя частиц. Описание и реализации на языке Python и C  
[Электрон-
ный ресурс]. Режим доступа: https://jenyay.net/Programming/ParticleSwarm 
