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We develop a general framework for applying the Kelly criterion to stock markets. By supplying
an arbitrary probability distribution modeling the future price movement of a set of stocks, the
Kelly fraction for investing each stock can be calculated by inverting a matrix involving only first
and second moments. The framework works for one or a portfolio of stocks and the Kelly fractions
can be efficiently calculated. For a simple model of geometric Brownian motion of a single stock we
show that our calculated Kelly fraction agrees with existing results. We demonstrate that the Kelly
fractions can be calculated easily for other types of probabilities such as the Gaussian distribution
and correlated multivariate assets.
I. INTRODUCTION
The Kelly criterion gives an optimal strategy for the
long-term growth in risk-taking games where the player
has an advantage [1]. The strategy is particularly use-
ful in the context of gambling where the future prob-
abilities are explicitly known and has found numerous
applications in many contexts. In the context of stock
market investments (also called the optimal growth cri-
terion), the probability of price movements can only be
estimated. Nevertheless there is an extensive literature
on applications of the Kelly criterion in this context, for
a review see [2]. In its most basic form, the Kelly strat-
egy states that one should invest a fraction equal to the
ratio of the expected return to the winning return [1].
More precisely, for the case of one stock modelled with
geometric Brownian motion, one obtains a Kelly frac-
tion of f = µ/σ2, where µ is the growth rate and σ is
the relative volatility. The strategy is known to be op-
timal in the sense that it minimizes the time to reach a
particular wealth, and dominates over any other strat-
egy [3, 4]. One of the assumptions of the Kelly result is
that repeated investments are made over the long term.
This has spurred on investigations of the applicability of
the Kelly criterion for finite time horizons [5], continuous
time variation [6, 7], continuous probability distributions
[8], incorporating risk management [9], and comparisons
to mean variance approaches [10, 11].
In a practical scenario, what is particularly of inter-
est is the multivariate case, where more than one stock
is invested simultaneously. Numerous studies have been
made to utilize Kelly’s ideas to calculate the optimal in-
vestment fractions in a portfolio of stocks. While all have
the basic strategy of maximizing the long-term growth
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of the assets, the way that the Kelly optimization is per-
formed varies considerably. Konno and co-workers [12]
demonstrate that a portfolio optimization model can be
reduced to a linear problem making large scale optimiza-
tions possible, although is not explicitly based on a Kelly
strategy. Laureti and co-workers [13] follow a Kelly strat-
egy but do not provide a simple formula to calculation of
Kelly fractions. In the work of MacLean and co-workers
[14], the focus is more towards incorporating risk con-
trol to portfolio management than maximizing growth.
Furthermore, Nekrasov [15] has derived a formula from
which optimal investment fractions can be calculated,
but does not take into volatility of the stocks. What
would be desirable is a relatively simple procedure to
obtain the optimal Kelly fractions given a multivariate
probability model of the stock price movements. To date,
we believe that no consensus has been reached for a sim-
ple and correct procedure to apply the Kelly strategy for
the general case.
In this paper, we provide a new approach to apply-
ing the Kelly criterion to stock market investments. Our
approach is to adhere most closely to Kelly’s original ap-
proach of maximizing the assets over the long-term, given
a probabilistic distribution at each investment round. To
do this we need to consider the multivariate continuous
probability case, which we derive in Sec. II. In principle
our approach could be applied to an arbitrary probability
distribution, not necessary log-normal as is convention-
ally assumed, and can be correlated. For the purpose of
illustration we solve some portfolio cases with small num-
bers of stocks in a portfolio, which gives rise to a simple
matrix equation which can be solved to obtain the Kelly
fractions. In Sec. III we explicitly evaluate a formula for
the Kelly fraction using a log-normal distribution corre-
sponding to geometric Brownian motion, and show that
it is consistent with standard results. We then extend
the technique to multiple stocks in Sec. IV and show
that a simple procedure involving matrix inversion can
2be used to obtain the Kelly fractions taking into account
volatility. In Sec. V we summarize our results and main
conclusions.
II. KELLY CRITERION FOR MULTIPLE
OUTCOMES
We first give a short review of the Kelly strategy for
multiple probabilistic outcomes, which will also serve to
introduce our notation.
A. Single investment case
Consider a investor with initial assets V0 playing a
game with M outcomes with probabilities p(i), where
i = 1, . . . ,M . For the ith outcome, the return on the in-
vested amount is k(i), which can be positive or negative.
Thus in the event of the ith outcome, if the investor put
all his assets into the game, the total amount of his assets
would be V0(1 + k(i)). The problem is then to calculate
what fraction of his assets he should bet in the game,
assuming the remaining assets are unchanged. After N
plays of the game, the total value of his assets will be
VN = V0(1 + fk(1))
n1(1 + fk(2))n2 . . . (1 + fk(M))nM
= V0
M∏
i=1
(1 + fk(i))ni (1)
where ni is the number of outcomes of the ith event, and
f is the investment fraction with 0 ≤ f ≤ 1, assumed
constant throughout. In the standard Kelly approach to
finding f one optimizes the growth
G = lim
N→∞
1
N
ln
VN
V0
. (2)
Taking derivatives one obtains the condition
dG
df
= lim
N→∞
1
NVN
dVN
df
= 0 (3)
Substituting (1) into (3) one obtains
1
N
M∑
i=1
k(i)ni
1 + fk(i)
= 0. (4)
For large N , we expect that ni/N ≈ p(i) hence we obtain
the criterion [13, 16, 17]
M∑
i=1
k(i)p(i)
1 + fk(i)
= 0. (5)
B. Multiple investment case
We can generalize the above to the case of multiple par-
allel investments. Consider L investments made in par-
allel, with a fraction fl of the investor’s assets allocated
to each. In this case the total fraction invested is then
0 ≤∑Ll=1 fl ≤ 1 and the remaining amount is left as cash.
The return of the ith outcome for the lth investment is
written kl(i). The various outcomes for all the L invest-
ments is then labeled by the outcome i = (i1, i2, . . . , iL),
which occur with a probability p(i) ≡ p(i1, i2, . . . iL). In
the event of the ith outcome his assets would be
V0(1 −
L∑
l=1
fl) + V0
L∑
l=1
fl(1 + kl(il)) = V0(1 +
L∑
l=1
flkl(il)),
(6)
where the first term is the uninvested fraction and the
second gives the returns on each investment. In a similar
way to (1) one can then write down the assets of the
investor after N plays of the game
VN = V0
∏
i1,i2,...,iL
(1 +
L∑
l
flkl(il))
ni (7)
where ni ≡ ni1i2...iL is the number of times the ith out-
come has occurred. Since there are L fractions fl, we
have L different equations (3) where the derivative is
taken with respect to fl. For the lth investment frac-
tion we obtain the constraint
∑
i1,i2,...,iL
kl(il)p(i1, i2, . . . iL)
1 +
∑L
l′=1 fl′kl′(il′)
= 0 (8)
where we have assumed that N is sufficiently large
enough that ni/N ≈ p(i). This is a set of L equations
that must be solved for the L unknown fractions fl.
C. Continuous case
Our aim will be to apply the Kelly criterion formula
(5) and (8) to stock prices. Since stock prices are es-
sentially continuous, it is more appropriate to use a con-
tinuous probability distribution, rather than the discrete
case derived above. We can immediately write this down
making the generalization i → x, where x is a continu-
ous random parameter. We therefore have for the single
investment case ∫
dx
k(x)p(x)
1 + fk(x)
= 0 (9)
where p(x) is a continuous probability distribution, k(x)
is the return for the outcome x. For the multiple invest-
ment case we have a set of L equations∫
dx1 . . . dxL
kl(xl)p(x)
1 +
∑L
l′=1 fl′kl′(xl′)
= 0 (10)
where p(x) ≡ p(x1, . . . , xL) is the continuous probability
distribution for the L investments, kl(x) is the return on
the lth investment.
3III. THE KELLY CRITERION FOR A SINGLE
STOCK
A. Probabilistic model for a single stock
We now apply the general theory of the previous sec-
tion to stocks. Say the price of a given stock to be cur-
rently x(0). One popular choice of probability distribu-
tion is model the price fluctuations by geometric Brow-
nian motion, where the new price after some amount of
time is
x(0) → x = x(0)eξ (11)
where ξ is a random number drawn from a Gaussian dis-
tribution. The form of this ensures that the price always
remains positive, as is true of real stock prices. More
specifically, the probability distribution then takes a log-
normal form
p(x) =
x(0)√
2piσˆ
1
x
exp

− (lnx− lnx(0) − δxx(0) + σˆ
2
2(x(0))2
)2
2(σˆ/x(0))2

 ,
(12)
where σˆ is the standard deviation and δx is the price shift.
The variables x, x(0), δx, σˆ have units of dollars or any
other currency of choice (see Appendix). We can define
dimensionless ratios of these variables which characterize
the distribution
µ =
δx
x(0)
σ =
σˆ
x(0)
(13)
which is the expected growth in price and dimensionless
volatility respectively. The form of the log-normal distri-
bution is then equivalently written
p(x) =
1√
2piσ
1
x
exp
(
− (lnx− ln x
(0) − µ+ σ22 )2
2σ2
)
,
(14)
The average and variance of the above distribution takes
the values
〈x〉 = x(0)eµ
Var(x) = 〈x2〉 − 〈x〉2
= (x(0))2e2µ+σ
2 − (x(0))2e2µ. (15)
The investment return takes a simple form in this case
k(x) =
x− x(0)
x(0)
(16)
since k is defined as the fractional return on investment.
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FIG. 1. Comparison of Kelly fractions versus growth µ mod-
eled by geometric Brownian motion using our approach (18)
(solid lines) and the conventional derivation (19) (dotted
lines) for volatilities as marked. In (a) the volatilities are
chosen to be relatively small range, while (b) shows a larger
choice volatility. We also show the Kelly fractions using a
Gaussian probability distribution (21) (dashed lines).
B. Evaluation of the Kelly fraction
We can now examine first for simplicity the single stock
case of the model (14) and (16). While an exact evalu-
ation of the integral (9) is only possible using numerical
means, for most cases of interest we may assume that
the product of the investment fraction and return will be
fk(x) ≪ 1. We can then approximate (9) by expanding
the denominator as a Taylor series from which we obtain∫
dxk(x)p(x)(1 − fk(x))
= eµ − 1 + f(2eµ − e2µ+σ2 − 1) = 0. (17)
This immediately gives the optimal Kelly fraction
f =
eµ − 1
1 + e2µ+σ2 − 2eµ . (18)
Assuming µ, σ ≪ 1 we can expand the exponential to
give
f ≈ µ
σ2
. (19)
This is in agreement with the standard expression for the
Kelly fraction for geometric Brownian motion.
A comparison of our expression (18) and the standard
expression (19) is shown in Fig. 1. In Fig. 1(a) we choose
relatively small volatilities within the region of approxi-
mation of the Taylor expansion performed in (17). We see
that our Kelly fraction agrees with the standard expres-
sion as expected. This shows that as long as relatively
small parameters µ, σ ≪ 1 are chosen our approach works
reliably. For a larger choices of σ, the Taylor expansion
in obtaining (17) is less valid, and our result starts to
differ from the standard result. However, the curves dif-
fer considerably for larger expected growths µ, generally
giving a more conservative Kelly fraction. This is ben-
eficial from the point of view of investing as one would
generally like to err on the side of a smaller investment,
rather than take on more risk.
4To show the general nature of our formalism, we show
that it is simple to calculate (9) for other choices of prob-
ability distribution. Due to the simple form of the return
k(x) = x/x(0) − 1, one can easily obtain a general for-
mula for the Kelly fraction for an arbitrary probability
distribution by evaluating (17):
f =
〈x〉
x(0)
− 1
1 + 〈x
2〉
(x(0))2
− 2 〈x〉
x(0)
(20)
Thus the Kelly fraction can be easily computed from only
the first and second moments of the probability distribu-
tion. For example, using a Gaussian distribution (see
Appendix) one obtains the Kelly fraction
f =
µ
µ2 + σ2
. (21)
Since µ
µ2+σ2 <
µ
σ2
we again obtain Kelly fractions that
are consistently lower than the expression (19). The frac-
tions obtained for the same volatilities are shown in Fig-
ure 1.
IV. THE KELLY CRITERION FOR MULTIPLE
STOCKS
A. Kelly fractions for an arbitrary distribution
We now find the optimal Kelly fractions by substitu-
tion of (26) and (28) into (10). To evaluate the integral
we can expand the denominator of (10) as a Taylor series
to obtain the criterion
∫
dx1 . . . dxLkl(xl)p(x)(1 −
L∑
l′=1
fl′kl′(xl′ )) = 0 (22)
This is a linear set of equations in fl′ that can be written
in matrix form
Mf = b (23)
where we can define the elements as
Mll′ =
∫
dx1 . . . dxLkl(xl)kl′(xl′ )p(x)
=
〈xlxl′ 〉
x
(0)
l x
(0)
l′
− 〈xl〉
x
(0)
l
− 〈xl′ 〉
x
(0)
l′
+ 1
bl =
∫
dx1 . . . dxLkl(xl)p(x)
=
〈xl〉
x
(0)
l
− 1
(24)
and the elements of the vector f are fl. The matrix
equation thus only involves the first and second moments
of the probability distribution, which are typically easily
evaluated. To find the optimal Kelly fractions we simply
perform a matrix inversion
f =M−1b. (25)
Since (25) is a linear equation, this can be computed
efficiently. Eq. (25) is the main result of this paper,
and we illustrate this with some simple examples in the
following sections.
B. Multiple independent stocks
To illustrate our main result (25), we consider for sim-
plicity the case that the probability distributions for each
stock are independent. In this case the probability dis-
tribution takes a form
p(x) =
L∏
l=1
pl(xl) (26)
where pl(xl) is the probability distribution for the lth
stock. We again take each stock to have a log-normal
distribution
pl(x) =
1√
2piσl
1
x
exp
(
− (lnx− lnx
(0)
l − µl + σ
2
l
2 )
2
2σ2l
)
(27)
where we have defined σl = σˆl/x
(0)
l , µl = δxl/x
(0)
l for the
lth stock. The returns for each stock is defined as
kl(x) =
x− x(0)l
x
(0)
l
. (28)
Since the probabilities are independent, we can use the
fact that the probability distributions are normalized to
obtain the simplified expressions for the matrix elements
Mll′ =
{
Al if l = l
′
BlBl′ otherwise
bl = Bl (29)
and we have defined the integrals
Bl ≡
∫
dxkl(x)pl(x)
Al ≡
∫
dx(kl(x))
2pl(x). (30)
For the log-normal distribution we can evaluate the inte-
grals to be
Bl = e
µl − 1
Al = 1− 2eµl + e2µl+σ
2
l (31)
Alternatively, for the case of independent Gaussian dis-
tributions one can evaluate
Bl = µl
Al = µ
2
l + σ
2
l . (32)
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FIG. 2. (a) Kelly fractions (solid lines) as calculated using
(25) using (29) for L = 3 stocks undergoing independent ge-
ometric Brownian motion. We plot the Kelly fractions as
calculated using the single stock formula (18) for compari-
son (dotted lines). Parameters used are σ1 = 1, σ2 = 0.5,
σ3 = 0.7, µ2 = σ2µ1, and µ3 = σ3µ1. (b) Kelly fractions as
calculated using (25) using (29) for L = 2 stocks undergoing
correlated geometric Brownian motion. Three values of cor-
relation ρ are shown as marked. Parameters used are σ1 = 1,
σ2 = 0.5, µ2 = σ2µ1.
Figure 2 shows a sample solution for the Kelly frac-
tions for independent geometric Brownian motion with
three stocks. We first note that the calculation of the
fractions using (25) is highly efficient thanks to the ex-
act expressions for the integrals involved in the definition
(29). Thus while we only show a relatively small example
with L = 3, it is not difficult to perform the computation
for a more realistic case of a portfolio involving tens or
hundreds of stocks. From Fig. 2 we see that generally the
results agree with the single stock formula (18) for small
growths, which in turn agree with the standard expres-
sion for the Kelly fraction (19). This is as expected since
for small growths only small Kelly fractions would be in-
vested, the effect of having multiple stocks should be not
different to the single stock case. For larger growths, the
qualitative effect is to reduce the overall Kelly fraction,
which is reasonable from the point of view of reducing
the total amount invested.
We note that for particular parameter choices, it is pos-
sible to obtain Kelly fractions that exceed 1, as is already
evident from Fig. 1. This is also true of the standard so-
lution for the single stock f = µ/σ2. In general (22) is
only valid for small parameters µl, σl as for the single
stock case examined earlier. For larger values of these
parameters, the Kelly fractions must be found by solving
(10) directly. However, since in realistic scenarios one
typically only considers large µl, σl for very long-term in-
vestments, this should be a reasonable approximation in
most cases.
C. Correlated stocks
More realistically the fluctuations of stocks are corre-
lated. To illustrate our formalism in this case, we show
another example for two correlated stocks. We take the
bivariate log-normal distribution [18]
p(x1, x2) =
1
2piσ1σ2
√
1− ρ2
1
x1x2
× exp
[
− (lnx1 − lnx
(0)
1 − µ1 + σ
2
1
2 )
2
2(1− ρ2)σ21
+
ρ(lnx1 − lnx(0)1 − µ1 + σ
2
1
2 )(lnx2 − lnx
(0)
2 − µ2 + σ
2
2
2 )
(1− ρ2)σ1σ2
− (lnx2 − lnx
(0)
2 − µ2 + σ
2
2
2 )
2
2(1− ρ2)σ22
]
(33)
The average, variance, and covariance of the above dis-
tribution takes the values
〈xl〉 = x(0)l eµl
Var(xl) = 〈x2l 〉 − 〈xl〉2
= (x
(0)
l )
2e2µl+σ
2
l − (x(0)l )2e2µl
Cov(x1, x2) = 〈x1x2〉 − 〈x1〉〈x2〉
= x
(0)
1 x
(0)
2 e
µ1+µ2(eρσ1σ2 − 1) (34)
for l ∈ {1, 2}. The returns of the stocks are the same as
(28).
Using (24) we may evaluate the elements of M and b
as
Mll = 1− 2eµl + e2µl+σ
2
l
M12 =M21 = eµ1+µ2+ρσ1σ2 − eµ1 − eµ2 + 1
bl = e
µl − 1. (35)
The effect of introducing correlations is illustrated in
Fig. 2(b). We observe that if the stocks prices are pos-
itively correlated, the Kelly fractions are reduced over-
all, and with negative correlation, Kelly fractions are in-
creased overall. This is the expected result in the context
of diversification of assets: negatively correlated stocks
give a reduction in risk since the losses of one stock will
be offset by the gains of the other. Positively corre-
lated stocks give effectively more of the same type of
stock, hence the Kelly fractions should accordingly be
decreased.
In the limit of two identical and correlated stocks, i.e.
µ1 = µ2 = µ, σ1 = σ2 = σ, and ρ = 1, we have
M = (e2µ+σ2 − 2eµ + 1)
(
1 1
1 1
)
b = (eµ − 1)
(
1
1
)
(36)
The matrix M has eigenvectors (1,±1)T , with (1,−1)T
have a zero eigenvalue. This makesM a singular matrix,
and is generally not invertible. However, since b involves
only the non-singular eigenvalue, we can perform the in-
version (25) and obtain
f =
eµ − 1
2(e2µ+σ2 − 2eµ + 1)
(
1
1
)
. (37)
6This has exactly half the Kelly fraction of (18). This is
the expected result as two identical perfectly correlated
stocks must give the same Kelly fraction as a single stock,
since this is effectively an identical investment.
V. CONCLUSIONS AND OUTLOOK
We have developed a formalism for applying a Kelly
strategy to an arbitrary probability distribution for stock
market investments. Our formalism is general in that
it can be applied to single or multiple stocks in a rela-
tively simple way. Our main result is Eq. (25) where the
Kelly fractions can be found by a simple matrix inversion
consisting of first and second moments of a probability
distribution – a relatively simple calculation that can be
evaluated analytically for typical distributions. For the
single stock case with geometric Brownian motion, we re-
produce the standard Kelly fraction in the limit of small
growth µ and relative volatility σ. Even outside the strict
region of validity our calculated results give results that
are similar or underestimating the Kelly fraction, which
should make it a useful approach in general.
We have shown some prototypical examples to illus-
trate our formalism for multiple stocks with different pa-
rameters, with and without correlation. For multiple in-
dependent stocks we observe a smooth crossover between
the single stock Kelly fraction at low growths to multi-
ple stock Kelly fractions at larger growths. For correlated
stocks, our results agree with standard investment strate-
gies regarding diversification including negative correla-
tions. These simple tests show that our methods are
simple and effective methods for determining the optimal
investment fractions, given estimates of key parameters.
An interesting case is the behavior in the regime of large
µ, σ, corresponding to long-term investments, where the
Taylor expansion breaks down. While we generally ob-
served a trend of underestimating the Kelly fraction, a
more detailed understanding is needed, particularly for
the multiple stock case.
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Appendix A: Limiting case of Log-normal
distribution
The variables in (14) are defined such that in the limit
that the price fluctuations are small |x−x(0)
x(0)
| ≪ 1, we
can expand the log-normal distribution to a Gaussian
distribution according to the approximation
lnx ≈ ln(x(0)(1 + x− x
(0)
x(0)
)) ≈ lnx(0) + x− x
(0)
x(0)
(A1)
which then gives
p(x) ≈ 1√
2piσˆ
exp
(
− (x− x
(0) − δx)2
2σˆ2
)
. (A2)
The new price will then have a distribution that is cen-
tered around x(0) + δx with volatility σˆ.
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