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* The Little Prince, by Antoine de St Exupery 
The Samurai's Sword 
The samurai clings to his sword as he slowly falls down. But nothing will allow that. His sword 
pushes hiln up to his feet. To leave the battlefield, he has no right. A power, so strong, stronger 
than the whole weight of the world emanates from his sword and gives hiln strength. He lifts his 
chin, prouder than ever. He knows he has to stand up no matter what. To look the enemy in his 
face and to win even before fighting, this is the attitude. To be a winner in advance and to pull 
victory by the hair is winning three quarters of the battle. The sword of the samurai, his most 
valuable asset, is his family. The love the fainily gives represents power, the strongest power that 
can be. With this power within you, fear not my friend. You may need to add willpower. I know 
you do not lack courage. Honour your family by coming out f the battlefield as undefeated as ever. 
Take your sword and lift your chin, our hearts are with you. t 
tprose for Uncle Ho Wye, 1997 
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Diagnosis : from Greek diagnOsis, from diagignOskein to distinguish, from dia- + gig- nOskein 
to know. The art or act of identifying a disease from its signs and symptoms. + 
t from Merriam Webster Collegiate Dictionary - http ://www.m-w. com 
Abstract 
Many important activities of modem society rely on the proper functioning of complex systems 
such as electricity networks, telecommunication networks, manufacturing plants and aircrafts. 
The supervision of such systems must include strong diagnosis capability to be able to effectively 
detect the occurrence of faults and ensure appropriate corrective measures can be taken in order 
to recover from the faults or prevent total failure. This thesis addresses issues in the diagnosis of 
large c01nplex syste1ns. Such systems are usually distributed in nature, i.e. they consist of many 
interconnected components each having their own local behaviour. These components interact 
together to produce an emergent global behaviour that is complex. As those systems increase in 
complexity and size, their diagnosis becomes increasingly challenging. 
In the first part of this thesis, a method is proposed for diagnosis on distributed systems that 
avoids a monolithic global computation. The method, based on converting the graph of the system 
into a junction tree, takes into account the topology of the system in choosing how to merge local 
diagnoses on the components while still obtaining a globally consistel!t result. The method is 
shown to work well for systems with tree or near-tree structures. This method is further extended 
to handle systems with high clustering by selectively ignoring s01ne connections that would still 
allow an accurate diagnosis to be obtained. 
A hybrid system approach is explored in the second part of the thesis, where continuous dy-
namics information on the system is also retained to help better isolate or identify faults. A hybrid 
system framework is presented that models both continuous dynamics and discrete evolution in 
dynamical systems, based on detecting changes in the fundamental governing dynamics of the sys-
tem rather than on residual esti1nation. This 1nakes it possible to handle systems that might not be 
well characterised and where parameter drift is present. The discrete aspect of the hybrid system 
model is used to derive diagnosabilty conditions using indicator functions for the detection and 
isolation of multiple, arbitrary sequential or simultaneous events in hybrid dynainical networks . 
.. 
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Chapter 1 
Introduction 
Diagnosis is historically one of the first topics to be tackled in Artificial Intelligence with the view 
to automation. Diagnosis is a form of reasoning and allows inference from existing and available 
knowledge to give a better understanding of what has happened on a system, especially when 
faults occur. Key activities of the modem world are increasingly reliant on the proper functioning 
of complex systems such as electricity networks, telecommunication networks, manufacturing 
plants and aircrafts. Diagnosis is critical in the supervision of such systems to ensure their smooth 
operation as it is essential to capture the occurrence of faults so that appropriate control actions can 
be taken by the supervisor to manage and/or recover from the faults or prevent total failure. Given 
observations on a physical system, diagnostic reasoning can determine if a system is in nominal 
operation mode or if something went wrong (i.e. a fault occurred). Two 4iagnostic subtasks [ 67] 
of interest can be pointed out: 
l. Fault detection, which is concerned with determining whether a fault has occurred or not; 
2. Fault identification, which is concerned with finding out what fault has occurred. 
Evidently, fault detection is the most basic feature of any diagnostic engine. It detects dis-
crepencies between system 1neasurements and expected behaviour. Fault identification is a re-
finement on fault detection and reasons on the model and observation to figure out which fault(s) 
occurred. 
Complex systems often have a distributed nature, i. e they consist of many interconnected com-
ponents. While the behaviour of individual components of a system can be si1nple, the interaction 
between components gives rise to an emergent c01nplex behaviour of the overall network. Hence 
as those systems increase in complexity and size, their diagnosis becomes increasingly challeng-
ing. Traditional 1nethods used do not scale up nicely and are too computationally costly, if not 
impossible to apply. 
1.1 Context 2 
Figure 1.1: The National Institute of Standards and Technology (NIST) Smart Grid Conceptual 
Model, used with permission,© 2012 IEEE, obtained from [42]. 
1.1 Context 
As complex systems become more pervasive, ways to manage them effectively need to be found. 
Automation of some, if not all, functions of these systems makes it possible to achieve greater 
efficiency in managing them while at the same time reducing the risk of errors and failures. Infor-
mation and communication technology (ICT) plays an important role in developing appropriate 
methods and tools for making such systems as autonomous as possible. The Federal Government 
has recognised the need for research in ICT and established NICTA (National Information and 
Communication Technology Australia) in 2002 as part of the Backing Australia's Ability Initia-
tive. The work presented in this thesis was done within the context of two projects at NICTA: 
SuperCom and its successor AI for the Smart Grid. 
Supercom (Model-based Supervision of Composite Systems) targeted composite systems 
which are systems consisting of interconnected components exhibiting complex behaviour. The 
main focus of the project was on model-based (i.e an underlying model of the system is available) 
supervision with the goal of conferring upon systems the ability to self-diagnose problems and 
keep operating as efficiently as possible until faults are repaired. 
The motivating application for the project AI for the Smart Grid is the supervision of elec-
tricity networks with intelligent behaviour. Traditional power grids, where electricity is distributed 
in one direction , from generators to consumers, do not meet the needs of a growing and resource-
conscious society anymore. Existing infrastructure does not scale up easily to handle increased 
demand, is vulnerable to cyber-attacks, and does not cope well with injection of intermittent re-
newable power sources, such as wind and solar. Hence many countries are making the move 
towards a "smart" grid, which is a power grid overlayed with a communications layer that pro-
vides two-way data communication among all components of the grid so that information about 
the conditions of the various components can be used to better manage and control the grid. A 
conceptual model of the smart grid is shown in figure 1.1. 
1.2 Thesis Aims 3 
Whether it be electricity networks, or other types of interconnected systems, automated diag-
nosis is an important feature of their supervision. My work is aligned with the goal pursued within 
both Supercom and AI for Smart Grid of developing methodologies and tools that will allow 
such systems to detect the occunence of faults and either recover from them or minimise their 
impact. 
1.2 Thesis Aims 
The main objective of this thesis is to contribute to the body of work on model-based diagnosis of 
distributed systems, with the main motivating application being electricity networks. 
Distributed systems consist of many interconnected components, each having their own local 
behaviour, which interact together to produce an emergent global behaviour that is complex. Rea-
soning at the global level over the entire network is often very difficult, if not impossible, due to the 
complexity of required algorithms. Decentralised diagnosis methods ([83, 29, 96]) have therefore 
been developed to help in managing this complexity by avoiding a monolithic global computa-
tion. This is the approach on which we based ourselves for diagnosis on distributed systems using 
a discrete event system viewpoint. We propose in the first part of this thesis to extend existing 
work in the field to take into account the topology of the system in choosing how to merge the 
local diagnoses on the components or what connections can be ignored but still obtain a globally 
consistent result without having to explicitly calculate a global diagnosis. 
Real world distributed systems are dynamic in nature, i.e. their evolution is given by a function 
over time. This behaviour, described by continuous variables ( e.g. voltage, cunent or capacitance), 
is what is measured by sensors at the basic level. Many tools and techniques have been developed 
in the Control Theory field to diagnose and control systems by processing data provided in their 
continuous variables. However continuous models often have a level of granularity that is too 
high for effective logic-based reasoning on them. To address this issue, a Discrete Event System 
(DES) model [20] of the system can be abstracted to make it easier to reason on the system. In a 
DES model the evolution of the system is characterised by discrete state changes triggered by the 
occunence of discrete events on the system. Performing this abstraction however means that some 
information is lost. There could be situations where the continuous dynamics information could 
help better isolate or identify faults. To get the best of both worlds, hybrid system approaches that 
unify both discrete and continuous techniques have been explored ([54, 72, 47]). We situate the 
work presented in the second part of this thesis along this direction. We build on existing work by 
taking in consideration situations where limited or no apriori knowledge of the system operarations 
and parameters exist, or there is parameter drift in the system. The traditional residual generation 
approach cannot be applied in these situations. Our hybrid system approach detects changes in the 
fundamental governing dynamics of the system as the onset for operational mode changes. Hence, 
both discrete and continuous techniques can be applied to a system in a hybrid framework, the 
combination of which provides powerful diagnosis tools. 
1.3 Thesis Contribution 4 
1.3 Thesis Contribution 
The research in this thesis has been done from two key perspectives, a discrete event system 
viewpoint and a dynamical system viewpoint. Taking a DES approach makes it possible to ap-
ply logic-based techniques for diagnosis. One main contribution of this thesis takes inspiration 
from graph theory and applies a junction tree transformation to the topology of the system for 
diagnostic reasoning on the system. This results in a model where each cluster of the resulting 
junction tree is a subsystem of the network (i.e. the entire system). The advantage of doing this is 
that local consistency ensures global consistency in a tree, and hence in a junction tree. Further-
more, the properties of a junction tree makes it possible to achieve global consistency by applying 
synchronisation among the clusters in two passes along the tree. 
A junction tree approach works best for system that have an actuar tree or near-tree topology. 
When this is not the case and the components have a large number of connections between them, 
diagnosis can still be highly complex due to the clusters having a large size. We address this 
problem by ignoring certain connections on the system, which reduces the cost (i.e.complexity) 
of the diagnosis. We handle the problem of the possible accompanying reduction in accuracy of 
the diagnosis by performing an off-line accuracy analysis to determine which connections can be 
ignored without compromising the accuracy of the diagnosis obtained. 
While discrete techniques are powerful for reasoning at a higher abstract level, they are not 
sufficient by themselves for handling dynamic systems. To this effect, there is value in retaining 
infonnation about the continuous operation of a dynamic system. We present a hybrid system 
framework that models both continuous dynamics and discrete evolutio!_l in dynamical systems 
based on detecting changes in the fundamental governing dynamics of the system rather than on 
residual estimation. This makes it possible to handle systems that might not be well characterised 
and where paraineter drift is present. 
We derive diagnosability conditions using indicator functions for the detection and isolation of 
multiple, arbitrary sequential or simultaneous events in hybrid dynamical networks, made possible 
with the discrete aspect of the hybrid model. While hybrid dynamical networks are our focus, the 
diagnosability results can easily be extended to any discrete event system model since it defined 
on the discrete part of the system. 
1.4 Thesis Structure 
The work presented in this thesis has been structured into two main parts. Results pertaining to a 
DES fo1malism are given in Part I and results pertaining to a Hybrid System formalism are given in 
Part II. As a prelude to both parts, a survey of the literature and important existing formalisms and 
definitions are provided in chapter 2. We visit the concept of Model-Based Diagnosis (MBD) and 
the various aspects of system modelling at different abstraction levels. We also present concepts 
relevant to dynamical systems and early efforts at probabilistic treatment. We recall the language 
1.4 Thesis Structure 5 
formalism widely used for representing operations on DES and the popular automaton 1nodelling 
framework used for system description. Each chapter is mostly self-contained and where appro-
priate previously covered material is reproduced to facilitate reading. 
Part I introduces diagnosis results on distributed systems obtained using discrete methods. 
Chapter 3 provides the necessary background for the work presented in the distributed discrete 
diagnosis area. It clarifies the notion of diagnosis , and associated concepts, from a discrete event 
system perspective, as relevant to this thesis. A proof that a globally consistent diagnosis is a solu-
tion to the diagnosis problem is also provided. To achieve global consistency without performing 
global computation is the focus of chapter 4, where a method is proposed for performing diag-
nosis on a distributed system that transforms the topological graph of the system into a junction 
tree first. In this way, clusters of subsystems are obtained. Clusters can be synchronised locally 
to achieve a globally consistent diagnosis. When systems are highly connected, the junction tree 
method is not as effective as for systems with tree or near-tree structure. We propose to ignore 
certain connections in chapter 5 to reduce the complexity of diagnosis on such systems. We avoid 
the reduction in accuracy that could happen by doing this by carrying out a preliminary off-line 
accuracy analysis to detennine which connections can be safely ignored. 
To further augment the diagnosis capability on distributed systems, we unify discrete diagnosis 
techniques with continuous diagnosis techniques within a hybrid system framework, which is the 
focus of part II of the thesis. Chapter 6 presents the context for our work in the hybrid system 
diagnosis area and the hybrid system framework relevant to our work. We detail the approach 
we take to diagnosis of hybrid dynamical networks in chapter 7, based on detecting changes in 
the fundamental governing dynamics of the system rather than residual estimation. We include 
the assumptions made and results on a small example network. Although a highly interconnected 
network exhibits behaviour that is complex, in chapter 8, we show that diagnosability criteria for 
such a network is only dependent on the number of events in the system and not on the number of 
components in the network. Sets of indicator functions are used to present diagnosability criteria. 
We conclude by providing an overall assess1nent of the contribution of this thesis and outline 
directions for future work. 
Chapter 2 
Literature Review 
Diagnosis can be viewed as the problem of finding out what happened on a system, especially 
when faults occur, given observations on the system. Research on finding an automated solution 
to this problem started in the 1940's with the foundation for expert systems being laid [79]. An 
expert system was viewed as a computer system that could emulate the decision-making ability 
of a human expert. The early expert systems were rule-based and used association rules between 
symptoms exhibited by a system and possible causes, similar to how a doctor would diagnose a 
patient. Associative (if-then) rules become harder to develop as syste1ns increase in size. More-
over, so1ne rules can become invalidated with even small changes to system configuration, and it 
has proven [32] quite difficult to isolate or update the invalidated rules. Another major limitation 
is that most often critical faults have low probability of occurrence and ar~ hence hard to capture 
using associative rules until the faults are encountered, which could have disastrous consequences. 
Limitations of the early rule-based approaches led to the evolution of 1nodel-based approaches in 
the late seventies. 
2.1 Model-based diagnosis (MBD) 
In a model-based approach, a description of the system's behaviour, usually developed using math-
ematical means, called the system model is available. This model defines at least the normal be-
haviour of the system. If observations emitted by the syste1n do not match the expected normal 
behaviour as encoded by the system model, then we know that a fault or faults have occurred 
(fault detection). Better diagnostic results can be achieved when predefined fault models exist as 
. this makes it possible not only to tell that a fault has occurred, but also what fault has occurred 
(fault identification). MBDuses a declarative representation in which there is separation of knowl-
edge representation (in a model) and reasoning (as diagnostic algorithms). 
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Figure 2.1: Example of electric circuits: with lamp and switch. 
2.1.1 System Model and Knowledge Representation 
A model is an abstraction of the real world and is a representation of knowledge possessed about 
the system. We define the following notions as pertain to any given model of a system. 
Definition 1 (Model Correctness). The correctness of a model is defined with respect to its input-
output behaviour. A model is correct if for every possible input, it produces an output that matches 
the observations. 
Definition 2 (Model Accuracy). The accuracy of a model gauges how closely the model's predic-
tions match the reality being modeled. It must be defined relative to some referent observations or 
to a more detailed base model. 
Definition 3 (Model Resolution). The resolution of a n1odel refers to its level of refinement and is 
determined from the precision of its output. ( e.g. A qualitative 1nodel has lower resolution than a 
quantitative 1nodel.) 
We illustrate the notions introduced in definitions 1, 2 and 3, using two simple examples 
illustrated by figures 2.1 and 2.2. 
In figure 2.1, we consider a simple circuit with a lamp L having a resistance of 10 Q. and a 
switch connected to a battery of 10 V. A basic model can be derived for the current and voltage 
across the lamp L with respect to the state of the switch S (table 2.1 ). 
The model shown in table 2.1 gives us a relationship between the state of the switch and 
the value of current across the lamp. This model is correct for the circuit given in figure 2. l(a), 
assuming a battery of 10 V. For every value of the switch S, it predicts a value for the current i 
that matches the observations (as seen on the ammeter). 
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Switch S Voltage Current 
across lamp L across lamp L 
ON 10 V lA 
OFF 10 V OA 
Table 2.1: Simple Model for lamp and switch circuit. 
We now consider a variation to this model given in table 2.2 where a rheostat (variable resistor) 
is inserted in series with the lainp. Let the resistance of the rheostat be represented by Rv. 
L 
E 
l 
Figure 2.2: Example of electric circuits: with lamp, switch and rheostat. 
Switch S Voltage Current 
across lamp L (V) across lamp L (A) 
ON 5 < Vr < 10 0.5 < i < l 
OFF 10 OA 
Table 2.2: Simple model for lamp and switch circuit with rheostat in series. 
Model 2.1 is no longer correct for the circuit given in figure 2.2 because the value of current 
it predicts does not match the observations on current anymore when the switch is ON and the 
value of Rv is non-zero. We can adjust the model to take into account the effect of the rheostat as 
described in table 2.2. Model 2.2 is correct for the circuit given in figure 2.2. 
Although correct, model 2.2 only broadly represents changes with the resistance values (Rv) 
of the rheostat. We can isolate the case where Rv = OQ as it is equivalent to having no rheostat 
connected. This allows us to narrow down the value for current and voltage for that particular case. 
The given model is shown in table 2.3. Model 2.3 is more accurate than model 2.2 for the case 
where Rv = OQ because the values it predicts for current and voltage, givenRv = OQ, is closer to 
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Switch S Voltage Current 
across lamp L (V) across lamp L (A) 
Rv = 0 (Q) 0 < Rv < IO (Q) Rv = 0 (Q) 0 < Rv :::; 10 (Q) 
ON 10 5 < Vr < 10 1 0.5 < i < I 
OFF 10 10 0 0 
Table 2.3: Higher accuracy model for lamp and switch circuit with rheostat in series. 
Switch S Voltage Current 
across lampL (V) across lamp L (A) 
ON iRr 10 Rv + RL 
OFF 10 OA 
Table 2.4: Refined model for lamp and switch circuit with rheostat in series. 
their true values. Model 2.3 also has higher resolution than model 2.2 in the case Rv = OQ because 
it narrows down the range of possible values that is predicted by the latter model. Both models are 
equally accurate and have the same resolution for the case where O < Rv lg 1 OQ since they both 
predict the same range of values for current and voltage. 
Model 2.3 is only able to estimate the value of current i to be within a certain range (0.5-1 A) 
for values of Rv that are not zero. It might be necessary to get a better idea of the value of current i 
and in that case the model described in table 2.4 would be more appropriate. This model is able to 
predict more closely the value of current i for all values of Rv, including cases where O < Rv < I 0. 
Model 2.4 is therefore more accurate and has higher resolution than both model 2.2 and 2.3. 
The correctness, resolution and accuracy of a model impact the results obtained from reason-
ing done using the model. In this thesis, we assume that models used are correct. The resolution 
of the model used and its accuracy with respect to given variables are often determined by the 
formalism used for modeling and the abstraction level at which the modeling is done. The general 
1nodeling formalism within the FDI community is the use of differential equations to represent 
syste1n evolution ( as described in section 2.2.1 ). In the DX community, logic based representa-
tions are used (s01ne of these will be mentioned and described in section 2 .2.2). Examples include 
basic logic predicates [71] , compact logic structures such as binary decision diagrams (BDD) [93], 
and 1nore expressive structures like Petri nets and automata [20]. Aut01nata, because they are the 
basis of the chosen modeling formalism in this thesis, will be further described in section 2.2.5 .2. 
Abstraction levels are explained in the next section. 
2.1.2 Abstraction levels 
When choosing a model to use for MBD, the first step is to decide what information to include into 
it. This step has serious consequences on the quality of the diagnosis since any information that 
is discarded at this stage would then be inaccessible during diagnosis. However, it is unrealistic 
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to describe the system down to its finest details, especially if it is a large system, as this would 
make the diagnosis task intractable. One way to handle this issue is to trade-off what information 
to keep. Another way is to use multiple abstraction levels within the model organised through a 
hierarchy (functional abstraction) to support diagnosis reasoning task. The latter way is specially 
useful to handle systems whose available knowledge is heterogeneous (i.e. both continuous and 
discrete). We distinguish four epistemological classes within a functional abstraction hierarchy: 
1. Structural Knowledge: This is the lowest level of abstraction and captures knowledge 
about system topology. It contains description of the components making up the system and 
their connections. 
2. Behavioural Knowledge: This class captures the physical laws underlying the behaviour 
of components that make up the system. 
3. Functional Knowledge: This class describes the roles of components in the processes that 
happen in the system. 
4. Teleological Knowledge: This is the highest level of abstraction and describes the goals 
of the system and the conditions required to fulfill these goals. It is totally detached from 
system implementation details. 
2.2 Different Approaches to MBD 
As mentioned previously, the two distinct communities, FDI and DX, haye developed their own 
approaches to MBD. These approaches exhibit diversity in the modeling details but similarity 
in the overall reasoning. The modeling of a system can be classified in two distinct categories 
depending on whether the emphasis for describing system evolution is on the system state (state-
based systems) or on events occuring in the system (event-based systems). State-based modeling 
is used within both FDI and DX communities whereas event-based modeling is more prevalent 
in DX. Some diagnosis work has also started looking at using both a state-based and event-based 
emphasis to address hybrid systems (systems which take both discrete and continuous evolution 
into account). 
2.2.1 FDI Approach to MBD 
The FDI approach inherits techniques from automatic control and generally looks at the modeling 
of continuous variables. Generally, a continuous state space model is adopted. We explain the 
concept of state space as used in the FDI community in this section. 
2.2.1.1 System Model in FDI 
We present here an overview of system modelling concepts as used in the control theory commu-
nity to clarify their meaning and to compare later with the approach used in the computer science 
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community. The concepts and definitions presented are standard in the control theory community 
and are covered in textbooks such as [54, 20]. 
We consider the model of a system to be a means to relate input to the system to the output. 
The input to the system is a set of measurable variables that can be varied over time, written as a 
vector u(t). The output to the system is another set of selected variables which can also be directly 
measured while varying u(t). We denote the set of output variables as a vector y(t). We thus have 
an input-output relationship for a system where the model provides the link between input and 
output, as illustrated in figure 2.3. 
u(t) >I MODEL y(t) > 
Figure 2.3: System Model showing the relationship between input and output 
Expanding on the idea of an input-output relationship of a system as presented above, we 
introduce the concept of a system state. 
Definition 4. (System State) The state of a system at a time instant t describes the condition of 
the system at that point in time. State equations ( or functions) describe what is happening with 
the input u(t) to obtain the output y(t) while the system is in a state represented by the set of state 
variables in a vector x(t). The complete state space model of a system is as given in definition 6. 
State equations specify the state x(t) of a system for all t > to given x(to), system parameters 
() and the input function u(t) , t > to. System parameters are intrinsic to the system being modeled 
and are illustrated in example 2.2.1. State equations can take different forms and are generally 
accompanied by an output equation to give a complete system description. Most often, in control 
theory, they are given in terms of differential equations of the form 
i = /(x, u, B) (2.1) 
For convenience, we drop the tin bracket in equation 2.1 such that u is the same as u(t) and 
similarly for x and x(t). i is the derivative of x (with respect to time). f is a set of continuous 
(hence time dependent) functions that describe the dynamics of the system. This leads us to the 
definition of a dynamical system. 
Definition 5. (Dynamical System) A system that is dy namical is a system whose evolution can be 
described by a set of differential equations that gives the state of the system in a small future time 
step, as illustrated by equation 2.1 . 
The state space of a system is the set of all possible values that the state may take. 
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Definition 6. (State Space Model) A State Space Model consists of a set of state and output 
equations that completely describes the dynamic operation of a system. It is given as: 
x = /(x, u, 8) 
y = h(x) 
(2.2) 
x is the derivative of the state vector x. Equation 2.2 completely describes the behaviour of a 
dynamical system and is the underlying system description used in the control theory community. 
It is often referred to as the state space representation of a system. 
If the system can be solved (usually by integration), then starting from an initial point, it is 
possible to determine all its future points. This ensemble of points is known as a trajectory in the 
continuous dynamical system literature. 
Definition 7. (FDI Trajectory) A trajectory, in an FDI context, is a sequence of values of the 
system state x(t) from an initial time step to to a final time step ff such that to < t < ff · We will 
refer to it as a state trajectory. 
In this subsequent sections we will use the term state trajectory to refer to a trajectory in 
the FDI sense to distinguish it from the meaning of the term 'trajectory' in the computer science 
literature (which will be clarified in section 2.2.5.2). 
Example 2.2.1. (Spring-Mass System) 
We use a system example from [20] to illustrate the terms and concepts used to describe the 
continuous part of a hybrid system. Consider a spring-mass system as shown in figure 2.4. y(t) is 
the output of the system and is a measurement of the displacement of the mass m at time t, t > 0. 
At time t = 0, the mass is displaced from its rest position by an amount u(O) = u0 > 0 and released. 
The motion of the mass can be defined by a harmonic oscillation described by the second-order 
differential equation 2.3 , with initial conditions y(O) = u0 ,y(O) = 0. 
my= -ky (2.3) 
In this simple system, we could assume we want to control the initial displacement u(O) and 
observe the position of the mass as a function of time. We thus have a model where the input is 
the function u(t) given by 
{ 
uo 
u(t) = 
0 
t = 0 
otherwise. 
(2.4) 
The output y(t) is the solution of the differential equation 2.3 and we assume that k and m are 
constant. 
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Spring-Mass System 
at rest displaced uo 
u(t) >I MODEL y(t) > 
~~~--------
m -- --1 · ~~o~-~o 
'----'- -_ t_ -----
Figure 2.4: Spring-Mass System Example 
We want to show how this problem is cast into a state space representation, i.e. in the form of 
equation 2.2 
i = /(x, u, 8) 
y = h(x) 
First, we define the mass displacement as a state variable and denote it by x1 (t). This allows 
us to write a trivial output equation 
y(t) = X1 (t) (2.5) 
We can thus rewrite equation 2.3 as 
(2.6) 
Equation 2.6 can be rewritten as a first order differential equation, so we introduce an addi-
tional state variable x2 (t) defined as .x1 = x2 . Hence, we can rewrite equation 2.6 as 
k 
. . 
x2 = - - x1 ; x1 = x2 
m 
This now gives us a complete model with two state variables and one output variable. 
In this example system, the system parameters() are given by the two constants k and m. 
(2.7) 
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In simple systems like the one just presented, the model can be easily deduced and the system 
parameters are assumed known. However, in complex systems, often the model dynamics are 
not known and need to be determined in a process called system identification. The parameters 
included in these equations are never known with absolute precision and need to be estimated. 
There is a whole area of work on estimating the values of system parameters. This area draws 
from statistics and signal processing and is known as estimation theory [ 69, 4]. 
2.2.1.2 FDI Methodologies 
Residuals A variety of methodologies have been developed in the control theory field for sys-
te1n diagnosis . One very popular approach is the parity space approach which uses techniques 
involving residuals. A residual is a function r(y - y) that is dependent on the difference between 
the nominal (y) and observed (y) system output. Deviations of the observed state trajectory from 
s01ne nominal trajectory are indicative of the occurrence of faults. Residual functions are designed 
carefully to respond to the presence of certain faults but are generally sensitive to noise. Parameter 
values are also assumed to be known and not to drift (i.e. not to undergo deviations). Residual 
techniques are well covered in [82, 50, 44]. 
Parameter Estimation Parameter estimation is a statistical technique that uses measurements 
on the system to find approxi1nations to parameters in a model (e.g. k and m in the example 
presented above) that cannot be determined directly. This can help in detecting faults that manifest 
as parameter changes. It can also be used to complement a residual framework and make it more 
robust to noise. A variety of powerful methods have been developed in the field of estimation 
theory including least square methods, Kalman filters and particle filters [58, 23]. 
2.2.2 DX Approach to MBD 
The DX approach originated from computer science and generally applies to discrete systems. The 
e1nphasis is more on the qualitative aspect of the behaviour of the system, rather than the precise 
evolution of its continuous variables over time. Using the mass-spring example presented, while 
a state space 1nodel tells us the exact value of the displacement of the spring at any given point 
in time, a qualitative discrete model might only contain the abstracted information of whether the 
mass is at rest or moving. This is in line with the notion of qualitative physics as presented in [ 63]. 
The motivation for a more abstract qualitative approach is to focus on the core knowledge that 
underlies human intuition (as what is pointed to by cues and notions of ' intelligent' thinking in 
the fields of psychology, education and artificial intelligence). Humans appear to use a qualitative 
causal calculus in reasoning about the behaviour of their physical environment. Hence using a 
qualitative model that abstracts the relevant information helps in developing automated diagnostic 
reasoning algorithms for systems. 
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The modeling of these discrete systems can be either state-based or event-based. The orig-
inal approaches are state-based and looked at static systems, with first-order logic being used to 
model the system [85]. Subsequent state-based frameworks, despite being formulated in other log-
ical frameworks (e.g. propositional logic or constraint networks), inherit a similar system model 
definition. 
2.2.3 DX State-based System Model 
A state-based system model in DX is considered to consist of the following sets: 
• COMPS is the set of system components. 
• SD is the system description written as a set of propositions in first order logic. Faulty 
components are designated by a unary predicate AB( ), taken to mean 'abnormal'. 
• OBS is the set of observations, also written as first order logic propositions. 
When c E COMPS, the clauses AB() and ,AB() are called AB-literals. 
We note that the notion of time is not included in the description. The elements of COMPS are 
involved in defining SD. Although the focus is often on the component(s) that is(are) faulty, and 
hence the emphasis on COMPS, this need not always be the case, i.e. COMPS could very well be 
replaced by a set of variables of interest. 
SD gives the relations between inputs, COMPS, unobservable variables and outputs of the 
system. Inputs and outputs of the system are observable and form part of OBS. 
2.2.3.1 Conflict-based diagnosis 
A diagnosis can be obtained from the system model presented above by a conflict-based approach, 
an approach first introduced by [85]. We give a modified definition as found in [ 40]. 
We first define the notion of satisfiability. 
Definition 8. (Satisfiability) Given a logical expression E, we say that E is satisfiable if there 
exists some assignment to the variables in E such that E logically evaluates true. 
E ~ _i_(satisfiable) 
E F _i_(not satisfiable) 
We now define the notion of conflict where a conflict describes a situation where a diagnosis 
hypothesis is not satisfiable. 
Definition 9 (Conflict). Given a state-based system model, we say that a conflict arises when 
a diagnosis hypothesis f1 is not consistent with respect to the system model and observations 
received. In such a case we can write: SD, OBS, { ,AB(c) I c E COMPS \ 6} F _1_ 
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Basically, this means that if the observations on the system conflict with the way the system 
is expected to behave (as encoded in the system model) , then we have a diagnostic problem at 
hand. The diagnostic task consists of determining which system component( s) is( are) behaving 
abnonnally. 
This now allows us to define diagnosis, reformulated as in [84], as follows: 
Definition 10. (DX Diagnosis) Let C1 c COMPS, C2 c COMPS be two sets of components. We 
define V( C 1, C2 ) as the conjunction 
V(C1, C2) = ( /\ AB(c)) I\ ( /\ -,AB(c)) 
cEC 1 cEC2 
Let Li c COMPS be a set of suspected abnormal components. The proposition V(Li, COMPS\Li) 
is a diagnosis for (SD, COMPS, OBS) if and only if the following proposition is satisfiable: 
SD u OBS u V(Li, COMPS\Li) 
The case where Li = (J) is trivially the nominal operation case. There can be more than one can-
didate set Li that would result in the above proposition being satisfiable. The different possibilities 
for Li form the set of hypotheses for the diagnosis V(Li, COMPS\Li) of the system. When a fault is 
present, the behaviour of the faulty component is unspecified. The diagnostic task then consists in 
identifying conflicts, i.e. finding sets of components that cannot all be in normal behaviour mode, 
and establishing each diagnostic hypothesis as a hitting set of all conflicts. _ 
When faulty behaviour is unspecified, it is possible to suspect every component to be faulty. 
This implies that the conjunction V( COMPS, 0) is always a diagnostic hypothesis in all situations. 
In general, one expects an exponential amount of diagnostic hypotheses with respect to the number 
of components. It is therefore necessary to narrow down the set of diagnostic hypotheses (which 
we also refer to as diagnoses). One popular method is to consider only mini1nal conflict sets and 
their minimal hitting sets in order to produce minimal diagnoses [ 45, 85]. 
Definition 11. (Mini1nal Diagnosis) A diagnosis V(Li , COMPS\Li) is a minimal diagnosis if and 
only if for every Li' c Li , V(Li' , COMPS\Li') is not a diagnosis. 
A 1nini1nal diagnosis is the most optimistic scenario as it makes the assumption that as few 
components as possible have failed. It is also usually the most probable. 
2.2.4 Early Probabilistic Diagnosis treatment 
An alternative method to minimal diagnosis to narrow down diagnoses is the use of probabilities. 
An early attempt is presented in [52] which we will give an overview of here. 
We assume that to reduce the set of possible diagnosis candidates, the diagnostician has to per-
form measurements and calculations which will allow a differentiation to be made. We also assu1ne 
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that those measurements are feasible on the system. A probability-based method for choosing the 
next measurement which best distinguishes the candidates is used. Let xi be a measurable quantity 
that could reduce the diagnosis candidate set. Let Vik be a possible value for Xi . Three sets are 
defined 
l. R ik : the set of candidates that would remain if Xi were measured to be Vik ( called the remain-
ing set) 
2. S ik : the set of candidates in which Xi must be Vik ( called the selected set) 
3. Ui : the set of candidates which do not predict a value for Xi (called the uncommitted set) 
The set R ik is covered by the sets S ik and U i : R ik = S ik U U i , S ik n Ui = (/). 
-
An evaluation function based on entropy is defined to determine how difficult (i. e. how many 
additional measurements are needed) it is to identify the actual candidate for each possible out-
c01ne of a measurement: 
H = - "f. P i log P i 
H is the entropy of the candidate probabilities and P i is the probability that candidate C i is the 
actual candidate given the hypothesised measurement outcome. 
Entropy is a good cost function because of some of its important properties. If every candidate 
is equally likely, we cannot discriminate between them, i. e. H is at a maximum. H approaches 
a mini1num as one candidate becomes more likely than the others. The cost of identifying a 
candidate of probability P i is proportional to log p--; 1 (cf binary search thrQugh p --; 1 objects). The 
expected cost of identifying the actual candidate is proportional to the sum of the product of the 
probability of each candidate being the actual candidate and the cost of identifying that candidate, 
i.e. I Pi log p ---: 1 = - I P i log P i · l 
Unlikely candidates are expensive to find but because they occur rarely they only contribute 
little to the cost: 
Similarly, likely candidates. although they occur frequently, are easy to find, and also con-
tribute little to cost: 
p i log p --; 1 ~ 0 as p i ~ l. 
Candidates between those two extremes are more expensive to locate because they occur with 
significant frequency and hence the cost of finding them is significant. 
Under the assumption that every measurement is of equal cost, the diagnostic objective is to 
identify the actual candidate in a minimum number of measurements. The best measurement is one 
which minimises the expected entropy of candidate probabilities resulting from the measurement. 
The initial probabilities of candidates are computed from the initial probabilities of component 
failure ( obtained from the manufacturer or by observation). It is also assumed that components 
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fail independently. The initial probability that a candidate Ci is the actual candidate Ca is given 
by: 
Pi = IT p(c E Ca) IT ( 1 - p(c E Ca)) 
cEC; cfiC; 
Conditional probability of a candidate Given the measurement xi = Vik , Bayes' rule is used 
to compute the probability of a candidate C1: 
p(C1 J Xi = Vik) = p(xi = Vik I Ci) p(C1) (2.8) 
There are three cases for evaluating p(xi = Vik I Ci). If Ct predicts xi = Wik where Wik * Vik, 
then the conditional probability is 0. If Wik = Vik, then the conditional probability is 1. Otherwise 
C1 predicts no value for xi. It is assumed that there are m possible values for xi and each of them 
is equally likely, giving a conditional probability of 1 / m. 
p(xi = Vik I C1) = 1 
1/m if Ct E ui 
Substituting into Bayes' rule ( equation 2.8) we obtain: 
where p(xi = Vik) = p(S ik) + p(Uz)/m. 
2.2.4.1 Fault Models 
p(C1) 
p(x;=V;k) 
p(C1)/m 
p(X;=V;k) 
Using a system 1nodel where only the nominal behaviour is specified, one can detect faults. It is 
also possible sometimes to identify the faults using information about the structure of the system. 
However, the obtained fault identification is often not precise enough resulting in a set of diagnoses 
that is too large to be useful enough. A solution to this problem is to use fault models. Moreover, 
.some components may fail in different ways which need to be distinguishable for repair actions; 
e.g. an electrical component could behave like an open circuit or a closed circuit depending on the 
fault that occurred in it. The need and relevance of using fault models is well covered in [ 45]. 
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2.2.5 DX Event-based Approaches 
In the DX state-based approach, time is not generally explicitly handled when describing the model 
nor in performing the diagnosis task. While this is acceptable for static systems like electronic 
circuits, for dynamic systems we need a way to model the dynamics of the system. Work such 
as [33] and [95] deal with the issue by considering the value of derivatives or sequences of states 
(behaviours). 
Another way to deal with dynamics in a system is to use an event-based approach, also known 
as the Discrete Event System (DES) framework, for which a rich body of work has been developed 
[20, 91 J. In a discrete event system, system evolution is represented by the occurrence of discrete 
events. These events correspond to a change in the behaviour of the system including, but not 
limited to , the occurrence of faults. 
The occurrence of an event can cause a change in the state of the system. The concept of 
a system state in the DX context, while similar to the concept of system state used in FDI (as 
given in section 2.2.1 ), still differs from the latter due to the difference in emphasis in the two 
approaches. In the DX context, the variables that describe the system state are discrete whereas in 
the FDI context, they are continuous. Continuous variables describing the quantitative continuous 
dynamics of a system ( e.g. flow equations denoting the functioning of a water pump) can be 
abstracted to qualitative discrete variables that represents its qualitative behaviour (e.g. the pump 
could be ok or blocked) on which it is easier to perform logic-based reasoning [70]. 
2.2.5.1 Language Formalism 
The evolution of Discrete Event Systems can be described using a language formalism which 
provides a universal description that is independent of the chosen implementation framework (e.g. 
automata or Petri nets, which will be explained in subsequent sections). The definitions (as given 
in standard textbooks such as [ 48, 20]) in this section are important as they act as preliminaries to 
the work presented in chapters 4 and 5. 
Let L be a finite set of symbols. We call L an alphabet. We denote by L* the set of all finite 
sequences on L; an element a- = e1 . · · · .en E I.* is called a word over the alphabet I.; the empty 
ord is denoted £ . A language L over L is a subset of L*. 
Operations o er languages include classical set operations, e.g. union, intersection, difference, 
power set concatenation. In addition, two important operations on languages are projection and 
ynchronous product, whose definitions are given below. 
Definition 12 (Projection). The projection on I.' of a word a- over L:? I.' denoted Pr.---?I.' (a-) keeps 
all the elements of a- in I.'. Formall , 
if (T = £ 
if a- = e.o-1 and e E I. \ I.' 
2.2 Different Approaches to MBD 20 
Figure 2.5: Automaton example 
The projection on L' of a language Lover Lis denoted Pr,-r,1 (L) and defined by {Pr,-r,, (CT) I CT E 
L}. The inverse operation Pi1_r,, of the projection from L to L' generates all the finite words over 
L whose projection on L' is the parameter: Pi1_r,,(L) = {CT EL* I Pr,-r,,(CT) EL}. 
Definition 13 (Synchronous Product). The synchronous product® between two languages L 1 over 
L1 and L 2 over L2 computes all the words over L1 U L2 whose projection on Li is L i: L 1 ® L2 = 
{CT E (L1 U L2)* I Vi E {l, 2}, Pr,1ur,2-r,;(CT) E Ld. 
To consider system evolution in practical applications, languages used must be accepted by 
finite state machines, i.e. the language must be regular. 
Definition 14 (Regular Language). The collection of regular languages over an alphabet L is 
defined recursively as follows: 
• The empty language (/) is a regular language. 
• The empty string language { .s} is a regular language. 
• For each a E L, the singleton language {a } is a regular language. 
• If A and B are regular languages, then A u B (union), A . B ( concatenation), and A* (Kleene 
star) are regular languages. 
Property 2.2.2 (Regular Language and Automata). A language is regular if and only if there is a 
finite state automaton that accepts it. 
This property leads us to the definition of a finite state automaton. 
2.2.5.2 Automata 
Definition 15 (Finite State Automaton). A finite state automaton is defined by a tuple 3{ -
(Q, L , T , qo, qi ) where 
• Q is the finite set of discrete states. 
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• L is the set of events. 
• T is the set of transitions such that T : Q x L ~ Q. We write (q 1, e, q2) E T to denote that 
the system evolves fron1 state q1 to q2 upon the occurrence of the discrete event e. 
• qo E Q is the initial state. 
• qf c Q is the set of accepting or final states. 
An example of a finite state automaton is shown in figure 2.5. 
An automaton is said to be deterministic if for every event e from a given state, there is only 
one possible transition: Vqi, qa, qb E Q, Ve EL, V(qi, e, qa), (qi, e, qb) E T, qa = qb. The automaton 
31 = (Q, L, T, qo, qf) accepts the language L(31) c L* defined by: 
1:(31) = {e EL* I 3q E qf, (qo, e, q)} 
Given an automaton 31 = (Q, L, T, qo, qf ). Let T* be the transitive closure of T. We can write the 
following: 
Vstate q, (q, E, q) E T*. 
Vstate q,q',q", Vsequence a-, Vevent e, if (q,a-,q') ET* and (q',e,q") ET, then (q,a-,e,q") E 
T*. 
The language accepted by automaton 31 is defined by: 
An automaton 31 is live if and only if for every state there is an outgoing transition: V qi E 
Q, 3e EL, 3qj E Q, (qi, e, qj) E T. 
Equivalently, a language L is live if every word in L is a prefix of at least one other word in 
L. 
If every state in the automaton 31 can be an accepting (final) state, then 31 can be represented 
by the tuple (Q, L, T, qo). In this case, L(31) is prefix-closed, i.e. every prefix of every word in 
L(31) also belongs to L(31). 
Definition 16 (DX Trajectory). A trajectory, in the DX sense, refers to a path on an automaton 31 
linking an initial state qo to a final state qk E qJ , We denote a trajectory by T(31) and define it 
formally as: T(31) c Q, T(31) = {q1, ... , qi, ... , qk} where Vi, 1 < i < k, 3e EL, (qi-l, e, qi). 
The concept of a trajectory on an automaton distinguishes between event sequences that denote 
system behaviour (i.e. trajectories on the automaton) and event sequences that do not. 
2.2.5.3 Petri Nets 
Another possible implementation framework for DES is based on Petri nets, which are better 
suited to concurrent systems. A Petri net contains places and transitions that are usually connected 
by directed arcs. Places may contain tokens which can be interpreted as resources. Tokens may 
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move from one place to another by executing ('firing') actions. The arc linking a place to a 
transition has a corresponding weight. A transition is enabled if each of its input places contains 
as many tokens as the corresponding input arc weight indicates. When an enabled transition fires, 
each of its input places loses a number of tokens equal to the corresponding input arc weight, and 
each of its output places gains a number of tokens equal to the corresponding output arc weight. 
At each moment of its execution, the state of system modeled with Petri net is given by the current 
marking, i.e. the distribution of tokens in the places. 
A Petri net N is defined as a tuple N = (P, T, F, W, Mo) where 
• P is the finite set of places. 
• T is the finite set of transitions. 
• P and T are disjoint (P n T = 0). 
• F c (P x T) u (T x P) is the flow relation. 
• W: F ~ (N\{0}) is the arc weight mapping (N is the set of non-negative integers). 
• Mo : P ~ N is the initial marking representing the initial distribution of tokens. 
If (p , t ) E F for a transition t and a place p, then pis an input place oft. Likewise, if (t, p ) E F 
for a transition t and a place p, then p is an output place oft. 
P l 
t 
2 p3 
P2 
Figure 2.6: Petri net example 
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In the given example in figure 2.6, taken from [76], we have: 
• T = {t}. 
• F = {(p1, t), (p2, t), (p3, t)}. 
• W = { (p 1 , t) H 2, (p2, t) H 1, (p3 , t) H 2}. 
Transitions on a Petri net can be labelled, i.e. symbols from an alphabet L can be assigned to 
some or all transitions, resulting in a labelled Petri net. It is possible to generate the graph of all 
reachable markings on a labelled Petri net, which can be equivalently described by an automaton 
as defined in section 2.2.5.2. Each firing sequence of a labelled Petri net corresponds to a word er 
of the alphabet L. Generally, we are interested in the languages obtained by all firing sequences of 
a Petri net or by all firing sequences that reach a given fnal marking. 
More details about Petri nets can be found in [43, 76]. One method of doing diagnosis using 
Petri nets is described in [3 8]. 
2.2.6 Diagnosis on Discrete Event Systems 
As mentioned in section 2.2.5 .1, a language formalism is an appropriate and commonly used 
mechanism for describing a Discrete Event System and what is happening on it. 
Definition 17 (DES System Model). We consider a system Mod whose state can be described 
as the assignment of state variables over a discrete domain, i.e. a discrete event system. The 
evolution of the state variables is also be discrete. The set of all - including unexpected - possible 
behaviours of this system is a language denoted L lviod over the set of events L that can possibly 
occur on the system. The set of events is partitioned into observable La and unobservable Lu 
events (L = L0 U Lu, Lo n Lu = 0). 
Definition 18 (DES Observation). The occurrence of an observable event e0 E L0 generates an ob-
servation o which can be captured or measured on a sensor, or derived from sensor measurements. 
While the system is running, it generates a flow of observations. We represent the sequence of 
observations Obs by a language denoted L obs, where each word in L obs is a sequence of observ-
able events consistent with the observations received (Lobs ~ L~) . We want to use the sequence 
of observations Obs to determine the actual sequence of observable events that occured. 
The sequence of observable events that occur on the system is a word on L0 . However, it is 
not always possible to determine precisely the sequence of observable events from the sequence of 
observations received due to a number of factors such as noise, broken sensors or system latency. 
Hence diagnosis techniques are required to determine what events, both observable and unobserv-
able, occured. Diagnosis is generally considered in the context of failure diagnosis. Faults from 
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a set of faults I,p are possible on the system where I,p c I, and particularly I,p c I,u since an 
observable fault can be trivially diagnosed. 
2.2.6.1 Diagnoser and Explanatory Language 
To perform diagnosis, an entity called a diagnoser is built. A diagnoser can be thought of as 
an agent in charge of monitoring the observations generated by a system to provide diagnostic 
reports. A diagnoser is a finite state machine (FSM) built from the system model. It performs 
diagnosis by esti1nating the state of the system from a given set of observations. A diagnoser 
is defined over the set of observable events I,0 • Hence the language defining a diagnoser is the 
set of behaviours accepted by the model and consistent with the observations; which we call the 
explanatory language. Formally, we define the explanatory language as: 
Exp! = LMad ® Lobs (2.9) 
where ® is the synchronous product as given in defintion 13. 
The explanatory language can represented by several tools such as automata or Petri nets. Re-
gardless of the chosen representation, diagnosis still faces the problem of search space explosion. 
2.2.6.2 Comparison of Automaton and Petri net approaches 
• For diagnosis, both the automaton and Petri net approaches pose structural conditions on the 
unobservable events. For systems modelled as automata, no cycle of unobservable events 
may take place after the occurrence of a fault event. The restriction is stronger for Petri net 
models where the unobservable subnet must be acyclic. 
• Automata describe behaviour by explicitly enumerating all possible states and the transitions 
. 
between them. While this might not be the most elegant, it makes merging of automata 
by synchronous product easier. Petri nets provide more structure in the representation of 
transitions. States are not enumerated but state information is distributed among a set of 
places that capture key conditions that govern the operation of the system. 
• Petri nets can be more efficient for highly asynchronous distributed systems ( distributed 
syste1ns are introduced in section 2.2.10). 
• It 1night not be possible to check the diagnosability ( defined next) of a system using Petri 
nets when the state space is infinite. 
A more detailed comparison of automata and Petri nets is given in [ 66]. In this thesis, we 
model DES using automata because they offer a more intuitive way to reason on the systems and 
are more commonly used in the field. 
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2.2. 7 Diagnosability 
While a system is operating, it is important to ensure that it is possible to identify known faults 
that might occur on the system. How do we know that a diagnosis can be obtained on a system? 
This can be done by ensuring that the system is designed so that it has a property that guarantees 
it can be diagnosed (i.e. faults can be detected) when it is in operation. We call this property the 
diagnosability of the systen1. 
We give a general definition of diagnosability from [75]. 
Definition 19 (General Diagnosability). Diagnosability is the property of a partially observable 
system with a given set of possible faults, that guarantees that those faults can be identified with 
certainty after a finite set of observations. 
Diagnosability is a notion similar to observability or controllability which are more common 
within the FDI com1nunity (e.g. see [54]). Diagnosability can be ensured at design time by having 
the appropriate architecture for the system as well as appropriate number and placement of sensors. 
2.2.8 The Reference Approach: Sampath Diagnoser 
The seminal work of [90, 91] sets the foundation for the event-based diagnosis of DES. The for-
malis1n and semantics are still used within the DX community to date. The system behaviour is 
modeled as a regular language and is represented using an automaton. The automaton is determin-
istic and accepts a prefix-closed live language. This means there is at least a transition defined for 
every state that the system is in and the system cannot reach a point when~ no event is possible. 
Observations are assumed to be produced regularly, which means there is no cycle of unobserv-
able events on the system. Diagnosis and diagnosability analysis rely on the construction of a 
diagnoser ( as introduced in section 2.2.6.1) which is in the form of an automaton. Each of the 
states of the diagnoser automaton contains a label indicating the current diagnosis. 
A set of faults LF = {Ji , h, ... , fm} is considered, where the cardinality of LF = m. A set 
of labels is defined as L = {N} U 2{z:Fu{All. The label N denotes the system is in "normal" oper-
ation. When a fault is present, J;, i E {l, ... , m} means that the fault J; has occurred. The label 
A means the state of the system is "ambiguous" in the sense that it cannot be determined from 
the observations whether a fault has occurred or not, or it cannot be distinguished which fault has 
occurred. 
The diagnoser automaton can therefore be defined as 5{1'1 = (QL1, I.1'1, TL1, qi'10) where 
• QL1 c 2QxL is the finite set of diagnoser states made up of a list of pairs: (system state, label). 
• z..1'1 = 2..0 , only observable events are considered. 
• T L1 is the set of transitions such that T L1 : Qi'1 x z..1'1 ~ QL1 . 
• qL10 = {(qo,N)} is the initial diagnoser state. 
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The diagnoser automaton construction is well illustrated in [90]. In this framework, the diag-
nosability of each fault can be evaluated separately. There might be some faults that are diagnos-
able and some not. The overall system is diagnosable when all faults are diagnosable. 
The diagnoser can be very complex to build for large systems although it can be built offline 
to resolve the issue. However, it can become impossible to build the diagnoser in cases where the 
system gets too large and state explosion becomes a problem (the diagnoser is doubly exponential 
in the number of states [88]). This is the major drawback of the approach. 
Many solutions have been proposed to address the state explosion problem. One way is the 
use of symbolic tools to encode the sytem model in a compact way [39, 93]. In the case of [39], 
converting to a satisfiability (SAT) problem form allows efficient solving by state of the art SAT 
solvers. 
2.2.9 Decentralised Approach 
Besides increasing compactness as mentioned above, another way to address the state explosion 
problem makes use of the structure of the system. The system model is described in a modular 
fashion; the global 1nodel is given indirectly as a set of components. Diagnosis is performed using 
a decentralised algorithm that relies on a generic synchronisation operation [83]. Diagnosis is 
obtained on each set of components making up a subsystem and later combined to obtain a global 
diagnostic result. 
Definition 20 (Subsystem). A subsystem Yi of the global system y with n components is made up 
of k components (k < n). Yi is given by Yi = {ci1 , ••• , cik}, i1 E {l, ... , n} . 
Each component of the system is modelled as an automaton. A set of communication events 
is defined on the system, whose members are used to synchronise (using the synchronous product 
operation as given in definition 24) the automata representing different components. This decen-
tralised formalism is as expressive as the global automaton one described in [90] with the added 
advantage of a smaller system model represented with communicating automata. The full global 
system model can be obtained by synchronising all the automata making up the system on the set 
of communicating events. 
A diagnoser is built for each subsystem, resulting in a set of interactive diagnosers on the 
system. The diagnosers synchronise with one another to provide a global diagnosis on the system. 
Due to the underlying global system model, all events emitted system wide are ordered. This 
allows reasoning on global dependencies among faults. However, this makes it more difficult to 
handle concurrent systems where we don 't necessarily know the ordering of events on the system. 
A way around this issue to to consider a distributed diagnosis approach, presented next. 
2.2.10 Distributed Approach 
Distributed diagnosis approaches have been taken by [96, 36]. In this case, only observations 
on the same component or the same subsystem are ordered. A local diagnoser is defined on 
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each subsystem and the global diagnosis is computed by the exchange of messages (which can 
be viewed as the common variables or events) between the diagnosers. The global diagnosis is 
never explicitly calculated like for the decentralised approach. The distributed approach is covered 
extensively in part I of this thesis. We note that sometimes the terms decentralised and distributed 
are used interchangeably in the literature. 
2.3 Hybrid Systems 
Hybrid systems are dynamical systems modeled with both discrete and continuous aspects. This 
is relevant to many modem systems which combine logic-based decisions and embedded control 
actions with physical processes. The evolution of such systems can be captured through math-
ematical models that in some way bring together the dynamics of the continuous part with the 
dynamics of the discrete part. There is a variety of mathematical models that can be used but they 
all somehow basically consist of differential or difference equations for the continuous part and 
discrete-event models (e.g. automata) for the discrete part. 
We give an overview of some of the prevalent modeling frameworks used for hybrid systems. 
Generally, they are a combination of techniques from the FDI and DX communities. 
Much of the previous work on hybrid systems focuses on detecting faults by measuring devi-
ations of a dynainical system from the ideal or nominal trajectory. In [54], a residual generating 
transfer function is created with the property of forcing the residual to become non-zero in the 
presence of a fault. In [77] a similar approach is used. Both works categorise faults through analy-
sis of the system output, requiring that faults be manifest in the residual errer between the system 
output and a nominal trajectory. A brief introduction to residuals is provided in section 2.2.1.2 
including references to in-depth coverage. 
In [72] the authors approach diagnosis as a model selection problem. An initial set of quali-
tative candidate diagnoses are conjectured and then refined using parameter estimation and model 
fitting techniques. Two continuous system approaches are used to estimate the time to failure ti 
and paraineters () f associated with the conjectured failture mode. 
1. Expectation Maximisation (EM) is an iterative technique that converges to optimal values 
for t f and () f simultaneously. 
2. General Likelihood Ratio (GLR) is a technique to estimate the time of failure t f and then 
uses the observations obtained after the failure to estimate the fault parameters () f by a least 
squares method. 
The assumptions that controller actions are responsible for all events and the inability to deal with 
multiple sequential faults limits the applicability of this work to dynamic networks where these 
assumptions hold. 
Estimation of continuous dynamics in hybrid systems is particularly challenging and a com-
putationally expensive process because it is necessary to keep track of multiple models and the 
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transitions between them. Traditionally, Bayesian approaches, such as Kalman filters and Particle 
filters, have been developed for estimation of continuous dynamics [ 5 8, 23]. In these methods, 
available 1neasured data is used together with prior knowledge about the physical phenomena and 
the 1neasuring devices in order to sequentially produce esti1nates of desired dynamics variables 
while minimising statistical errors. 
The Kalman filter is a recursive estimator, i.e. it estimates the current state using the previous 
time step estimate and the current measurement. The Kalman filter provides good tracking results 
but its application is limited to linear system models with additive Gaussian noises. Most real 
world syste1ns are non-linear which led to the development of the Extended Kalman filter, an 
adapted version of the Kalman filter, in order to deal with non-linear dynamics [86]. The Extended 
Kalman filter involves a linearisation of the non-linear system equations and still requires a well-
characterised system model. 
If the system model is not well-characterised, then applying the Particle filter for state esti-
mation is more suitable. The Particle filter is a sequential Monte Carlo method that estimates the 
posterior distribution of the state variables [ 6]. A set of samples ( or particles) are generated to 
approximate the posterior density function that is then used to update the state estimation. The 
Particle filtering method is more expensive than the Kalman or Extended Kalman methods for 
moderately dimensioned state-space systems. Another drawback of the Particle filter is the degen-
eracy phenomenon whereby after a few iterations all but one particle will have negligible weight. 
Ways around this include making a good choice of importance density and using resampling tech-
niques [6]. 
A good coverage and comparison of Kalman and Particle filters are provided in the tutorial 
given in [81]. 
In the Hybrid Syste1n case, the continuous dynamics estimation problem is significantly com-
plicated by the fact that there are continuous state trajectories to track within multiple discrete 
1nodes. Si1nple extension of the Kalman filter leads to algorithms that require tracking of all 
possible trajectories and are thus exponential in the number of time steps. One approach [ 4 7] 
gets around this problem by deploying banks of Kalman filters where only trajectories with high 
confidence are traced. Particle filters are better equipped at dealing with the challenge of track-
ing continuous system evolution within discrete modes as they can handle high-dimensionality 
well. The authors in [64] present a methodology for diagnosing hybrid systems based on a parti-
cle filtering esti1nation algorithm. Autonomous transitions are estimated based on complex guard 
conditions. The algorithm can be used in the case of autonomous transitions, non-linear dynamics 
and non-Gaussian noise. Convergence of the algorithm depends on the number of particles used 
which in tum depends on the dimensionality of the continuous state space and number of discrete 
modes. 
The discrete part of a Hybrid System is generally modeled using smne variant of a Hybrid 
Automaton framework first introduced by [ 46] and found in various work in the literature including 
[77, 72, 4 7, 64]. Essentially, a Hybrid Automaton framework brings together continuous dynamics 
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as described by the state space model described in section 2.2.1 and the discrete modes they fit 
in as described by the automaton framework introduced in section 2.2.5.2. The work presented 
in this thesis on Hybrid Systems also uses a hybrid automaton model which is described in more 
details in Chapter 6. 
Part I 
Distributed Diagnosis of DES 
31 
An overview to the various approaches to diagnosis has been given in chapter 2, first addressed 
separately by two different communities. There is a recent trend of amalgamating techniques from 
the two communities to harness strengths from both. This part of the thesis presents a DX-based 
perspective. It consists of two chapters that are relevant to diagnosis on Discrete Event Systems 
(DES). Chapter 4 presents a distributed method of doing diagnosis that is based on junction trees. 
This avoids the computation of a global diagnosis and instead uses the structure of the junction 
tree to decide on how to synchronise local diagnoses to obtain a globally consistent diagnosis. 
Chapter 5 is an extension to chapter 4. We augment the distributed junction tree-based approach 
by ignoring some connections on the system. This helps reduce the complexity, and hence the 
cost, of the diagnostic reasoning required. However accuracy of the diagnosis is also reduced. We 
get around this problem by performing an off-line analysis to determine which connections can be 
safely ignored. 
The accuracy analysis presented in chapter 5 has been done in collaboration with Dr. Yannick 
Pencole from LAAS, Toulouse, France. The accuracy criterion used here builds on Yannick's 
previous work as presented in [87]. 
Chapter 3 
Part I: Background 
3.1 Motivation 
Autmnation is becmning an increasing part of modem technical systems. As those systems in-
crease in complexity, their supervision becomes more and more challenging. Diagnosis is the 
process of determining what happened on a system, including the ability to detect faults on the 
system and if possible isolate the fault(s). Diagnosis is thus an important aspect of the supervision 
of systems to ensure their smooth running or to take appropriate remedial actions. As systems 
become 1nore and more cmnplex, new methods to handle diagnosis are required. In model-based 
diagnosis ( our focus) , the reconstruction of what happened on a system starting from a given ini-
tial state, takes into account observations on the system and some sort of mQdel of the considered 
system. The search space involved in the overall history reconstruction of a system as a monolithic 
block grows exponentially with the size of the system (i. e. the number of variables considered) 
[88]. Hence for large systems, the diagnostic task becomes intractable. Different approaches, as 
presented in chapter 2, have been investigated to handle this problem. 
There is usually a trade-off between space and time when performing diagnosis . In the Sam-
path diagnoser [90] , the global diagnoser is precompiled offiine so that online diagnosis can be 
done fast. However, the space requirement can get so huge that it can become impossible to apply 
the technique to large systems. Modern systems are distributed by nature, i. e. they are made up 
of a set of interconnected components. The global behaviour of the system is complex, whereas 
each component has a simple behaviour. Recent approaches such as [83, 96, 36] take advantage 
of this distributed nahire to avoid computational blow up. Despite requiring more time for online 
diagnosis compared to the centralised approach, these approaches make it possible to handle larger 
systems. However, the cited decentralised and distributed methods still do not scale up nicely as 
system size increases because they involve intermediate merging steps among the local diagnoses 
before a final diagnostic result is obtained. Merging local diagnoses is expensive in terms of both 
space and time. 
In the ensuing sections of this chapter, underlying concepts, on which are based the work in 
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chapters 4 and 5, are presented. 
3.2 Consistency-based and Abductive Diagnosis 
Early diagnostic systems were expert systems that used shallow knowledge which consisted of 
data associated to conclusions by a set of association rules. The knowledge that justifies these 
associations was not taken into account. This extra knowledge is what is called deep knowledge 
[19] and it allows further explanations that are not possible by using solely shallow knowledge. 
Model-based diagnosis (MBD) was developed to try to exploit deep knowledge, which involves 
information concerning structure, functions, behaviour and causality in systems of interest. Deep 
knowledge can be regarded as more objective infonnation on a system, and in comparison, shallow 
knowledge (cause-effect patterns) is considered to be more subjective and reliant on an expert's 
view on system behaviour. 
Two main reasoning principles are i1nportant for reasoning on deep knowledge for MBD: 
consistency and abduction. 
Definition 21 (Consistent Diagnosis). An 'explanation' for system behaviour (a diagnosis) is con-
sistent when observations on the system match the behaviour predicted by the model after synchro-
nisation of the system model and observations obtained on the system. 
Definition 21 defines consistency-based diagnosis. It allows us to determine which compo-
nent(s) is(are) faulty. It is obtained by checking the diagnosis obtained on a system match the 
observations on the system. Consistency-based diagnosis has been systemised by [85]. 
On the other hand, abductive diagnosis requires the availability of fault models. 
Definition 22 (Abductive Diagnosis). An abductive diagnosis explains a symptom by finding a 
set of causes that logically imply the symptom itself. 
For abductive diagnosis to be possible, the system model must contain a description of what 
happens in the presence of a failure, with possible distinction of different failure types. 
The two types of diagnostic reasoning converge in the attempt to exploit information about 
both normal behaviour and faulty behaviour to provide a fuller diagnosis. Hence both approaches 
were integrated ([26, 51 , 9]) and shown to be the two extremes of a wide spectrum of possible 
definitions of diagnosis [27]. 
In our approach, we assume that n01mal behaviour as well as fault models are available and 
hence diagnosis is both consistency-based and abductive. 
3.3 The Diagnosis Problem and Global Consistency 
A definition of the concept of diagnosis is given. It will form the basis of what is understood by 
the term diagnosis throughout this thesis. Before giving the definition for diagnosis, we define 
essential related concepts. 
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As mentioned in Chapter 2, the evolution of discrete event systems can be represented by a 
language framework. An event can be represented by a symbol on a given alphabet. Languages 
can be synchronised to make them consistent ( define in lit review section) with one another. 
Definition 23 (Synchronisation). The synchronisation between two languages L 1 and L2 is an 
operation that c01nputes the words on L 1 that are consistent with the words in L2 given a corre-
spondence between the alphabets of the two languages. In other words, synchronisation involves 
co1nputing the projection of language L1 over L 2 and vice versa, and is carried out through the 
synchronous product ®, an operation introduced in chapter 2 in definition 13. 
Definition 24 (Synchronous Product). The synchronous product® between two languages L1 over 
I 1 and L 2 over I2 computes all the words over I1 u I2 whose projection on Li is Li: L1 ® L2 = 
{CT E (I1 u I2)* I Vi E {l, 2}, PL1 U'f-2-'fJCT) E Li}. 
Definition 25 (Diagnosis). Diagnosis is the problem of finding out what happened on a system 
given a model of the system and observations on the system. Hence a diagnosis returns a set 
of possible hypotheses (diagnosis candidates) that might explain the observations made on the 
system. Given a set of observation Obs on the system, a diagnosis fl for Obs is the set of all 
diagnosis candidates {d1, d2, ... , dn) that explain Obs. 
In the case of model-based diagnosis, we assume that a model Mod of the system is available. 
Therefore we can consider that diagnosis is the synchronisation of the model and the observations. 
If Lt:. is the language that describes a diagnosis fl, LMad is the language that describes the system 
-
model and Lobs is the language that describes observations on the system, then we can write 
(3.1) 
We call Lt:. the explanatory language because it provides an explanation of what happened on 
the syste1n Mod given the observation Obs. 
3.3.1 Proof that -LMad © Lobs is a solution to the diagnosis problem 
Given that Lobs describes a sequence of observations on a given system Mod, then the synchro-
nisation of L 1v1ad with Lobs finds all the words on L Mad that are consistent with those in Lobs . 
Since L Mad describes everything that can possibly happen on the system, and assuming that Mod 
is c01nplete, then L Mad ® Lobs returns all the scenarios that could possibly have occurred on the 
syste1n given the observations Obs. Hence L Mad ® Lobs is a solution to the diagnosis problem. 
L Mod ® Lobs = {CT E (LMod u LIObs )* I Vi E {Mod, Obs}, PLModU LQbs _'f-;(CT) E Ld. 
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3.3.1.1 Proof that a globally consistent distributed diagnosis is a solution to the diagnosis 
problem 
We are interested in showing that a globally consistent diagnosis over a distributed system is a 
solution to the diagnosis problem as defined in definition 25. We first define the concept of global 
consistency with respect to languages. Since a diagnosis over a system is associated with an 
explanatory language, the concept can then be extended to the diagnosis context. 
Definition 26 (Global Consistency). Given a set S of languages {1:1, ... , ..Cm} that describe the 
behaviour of m clusters formed with n components. The language describing S, and defined over 
I:1 U · · · U Im, can be written as Ls = Li 0 · · · 0 Lm. We say that the set S and its elements are 
globally consistent if Vi, L i= P1:5 ~1:; (Ls). 
A distributed syste1n r = {'y1, ... , Yn} composed of components 'Yl, ... , Yn can be implic-
itly defined as a set of languages LMod = L Modl ® · · · ® L Modn · L Mod does not need to be 
explicitly calculated since the behaviour of the system is already captured within the models 
of the constituent components. Similarly, the observations on the system can be defined by 
Lobs = Lobs1 ® · · · ® Lobsn· 
From definition 3.1, for a distributed system r, we can write: 
L I:!. L Mod® Lobs (3.2) 
- (LA1odl 0 · · · 0 L 1vJodl) 0 (L1vJodn ® · · · ® L 1Vfodn) (3.3) -
- (L1vfodl 0 Lobs 1) 0 ... 0 (LModn 0 Lobsn) (3.4) -
- 1:8.1 0 · · · ® L l:!.n (3.5) -
From equation 3.5, we see that the explanatory language ..[6 of the distributed system r can 
be obtained by synchronising the explanatory languages ..[61 , ... , L 6 n of its components. The 
explanatory language 1:6 can thus be considered as a set of languages; ..[6 : {1:61 , ... , L 6 n}. If 
1:6 is globally consistent, then Vi, i E {l, ... , n}, L 6 i = P1:r~1:; (1:8.). 
We illustrate the global consistency concept using an example consisting of 3 languages, each 
represented by an automaton (see figure 3 .1 ). Each language represent a diagnosis of its repre-
sentative component. Events Oi are observable events. Events f, ui and ei are different classes of 
unobservable events: f is a fault event, ei events can be shared among components, u i events are 
internal events that cannot be shared. 
Let the aut01nata A, Band C represent respectively the explanatory languages ..[6 A, ..[6 B and 
L 6 c of three components A, B and C of a given system. The diagnostic hypotheses for each 
c01nponent and their synchronisation are given in table 3 .1. 
The three automata A, Band Care not globally consistent. When we look at automaton A, we 
have 2 diagnostic hypotheses: { f.e1 , u1 .e2 }. The fault event f appears in one hypothesis but not 
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f 
Figure 3.1: Example of distributed system consisting of three components A, Band C modeled by 
automata 
Component Diagnostic Hypotheses 
A { /. e 1 , u 1 . e2 } 
B { e2 .01 } 
C { e1 .u2 , 02.u3 .u2, 02.e2 } 
A,B,C [ u1 .02.e2.01 , 02.u1 .e2.01 } 
Table 3 .1: Diagnostic hypotheses for components A, B and C and for their synchronised product 
in the other and hence we cannot be sure whether it happened or not. Similarly, when looking at 
automaton C alone, there are three hypotheses and we do not know which happened. However, 
when we synchronise all the automata, we are able to make L t,,A, L t,,B and L t,,c consistent with 
one another, i. e. to achieve global consistency. We obtain the globally consistent explanatory 
language Lt,,' = { u1 .02 .e2 .0 1 , 02:u1 .e2 .0 1 }. The ordering of the occurrence of u1 and 02 is not 
very impo1iant as it does not affect the projection back onto the component languages. Thus, we 
can project back to obtain the globally consistent languages L t,,A, L t,,B and L t,,c : 
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This result tells us that f did not occur on the system. Hence, a globally consistent diagnosis 
on a distributed system is a solution to the diagnosis problem. In this thesis, we strive to obtain a 
globally consistent diagnosis in order to compute the diagnosis of a distributed system. Algorithms 
and techniques are presented in the next two chapters that allow us to avoid the computation of a 
global diagnosis by using the global consistency property. 
Chapter 4 
Diagnosis with Junction Trees 
We present in this chapter a method for doing distributed diagnosis on Discrete Event Systems that 
minimises the number of local merges required to obtain a global diagnosis. The method utilises 
the knowledge (for which a proof was presented in Chapter 3) that a globally consistent diagnosis 
over a distributed system is a solution to the diagnosis problem. The complexity of numerous 
algorithms in different domains drops when applied to trees. In the case of the global consistency 
algorithm, ensuring local consistency on a tree also ensures global consistency while also being 
less expensive to compute than a global diagnosis. A popular solution to convert a graph into a 
tree is to make it into a junction tree [ 49], where the vertices are gathered in clusters. We thus 
transform the topological graph of the system into a junction tree where each cluster corresponds 
to a subsystem. Clusters can be synchronised locally to obtain a globally consistent diagnosis. The 
proposed diagnosis method is applied to different classes of networks to investigate performance 
on them. 
4.1 Preliminaries 
We are interested in Discrete Event Systems and take a DX Event-based approach, as introduced 
in chapter 2. We use the language formalism framework described in section 2.2.5. For ease of 
reading, we reproduce here the definition for Projection on languages (given in definition 12 ) and 
the definition for Synchronous Product (given in definition 13). 
Definition12 (Projection) The projection on L' of a word a- over L ::J L' denoted PI.-I.'(a-) 
keeps all the elements of a- in L'. Formally, 
if a- = E; 
if a- = e.a-' and e E L \ L 1 
e.PI,-r,1 ( a-') if a- = e.a-' and e E L1 
The projection on L1 of a language Lover Lis denoted Pr,-r,,(L) and defined by {PI.-I.'(a-) I a- E 
L}. The inverse operation Pr,~I,' of the projection from L to L' generates all the finite words on L 
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whose projection on I:' is in the parameter: P"i,1_L,,(L) = {CT EI:* I P2,-2,1 (CT) EL}. 
Projection is used to describe important operations on languages as follows. 
Definition 13 (Synchronous Product) The synchronous product® between two languages L1 
over I:1 and L2 over I:2 computes all the words over I:1 UI:2 whose projection on Li is Li: L1 ®L2 = 
{CT E (I:1 u I:2)* I Vi E {1, 2}, PL1 UL2-2,/CT) E Lz}. 
We now introduce a formal definition for the local consistency operation using the language 
formalism. Local consistency as a concept is described in more details in section 4.2.4. 
Definition 27 (Local Consistency). The local consistency operation of language L 1 over I:1 on 
L 2 over I:2 denoted cons2, 1,2,2 (L1, L2) returns the minimum sublanguage of L2 such that the 
synchronous product with L1 is not modified: cons2,1,2,2 (L1,L2) = {CT E L2 I P2,2-"r, 1n2,2 (CT) E 
P2,1-"r,1n2,2(L1)} or equivalently cons2,1,2,2 (L1,L2) = L2 n Pi;-L,1112,2 (P2,1-"r, 1n2,/L1)). 
4.2 Model-based Diagnosis of Discrete-Event Systems 
We use the same DES framework described in section 2.2.6, which is a known and well-used 
framework used in the DX community. We assume we have a system model Mod as defined in 
definition 17, and that the syste1n generate a sequence of observations Obs as defined in definition 
18. We are interested in obtaining a diagnosis~ of the syste1n as defined in definition 25. We 
are interested in the explanatory language Lt,, which tells us what happened on the system Mod 
given the sequence of observations Obs. The explanatory language is given in equation 3 .1 and 
reproduced here: 
Without loss of meaning, we write a simplified version of equation 3 .1 for ease of notation 
going forward: 
~ = Mod®Obs ( 4.1) 
Languages can be represented by several tools. Regular languages are often represented by 
automata or Petri nets. The problem with these tools is that of state explosion. The size of these 
structures is exponential in the number of state variables, which makes them difficult to use in 
practice. 
We use automata for our DES models. Automata describe behaviour by explicitly enumerating 
all possible states and the transitions between them. While this might not be the most elegant, it 
makes merging of aut01nata by synchronous product easier. 
Petri nets provide more structure in the representation of transitions. States are not enumerated 
but state infonnation is 'distributed' among a set of places that capture key conditions that govern 
the operation of the system. 
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System 
Diagnoser 
Figure 4.1: Global Diagnoser Approach 
4.2.1 Distributed Approach 
Real-world systems are often distributed by nature, i.e. they consist of a set of interconnected 
components. The global behaviour of the system is complex, whereas each component has a sim-
ple behaviour. Recent approaches take advantage of this distributed nature to avoid computational 
blow up. 
4.2.2 Distributed Modeling 
Modem technical syste1ns are usually formed by combining simple components with simple be-
haviours leading to a device that exhibits complex behaviours. Rather than modeling the whole 
system, it is often preferable to model each component separately for many good reasons: fewer 
chances to make mistakes or forget behaviours, reusability, compactness. 
Since the system is a set of components, each component 'Yi can be modeled separately: Modi 
defined on alphabet Li. Some formalisms assume that components share variables. Here, without 
loss of generality, we assume that components share events such that an event shared by sev-
eral components must occur on each component at the same time. Other events may occur in a 
completely concurrent manner. 
The system r = {'Y1, ... ~ 'Yn} composed of components 'YI, ... , 'Yn is modeled as a set of lan-
guages dMod = {Mod 1, ... , Modn} over the alphabets L 1, ... , Ln. The global model of the system 
is implicitly defined by Mod = Mod 1 0 · · · 0 Modn but never explicitly computed. 
4.2.3 Distributed Diagnosis and Global Consistency 
Global consistency of a diagnosis means that there is no conflict in the diagnostic conclusion 
reached no matter which part or cmnponent of the system being diagnosed is being looked at. The 
three approaches taken to consistency-based diagnosis have been: 
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Figure 4.2: Decentralised Diagnoser Approach 
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Figure 4.3: Distributed Diagnoser Approach (the dotted red line denotes local consistency between 
diagnoses) 
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1. to calculate a global diagnosis using a global diagnoser defined over the whole system [90] 
(Figure 4.1 ); 
2. to calculate a global diagnosis using a decentralised diagnoser that gathers and merges in-
formation from a set of local diagnosers [83] (Figure 4.2); 
3. to avoid calculating a global diagnosis but to instead ensure consistency among local diag-
nosers [96, 59] (Figure 4.3). 
4.2.3.1 Global Consistency defined on a distributed model 
The alphabet Li that represents the events of each component 'Yi is partitioned into observable 
events Lio and unobservable events Liu· Moreover, we assume that the global observations Obs on 
the system can be distributed into Obsi defined on Lio such that Obs = Obs1 0 · · · 0 Obsn. 
A distribution S = {S 1, ... , Sm} E 22r is a set of subsets of r such that S covers f: S 1 u 
· · · u Sm = r. A distributed diagnosis is a mapping that associates with each subset Si a diagnosis 
d!1(S i) such that d/1(S 1) 0 · · · 0 d/1(S m) = 11. The literature usually assumes that S is a partition 
off [83]. 
The local diagnoses can be simply computed by: 
d!1(S i) = @(Modk 0 Obsk). (4.2) 
nES i 
This returns a distributed diagnosis that can be easily computed as long as any Si contains a small 
number of ele1nents. However, the local diagnoses can be inconsistent with each other. Basically, 
s01ne words of d/1(S i) should be removed because they disappear when Si is synchronised with 
other SJ elements. Thus, we are interested by the globally consistent distributed diagnosis: 
A distributed diagnosis d/1 is globally consistent if Vi E {1, ... , m}, d!1(S i) = PI,_,,I,s (/1) where 
I 
Lsi = U n ES i Lk. 
The globally consistent distributed diagnosis is such that no word of any d/1(S i) can be re-
1noved. We want to compute this refined distributed diagnosis but the goal is to avoid the compu-
tation of 11. 
4.2.4 Local Consistency 
The local consistency property requires that any pair of local diagnoses are consistent. For-
mally, a distributed diagnosis d/1 is locally consistent ifV{S1,S2} c S, PI,s
1
_,,I,s
1
nI,s/d11(S1)) = 
PI,s
2
_,,I,s
1 
nI,s
2 
(d/1(S2)). 
It is possible to refine a distributed diagnosis using local consistency as presented in Algo-
rithm 1. After the distribution is performed, and a local diagnosis is computed for each subsystem, 
the algorithm takes pairs of subsystems and performs a local consistency on these diagnoses. Ba-
sically, the idea is to remove the word of d/1(S 1) that cannot be synchronised with any word of 
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d!1(S 2), and vice versa. The local consistencies can actually be performed in any order. 
Provided that the distribution structure of the system can be represented by a tree, the algorithm 
presented in Algorithm 1 terminates and is sound. 
Algorithm 1 Distributed diagnosis algorithm based on local consistency 
1: input r, {Modi, ... , Modn}, {Obs1, ... , Obsn} 
2: S = {S 1, ... , Sm} := distribution([) 
3: for all i E {l, ... ,m} do 
4: dl1(S i) = @ nES JModk ® Obsk) 
5: repeat 
6: for all {S 1,S2} c S do 
7: d/1(S2) := consr,8 1 ,r.82 (d!1(S 1), d/1(S2)) 
8: d/1(S1) := consr,82 ,r,8 1 (d/1(S2),d/1(S1)) 
9: until d/1 is stable 
However, as shown in [96], local consistency does not ensure global consistency. Moreover, 
because the languages may be infinite, no fix-point is reached in the worst case; the algorithm does 
not terminate. As noticed by the authors in [96] , both problems disappear when the topology of 
the system forms a tree. 
Definition 28 (Graph). A graph {J = (V, 8) consists of a set of vertices <y (also called nodes) 
linked together by a set of edges 8. Each edge edg E 8 is connected to a pair of vertices (veri, ver1) 
one on each side. 
In a simple graph, there are no self-loops, i.e. i * j and- no repeated edge, i.e. 
Vp, Vq, if 3edgP = (veri, ver1), then if edgq = (veri, ver1), q = p. A graph can be directed or 
undirected. In a directed graph, the direction in which two nodes are connected matters. Detailed 
explanations can be found in textbooks on graph theory such as [10]. 
A topology of a distributed representation S of the system is a graph ( as defined in Definition 
28) {J = (<V, 8) where <V = Sis the set of vertices and 8 c <Vx<V is a symmetric and anti-reflexive 
set of edges such that V{S,S'} c <V, Ve E Is n I s, , 3S 0, ... ,Sk+l such that: 
• So = S and S k+ 1 = S' 
• Vi E { 1, ... , k}, e E Is;, and 
• ViE{O, ... , k}, (Si,Si+1)E8 
Two subsystems that share an event are connected through an edge, or through a chain of edges 
where intermediate subsystems also share this event. 
Definition 29 (Tree). The graph y is a tree if for any pair S i and SJ, there is exactly one path on 
the graph that contains no loop and leads from Si to S 1. 
Provided that the distribution of the system can be represented by a tree, the algorithm pre-
sented above terminates and is sound. 
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Theorem 4.2.1. Given that the distribution of a system generates a tree 9 = (<V , 8 ). If the local 
diagnosis d!:i(S i) is computed for each subsystem S i E <y and the local consistency procedure is 
applied until stability is reached, then for a distributed system that is locally consistent, it is also 
globally consistent. i. e. P"'i,-"'i,;(!:i) = d!:i(S z). 
We give a proof of this result. Similar proofs can be found in [96] with slightly different 
definition of the topology. In particular in [96], an edge connects two vertices whenever these 
two vertices share an event, while here we only required them to be connected through a chain of 
vertices that share this event. 
Proof Let X c <y be a subset of subsystems, we denote I:x = Usu I:s and L x = ® SEX d!:i(S). 
1. We start withX = {Si). We add S k tf. X incrementally such that S 1 E X and (S k, S 1) E 8. We 
prove by induction that proposition a that states that for any S P EX, PL,x-L,p(Lx ) = d!:i(S p) 
is true. 
2. This is clearly the case for X = {S d. 
3. Let X' = X U {S k} , S 1 EX and (S k, S 1) E 8. We first show that L x and d!:i(S k) are locally 
consistent. 
We note that because of the definition of 9 and since {J is a tree, I:x n Lk = I: 1 n Lk. We can 
thus write: 
P"'i,x- "'i,xn"'i,k ( L x ) 
- PL,x-"'i,1n"'i,k(Lx ) -
- PL, 1-"'i, 1n"'i,k ( P"'i,x-"'i, J ( L x )) -
- P"f,1-"f,1n"'i,k (d!:i(S 1)) -
- PL,k-"'i,1n"'i,k (d!:i(S k)) -
- P"'i,k-"'i,xn"'i,k(d!:i(S k)) -
(because I:x n I:k = I:1 n I:k) 
(since I:1 n Lk c I:1 c I:x ) 
(by induction) 
(by local consistency) 
(because I:x n Lk = I: 1 n Lk) 
Thus, L x and d!:i(S k) are locally consistent. This also means that for any S P E X, 
PL,x'-"'i,P(Lx, ) = P"'i,x-L,p(Lx ) = d!:i(S p), and P"'i,x,-"'i,/L x ,) = d!:i(S k). 
Hence, for X = <V, we have the following result: VS i E S, PL,_ L,;(!:i) = d!:i(S i). The distributed 
diagnosis is then globally consistent. D 
We propose to build such a distribution of the system, using the junction tree theory. 
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4.3 Diagnosis by Junction Tree 
4.3.1 Junction Tree 
The concept of the junction tree is borrowed from the field of probabilistic inference where its 
structure is useful for working in complex domains [49]. Note that junction trees are also referred 
to as join trees in the literature [92]. 
Definition 30 (Junction Tree). Let{} = (<V, 8) be a graph. Afunction tree for{} is a pair (T, C), 
where T is a tree and C is a function which maps each node i in tree T into a label Ci called a 
cluster. The junction tree must satisfy the following properties: 
l. Ci c <V, i.e. each cluster is a set of vertices from{}. 
2. If two vertices are connected in{}, they will appear together in some cluster Ci. 
3. If a vertex appears in two clusters Ci and C1, it must also appear in every cluster Ch on the 
path connecting vertices i and j in the junction tree. This is known as the running intersection 
property. 
The separator of edge i-j in a junction tree is defined as Ci n c1. The width of a junction tree 
is the size of its largest cluster minus one. 
One of the steps in obtaining a junction tree from a graph is to triangulate the graph, i.e. add 
extra links such that every cycle of length greater than three has a ch_ord. There are different 
ways to triangulate a graph, yielding different sets of clusters. Moreover, each triangulated graph 
1nay have several different junction trees. It is therefore desirable to have optimal triangulations 
and optimal junction trees with respect to complexity. As discussed later, the complexity here 
depends on the size of the clusters: an optimal junction tree minimises the size of the largest 
cluster. However, the optimality problem for triangulation is NP-complete. Given a triangulated 
graph, we can obtain an optimal junction tree using an algorithm from [53] which is quadratic in 
the number of cliques. 
Figure 4.4 gives an example of three graphs and their junction trees. Note that the ithjunction 
tree is also a junction tree for the }th graph if i > j while it is not true if i < j. The 'best' junction 
tree is considered to be the first one (JTl) where the notion of 'best' is not only in relation to the 
tree width but also to the size of most of its clusters. The smaller the tree width or the cluster 
size, the better is considered the junction tree obtained. The biggest cluster for the first junction 
tree contains three elements against five for the last; furthermore, the first and second junction tree 
have the saine largest cluster CDG, but the second largest cluster of the first junction tree is smaller 
than that of the second junction tree. 
The reasoning behind the use of junction trees in diagnosis is that it could help avoid the need 
to compute a global diagnosis. Using a junction tree representation of a system has two main 
advantages [96]: 
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A E 
Graph 1 Junction Tree for Graph 1 (JTl) 
Graph 2 Junction Tree for Graphs 1, 2 (JT2) 
EGHI1---------; DEFI 
ABCE f----~ BCEH 
Graph 3 Junction Tree for Graphs 1, 2, 3 (JT3) 
Figure 4.4: Three graphs and corresponding junction trees 
1. A tree representation of a system implies that local consistency is equivalent to global con-
sistency. 
2. Non-termination issues with local consistency algorithms can be resolved. 
4.3.2 Distribution Algorithm 
The junction tree algorithm returns a topology as defined previously, provided it is followed by 
computation of the edges of the tree itself. Indeed, let e E Ls I n Ls2 be an event that is shared 
by subsystems S i and SJ. We prove that any vertex S in the path between S i and SJ contains this 
event (e E Ls). There are two (possibly identical) components y 1 and y 2 such that Vi E {l, 2}, 
e E Li and Yi E Si. Since component Yl and Y2 share an event, they are connected in the original 
topology and because of the second property of junction trees, there is a cluster S in the junction 
tree that contains both components ({y1, y2} c S). By the third property of the junction tree, all 
clusters between S i and S contain component y ; and thus event e. S can be between S i and S J or 
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outside, but in both cases there is a path of clusters between S 1 and S 2 that share event e. Thus, 
the junction tree algorithm returns a tree-shaped distribution. D 
Algorithm 2 Distribution using Junction Tree Algorithm 
1: input f, {Modi, ... , Modn} 
2: <V := r 
3: 8 := { (veri, verj) E <V2 I i * j & Lin 1:1 * 0} 
4: S := {} 
5: while <V * 0 do 
6: pick a vertex ver E <V 
7: C := {ver} U {ver' I (ver, ver') E 8} 
8: 8 := 8 U { (ver1, ver2) I ver1 EC, ver2 EC} 
9: <V := <V - {ver} 
10: 8 := 8 - { (ver1, ver2) E 81 ver1 = ver V ver2 = ver} 
11: if not (3C' ES IC c C') then 
12: S := Su {C} 
13: return S 
We perform distribution by rearranging the topology of the system into a junction tree, as de-
scribed in Algorithm 2. We first obtain a graph of the original system,{}= (<V, 8). Each compo-
nent y in the system is a vertex ver E <V on the graph. The edges, edg E 8, on the graph represent 
connected components. We use the junction tree algorithm [ 49] to obtain the clusters that make 
up S (in iterative steps 6 to 13). This can be described as follows. We pick a vertex ver E <V. A 
cluster C is obtained by taking the set formed by ver and its neighbours, i.e. the vertices on the 
graph that are connected to ver by an edge. We add edges so that all the vertices that make up 
a cluster are connected. C is added to S if it is not a subset of an element of S. We update the 
original graph by removing ver and its associated edges from it. This procedure is repeated until 
no more vertices are left on the original graph. It is then trivial to calculate the separators that link 
the clusters into a junction tree. 
As mentioned, building an optimal junction tree is NP-complete. However, we can use heuris-
tics in the vertex selection phase of the algorithm (line 6) that would generally achieve polynomial-
ti1ne while still producing a high quality tree [ 49]. One heuristic is to minimise the number of 
edges added to the graph [62] (line 8 of the algorithm), which then achieves a low-polynomial 
complexity. 
Junction trees have been widely studied in various fields such as Constraint Satisfaction Prob-
lems (CSP) and Bayesian Network Inference (e.g. [100], [21]). This is because many NP-complete 
combinatorial problems on graphs are solvable in polynomial time when restricted to graphs of 
bounded tree width. The junction tree decomposition algorithm can be used to put a bound on tree 
width. 
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We mentioned in section 4.2.4 that local consistencies can be performed in any order. However, 
we can use a strategy, global propagation [ 49], that would only require two ordered series of local 
consistency computations on the junction tree to achieve global consistency. We assume a message 
pass from a cluster Cx to its neighbour Cy to be an operation that makes the components of Cx 
locally consistent with those of Cy. By performing these message passes in an ordered manner, 
we ensure that the consistency introduced by previous message passes is preserved. 
Gather Distribute 
Figure 4.5: Global Propagation on Junction Tree 
We arbitrarily pick a cluster Sr E S to be the root of the junction tree. We start from each 
leaf node and perform local consistency with the neighbour until the root is reached ( the gather 
phase). We then perform local consistency in the other direction, from the root back to the leaves 
(the distribute phase). All the clusters are now locally, and consequently globally, consistent with 
one another. This procedure is illustrated in Figure 4.5. 
We implemented the distributed diagnosis algorithm 1 in Java and used algorithm 2 to generate 
the distribution (set of subsets) S. We tested the performance of our proposed distributed algorithm 
on a variety of systems. More details and results are presented in section 4.5. 
In addition to comparing diagnostic performance on different types of systems, we also com-
pared diagnostic performance of our proposed algorithm to another distributed diagnosis algorithm 
in the literature by the authors of [96]. Results of this comparison are also presented in section 
4.5. 
4.4 Networks 
A network in the physical sense is a set of interconnected components. The most flagrant ex-
ample is the Internet where computers are linked together through telecommunication channels. 
The electricity grid is also another example of an important network that connects generators, 
transformers and loads. At the abstract level, a network is a graph in the mathematical sense. 
The components of a network are represented as the vertices of a graph (as defined in Defini-
tion 28 and they are connected by edges according to some defined rules. A network has an as-
sociated physical topology (structure), which describes which components is connected to which 
other components. In the networks we deal with, it is assumed that no self-loop exist and that 
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Figure 4.6: Example of a network with 5 vertices and 5 edges 
the representative graphs are undirected with no repeated edge. An example of a graph with five 
vertices is shown in figure 4.6. 
The junction tree provides a method to re-arrange the topology of a network on an abstracted 
level, without having to change anything in its actual physical configuration; the motivation being 
to make analysis easier. 
4.4.1 Network Metrics 
To compare inherent characteristics of various types of networks, we need a set of metrics that is 
able to capture and quantify certain properties that are displayed by th~ networks. We describe 
three such metrics in this section. 
4.4.1.1 Average Path Length 
To explain what is meant by average path length, we first need to define the concept of distance 
between two vertices. 
Definition 31 (Distance between two vertices). The distance diJ between two vertices labelled 
veri and veri is given by the total number of edges that connect them through shortest linkages. 
For example, for the graph represented in figure 4.6, the distance d14 between vertices ver1 
and ver2 is equal to 2. Similarly, d12 = 1 and d35 = 3. 
Definition 32 (Average Path Length). The average path length of a network is defined to be the 
average value of all distances over the network: 
2 
L = N(N - 1) I dij 
i,j(i<j) 
where N is the size of the network, i.e. the total number of vertices in the network. 
(4.3) 
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For the network shown in figure 4.6, the average path length is 1.6 given the respective dis-
tances between vertices as shown in table 4.1 : 
Value dij 
1 d12 , du, d23, d24, dis 
2 d14, d34, d2s, d3s 
3 d45 
Table 4.1: distances in example network 
The average path length of a network gives an idea of how easily nodes can be reached in the 
network. Generally, a short average path length is more desirable as it means information passing 
between nodes can be done faster. 
4.4.1.2 Clustering Coefficient 
The clustering coefficient of a network gives an idea of how isolated or connected the network is. 
Definition 33 (Clustering Coefficient). Let veri be a vertex in a network, where veri has ki edges 
connecting it to ki other vertices known as the neighbours of veri. The maxi1num number of edges 
among those ki vertices is given by k/ki - 1)/2. Let Ki be the actual number of edges existing 
between the ki vertices. The clustering coefficient Ci of vertex veri is given by 
(4.4) 
The clustering coefficient of the whole network is the averaged value of the clustering coeffi-
cients of all the vertices in the network (0 < C < 1 ). C = 0 if and only if all vertices in the network 
are isolated, i. e. have neighbours that are not connected to each other, and C = 1 if each vertex 
is connected to every other vertex in the network. The clustering coefficient is a measure of how 
likely it is that the neighbours of a node in the network are connected to each other. 
We once again consider the example network in figure 4.6 to illustrate. Table 4.2 shows the 
clustering coefficient values for the vertices shown in figure 4.6. 
Vertex Number of Ki Ci 
neighbours 
ver1 3 1 .!. ,., 
.) 
ver2 ,.., 1 .!. .) ,., 
.) 
ver3 2 1 1 
ver4 1 0 0 
ver5 1 0 0 
Table 4.2: clustering coefficients in example network 
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Hence, the clustering coefficient C of the network, given by the average of all clustering coef-
ficients in table 4.2 is equal to ct+ t + 1 + 0 + 0)/5 = t. 
4.4.1.3 Degree and Degree Distribution 
We define here the concept of the degree of a vertex in an undirected network. 
Definition 34 (Degree). The degree of a vertex veri in an undirected network is the number ki of 
the edges connecting it to its ki neighbours. 
In a directed network, we distinguish between incoming edges and outgoing edges of a node. 
But for the undirected network case, we do not have to worry about that. 
Intuitively, a vertex of higher degree will have more significant influence on the network be-
cause it is involved in more connections. 
The average degree (k) of a network is the average value of vertex degrees over the entire 
network. 
In a network, every vertex has a degree value, some large and some small. The distribution of 
vertices of certain degree could be of interest to better understand the network. This distribution 
is called the degree distribution of the network. 
Definition 35 (Degree Distribution). The degree distribution of a network is defined by a proba-
bility function Prob (k), which is the probability that a randomly picked vertex will have degree k, 
assuming each vertex has equal probability to be picked (uniform distribution). 
Once more, we use the example given in figure 4.6 to illustrate. The degrees of each vertex is 
equivalent to its number of neighbours and hence is given by column 2 in table 4.2 . The average 
degree (k) of the network is equal to ( 3+3+~+ 1 + 1 ) = 2. 
k Prob (k) 
1 2/5 
2 1/5 
') 2/ 5 .) 
Table 4.3: degree distribution in example network 
4.4.2 Network Configurations 
Next, we describe a few different types of physical topology for networks. These topologies 
are used as starting structures for systems on which we test the performance of our distributed 
diagnosis algorithm. Understanding the relationship between the topology of networks and the 
performance of our algorithm provides insight into how best to design networks or how best to 
tackle operations on networks given their structures. 
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Figure 4.7: Example of a fully connected network with 10 vertices 
We explore three types of regular networks (fully connected, branching and ring networks) 
and two types of randomised networks (random networks and small world networks). Regular 
networks are constructed in a predictable way whereas randomised networks have an element of 
rand01nness in their structure. 
4.4.2.1 Fully Connected Network 
A fully connected network is a type of regular network where there exists an edge between any 
pair of vertices in the network. An example of a fully connected network is shown in figure 4.7. 
A fully connected network has an average path length given by L f ull = l and a clustering 
coefficient given by C fu ll = l, both values being self-evident from their respective definitions 33 
and 32. The total number of edges in a fully connected network of size N (i.e. with N vertices) 
is N(J~- l ) [22]. We note that among all networks with the same number of vertices, the fully 
connected network has the shortest average path length of 1, and the highest clustering coefficient 
of 1. 
4.4.2.2 Ring Network 
In a ring network of size N, each node is connected to 2K nearest-neighbours, where K > 0 is an 
integer. A ring network with K = 2 is shown in figure 4.8. 
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Figure 4.8: Example of a ring network with ten vertices and K = 2 
The clustering coefficient for a ring network is given by 
For large K (K ~ oo ), Cring ~ i. 
3(K - 1) 
Cring = 2(2K - l) 
54 
(4.5) 
The average path length of a ring network, given M number of edges in the network, is given 
by 
M(M + 1) - 2(K - l)(M - K + l) 
Lring = -------------
2M 
(4.6) 
For large M (M ~ oo ), Lring ~ oo. Derivations for Cring and Lring can be found in [22]. 
4.4.2.3 Branching Network 
A branching network has a tree structure where the vertices of the tree are the actual nodes of the 
network. It can further be described as an r-ary tree whereby each vertex which is not a leaf has 
exactly r children. A 2-ary tree is more cmnmonly known as a binary tree and a 3-ary tree as a 
ternary tree. We consider the root of the tree to be of order 0, and we write p = 0. The tree order 
is the partial ordering on the vertices of a tree with u < v if and only if the unique path from the 
root to v passes through u. The leaf vertices are considered to be at layer 77 (p = q). Examples of a 
branching networks are shown in figure 4.9 and 4.10. 
The clustering coefficient for a branching network is given by Cbranch = 0, self-evident from 
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Figure 4.9: Example of a branching network with n = 3 and r = 2 
Figure 4.10: Example of a branching network with n = 2 and r = 3 
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definition 33. 
Let p represent a layer in a branching network. The number of edges found in layer p is given 
by rP+ 1. The average path length for a branching network is given by 
q- 1 
L = 1 ~ rp+l (rq-p - 1) (rq+l - r q-p ) 
branch (r _ l )(rq+ 1 _ l) f;;5 (4.7) 
The proof for equation 4.7 is derived as follows. * 
Proof The average path length in a branching network with q layers and r children per node is 
given by the total path length of the network divided by the total number of components in the 
network. The total path length is given by the sum of distances between any two vertices in the 
tree. To obtain the number of times a given edge is traversed from layer p to p + 1, we imagine 
deleting the edge so that the tree is divided into two sub-trees. The number of times the edge is 
counted is given by the product of the number of nodes in each of the sub-trees: 
(
r q- p - 1) (rq+l - r q- p ) 
r-1 r-1 
(4.8) 
Hence, as there are rP+ 1 edges in a layer, the total path length of the network is given by: 
~ rP+ l ( r q- p - 1 ) ( r q+ l - r q-p ) 
D r-1 r-1 p=O 
(4.9) 
The total number of components in the network is given by ( rq;~ 11) and therefore we divide 
the total path length by the total number of components to obtain the average path length L branch 
of the network: 
q-l 
L b 1 = 1 ~ r p+ l (rq- p - 1) (rq+l - r q-p ) 
ranc1 (r - l)(rq+l - 1) ;;5 
which is equation 4.7. D 
Figure 4.11 shows a plot of the average path length L branch of a branching network against q 
for different values of r . 
For r > 1, as q ~ oo , L branch ~ oo . L branch increases exponentially with respect to q. From 
equation 4.7, it is interesting to note that for q = 1, i.e. for a star network, as r ~ oo, L branch ~ r . 
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Figure 4.11: Plot of log L branch versus q for different values of r 
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Figure 4.12: Example of random networks with 10 vertices asp is increased 
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4.4.2.4 Random Network 
A random network is the opposite extreme of a regular network. There is no predetennined struc-
ture to the graph and vertices are connected with an element of randomness. The random network 
was introduced by Erdos and Renyi in their seminal papers [34, 35]. A random network consists 
of N vertices joined by edges which are placed between pairs of vertices chosen uniformly at ran-
dom. Every possible edge between any two vertices is present with probability p from a uniform 
distribution, and absent with probability 1 - p. To construct a random network, we start with N 
isolated vertices, where N > > l. Two vertices are randomly picked and then connected by an edge 
with probability p from a uniform distribution. The vertices are then put back to the pool and the 
process is repeated for a suitably large number of steps. The procedure will yield approximately 
pN(N - 1)/2 number of edges. Figure 4.12 illustrates some random graphs generated from 10 
isolated vertices with different values of p. 
A significant result in [3 5] is that important properties of random graphs emerge at certain 
values of p. For example, when p is larger than a certain threshold Pc ,.__, 1n;, almost all random 
graphs generated in the above described way will be connected, whereas for p < Pc, almost all 
graphs generated were not connected networks (i.e. contain isolated clusters). 
The average degree of a random network of size N is given by 
The average path length satisfies 
(k\and = p(N - 1) 
lnN 
Lrand'"'-' ---
ln (k\and 
The clustering coefficient is given by 
,--r-, 
I 
0.2 I 
/ I 
I 
/ : \ j o:~ I \ \ 
005 
Crand = p ~ (k\and 
N 
-.....................,__ _ 
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Figure 4.13: Degree distribution in a random network 
( 4.10) 
( 4.11) 
(4.12) 
*Derivation for the proof builds on a post in a discussion forum about total path length in a binary tree -
http://www.mathkb.com(Uwe/Forum.aspx/math/54942/average-path-length 
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The degree distribution in a random network follows a Poisson distribution: 
(4.13) 
whereµ is the expectation value,µ = pN ~ (k\and. An illustration of the degree distribution of a 
random network is shown in figure 4.13. The proofs for equations (4.10) to (4.12) can be found in 
[22]. 
We note that when N is large, such random networks may have a relatively small average 
path length because the growth of ln N is much slower than that of N in equation ( 4.11 ). Also 
from equation ( 4.12), a large scale random network (large N) does not have prominent clustering 
features. 
4.4.2.5 Small-World Network 
As mentioned previously, a ring network has a high clustering coefficient and a large average path 
length. On the other hand, a random network possesses a small clustering coefficient and displays 
short average path length. There is a category of networks that is characterised by both a high 
clustering coefficient and a short average path length. This category is known as the small-world 
networks. They were introduced by Watts and Strogatz in [98]. Since then, there have been 
modified versions of the algorithm presented in [98] but we will stick to the original version in this 
thesis when referring to small-world networks. 
p = 0 -
Regular 
-0::::p::::1-
Small-world 
-p= 1 
Random 
Figure 4.14: Transition from regular to small-world to random networks as the value of p increases 
A small-world network can be generated as follows [98]: 
1. We start with a ring network with N vertices, each connected to 2K nearest neighbours. 
2. We choose a vertex and the edge that connects it to a nearest neighbour in a clockwise ( or 
anti-clockwise) sense. 
3. This edge is reconnected with probability P sw to a vertex chosen uniformly at random over 
the entire ring, with duplicate edges forbidden; otherwise we leave the edge alone (with 
probability 1 - P sw · 
4. This process is repeated by moving clockwise (or anti-clockwise) around the ring, consid-
ering each vertex in tum until one lap is completed. 
4.5 Experimental Results 60 
5. We then consider edges that connect vertices to their second nearest neighbours clockwise 
(or anti-clockwise). These edges are also rewired as before with probability Psw · 
6. We continue to circulate around the ring and proceed outward to more distant neighbours 
after each lap until every edge in the network has been considered once. 
Since there are NK edges in the network, the rewiring process stops after K laps. Three examples 
generated using this process, with different values of Psw, are shown in figure 4.14. It can be 
observed that for the case where Psw = 0, the original ring stays unchanged. As the value of Psw 
increases, the graph becomes increasingly disordered until for p sw = l where all edges are rewired 
randomly and a random network (as described in section 4.4.2.4) is obtained. One main result of 
[98] is that for O < Psw < 1, the graph displays small-world properties, i.e. high clustering yet 
small average path length. 
For large enough size N, the clustering coefficient of the small-world network is given by 
3(K - 1) 3 Csw CPsw) = 2(2K _ l) (1 - Psw) 
The average path length can be expressed as 
where 
/(x) = 
{
C, 
ln x 
X 
x<<l 
X > > 1 
(typically c = 1/4) -
The proof for equations 4.14 and 4.15 can be found in [78]. 
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(4.14) 
(4.15) 
( 4.16) 
In this section, we present the results of the performance of our distributed diagnosis algorithm on 
a range of different graphs presented in section 4.4.2 as their size and other properties are varied. 
We implemented Algorithm 2 in Java and compared it to another distributed diagnosis algo-
rithm from Su and Wonham [96]. Experiments were run on an Intel Core 2D, 2.4 GHz, 2GB Linux 
machine. 
The automaton model that was used for each component in a network had a total of s + l states 
where s is the number of nearest neighbours of the component. The automaton consisted of a base 
state that can transition to a state corresponding to a connection with a nearest-neighbour. The 
total number of transitions is given by 2s where there is a transition ei from the base state so and 
a nearest-neighbour state si, and a corresponding return transition J; between state si to the base 
state so . To illustrate, the automaton for a component that has three nearest neighbours is given in 
figure 4.15. A is the base state and has nearest neighbours B, C and D. 
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Figure 4.15: Test automaton representing a component having 3 nearest neighbours 
4.5.1 Summary of Algorithm by Su and Wonham 
Su and Wonham present a similar algorithm for the distributed diagnosis of DES in [96]. A local 
diagnosis is computed for each component. Then, a given diagnosis is incrementally synchronised 
with the other diagnoses, which ensures global consistency. After each synchronisation, the events 
that appear only in components that have already been synchronised can be safely abstracted: the 
current diagnosis is projected on the relevant events, which reduces the complexity. A heuristic 
ordering, based on minimising the state size of the synchronous product at each stage, is applied 
for synchronising the local diagnoses incrementally. 
This algorithm can be seen as a special case of our approach with three main differences. First, 
it implicitly builds a junction line (i.e. a junction tree with only one leaf node), since the diagnoses 
are synchronised in sequence. This restriction potentially increases the width of the junction tree, 
with a negative impact on the global efficiency. 
Second, this algorithm builds a junction tree/line on the graph of events rather than the graph 
of components. While this appears less intuitive, it can also be done in our approach. In this 
case, two events are connected in a graph of events iff they are shared by some component. Since 
all the events of a given component are interconnected, at least one cluster will contain all these 
events and will be initialised with the diagnosis of this component (potentially synchronised with 
the diagnosis of other components). Considering the graph of events leads to clusters with less, 
or in the worst case as many, events than in the approach presented in this chapter, thus reducing 
complexity. 
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Finally, a dynamic strategy to choose the order of the synchronisation is proposed by Su and 
Wonham, while in this thesis a junction tree is computed before the local diagnoses are generated 
and synchronised. 
4.5.2 Results on Branching Networks 
Table 4.4 shows results obtained on branch networks with varying parameter values for q and r. 
We note that a star network is a special case of a branching network where q = l. The size of the 
largest structure ([ number of nodes, number of edges] of the synchronisation automaton) and the 
time for producing a diagnostic result were recorded for each network for two cases: one using Su 
and Wonham 's (S& W) algorithm, and two using our proposed junction tree (JT) approach. There 
are cases where 1nemory is exhausted before the computation is finished and the largest structures 
reached are shown in red in table 4.4. 
q r n Su& Wonham IT 
largest struc time (s) largest struc time (s) 
1 5 6 (7, 12] 0.115 (37, 122] 0.103 
1 10 11 (8 , 24] 0.463 (122, 442] 0.220 
1 15 16 (17, 32] 1.174 (257, 962] 0.340 
1 20 21 (16, 64] 3.132 [ 442, 1682] 0.417 
1 25 26 (16, 64] 3.053 (667, 2602] 0.898 
1 30 31 (16, 64] 5.210 (962, 3722] 1.566 
1 40 41 (32, 160] 17.914 (1682, 6562] 4.150 
1 50 51 (32, 160] 44.367 (2602, 10202] 10.115 
2 2 7 (4, 6] 0.127 (10, 26] 0.157 
3 3 40 (96, 512] 7.339 (17, 50] 0.362 
4 2 31 (54, 270] 5.097 (10, 26] 0.0914 
4 3 121 (576, 4416] 1103.356 (17, 50] 1.324 
4 5 781 (640, 5504] na (37, 122] 216.973 
5 3 364 (256, 2048] na (17, 50] 18.835 
6 2 127 (1458 , 13122] 5820.996 (10,26] 1.415 
7 2 255 (1296, 12096] 40488.092 (10,26] 6.148 
8 2 511 (4374, 45198] na (10, 26]] 44.147 
Table 4.4: Results on branching networks (where computation exhaust memory, the largest struc-
tures reached are shown in red) 
A few interesting points emerge from the results on branching networks. Overall, the JT 
method performed better than S& W's method, especially when the network contains a large num-
ber of components. For networks containing around 10 components or less, the difference in 
the diagnosis time between the two methods is negligible although the largest structure in the JT 
method has a greater size. 
For star networks (q = 1), the size of the largest structure is significantly larger in the JT 
• 
1nethod than in the S& W method despite that diagnosis time is better in the former. This can 
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be explained by the fact that in the S& W method, the 'junction line' is built on the graph of 
events rather than the graph of components and a heuristic ordering procedure is used to minimise 
the size of the synchronous automaton at every step. The star shape of the network also means 
that the root node appears in every cluster in the junction tree (figure 4.16), forcing multiple 
redundant synchronisation with the root node during diagnosis. Because the root node is the 
highest connected node, this creates large synchronising structures. The number of states in the 
largest synchronising structure in a star network is actually given by n2 + 1. 
E 
C D 
Star Network Graph Star Network Junction Tree 
Figure 4.16: Example of a star network and its junction tree 
Interestingly, for cases where q > 1, the size of the largest structure is more reasonable and 
depends on the value of the branching factor r only (and not on q). This makes sense since r 
controls the tree-width of the junction tree. On the other hand, q controls the number and length 
of branches in the junction tree. As q increases, for a fixed value of r, diagnosis time increases 
exponentially. Figure 4.17 which shows a plot of the log of diagnosis time against different values 
of q for r = 2 for diagnosis using junction trees and using Su and Wonham 's method. In both 
cases, the diagnosis tune increases exponentially with the value of q, but diagnostic performance 
of the JT algorithm is better by orders of magnitude. 
In the case of S& W, the size of the largest structure quickly becomes unmanageable as q and r 
are increased. In contrast, for the JT method, the largest structure remains manageable and retains 
a fixed value dependent on r no 1natter what the value of q is for the cases considered. 
4.5.3 Results on Ring Networks 
Table 4.5 shows results obtained on ring networks with varying parameter values for n and k. As 
for branching networks, the size of the largest structure (synchronisation automaton) and the time 
for producing a diagnostic result were recorded for each network for two cases: one using Su and 
Wonham's (S&W) algorithm, and two using our proposed junction tree (JT) approach. 
The results show that for small values of k (k < 3), the JT method shows better diagnostic 
time in general except when n is really large. However, when k > 3, S&W's algorithm produces 
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Figure 4 .17: Graph of log of diagnosis time( s) versus number of components for a branch network 
configuration (r = 2) 
n k Su & Wonham JT 
largest struc time (s) largest struc time (s) 
10 1 [4, 8] 0.264 [15, 50] 0.071 
10 2 [36, 168] 0.893 [415, 2586] 0.916 
10 3 [576, 4416] 11.136 [5714, 46954] 46.632 
10 4 [6912, 69120] 497.752 [17148, 148896] na 
20 1 [4, 8] 0.459 [27, 108] 0.098 
20 2 [4, 8] 3.447 [528, 3470] 1.664 
20 3 [576, 4416] 598.857 na na 
30 1 [4, 8] 0.815 [27, 108] 0.324 
30 2 [36, 168] 7.873 [528, 3470] 2.770 
50 1 [4 , 8] 0.815 [27, 108] 0.451 
50 2 [36, 168] 20.004 [528, 3470] 6.360 
100 1 [4, 8] 4.296 [27, 108] 0.749 
100 2 [36, 168] 92.482 [528, 3470] 15 .765 
150 1 [4, 8] 5.452 [27, 108] 1.831 
150 2 [36 , 168] 203.493 [528, 3470] 24.210 
200 1 [4, 8] 8.707 [27 , 108] 4.035 
2047 1 [4, 8] 2429.570 [27, 108] 4003.450 
Table 4.5: Results on ring networks (where computation exhaust memory, the largest structures 
reached are shown in red) 
faster diagnostic time . The largest structure obtained with the JT method has more states and 
events than the equivalent one obtained with the S&W method in every ring network we tested. In 
fact, in contrast to what is observed for bran~hing networks , the size of the largest structure in the 
S&W method stays relatively small. Moreover, where the computation exhausts memory for the 
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JT algorithm, S&W is still able to produce a result without running out of memory despite that the 
computation time is large. We also note that the size of the largest structure shows a dependence 
on the value of k, and not of n, both for the JT method and S&W's method. 
Figure 4.18 shows a graph of log of diagnosis time for different values of n when k = 2 for 
both the JT method and S&W's method. In both cases, the diagnosis time increases exponentially 
with the value of n although at a slower rate than for the branching networks in figure 4.17. 
The results suggest that a combination of both methods, e.g. building a junction tree on the 
events of the system and using a heuristic ordering strategy for synchronisation, might further 
improve results on large networks that are highly connected. 
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Figure 4.18: Graph of log of diagnosis time(s) versus number of components for a ring network 
configuration (k = 2) 
4.5.4 Results on Random and Small-World Networks 
Table 4.6 shows results obtained on small-world networks with varying parameter values for nring , 
k and p (the seed value used to generate pis kept constant with value 5 for all networks. Again , 
performance is measured for both the JT and S&W's methods. 
The number of starting components connected into a ring network is given by nring . After 
applying the small-world transformation where connections are rewired with probability p , the 
actual number of components that are connected might be different. As it turned out for the cases 
presented in table 4.6, all the resulting small-world networks except one (the one with n ring = 200) 
kept the same number of components as the starting ring networks they were built from. Random 
networks are special cases of small-world networks where p = l. 
Both algorithms performed very well on random and small-world networks with k = 1, al-
though the JT method had faster diagnosis time. We note that S&W's algorithm took a very long 
time to run for the case where (nr ing = 100, k = 1, p = 1) whereas the JT method completed in 
4.5 Experimental Results 
n ring k p Su& Wonham JT 
largest struc time (s) largest struc time (s) 
10 1 0.1 [ 4, 8] 0.204 [24, 92] 0.043 
10 1 0.5 [16, 64] 0.185 [12, 32] 0.029 
10 1 1 [6, 14] 0.145 [7, 16] 0.047 
20 1 0.1 [8, 24] 0.264 [26, 96] 0.052 
20 1 1 [8, 24] 0.300 [217, 56] 0.097 
50 1 0.1 [16, 64] 2.256 [30, 118] 0.297 
50 1 0.2 [8, 24] 1.869 [29, 112] 0.313 
50 1 0.3 [16, 64] 2.605 [33, 134] 0.204 
50 1 0.4 [16, 64] 3.251 [25, 90] 0.326 
50 1 0.5 [8, 24] 3.251 [25, 90] 0.326 
50 1 0.6 [ 48, 256] 5.182 [43 , 174] 0.223 
50 1 0.7 [24, 104] 2.767 [32, 128] 0.264 
50 1 0.8 [72, 408] 3.490 [21 , 76] 0.205 
50 1 0.9 [54, 270] 7.187 [17, 56] 0.239 
50 1 1 [ 48, 256] 5.009 [13 , 34] 0.204 
100 1 0.1 [16, 64] 5.961 [36, 150] 1.061 
100 1 0.2 [16, 64] 5.074 [24, 92] 0.554 
100 1 1 [ 1024, 10240] 3295.955 [13, 36] 0.526 
200# 1 0.1 [8, 24] 2.323 [21 , 76] 0.254 
# 
actual number of components after reconnection 1s 50 
Table 4.6: Results on random and small-world networks (where cmnpu-
tation exhaust memory, the largest structures reached are shown in red) 
66 
under a second. This is due to the fact that the structure of the network is very close to a tree struc-
ture and the diagnosis result obtained on it shows similarity with a case in a branching network 
(q = 6, r = 2) with roughly the same number of components (see table 4.4). 
Figure 4.19 shows a graph of log of diagnosis time for small-world networks for the case where 
k = 1 and p = 0.1 using both the JT method and S& W's method. The diagnostic time for both 
methods was very good, even for networks with a large number of components. The graphs dip 
when n ring = 200 because the number of components that are actually connected in the network is 
50. The algorithm employed to generate small-world networks is stochastic. It so happened that 
every other network generated retained a number of connected components equal to n ring · 
Both methods do not cope well when k > I ; memory is exhausted before the algorithm ter-
minates. Given that small-world networks can have characteristics of both branching networks 
(near-zero clustering coefficient) and of ring networks (high clustering coefficient), when they dis-
play a fairly equal balance of both characteristics, either diagnosis method struggles. This suggests 
an approach that applies S& W's method to parts of the network that have loops, and the JT method 
to parts that are tree-like. Investigating how to implement such an approach is material for future 
work. 
Electricity networks ( our motivating application) display small-world characteristics [98] but 
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with a very near-tree structure by virtue of their design. Hence use of the JT algorithm for diagno-
sis on such networks is justified. For cases where portions of the network display high clustering, 
we can adapt the method as suggested above. Another option is to selectively ignore some of the 
connections on the network when performing diagnosis without compromising accuracy of the 
results, a solution explored in the next chapter. 
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4.6 Discussion 
Using a junction tree is very interesting as the resulting subsystems tends to be of small size. 
However, this does not necessarily imply that the local diagnoses will actually be s1nall as we 
show in the next example. 
Consider a tree with n nodes N1 to N n. Each node N i is associated with events ei-1 and ei. 
The topology of the tree is thus simply a line as node Ni shares event ei with node Ni+ l · The 
automaton of each node Ni is represented in Figure 4.21. Since the initial state is the same as the 
final state, the number of occurrences of event ei is twice that of event ei- 1 for any i. Assume the 
node N1 runs k E N loops. Then, event eo occurs k times, event e 1 occurs 2 x k times, etc. Event 
ei occurs 2i x k times. The globally consistent automaton representing the behaviour on node Ni 
must represent the fact that event ei- l occurred 2 i- l x k times and the event e i occurred 2i x k times 
for any natural number k (and not for rational non natural numbers). This requires 2 i-l + 2i states 
and transitions. In this example, the number of states after local consistency is exponential in the 
number of nodes. • 
The result basically comes from the fact that the events ei and e 1 in this exainple are not concur-
rent events but they occur in sequence. We expect that most systems actually exhibit concurrent 
behaviours. In this case, the size of the local diagnosis on a cluster is a direct function of the 
number of events attached with this cluster, and thus smaller cluster lead to better efficiency. 
Figure 4.21: Automaton that models the language of node Ni 
The natural topology of the system has an important impact on the quality of the produced 
junction tree, and hence the size of the subsystems. If we start off with a near tree-like structure, 
the resulting junction tree will produce smaller size clusters, and hence smaller automata to work 
with, reducing complexity. E.g. in Figure 4.4, graph 1 produces the best junction tree with smallest 
clusters (JT 1). With graph 3, because of the larger size clusters, the local diagnoses will actually 
be quite big (JT 3). The tree-width of a graph is the size of the largest cluster in its optimal junction 
tree minus one. Grids for instance have a tree-width linear in the size of the shortest side. Thus, 
we emphasize the importance of designing the system in a tree-like structure to make it easier to 
diagnose. 
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4. 7 Conclusion 
We identified the importance of a distribution of the system into (possibly overlapping) subsystems 
for the diagnosis of discrete-event systems. If the distribution generates a tree-shaped topology, an 
algorithm based on local consistency can ensure global consistency of the diagnosis. Simulation 
results on networks of different topologies confirm this. We used the graph theory of junction 
trees to obtain good distributions. The complexity of the diagnosis is then often bounded by the 
tree width of the system topology which places an upper bound on the number of automata to 
synchronise together, though counter-examples exist. 
In this chapter, we proposed a static construction of the junction tree based only on the topol-
ogy of the system. We want to investigate a more flexible technique where the junction tree is built 
after diagnoses and simple pruning operations are performed locally on components. The idea is 
that son1e connections in the system topology can be removed when no communication happened 
through these connections, leading to a graph with a smaller tree width. Moreover, we could then 
assign weight on each vertex of the graph. These technique should then improve the efficiency of 
diagnosis. More generally, we want to investigate more dynamic computations of junction trees: 
experin1ents have shown that the connections can often be removed after the distributed diagnosis 
is computed during the local consistency algorithm. For this reason, we want to start the diagnosis 
algorithn1 while the junction tree is being computed so as to dynamically change the construction 
of the junction tree. This is not trivial as the construction of the junction tree must satisfy relevant 
properties. 
Regarding system design, an interesting exploration would be to int~ract with the system de-
signer to propose alternative topology structures in the system in order to ensure a reasonable tree 
width of the system. We looked at a way to use sub-systems of a given system to do diagnosis. 
The complexity of the topology of a subsystem is lower than that of the whole system and thus the 
tree-widths that we need to handle are smaller. We present this extension in Chapter 5. 
Finally, we considered that the observations emitted by different components were completely 
independent. However, it is often the case that a (partial) order exists between the observations. 
E.g. the alarm emitted by component 1 was surely emitted before the alarm from component 2. 
This generates some kind of connection between the two components and potentially interconnect 
all the components. We want to investigate this issue and determine when these connections can 
be removed, possibly with an approach based on time slicing [29]. 
Chapter 5 
Augmented Distributed Diagnosis with 
Accuracy Criterion 
5.1 Motivation 
Using decentralised techniques helps in limiting combinatorial explosion when diagnosing large 
discrete event systems, but is not sufficient. Often, the complexity of the diagnosis is dependent 
on how cmnponents in the system are connected and the number of connections between them. 
We propose in this chapter to augment the decentralised junction tree-based approach pre-
sented in Chapter 4 by ignoring some connections on the system. This helps reduce the complex-
ity, and hence the cost, of the diagnostic reasoning required. However, accuracy of the diagnosis 
is also reduced. We get around this problem by performing an off-line analysis to determine which 
connections can be safely ignored. 
Ignoring certain connections makes it possible to reason on smaller subsystems such that di-
agnosis can be obtained in reasonable time. However, this could lead to a loss of accuracy of the 
diagnosis. This results from not taking into account information from the ignored connections 
that could have helped in eliminating certain diagnostic scenarios. Therefore, we perform a prior 
accuracy analy sis on the model to determine which connections can be ignored without having a 
negative impact on the global accuracy of the diagnoser. 
5.2 Preliminaries with augmented notation 
We use the same language formalism as in Chapter 4. However, the notation is augmented in 
order to handle the subtleties introduced in this chapter and explain the concepts introduced in this 
chapter. In particular, we want to be able to handle events that appear simultaneously. 
We denote by L a set of symbols (modeling events on the system). A word er is a finite 
sequence of sets of symbols s1 ... · . Sn such ·that Vi , Si c L, S i * 0. So, if L = {a, b, c, d}, then 
{a}.{b, c}.{d}.{a} is a word on L where band c appear simultaneously. 
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The empty sequence is denoted c. We abuse notation and write Si E o- to denote that Si is in 
the sequence o-. (2L'.)* is the set of words on I. A language Lon I is a subset of words L c (2L'.)*. 
The projection operation can be used to focus on specific events of I' c I. 
Generally, a word is defined simply as a sequence of symbols; we use an augmented notation so 
that we can represent the occurrence of simultaneous events and gain more flexibility to describe 
the main contribution of this chapter that is about the relaxation of connections. Events can be 
shared between components and can thus happen at the same time. However when a connection 
is relaxed, it is then possible that these connected events occur separately. Hence, the augmented 
notation is necessary to distinguish them. 
Definition 36 (Augmented Projection). The projection on I' of a word a- on I => I', denoted 
PL'.-L'.'(o-), or simply PL'.,(o-), is the word on I' that only retains the symbols of I' and removes 
empty symbol sets. Formally, 
PL'.-L'.1 (0-) = 
c if 0- = c, 
PL'.-L'.1 (0-') if (o- = s.o-') I\ (s n I' = 0), 
s. PL'.-L'.'(o-') if (o- = s.o-') I\ (s n I' * 0). 
The projection on I' of the language L on I => I', denoted PL'.-L'.'(L), is the set of 
words in L projected onto I': PL'.-L'.'(L) = {PL'.-L'.'(o-) I o- E L}. The inverse operation 
gives the set of words on I whose projection on I' is included in the language of ori-
gin: Pi~L'.,(L) = {o- E (2L'.)* I PL'.-L'.'(o-) EL}. 
Synchronisation 
Each local entity has its own specific language to represent its behaviour. When several entities 
are concerned, we need to synchronise their languages to generate a globally consistent language. 
Each language has its own symbol set, disjoint from the symbol sets of other languages. However, 
s01ne sy1nbols fro1n different local sets could be different representations of the same physical 
reality. The synchronisation operation coordinates these equivalent symbols by forcing their si-
multaneity. Equivalent symbols on different languages are represented by synchronous sets. 
Definition 37 (Synchronous Set). Given two disjoint sets of symbols I 1 and I 2 , a synchronous 
set Sis a set of symbol pairs coming from the two sets: Sc I 1 x I 2 . 
An ele1nent (a, b) E S indicates that a and b are describing the same physical reality and we 
have to ensure that they are considered simultaneously. 
Definition 38 (Augmented Language Synchronisation). Given two languages L 1 on I 1 and L2 
on I2, and a synchronous set S defined on I 1 and I 2. The synchronous product of L 1 and L2 
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on S, denoted L 1 ® L 2,is defined as the set of words on (I1 u I 2) whose projection on each 
s 
local symbol set is the local language, and satisfies the constraint of simultaneity introduced by S. 
Formally: {er E c2I:,uI:2)* I (Vi E {1 , 2}, PI: ,uI:2-I:/cr) E L i)/\ (V(a,b) ES, Vs E CT, a Es¢::> b E 
s)}. 
It is possible to prove that these notations preserve the properties of commutativity and asso-
ciativity of the more traditional notations (although this would imply redefining synchronous sets). 
For simplicity and where it is obvious, the set Scan be dropped from the notation: L 1 0 L 2 . 
We introduce one last augmented notion here: local consistency. 
Definition 39 (Augmented Local Consistency). The local consistency operation between two lan-
guages L1 and L2 builds the smallest language L~ that maintains L~ ® L2 = L1 0 L2. This 
operation can be implemented by: L~ = P1:, (L1 0 L 2). 
5.2.1 Example Representation of a Distributed System 
We illustrate the use of language representation using automata on a distributed network consisting 
of four components A, B, C and Das represented in figure 5.1. 
(as,bs) 
Figure 5 .1: Example of network 
Figure 5 .1 gives an example of language represented in a distributed fashion. The language 
Lis defined by four languages LA to LD that are synchronised through five set of simultaneous 
events (a1, b1) to (as, bs); each local language is represented by an automaton. The synchronisa-
tion of languages LB and LD is represented on Figure 5 .2. 
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03 
(as,bs) 
Figure 5.2: Synchronisation of LB and LD 
5.3 Diagnoser, Explanatory Language and Connections 
We clarify, in this section, a few concepts that are needed to explain the contribution of this chapter. 
Some have been introduced previously, but require redefining in the modified augmented notation 
adopted for this chapter. 
5.3.1 Model 
We assume we have a complete model of a system r captured by a language Mod on a finite set of 
events r. ( i.e. Mod c (2I:)*). The set of faulty events is denoted LF c 'f.. 
Some events generate the emission of an observation. These observable events are denoted 
2.0 c 'f.. The observations are represented by a language Obs c (2I:0 )*. We assume there is no 
noise on the observations, so that Obs contains only one element that is a sequence of observable 
events (see [29]). 
5.3.2 Diagnoser 
A diagnoser is an agent in charge of monitoring the observations generated by a system to provide 
diagnosis reports. A diagnoser dedicated to a specific fault F E 'f.p, denoted tiF, may return one 
of the three following results: 
1. F-sure: the fault occurrence is asserted; 
2. F-safe: the fault occurrence is disproved; 
3. F-ambiguous: the fault occurrence is unknown. 
By definition, the fault Fis considered permanent. For each fault F E 'f.p, we define an agent tiF 
responsible for the detection of F. The rest of the article focusses on a single fault event F and we 
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therefore simplify the notation 11F to 11. 
5.3.3 Explanatory Language 
The explanatory language is the set of behaviours accepted by the model and consistent with the 
observations ( as defined previously in section 2.2.6.1 ). It can be defined as follows: 
Exp! = Mod 0 Obs . 
From Exp!, it is possible to compute the global F-diagnoser 11Mad associated with F: that is, for 
any Obs, 11Mad(Obs) = 
F-sure 
F-safe 
ifVCT E Expl,3s E CT: FE s 
ifVCT E Expl,3s E CT: F rt:. s 
F-ambiguous otherwise. 
Whichever representation is chosen for languages ( automaton, Petri nets, etc.), diagnosis faces 
the problem of search-space explosion. The reasoning is exponentially complex with the number 
of c01nponents in the system, which makes trivial techniques impossible to apply for syste1ns with 
a few dozens components. Distributed techniques aim at tackling this issue. 
5.3.4 Connection 
We describe again a distributed system before defining what we mean in context by a connection. 
Modern technical systems usually consist of components that are each an individual system with 
simple behaviours, but interacts with other components to produce an overall complex behaviour. 
We refer to the overall system as a distributed system and model each of its component separately. 
Let r be a distributed system made up of a set of components: r = {f 1 ... f 11 }. Each component 
C· can be described by the language Modi defined on the alphabet Li. The implicit assumption 
of fairness is made, whereby components cannot bec01ne silent in the long run: on an infinite 
time-scale, the number of observations generated by a given component is always infinite. Fault 
events are intrinsic to a component's physical set-up which is responsible for causing failures on 
the component itself but also causing them to propagate over the system. The occurrence of a fault 
of type F is considered as an event that can only happen on a component r i : F E Li I\ (i * j :::::} 
F rt:. LJ)- Co1nponents in a system communicate through connections. 
Definition 40. (Connection) A connection 1(1 exists between two components ri and r1 if they 
have a physical or logical link between the1n that allows the exchange of information about the 
events occurring in each of them. A synchronous set S iJ can be used as abstract model for a 
connection 1(ij where S i} C L i X LJ and Si} = S Ji · (b, a) E S ji :::::} (a, b) E S i} 
We make the assumption that an event can only be part of one connection. Vi, j, L in LJ * (/) :::::} 
l = J. 
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The way in which the components of a distributed system are connected has direct impact 
on the global topology of the system. The global model of the system is implicitly defined by 
synchronising the models for all components of the system (Mod = Modi ® · · · ® Modn), hence 
it is unnecessary to calculate it explicitly. Observations on the system can also be modeled in a 
decentralised fashion: Obs = Obsi ® · · · ® Obsn [29]. 
The explanatory language Expli on a component ri is given by Modi® Obsi. The global ex-
planatory language Expl is calculated by obtaining the synchronous product of the local languages: 
Expl = (Modi® ... ® Modn) ® ( Obsi 0 ... 0 Obsn) 
= (Modi 0 Obsi) 0 ... 0 (Modn ® Obsn) 
= Expli ® ... ® Expln-
Calculating the language Expl by synchronising all components is often impossible if the sys-
tem consists of a large number of components. Distributed methods of diagnosis helps avoiding 
this calculation. We use a junction-tree based i1nplementation as in chapter 4. 
Figure 5 .3: Junction Tree for whole system in Figure 5 .1 (left) and same system with connections 
(a1 , b 1 ), (a2, b2) removed (right) 
Consider a graph {] = (f, 1() on the components of system r where 1( is the set of all con-
nections on the system. A junction tree [ 49] on{] is a pair (:J, C) where :J is a tree and C is a 
function that associates each node N of :J to a cluster of components Ci (see example figure 5.3). 
Moreover, for each connection (i, }), there exists a cluster containing the nodes : {i, j} c C(N). 
Finally, if two clusters of the tree contains the same node, every cluster between them will contain 
that node (see the node D between the clusters ABD and DEF). 
To obtain the diagnosis on a distributed system, it is sufficient to calculate the local explanatory 
language of each cluster and to perform local consistency operations on the junction tree from the 
leaves to the root and back from the root to the leaves. If the root of the tree is chosen to contain the 
component on which an event occurs, the global diagnosis of the fault is obtained using formula 
(5.3.3) on the local explanatory language of the root. 
This method allows us to circumvent the explicit calculation of Expl. However, calculating 
the explanatory language on each cluster is still necessary for each cluster, and the complexity 
of the representation of this language increases exponentially with the number of components in 
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the cluster. The tree-width of the topology is the size of the biggest cluster of its junction tree 
minus one. This value serves as an apriori estimate of the algorithmic cost of diagnosis by this 
method. Hence, if we limit the tree-width we are potentially able to reduce the cost of diagnosis. 
We present in the next section a proposed method to handle this. 
5.4 Diagnosis with sub-configuration and Accuracy 
The effectiveness of the diagnosis algorithm using junction trees is directly dependent on the 
connections between components in the system. We therefore propose to relax some of these con-
nections with the goal of generating a tree on which reasoning can be carried out more effectively. 
5.4.1 Relaxation of connections 
The relaxation of connections is formalised with sub-topology and sub-configuration notions. 
Definition 41 (Sub-topology). A sub-topology 'f on a distributed system r is a subset of connec-
tions Y ~ 1<. 
A sub-topology 'f defines a language L('f) that corresponds to the synchronisation of local 
languages on the connections of the set Y. We illustrate this using the example in Figure 5.1. This 
system consists of four components A to D and five connections (ai, bi) . A possible word on the 
system is {F} .{e3} .{a2, b2}.{a4, b4}.{as, bs}.{os} (we note that each ai is synchronised with a corre-
sponding bi). We now consider the sub-topology where the connection ~a2 , b2 ) is ignored. The 
language of this sub-topology contains additional words, including {e3}.{b2}.{a4, b4}.{a5, b5}.{o5} 
(here b2 appears on its own). 
Lemma 1. Words defined on a sub-topology 'f c 'f' need to satisfy less constraints than those of 
'f': L('f') ~ L('f), where L represents either the system model or the explanatory language. 
In practice, a sub-topology can isolate components of the system. In that case, it becomes 
unnecessary to keep track of the observations of those components since the model indicates that 
they are functioning independently from the other components. This is encompassed by the notion 
of a sub-configuration. 
Definition 42 (Sub-configuration). A sub-configuration <C is a tuple ({f p 1 , ••• , f Pm }, Y rc , Y rc ) 
where {f Pi , . .. , r Pm} is a set of components , Y re is a set of connections between the components 
of CC, and Y e is the set of connections between the components of CC that are not found in Y rc . 
Figure 5 .4 illustrates two different sub-topologies from the example of Figure 5 .1 ( on the 
left hand side the sub topology is {(a2, b2 ), (a4, b4), (a5 , b5 )} and on the right hand side the sub-
topology is {(a2 , b2)}). The corresponding sub-configuration on the left hand side (resp. on the 
right hand side) involves the components {A, B, C, D } (resp. {A, C}). 
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(as, bs) 
Figure 5 .4: Two different sub-topologies - solid lines represent connections under consideration 
and dotted lines represent connections that are ignored 
fi Mod 
F-sure F-safe F-amb 
F-sure / X X 
fiMod' F-safe X / X 
F-amb A A / 
Table 5 .1: Comparison between diagnosis results 
5.4.2 Diagnosis within a sub-configuration 
The basic idea of the work in this chapter is to perform diagnosis based on a model ( denoted Mod' 
here) that is simpler than the model Mod. Table 5 .1 represents what can be expected by doing 
so. Each cell indicates the diagnosis result of model-based diagnosis using the original model 
Mod compared to the simplified model Mod'. The diagonal (labels /) represents the cases where 
fi Mod' returns the same result as the original diagnoser fiAfod · The cell labeled A shows an accuracy 
reduction: diagnoser fiMod can decide whether a fault occurred while fiMod' cannot. The label x 
indicates inconsistent cases: the simplified model Mod' is inconsistent with the model Mod which 
means the diagnoser fiMod' returns inconsistent results with regards to fiMod · Regarding this table, 
it is better to determine sin1plified models Mod' such that diagnostic results correspond to cells 
labeled by / . Cells labeled by A are acceptable in the sense that they only betray loss of accuracy. 
However, the model Mod' should be chosen such that the cells labelled x are unreachable. 
It is easy to demonstrate that model-based diagnosis using, as a simplified model, a sub-
topology 'f ( or its equivalent sub-configuration CC) falls in the acceptable category. Indeed, as 
stated in 1, the generated language by 'f always contains the initial language, so the corresponding 
diagnoser cannot provide inconsistent results but in the worst case less accurate results. 
5.4.3 Accurate diagnoser on (C 
We define a diagnoser fie on a sub-configuration CC to be the diagnosis result obtained by using CC 
as si1nplified model Mod'. fie is obtained by synchronising the language defined on CC , L (CC), with 
observation Ob s on the system: fie = L(CC) ® Obs. 
The challenge is now to determine a sub-configuration CC based on which the diagnoser fie main-
tains the accuracy with respect to the global diagnoser fi Mod · Formally, 
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Definition 43 (Accuracy). The diagnoser f...c is said to be accurate if for every observable CT 0 
emitted from the system such that f...Mod(CT0 ) = F-sure, and for every continuing observable CT~ of 
the system, there exists a bound n E N such that ICT~I > n, L'lc (P L(q (CT0 .CT~)) = F-sure (see Figure 
5.5). 
Figure 5.5 illustrates the concept of Accuracy. It shows the relative point in time at which 
a global diagnoser f...Mod becomes accurate (top row) and the point at which a diagnoser on sub-
configuration f...c becomes accurate (bottom row). The difference between those two points is 
given by the bound n. 
Diagnoser accuracy is possible only under the assumption of observability fairness in the sys-
tem (see section 4). 
F-arnbiguous F-sure 
i i i i i 
n T E J\l.lod 
1 1 1 1 Pcc(O") 
F-ambiguous IF-surel 
Figure 5.5: Accurate diagnoser f...c . 
The main attraction of an accurate diagnoser L'lc is its ability to eventually obtain the same 
result, albeit with a finite delay, as a global diagnoser i'lMod if the fault F has occurred. In fact, as 
soon as a fault F has occurred on the system, L'l1vJod has two possible answers to explain the current 
sequence CT0 of observations: either it responds F-ambiguous or F-sure. By the fairness property 
of the syste1n, f...c also responds as soon as a new observation o is available on C . Let CT~ .o be this 
finite continuation of CT 0 , if f... Mod( CT) = F-ambiguous, there are two possible scenarios: 
1. either the ambiguity is still present i'lMod( CT 0 CT~ .o) = F-ambiguous, then by construction, 
L'lc (Pc (CT0 CT~ .o)) = F-ainbiguous = f...Mod(CT0 CT~.o); 
2. or the ambiguity is no longer present L'l1vJod( CT 0 CT~ .o) = F-sure and then, by waiting a finite 
number n of observations CT~, L'lc (Pc (CT0 CT~.oCT~)) = F-sure, and therefore in the end, L'lc 
returns the same result as f...Mod but by only observing C . 
5.4.4 Characterisation of an accurate diagnoser 
In order to determine whether the diagnoser L'lc is accurate or not for a given sub-configuration C, 
it is thus sufficient to analyse apriori if the sub-configuration (C contains the characteristics that 
are required to implement an accurate diagnoser on it. Before describing these characteristics, 
some notations are introduced. 
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We consider a sub-configuration CC - { {f Pl' ... , r Pm }, Y c , Y c }. We assume that the fault 
F has to occur on one of the components r F = r Pi of CC . We also introduce the sub-configuration 
CCmax = { {f Pl' ... , f Pm }, Y c U Y c , 0} that is associated with CC in which no connection is relaxed. 
CCmax therefore takes into consideration all connections of the system that involve the components 
{f p, , ... , r p,,J. The language defining the events generated by the sub-configuration CC (resp. 
CCmax) is denoted Le (resp. Lcmax ). By definition, L cmax c Le. In this section, to simplify, 
L is constrained to the set of events of CC (and therefore of CCmax), Among the events of L we 
distinguish in particular: the set La of observable events, the set L~xt of interactive events of CC 
associated with external relaxed connections (i.e. a connection of the system where only one of 
the components belong to CC). Finally, as it will be explained later on, the characterisation of an 
accurate diagnoser relies on the notion of traces and observable traces. 
Definition 44 (Trace). Let F E L be a fault and CC a sub-configuration, the set of traces of F in CC 
is the language : 
withsi c L , i E {1 , ··· , m}. 
Similarly, the complement of T(CC, F) in Le ( denoted T(CC , ,F)) consists of the set of traces 
where the fault Fis not present. Figure 5.6 illustrates the traces associated to fault Fin the sub-
configuration consisting only of the component A of Figure 5 .1. 
-
Definition 45 (Observable Trace). Let F E L be a fault and CC a sub-configuration, an observable 
trace of Fin CC is a sequence of observable events of the language : 
Similarly, Obs(CC , ,F) represents the set of observable traces of CC where Fis not present (see 
Figure 5.6). 
Figure 5.6: Traces T(A, F ), T(A , ,F) and Obs(A , F). 
We first explore the reasons why the diagnoser ,6.c is not accurate for a given sub-configuration 
C . We then describe the necessary criteria for making ,6.c accurate. 
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5.4.4.1 What are the sources of inaccuracy in C? 
Let CF0 .o be an observable sequence of the system which ends in the observable event o from C and 
for which the global diagnoser returns !1.Mod(CF0 .o) = F-sure. Let CF~.o be the observable projection 
of CF0 .o on C. Firstly, the answer /1.c to the observation CF~.o can only be F-sure or F-ambiguous 
as CF~. o has to be an observable trace of F in C. Secondly, if !1.c ( CF~ .o) = F-sure, there is no 
accuracy problem. There only remains the problematic case of /1.c (CF~.o) = F-ambiguous while 
!1.Mod (CF0 .o) = F-sure. In this case, CF~.o is an ambiguous observable trace (CF~.o E Obs(C,F) n 
Obs(C, ,F)) and this ambiguity is always due to the following situations. 
1. The set of components of C are not sufficiently observable locally and only observations 
emitted fr01n components external to C can eliminate the ambiguity (this problem is intrinsic 
to Cmax). 
2. There are too many relaxed connections in C . The diagnosis is ambiguous because /1.c 
assumes the existence of behaviours that are not possible in Cmax· 
The difficulty now lies in determining a criterion on the configuration C that guarantees that, 
if the diagnosis of /1.c is ambiguous then that of !1.Mad also is. That criterion must guarantee that 
none of the two situations above hold in the sub-configuration C . As the first situation is intrinsic 
to Cmax and the second is due to relaxation of connections, we first determine such a criterion on 
Cmax sub-configurations only. 
5.4.4.2 Detection criterion of the accuracy of Cmax 
The sequence CF0 .o, introduced above, represents an observable sequence of rand therefore there 
exists at least one trace T of r such that Obs(T) = CF0 .o. Let Tint = PI:~x, (T) be the interactive trace 
issued from T and associated to the configuration Cmax, then the detection criterion depends on the 
following results. 
Property 1. If there exist in Cmax two traces T p and T , F such that: 
• F E T F I\ F tf. T ,F 
then !1.Mod (CF0 .o) = F-ambiguous. 
Proof : the result is immediate. Considering that T F forms part of a global trace that can 
explain CF0 .o, the trace T ,F necessarily forms part of another global trace CF0 .o (since they have 
the same observable and interactive projections). Finally, there indeed exist two global traces that 
explain CF 0 .0, one containing F and one not. D 
Property 1 describes the favourable case where there 1s no accuracy problem (i.e. 
/1.cmax (CF~.o) = !1.Mod (CFa.O) = F-ambiguous) . 
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Property 2. If !iMod(a-0 .0) = F-sure and !icmaxCa-~.o) = F-ambiguous then there exists in Cmax at 
least two traces T p (F E T p ) and T ,F (F rJ. T , F ) such that : 
Proof: The first condition stems from the fact that !ic max (a-~.o) = F-ambiguous if and only if there 
exists at least two traces T F ( F E T F) and T ,F ( F rJ. T , F) such that PI:0 ( T F) = PI;0 ( T ,F) = a-~. o. The 
second condition directly stems from the property 1 by contraposition and that allows for the fact 
that 11Mod( a-0 .o) can be F-sure. D 
Property 2 states that accuracy problems come from both the presence of local faulty and non-
faulty traces that emit the same observable sequence but do not interact with the neighbourhood 
of Cmax in the same manner (second condition of Property 2). Hence the following result, if such 
a problem occurs a finite number of time, the local diagnoser of Cmax is accurate. 
Property 3. For !ic max to be accurate, it is sufficient that the set of couples (TF , T ,F) defined by 
property 2 is finite. 
Proof : Consider an observable sequence a-0 .0 with o emitted from ([\nax such that 
11Mod(0-o.O) = F-sure and let us suppose that !icmax (PI:- I:a(a-.o)) = F-ambiguous. If !ic max 
is not accurate, then there exists at least one finite suite of observable continuations a-0 1 o1, 
0-01010-02 02 ... with Oi emitted from Cma,'{ such that !icmax (PI:-I:a(a-o00-0101)) = F-ambiguous, 
!icmax (PI:-I:0 (0-ooa-01 010-0202)) = F-ambiguous ... hence the presence ofan infinite set of couples 
( T F , T ,F) according to property 2. D 
Detection criterion of the accuracy of (C 
The difference between any configuration (C and the associated configuration Cmax is the relaxation 
of internal connections that leads the diagnoser !ic to consider a set of traces that contains the set of 
traces of Cmax · The consequence in terms of accuracy is the following. Given that !iMod(a-0 .0) = 
F-sure, there necessarily exists a trace T p E T(Cmax , ,F) containing F that forms part of the 
explanation of a-0 .0 as described previously. Where (C is concerned, the diagnoser !ic answers 
not only in tenns of the presence or absence of traces T ,F of T(Cmax, ,F), producing the same 
observations as T p, but also in terms of the traces T ,F of T(C, ,F) \ T(Cmax, ,F) producing the 
same observations but coming from the relaxation of internal connections of C . The consequence 
· is an accuracy criterion for !ic that is identical to that for a configuration Cmax (i. e. the property 3) 
but relies on the following property 4 that extends property 2. This leads to definition 46 for the 
accuracy criterion that applies to any configuration C . 
Property 4. If !iMod(a-0 .0) = F-sure and !ic (a-~.o) = F-ambiguous then there exists in Cmax at 
least one trace T F (F E T F) and in (C one trace T ,F (F r;. T ,F) such that : 
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Definition 46 (Accuracy Criterion). For the diagnoser .6.c of any configuration (C to be accurate, 
it is sufficient that the set of couples (TF, T ,F) defined by property 4 is finite. 
5.4.5 Verification Algorithm 
We are now ready to describe an algorithm that checks whether .6.c is accurate or not which relies 
on the properties described in section 5 .4.4. The first remark is that the diagnoser .6.c is only accu-
rate if the diagnoser .6.cmax is itself accurate (this comes directly from the definition). The proposed 
algorithm is described in terms of languages and successively analyses the accuracy of .6.cmax , then 
of .6.c . By consecutive operations of intersection and projection of languages, the algorithm elim-
inates the traces that do not lead to a problem of accuracy and retains at the end only traces that 
present problems. If this number of traces is finite, we conclude that .6.c is accurate. As stated by 
properties 2-4, only interactive events Lixt and observable events I 0 come into consideration in 
the verification of accuracy. The other type of events are abstracted by projection of traces T(F) 
and T( ,F) (lines 2-3). With lines 4-5, the objective is to calculate the sources of ambiguity that 
do not present a problem of accuracy (see property 1 ), by the intersection T(F) n T( ,F) and 
can thus be eliminated from T' (F). Then, the algorithm checks that there does not exist in the 
remaining traces of T' (F) an infinite set of traces (loop detection) whose observable projection 
is also the same as that of traces coming from T( ,F) (line 6). To this end, we calculate the set 
of observable projections common to T(F) and T( ,F) and by inverse projection find the traces 
of T' (F) to preserve. Finally, if T' (F) is finite (lines 7-11) then property 3 is verified and .6.cmax 
is accurate. It is sufficient to iterate through the process (lines 12-20) to deal with the non-faulty 
traces of L c ( ,F) \ Lcmax ( ,F) and compare them with the faulty traces of Lcmax (F) in order to 
establish if the extension of property 3 is also verified. 
5.5 Illustrative Example 
Going back to the example in Figure 5.1, if (C only contains component A, then (C = Cmax · In this 
case, .6.c still returns an ambiguous result. There exists an infinite number of traces for which the 
fault F has occurred and whose interactive behaviour is different from that of traces for which F 
has not occurred (these traces begin with {F}.{a3}. · · · or {F}.{a2}. ···),thus property 2 is verified 
an infinite number of times. Note also that the other traces of F beginning with {F}.{al}. · · · 
have the same interactive and observable projection as the traces in which F has not occurred. 
These traces are intrinsically ambiguous (see line 4 of algorithm 3). We now consider the sub-
configuration (C = { {A, B, C, D}, { (a2, b2), (a4, b4), (as, bs)}, { (a1, b 1 ), (a3, b3)}} (see Figure 4). Cmax 
is necessarily accurate here since Cmax is the complete system in this simple example, I ixt = 
0, and in this case T' (F) (line 7) that results from this algorithm is empty by construction. It 
remains to check if the relaxation of connections { (a1, b1 ), (a3 , b3)} induces an accuracy problem. 
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Algorithm 3 Verification of the accuracy of ~c 
1: Input: Sub-configuration <C , Fault F 
2: T(F) (-- Pz:-z:0 uz:~x1(Lcmax CF)) 
3: T(,F) (-- Pz:-z:
0
uz:~x1(-LCmax (,F)) 
4: Ambiguous(F) (-- T(F) n T( ,F) 
5: T' (F) (-- T(F) \ (Ambiguous(F)) 
6: r' (F) (-- r' (F)n 
Pi:uz:~x, (Pz:0 uz:~x1-z:0 (T(F))n 
Pz; uz:ext- z: (T( ,F))) 
o r o 
7: if T' (F) is finite then 
8: {Property 2 does not occur indefinitely.} 
9: if <C = <Cmax then 
10: The diagnoser ~ c is accurate 
11: else 
12: T'(,F) (-- Pz:-z:
0
uz:~x1 (Lc(,F)\ 
L cma,x ( ,F)) 
13: T' (F) (-- T(F) \ (Ambiguous(F)) 
14: r' (F) (-- r' (F)n 
P~ 1 ~exiCPz: uz:ext-z: (T(F))n 
,:,.,0 U ,:,.,r o r o 
Pz; uz:ext -z: (T' ( ,F))) 
o r o 
15: if T' (F) is finite then 
16: {Property 4 does not occur.} 
1 7: The diagnoser ~c is accurate 
18: else 
19: Problem of inaccuracy of ~c to occur due to relaxed internal connections 
20: else 
21: The accuracy of ~c cannot be demonstrated at this stage 
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It then becomes sufficient to note that the relaxation does not cause an increase in the number 
of observable traces of ,F and therefore that the remaining set T' (F) is also empty (line 15). 
Relaxing connections {(a1 , b1), (a3, b3)} is thus useful as ~c is accurate. 
5.6 Choosing a Sub-configuration 
We discuss now how to choose a sub-configuration minimizing the cost of diagnosis ( defined by 
the tree width) while ensuring an accurate diagnosis. A sub-topology 'f is better than another 
topology 'f' if the accuracy associated with 'f is stronger than the accuracy associated with 'f' , 
or both accuracies are identical but the tree width of 'f is smaller than in 'f'. To find an optimal 
sub-topology, we have to explore the set of sub-topologies Y = 21< defined as the power set of the 
connections 1( in the system. The partially-ordered set (Y, c , =>) forms a lattice. The cost and the 
accuracy have monotonicity properties in this lattice. Indeed, if 'f c 'f', then 
• since 'f' is a sub-topology of 'f, the diagnosis with 'f is equal to or more accurate than the 
one with 'f', and 
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• any junction tree of 'f is also a junction tree of 'f', and the tree width of 'f' is equal to or 
smaller than that of 'f. 
These properties allow for an efficient search in Y. A possible approach is to start from the physical 
topology and to remove connections as long as the accuracy is not affected. We work in a context 
with a huge number of components -possibly thousands - and expect to build sub-topologies with 
very small tree width - several units at most. Therefore, we recommend to instead start from the 
empty topology 'f J_ = 0 and incrementally add connections; when an accurate sub-topology was 
determined, it is possible to refine it by removing connections that were added unnecessarily. This 
is illustrated Algorithm 4. 
Algorithm 4 Exploration of Y 
1: Input: f , F 
2: 'Ir := 0 
3: while 'f is not accurate, do 
4: Add a connection to 'f. 
5: while 3c E 'f s.t. 'f \ {c} is accurate, do 
6: Remove c in 'f. 
7: Return 'f 
It is possible to i1nprove the exploration of Y as follows: 
• The accuracy testing 1nay generate an explanation for non accuracy, and indicate which 
connections of 1( \ 'Ir are responsible for non accuracy. The connection added in line 4 may 
be chosen in this set of connections. 
• When the junction tree of 'f is also a junction tree for 'f' ~ 'f, it is possible to test the 
accuracy i1nmediately on 'f' since the cost associated with 'f and 'f' are identical. 
The algorithin proposed here leads to a local optimum if the accuracy testing (line 3) is correct; 
if the condition for accuracy is sufficient but not necessary, the result may be not locally optimal. 
5. 7 Conclusion 
This chapter proposes an original approach to reduce the complexity of the diagnosis of large 
discrete event systems by ignoring some connections in the system. Our work can be seen as 
. a particular case of abstraction, similar to what is presented in [89]. It complements the work 
presented in chapter 4. 
We note that to choose a sub-configuration minimising the cost of diagnosis , we do not put a 
bound on the delay required for the sub-configuration to become accurate. The fairness assumption 
allows us to predict that in most cases it will be a reasonable delay, i. e. a finite and limited delay 
relative to the number of components considered and physical assumptions imposed by the nature 
of the system. A way around the problem is to introduce a bounded delay in the definition of 
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accuracy. This would imply that the sub-configuration to choose might be bigger, thus needing a 
trade-off between sub-configuration size and delay. This is part of future extensions. 
Other future work includes refining the cost function with additional factors such as the total 
number of clusters in the junction tree, the tree shape, the proportion of observable events in nodes, 
the longest line in the tree, etc. The accuracy criterion could also be improved, with the boolean 
result replaced by a real value that could allow for a trade-off between accuracy and cost. Another 
interesting improvement is to consider several faults. Each fault can be diagnosed by a junction 
tree, but those trees may include identical nodes. The question is then how to combine these trees. 
Part II 
Hybrid System Diagnosis 
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This part of the thesis, consisting of three chapters, presents an approach to the integration of DX 
and FDI methodologies. Instead of considering only the discrete evolution of systems, we also take 
into account and retain some of the continuous aspects of system evolution in the system model. 
This makes it possible to use methodologies for both the discrete and continuous operation of the 
syste1n for diagnosis. We thus have a hybrid model of systems and can apply hybrid methodologies 
to them. Chapter 7 presents a framework for modelling hybrid systems and networks. Chapter 8 
then explores diagnosability on hybrid systems. 
Work presented in this part of the thesis was done in collaboration with Lachlan Blackhall, 
a fellow PhD student at the time. Lachlan was pursuing his PhD in the area of Control Theory. 
Lachlan contributed the Control Theory perspective to our joint work while I brought in the Diag-
nosis (in the DX sense) perspective. The algorithms for the estimation of structural and parametric 
changes have been developed by Lachlan as part of his thesis and are not covered in detail here al-
though references are provided to his publications. These algorithms were extended and integrated 
within a hybrid framework to produce our joint work. 
Chapter 6 
Part II: Background 
6.1 Motivation 
We consider hybrid dynamical systems (for short we will use the term 'hybrid systems' as well) 
in this section as dynainical systems that have both continuous and discrete dynamics. There 
has been emergent interest in such systems because modeling in the hybrid system formalism 
has the advantage of keeping information contained in the continuous dynamics of the system, 
while handling the discrete aspects at the same time. This will be further explained in the ensuing 
chapters. 
The hybrid system framework unifies two distinct communities that have both been working 
on model-based diagnosis; namely the Fault Detection and Isolation (FDI) community and the 
Diagnosis (DX) c01nmunity. The FDI community has evolved in the field of aut01natic control 
and uses techniques fr01n systems and control theory. In comparison, the DX community has a 
more recent emergence with foundations in the field of computer science. In both approaches, 
system 1nodels and observations are used to determine the behaviour of systems. However, the 
nature of the models and the tools and techniques to handle them vary greatly. Generally, the 
FDI approach makes use of continuous analytical models and tools from linear algebra whereas 
the DX approach employs symbolic/qualitative models and tools from logic. The two approaches 
can be linked as shown in [28] and when integrated can offer more powerful capabilities for fault 
detection. 
By defining a hybrid syste1n framework, we want to bring together methodologies from both 
fields for handling the diagnosis of hybrid dynamical systems. Systems with complex dynamics 
· are hard to track using FDI techniques alone. Hence abstracting a discrete layer which models 
the system on a qualitative level allows us to use reasoning techniques, layered on top of the 
continuous dynamics, that are able to handle the complexity. The consistency-based tools from DX 
work well for syste1ns where fault symptoms are clearly distinguishable from nominal behaviour. 
Signal noise is rarely a consideration in the latter approach which deals with qualitative models and 
hence it is often assumed that fault symptoms can be identified without ambiguity. However, often, 
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fault symptoms get masked with the presence of signal noise until the effects become catastrophic. 
For example, while the the fault causing the loss of Mars Polar Lander was a software bug, the 
fault symptoms were not detected early enough as they were masked by noise until the situation 
was critical. To tackle this problem, as the authors in (99] mentioned, there are two main issues 
to address. The first one is that faults manifest through a combination of continuous dynamics 
and discrete mode changes. Hence hybrid monitoring and diagnosis capabilities are required to be 
able to track a system's evolution on those two levels. The second issue is that faults may generate 
symptoms of the same order of magnitude as sensor and actuator noise. To be able to detect these 
sympt01ns, statistical methods need to be applied to separate the noise from the true dynamics. 
In this part of the thesis, a hybrid system formalism and associated techniques are presented. 
We introduce the notion of a hybrid dynamical network which consists of many components ( each 
of which is a hybrid system in itself) that are physically linked together. The network displays 
an overall complex behaviour, despite the fact that the behaviour of its constituent components 
could be si1nple, because the components affect one another. In chapter 7, we present a framework 
for modelling hybrid dynamical systems and networks. We then present diagnosability results 
on networks of interconnected system using indicator functions in chapter 8. The methodology 
presented focusses on detecting operational mode changes that can be determined by changes in 
the fundamental governing dynamics of the system. 
6.2 Hybrid System Framework 
A hybrid system model encompasses both the continuous dynamical behaviour of the system 
and the evolution of the system through different operational modes. We present in Table 6.1 
ainbiguous terms that are used in both fields in different ways and clarify how we are going to use 
them in our context. 
Controls Diagnosis Hybrid 
(FDI) (DX) ( our framework) 
state - state 
mode state mode 
- trajectory mode trajectory 
trajectory - state trajectory 
- event event 
changepoint transition transition 
system component system 
network system network 
Table 6.1: FDI and DX cross-field translation. 
A mode in this context is what is usually considered to be a state (e.g. on an automaton) 
in the discrete event system sense. A trajectory in the FDI literature refers to a state trajectory 
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( as given in definition 7, chapter 2) which is the set of all possible values that the continuous state 
vector x can take from given initial conditions in the solution space of a particular set of dynamical 
equations. However in the DX literature, a trajectory refers to a path on an automaton (as given 
in definition 16, chapter 2) that links an initial state (in the DX sense) to a final state. Given that 
we are calling a state of an automaton a mode in this part of the thesis, we can refer to the DX 
trajectory as a mode trajectory which is the set of all possible discrete modes that the system can 
go through from a starting initial mode. An event refers to a discrete event occurring in the system 
that causes a change from one discrete mode to another, e.g. in an electricity network, it could be 
a fault on a power line. We call the change from one discrete mode to another a 'transition'. A 
transition is usually triggered by either a control input or changes happening in the system. In FDI 
jargon, a transition corresponds to a changepoint, which describes an abrupt variability in data 
caused by a change in the operating dynamics of the system. 
6.3 Hybrid Systems 
An introduction to hybrid systems was given in chapter 2 in relation to previous work done in 
the field. In this section, we define a hybrid dynamical system formally as relevant to the work 
presented to this part of the thesis. A system is called dynamical when continuous dynamics are 
used to represent its evolution. 
Definition 47 (Hybrid Dynamical System). A hybrid dynamical system 1s a tuple 
<M, n, r, x, y, u, 0 , r, 1-{) 
• The finite set M denotes the modes mT E M of the system 
• .Q denotes the set of possible events in the system that could cause a change in mode through 
a transition in T where T is a function that maps an event· and mode into a new mode 
(T : M x .Q ~ M). 
• x and y are respectively the continuous state variables vector and the output variables vector. 
Ele1nents of both vectors range over IR.. 
• u is the vector of continuous control input variables, which also range over IR.. 
• The set 0 associates with each mode mT E Ma set ()T of system parameters. The cardinality 
of this set and values of the elements depends on the specific system being looked at. 
• The sets r and 1-( associate with each mode mT E M, continuous functions .fr and hT re-
spectively, which together with ()T completely describes the continuous dynamics exhibited 
at mT by equation 6 .1. 
X :__ jr(X, UT, (}T) 
y = hr(x) 
(6.1) 
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The derivative of x with respect to time is denoted i. We write T as index of the operation mode 
for simplicity but there is an implicit ti1ne dependence, i.e. T(t). Hence mode changes could be 
used to denote 'logical time' which is the abstracted time scale used for reasoning at the logical 
level. 
The system starts in an initial operational mode which can change over time. Each mode 
change has an associated time of occurrence which is not necessarily known nor observed directly. 
Hence we need some fonn of diagnosis method to determine if a change has happened. 
A hybrid dynamical network consists of interconnected hybrid dynamical systems. Diagnosis 
on such a network is explored in details in chapter 7. 
Our hybrid system approach differs from those in [12, 73, 25] in that the occurrence of events, 
or equivalently of mode changes, is measured not through residual estimation but through changes 
in the governing dynamics. Rather than defining guard functions for the transitions as in [3, 64, 
4 7], changepoint detection ( a technique used on the continuous dynamics) is used to determine 
a change from one mode to another. This is explained further in section 7 .3. There are also no 
specific reset functions defined on the system modes as there might be modes from which it is not 
possible to recover (as in the example transformer system presented in section 6.4). The hybrid 
systems under consideration can thus be viewed as exogenous switching systems. 
6.4 Illustration of Hybrid Systems 
We illustrate what we mean by hybrid systems by walking through a simplified version of the 
operation of a component of an electricity network, namely a substation. Tne relationship between 
continuous dynamics and discrete mode, as considered in the framework used in this work, will 
be made clear. We consider a substation operating as part of an electricity network. For example, 
the substation highlighted and circled in figure 6.1. The main function of a substation is to convert 
voltage from one value to another, which is done through a transformer. Voltage either needs 
to be stepped up (from a lower to a higher value) or down (from a higher to a lower value). A 
transformer is a device that converts electrical energy from one circuit to another without direct 
electrical connection [37]. It normally consists of a magnetisable metal core around which two 
sets of coils are wound, as shown in figure 6.2. The transformer works on two basic principles. 
The first one is that an electric current can produce a magnetic field. The second is that a changing 
magnetic field within a coil of wire induces an electromotive force (emf) across the ends of the coil. 
Emf is the external work expended per unit of charge to produce an electric potential difference 
( or voltage) across two open-circuited terminals. The created electrical potential difference drives 
current flow if a circuit is attached to the source of emf. Emf and potential difference are covered 
in any basic physics textbook or course notes on electricity and the reader is referred to resources 
such as [80] or [31]. 
The continuous dynamics of a transformer is thus governed by Faraday's Law of electro-
magnetic induction. It states that the rate of change of magnetic flux (with respect to time) is 
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Figure 6.1: Electricity Network (image licensed under the Creative Commons Attribution 3.0 
Unported license, obtained from [8]) 
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Figure 6.2: Transformer: Main electrical device used at a substation(image under GNU Free 
Documentation License, obtained from [7]) 
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proportional to the emf induced in a conductor or coil. In fact, the voltage Vs induced across the 
secondary coil is given by: 
d<D 
Vs = emf = Ns-
s dt (6.2) 
where cD is the magnetic flux induced and Ns is the number of turns in the secondary coil. 
During a significant power failure in a power network, two unusual operating conditions can 
111ost significantly affect the operating mode of a transformer [7 4]: 
1. Underfrequency operation 
2. Overvoltage operation 
In the underfrequency mode, the load of the network or subnetwork exceeds generation result-
ing in reduced frequency of the voltage and current. 
In the overvoltage 111ode, the transformer is subjected to an abnormally high voltage which can 
be due to load rejection or lightning surge, or the system being pieced back together after being 
split apart because of a disturbance. 
Both conditions can lead to overheating of the transformer and might cause fires and explo-
sions in the worst case. But even in a less drastic scenario, there can be a huge cost associated 
with transformer failure due to loss of generation revenue and cost of damage repairs. 
The timeframe before failure in both conditions is relatively short (in the order of minutes) 
[2]. Hence it is important to have an automatic detection and protection mechanism to quickly 
recognise abnormal conditions and take actions to prevent damage to the transformer. 
In a hybrid system context, as illustrated in figure 6.3, the continuous operation of the trans-
fonner can be abstracted into four discrete modes (using the particular conditions described in this 
section): Normal Mode, Underfrequency Mode, Overvoltage Mode and Failure Mode. A Hybrid 
Aut0111aton showing these four discrete modes is shown in figure 6.4. 
Hybrid System 
Abstracted Discrete Layer 
Figure 6.3: Hybrid System Abstraction 
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Figure 6.4: Automaton representing a transformer as a hybrid system with different discrete modes 
of operation 
In normal mode, the alternating current current and voltage applied to the primary coil are 
within safe range. Magnetic flux is induced in the metal core which in tum induces a voltage 
across the secondary coil. The voltage induced in the secondary coil is also within safe range. The 
transfonner operates as expected. 
According to Faraday's law of electromagnetic induction, flux in the transformer core is di-
rectly proportional to voltage and inversely proportional to frequency. This means that both un-
derfrequency fault Ji and overvoltage fault h have a si1nilar effect on a transformer, known as 
overexcitation. Under these conditions, more flux that the core steel can handle is generated 
(i.e. core saturation is reached). Overflow flux strays outside of the core steel and can link up 
conducting loops in windings and structural parts causing them to conduct electricity and to over-
heat. If the situation is not rectified within a reasonable time limit, this leads to failure of the 
transformer resulting in a partial or in an extreme case total black-out in the power network. 
When an underfrequency fault Ji or overvoltage fault h occurs, there is a short timeframe in 
which repair actions e1 or e2 can be undertaken. Beyond this critical timeframe for action, the 
transformer enters failure mode where it will need to be shut down and taken off the network. The 
events c1 (Underfrequency mode was not detected and/or Repair was not initiated on time) and c 2 
(Overvoltage mode was not detected and/or Repair was not initiated on time) represent this shift 
of operation to failure mode. 
It is to be noted that the discrete modes ofUnderfrequency and Overvoltage can be further ab-
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stracted into one encompassing Overexcitation mode. However, information, which coud poten-
tially help in more efficient detection and repair, would be lost. Underfrequency and Overvoltage 
modes could be detected using relay circuits like in [2] or vibroacoustic signals like in [11]. 
Chapter 7 
Diagnosis of Hybrid Dynamical Systems 
for Fault Tolerant Control 
7.1 Introduction 
Diagnosing and controlling hybrid dynamical systems pose many challenges. These challenges 
are somewhat more significant in the presence of faults. Faults drastically alter the fundamental 
governing dynamics of the system rendering the original, fault-free control methodology severely 
degraded or useless. 
We thus require that an effective controller be able to detect that a fault has occurred and change 
control strategy accordingly. Choosing an appropriate control strategy is achievable and has been 
the focus of extensive work in the field of control theory [ 61, 1]. Additionally these control strate-
gies can usually be computed off-line. What is lacking is a systematic on-line methodology to 
automate the process of detecting the occurrence of a fault( s) and choosing the most appropriate 
control strategy. Additionally we wish to minimise the fault monitoring required to still achieve 
the global perfonnance objectives. Allowing the fault detection and recovery strategy to run in a 
distributed manner would be an additional benefit. 
As mentioned in chapter 2, much of previous work focuses on detecting faults by measuring 
deviations of a hybrid dynamical system from the ideal or nominal trajectory, i.e. using residuals. 
Residual generation for fault detection requires advance knowledge of the system operation and 
parameter values. This approach necessitates that the structure and parameters of the underlying 
dynamics are known apriori. i.e. the syste1n must be very well characterised. Additionally any 
explicit parameters in the system dynamics definition must not drift (undergo deviations from their 
original value) during the operation of the hybrid system. 
As hybrid systems become increasingly more complex, using the residual generation approach 
for fault detection becomes more challenging as the notion of a nominal trajectory is often hard to 
define in this context. To overcome these challenges, the diagnosis methodology we propose in this 
chapter focusses on detecting operational mode changes that can be determined by changes in the 
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fundamental governing dynamics of the network, thus not requiring the computation of residuals. 
We use methods from estimation and regression to determine the fundamental dynamics before 
using changepoint detection to detect the occurrence of arbitrary events in the hybrid system. 
This represents a diagnosis on the continuous dynamics but by then applying existing discrete 
diagnosis methods, this diagnosis can be refined to produce a hybrid systems diagnosis that unifies 
methods fro1n both the FDI and DX communities. We present results on a hybrid system with 
chaotic oscillator modes and on a four-node hybrid dynamical network, both exhibiting complex 
behaviour. 
7 .2 Preliminaries 
We consider hybrid systems as introduced in Chapter 6. Hybrid systems are characterised by 
having a finite number of discrete operating modes with different dynamic operations within each 
mode. We use the definition provided in section 6.3. The governing dynamics of the system is 
given by equation 6.1 , reproduced here: 
X = fr(X, UT , (}T) 
y = hr(x) 
where T defines the operating mode and takes values in M = { 1, 2, · · · , m}. It is assumed that the 
operating mode is known at time to. 
7.2.1 Switching sequence and switching signal 
We assume that the state of a hybrid system is continuous and thus does not exhibit abrupt changes 
at the instant of changing operating mode. 
Definition 48 (Switching sequence). A switching sequence 'I' is a sequence that describes the 
sequence of mode changes with the evolution of time for a given hybrid system. 
'I' = {(io, to), (i1 , t1) , · · · , (iz, tz)liz E M, z E Z} 
where io, to are the initial system modes and time respectively and Z is the set of nonnegative 
integers. When t E [t2 , t2 +1 ) , T = i2 , we say the i2 -th operational mode is active. 
Definition 49 (Switching signal). Given a switching sequence 'I', as defined in definition 48. When 
the iz-th operational mode is active, we say the trajectory of the hybrid system (x(t)) is defined as 
the trajectory of the system (xi(t)) with switching signal i E M . The switching signal denotes a 
change in mode of the system. 
We can think of the hybrid system being defined by its state, output and control vectors, and 
parameter vector S = (x, y, u T, OT> · 
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The continuous behaviour of the hybrid system can be described by the evolution of its output, 
its state and the influence of its control inputs which are governed respectively by the tuple S cont = 
(h, hT) where the elements of the tuple have been defined previously. 
The discrete behaviour of the hybrid system can be represented using a deterministic finite 
automaton. Thus the automaton representing the discrete behaviour of a hybrid system can be 
given by the tuple S disc = (M, Q, T} 
• Mis the finite set of system modes ({1, 2, · · · , m}). 
• Q is the set of events (w1, w 2, · · · , w1) which determine switching between modes. 
• 'T is the transition function that maps an event and mode into a new mode, 'T : Q x M ~ M. 
The operating 1nodes in a hybrid system completely describe the operation of the system. 
These 1nodes can correspond to arbitrary operating conditions, some nominal and some induced 
through the occurrence of a fault or other event. We use the term events to be very general and 
include faults and other events of interest that can be characterized by a change in operating mode 
of the system. 
7.2.2 Structural and Parametric Variations in Hybrid Systems 
In Eq. 6.1 we have both h and {)T characterizing the dynamics of each operational mode deter-
1nined by T. It is well known that a dynamic system can undergo bifurcations. These bifurcations 
are caused by a change in the syste1n parameters {)T not by any change in tlie fonn of the dynamic 
system itself as would be implied by a change in fr. In separating the parametric variations of the 
operating mode fr01n the structural changes (those changes resulting in a fundamental change in 
the form of h) it is possible to deal compactly with changes in the operational mode of the hybrid 
syste1n. 
By explicitly allowing para1neter variations in a given operation mode we are more able to deal 
with the subtleties of fault detection as it is now possible to encompass both structural and para-
metric variations explicitly. It should be noted that current approaches to hybrid systems diagnosis 
require exact knowledge of parameters ahead of time, thus if a given fault were to induce a bifur-
cation both the nominal and bifurcation operating modes would need to be simulated, something 
not required in the approach that we will detail. 
7.3 Methodology for Hybrid System Diagnosis 
The goal of diagnosis becomes determining T such that T = T . That is we wish to determine the 
sequence of operating modes and the events that caused these operational mode changes for all 
operating time of the system. 
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In order to diagnose hybrid dynamical systems we will use a two stage approach that combines 
both FDI and DX techniques. As our observations come from the continuous domain it is nec-
essary to abstract the continuous operation of the hybrid system into observations in the discrete 
domain. Our approach is to use estimation techniques to identify the underlying dynamics of the 
hybrid system, thus identifying the current operational mode. In this way we have abstracted the 
continuous trajectory measurements into discrete observations of the hybrid system mode. 
It is then possible to use changepoint detection techniques to determine possible operational 
mode transitions that may have occurred in the hybrid system. These changepoints are indica-
tive of events occurring. At this point we have a diagnosis of the hybrid system using only the 
continuous dynamics. Using the deterministic finite automaton finally allows us to determine if 
the transitions that emerged from the changepoint detection techniques are valid and if they are 
what fault has occurred. We now have a diagnosis that incorporates knowledge from both the 
continuous and discrete dynamics of the hybrid system. 
For the analysis that follows we assume that between two observations only one event can 
occur. This further implies that for any finite T > to, there exists a positive integer Kr, which may 
depend on T, such that during the time interval [to, T] the operational mode T changes no more 
than Kr times. This ensures that it is practically possible to diagnose a system as the sequence of 
observations will have information about all the faults that occur in the system. 
7.3.1 Estimation 
It was mentioned in Section 7 .2 that hybrid dynamical system have a numq_er m of distinct opera-
tional modes. These operational modes correspond to different dynamical models, whereby each 
model has different governing dynamics. Each dynamical model can correspond to a nominal or 
faulty operating mode and no distinction is made about whether the transition between modes is 
intentional or due to a fault event occurring. 
The estimation approach uses estimation and regression techniques to try and estimate directly 
the governing dynamics, and hence the current operational mode. This differs markedly from 
the residual generation techniques in works such as [12, 73, 25]. The fields of estimation and 
regression have considerable literature. Background material for both fields can be found in [69] 
and [5]. In our approach to estimation we will assume that the form of the dynamics, that is 
the function fr, is known and that we use estimation and regression techniques from [15, 16] to 
determine the parameter vector Br which when coupled with the form of the dynamics in h will 
provide complete knowledge of the underlying dynamics. The estimation of continuous dynamics 
is based on the use of a Gaussian Sum filter which can be considered as a weighted bank of Kalman 
filters operating in parallel, where the weight of each filter changes after each measurement is 
processed. More details are given in [ 15, 16]. 
This approach is more general than that of residual generation as the form of the dynamics can 
generally be determined, leaving the often unknown and variable parameters (Br) to be estimated 
as the hybrid system is observed. That is Vi E M we are assuming that h is known and Br is 
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unknown and must be estimated. 
The goal of estimation thus becomes the problem of estimating the parameters Br of each 
model and to then determine the likelihood that a given operating mode h with parameters Br is 
the best representative of the current operating mode. This is discussed in greater detail below. 
Given m possible operating modes or dynamical models we wish to use discrete observations 
Yr = {yo,Y1, · · · ,y,} to determine: 
P(ilYt), Vi E M (7.1) 
for any t where we naturally require: 
m I P(ilYr) = 1 (7.2) 
i=l 
This corresponds to determining the relative probabilities of each of the models, with their current 
parameter estimate, thereby giving an indication of the model most likely to be responsible for 
generating the current trajectory. This is related to current work in the field of sparse estimation 
([16]) where the relative probability for competing models is an output of the estimator. 
This approach may appear similar to the process of residual estimation but there is a subtle and 
important difference here. In this approach only the structure of a dynamical model is presumed. 
By using the estimation approach we are not requiring parameters to have a fixed or constant 
value and even parameter drift can be dealt with in a manner that will not lead to spurious fault 
generation. Having a record of these probabilities we will now discuss the process by which we 
can detect possible changepoints in the operating mode of the hybrid_ system, generating fault 
observations that will then be passed to the discrete diagnosis algorithms for a final diagnosis. 
7 .3.2 Changepoint Detection 
Changepoint detection is the process whereby changes in the trajectory of a series of measurements 
can be related to a change in the generation of the trajectory. In our framework, changepoint 
detection corresponds to determining the time at which the operational mode generating the state 
trajectory changes. From this change it is then possible to determine the probable events that 
caused this operational mode change through knowledge of the automaton governing the operation 
of the discrete component of the hybrid syste1n. 
Changepoint detection can also be regarded as the 1nodel selection problem [ 41] and in this 
light, couples well with the estimation approach detailed in the previous section. Both [24] and 
[ 41 J provide some background to changepoint detection using estimation approaches. Our ap-
proach differs slightly fron1 the methods cited in that we are assuming that it is possible to measure 
the probability of a given model using observations from the continuous trajectory of the system. 
That is we assu1ne that our estimation techniques ( discussed in the previous section) will give 
P(ilYt), Vi EM (7.3) 
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Given these relative probabilities it is possible to compute the transition probabilities between 
operating modes as 
P(i ~ }It) = P(ilY1-1 )P(jlYr) (7.4) 
Vi, j E M. If i = j we are computing the probability that the current operational mode remains 
the saine. Using this approach we obtain m2 transition probabilities. Selecting l transitions where 
l < m2 then represents choosing the l most likely transitions (events) to have occurred. The chosen 
transitions represent the diagnosis of the hybrid system from observation of the continuous state 
trajectory of the hybrid system. These transitions are the candidate events that may have occurred 
and must be refined using a discrete diagnosis approach to achieve a full hybrid system diagnosis. 
7.3.3 Discrete Diagnosis 
So far, we have described how candidate events are determined from observations and analysis on 
the continuous operation of the hybrid syste1n. As the next step, we wish to refine those esti1nates 
using discrete diagnosis methods. We are using model-based discrete diagnosis, where we are 
assuming a model of the discrete operation of the hybrid system (S disc, introduced in Section 7 .2) 
is available (i.e. given an operational mode, the model describes the possible transitions that will 
result in a new operational mode). Model-based diagnosis has been covered extensively in part I 
of this thesis. Essentially, considering the discrete evolution of the system, the set of all possible 
behaviours of the system is a language denoted Mod over the set of events Q that could possibly 
occur on the system. 
The mode estimates obtained from analysis on the continuous part of the model can be viewed 
as the discrete observations Obs that are used with the discrete model S disc in order to obtain a 
discrete diagnosis. The diagnosis of the system can thus be computed as 
L = Mod@Obs. (7.5) 
where 0 is the synchronisation of the model on the discrete observations (as covered in part 
I of this thesis) . The diagnosis L essentially determines the likely transitions consistent with the 
observations. In this way, we are able to refine the original mode estimates in Obs. 
7.4 Example 
We will use the proposed hybrid diagnosis methodology to diagnose the operation of a four mode 
hybrid system. We use chaotic oscillators with varying parameters to represent both bifurcations 
and structural changes in the hybrid system. 
We use two types of chaotic oscillator, the Rossler and Lorenz attractors. The Rossler attractor 
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Figure 7 .1: Rossler attractor parameter estimates. 
( with three internal states) is parametrised by three parameters {p 1, p2, p3} and is given by: 
(x)1 = -(x)2 - (x)3 
(x)2 = (x)1 + Pl (x)2 
(x)3 = p2 + (x)3((x)1 - p3) 
102 
(7.6) 
(7.7) 
(7.8) 
The Lorenz attractor (with three internal states) is parametrised by five parameters {q1, · · · , qs} 
and is given by: 
(x) l = q1 ((x)2 - (x)1) 
(x)2 = q2(x)1 - q3(x)2 - (x)1(x)3 + q4 
(x)3 = (x)1(x)2 - qs(x)3 
(7.9) 
(7 .10) 
(7 .11) 
Both of these attractors meets the definition ofEq. (6.1) as they have well defined dynamical 
structure and paraineters that define the operation of the hybrid system. We assume that y(t) = 
[(x)1 (t) (x)2(t) (x)3(t)]T is the observable trajectory of the system. The hybrid system has the 
automaton shown in Fig. 7 .2 and the true dynamics and parameters for each mode are shown in 
Table 7 .1. We simulate the dynamics of the hybrid system in MATLAB for 400s using the ODE45 
integrator. Mode changes are induced into the program with the times and corresponding events 
given in Table 7.2. Using this approach the trajectory of the hybrid system can be seen in Figure 
7.1. 
To estimate the parameters in both the Rossler and Lorenz attractors of Eq. (7 .8) and (7 .11) 
we use the methodology in [ 101 J. This methodology proves that using auto synchronisation allows 
the estimated parameters to converge to the true parameters and is thus an ideal estimator for the 
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es 
Figure 7.2: The automaton for the discrete operation of the hybrid system in this example. 
Mode Structure Parameters 
1 Rossler [0.2 0.2 5.7] 
2 Rossler [0.15 0.4 8.5] 
3 Lorenz [10 28 1 0 2.667] 
4 Lorenz [10 50 1 0 20] 
Table 7 .1: The true dynamical structure and parameters for each of the four operational modes of 
the hybrid system. 
current diagnosis methodology. As modes one and two are both Rossler attractors we need only 
a single estimator to be able to estimate the parameters for both operational modes. Similarly we 
need only a single estimator for modes three and four as they are both Lorenz attractors. Using this 
approach the parameter estimates for both the Rossler (Fig. 7.3) and Lorenz (Fig. 7.4) attractors 
can be seen. 
The parameter estimates for the Rossler attractor are convergent in the period t E [O , a] where 
a ;::;:; 250. This is the period when the true underlying dynamics are a Rossler attractor and thus the 
estimation algorithm is able to accurately identify the parameters in this regime. After t = 250s 
when the true underlying dynamics are represented by a Lorenz attractor the parameter estimates 
oscillate wildly and are forcibly limited to a magnitude of 50 to prevent excessive divergence of 
the parameter estimates. Similarly the parameter estimates for the Lorenz attractor are convergent 
in the period t E [a , 400] where a ;::;:; 250 where the reasons are identical to those presented for the 
7.4 Example 104 
Transition Time (s) 
e1 100 
e2 250 
e4 350 
Table 7 .2: The time and events of the mode changes induced into the simulation that we are 
attempting to detect using the hybrid systems diagnosis methodology presented in this chapter. 
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Mode Structure Parameters 
1 Rossler [O O 5] 
2 Rossler [O O 8] 
3 Lorenz [9 25 0 0 2] 
4 Lorenz [9 48 0 0 18] 
Table 7 .3: The apriori parameter estimates for each operational mode of the hybrid system. Em-
phasis must be placed on the fact that there are a multitude of ways of generating potential cost 
functions that do not require apriori information and thus this approach is descriptive rather than 
prescriptive. 
Rossler attractor. What is clear fr01n these results is that it is possible to accurately estimate the pa-
rameter vector when the structure of the dynamics is assumed, thus providing a good justification 
for the methodology proposed in this chapter. 
In order to compute the relative probabilities of each operational mode we define the following 
cost functions: 
(7.12) 
(7 .13) 
These cost functions represent the "average" error of the parameter estimates where P iest and 
q iest are apriori estimates of the parameters of each system (given in Table 7 .3 for this example). 
This can be seen as a similar approach to residual generation except that residuals are being com-
puted on the parameter estimate rather than the output trajectories. This particular implementation 
however is by no means the only approach and estimators that do not require any information 
a priori ( as in [ 16]) can be used equally well. 
We use the notation J i to indicate the i-th cost function where the cost function and the apriori 
parameter estimates should be clear from Table 7.3 and Eq. (7.8) and (7.11). From this perspective 
the probabilities of each mode can be defined as 
1 J 
P(ilY(t)) = ~(1 - ~) 
_) LJ i J i 
(7 .14) 
where Y(t) = {y(O),y(l) , · · · ,y(t)} is the discrete observation vector where observations are 
one second apart. The probabilities for each operational mode are shown in Fig. 7 .5. We see that 
the highest probability accurately reflects the true operational mode, however we are interested in 
determining if these mode probabilities lead to correct determination of the events that occurred. 
At each observation step we determine the transition probabilities using Eq. (7.4). Given the 
small number of operational modes in the system we pass all m2 = 16 candidate transitions to 
the discrete diagnosis algorithm to complete the diagnosis. Using the discrete diagnosis algorithm 
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Event Occurrence Time ( s) 
e1 151 
e2 251 
e4 351 
Table 7.4: The diagnosed events and the ti1nes they occurred using the hybrid systems approach 
to diagnosis proposed in this chapter. 
we are able to determine that only eight of the sixteen mode transitions are actually possible at 
some point during the time of operation of the system and the transition probabilities for these 
eight transitions are shown for each observation in Fig. 7 .6. The diagnosis of the transitions then 
follows that the mode transition that is possible (as determined by the discrete diagnoser) with the 
highest probability (as determined by the estimation and change-point detection methods) is the 
most likely event that has occurred and is returned as the diagnosis. Using this approach we get 
the events and the time they occurred in Table 7.4. 
We see that the proposed diagnosis methodology is able to accurately determine the occurrence 
of events in a hybrid system in an online manner. These results highlight that the overlap of 
approaches fr01n the FDI and DX communities offers potential for powerful diagnosis 1nethods 
that can be applied to real world systems. 
7.5 Hybrid Dynamical Networks 
-
Networks were introduced in chapter 4.4 as a set of interconnected components in the physical 
sense. They have emerged as a way of describing and analysing large numbers of systems that 
interact. Understanding the interaction of these systems is of considerable interest in order to 
better understand the collective operation of the whole. In this part of the thesis, we look at 
networks not just from the discrete but also from the continuous diagnosis perspective, within a 
hybrid framework. 
We now present a modified definition of a network from the one in chapter 4. It is essentially 
a si1nilar definition as presented previously but with a focus on the links of the network that will 
enable us to define dynamical interactions between components. 
Definition 50 (Network). A network is a directed graph formed by the interconnection of a set 
of nodes (.N) through the set of links (L) by the maps init(L) : L ~ N and ter(L) : L ~ N, that 
assign to each edge an initial and terminal vertex respectively and will be written as G = (N, L). 
We are particularly interested in hybrid dynamical networks. Building on the definition for a 
hybrid system given in chapter 6, we present additional concepts needed to define hybrid dynami-
cal networks. 
Definition 51 (Hybrid Dynamical Node). A hybrid dynamical node Nk, which is part of a network 
of nodes, is a hybrid syste1n whose operation, in isolation, is governed by a set of hybrid dynamical 
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equations that describe implicitly how the state of the system changes with time. These equations 
are essentially the same as equation 6.1 but augmented with a subscript k to denote that the system 
is the k'h node of a network. 
Xk = / 1cr/xk, ukrk, 81cr) 
Yk = h1crk ( Xk) 
(7 .15) 
where Xk is the ti1ne derivative of the node state vector Xk E Rn that contains the quantities needed 
to describe the operating condition of the node Nk . ukrk E Rm is the local control vector that gives 
the values of the local control inputs used to control the operation of the dynamical node k. Yk E R P 
is the local output that gives the values of the measurable output of the dynamical node. 8 kr 
k 
represents the set of system parameters for node k. f 1crk (x) : Rn ~ Rn represents the internal and 
control functions, which together with system parameters 81crk describes the dynamical evolution 
of node Nk. h1crk (x) : Rn ~ RP is the output function. 
Definition 52 (Interconnection). An interconnection (LkJ ) is a directed physical or information 
theoretic link between two dynamical nodes (Nk) and (N1 ), where init(LkJ ) : LkJ ~ Nk and 
ter(LkJ ) : LkJ ~ N1. We define the value of an interconnection between two dynamical nodes 
(Nk ) and (N1) as (lk1(xk, Yj) : Rnk x RPJ ~ Rnk) 
We now define a hybrid dynamical network which is essentially a network of interconnected 
hybrid systems. 
Definition 53 (Hybrid Dynamical Network). A hybrid dynamical network G = (N, L) is a network 
where the set of nodes (N) and the set of interconnections (L) are as given previously ( cf. Def 51 
and Def 52 respectively). Mathematically a hybrid dynamical network consists of nodes (Nk ) 
with a set of internal states (xk E Rnk), a set of local control inputs (ukrk E Rmkrk ), a set of 
measurable outputs given by (Yk E RPk) and a set of system parameters (81crk E Rqkrk ). We also 
have an associated set of internal and control dynamics (f1crk (xk) : Rnk ~ Rnk) and output function 
given by (h 1crk (xk) : Rnk ~ lR,_Pk). Furthermore each dynamic node is connected to other dynamic 
nodes through non-linear interconnections (lkJr/ xk , Yj) : Rnk x RPJ ~ Rnk). /k,1k, gk;ik and hk;ik are 
continuous functions. This gives the dynamical model of the k-th dynamical system in a dynamical 
network as: 
Xk = f 1crk (xk, ukrk, 81cr) + I h1Tk (xk, Yj) 
j (7.16) 
fork E 1, 2, · · · , K. The switching signal 'Pk (as defined in definition 48) takes values in Mk = 
{ 1, 2, · · · , mk}, where Mk is the set of operating 1nodes of the system. 
Hybrid dynainical networks allow the continuous time operation of a single node or link to be 
broken into discrete operating modes. An operating mode of a hybrid system is a distinct type of 
7 .5 Hybrid Dynamical Networks 109 
behaviour which is governed by a set of dynamics that is different from other modes of the system. 
This provides an elegant way of abstracting the continuous time dynamics of the network into a 
form that allows faults and other changes in the network dynamics to be accurately modelled. 
The switching sequence 'Pk describes the sequence of mode changes of the k-th hybrid system 
with the evolution of time: 
where Xko, tko are the initial system state and time respectively of the k-th system and Z k is the set 
of nonnegative integers. We note that t1 = t2 = · · · = tK = t, that is all systems have the same time. 
When tk E [tk
2
, tkz+ i ), Ak = }k
2
, we say the }k
2 
-th mode of system k is active and the trajectory of the 
switched system (xk(t)) is defined as the trajectory of the system (xk (t)) in mode )k E Mk. Jk 
When there is only a single syste1n in the network we recover the usual definition for a single 
hybrid dynamical system. We assume that the state of the system is continuous and thus does 
not exhibit abrupt changes at the instant of switching. The entire internal, control and network 
dynamics of the network at time t can be characterised by a K-tuple ([r1(t),r2(t), · · · ,TK(t)] E 
M1 X M2 X · · · X MK). 
7.5.1 Hybrid Dynamical Modes 
We present here some definitions and concepts relevant to the representation of hybrid dynamical 
nodes as graphs in order to more clearly define what we mean by the modes of a hybrid dynamical 
network. 
Definition 54 (Set of States). The set of states (X) of a dynamical node is a discrete set composed 
of the :functions (xi : JR+ ~ JR) that for each t > 0 returns the value of the node state defined by the 
:function xi. 
Definition 55 (Set of Outputs). The set of outputs (Y) of a dynamical node is a discrete set com-
posed of the functions (yi : JR+ ~ JR) that for each t > 0 reh1rns the value of the node output 
defined by the functionyi. 
Definition 56 (Set of Controls). The set of controls ( U) of a dynamical node is a discrete set 
composed of the functions (ui : JR+ ~ JR) that for each t > 0 returns the value of the node controls 
defined by the function ui . 
We now define our dynamical node as a graph progressing in a similar but slightly more general 
way than was presented in [ 1 7]. 
Definition 57 (Dynamical Node Graph). A dynamical node graph is a directed graph representing 
the internal interconnection of the set of states, controls and network inputs and outputs of a 
dynamical node (N =XU U u Y) through the set of links (L = Lxx u L ux u L yx u LXY) by the 
maps init(L) : L ~ N and ter(L) : L ~ N, that assign to each edge an initial and terminal vertex 
respectively. 
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The set of links defined above is formally defined as: 
Definition 58 (Set of Links). The internal interconnection links between states for the k-th dy-
namical node is given by Lxxk = {(xk;, xk)I ~:; -:f:. 0}, ki, k1 E 1, · · · , nk. The internal in-
' terconnection links between control inputs and states for the k-th dynamical node is given by 
axk , . . . 
L uxk = {(uk; , xk)I au: -:f:. O}, ki E 1, .. · , mk, k1 E 1, .. · , nk. The internal 1nterconnect10n 
I 
links between states and outputs for the k-th dynamical node is given by: Lxyk = {(xk·,Yk -)1 88YkJ -:f:. I j Xk; 
0}, ki E 1, · · · , nk, k1 E 1, · · · , Pk and the interconnection links between all the network out-
puts and internal states for the k-th dynamical node is given by L yxk = {(ykK , Xk .)I 8
8
xkJ -:f:. O}, kK E 
J YkK 
1, · · · , L k mk, k1 E 1, · · · , nk where (v1, v2) denotes a directed edge from node v1 E N to node 
v2 E N . 
We also define the capacity of a structural dynamic graph as a 1neasure of the magnitude of 
each of the non-zero links defined in the link sets above. 
Definition 59 (Capacity of a Dynamical Node Graph). The capacity of a structural dynamic graph 
is a set Cr that assigns to each link Li E L a measure of the capacity of that link. For the link 
sets defined in Def. 58 we have the following capacity sets for the k-th dynamical node: Crxxk = 
~- ~- ~ -{~ l(xk , Xk ,) E Lxxk }, Cr ur = {r l(uk ·, Xk) E L uxk }, Cr u = {r l(xk·,Yk-) E Lxyk } and Cr y)( = Xk; 1 ) ' k Uk) ) 1 ' k Xkj ) 1 ' k 
{ axk. (y ) } ay/ I k1 , Xk; E L yxk j 
Fr01n these definitions, we can define the concept of a change in mode next. 
7.5.2 Mode Changes 
A change in 1node is a change of the fundainental governing dynamics and we can see this as 
follows . For the switching sequence of the k-th node in a hybrid dynamical network, P k = 
{Uko, tko ), (ik1, tk1 ), ... , (}kz, tkJ likz E Mk, Z E Z} we take L}·k. = Lxx- U L ux- U L yx. U Lxy. to 
- lkz lkz lkz lkz 
be the total link set in the time interval [tk7 , tk7+1) and Cr. = Cr n U Cr ur - U Cr n. U Cr u. to 
- - J kz ' ' J kz ' J kz ' J kz ' J kz 
be the equivalent total capacity set in the same interval. A mode change implies that for any z E Z , 
Likz * Li kz+i and/or Crik
2 
-:f:. Crikz+ i. That is the change in mode forces the link and/or capacity 
sets to change, meaning a fundainental change in the fundamental governing dynamics. It should 
be noted that detennining the link and capacity sets is possible using a variety of parameter and 
system identification 1nethods [69, 23 , 58]. 
7.6 Using Discrete Diagnosis Methods on Hybrid Dynamical Net-
works 
We explain in this section how discrete diagnosis methods can be used on hybrid dynamical net-
works. We first discuss some of the assumptions that we are making during this analys is. 
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7.6.1 Analysis Assumptions and Discussion 
The assumptions used in this analysis are ideally kept to a minimum to maximise the real-world 
applications of this approach. Importantly these assumptions do not restrict the method by which 
a mode changes. It is reasonable to assu1ne that an event may be due to a fault, a change in 
environmental conditions, the effects of a control choice in a given mode or a variety of other 
reasons. By looking at the outcome of the event rather than the source of the event we are better 
placed to use this methodology for dealing with many of the challenges faced in modem dynamical 
networks. To illustrate, in the example given in chapter 6, section 6.4, lightning (the source) might 
cause a fault that manifests as overvoltage (the outcome) which can be detected in the governing 
dynamics of the system. 
Our assumptions also allow faults to occur in succession provided they do not occur instanta-
neously. This is also advantageous as it allows us to deal with cascading type faults which are of 
significant concern in modem hybrid dynamical networks. The following assumptions are made 
during the analysis. 
7.6.1.1 Mutual Exclusivity of Modes 
We assume that the 1nodes (Mk) of a system are mutually exclusive. That is a system (S k) in the 
dynainic network can only be in one mode at any time. That is if O-k = mi E Mk for tk E [tki, tki+ i) 
and O-k = m1 E Mk for tk E [tki, tki+ i) then mi = m1. This is a natural assumption that ensures any 
events cause the system to move into one of a discrete set of modes and that one and only one 
1node is responsible for describing the dynamic evolution of a system -in the network at a given 
time. 
7.6.1.2 Timing of Events 
We assume that between two observations only one event can occur. The continuous dynamics 
need to be tracked at regular intervals of time to be able to detect changes. During each of these 
finite intervals, it is necessary to make the assumption that only one event can occur as this is what 
the continuous tracking algorithm can deal with. This further implies that for any finite T > t0 , 
there exists a positive integer Kr, which may depend on T, such that during the time interval [to, T] 
each dynamical node (Eq. 7.15) switches no more than Kr times. This ensures that it is practically 
possible to diagnose a system as the sequence of observations will have information about all the 
faults that occur in the system. 
7.6.1.3 Controller Laws 
We are assuming that for a given operational mode it is possible to compute an appropriate con-
troller off-line [61]. The methods for achieving this are too many and varied to enumerate and 
cover the span of classical and modem control for a period of almost a century. For this reason we 
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focus purely on the method of choosing an appropriate control strategy when the fault occurs. A 
simple justification of this can be seen in that if the operating mode of each dynamical node can 
be chosen independently there are: 
nmk (7 .17) 
k 
K-tuples that characterise the operating condition of the hybrid dynamical network. In net-
works with large numbers of systems and internal modes this rapidly becomes computationally 
intractable. 
In the majority of dynamical networks a single event or fault will affect a number of systems in 
the network and thus using diagnosis methodologies allows this number to be drastically reduced 
so that the off-line computation of controllers is actually feasible. Furthermore if we consider 
networks where only a subset of the systems are directly observed then without the relationships 
stored in the diagnosis algorithm it would be impossible to diagnose and control for the effects of 
those unobserved systems. 
7.6.2 Algorithmic Considerations 
We outline two methods in which distributed diagnosis can be used in maintaining a fault tolerant 
network. Algorithm 5 presents a global optimal approach. Algorithm 6 utilises the power of 
the junction tree technique to address the time criticality issue that often arises in large hybrid 
dynamical networks to try and avoid cascading failures. 
We consider a hybrid dynamical network S = {S 1, ... , SK} each of which has an automaton 
model. We thus have a set of models Mod1, ... , ModK available. We have a set C = { C 1, ... , Cr} of 
controllers that can be used on the system. At a given time t, we have observations Obs1, ... , ObsK 
on the syste1n where each Obsk is a set of estimates of the mode of a given component S k at 
t obtained from parameter estimation and system identification. In Algorithm 5, we pick the 
Algorithm 5 Global Opti1nal Algorithm for diagnosis and control of a hybrid dynamical network 
1: At time tabs 
2: input {Modi, ... , ModK}, { Obs1, ... , ObsK}, C 
3: for all tabs E to,··· , t final do 
4: do 11.tabs := Modtabs ® Obst06s 
5: Run consistency algorithm (returns globally consistent network) 
6: for all tabs E to, · · · , t final do 
7: pick a control strategy C from C 
best control strategy over a globally consistent network. Provided that the diagnosis and global 
consistency can be performed fast enough, this provides the global optimal solution. However, in 
a large network, time is often a critical factor in the occurrence of cascading type faults. If we 
can choose a locally optimal controller after performing local consistency, this could help prevent 
other dynamical nodes in the syste1n from failing as a potential fault is captured and dealt with as 
soon as possible. This approach is outlined in Algorithm 6. 
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Algorithm 6 Optimal Time Critical Algorithm for diagnosis and control of a hybrid dynainical 
network 
1: At time t 
2: input {Modi, ... , ModK}, { Obs1, .. . , ObsK}, C 
3: for i=l:K do 
4: 
5: 
for all tabs E to, · · · , t fina l do 
do !:ii := Modi® Obsi 
6: while not globally consistent do 
7: 
8: 
Perform local consistency with neighbours 
pick a local control strategy C from C 
7.6.3 Diagnosis under partial observations 
The proble1n with large networks is that it is not always possible or practical to obtain observations 
on all dynamical nodes. However, because components share common events, it is still possible 
to diagnose unobserved nodes by using the diagnosis of the observed ones. For an unobserved 
component, we take Obs to be the set of all possible modes. We then refine the diagnosis when 
performing local consistency with other c01nponents. 
7.7 Demonstrative Example 
We will use the fault diagnosis methodology developed to diagnose and recover from faults on a 
four node complex network (Fig. 7.7). Complex networks (described for example in [68]) have 
emerged out of the biological and social sciences and are an attempt -to explain the behaviour 
of large interconnected groups. From a dynamical and systems theoretic perspective complex 
networks consist of independent dynamical nodes connected together. We use the following rep-
resentation: 
Xi = /(xi) + c I ai1T(xj - xi) + <:i(s(t) - Xi) 
j 
(7 .18) 
where it is clear that this complex network is in the dynamical network form presented in Eq. 7 .16. 
We have x E Rn is the state vector, /(x) : Rn ~ Rn is the unique internal dynamics, a iJ determines 
the interconnections in the network and is symmetric. As such au = a1i = 1 if node i and node j 
are connected together and zero otherwise. r is the feedback connectivity matrix that determines 
how the difference vector (xj - Xi) affects the internal state and c is the scalar gain that determines 
the 1nagnitude of this effect. We also have the control input <=i(s(t) - Xi) where s(t) is the desired 
equilibrium state of the dynainical node and the network as a whole and Ei E {O , <:}. That is only 
some nodes have a local feedback control applied with control gain E. This is referred to in the 
literature as pinning control [68]. In complex networks the control problem becomes ensuring that 
the network will synchronise, where synchrony is defined as: 
X 1 = X2 = · · · = Xn ~ s(t) 
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such that i(s(t)) = f( s(t)) is the solution of the isolated nodes . 
..... ---£3----1 
Figure 7.7: The four node, six link co1nplex network analysed in this example. 
It is well known in the complex networks community that the ability of the network to syn-
chronise is dependent on the value of c chosen as well as the location and magnitude of the pinning 
control that is applied to the network. Whilst an arbitrarily large c and pinning control gain ( e) 
can always be chosen this is often physically impossible as well as being inefficient as much more 
control authority is being commanded than is necessary to achieve the desired synchrony. 
Dyamical Model 
In our example we choose f(x z) = -x; + Sxi, r = I , the four dimensional identity matrix and the 
network is globally connected. With c = 1.5 we can see the resultant state trajectory in Fig. 7.9, 
where synchrony is rapidly achieved. 
We consider faults that affect the structure of the network (similar to [94]). That is we consider 
a network where the value of a iJ = a1i changes when a fault occurs, thus representing the hybrid 
component of the dynamical network presented in Eq. 7 .18. This further implies that only the link 
sets change when a fault occurs (L ikz * L ikz+ i ). That is the fault causes a fundamental change in the 
network dynamical structure. The capacity sets do not change( C Li n C Li c C Li ) and thus 
kz kz+ 1 kz+ 1 
networks of this type are said to be capacity invariant. Even in this simple network the possible 
structural dynamical fault 1nodes are substantial. We consider ten possible structural faults , four 
due to node removal and six due to link removal. In the case of node removal we assume that all 
the links between the removed node and the network are also removed simultaneously. These fault 
1nodes correspond to the typical faults found in complex network operation. 
Automaton Model 
An automaton is shown in figure 7.8 representing mode changes for one node of the network (node 
N1). Only structural changes are considered. 
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Figure 7.8: Automaton on node N1 of example network denoting structural mode changes as 
events 
Modes on the automaton correspond to the following: 
• m 1 : all neighbours observed 
• m 2 : N2 and N 4 observed 
• m3: N2 and N3 observed 
• ms: no neighbours observed 
• m6: N2 observed 
• m7: N3 observed 
• ms: N4 observed 
Due to the structure of the network, diagnosis using local observations on node N1 cannot 
determine losses of the links L3, L 4 and L6. This means that any or all links from the set {L3, L 4 , L 6} 
could be lost without it being possible to detect using observations on node N1 only. We call 
the set {L3, L 4, L 6} the blind spot for diagnosis on node N1 . The corresponding events (to the 
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above modes) are either that nothing happened ( denoted by 0), or the loss of one of the links or 
nodes listed below. We note that only one link or node can be lost during a transition due to the 
assumptions 1nade on the timing of events on the system. 
Control events are shown in red and are events that could be used to recover from the different 
faults. What these events are or how they are applied is beyond the scope of this thesis. 
Similar autmnata are built for the other nodes of the network. 
Fault Scenarios 
We consider two possible fault scenarios in this example: 
• The network link Ls becomes disconnected. 
• The network system N4 becomes disconnected. 
We assume that we only have partial observations on the network and thus we are only able to 
monitor the modes of syste1ns N1 and N2 . The two faults outlined are important because it is only 
when we use the diagnosis algorithm, and the observations from both nodes N1 and N2, that we 
are able to exactly determine the fault that occurred and implement an appropriate control strategy. 
7. 7 Demonstrative Example 117 
While we can always assume that we can increase the control effect on the nodes in the case 
of a fault, this is an inappropriate action as it is known that when network link Ls becomes dis-
connected no additional control action is required to ensure network synchrony. Conversely, when 
network system N4 becomes disconnected we must apply local control to system Ni to ensure the 
network achieves the desired synchrony. In the latter case we apply the local controller described 
previously using a controller gain of E1 = 2.5 about the equilibrium point x 1 = x2 = X3 = X4 = 0. 
The dynamics are simulated in MATLAB and the system is started each time at the states 
([x1, x2, x3, x4] = [-6.5, -3, -4.95, 6]) and the fault occurs at t = O. ls. We make observations of 
the system every fitobservations = 0.4s. We assume that the inten1al dynamics of the system are 
well characterised and thus we are able to measure the network dynamics in isolation. We assume 
that any inaccuracies in our measurement of the network dynamics can be modelled as zero mean, 
i.i.d. gaussian noise (r;). On this basis our measurement model is: 
Yiobs = CI aij[(xi - Xj) + TJ 
j 
(7 .19) 
To determine the dynamical structure of the system we are interested in determining all the 
values of aiJ . This is a special case of regression known as sparse regression, more details of 
which can be found in [15]. We use the algorithm from [15] to determine the values of all the 
aiJ, thus allowing us to determine the link set and thus the modes of the dynamical nodes N1 and 
N2 . We re-initialise the algoritlun after every observation to ensure we can determine when the 
dynainical structure of a node changes, thus allowing rapid determination of fault occurrence in 
the hybrid dynamical network. 
State Trajectories 
-s~~~~~~~~~~~~~~ 
0 0.5 1.5 2 2.5 3 
Time (s) 
Figure 7.9: The state trajectories of each system in the network when the network is globally 
connected. 
We always assume the initial mode to be fault free and when we induce the first of our faults 
and the network link Ls becomes disconnected the diagnosis algorithm is capable of determining 
that this is the fault that has occurred by synchronising the observations of system N1 and system 
N2 . We observe in the resultant state trajectories (Fig. 7 .10) that the systems take longer to 
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achieve synchrony but are still able to do so. Although the performance of the network is reduced 
(in terms of achieving synchrony) there is no need to inject additional control as the objective is 
still achieved in a reasonable time as compared to the normal network operation (Fig. 7 .9). 
State Trajectories 
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Figure 7 .10: The state trajectories of each system in the network when the network link Ls be-
comes disconnected due to a fault. The diagnosis algorithm is used here to determine the fault that 
has occurred and that no additional control input is required to achieve network synchrony. 
When the second of the faults is introduced and the network system N4 becomes disconnected 
we can see the resultant trajectory that would occur in the absence of diagnosis and thus external 
control being applied (Fig. 7 .11 ). Alternatively when we use the diagnosis approach, the algo-
rithm again accurately determines the fault that has occurred through the observations of the two 
nodes N1 and N2 . In this case the network begins to move rapidly away from equilibrium but is 
arrested by a local controller that has been switched in when the diagnosis algorithm determines 
that the node N4 has been completely disconnected from the network, removing a major stabilising 
c01nponent of the network. 
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Figure 7.11: The state trajectories of each system in the network when the system N4 becomes 
disconnected fro1n the network due to a fault. The diagnosis algorithm is not running and we do 
not initiate any external control. 
We can take a number of key insights from this example. Firstly the importance of being 
able to accurately and rapidly determine dynamical structure. If this were not possible then it is 
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unlikely we would be able to accurately determine the fault in such a short period of ti1ne and 
switch in appropriate control strategies to ensure synchrony is achieved. Secondly, although this 
may appear like a simple example there are many possible faults that can occur in the network 
and it is only by having a diagnosis algorithm that we are able to accurately identify and recover 
fr01n a chosen fault. Although in both cases the fault that occurs is related to system N4 through 
observing and controlling system N1 and system N2 we are able to achieve the desired results. 
This is a 1najor accomplishment as it removes the necessity for local observations and control at 
every node in the network and still allows the network performance objectives to be achieved. The 
optimal location of observation and control is still an area of active research. 
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Figure 7 .12: The state trajectories when the node N4 becomes disconnected from the network due 
to a fault. The diagnosis algorithm detects the fault and switches in a local control input on node 
N1 to ensure network synchrony. 
7.8 Conclusion 
In this chapter we have shown a hybrid approach to doing diagnosis. Techniques from the FDI 
and DX c01nmunities are unified to provide a diagnosis utilising both the continuous and discrete 
aspects of a system. Changes are detected in the underlying continuous dynamics of the sys-
te1n before being confirmed and refined using discrete diagnosis methods. The hybrid method is 
illustrated on a hybrid system with four modes and on a hybrid network with four nodes, both 
exhibiting c01nplex behaviour in their dynamics. The examples presented highlights the capability 
of this 1nethod to accurately diagnose hybrid syste1ns and networks. Furthermore, we have shown 
how a distributed approach to diagnosis can be used on networks for localised control. This can 
potentially help avoid cascading failures in the network. This chapter is intended to lay the ground 
work for the development of advanced algorithms capable of being used in real-world scenarios. 
One area of future work is to extend diagnosis to other types of faults than just structural 
faults on a network. This will add an additional layer of complexity to the methodology but is 
an important extension for applicability to real world scenarios. Another area of future work is 
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testing on a variety of simulated and real world systems to understand better how best to adapt this 
approach in providing a robust hybrid systems diagnoser for real world applications. 
Chapter 8 
Diagnosability of Networks of Hybrid 
Systems 
8.1 Introduction 
Chapter 7 presented a framework to represent hybrid dynamical systems and networks and showed 
how it could be used to perform diagnosis. The interconnection of many dynamical systems is 
known to lead to complex, emergent behaviour not observed in the individual dynamic systems. 
The accurate diagnosis, that is the detection and isolation, of faults and other events in dynam-
ical networks has thus emerged as an important problem in characterising the operation of such 
networks. However, before attempting diagnosis on a system, it is impertant to know whether it 
is possible to identify all know faults that might occur on the system. In other words, we need 
to ensure the diagnosability, as defined in definition 19, of the system. Diagnosability can be 
thought of as the abstract determination of whether the correct, minimal diagnosis can be made 
and is significantly complicated in dynamical networks due to the interaction of the fault and event 
characteristics of the many interconnected systems. 
We present here a general characterisation of the diagnosability conditions for the detection 
and isolation of 1nultiple, arbitrary sequential or simultaneous events in hybrid dynamical net-
works. We give the conditions for which arbitrary events (including faults) in hybrid networks can 
be detected and isolated using a general class of indicator functions. These results emerge from 
the overlap of the control theoretic fault detection and isolation and diagnosis communities. The 
interaction of the many systems in the network is exploited to achieve diagnosability conditions 
dependent only on the number of events in the network rather than the number of interconnected 
systems. The algorithmic complexity of the diagnosability conditions and methods of choosing a 
minimal indicator set that guarantee diagnosability are also addressed. 
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8.2 Hybrid Dynamical Networks 
Dynamical networks emerge from the interconnection of many individual dynamical systems, 
where each dynamical system is a node in the network. Hybrid dynamical networks are covered in 
chapter 7. We are interested in the definition for a hybrid dynamical network as given in definition 
53 . We reproduce the equation describing the dynamical model of the k-th dynamical system in 
a dynamical network here. The governing dynamics for each node (Nk) of the hybrid dynamical 
network as given in equation 7.16 in chapter 7 and reproduced here: 
Xk = f krk (xk, Ukrk, ()krk) + I h1Tk (xk, Yj) 
j 
for k E 1, 2, · · · , K. The switching signal 'Pk ( as defined in definition 48) takes values in Mk = 
{ 1, 2, · · · , mk}, where Mk is the set of operating modes of the system. 
8.3 Running Example 
We will use an example of a hybrid dynamical network throughout this chapter that has been intro-
duced in section 7 .6 of chapter 7 . The network is a simple four node, fully interconnected hybrid 
dynainical network as seen in figure 7. 7 and reproduced for ease of reading this chapter. We are in-
terested in determining the structural diagnosability of the network. The structural diagnosability 
refers to the ability to accurately detect node and/or link failures in this network. 
A link failure occurs when a given link between two nodes fails and a node failure occurs 
when a node, and all its interconnections, are simultaneously removed from the network. These 
structural changes can be well codified in the theory of hybrid dynamical networks outlined ear-
lier where a change in the interconnection structure of the k-th node corresponds to a different 
operational mode (Tk) and thus different interconnection dynamics (lkJrk (xk, Yj)). 
From this perspective there are ten distinct faults that can occur, corresponding to the four 
node failures and six link failures. A link failure between two nodes, caused by either a link or 
node failing, can be seen to impact both nodes to which it is connected. Hence, it is possible to 
determine the occurrence of the link failure from observing either of the connected nodes. It is of 
interest to detennine the conditions under which these node and link failures are diagnosable. The 
example will be continued in the Example Continued sections throughout the chapter. 
8.4 Modes and Events 
The discrete operating modes of each system in a hybrid dynamical network completely describe 
the operation of the network as a whole. These modes can correspond to arbitrary operating 
conditions, some nominal and some induced through the occurrence of a fault or other event in the 
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Figure 8 .1: Figure 7. 7 showing the four node, six link complex network example introduced in the 
previous chapter. 
network. We use the term events to be very general and include faults and other events of interest 
that can be characterised by a change in operating mode. We assume that there are a finite number 
of events (including faults) that can occur within the network and we can thus define the set (E) of 
n network events: 
e i EE, Vi E {1,2, .. · ,n} (8.1) 
representing all the possible events that can occur in the network. We then define the status of an 
event (ei) as: 
Event ei hasn't occurred in [t(, t(+ i). 
Event ei has occurred in [t( , t(+1). 
(8.2) 
This representation, as we will see later, has important benefits for computing the diagnosability 
of the hybrid dynamical network. Additionally [t(, t( + 1) is a sampling interval for arbitrary t( and 
t( + 1 where t( + 1 > t(. We will see later that this sampling interval is necessary for the indicator 
functions of Section 8.5 to be robustly defined. There is an explicit assumption here that an event 
ei can only occur once in the interval [t( , t(+1). The sampling interval can be varied depending on 
the requirements of the particular network and the sampling intervals cover the entire operational 
time of the network thus: 
u[t( , t(+l ) = [to, too ) 
(EZ 
where Z is the set of nonnegative integers. 
(8.3) 
We also define the set of active events .Q[t?,t(+i) c E to be the set of events that are occurring in 
the time interval [t(, f(+1 ): 
(8.4) 
It should be noted that the true value of ei[t?,t?+I) and .Q[t?,t?+ I) is never known explicitly and this is 
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what we seek to estimate with a given diagnosis. 
The events that occur in the network cause a corresponding mode change in some or all of the 
hybrid systems in the network. It is common to represent the relationship between the network 
events and the discrete operating modes of the k-th syste1n by a deterministic finite automaton as 
in [20]. This gives: 
Definition 60 (Deterministic Finite Automaton (DFA)). A deterministic finite automaton for the 
discrete behavior of the k-th hybrid system in the network is given by the tuple: 
-
s kdisc = (Mk, Ek, Ti) (8.5) 
where for the k-th system Mk is the finite set of system modes, Ek c E is the set of events which 
cause a mode transition and Tk is the transition function that maps an event and mode into a new 
mode, Tk : Ek x Mk ~ Mk. 
The DFA formalizes the relationship between the operating modes of each of the hybrid sys-
tems and the events that occur within the network. In large interconnected networks it is com1non 
that a single event will appear in the DFA for a number of systems in the network. This corre-
sponds to a single event being responsible for mode changes in more than one hybrid system in 
the network. We can exploit this behavior to determine the operating mode of each system in the 
network without needing to determine the operating mode of each system explicitly. This can be 
shown by: 
Lemma 2 (Hybrid System Mode Determination). Given the automaton (S kc1isJ and the initial 
operational 1node ( Tk(to)) of the k-th syste1n and assuming that no more than one event in Ek occurs 
in each sampling interval [t( , f(+ l) then knowledge of .Q[t?,ts+t) (where .Q[t?,t?+ t) n Ek contains the 
relevant events for the k-th syste1n) for all sampling intervals [t(, t(+ l) will allow determination of 
Tk(t(+ l) for all t(+ l · 
Proof Given S kc1isc and Tk(t( ) we can determine Tk(t(+ l) after the interval [t( , t( +l) using: 
(8.6) 
D 
Remark 8.4.1. Although we require that only a single event occurs in a given sampling interval for 
each system, this does not restrict the possibility that multiple events can occur simultaneously as 
multiple events affecting different systems in the network may occur simultaneously. Additionally, 
assuming that the sampling interval is sufficiently small compared to the fault occurrence interval 
then this assumption can be seen to be very unrestrictive. 
From this we see that if every event in the network can be determined in each time interval 
then the K-tuple ([r1(t(+1 ), r2(t(+1 ), · · · , TK(t(+1 )]) can be reliably determined for all f(+l · For this 
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reason the diagnosability of the operational mode of each system in the network can be reduced 
to the diagnosability of all the events in the network. Finding reliable methods of determining the 
events that are occurring in the network is the topic of the following section. 
8.5 Indicator Functions and Event Detection 
It is common in dynamical systems to have indicators; quantities that indicate the transition of a 
system between modes or that measure the occurrence of an event directly. We saw in Section 
8.4 that if it is possible to determine the occurrence of all events in the hybrid network then it is 
possible to know the operational mode of all systems in the network. In showing this we have 
effectively decoupled the problem of detecting and isolating network events and the determination 
of the operational mode of every system in the network which is the eventual goal. We can for-
malize the concept of indicator functions as follows. 
We define the set (S) of m indicator functions as: 
SJ ES, V j E {l, 2, .. · , m}. (8.7) 
where: 
(8.8) 
is a tuple where <DJ c Q1 c IR_Kj and <DJ and Q1 are well-defined. The indicator function g1 : JR.qj ~ 
QJ c IR_Kj is defined as: 
(8.9) 
where Y1·[1 1 ) E JR.qj are an arbitrary combination of observations taken from the measurable ;;, ;;+1 
outputs (yk) of any system in the network in the interval [ts, ts+ 1). E sj c E is the set of events 
that can be detected by s J resulting in the indicator returning a result in <DJ ~ Q1. The value of 
indicators J is given by: 
g1(Yh;;,t;;+1)) E <D1 
otherwise 
(8.10) 
Essentially, the j-th indicator function will return a value in a well defined region (<D1-) of IR_K 
when one of a set of events (Es) that is detectable by s J occurs in the interval [ts, ts+ 1 ). 
The generality of this approach can be seen in that a particular indicator function does not need 
to detect a given event with perfect certainty but rather that the indicator function will determine 
that one of a set of events has occurred with perfect certainty. This reduces considerably the 
burden placed on the designer of the indicator functions. The only assumption made here is that it 
is possible to create an indicator function with the required properties. 
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There are a number of methods of creating indicator functions and all can be suitable for 
use within the framework outlined. Existing work has generally focussed on residual indicators 
detecting a difference between the nominal and actual trajectory of the system as in [25]. Recent 
work on the structural diagnosis of hybrid networks has shown that such indicators can work by 
detecting the mode changes directly as in [ 14 J. 
8.5.1 Event Dependency/Fault Signature Matrix 
An alternative simple representation of the events detectable by a given indicator function can be 
achieved using an event dependency matrix as in [18] or equivalently a fault signature 1natrix as in 
[97] . We define this to be: 
Ds,EU, i) = { ~ (8 .11) 
otherwise 
Here Ds,E is an m x n matrix showing how events are detectable through indicator functions. 
The question that arises is what conditions on the matrix Ds,E will allow us to guarantee that every 
event in the network is diagnosable in all time intervals [t( , t( + 1 ), which is addressed in Section 
8.6.1. 
8.5.2 Example Continued - Fault Signature Matrix 
In section 7 .5 of chapter 7, the diagnosis method presented is equivalent to having indicator func-
tions that allow the node and link failures to be detected by directly measuring the change in the 
-
operational mode. The diagnosis could indicate either that the link itself had failed, or that the node 
at the end of the link had failed, without being able to distinguish which. Using an appropriate 
combination of indicators could help distinguish between faults. 
If we assume that all possible event indicators can be implemented, then each of the four 
nodes will have three unique event indicators corresponding to all the link and node failures that 
can be measured fr01n that node. For example, measurements from node N1 can trigger indica-
tors s 1, s2 , s3 (shown in Figure 8.2). A 1 indicates that the indicator (in the row of the matrix) 
will trigger upon occurrence of the event ( and a O indicates that the event does not trigger the 
corresponding indicator). Hence indicator s 1 will trigger either upon occurrence of events N2 or 
L1. Similarly, indicator s2 will trigger upon occurrence of event N3 or L2, and indicator s3 upon 
occurrence of events N4 or Ls. 
The corresponding fault signature matrix for all event indicators for the example system is 
shown in figure 8.2. It is from this set of estimators that we must choose the indicator sets for both 
fault detection and fault isolation. 
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Indicator N1 N2 N3 N4 L1 L2 L3 L4 Ls L6 
s1 0 1 0 0 1 0 0 0 0 0 
s2 0 0 1 0 0 1 0 0 0 0 
S3 0 0 0 1 0 0 0 0 1 0 
S4 1 0 0 0 1 0 0 0 0 0 
S5 0 0 1 0 0 0 0 0 0 1 
S6 0 0 0 1 0 0 0 1 0 0 
S7 1 0 0 0 0 1 0 0 0 0 
S3 0 1 0 0 0 0 0 0 0 1 
S9 0 0 0 1 0 0 1 0 0 0 
s10 1 0 0 0 0 0 0 0 1 0 
s11 0 1 0 0 0 0 0 1 0 0 
s12 0 0 1 0 0 0 1 0 0 0 
Figure 8.2: The fault signature matrix for the complete set of event indicators that are available in 
the four node hybrid network in this example. 
8.6 Diagnosability of Hybrid Dynamical Networks 
We have shown, in Lemma 2, that for the hybrid dynamical network to be diagnosable we require 
the network events to be diagnosable in all time intervals [t( , t( +1). We now present the conditions 
under which the network events E are diagnosable in each time interval [t( , t( +l) with event indi-
cators S. We present two preliminary definitions on diagnosability that formalize the results we 
seek. 
8.6.1 Diagnosability 
We consider two definitions of diagnosability that correspond to the fault detection and fault iso-
lation problem. We refer to them as weak diagnosability and strong diagnosability respectively. 
Definition 61 (Weakly Diagnosable). A network is weakly diagnosable with respect to a subset 
- -
of events (E c E) with a given set of event indicators (S c S) if the set of event indicators is able 
-
to detect the occurrence of events in the set (E) but cannot differentiate uniquely between them. 
Definition 62 (Strongly Diagnosable). A network is strongly diagnosable with respect to a subset 
- -
of events (E c E) with a given set of event indicators (S c S) if the set of event indicators is 
-
able to detect the occurrence of any event in the set (E) and distinguish between them, and if the 
diagnosed set of events (Qdiag) is equal to the true event set (D.). That is Q = Q diag · 
Remark 8.6.1. The definition of strong diagnosability can be applied to both single faults or mul-
tiple faults. In the case of multiple faults there are 2n - 1 possible sets of faults corresponding to 
all possible combinations of faults occurring. Meeting the requirement of strong diagnosability 
for every possible set of faults can be seen as a very complicated problem. For this reason we 
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say that a hybrid dynamical network is strongly diagnosable for a given set of faults. If, for ex-
ample, we were interested in determining the simultaneous occurrence of pairs of events ((ea, e/3) 
for all a,/3 E 1, 2, · · · , n, such that a * /3) then we would say that the hybrid network is strongly 
diagnosable for all possible pairs of events. 
We now present the conditions for fault detection and fault isolation; the conditions required 
to satisfy the strong and weak diagnosability conditions. 
8.6.2 Weak Diagnosability - Fault Detection 
The fault detection problem is to determine if the chosen indicator functions s 1 E S will ensure 
that the occurrence of any event( s) will result in one of the chosen event indicators being active 
(v1 = 1). Formally this gives us: 
Theorem 8.6.2. Given the set of event indicators S and the set of events we wish to detect (E) 
then the hybrid dynamical network is weakly diagnosable if: 
(8.12) 
This corresponds to there being a one in all columns of the corresponding fault signature matrix 
(Ds,£). 
Proof It can be verified that this condition satisfies the weak diagnosability condition given in 
definition 61. 
Let .Q be the set of active events. For the set of events E that can be detected by the set of 
indicators, at least one indicator will be active if an event from E occurs: Vs 1 c S, 3v 1 = 1. Let 
the observation be that at least one indicator from the indicator set S is triggered. If we take it that 
.Q rz_ E, then it rneans the observation will be that no indicators from S is active: Ve1 c S, v1 = 0. 
This is clearly a contradiction to the actual observation obtained. Hence .Q c E. Since the total 
number of events that can be detected by the indicator set S is given by U ulsJESJ Esi' we can write 
U u1sjES) Esj = E. 
The corresponding proof for the fault signature matrix follows from [ 18] which first estab-
lished the result in the context of probing. D 
8.6.2.1 Example Continued - Fault Detection 
From the c01nplete set of mode estimators given in figure 8.2 it is possible to determine if a given 
indicator set will satisfy the fault detection condition. Ignoring the method by which this set is 
chosen we are able to verify easily, using the earlier conditions, that the set in figure 8.4 satisfies 
the weak diagnosability condition. 
For example, if event L1 occurred, then both indicators s1 and s4 will be active. However we 
cannot distinguish between whether L1 or N1 occurred. 
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Indicator N1 N2 N3 N4 L1 L2 L3 L4 Ls L6 
S1 0 1 0 0 1 0 0 0 0 0 
s2 0 0 1 0 0 1 0 0 0 0 
S3 0 0 0 1 0 0 0 0 1 0 
S4 1 0 0 0 1 0 0 0 0 0 
S5 0 0 1 0 0 0 0 0 0 1 
S6 0 0 0 1 0 0 0 1 0 0 
S8 0 1 0 0 0 0 0 0 0 1 
S9 0 0 0 1 0 0 1 0 0 0 
Figure 8.3: One possible set of estimators that satisfy the fault detection condition. 
Subsequently isolating the location of the fault requires additional conditions to be satisfied 
and we address this in the following section. 
8.6.3 Strong Diagnosability - Fault Isolation 
The proble1n of fault isolation is to determine a set of event indicators such that each fault can be 
uniquely identified. We will address single fault and 1nultiple fault isolation separately. 
8.6.3.1 Single Fault Isolation 
The case of single fault isolation, where only a single fault is active at any given time (I.QI = 1 ), is 
the less general fault isolation problem but due to its connection with pr~vious results in [ 18] it is 
presented independently. Formally we have: 
- -
Theorem 8.6.3. Given the set of event indicators S and the single fault we wish to detect (ei E E). 
- - - -
Let S on be the set of active indicators when ei occurs: S on c S whereV j, SJ ES, VJ = 1. 
- - - -
Let S off be the set of inactive indicators when ei occurs: S off c S whereV j, SJ ES , VJ = 0. 
-
JfVp, Sp E S on , ei E Esp, Vek E Esp where ek * ei, 3q, Sq E S off where ek E Esq, then the hybrid 
dynamical network will be single fault isolable if it is weakly diagnosable and 
( Cl -Es .)n(E\ J u Es)= {ed = .Q (8.13) 
This corresponds to all the columns of the fault signature matrix (Ds,i) being unique, with at least 
a one in every column. 
Proof We are taking the intersection of the possible events as determined by the active event in-
dicators with the possible events as determined by the inactive indicators. We can verify that this 
condition satisfies the requirements of the strong diagnosability condition given in definition 62. 
-
Let ei E E be the event we would like to detect uniquely. Let the observation be that the set of 
- -
indicators Son c S is triggered. 
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ei is weakly diagnosable by the set of indicators S if ei E E (as given in theore1n 8.6.2). This 
-
implies that there at least one active indicator when ei occurs: V SJ c S , 3 vJ = 1. 
Because only one event could have occurred (single fault), ei is part of the event set for every 
active indicator. Thus we can write V S1· Cs' VvJ = 1, ei E n {1·1s ·ES e·EE ) Es .. j , I Sj } 
This forcibly implies that ei is not in the inactive set of indicators: ei (J. U (J·ls ·ES e·r/.E l Es. and thus 
- j , I Sj } 
ei E (E \ U u1sjES,eir/.Es) Es)· 
Let ek be an event in the inactive set of indicators: ek E E8- . We can also write ek E on 
U u1sjES,eir/.Esj ) Esr 
Also, let ek be in the set of active indicators: ek E EsofF We can also write ek E n u1sj ES,ekEEsj l Esr 
Since ek E Es011 and ei (J. Es011 , then ek * ei . This allows us to use the inactive indicator set to 
eliminate events that appear in both the active and inactive indicator sets as they could not have 
occurred based on the observation. 
Therefore, ei can be found from the intersection of possible events given by set of active 
indicators and the possible events determined by the inactive indicators and we can write { e1 } = 
cn u1sj ES,eiEEsj ) Es) n (E \ U uisjES,eir/.Esj ) Es)· 
The corresponding proof for the fault signature matrix follows from [ 18] which first estab-
lished the result in the context of probing. D 
8.6.3.2 Example Continued - Single Fault Isolation 
From the complete set of mode estimators given in figure 8.2, it is possible to determine if a given 
indicator set will satisfy the single fault isolation condition. Ignoring the method by which this set 
-
is chosen we are able to verify easily, using the earlier conditions, that the set in figure 8.4 allows 
single fault isolation to occur. 
For example, if N1 occurred, the active indicator set is {s4, s7}. The corresponding events that 
can be detected are {N1, L1, L2}. If L1 had occurred, then indicator s 1 should have been on. Hence 
L1 did not occur. Similarly, if L2 had occurred, the indicator s2 should have been on. Hence L2 
did not occur. Hence N1 must be the event that occurred. 
We show next the conditions for which multiple faults can be isolated presenting the most 
general case of the fault isolation condition. 
8.6.3.3 Multiple Fault Isolation 
When 1nultiple faults occur (that is 1.01 > 1) it is no longer possible to isolate the faults using the 
fault isolation condition defined previously. We now seek to isolate the occurrence of multiple 
faults by detennining the events that are not occurring through exploiting our knowledge of the 
indicators that are not active. Formally this gives us: 
Theorem 8.6.4. Given the set of event indicators S and the set of faults we w ish to detect (Ejaults c 
- -
E) . Let S on be the set of active indicators when events from Ejaults occur: S on c S whereV j, SJ E 
S , VJ = 1. 
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Indicator N1 N2 N3 N4 L1 L2 L3 L4 Ls L6 
s1 0 1 0 0 1 0 0 0 0 0 
s2 0 0 1 0 0 1 0 0 0 0 
S3 0 0 0 1 0 0 0 0 1 0 
S4 1 0 0 0 1 0 0 0 0 0 
S5 0 0 1 0 0 0 0 0 0 1 
S6 0 0 0 1 0 0 0 1 0 0 
S7 1 0 0 0 0 1 0 0 0 0 
Sg 0 1 0 0 0 0 0 0 0 1 
S9 0 0 0 1 0 0 1 0 0 0 
Figure 8.4: One possible set of estimators that satisfy both the fault detection and single fault 
isolation conditions presented earlier. 
- - -
Let S off be the set of inactive indicators when events from Efaults occur: S off c S whereV j, SJ E 
S, Vj = 0. 
-
Let Efaults = {ef,, ... ,efk}. JfVp,sp E Son,Vi,i E {f1, ... ,fk},ei E EsP,Vek E Esp where ek * 
ei, 3q, sq ES off where ek E Esq, then the hybrid dynamical network is multiple fault isolablefor 
Efaults if it is weakly diagnosable and 
-
E \ ( u Es)= Efaults = .Q (8.14) 
-
(Jls1ES ,Efaul1snEs1=0} 
This corresponds to a one in every column of the fault signature matri!, (Ds,i) to satisfy weak 
diagnosability as well as a one in every column of the submatrix (D§_,E\EJaut,s c Ds ,i) where 
S = {sJIEfaults n Es1 = 0} is the set of event indicators not sensitive to any of the fault events. 
Proof Again it is easy to verify that the condition presented satisfies the strong diagnosability 
condition of definition 62. 
Let Efaults = { e fi, · · · , e fk} be the set of events we would like to detect uniquely. Let the obser-
- -
vation be that the set of indicators S on ~ S is triggered. 
- -
Efaults is weakly diagnosable by the set of indicators S if Vi, i E {Ji,··· , fk}, ei E E (as given in 
theore1n 8.6.2) . Let ek be an event in the inactive set of indicators: ek E E8- . We can also write on 
ek E Uu1sjES,EfaultsnEs. =0} Esj' 
J 
Also, let ek be in the set of active indicators: ek E E saff" We can also write ek E 
Uu1sjES,EfaultsEEs} E sj' 
Since ek E Esoff and Vi, i E {Ji' ... 'fk}, ei tt- Esoff' then ek * ei, This allows us to use the inactive 
indicator set to eliminate events that appear in both the active and inactive indicator sets as they 
could not have occured based on the observation. 
Hence for each active indicator, only the events that do not appear in any inactive indica-
tor could have happened. They can thus be identified uniquely and we can write Efaults = 
-
E \ (Uu1sj ES,EraultsnEsj =0} Es)· 
8.7 Determining the Minimal Indicator Set for Diagnosability 132 
Indicator Ni N2 N3 N4 Li L2 L3 L4 Ls L6 
si 0 1 0 0 1 0 0 0 0 0 
S3 0 0 0 1 0 0 0 0 1 0 
S7 1 0 · o 0 0 1 0 0 0 0 
Sg 0 1 0 0 0 0 0 0 0 1 
sio 1 0 0 0 0 0 0 0 1 0 
s11 0 1 0 0 0 0 0 1 0 0 
s12 0 0 1 0 0 0 1 0 0 0 
Figure 8.5: The event indicators necessary to allow multiple fault diagnosability for node N4 and 
link Li failures. 
The corresponding condition for the fault signature matrix can be seen as simply the fault 
detection condition for those events that are not occurring. D 
The strong diagnosability condition for multiple faults is also applicable for single faults and 
is thus the most general diagnosability result presented in this work. 
8.6.4 Example Continued - Multiple Fault Isolation 
From the complete set of mode estimators given in figure 8.2 it is possible to determine if a given 
indicator set will satisfy the multiple fault isolation condition for a given fault set or class of fault 
sets. For clarity we focus on the isolation of the pair of faults when node N4 and link L1 fail. 
We are able to verify easily, using the earlier conditions, that the set in figure 8.5 satisfies the 
conditions for the multiple faults indicated. 
When N4 and Li occur, the active indicator set is { s 1, s3} . The corresponding events that can be 
detected are {N2 , L 1, N4, Ls}. If N2 had occurred, then indicator sg should have been on. Hence N2 
did not occur. Similarly, if Ls had occurred, the indicator sio should have been on. Hence events 
N2 and Ls did not occur. Hence N4 and I 1 must be the events that occurred. 
It should be noted that this set of indicators will not necessarily satisfy the multiple fault diag-
nosis condition for an arbitrary set of faults, highlighting the complexity of the arbitrary multiple 
fault isolation problem. 
8.6.5 Complexity 
In all cases in the preceding analysis it should be noted that the complexity of the algorithms is 
polynomial as it consists of checking a simple set theoretic or matrix condition. 
8.7 Determining the Minimal Indicator Set for Diagnosability 
We have thus far presented conditions that guarantee the diagnosability of a given hybrid dynam-
ical network. It remains to show how to determine the minimal set of event indicators S min ~ S 
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such that the diagnosability conditions are satisfied. We will present a complexity analysis of each 
of these problems to guide the development of algorithms for finding such a minimum diagnos-
ability set. 
8.7.1 Complexity Analysis 
Theorem 8.7.1 (Complexity of Indicator Selection). Indicator selection for fault detection is NP-
hard 
Proof Fault detection is exactly the minimum set cover problem [60] which is known to be NP-
hard. o 
Theorem 8.7.2 (Single Fault Isolation Complexity). Single fault isolation is NP-hard. 
Proof This was shown to be true in [ 18] using a reduction from the fault detection problem 
outlined previously. D 
Theorem 8. 7.3 (Multiple Fault Isolation Complexity). Multiple fault isolation is NP-hard. 
Proof Multiple fault isolation is the generalisation of single fault detection. Hence it is also NP-
hard. o 
Having shown the computational difficulty of each of these problems we see that finding the 
mini1nal set that guarantees diagnosability is a complicated task. The reader is directed to results 
in [18] and [30] for suitable polynomial time methodologies giving algq_rithms that would allow 
the near optimal minimum diagnosability set to be determined. Additional methods of finding 
such mini1nal diagnosability sets is an active area of future work. 
8.8 Conclusion 
In this chapter we have presented a general framework for determining the diagnosability of hybrid 
dynamical networks using a general class of indicator functions. We show that determining the 
operational mode of each syste1n in the network reduces to determining the occurrence of all 
events in the network. Weak and strong diagnosability results are hence presented in this context. 
The generality of the approach provides flexibility in designing appropriate indicator functions to 
exploit this result. 
We have shown that determining if a given set of indicators satisfies the diagnosability con-
ditions has polynomial complexity however choosing a minimum set of such indicators that still 
guarantees diagnosability is NP-hard. This suggests that future work in this area should focus on 
the development of algorithms that can recover a near optimal solution in polynomial time. These 
results would be directly applicable to the constru~tion of minimum order diagnosis engines for a 
variety of real world hybrid dynamical networks. 
Chapter 9 
Conclusion 
9.1 Evaluation 
Distributed systems (i.e. syste1ns consisting of many interconnected components) are an important 
part of everyday life. From distributing electricity to travelling across the world, we have come 
to take their operations for granted. Failures on such systems as electricity networks or aircrafts 
would cause major inconvenience and can be dangerous. Hence, it is really important to know 
what is happening on them in order to take remedial actions whenever necessary and prevent 
1najor failures. Hence the diagnosis of distributed systems has become increasingly important as 
those systems become more pervasive and increase in complexity and size. 
The main objective of this thesis was to contribute methods to the_ diagnosis of distributed 
systems that exhibit an emergent complex behaviour. Research has been done from two key per-
spectives, a discrete event system (DES) viewpoint and a dynamical system viewpoint, which 
were unified into a hybrid system approach. Methodologies from the DX c01nmunity (with roots 
in Computer Science) and the FDI community (with roots in Control Theory) have been extended 
and integrated. A unifying approach provides a powerful framework for handling systems with 
complex dynamics. 
The attraction of a DES viewpoint resides in the possibility of using logic-based methodolo-
gies to reason on syste1n behaviour. However, because a distributed system consists of many 
interconnected components, obtaining a global diagnosis by synchronising the diagnoses on each 
component quickly becomes unmanageable as the number of c01nponents considered increases. If 
each component is 1nodeled as an automaton, which is the case in my work, then the complexity 
of doing this global computation is exponential to the number of components in the system. To 
circumvent this problem, I have proposed a distributed approach for diagnosis which is based on 
transforming the topological graph of the global system into a junction tree. Each cluster of the 
junction tree is a sub-system of the network. The properties of a junction tree make it an elegant 
method for managing the complexity of reasoning on the entire system because local consistency 
among the clusters of the tree is sufficient to ensure global consistency. Diagnosis using junction 
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trees was explored on systems of different topological shapes and sizes and results confirmed the 
intuition that the methodology works best for systems that have a tree or near-tree structure. It was 
found that the proposed diagnosis methodology works well on small world network models with a 
tree-like structure (shown to be good models for electricity networks [98]), thus validating its use 
for our motivating application. 
For systems where the components are highly connected among themselves, the proposed 
diagnosis method would still have a high cost. A way to handle this issue was proposed where 
connections were selectively ignored on the system when building the junction tree. Removing 
connections would normally decrease the accuracy of diagnosis but an apriori accuracy analysis 
is performed to determine which connections can be safely ignored. Hence it was possible to 
consider sub-systems of an interconnected system for diagnosis of the latter without compromising 
the accuracy of the diagnosis obtained. However, this introduced a trade-off in time as more time 
would then be required for obtaining a diagnosis result. 
While a DES approach works well for reasoning on an abstracted discrete event model of a 
physical system, it is not suited for capturing the dynamical evolution of the system. Information 
contained in the dynamics of the system is useful for diagnosis at the behavioural level. Hence, 
I combined both a DES approach and a dynamical system approach into a hybrid framework 
to obtain an augmented diagnosis approach. A DES model was extracted from the dynam.ical 
operations of a system by detecting changes in its fundamental governing dynamics, and not by 
residual estimation on its output trajectory. This technique has the advantage of being applicable 
to systems that might not be well characterised and where parameter drift is present. The proposed 
hybrid approach was deployed on a small network example and showed its capability for diagnosis 
in a situation where a solely dynamical approach failed. 
In a large complex network, the task of determining whether the occurrence of all events in 
the network can be diagnosed, i.e. determining the diagnosability of the network, is significantly 
complicated due to the interaction of the events in the many interconnected components. Events 
occurring in one cmnponent of the network often affect other components as well, thereby gen-
erating simultaneous or sequential sets of events. I worked within a hybrid system framework to 
define indicator functions that detect the onset of events in the system from its continuous oper-
ation. They thus acted as an interface between the discrete operation and continuous operation 
of the system. These indicator functions were then used to derive diagnosability conditions for 
the detection and isolation of multiple, arbitrary sequential or simultaneous events in the network. 
Diagnosability conditions are dependent on the number of events in the system rather than on the 
number of interconnected components. This insight is interesting because the interconnection of 
many dynamical systems is known to lead to complex emergent behaviour not observed in the 
individual systems. Thus, having a way to characterise hybrid dynarnical networks in terms of 
their diagnosability using event indicators, provides a tool for determining how best to diagnose 
and control such networks and render them more fault-tolerant. While hybrid dynamical networks 
were the focus , since the diagnosability results were defined on the discrete part of the system, 
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they can be extended to any DES model. 
9.2 Future Work 
The distributed diagnosis method presented in chapter 4 relies on a static construction of a junction 
tree based on the topology of the system under consideration, performed apriori. An immediate 
area of future work would be the investigation of a dynamic approach to the construction of the 
junction tree used for diagnosis. The diagnosis algorithm could be started while the junction tree 
is being computed and the intermediate diagnostic result could be used to inform the construction 
of the junction tree dynamically. The intuition is that some connections in the system topology can 
be removed when no communication happens through them, which would simplify the topological 
graph and hence reduce the cost of diagnosis. However, this is not trivial as the construction of 
junction trees must satisfy the junction tree properties at all times. An interesting investigation 
would be to try other measures of cost than the tree-width. A possible candidate would be length 
of longest branch (from root to leaf), or a combination of tree-width and length of branch. Another 
interesting consideration is possible privacy issues on the network. It might be desirable to enforce 
rules about communication between components. In that case, diagnosis is complicated because 
an agent (i.e. a component) needs to choose which other agents it can communicate with, thereby 
adding a constraint to the construction of the junction tree for diagnosis. These considerations 
would make the diagnosis problem more challenging and would help refine methodologies for 
application to real-world systems. 
In chapter 5, a method was presented for performing an off-line accuracy analysis in order 
to consider which connections can be ignored when doing diagnosis. This allowed smaller sub-
systems to be considered thus reducing the complexity of the diagnosis. However, in doing so, 
there is a trade-off involved as the time taken to gather enough observations to return a useful 
diagnosis result is longer. The fairness assumption made implies that the delay required for a sub-
syste1n to become accurate, i.e. return the saine diagnostic result as the overall system, is expected 
to be reasonable. However, there can be situations where a better bound on this delay is required, 
e.g. where the diagnosis result is needed in a set timeframe in order to take action in critical 
situations. An interesting area of future work is to investigate including a bounded delay in the 
definition of accuracy. To obtain a smaller delay, bigger sub-systems need to be considered. The 
trade-off between sub-system size and delay would need to be explored. We could further improve 
the accuracy criterion by considering cost in the evaluation of the trade-off required. A future 
research djrection would be to use those three factors (sub-syste1n size, delay and cost) to come up 
with an accuracy function that returns a real value instead of a boolean result. This quantification 
could be used to evaluate and c01npare all possible sub-systems of the system by exploration on a 
lattice. The notion of cost of diagnosis could be further refined by considering other measures than 
tree-width. Possibilities include length of longest branch, total number of clusters in the junction 
tree or proportion of observable events. The accuracy criterion has been defined with respect to a 
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single fault only. A further improvement would be to consider multiple faults. 
In the proposed hybrid system framework, the interface between continuous and discrete dy-
namics was handled by performing an abstraction based on changes in the fundamental governing 
dynamics of the system. While this has advantages, as discussed previously, an improved method-
ology would look at integrating this approach with one using residual generation techniques to 
harness the advantages of both. Residual methods detect changes by looking at deviations from 
the output trajectory of the system. They require apriori knowledge of system operations and pa-
rameter values, and no drift in parameter values. During the operation of the system, there will 
be large chunks of time for which these conditions hold. During such periods, it would be more 
fitting to use residual estimation since it is the less costly method. Another option is to apply both 
approaches at the same time to build in a higher safety factor for diagnosis on the system, relevant 
to safety critical systems. A further research direction would be to enhance diagnosis by using 
machine learning techniques for situations where little apriori knowledge is available. This would 
be the case when non-linear components are present in the system as they often have unknown 
interactions (e.g. renewable energy sources such as solar or wind on a smart grid). Finally, the 
author hopes that the work presented in this thesis contributes to the application of manageable 
diagnosis methodologies to real world large scale problems and thus makes a positive impact to 
society at large. 
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Appendix A 
Examples of networks with small-world 
topologies 
This appendix shows diagrams of 3 large networks with small-world properties for visualisation. 
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Figure A. l: Small-world network generated from original ring network with parameters: n= 100, 
k=l, p=0.2 
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Figure A.2: Small-world network generated from original ring network with parameters: n=200, 
k=l, p=0.1 
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Figure A.3: Small-world network generated from original ring network with parameters: n=150, 
k=2, p=0.1 
Appendix B 
Publications Arising from this Thesis 
Please note that this list only details those papers that have been accepted for publication, not those 
papers that have been submitted or that are currently in preparation. 
• P. Kan John and A. Gras ti en. Local consistency and junction tree for diagnosis of discrete-
event systems. In European Conference on Artificial Intelligence (ECAI-08), Patras, Greece, 
2008 
• L. Blackhall and P. Kan John. Model-based diagnosis of hybrid dynamical networks for 
fault tolerant control. In 19th International Workshop on Principles of Diagnosis, Blue 
Mountains, NSW, Australia, 2008 
-
• A. Grastien L. Blackhall, P. Kan John and D.J. Hill. Diagnosability of networks of hybrid 
syste1ns. In 7th IFAC Symposium on Fault Detection, Supervision and Safety of Technical 
Processes (SAFEPROCESS-09), Barcelona, Spain, 2009 
• P. Kan John, L. Blackhall, A. Grastien, and D. Hill. Diagnosing structural changes in hybrid 
dynamical syste1ns. In 7th IFAC Symposium on Fault Detection, Supervision and Safety of 
Technical Processes (SAFEPROCESS-09), Barcelona, Spain, 2009 
• L. Blackhall, P. Kan John, A. Grastien, and D. Hill. Diagnosability of hybrid dynamical 
networks using indicator functions [ extended version]. In 20th Workshop on the Principles 
of Diagnosis(DX-09), Stockholm, Sweden, 2009 
• P. Kan John, A. Grastien, Y. Pencole, and P. Ribot. Synthese d'un diagnostiqueur distribue 
et precis. In Reconnaissance des Formes et Intelligence Artificielle, Actes du 17 eme congres 
francophone AFRIF-AFIA (RFIA-10), Caen, France, 2010 
• P. Kan John, A. Grastien, and Y. Pencole. Synthesis of a distributed and accurate diagnoser. 
In 21th Workshop on the Principles of Diaanosis(DX-10), Portland, USA, 2010 
