This letter proposes an ensemble neural network (Ensem-NN) for skeleton-based action recognition. The Ensem-NN is introduced based on the idea of ensemble learning, "two heads are better than one." According to the property of skeleton sequences, we design one-dimensional convolution neural network with residual structure as Base-Net. From entirety to local, from focus to motion, we designed four different subnets based on the Base-Net to extract diverse features. The first subnet is a Two-stream Entirety Net, which performs on the entirety skeleton and explores both temporal and spatial features. The second is a Body-part Net, which can extract fine-grained spatial and temporal features. The third is an Attention Net, in which a channel-wised attention mechanism can learn important frames and feature channels. Framedifference Net, as the fourth subnet, aims at exploring motion features. Finally, the four subnets are fused as one ensemble network. Experimental results show that the proposed Ensem-NN performs better than state-of-the-art methods on three widely used datasets.
I. INTRODUCTION
H UMAN action recognition is an important research branch in the field of computer vision due to its wide applications, such as video retrieval, video surveillance, physical training, human-machine interaction, and robotics [1] - [5] .
Previous approaches have made great progress on action recognition in RGB videos recorded by two-dimensional (2-D) cameras. However, 2-D RGB videos are lack of depth information and have background noise for action recognition. In the past few years, low-cost depth sensors have been present to provide more information than RGB videos. The depth sensor can record 3-D coordinate of key joints of human body and has obtained much attention due to its effectiveness and succinctness [6] , [7] .
Human action can be represented by an integration of the motions of skeleton joints. So some previous works try to model the temporal structure of skeleton sequences using recurrent neural networks (RNNs) [8] - [10] . But the time range of skeleton frames is always beyond the temporal modeling capacity of RNN, and the vanilla RNN lacks the ability of spatial modeling. A fully connected (FC) deep long short-term memory (LSTM) network is proposed for skeleton-based action recognition, and regularization is introduced to drive the model to learn co-occurrence features of the joints [11] . Inspired by the great success of 2-D convolution neural networks (CNNs) in image recognition [12] , [13] , some works employ 2-D CNNs for skeleton-based action recognition [14] - [17] . However, there exist two drawbacks in related works. First, the basic neural network cannot extract spatial and temporal information effectively. Second, they cannot extract robust features to avoid the effect of noise or irrelevant data.
According to the idea of ensemble learning, we propose an ensemble neural network (Ensem-NN) for skeleton-based action recognition. Ensemble learning is a machine learning paradigm with multiple learners trained for one same task, such as boosting [18] , random forests [19] , etc. To get a good ensemble, the learners should be as more diverse as possible. The Ensem-NN consists of four subnets, which are designed based on a Base-Net of 1-D CNN. 1-D CNN is similar with the Restemporal convolutional neural networks (TCN) in [20] . Four subnets are different from each other, and fused as an Ensem-NN to learn a combination of diverse features for accurate recognition. The first subnet is a Two-stream Entirety Net, which can explore entirety features in both temporal and spatial domains. The second is a Body-part Net, which will extract local features of different parts of the body. The third is an Attention Net, designed for learning important frames and feature channels, which are high related with the action class. The learned feature of this subnet will reduce the effect of irrelevant data. The fourth is a Frame-difference Net, which processes the changes between two consecutive frames to learn the motion features.
The main contributions of this letter include two aspects given in the following: 1) Based on 1-D residual CNN as a Base-Net, we designed four subnets in order to extract diverse and complementary features of skeleton videos. 2) The four subnets are fused as one ensemble network for action recognition, and state-of-the-art performance has been achieved.
II. PROPOSED APPROACH
In this section, we provide a description of the proposed Base-Net and four subnets. Four subnets are different and complementary, aiming at global, local, focus, and motion features of actions, respectively. A Two-stream Entirety Net is designed for extracting entirety feature, while a Body-part Net is designed for parts-of-the-body features. An Attention Net tries to find the most important parts and frames for action recognition. A Frame-Difference Net takes motion as input, i.e., the movements of the skeleton joints. Four subnets constitute the Ensem-NN.
A. Base-Net
The proposed Base-Net contains a 1-D convolution layer and three blocks as shown in Fig. 1 . Each block is composed of three convolution layers. After three blocks, there exist an average pooling layer and an FC layer. Between adjacent convolution layers, there are a batch normalization (BN) layer, a rectified linear units (ReLU()) activation function, and a dropout layer represented as
where w is a learnable convolution kernel. Between adjacent blocks we use a residual connection, and the block-wise residual connection can be represented as
where x i and x o stand for the input and output of the block, respectively.
B. Two-Stream Entirety Net
We design a Two-stream Entirety Net to extract the spatial and temporal features of the entirety skeleton. In [21] , a twostream architecture was applied to 2-D RGB video for action recognition. As same as RGB videos, skeleton video sequences also have both spatial and temporal information. The spatial information represents the interaction between joints, and the temporal information records the dynamic changes of motions. Our Two-stream Entirety Net consists of two Base-Nets and two SoftMax layers. As shown in Fig. 2 , the convolution kernels in the spatial stream slide in the spatial domain to extract spatial features, and the temporal stream extracts temporal features by sliding the convolution kernels in the temporal domain. The SoftMax layer produces the confidence score of each class. Two streams are fused by computing cross-domain losses, so this subnet can be trained end to end.
We perform normalized multiplication fusion on two streams. Assuming that the confidence score produced by the SoftMax layer of each stream isŷ (q ) , the normalized multiplication fusion is defined as follows:
Q is the number of streams and equals 2 in this subnet.
C. Body-Part Net
We design a Body-part Net to extract the features of different body parts. The human body can be divided into five parts naturally, including two arms, two legs, and a trunk [22] . Some actions are performed by few body parts. For instance, only one or two arms participate in the action of waving hands, and the rest body parts are stationary.
The Body-part Net consists of five Base-Nets and SoftMax layers as shown in Fig. 3 . The sequence data of five body parts are fed into five Base-Nets to model the motions of every body parts. And the scores produced by the SoftMax layers are fused based on (3), where Q equals 5 in this subnet. The Body-part Net is designed to capture the fine-grained action information. Meanwhile, it can learn the limb's information, which is important for action recognition. Therefore, the Body-part Net can be regard as a limb-wised attention mechanism. In this subnet, all convolution filters only slide in the temporal domain.
D. Attention Net
We design an Attention Net as part of the ensemble network based on human attention mechanism. Human always selectively pay attention to part vision information, while ignoring others. Not all frames in a video are equally important for action recognition, some of which contribute much more, while the others less and even lead to a wrong class. To solve this problem, an attention net is designed to figure out the most important frames and feature channels.
The proposed attention mechanism consists of two FC layers and a SoftMax layer, and performs on the input data and block's output as depicted in Fig. 4 . It can be represented as follows:
x oc = F (x ic )
where w and b are weight and bias parameters in an FC layer, respectively. x ic is the Cth channel of the attention mechanism's input, and y c2 is a feature vector produced by the second FC layer. Between two FC layers, there is an activation function, which is tanh() for the input data and ReLU() for blocks. Equation (6) is a SoftMax function producing a normalized importance weight. Equation (7) represents input or block, and the output x oc stands for convolution feature of each channel. After that, we compute the weighted sum of all channels' features as the output feature vector O. In this subnet, all convolution filters slide in the temporal domain.
E. Frame-Difference Net
For different kinds of actions, one of the most discriminative features is the motion information, which cannot be straightly represented by the original skeleton sequence. Therefore, we design a Frame-difference Net to extract the motion features. The input of this net is the difference between the values at corresponding skeleton joints in two consecutive frames.
Given a joint J = (x, y, z) in 3-D coordinate, the tth frame with K joints in a video can be represented as Q t = {J 1 , J 2 , . . . , J K }. And a skeleton video with T frames can be represented as V = {Q 1 , Q 2 , . . . , Q t , . . . , Q T }. The skeleton motion at time t can be represented as M t = Q t+1 − Q t , and the video motion sequence can be represented as
Base-Net and a SoftMax layer constitute the Frame-difference Net with V M as input. In this subnet, convolution filters slide in the temporal domain only.
F. Train and Test
The subnets will be trained independently, with cross-entropy as the cost function, which can be computed as
where y i is the one hot vector of true label,ŷ i is the vector of predicted class probabilities, and n is the number of action categories.
Once the four subnets are obtained, all the networks' output are used jointly to make a decision for recognition. We use two fusion rules on the four subnets, i.e., Product and Sum [23] .
The Product Rule is derived from the joint probability distribution in Bayes' theorem, based on the assumption of statistical independence of the subnets. Assuming that the posterior probability produced by the SoftMax layer of each subnet is P (j|ŷ (s) ) for class j, the input is assigned to class c according to the Product Rule such that c = argmax j S s=1 P (j|ŷ (s) ).
The Sum Rule is preferred when there exists high level of noise to make classification ambiguous. This rule assigns the input to class c such that c = argmax j S s=1 P (j|ŷ (s) ).
(11)
III. EXPERIMENTS
In this section, we evaluate the proposed method on three benchmark datasets: NTU RGB+D [22] , UTD-MHAD [24] , and UT-Kinect Action Dataset [25] .
A. Datasets
NTU RGB+D Dataset. This dataset is the largest skeletonbased human action dataset captured by three Kinect V2 cameras, including more than 56 000 sequences in 60 classes of actions performed by 40 subjects. We follow the evaluation protocols, cross-view (CV) and cross-subject (CS) [22] . For the CV protocol, videos of two view-points are used for training and the rest one for testing. For the CS protocol, 20 subjects are used for training and the rest for testing.
UTD-MHAD Dataset: This dataset contains 861 samples in 27 action classes, performed by 8 subjects. We follow the evaluation protocol in [24] , with samples from subject 1, 3, 5, and 7 used for training and the rest for testing.
UT-Kinect Action Dataset: This dataset is captured by a single Kinect. It consists of 10 action classes performed by 10 subjects, and each action is performed by the same subject twice. We follow the protocol [26] with the first 5 subjects used for training and the rest for testing.
B. Implementation Details
We normalize ordinary skeleton sequence by subtracting the mean value of training data on the Two-stream Entirety and Attention Net. Stochastic gradient descent with Nesterov acceleration with a momentum of 0.9 is adopted for optimization. The initial learning rate is set to be 0.01, and decreased by a factor of 10 when the testing loss plateaus for more than 10 epochs. The batch size is set to be 128. Different dropout rates have been used for different subnets to prevent overfitting. The best experimental results have been obtained using the following setting. The dropout rate is set to be 0.5 for the Frame-difference Net and 0.1 for the Body-part Net; while for a Base-Net, Two-stream Entirety Net, and Attention Net is 0 (i.e., the dropout is not used). We perform our experiments with Keras neural network library using a Nvidia TitanXp GPU, and our code is available at https://github.com/Qingyang-Xu/Ensem-NN.
C. Comparison of Base-Net, Subnets, and Ensem-NN
Experimental results of the Base-Net, subnets, and Ensem-NN on three datasets have been listed in Table I . For NTU RGB+D Dataset, each subnet performs better than the Base-Net, and multiplication fusion gets the best performance on both protocols (CS and CV), which demonstrates the effectiveness of the ensemble network. For UTD-MHAD and UT-Kinect Action dataset, the proposed Ensem-NN also achieved the best performance. Table I proves   TABLE I  EXPERIMENTAL RESULTS (ACCURACY) ON NTU RGB+D, UTD-MHAD, AND  UT-KINECT ACTION DATASET   TABLE II  COMPARISONS ON NTU RGB+D DATASET   TABLE III COMPARISONS ON UTD-MHAD AND UT-KINECT ACTION DATASET that the generalization ability of the ensemble is stronger than that of each subnet. The accuracy and diversity of subnets lead to a good ensemble. Table II shows the comparison of different methods on NTU RGB+D dataset. Our method achieved the best performance using both CS and CV protocols.
D. Comparisons With State-of-the-art Methods
We also compared our method with state-of-the-art methods on UTD-MHAD and UT-Kinect Action Dataset in Table III , which illustrates that the performance of the proposed Ensem-NN is better than previous state-of-the-art methods on both datasets (98.8% and 100%, respectively).
IV. CONCLUSION
We propose an Ensem-NN for skeleton-based action recognition in this letter. We design four subnets based on a Base-Net (1-D CNN with residual structure) to extract diverse and complementary features. The four subnets are fused as one ensemble network, which outperforms state-of-the-art methods on three widely used datasets.
