Geotagged tweets allow one to extract geo-information-trend, search local events, and identify natural disasters. In this paper, we propose a Hidden-Markov-based model to integrate tweet contents and user movements for geotagging. A language model is obtained for different locations from training datasets and movements of users among cities are analyzed. Home cities of users are considered in modeling the patterns of user movements. Evaluation on a large Twitter dataset shows that our method can significantly improve geotagging accuracy by 55% for home cities and 2% for other non-home cities as well as reduce error distances by orders of magnitude compared with pure text-based methods.
INTRODUCTION
Social media and mobile devices provide users platforms to share their thoughts, opinions, interests, and whereabouts. With 310 millions monthly active users 1 , Twitter is one of the busiest microblogs worldwide. Geotagged tweets allow one to extract geo-information-trend [3] , search local events [16] , and identify natural disasters [13] . However, geotags are not consistently available due to privacy concerns and other reasons. In fact, only less than 1% of tweets contain a geotag [1] and nearly 90% of Twitter users do not have geo-location enabled 2 . Geotagging is the process of assigning a location to a tweet indicating where it is published. Accurate geotagging, the focus of this work, will provide added values to social media contents for applications such as emergency response, event search, trend detection, and smart transportation.
The availability of user geotagged tweets allows one to profile the geographic distributions of terms in tweets and 1 https://investor.twitterinc.com/results.cfm 2 http://www.beevolve.com/twitter-statistics/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. these distributions have been used in several existing work for geotagging. Bayesian based method generates a language model for a location and calculates the probability of a tweet belonging to different locations based on the Bayesian model [7] . Given the local language model θL, the probability of a tweet T belonging to a location L can be calculated as:
The location with the maximal probability is assigned to a tweet as its geotag. In [4] , the authors also propose a similar method to estimate the locations of tweets based on the distributions of words. Kullback-Leibler (KL) divergence based method measures the difference between a tweet and the local language model [7, 12] . The location with minimal KL value is assigned to the tweet. Gaussian model or Gaussian Mixture Model (GMM) fits geotags of n-grams in tweets into Gaussian distributions. The center of the Gaussian distribution [6] or a weighted sum of GMMs [11] is assigned as the geotag of tweets. Another line of work uses location relevant words from contents as an important clue. In [2] , local geo-parsing is considered to suggest locations . Geotagging is done through classification. Location indicative words (LIWs) in the content are detected mainly by three measurements: term frequency, inverse city frequency, and information gain. These LIWs are used as features to classify tweets into cities. In [15] , the authors combine different indicators including content information, user profile, and time zone in estimating the locations of tweets.
All of the above approaches rely solely on social media content for geotagging. However, pure content-based methods leave out the movement patterns of a user. The sequence of geotags of tweets published by a user is aligned with the location sequence of the same user. The movement of a user is affected by various factors such as home location, travel distance, recent activities, and the characteristics of cities. Using user movement patterns can potentially help improve the geotagging accuracy.
Thus in this work, we propose a framework that integrates content and user movement to achieve better geotagging performance. Specifically, this paper makes the following contributions: 1) We introduce movement patterns of users into geotagging; 2) We propose a Hidden Markov Model to integrate language model and user movements for geotagging;
3) The evaluation on a large Twitter dataset shows that our model increases geotagging geotagging accuracy by 2% for non-home cities and 55% for home cities as well as reduce error distances by orders of magnitude compared with pure text-based methods discussed above.
INTEGRATING MOVEMENT PATTERN IN GEOTAGGING
The problem of geotagging tweets is equivalent to estimating the locations of users where they publish the tweets. Locations of users are not only revealed by tweet content but also by a user's previous and next locations because traveling preferences have a great influence on the next locations of users. In this section, we propose a Hidden-Markov-based model to integrate user movement and tweet content in geotagging. The model also considers the home location of a user to better represent the transition probability for users of different home cities.
In our model, the states of the Hidden Markov Model are the city level locations of users and the state observations are tweets. The state (city) is not directly visible but the observation (tweet) is visible. Therefore, the sequence of tweets generated gives some information about the sequence of cities. Each tweet corresponds to a state which represents the city where the user publishes the tweet. The transition probabilities of the HMM are observed from large number of user movement records. More specifically, as it is shown in Figure 1 , for each user with N published tweets, he/she will have N corresponding states. Each state represents the location of the user where he/she publishes the tweet. The discrete states of the HMM are the set of all the cities. The goal is to predict a series of states (cities) from a series of observations (tweets) of the user.
Transition Probabilities: Transition probabilities are observed from a large number of user traveling records. For each user u with a list of published tweets
. . , we obtain the list of cities where he has visited through the geotags of his tweets:
. . . Given a city Ci, the transition probability from Ci to city Cj, P (Cj|Ci), is defined as:
where C u is the frequency of users traveling from city Ci to any other city. So this probability can be explained as: for the users who publish a tweet in city Ci, they have a chance of P (Cj|Ci) to publish next tweet in city Cj, which is also the transition probability in our model.
Home City Influence on Transition Probabilities:
The home location of a user has a great influence on the transition probability. For two users u1 and u2 in the same city C where u1's home location is in C and u2 is a visitor, the probability of u1 to stay in C is much higher than u2 and the probability of u2 to return to his home city is very high as well. So, home city greatly influences the transition probability between two cities.
To address this issue, we train transition probabilities separately based on home cities of users. We use U to denote all users in the dataset and UC i is the users with home city Ci. For a user u with home city Ci: 1) When u moves between city Ci and Cj (includes j = i), P (Cj|Ci) are observed from all the users in UC i ; 2) When u moves from city Cj to city C k , i = j & i = k, the training data are from users in {U − UC j }. For the second case, we combine all the users whose home city is not Cj together due to the lack of enough training data for users in every city.
Observation Probabilities: The observation probability gives the likelihood of an observation from a given state. For geotagging, given a tweet T , there is an observation probability P (T |C) for each city C. From the geotagged tweets, we build the language model θC for each city. The probability of term t from a tweet which published in city C can be estimated as: p(t|θC) = tf (t,C) /dlC, where tf (t,C) is the frequency of term t in city C and dlC is the total frequencies of all terms in city C [10] . Then given the state of city C, the observation probability P (T |C) is defined as:
In this work, we smooth the probability of P (ti|θC) by using the Dirichlet smoothing [17] . The stop words 3 are removed before calculating the observation probabilities.
Inference: The probability of the initial state, P (S0 = Cj), is given by the transition probability of P (Cj|Ci), where Ci is the home city of the user. This is based on the observation that a user is likely to travel to any city from his home city and the first tweet observation is not necessarily from his home city. Then based on the Viterbi algorithm, we find the city sequence which can maximize the product of the observation probabilities and transition probabilities as the geotags of tweets. Assuming the total number of tweets of a user is N , the number of cities is |C|, and each tweet contains |T | terms, the time complexity of estimating the location of these N tweets is O(N × |C| 2 + N × |C| × |T |). Knowing a user's home helps to understand user movement patterns. Users are bound by travel distance from his home and the types of outbound cities from home affect visiting possibility. However, only 16% users register their city level home locations [8] and collecting the home location from user profile is strictly limited by the rules of Twitter API. Previous work has provided different methods for estimating the home locations of users [9] based on analyzing content information or geographic distribution of friends. In this work, we assign home location following the method used in [14, 5] . A set of tweets of each Twitter user is selected to estimate the home location (this set will not be used for building and testing geotagging models). These tweets are assigned into different cities according to their geotags. We use city boundaries from the United States Census Bureau 5 to decide which city a geotagged tweet belongs to. Then we assign the city with the most number of tweets as a user's home. In [14] , the authors show that the home location obtained in this way has an 85 percent accuracy.
GEOTAGGED TWITTER DATASET
We then select all cities with more than 5,000 users. There are 40 cities C in our dataset. We only keep the tweets: (1) tweeted by users in C; (2) published in C. Figure 2 shows the number of users and the number of geotagged tweets in these 40 cities. The top three cities with the most number of users and tweets are Los Angeles (46,508 users;1,183,634 tweets), Chicago(30,689 users; 634,665 tweets ), and New York(30,689 users; 419,130 tweets).
EXPERIMENT
We implement four algorithms and compare their performances under different cases. To reduce the impact of spammers and robots, we only keep users with number of geo-tagged tweets between 5 and 500 in our dataset [12] . The first quarter of tweets (sorted by published time) of users are used to estimate home cities. We then run a 10 fold cross validation on the rest of the datatset. Here it 5 http://www.census.gov/en.html should be noted that all the tweets from the same user will be assigned to the same fold. Methods: We use the random selection method as the baseline method and select two methods proposed by the related works to compare with our algorithm.
• Random selection (Random): Select a city as the geotag location of tweet randomly.
• Bayesian: The Bayesian-based method described in introduction [7] .
• Kullback-Leibler divergence (KL divergence):
The KL divergence between tweet T and city C is calculated as equation 3 and the geotag is based on the ranking of the KL divergence [7, 12] .
• HMM-based: The method proposed in this paper.
Measurements: A tweet is assigned to a city as its geotag. We then assign the coordinate of the city center as the predicated location of the tweet. The city center we used is listed in Wikipedia 6 . We use three measures:
• Accuracy (Acc). The percent of tweets which are predicted in the same city where they are published.
• Mean Error Distance (km): The average error distance between predicted location and actual location.
• Median Error Distance (km): The median error distance between predicted location and actual location.
In this paper, we define the distance as the geographic distance. Table 1 shows that our HMM-based methods can significantly improve the performance of geotagging compared with related works. The overall accuracy is improved by more than 55%; and the mean error distance and median error distance of our method are orders of magnitude better.
We are interested in learning if the improvement is mainly due to the reason that more than 90% of tweets are published in home cities which tend to be easier to estimate. We separate the performance for home cities and non-home cities. Since more than 90% tweets are published in home cities of users, all of these algorithms achieve similar performances in the home cities with the overall case. For the difficult case of non-home cities, the two algorithms from related work, the Bayesian-based method and the KL divergence method, perform better than they do in home cities. This illustrates that when users travel to non-home cities, they may tend to use terms with local characteristics. By contrast, when users stay in home cities, their words are more commonly used with less regional information. However, for the tweets published in these non-home cities, our HMM-based model still outperforms other two methods by nearly 2% in accuracy and the error distances are significantly smaller at the same time. Compared with related works, the improvement on error distances demonstrates that even for the incorrectly estimated cases, our model can locate the tweet with a closer city from the real location of the tweet due to the benefits from the usage of patterns of user movements. In general, the results demonstrate that integrating home city and movement will benefit geotagging in both home and non-home cities.
CONCLUSION
In this paper, we propose an HMM-based algorithm for geotagging by integrating a local language model and user movements. We evaluate our model on a large Twitter dataset under different cases. The results show that our method can improve the accuracy by more than 55% percent compared with the baseline algorithms. Even for the tweets published in non-home cities, our method still achieves better results on accuracy and error distances.
