This paper considers a problem of distributed hypothesis testing and social learning. Individual nodes in a network receive noisy (private) observations whose distribution is parameterized by a discrete parameter (hypotheses). The distributions are known locally at the nodes, but the true parameter/hypothesis is not known. An update rule is analyzed in which agents first perform a Bayesian update of their belief (distribution estimate) of the parameter based on their local observation, communicate these updates to their neighbors, and then perform a "non-Bayesian" linear consensus using the log-beliefs of their neighbors. The main result of this paper is that under mild assumptions, the belief of any agent in any incorrect parameter converges to zero exponentially fast, and the exponential rate of learning is a characterized by the network structure and the divergences between the observations' distributions.
I. INTRODUCTION
How do we learn what television shows are popular or which pastry shop has the best cupcake? Most people do not watch all their available options, nor do they carefully read the Nielsen ratings, but instead infer the answers through a combination of channels: their own experience, their friends' opinion, or social media. Social communication helps individuals form opinions and gain knowledge about a variety of unknown parameters. In other words, people transcend the limitations of their local view by incorporating the "wisdom of the crowd" to construct a "crowd within" themselves, benefitting from the richness and diversity of others' experience. This paper proposes and analyzes a very simple model of social learning in the context of distributed hypothesis testing.
Learning in a distributed setting is more than a phenomenon of social networks; it is also an engineering challenge for networked system designers. For instance, in today's data networks, many applications need estimates of certain parameters: file-sharing systems need to know the distribution of (unique) documents shared by their users, internet-scale information retrieval systems need to deduce the criticality of various data items, and monitoring networks need to compute aggregates in a duplicate-insensitive manner. Finding scalable, efficient, and accurate methods for computing such metrics (e.g. number of documents in the network, sizes of database relations, distributions of data values) is of critical value in a wide array of network applications.
We study a model in which a network of individuals sample local observations (over time) governed by an unknown true parameter θ * taking values in a discrete set Θ. We model the distribution of the i-th node's observation by a conditional The node 1 has f 1 (·; θ 1 ) = f 1 (·; θ 3 ) and f 1 (·; θ 2 ) = f 1 (·; θ 4 ), and the node 2 has f 2 (·; θ 1 ) = f 2 (·; θ 2 ) and f 2 (·; θ 3 ) = f 2 (·; θ 4 ).
distribution (or local channel, or likelihood) f i (·; θ * ) from a collection {f i (·; θ) : θ ∈ Θ}. When these local channels are not sufficient to recover the underlying parameter locally, individuals must share and learn from each other in order to accurately estimate the parameter. Even though each individual cannot identify the parameter through local observations alone, the parameter may be collectively identifiable. A simple two-node example is illustrated in Figure 1 -one node can only identify the column in which the parameter lies, and the other can only identify the row.
In this paper we propose a strategy based on local Bayesian updating followed by consensus averaging on a reweighting of the log beliefs of nodes. We show that the rate of convergence of our strategy is lower bounded by the weighted sum of Kullback-Leibler (KL) divergences between likelihood of the true parameter and the likelihood of the untrue parameters, where the sum is over the nodes in the network and the weights are the nodes' influences as dictated by the consensus algorithm. Our work in this paper is directly motivated by a recent paper [1] in which social learning is achieved via combining Bayesian updates with consensus averaging on the beliefs. Jadbabaie et al. [1] provide an excellent overview of the large body of literature on distributed estimation, detection, hypothesis testing and learning over social networks; we discuss those most relevant to this paper [1]- [5] in Section III.
II. THE MODEL

A. Network and Observations
We consider a network with n nodes. For a n × n matrix of fixed and known weights W with W ij ∈ [0, 1], define the neighborhood of i as N (i) := {j : W ij > 0}, where {W ij } represents the weight node i assigns to the estimates of its neighbors such that n j=1 W ij = 1. We study a simple model for parametric inference of a global parameter θ * ∈ Θ, where Θ is a finite set and θ * is fixed but unknown. At each time instant t = 1, 2, . . . each node draws a noisy observation X (t) i ∈ X i , where X i is defined as the observation space of node i. Each node's observation sequence (in time) is conditionally independent and identically distributed (i.i.d.); in other words, each node i has a set of probability distributions
has a distribution f i (·; θ * ) governed by the true parameter θ * . Throughout the paper, P is the probability distribution induced by the true parameter θ * and E the expectation with respect to P.
B. The Learning Rule
Here we present the algorithm according to which the nodes update their beliefs and estimates. Suppose each node i starts with an estimate q (0) i which is a probability distribution on Θ in the set P(Θ). At each time t = 1, 2, . . . the following events happen: 1) Each node i draws an observation X 
.
(1)
3) Each node i sends the message Y
to its neighbors. 4) Each node i forms an estimate of θ, q (t) i (θ), by averaging the log beliefs of itself and its neighbors. For any θ ∈ Θ,
C. Mathematical Assumptions
The following assumptions are required to establish our main result in the later section.
This assumption guarantees that for each "wrong" hypothesis θ = θ * , there exists at least one node in the network that can statistically distinguish between θ and θ * . Note that this does not require the existence of a single node that can distinguish θ * from all other hypotheses. See the example in Figure 1 . This assumption ensures that all the nodes are connected to every other node in the network by at least one multihop path. This is a natural assumption because it enables social learning even in the scenario when some nodes in the network may not be able to distinguish the true parameter θ * . By communicating, nodes in such a connected network can eventually learn the true parameter θ * . This is characterized in Section III and numerically illustrated in Section IV.
Fact 1 (Section 2.5 of Hoel et al. [6] ). Let W be the transition matrix of an irreducible and aperiodic finite Markov chain. Such a Markov chain has a unique stationary distribution, which is also the limiting distribution
where
is the left eigenvector of W associated with the eigenvalue 1. Furthermore, all components of v are strictly positive.
Assumption 3. For k ∈ [n], X ∈ X k , and for any given
This is a purely technical assumption which simplifies our analysis and proof. We will discuss this assumption and relaxing it in Section V.
III. MAIN RESULTS Theorem 1. Let θ * be the true parameter and for every i ∈ [n], let the initial estimate q 
where K(θ * , θ) = n j=1 v j D ( f j (·; θ * ) f j (·; θ)). Proof: We begin by obtaining a recursion for each node i in terms of the logarithm of the ratio of the estimate at different values of θ = θ * and estimate of the true paramter
where the first and the second equalities follow from (2) and (1), respectively. Now for each node j we rewrite
in terms of node j's neighbors and their samples at the previous instants. We can expand in this way 2014 IEEE International Symposium on Information Theory until we express everything in terms of the samples collected along as well as the initial estimates. Noting that
, it is easy to check equation (6) can be further expanded as
Fact 1 implies that for any δ > 0, there exists a time T such that
On the other hand for all t ≥ T , (7) can be written as
We write equation (9) as follows log q
Defining L = max j∈[n] max θ∈Θ |log C j,θ * ,θ |, the last term in the sum becomes
Using the defintion of L we get
Now, divide (10) by t and take limit as t → ∞. Using (11) and noting that the limit of terms in (12) and (13) go to zero, we have
On the other hand, the strong law of large numbers implies that for each j ∈ [n] we get
Fact 1 together with Assumption 1 guarantees that K(θ * , θ) > 0. This completes the assertion of the theorem that for Palmost all sample paths, for every θ = θ * and for every node i, q (t) i (θ) vanishes at a rate at least K(θ * , θ).
Contributions and Related Work. Jadbabaie et. al. [1] showed that an update rule which uses local Bayesian updating combined with a linear consensus strategy on the beliefs [7] enables all nodes in the network identify the true parameter. Moreover, they show, via a top Lyapunov exponent, that this convergence occurs exponentially fast, but do not characterize the rate. A more recent paper [3] , strengthens these results by characterizing the "learning rate" of the algorithm. In particular they consider the total variational error across the network and provides an almost sure upper bound on learning rate in terms of the KL-divergences and influence vector of agents. Using Theorem 1, we see that this learning rate, under our proposed update rule, has a lower bound min θ * min θ =θ * K(θ * , θ), which is strictly larger than upper bound provided by Jadbabaie et al. [3] . In Section IV we demonstrate through examples that the rate of convergence under our proposed strategy can indeed be significantly faster than that of the the consensus strategy [1] .
To the best of our knowledge, our proposed update rule in (2) has not been used in the context of non-Bayesian social learning. However, similar update rules have been proposed in the context of 1-shot merging of opinions [5] and estimates [4] . Olfati-Saber et. al. [5] studied an algorithm for distributed one-shot hypothesis testing using belief propagation, where nodes perform average consensus on the log-likelihoods under a single observation per node. The nodes can achieve a consensus on the product of their local likelihoods. By contrast, we consider a dynamic setting in which observations are made infinitely often. A benefit of our approach is that nodes do not need to know each other's likelihood functions, or indeed even the space from which their observations are drawn. Rad and Tahbaz-Salehi [4] studied the problem of distributed parameter estimation of a continuous parameter. Their update rule is based on Bayesian update along with an average consensus on the log-likelihoods similar to (1)- (2) . They show that the maximum of each node's belief distribution converges in probability to the true parameter under certain analytic assumptions (such as logconcavity) on the likelihood functions of the observations. For a special case obtained by discretizing the parameter space and when the log-likelihood function is concave (the intersection of the model in [4] and our paper here), their result guarantees the convergence of the nodes' estimates to the true parameter in probability. In this sense, for any general likelihood model and discrete parameter spaces, Theorem 1 strengthens the result by showing an almost-sure and exponentially fast convergence of the estimates and provides a lower bound for the rate of convergence.
We close this section by briefly discussing the recent results of Shahrampour and Jadbabaie [2] where a stochastic optimization-based dual averaging update rule is used to estimate the underlying parameter of the network in a distributed manner. There the communication is governed by a randomized gossip scheme via which pairs of node average their belief vectors. To the best of our knowledge, this is the only work which provides (closed-form) lower bound on the rate of convergence in terms of the average of the KLdivergence between the likelihood of the true parameter and likelihood of second likeliest parameter across the network. It is easy to check using Theorem 1 that for any i ∈ [n],
. This shows that by using our proposed update rules in (1)-(2), we can achieve the same lower bound in [2] whenever the weight matrix W is doubly stochastic.
IV. EXAMPLES
To illustrate our proposed scheme and the impact of different parameters on rate of convergence, we look at a few simple examples.
A. Communication is necessary for convergence
In the two-node network of Figure 1 , the parameter space is Θ = {θ 1 , θ 2 , θ 3 , θ 4 }. Here, node 1 can identify the column containing θ * , and node 2 the row. For this example, we will assume that for node 1, f 1 (·; θ 1 ) = f 1 (·; θ 3 ) ∼ Ber( 3 4 ) and f 1 (·; θ 2 ) = f 1 (·; θ 4 ) ∼ Ber( 1 3 ), and for node 2, f 2 (·; θ 1 ) = f 2 (·; θ 2 ) ∼ Ber( 2 3 ) and f 2 (·; θ 3 ) = f 2 (·; θ 4 ) ∼ Ber( 1 4 ). Let the true parameter be θ * = θ 1 , and assume that the nodes all begin with a uniform prior on the parameter space. Consider the scenario where there is no communication, i.e. weight matrix W = I. Because neither node can identify the true parameter on the basis of their own observations, their estimates do not converge to θ 1 . As shown in upper graph of Figure 2 , for node 1 the estimates converge to (0.5, 0, 0.5, 0) and for node 2 they converge to (0.5, 0.5, 0, 0).
Suppose now that we set the weight matrix as W ii = 0.6 and all W ij = 0.4. so the nodes do communicate after each iteration. The lower graph in Figure 2 shows the rapid convergence of the node estimates to the true parameter as a function of the number of iterations. It is clear that communication helps significantly when the parameter is not identifiable locally. Fig. 3 . A comparison of the algorithm of this paper, which uses linear consensus on log-beliefs (Scenario 1) and the non-Bayesian learning algorithm of Jadbabaie et al. [1] , using linear consensus on beliefs (Scenario 2).The estimates converge faster using in Scenario 1.
. When θ 1 is the true parameter and when a corner node (Node 1) is the only informed node, Figure 3 compares the empirical convergence rate of Jadbabaie et al. [1] with our method, which uses linear consensus on the updated beliefs, as opposed to the reweighed average of log-beliefs that we propose here. In this example, we see that the our new method converges significantly faster than the previous algorithm.
For a given weight matrix W , the corresponding left eigenvector gives a measure of the influence of different nodes in the network. Our analysis says that faster convergence comes from assigning more influence to the informed nodes in the network. Conversely, the rate of convergence is slower when the informed nodes are not central to the network. Figure 4 illlustrates the convergence to 0 of a node's belief on the untrue parameter θ 3 in two scenarios. In the first scenario, the informed node is at the center (Node 5) and in the second, the informed node is at a corner (Node 1). The rate of convergence is clearly better when the central node is informed. This makes sense because here the net impact of informative observations of the informed node can more easily reach the other nodes in the network.
V. DISCUSSION AND FUTURE WORK
In this paper we examined a network in which nodes take observations and communicate in order to collectively identify a global parameter that governs the distribution of their observations. We proposed a protocol which alternates local Bayesian updating with a weighted-log belief-averaging step. We then proved that this protocol guarantees almost sure convergence to the true parameter and found a lower bound on the exponential rate of convergence.
Our algorithm converges under the very mild Assumptions 1-3. Assumptions 1 and 2 are sufficient to ensure that K(θ * , θ) > 0. Assumption 1 is clearly also necessary for global identifiability of all parameters. If W were reducible then there would exist a pair (i, j) such that there is no path from i to j. We could thus assign local observation models Fig. 4 . The rate of convergence for node 5's estimate of θ 3 for two assignments in a grid network of 9 nodes when θ * = θ 1 . In both scenarios, all nodes but one are uniformed i.e. f i (·; θ) is the same for all θ. Scenario 1 shows convergence when the center node can identify true parameter. Scenario 2 shows convergence when a corner node can identify the true parameter.
such that only node i can distinguish the true parameter and all other nodes cannot distinguish any parameter. In this setting, the identification problem for node j would persist, precluding convergence to the true parameter. Hence, the irreducibility of W in Assumption 2 is also necessary; the only remaining question is whether aperiodicity is necessary. In contrast, Assumption 3 is purely technical: it guarantees that the likelihood ratio at each node between any two hypotheses is bounded. We believe this assumption can be relaxed significantly; extending our work to a less stringent technical assumption (similar to that established in [8] ) is an area of future work. Theorem 1 shows that a larger weighted sum of the KL divergences, i.e. a larger K(θ * , θ) yields a better rate of convergence. Assuming a set of nodes with fixed observation kernels, an interesting topic of future work is how to design an optimal network which maximizes the rate of convergence for these nodes.
