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Abstract 
Due to the climate change, CO2 emissions has to be lowered also in building sector as 
buildings cover a large share of total final energy consumption. Sun is a significant and 
emission free energy source and thus it is appropriate solution to replace CO2-intensive 
fossil fuels in heating energy production. In Nordic countries such as Finland the seasonal 
mismatch between solar energy availability and heating energy demand is drastic and 
thus seasonal thermal energy storage is needed to utilize solar energy to heat the buildings 
in winter time. 
 
The main objective of this study was to find a feasible and cost-optimal low temperature 
local heating solution based on solar energy for a residential district. The aim of the local 
hybrid energy system was to cover a part of total heating demand, and the rest of the load 
was covered with district heat. Solar energy utilization was based on electricity generation 
with photovoltaic panels and running heat pumps using that electricity. Thermal energy 
was stored to the borehole thermal energy storage and discharged in winter to heat the 
residential buildings. Research method was combined simulation and optimization. First 
the local hybrid energy system was modeled, and then simulated and optimized to max-
imize the system performance and minimize costs using genetic algorithm. 
 
Rooftop area for photovoltaic panels was noticed to be most limiting issue to achieve high 
renewable energy fraction in residential area consisting of apartment buildings. In opti-
mal solutions, 37 % - 54 % of total heating energy demand of the buildings can be covered 
with on-site produced energy with LCOE 110 – 184 €/MWh. Increasing utilization rate of 
the heat pumps using grid electricity in addition to solar electricity, 41 % - 88 % share of 
on-site energy of total heating demand can be achieved with LCOE 108 – 201 €/MWh. 
District heat demand can be decreased by 200 – 600 kWh (25 % - 75 %) during peak de-
mand by using on-site energy. CO2 emissions can be lowered 100 – 215 tons annually with 
studied system in comparison to situation where 100 % of heating demand is covered with 
district heat. 
 
Cost of on-site produced energy is higher than district heat prices, but if the aim is to lower 
CO2 emissions and decentralize heating energy production, this local hybrid energy sys-
tem is potential solution to develop further. Increasing share of on-site energy by running 
heat pumps with electricity imported from the grid might be feasible but it depends on 
electricity costs, CO2 emissions of grid electricity and operation principle of the system. 
Keywords Borehole thermal energy storage, Heat pump, Pre-feasibility analysis, Sea-
sonal thermal energy storage, Solar district heating,  System modeling 
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Tiivistelmä 
Rakennusten hiilidioksidipäästöjä on vähennettävä ilmastonmuutoksen hillitsemiseksi, 
sillä rakennusten osuus energian loppukulutuksesta on huomattava. Aurinko on merkit-
tävä ja päästövapaa energianlähde, joten aurinkoenergia on hyvä vaihtoehto korvaamaan 
fossiilisia polttoaineita lämmöntuotannossa. Pohjoisissa olosuhteissa aurinkoenergian 
saatavuuden ja rakennusten lämmitystarpeen välillä on erittäin suuri ero, joten lämpö-
energian kausivarastointi on tärkeässä asemassa, kun aurinkoenergiaa halutaan hyödyn-
tää rakennusten lämmitykseen talvella. 
 
Tutkimuksen tavoitteena oli löytää kerrostaloalueelle toteuttamiskelpoinen ja kustan-
nusoptimaalinen aurinkoenergiaan perustuva toimiva hybridienergiajärjestelmä. Alueel-
lisen energiajärjestelmän tarkoituksena oli tuottaa osa asuinrakennusten tarvitsemasta 
lämmitysenergiasta, ja loppuosa katettiin kaukolämmöllä. Aurinkoenergian hyödyntämi-
nen perustui aurinkopaneeleilla tuotettuun sähköenergiaan, jolla käytettiin lämpöpump-
puja. Tuotettu lämpöenergia varastoitiin porareikävarastoon, josta sitä purettiin lämmi-
tyskaudella asuinrakennusten lämmitykseen. Tutkimus toteutettiin simuloimalla ja opti-
moimalla. 
 
Aurinkopaneeleiden asennukseen käytettävissä oleva kattopinta-ala huomattiin merkit-
tävimmäksi rajoittavaksi tekijäksi saavuttaa korkea omavaraisuusaste kerrostaloalueen 
lämmöntuotannossa. Optimaalisilla ratkaisuilla 37 % - 54 % alueen lämmitysenergiantar-
peesta voitiin kattaa alueella tuotetulla energialla. Alueella tuotetun energian hinta 
(LCOE) oli 110 – 184 €/MWh. Huipputehontarpeiden aikana ostetun kaukolämmön tar-
vetta on mahdollista vähentää 200 – 600 kWh (25 % - 75 %) käyttämällä mahdollisim-
man paljon alueella tuotettua energiaa. Vuosittaisia hiilidioksidipäästöjä on mahdollista 
vähentää tutkitulla järjestelmällä 100 – 215 tonnia. 
 
Alueella tuotetun energian hinta on korkeampi verrattuna kaukolämmön hintaan, mutta 
mikäli tarkoituksena on vähentää hiilidioksidipäästöjä ja hajauttaa lämmitysenergiantuo-
tantoa, tällainen alueellinen hybridienergiajärjestelmä on potentiaalinen ratkaisu jatko-
kehitykseen. Alueella tuotetun energian määrää on mahdollista nostaa käyttämällä verk-
kosähköä lämpöpumpuille, sillä lämpöenergian omavaraisuusasteeksi saatiin 41 – 88 % 
LCOE:n ollessa 108 – 201 €/MWh. Tällaisen ratkaisun kannattavuus ja järkevyys riippuu 
sähkön hinnasta, hiilidioksidipäästöistä ja järjestelmän toimintaperiaatteesta.  
 
Avainsanat Aurinkokaukolämpö, järjestelmämallinnus, kannattavuustarkastelu, läm-
mön kausivarastointi, lämpöpumppu, porareikävarasto 
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1 Introduction 
1.1 Background 
Global warming and the climate change is one of the biggest challenges in human history. 
To restrain the global warming, greenhouse gas emissions, such as carbon dioxide has to be 
decreased which denotes that fossil energy sources has to be replaced with renewable energy. 
Buildings and building construction sector consume globally 36 % of total final energy and 
produce almost 40 % of direct and indirect carbon dioxide (CO2) emissions (International 
Energy Agency 2019). In European Union the building sector energy consumption share is 
nearly 40 % of total final energy consumption. Roughly 55 % share of energy used in build-
ings consists of thermal energy demand which includes space heating, domestic hot water 
heating and space cooling. (Rohde et al. 2018). In Finland, in the year 2018 buildings cov-
ered 25 % of final energy consumption (Statistics Finland 2019a) and the share of fossil fuels 
of total primary energy was 35 % (Statistics Finland 2019b). Improving energy efficiency of 
buildings and using renewable energy sources (RES) in heat and electricity production, there 
is a significant potential to reduce greenhouse gas emissions. 
 
Energy sources and their shares of district heat production in Finland in year 2018 are pre-
sented in Figure 1. As can be noticed, the coal is still having the largest share of fuels in 
district heating supply. CO2-neutral energy sources do not cover even 50 % of DH supply, 
and the share of renewable energy sources is totally 36 %. (Finnish Energy 2019). From the 
figure it can be also seen that almost all energy sources are based on combustion. Only non-
combustion based energy sources are heat recovery and possibly “Others”, which means that 
non-combustion based energy sources cover only 10 - 13 % of district heat supply. Thus it 
can be stated that there is a significant necessity to increase the share of CO2-neutral energy 
sources to decrease CO2 emissions of Finnish district heat production. 
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One carbon-free renewable energy source is solar energy. Technology to utilize solar energy 
for heating and electricity purposes has been developed significantly during past decades 
and cost level has been lowered as the technologies and solutions have become more com-
mon and advanced. For those reasons, the solar energy is an interesting option for heating 
energy production and has lots of potential also from economical point-of-view. The chal-
lenge utilizing solar energy for heating in high latitude area is that there is a remarkable 
seasonal mismatch between the solar radiation and heating energy demand. Solar radiation 
is at highest level in summer time when the heating energy need is much lower than in winter 
time, when the situation is upside down. In Figure 2 is shown the seasonal mismatch between 
solar radiation and heat demand in high latitude areas.  
 
 
To make supply and demand meet each other, the solar energy has to be collected in summer 
time and stored somehow so it can be used for heating purposes in winter time. It is possible 
by utilizing different kind of seasonal thermal energy storages. Designing solar energy based 
heating system at neighborhood level instead of each building having their own, it is possible 
to achieve better energy efficiency and cost-optimality. Seasonal thermal energy storages 
are not possible to utilize in smaller scale solutions as the smaller storage sizes are not func-
tional and losses are relatively high, but with larger community level solutions they become 
more potential and feasible. 
1.2 Objective of the thesis 
In this study the main objective is to find a feasible and optimal low temperature local heat-
ing solution based on solar energy for a residential district located in Espoo, Southern Fin-
land. In addition to local energy, all buildings are also connected to traditional, larger scale 
district heating and electricity networks. Another objective is to find out the cost level of that 
kind of hybrid energy system by calculating the levelized cost of energy (LCOE) for each 
solution. The aim is to find out the cost-optimal size of components for the local hybrid 
energy system using multi-objective optimization (MOO). Some optimal solutions are stud-
ied in more detail to find out differences between them.  
 
Figure 2. Seasonal mismatch of solar radiation and heat demand (E-hub 2018). 
 
3 
 
1.3 Novelty of research 
The aim of this thesis is to produce new information related to local hybrid energy system 
based on solar energy in apartment block neighborhood in high latitude area. In earlier stud-
ies on this research area it has been considered single-family house solar communities but 
there are no studies relating to apartment buildings with that kind of system. The target of 
this study is to find out the size and cost level of the local hybrid energy system so that it can 
be evaluated if it is feasible to improve that kind of hybrid energy solutions further. 
1.4 Structure of the thesis 
The thesis is divided into this introduction, literature review, methodology description, re-
sults, discussion and conclusions. Chapter 2 contains literature review on solar energy, ther-
mal energy storage technologies, heat pumps, district heating and previous studies of sea-
sonal heat energy storing and solar heating systems. Chapter 3 explain the methodology and 
limitations of the study. In chapter 4 is presented the results and analysis. In chapter 5 the 
main findings of study are discussed. Chapter 6 summarizes the main conclusions of the 
study and suggests avenues for future research. In appendices is presented annual energy 
flows of analyzed cases.  
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2 Review of literature 
2.1 Solar energy 
Solar energy is a significant energy source. Based on some estimates, in annual level the 
solar energy potential that can be utilized is approximately 1 575 – 79 837 EJ. Annual total 
primary energy supply of the world was 573 EJ in year 2014, so by utilizing solar energy, it 
would be possible to cover all primary energy demand in the world. (Alva et al. 2018). In 
the solar fusion reaction occurring in the sun, energy is released at a total power of about 
3.8·1023 kW, of which roughly 1.7·1014 kW is emitted to the Earth. This amount of energy 
is about 20 000 times the energy used by industry and heating on the planet. (Erat 2008). In 
high latitude areas, such as Finland, building heating energy has a notable share of total 
energy consumption. Annual solar radiation and solar energy potential in Southern Finland 
are similar than in Northern Germany. In Northern Germany, annual solar radiation to opti-
mally oriented and tilted surface is annually between 1100 – 1300 kWh/m² and in Southern 
Finland, where Helsinki area is also located, 1000 – 1200 kWh/m².  (European Commission 
2012b). Thus it can be stated that there is a remarkable potential to utilize solar energy also 
in Finland.  
 
In Figure 3 is presented annual solar radiation in Finland. The numerical values above the 
color bar are annual amount of total solar radiation in kWh that is radiated to optimally tilted 
surface with area of 1 m². The numerical values below the color bar are annual PV generation 
potential of 1 kWp PV system where panels are optimally tilted. From the figure it can be 
seen that in Helsinki area annual PV generation potential is 825 – 900 kWh with 1 kWp 
optimally tilted PV system. The performance ratio is 0.75 i.e. the solar panel achieves 75 % 
of its theoretical efficiency. (Motiva 2018). 
 
 
Figure 3. Annual solar radiation in Finland to surface with optimal angle (Motiva 2018). 
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Solar energy utilization can be divided into passive and active utilization. Passive utilization 
of solar energy refers to the use of energy without additional equipment. An example of 
passive utilization is a situation where the sun shines and heats the building. At least a small 
amount of solar energy is temporarily stored in each building, but for efficient use, appro-
priate solutions for building, environment, and structural design are needed. Active utiliza-
tion of solar energy denotes utilization of solar energy by using technical equipment i.e. solar 
thermal collectors (STC) or photovoltaic (PV) panels. Active utilization is the conversion of 
solar radiation into electrical energy by solar panels and thermal energy through solar col-
lectors. In the same building, solar energy can be simultaneously used both passively and 
actively by various methods to achieve maximum gain from solar energy. (Erat 2008).  
 
The solar radiation consists of direct radiation, diffuse radiation and ground reflected radia-
tion. In Figure 4 is presented different types of solar radiation that affect the total solar radi-
ation on a tilted surface. Direct radiation is the radiation that is coming straight from the sun. 
Diffuse radiation is reflecting from clouds and atmosphere. In Finland, share of diffuse ra-
diation is typically roughly half of total annual solar radiation, but the daily and monthly 
shares are depending on weather conditions. On a cloudy weather, the share of diffuse radi-
ation can be even 80 % of total radiation. Due to relatively high share of diffuse radiation, 
concentrating and tracking systems are not as economically profitable as they can be in coun-
tries where direct solar radiation has a larger share of total solar radiation. (Motiva 2018). 
Ground reflected radiation is solar radiation that is reflected from the ground, buildings and 
so on. For example snow, water, ground and glossy roof material can increase the total solar 
radiation momentarily even 20 % but in an annual level the share of ground reflected radia-
tion is only few percent of total solar radiation. In total, ground reflected radiation has sig-
nificantly smaller impact to total solar radiation than diffuse radiation. (Motiva 2018, PVed-
ucation 2019). 
 
 
 
 
 
 
 
 
 
Figure 4. Different kind of solar radiations (Xu, R. et al. 2017). 
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Power production of PV panel does not depend only on solar radiation of sun. The main 
factors affecting to the power production of PV panels are the tilt angle and the orientation 
angle of PV panel. The tilt angle is the angle that PV panel is inclined from the horizontal 
plane. The orientation angle is the angle in vertical axis i.e. the compass point which the PV 
panel is oriented. In northern latitudes the proper orientation angle for PV panels achieve the 
highest electricity generation is south. However, always it is not possible to face the panels 
directly to the south as there might be structural or architectural challenges. When PV panels 
are installed on flat roof, it is important to avoid panels shading each other. Thus minimum 
distance between PV panel rows depends on the tilt angle of PV panels. The optimal tilt 
angle of PV panels to reach maximum possible PV power generation is depending on, in 
which time of the year the PV electricity is needed the most. When absorbing plane is per-
pendicular to sunlight, the maximum power output of PV panel can be achieved. Due to the 
fact that the angle of solar radiation to the PV panel is varying all the time, it is not possible 
to reach maximum possible power production continuously if the tilt angle is fixed. In Figure 
5 is shown solar radiation to the tilted surface and affecting angles. Angle α is the angle at 
which the sun is radiating on horizontal plane and β is the tilt angle of PV panel from hori-
zontal plane. (PVeducation 2019). 
 
 
 
Because solar radiation on a tilted surface depends on angles, the amount of solar radiation 
on a tilted surface is lower than total solar radiation. Solar radiation on tilted surface can be 
defined as 
 
𝑆𝑡𝑖𝑙𝑡𝑒𝑑 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 = 𝑆𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 ∙ sin (𝛼 + 𝛽)   (1) 
 
where 
 
𝑆𝑡𝑖𝑙𝑡𝑒𝑑 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 Solar radiation to the tilted surface (kWh/m²) 
𝑆𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡  Solar radiation to the surface located in incident angle (kWh/m²) 
𝛼  Elevation angle (°) 
𝛽  Tilt angle of PV module measured from horizontal plane (°). 
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Elevation angle depends on two separate angles that are latitude angle i.e. the location from 
the equator and declination angle which depends on the day of the year. Elevation angle is 
shown in equation 2 and declination angle in equation 3, respectively. 
 
𝛼 = 90 − 𝛷 + 𝛿   (2) 
 
where 
 
𝛼  Elevation angle (°) 
𝛷  Latitude angle (°) 
𝛿  Declination angle (°). 
 
 
𝛿 = 23.45° 𝑠𝑖𝑛 [
360
365
(284 + 𝑑)]   (3) 
 
where  
 
𝛿  Declination angle (°) 
d  Day of the year (-). 
 
Depending on several factors, the optimal installation angle of PV array can be defined. If 
the aim is to maximize PV electricity production in summer time, the optimal angle is dif-
ferent than in situation where PV electricity is needed more in spring or autumn time. More 
steep tilt angles maximize PV electricity production in winter time when the elevation angle 
of solar radiation is low. In summer time, when the elevation angle is higher, maximum 
electricity production is achieved with more gently sloping tilt angles. (PVeducation 2019).   
 
Solar insolation to the surface with two different tilt angles are presented in two figures 
below. In Figure 6 the tilt angle is 30° and in Figure 7 it is 70°, respectively. In both figures 
the latitude angle is 60° which is the latitude of Espoo. The blue curve is incident power 
curve and it describes the solar radiation that can be received if the PV panel is perfectly 
oriented to the sun. The red curve is the solar radiation that is received to the horizontal plane 
i.e. the PV panel having tilt angle 0°. These two curves depend only on latitude and time of 
the year and thus they are similar in both figures. The only deviating curve is the green curve 
which describes the solar radiation to plane having tilt angle 30° in Figure 6 and 70° in Figure 
7. When the tilt angle is lower, the received power is almost as high as possible i.e. very 
close to the incident power in middle of summer.  In other seasons, the received power is 
slightly lower than incident power, but actually the difference is small. When the tilt angle 
is steeper, in summer time the received power is significantly lower than incident power. On 
the other hand during other seasons, the received power is very close to incident power. 
Therefore it is necessary to define, when the PV electricity is mostly needed that the optimal 
angle of PV system can be selected. (PVeducation 2019). 
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2.2 Thermal energy storage technologies 
To store thermal energy produced in one season and utilize stored energy in another season, 
thermal energy storage is essential component of energy system. In this chapter, some com-
mon thermal energy storages are introduced to understand the diverse of thermal energy 
storages and to realize the differences between them. Storage technologies based on latent 
or chemical heat have been researched and developed, but still all existing storage technol-
ogies at the moment are based on sensible heat i.e. the temperature change in storage mate-
rial. (Rad, Fung 2016). Thermal energy storage technologies are e.g. aquifer thermal energy 
storage (ATES), pit thermal energy storage (PTES), tank thermal energy storage (TTES) and 
borehole thermal energy storage (BTES). In Figure 8 is presented sections of the mentioned 
seasonal storage technologies.  
 
Figure 6. Solar insolation to the surface when tilt angle is 30° and 
latitude is 60° (PVeducation 2019). 
Figure 7. Solar insolation to the surface when tilt angle is 70° and 
latitude is 60° (PVeducation 2019). 
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2.2.1 Aquifer thermal energy storage 
Aquifer thermal energy storage (ATES) is based on storing heat energy in confined aquifers 
that are having very low water flow or no water flow at all. If there is too high water flow 
i.e. the aquifer is unconfined, the aquifer cannot be used as a thermal energy storage due to 
heat losses that are caused by high water flows. However, even if the water flow is low in 
aquifer, the heat losses can be remarkable at least when the temperature level of the storage 
is high. Thus surface-to-volume ratio of the storage should be as low as possible. The basic 
principle of ATES is that there is at least two drilled wells, and the heat energy is injected to 
and extracted from the aquifer via the wells. The notable thing is that ATES systems are 
open-loop solutions i.e. the groundwater itself is the heat transfer fluid. When ATES is 
charged, the groundwater is pumped from one well and heated in heat exchanger. After that 
the water is pumped into another well and from there it goes back to the aquifer. It is im-
portant that injection and extraction wells are located at some distance from each other to 
achieve better heat transfer to the aquifer. To achieve the best system performance, it is 
necessary to examine the physical and chemical properties of the aquifer. (Rad, Fung 2016, 
Underground Energy 2018a). 
 
Practical example of ATES system can be found in Sweden’s largest airport, Arlanda, which 
is located in Stockholm region. The airport is geologically situated on a large boulder ridge 
and under its surface there is a large aquifer with approximately volume of 600 000 m³. The 
first idea to utilize the aquifer for seasonal storage in Arlanda was given in 2005, and after 
feasibility studies, hydro-geological investigations and permit applications the construction 
work began in autumn 2008. Operation of ATES started in summer 2009. ATES system was 
designed to cover both heating and cooling demands approximately 8 MW and having max-
imum ground water flow 720 m³/h. There are 5 cold wells and 6 warm wells and they are 
located so that the cold wells are drilled in the northern part of the aquifer and warm wells 
in the southern part, respectively. In winter time the heat discharged from the ATES is uti-
lized to pre-heat supply air that is ventilating airport terminals and to heat ground and thus 
melting ice near the gates. Temperature of ATES is between 3 – 5 °C in winter time. In 
summer time, the ATES is utilized to deliver cooling energy to the terminals. Temperature 
Figure 8. Seasonal storage technologies (Schmidt, Miedaner 2012). 
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of the warm water returning from the terminals to the ATES is approximately 15 °C, but if 
the ground heating pipes that were melting ice in winter are utilized as a solar thermal col-
lectors, temperature of water injected to the ATES can be 25 °C in sunny days. Up to 
19 GWh imported heating and cooling energy is saved annually which equals to average 
annual energy consumption of 2000 Swedish detached houses. (SPECIAL Project 2015). 
2.2.2 Pit thermal energy storage 
Pit thermal energy storage, also known as PTES, is a large pit that is excavated into the 
ground and filled with water which is the storage media. Finally a floating cover is installed 
on the top of the storage. PTES is suitable seasonal storage type in areas where the ground 
is easy to excavate. Ground in the PTES has to be covered with tight liner to avoid water 
leakages to the ground and thus increasing heat losses and decreasing the storage capacity. 
For example liners made of polymer or elastomer can be used as well as metals such as 
stainless steel and aluminium. The good thing with metal liners is that they can resist higher 
temperatures than polymer and elastomer. In addition to that, they are vapor-proof. On the 
other hand the material costs and installation costs of metal liners are significantly higher. 
When using metal liners, corrosion issues have to be considered detailed as they are installed 
to the ground and there is water on the other side of the liner.  
 
PTES can be constructed in different shapes but the most common and simplest shape is an 
upside down placed truncated pyramid i.e. the edges are widening when moving from base 
to upwards. To minimize the heat losses from the top of the PTES, a floating cover is needed. 
Usually the floating cover is the most expensive component of PTES as the area is large and 
materials are expensive. There are different solutions to make the floating cover. Flexible 
insulations mats with water-proof floating liner can be used. A benefit of that alternative is 
flexibility, as the mat can be installed at the edges and it can move up and down when the 
water level varies due to thermal expansion. Another method is to use floating stiff elements. 
Bulk insulation, where the insulation material is installed between water-proof floating liner 
and top liner, can be also used. Charging and discharging can be implemented by direct water 
exchange or indirectly using pipes that are installed into the storage. (Jensen 2014, Schmidt, 
Miedaner 2012). 
 
One example where PTES is implemented is Dronninglund, Denmark. There is a 35 000 m² 
solar thermal collector plant, 60 000 m³ PTES and 3 MW heat pumps. The heat energy from 
solar thermal collectors is charged to the PTES. Heat pumps are using PTES as a heat source. 
The aim of the system is to supply approximately 50 % of Dronninglund’s heating demand 
which is annually 20 GWh. The rest of the heating demand is covered using heat energy 
produced in natural gas fired combined heat and power plant. The PTES was excavated in 
an old gravel pit. Due to soil in the area is consisting of gravel and sand and ground water 
level is approximately 3 m below, implementation of the storage was easy. The construction 
work of the system started in spring 2013 and the operation of the system began in spring 
2014. In first operation year, maximum storage temperature was 86 °C and minimum 12 °C 
and the storage efficiency was 78 %. (Sunstore 3 Project 2015). 
 
A variant of water-filled pit thermal energy storage is gravel-water thermal energy storage, 
also term GWTES can be used. The idea is the same as in PTES, but instead of water, a 
combination of water and gravel, sand or soil mixture is used as a storage media. GWTES 
is also insulated on the edges and top. Due to lower heat capacity of the ground, volume of 
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GWTES has to be approximately 50 % larger to achieve the same storing capacity than wa-
ter-filled PTES. The benefit of GWTES is that covering is simpler and thus covering costs 
are lower than in water-filled PTES. In GWTES, charging and discharging is done indirectly 
using plastic pipes that are installed into the storage. (Rad, Fung 2016, Schmidt, Miedaner 
2012). 
2.2.3 Tank thermal energy storage 
Tank thermal energy storage (TTES) is thermal energy storage that is built of concrete, steel 
or glass fiber reinforced plastic i.e. sandwich elements. Additional liner is usually required 
on inner surface of the edges to ensure the vapor and water tightness of the storage. Main 
difference of TTES in comparison to PTES is that in PTES the outer edges are natural ma-
terial like soil or hard rock instead of concrete or other construction material. Usually the 
outer edges of the TTES are insulated to minimize the heat losses to the environment. TTES 
can be either fully or partly excavated into the ground or it can be located above the ground. 
Piping can be installed in such a way that water can be injected and extracted from different 
heights to increase the performance of the storage. (Schmidt, Miedaner 2012). A practical 
example of tank thermal energy storage is in waste incineration plant operated by Vantaan 
Energia. There is a 10 000 m³ storage tank for storing heated water before it is supplied to 
the district heating network.  
2.2.4 Borehole thermal energy storage 
Borehole thermal energy storage (BTES) is thermal energy storage where the ground itself 
is working as a storage material. BTES is a borehole field consisting on a large amount of 
vertical boreholes with typical length from 30 m to 100 m that are drilled to the ground. The 
distance between boreholes is typically between 3 m and 4 m. Heat transfer fluid consisting 
of water or water-glycol mixture to avoid freezing, is circulated in single or double U-pips 
that are installed in boreholes. Depending on the temperature difference between fluid and 
fill material of borehole, the heat is injected to the storage or extracted from the storage. 
BTES is a flexible thermal energy storage solution as it can be implemented in various 
ground materials. The ground, that can be unconsolidated material or rock or something 
between them, is the actually the storage media, and boreholes are the heat exchangers 
through which the heat is injected and extracted. Benefit of BTES is that it is quite easy to 
enlarge afterwards by simply drilling more boreholes and connecting the pipes together with 
existing heat transfer pipes. (Reuss 2015, Rad, Fung 2016). In Figure 9 is shown a vertical 
section of a single borehole.  
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Geological conditions affect significantly to the implementation and effectiveness or bore-
hole heat exchangers and therefore the whole BTES. To achieve a high heat transfer into the 
ground and from the ground respectively, a high thermal conductivity of storage material is 
preferred. On the other hand, when considering on avoiding of heat losses, the thermal con-
ductivity of ground surrounding the storage should be lowest as possible. In Scandinavia 
area and Finland, where there are large areas of hard rock, the boreholes are filled typically 
with water. With this kind of combination the performance of BTES is very high, as the 
thermal conductivity of hard rock is high in comparison to other ground materials and as the 
water has a great volumetric heat capacity. In such areas where ground material is unconsol-
idated, like large areas of Europe, boreholes are filled with grout material. The weakness of 
this solution is that heat exchange potential is lower.  
 
When considering on BTES efficiency, the size of storage is important. Heat losses of the 
storage are proportional to the outer surface area of BTES and the larger the area is, the 
larger the heat losses are.  On the other hand, the storage capacity is proportional to the 
storage volume. Based on these, the term surface-to-volume ratio can be introduced. It de-
scribes how large the outer surface area is in comparison to storage volume. The lower the 
ratio is, the smaller the heat losses are and thus better efficiency of storage is achieved. 
(Reuss 2015). If the BTES has a cylindrical shape, doubling the BTES volume increases the 
area of the outer surface only by half. Thus smaller solutions are not very effective, and 
larger storages are more preferable. Ground water flows affect also to the efficiency of 
BTES. Heat losses can be significantly higher if there exists ground water flows in BTES 
area as the heat is transferred to the ground water and the flow transfers the heat away from 
the storage. (Rad, Fung 2016). All in all it can be stated that geological and hydrological 
research of area where BTES is planned to be implemented is very important to find out if 
it is feasible or not. 
Figure 9. Vertical section of single borehole (Drake Landing Solar Community 2019a). 
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In charging mode, the heat collecting fluid is pumped into the center of BTES and then 
towards the edges to maximize the heat in center of BTES to avoid heat losses to the outside 
of the BTES. In discharge mode, the fluid flows opposite direction i.e. the cold heat collector 
fluid is pumped into edges of the BTES and from there towards the center to increase the 
temperature gradient of the fluid and therefore maximize the discharge power. In Figure 10 
is presented the principle of boreholes connected in series. Cooler fluid is always on the 
edges and warmer on the center of BTES. Figure 11 describes the main principle of BTES 
in charge mode. Warm or hot heat transfer fluid is flowing from energy center to BTES. The 
fluid is injected in center of BTES and after cooling down in BTES and transferring heat 
energy to the storage the fluid is extracted from the edges of the BTES and then it returns 
back to the energy center. In Figure 12 is shown a BTES in discharge mode. Cold heat trans-
fer fluid is flowing to BTES from the energy center and the cold fluid is injected to the BTES 
in the edges of BTES.  While flowing in BTES, the fluid is heating up i.e. transferring heat 
from the ground. Then the fluid is extracted from the center of BTES and after that it returns 
back to the energy center. (Drake Landing Solar Community 2019a, Underground Energy 
2018b). 
 
 
Figure 11. BTES in charge mode (Underground Energy 2018b). 
Figure 10 Principle of boreholes connected in series (Drake 
Landing Solar Community 2019a). 
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Borehole thermal energy storages can be categorized in low temperature BTES and high 
temperature BTES, depending on operating temperatures. Low temperature BTES is oper-
ating between 0-40 °C and high temperature BTES systems between 40-80 °C. (Rad, Fung 
2016). Thus the temperature of the heat source from where the heat is injected to the storage 
defines if the BTES is low-temperature or high-temperature solution. If the heat energy is 
utilized for heating straightly from the BTES, the storage temperature has to be higher than 
in solution where heat pump is used between the storage and final destination. Due to tem-
perature decrease in the storage because of heat losses, the charging temperature of the stor-
age should be higher, respectively. In addition to that, the higher the storage temperature is, 
the higher are the heat losses from the storage as the temperature difference between the 
storage and surrounding ground is also higher. Thus the low-temperature BTES might be 
more feasible alternative to building heating purposes where heating network temperatures 
are relatively low. If a heat pump is utilized in discharging of BTES, the lower temperature 
of BTES is not restricting issue as the heat pump can increase the temperature level suitable 
for heating purposes. (Reuss 2015). 
 
Heat transfer from the boreholes to the surrounding ground is based on change of internal 
energy of the ground material. Change of internal energy can be solved from following equa-
tion 
 
∆𝑈 = 𝑚𝑐𝑝(𝑇𝑓 − 𝑇𝑖)    (4) 
 
where 
 
∆𝑈 Change of internal energy (kJ) 
𝑚 Mass of storage material (kg) 
𝑐𝑝 Specific heat capacity of storage material (kJ/kgK) 
𝑇𝑓 Final temperature of storage material (K) 
𝑇𝑖 Initial temperature of storage material (K). 
 
As the heat losses to the ground surrounding the BTES reduce the efficiency of BTES, the 
losses of BTES has to be considered. In principle, if the energy balance of BTES is in equi-
librium, the heat loss of BTES is the reminder of energy that is charged to the BTES and 
energy that is discharged from the BTES. Therefore the efficiency of BTES can be defined 
Figure 12. BTES in discharge mode (Underground Energy 2018b). 
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as a ratio of energy discharged from the BTES and energy charged to the BTES. (Flynn, 
Sirén 2015). Based on that the BTES efficiency can be calculated using following equation 
 
𝜂𝐵𝑇𝐸𝑆 =
𝐸𝐷𝐶
𝐸𝐶
∙ 100      (5) 
 
where 
 
𝜂𝐵𝑇𝐸𝑆 Efficiency of BTES (%) 
𝐸𝐷𝐶 Thermal energy discharged from the BTES (MWh) 
𝐸𝐶 Thermal energy charged to the BTES (MWh). 
 
One implemented BTES system is Drake Landing Solar Community (DLSC) which is lo-
cated in Okotoks, Alberta province, Canada. DLSC is the first neighborhood in North Amer-
ica which is utilizing borehole thermal energy storage as a seasonal thermal energy storage. 
It is also the first large community in the world that is utilizing large seasonal storage. The 
neighborhood consist of 52 detached houses and over 90 % of annual heating demand of the 
neighborhood can be covered with solar energy. The heating energy production of the com-
munity is based on solar thermal collectors that are installed rooftops of garages. Heat energy 
is either charged to the BTES or distributed to the buildings depending on heating demand. 
When the heating demand in the neighborhood is higher than solar thermal collectors can 
produce heating energy, the BTES is discharged and heat is supplied to the buildings. The 
BTES consists of 144 boreholes which are connected so that there are 24 parallel loops where 
6 boreholes are connected to the series. Depth of the boreholes is 37 m and distance between 
each borehole is 2.25 m. Shape of the BTES is octagonal and width is 35 m. DLSC proved 
that using seasonal storage there is a potential for solar energy utilization also in high latitude 
areas. (Drake Landing Solar Community 2019b, Xu, J. et al. 2014). 
2.3 Heat pump 
A heat pump is a system designed to transfer heat energy from one side to another. The 
operation of the heat pump is based on the process of circulating the refrigerant, in which 
the compressor compresses the refrigerant from low pressure and temperature to a higher 
pressure, thereby increasing its temperature. Source side is the side from where the heat 
energy is transferred to the refrigerant circuit, and load side is the side from where the heat 
energy is transferred from the refrigerant circuit, respectively. Heat pump technology can be 
utilized for both heating and cooling purposes depending on location of source and load 
sides. (Juvonen, Lapinlampi 2013).  
 
Utilizing different kind of heat pump solutions, heat can be transferred from air to air, air to 
liquid or liquid to liquid. The most common application of an air-to-air heat pump is a solu-
tion for heating and cooling in households. Outdoor air is lead to evaporator unit in which 
the heat energy of outdoor air is transferred into the refrigerant circuit. Pressure and temper-
ature of the refrigerant is increased in compressor and after that the refrigerant is lead to 
condenser unit from where the heat energy is transferred to the indoor air. (SULPU - Finnish 
heat pump association 2019). In air-to-water heat pump solution, the heat energy of ambient 
air is transferred to the refrigerant cycle in same way as in the air-to-air heat pump solution. 
After increasing the pressure and temperature of the refrigerant in compressor, the refriger-
ant is circulated to the condenser. In air-to-water heat pump the condenser is actually a heat 
exchanger where also in secondary side there is a liquid instead of air as in air-to-air heat 
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pump. In a liquid to liquid heat pump, heat energy is first transferred to the source side heat 
transfer fluid from the heat source which can be e.g. ground water filled borehole. From the 
source side heat transfer fluid the heat is transferred into the refrigerant cycle using a heat 
exchanger, which is an evaporator. After the pressure and temperature of the refrigerant is 
increased in compressor, the heat energy is transferred from the refrigerant to the load side 
heat transfer fluid using another heat exchanger which is condenser. (SULPU - Finnish heat 
pump association 2019). 
 
In Figure 13 is shown the process of circulation process of the refrigerant in the heat pump. 
The process of refrigerant circulation begins from evaporator (1), which can also be a heat 
exchanger, depending on whether the heat transfer is from the air to the refrigerant or from 
the liquid to the refrigerant. In the evaporator, the heat in the state of the liquid or gas is 
transferred to the vaporized refrigerant that is in lower temperature. The compressor (2) ab-
sorbs the refrigerant in the form of steam and increases its pressure to achieve a sufficiently 
high temperature. Thereafter, the refrigerant at high pressure and temperature flows to the 
condenser (3). The condenser may be a condenser radiator or a heat exchanger, depending 
on whether the heat is transferred from the refrigerant to the air or to the liquid. In the con-
denser, the heat bound to the refrigerant is transferred to the air or liquid at a lower temper-
ature than the refrigerant. From the condenser, the condensed refrigerant which is now in the 
liquid state, flows to the expansion valve (4), where its pressure decreases. After the expan-
sion valve, the refrigerant in the mixture of liquid and vapor goes back to the evaporator, 
and the circulation process starts from the beginning. (Juvonen, Lapinlampi 2013). 
 
An important indicator of heat pumps and other refrigeration systems efficiency and perfor-
mance is coefficient of performance, also known as COP. The COP is defined as a ratio of 
amount of useful heating energy that can be extracted from condenser and consumed elec-
tricity by compressor. When the heat pump is utilized for cooling purposes, the COP is a 
ratio of amount of cooling energy that can be utilized from evaporator and the amount of 
electricity that is used by compressor and accessory equipment like pumps and control 
valves. In other words, the COP denotes how the amount of heating or cooling energy can 
be produced by using one unit electricity. For example, if the COP of heat pump is 3, it 
Figure 13. Heat pump process (Juvonen, Lapinlampi 2013). 
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means that 1 kW of electricity is required to produce 3 kW of thermal power. The COP can 
be calculated using equation 
𝐶𝑂𝑃 =  
𝑄ℎ𝑒𝑎𝑡
𝑄𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐
   (6) 
 
where 
 
COP Coefficient of performance (-) 
𝑄ℎ𝑒𝑎𝑡 Thermal power extracted from condenser (kW) 
𝑄𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 Electrical power needed by compressor and accessory equipment (kW). 
 
The theoretical maximum value of the COP of the heat pump is the Carnot thermal coeffi-
cient also known as Carnot efficiency. The Carnot's thermal coefficient depends only on the 
condensation temperature and the evaporation temperature of the refrigerant. Temperatures 
are given as absolute temperatures. Carnot efficiency is presented in equation 7. 
 
𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡 =
𝑇𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑖𝑛𝑔
𝑇𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑖𝑛𝑔−𝑇𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛
    (7) 
 
where 
 
𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡  Carnot efficiency (-) 
𝑇𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑖𝑛𝑔  Condensing temperature (K) 
𝑇𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑖𝑜𝑛  Evaporation temperature (K). 
 
Due to the fact that the heat pump process is not lossless and it does not operate exactly like 
Carnot heat pump, the actual COP of heat pump is always lower than Carnot efficiency. 
2.4 District heating 
District heating (DH) is a common solution to supply heating energy to the buildings in 
Finland. Almost 50 % of people in Finland live in buildings that are heated using district 
heat. District heating is a system, that is usually operating in communal or at least in district 
level. Heating energy is produced in centralized power plants and is distributed to the cus-
tomers using distribution network. In earlier times the heat was distributed to the customers 
using steam, but current systems are operated using hot water for heat transfer. In general, 
the operation principle of DH system is, that first DH water is heated up to the required 
temperature in heat exchanger in power plant. Then the DH water is pumped to the DH 
network which supplies the hot water to the buildings. In the building there is a heat ex-
changer where the heat is transferred from DH water to the building networks for space 
heating, ventilation heating and domestic hot water heating. The DH water that is cooled 
down in the heat exchanger is then returning back to the power plant to be heated up again. 
In Finland a large share of district heating is produced in CHP plants. CHP process is based 
on combined production of heat and electricity, and the aim is to maximize the energy effi-
ciency. Usually in CHP production, the electricity generation is prioritized and optimized 
based on electricity markets, and sometimes there might be a situation that need for CHP 
production is low due low imported electricity prices but there is still a need for district heat. 
In those situations, additional heat production plants might be used instead of CHP plants. 
(Mäkelä, Tuunanen 2015). 
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The cost of DH is based on amount of supplied energy in MWh. In addition to that there is 
also power cost which depends on supplied peak power. Lowering the peak demand of the 
building, it is possible to lower DH costs. Because the share of power cost is significantly 
lower than supplied energy cost, it is not considered in detail in this study. Pricing of district 
heat depends on the contract between the energy company and customer. Price per unit can 
be either fixed i.e. it stays the same during the whole year, or it can vary depending on the 
month. In Figure 14 is presented monthly DH prices of Fortum energy company. In general 
the price trend is that in summer time when the heat demand is lower, the prices are also 
lower, and in winter time the prices are higher as the heat demand is higher. 
 
 
 
District heating will be an important part of heating systems also in the future energy sys-
tems. However the present district heating networks operate at quite high temperature level 
and there has to be implemented transition to lower operating temperatures to integrate with 
sustainable energy systems, smart and low-energy buildings and other smart energy systems. 
Fourth generation district heating networks (4DH) operate at low temperatures, between 
30 – 70 °C. Integration of fourth generation networks is possible when using low tempera-
ture heating systems in buildings which can be either floor heating or low-temperature radi-
ators. (Lund et al. 2014). The challenge of integrating 4DH systems in Finland is the regu-
lations of DHW temperatures by Ministry of the Environment because to avoid legionella in 
DHW networks, the temperature of DHW has to be at least 55 °C (Ministry of the Environ-
ment 2019). Due to that regulation, the supply temperature of 4DH has to be relatively high 
also in summer time even though the DHW heating might be the only heat demand. Another 
solution might be that DHW is pre-heated using heat from 4DH and there is another back-
up heater for increasing the DHW temperature to required level. 
 
Fortum has recently opened their district heating grid for other operators, which allows con-
sumers to be producers also i.e. term prosumer can be used (Fortum 2019b). In near future 
the utilizing of excess heat will become more important. Instead of producing more heat in 
centralized power plants, buying excess heat helps reducing emissions and primary energy 
use. (Energiateollisuus ry 2019). The excess heat can be originated e.g. in apartment build-
ings, commercial buildings or industrial processes. The buying of excess heat is based on 
hourly metering and buying tariffs vary as an operation of long term monthly outdoor tem-
peratures and company’s own production costs.  The buying price depends also on whether 
the excess heat is sold to the supply or return pipe of the district heating network i.e. the 
temperature of the supplied heat. The heat that is sold to the supply pipe has higher monetary 
value because the district heating network operates better when the excess heat is transferred 
Figure 14. Fortum Aktiivilämpö monthly district heat prices (€/MWh, VAT not included)  
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to the supply pipe instead of return pipe. This is based on fact that if the temperature of fluid 
returning to the district heating plant is too high, the efficiency of production will decrease. 
(Fortum 2019b). 
2.5 Earlier studies on hybrid energy systems with BTES 
2.5.1 Integrated heating and cooling system with BTES 
Rohde et al researched integrated heating and cooling for a building complex, where also 
long-term thermal storage has been utilized. In the study a neighborhood-level integrated 
heating and cooling system (IHCS) was modeled and system performance and annual heat 
balance of thermal energy storages were analyzed. The studied neighborhood was located in 
Norway, having total floor area of 38 500 m² that the IHCS was serving, and consisted of 
apartments, hotels, offices, shops, food court and event location. The IHCS is supplying 
thermal energy to space heating, domestic hot water heating, snow melting, space cooling 
and product cooling. The main components of the IHCS system were heat pumps, solar ther-
mal collectors, storage tanks and two kind of thermal energy storages: ice thermal energy 
storage (ITES) and borehole thermal energy storage (BTES). There were traditional com-
munal district heat connection as a backup in case of that the local energy system does not 
work. The simulation was performed using Modelica software. (Rohde et al. 2018). 
 
As a result it was found out that due to cold climate conditions in Norway, the heating de-
mand were significantly higher than cooling demand. That caused the situation that there 
was not enough waste heat in summer time to charge to the BTES which led to negative 
annual heat balance of BTES. If BTES is discharged continuously more than energy is 
charged there, the BTES will cool down. There were to recommended improvements to fix 
the energy balance of the BTES. By increasing number of solar thermal collectors it is pos-
sible to increase the on-site energy production and therefore BTES can be charged more in 
summer time. Another recommendation was that energy amount discharged from the BTES 
must be lower. (Rohde et al. 2018).  
2.5.2 Solar community with solar thermal collectors and BTES 
Hirvonen et al. researched a solar community in high latitude residential area in a study, 
where the heat production was based mainly on solar thermal collectors (STC). As the sea-
sonal mismatch between solar energy availability and heating demand is drastic in the higher 
the latitude is from the equator, a borehole thermal energy storage was utilized to store heat 
energy between seasons. The solar community was located in Finland and consisted of 
100 m² detached houses. To find out better understanding of technical and economical af-
fects, the simulation and optimization was done for different size of communities consisting 
of 50, 100, 200 and 500 detached houses, depending on case. Modeling was performed by 
using commercial dynamic modeling and simulation software TRNSYS. Optimization of the 
system was done using MOBO optimization tool which uses genetic algorithm for optimi-
zation. (Hirvonen, ur Rehman et al. 2018) 
 
The energy system consisted of solar thermal collectors, photovoltaic panels, two centralized 
short-term storage tanks for lower and higher temperatures, heat pumps, borehole thermal 
energy storage and local heating network. STC located on the rooftop of each building were 
connected in parallel to both tanks to optimize the charge potential. Lower temperature tank 
was used for heating space heating water and pre-heating domestic hot water, which was 
boosted to required temperature in the hot tank. When the temperature in the tank was high 
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enough, the energy was charged to the BTES. In heating season, heat energy from the BTES 
was discharged to the tank. Flow from BTES was used directly to heat the tank always when 
it was possible, but if the temperature of fluid coming from BTES was not high enough, the 
fluid flow from the BTES was used as a source side of heat pumps to reach suitable temper-
ature to heat the tank up. As a backup there were direct electric heaters. Building energy 
performance was also considered i.e. there were different options for insulation, windows 
and heat recovery efficiency. The optimization was done based on life cycle costs and 
amount of imported electricity with aim to minimize both of them. (Hirvonen, ur Rehman et 
al. 2018). 
 
As a result several things were noticed. Firstly, reducing the heating demand by investing in 
more efficient windows, insulation and heat recovery was found out very cost-effective in-
stead of increasing energy generation. When considering on BTES, better efficiency was 
achieved with larger community (and BTES) sizes. In addition to that, in larger communities 
a higher share of heat energy was possible to supply without using heat pump. Also the 
number of boreholes connected in series was lower than expected, but it was concluded that 
the reason might be the solar community size as in larger communities only 1-3 boreholes 
were connected in series. With larger solar communities a lower LCC per floor area was 
reached, but system performance was not varying significantly. (Hirvonen, ur Rehman et al. 
2018). 
2.5.3 Fully electrified solar community with BTES 
Hirvonen and Sirén have studied fully electrified solar community in a high latitude residen-
tial area. The main difference to study introduced in previous chapter based on STC system 
was that in this study only PV panels were utilized. The idea was that excess PV electricity 
was utilized to operate air-to-water heat pumps in summer time to charge BTES instead of 
selling the surplus PV electricity to the grid. The system modeling and simulation was per-
formed using commercial dynamic simulation software TRNSYS, and the optimization was 
done using MOBO optimization tool. Solar community was located in Finland and was con-
sisting of 100 m² detached houses. Two different community size was examined so that there 
were either 100 or 500 houses depending on simulation case. (Hirvonen, Sirén 2018). 
 
The main components of the energy system were PV panels, two centralized short-term stor-
age tanks for lower and higher temperatures, water-to-water heat pumps, air-to-water heat 
pumps, BTES and local heating network. AW-HP was used to charge the warm tank which 
was used for heating space heating water and pre-heating domestic hot water. WW-HP was 
connected between warm and hot tanks in such a way, that WW-HP used warm tank as a 
source to increase the temperature in hot tank high enough to heat the domestic hot water to 
a required temperature. PV electricity was prioritized so that first it was used to cover the 
appliance load in the buildings, and if there was surplus electricity after that, it was utilized 
to run the heat pumps. BTES was charged from the warm tank when the temperature in the 
tank was high enough. In heating season, energy was discharged from the BTES to the warm 
tank. If the heating demand was not totally covered with on-site energy, direct electric heat-
ers were used as a backup. The optimization was done based on LCC and imported electricity 
with aim to minimize both of them. (Hirvonen, Sirén 2018). 
 
From the results it can be noticed several things. LCC was lower in larger solar community, 
mainly due to higher BTES efficiency and lower PV unit cost. When results were compared 
to the STC case referred earlier, the better system performance and lower LCC were 
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achieved with this fully electrified system. The same observation related to boreholes con-
nected in series was done also in this study as in 100 building case 4-9 boreholes were con-
nected in series, but in 500 building case there were 2-4 boreholes in series. This is related 
to the fact that when the width of BTES was large enough, it was not so necessary to increase 
the temperature gradient between center and edges of the storage. The flow per borehole 
loop was kept constant, but increasing the number of boreholes connected in series reduced 
the number of loops and thus total flow in the BTES. This affected system performance as 
well. In most of optimal cases the BTES flow per loop was 1200 kg/h. In optimal results of 
100 buildings, the renewable energy fraction varied from 69 % to 98 % and LCC varied 
roughly from 220 €/m² to 370 €/m², respectively. In 500 building case, REF varied from 
84 % to 98 % and LCC varied roughly from 220 €/m² to 340 €/m². (Hirvonen, Sirén 2018). 
2.5.4 Reviews of BTES 
Xu et al. investigated and reviewed properties of borehole thermal energy storages. Even 
though it has been proved that BTES has potential for large scale seasonal energy storing, 
there are several issues that are important to take into account. In comparison to seasonal 
storage where water is the storage media, 3-5 times higher volume is needed for BTES to 
store the same amount of heat. This is due to the fact that the energy density of ground is 
lower than energy density of water. Usually an auxiliary buffer tank is needed to stabilize 
the heat distribution from the storage to buildings. One disadvantage of BTES is high invest-
ment cost. Borehole drilling as well as soil excavation and refilling cost are usually the larg-
est part of total cost of BTES. Due to borehole drilling is expensive, the investment cost of 
the BTES is high. Another downside is the complexity of underground conditions. Thermal 
conductivity of the ground as well as heat capacity affect significantly to the heat transfer 
between heat transfer fluid and the ground. Thus soil and ground has to be investigated care-
fully to find out the suitability of the ground for BTES. Third disadvantage is that it takes 
long time to reach the appropriate performance of BTES. It has been noticed that usually 3-
4 years of operation is required until BTES have reached the typical performance. This is 
related to the fact that it takes quite long time that the ground surrounding the BTES warms 
up because heat transfer in the ground is slower than in water. (Xu, J. et al. 2014). 
 
Lanahan and Tabares-Velasco argue in their article that even though there are many chal-
lenges related to BTES, it is feasible storage method in many cases due to its flexibility. 
BTES is flexible solution that can be implemented in different kind of areas because no 
special conditions are required unlike e.g. in ATES systems. The most important thing for 
implementing BTES is that geological conditions are suitable. Disadvantages of BTES are 
mentioned relatively high heat losses and expensive drilling costs. The heat losses of BTES 
are usually larger than in insulated water tanks or gravel storage systems. In addition to that, 
the climate conditions may affect to the efficiency of BTES. (Lanahan, Tabares-Velasco 
2017). 
 
The hybrid energy system studied by Hirvonen and Sirén would be interesting to examine 
also in residential area that consists of apartment blocks as one key finding of the study was 
that utilizing PV panels to run heat pumps was more feasible than collecting heating energy 
using solar thermal collectors. However, studies related to solar heating systems based on 
PV electricity driven heat pumps in residential area consisting of apartment buildings was 
not found. The main difference implementing that kind of hybrid energy system to neigh-
borhood consisting of apartment blocks instead of detached houses is, that rooftop area for 
photovoltaic panels is limited. In detached houses, the rooftop area is higher in comparison 
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to heated floor area i.e. possible PV capacity per heated floor area is higher. On the other 
hand, when comparing solar energy heating systems based on either solar thermal collectors 
or PV panels, PV panels might be more feasible for de-centralized installation. This is due 
to the fact that there are no any thermal losses and piping needed for PV panels. 
2.6  Implemented BTES systems 
In addition to Drake Landing Solar Community, also other local heating systems where 
BTES is utilized as a seasonal storage have been implemented in practice, even in Nordic 
countries. Finnspring soft drink factory in Toholampi, Finland and Anneberg residential area 
in Danderyd, Sweden are two examples of real life solutions. 
2.6.1 Finnspring Toholampi 
A Finnish soft drink company Finnspring has started a pilot project in Toholampi, Central 
Ostrobothnia, where solar energy and waste heat from the factory are stored to the borehole 
thermal energy storage. The project is a part of larger EVAKOT project where year-round 
solar energy storing and utilization of stored energy as an additional heat source of buildings 
are investigated. The waste heat, of which temperature is 60 - 70 °C, is coming from com-
pressors that are blowing plastic bottles to their final shape. In addition to waste heat, there 
are also solar thermal collectors installed to the rooftop of the factory. Heat energy from both 
sources is injected to the BTES. The heat energy discharged from the BTES is utilized for 
heating office spaces of the factory and a swimming hall that is located near the factory, 
which is actually also a fire water storage of the factory. The BTES is located in a field near 
the factory buildings. There are total 61 boreholes drilled into the ground with depth of 50 m. 
Total volume of BTES is 15 000 m³. Heat transfer pipes of the BTES are installed in four 
nested circles and the control system can route the water flow to the most optimal circle. The 
aim is that the heat energy can be always injected optimally to the BTES to widen the charg-
ing and discharging temperature zone. The system has been planned to start operation in 
summer 2019 and the stored heat energy will be utilized first time in winter 2019-2020. So 
there are no practical results related to system performance and function available yet. 
(Geofoorumi 2018, Keskipohjanmaa 2018, Yle 2018). 
2.6.2 Anneberg residential area 
Anneberg residential area is located in Sweden, near Stockholm. The area consists of 
50 buildings which are two-family houses, row houses and a nursing home. Total floor area 
of the buildings is roughly 9 000 m². The energy system of the residential area consists of 
solar thermal collectors, borehole thermal energy storage and low-temperature underfloor 
heating system. For back-up heating there are electrical heaters. Totally 2 400 m² solar ther-
mal collectors (STC) are installed on the rooftops of the buildings. STC array size per build-
ing varies between 80 m² and 240 m². BTES consists of 100 boreholes that are 65 m deep. 
The boreholes are drilled so that they are forming 10x10 quadratic pattern with 3 m distance 
between the boreholes. The boreholes are connected in such a way that 5 boreholes are con-
nected in series. Thus there are 20 parallel loops. Total volume of the BTES is 60 000 m³. 
Preliminary design of the system was started 1998 and the construction work began 2000. 
At the beginning of 2002 the area was ready and most of the residents moved to the build-
ings. Though there were problems with solar thermal collectors due to wrong pipe material, 
the operation of system could be started fully in spring 2002. After some fixing, the operation 
of system started in autumn 2002. (Dalenbäck et al. 2000, Lundh, Dalenbäck 2008). 
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After few years operation, performance of the energy system was evaluated by comparing 
measured data and the expected performance which was based on calculations. Total energy 
production of the energy system was lower than expected, which indicated that solar thermal 
collectors do not produce energy as much as it was expected. It was noticed that measured 
energy outputs of some STC sub-units was corresponding rather good to calculated energy 
outputs, even though the measured values were slightly lower than calculated. In some other 
sub-units the difference between measured and calculated data was more significant. Be-
cause all the sub-units was not studied, there may be also malfunctions in some of those sub-
units which might be the reason for lower energy output of the system. (Lundh, Dalenbäck 
2008). 
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3 Methodology 
 
The aim of the local hybrid energy system of this study was to cover a part of heating demand 
of residential district. Basic assumption of the whole study was that district heat was availa-
ble in each building to cover the remaining share of heating demand. Another aim of DH 
connection in each building was to be as a backup if there would be malfunctions or other 
problems with local energy production. 
 
Study of the local hybrid energy system was based on combined dynamic simulation and 
optimization. There are numerous separate things that affect the operation of the local hybrid 
energy system. By simulating models and changing parameters, it would be a long and dif-
ficult process to find out reasonable solutions, as there can be thousands or tens of thousands 
of different solutions. Thus optimization is necessary method to find out the most feasible 
solutions. Modeling and simulation were done using commercial dynamic modeling soft-
ware TRNSYS. In the first phase, the building systems, such as the heating networks in the 
buildings and hourly energy demand profiles were modeled. Second task was to model the 
local heat distribution network. Then the BTES and heat pumps were modeled. When all 
components were in the model, the models were combined and checked that the whole local 
energy system model was working properly and the output results were reasonable. After 
that the simulation model was combined with multi-objective optimization tool (MOBO) 
using Matlab as interface platform. Based on selected optimization decision variables, the 
optimization was performed. 
 
To clarify the focus of the study, limitations were imposed. Solar thermal collectors are not 
considered on at all in this study as in previous studies it was found out that solar community 
with PV electricity-based heat energy production had more potential than solar community 
equipped with solar thermal collectors. In this study, building quality is not considered at all. 
The energy demand profiles are based on IDA ICE simulations of apartment buildings that 
are fulfilling the latest Finnish Building Code regulations. Electrical energy storages are not 
discussed in this study. In case that there would be excess electricity after heat pump opera-
tion, the excess electricity is sold to the grid. Demand response and optimal control system 
of local hybrid energy system is not considered because the aim of this study is to find out a 
feasible energy system and demand response is different research area. However, that kind 
of optimization of system operation is an interesting topic and thus the next phase of devel-
oping this kind of local hybrid energy system would be a separate study to find out the most 
suitable control algorithms to operate the local hybrid energy system in optimal way. 
3.1 Introduction of residential district 
The residential district which was considered in this study was located in Espoo, Finland. 
There were planned to build 14 totally new eight storey apartment buildings, with total floor 
area of 31 100 m² and total annual heating demand of 2 005 MWh. To utilize solar energy 
to heat the buildings in winter, seasonal thermal energy storage was needed. The ground 
material in the residential district was bedrock and there was only thin, less than 5 m layer 
of soil covering the bedrock (City of Espoo 2019). Comparing the storage technologies dis-
cussed in chapter 2.2, it was noticed that to implement PTES or TTES to the site, lots of 
excavation would have been required which was not feasible at all as the ground material 
was hard rock. Moreover, the number of buildings was that high that TTES would have been 
very large if located above the ground and that was not feasible due to high land costs. Thus 
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the most preferable seasonal storage type for this residential area was borehole thermal en-
ergy storage as the boreholes can be drilled to the hard rock.  
 
Heat distribution method in buildings was underfloor heating which has relatively low op-
erating temperatures. To keep indoor climate at comfortable level also in summer time, high 
temperature space cooling network was also assumed to be in the buildings. Cooling distri-
bution method was not defined or modeled exactly but underfloor cooling or cooling panels 
installed to the ceiling were suitable distribution methods for high temperature cooling. In 
this study the main focus was on local hybrid energy system for heating. For that reason the 
cooling system is not discussed in detailed way. Moreover, cooling energy production is 
different business and has to be considered separately. Therefore the main purpose to model 
the cooling system was, that the condensate from the heat pumps generating needed cooling 
energy, was utilized for local energy system as an excess heat. For the same reason, the costs 
of cooling system was not considered on at all.  
3.2 Weather data 
Weather data was needed in the simulation to define PV electricity generation and outdoor 
temperature conditions. Weather data used in this study was Test Reference Year 2012 
(TRY2012) which was developed in year 2011 to correspond current climate conditions. In 
the data, Finland was divided in three different zones I-II (Vantaa), III (Jyväskylä) and (IV) 
Sodankylä due to the fact that weather conditions vary between those zones because of geo-
graphical issues (Ministry of the Environment 2011). Because the residential area of this 
study was located in Espoo, Southern Finland, I-II Vantaa weather data was utilized. In 
TRY2012 data, the leap day that takes place every fourth year was not taken into account. 
Based on this, in simulations performed in this study the leap day was not taken into account 
at all. The effect of absent leap day is relatively small so it can be assumed that it has not 
significant influence to the final results. 
3.3 Heating energy demand profile 
The buildings are new, so they must fulfill current regulations of The National Building 
Code of Finland (Ministry of the Environment 2019). The hourly heating energy demand 
profile of the buildings was based on simulations performed in previous study where cost-
optimal energy renovation of Finnish apartment buildings were examined and for which the 
building energy model was created. (Hirvonen, Heljo et al. 2018). The building energy 
model was created using IDA ICE software. Weather data utilized in the building energy 
model was Test Reference Year 2012. Main parameters of modeled building are shown in 
Table 1.  
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Table 1. Building parameters. 
U-values Other 
External wall 0.17 W/m²K Indoor temperature 21 °C 
Floor 0.16 W/m²K DHW use  56 l/person/day 
Ceiling 0.09 W/m²K Energy demands 
Doors 1.00 W/m²K Space heating energy 17 kWh/m²a 
Windows 1.00 W/m²K Ventilation heating energy 6 kWh/m²a 
Air tightness 
Domestic hot water 
heating energy 
41 kWh/m²a 
n50 0.7 1/h Cooling energy 6 kWh/m²a 
q50 1.54 m³/(h, m²) Electricity 35 kWh/m²a 
Ventilation    
HR temperature  
efficiency 
0.65  
   
Air exchange rate 0.5 1/h    
SFP 2.0 kW/(m³/s)    
 
The hourly energy demand profile was modified to this project based on total floor area of 
the buildings. Although there are variations in energy consumption between each building 
in real life, for simplicity the energy demand is assumed to be exactly the same in every 
building in this study. Monthly heating energy demand of the residential district of this study 
is shown in Figure 15. From the figure it can be noticed that heating of domestic hot water 
has a largest share of total heating energy demand on annual level, and during the peak de-
mand months it is still almost half of total demand even the space heating and ventilation 
heating are at highest level of the year. In summer time, the DHW heating is actually the 
only heating demand as there is no need to heat spaces or ventilation in summer. Modern 
buildings are well insulated, U-values of windows and doors have been improving and heat 
recovery efficiencies of air handling units are so high, that space heating and ventilation 
heating demands are significantly lower and therefore having a smaller share of total heating 
energy demand than in older buildings. Total annual heating energy demand of the residen-
tial area is 2 005 MWh which consists of 535 MWh of space heating (SH) energy, 191 MWh 
of ventilation heating (VH) energy and 1279 MWh of DHW energy. 
 
Figure 15. Monthly heating energy demand of the residential district.  
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Cooling system is becoming more common in new residential buildings. Although the cool-
ing demand in residential buildings is relatively low when comparing to heating demand of 
residential building, it is an important actor to maintain comfortable indoor environment in 
summer time. Moreover, the excess heat that is removed from the buildings with cooling 
system can be utilized for local hybrid energy system. Thus cooling system was assumed to 
be in all buildings and modeled as a part of local hybrid energy system. In Figure 16 is 
presented monthly cooling demand of residential area of this study. Annual total cooling 
demand of the neighborhood was 179 MWh. The cooling energy demand profile was based 
on the same IDA ICE model as in heating case, because heating and cooling profiles were 
calculated simultaneously. 
 
3.4 Dynamic modeling of local hybrid energy system 
The hybrid energy system of this study was a combination of solar energy, heat pumps and 
district heat. The main components of the system were photovoltaic (PV) panels, air-to-water 
heat pumps (AW-HP), water-to-water heat pumps (WW-HP), buffer tank for short time heat 
energy storing and borehole thermal energy storage (BTES) for seasonal heat energy storing. 
 
The operating principle of the local hybrid energy system was that AW-HPs were operated 
utilizing PV electricity and producing heat energy to the buffer tank. When the temperature 
in the tank was high enough, the heat energy was discharged from the tank into the seasonal 
storage. Also the condensate heat from the space cooling energy production was charged 
into tank and further to the seasonal storage. In discharging mode, mainly in wintertime, the 
heat energy was discharged from the seasonal storage to the buffer tank and further to the 
local heating network. WW-HPs were connected between BTES and buffer tank in such a 
way that WW-HPs were operated always when BTES was discharged to reach the high 
enough temperature level for heat energy distribution to the buildings.  
 
One key issue related to PV electricity generation was, whether the centralized or decentral-
ized installation was more preferable. Usually, the centralized installation of solar thermal 
collectors or PV panels is more cost-efficient than decentralized installation to the rooftop 
of the buildings. However, the cost of land can affect strongly to the final cost. (Hirvonen, 
Figure 16. Monthly cooling demand of residential district. 
28 
 
Sirén 2018). Energy system evaluated in this study was located in Espoo where the cost of 
land is one of the highest in Finland. Thus it was more feasible to prefer decentralized solar 
energy production and place the photovoltaic panels to the rooftop of the buildings.  
 
Because the simulation model was complex and 25 years life cycle was assumed for the local 
hybrid energy system, simulation time had to be decided based on few different factors. As 
the BTES requires few years to heat up and achieve final temperature level and performance, 
one year simulation was not a feasible method. However it was not reasonable to run the 
simulation through the whole life cycle of the local hybrid energy system due to very long 
simulation time. After running the simulation several times and observing the results it was 
noticed that after four years there were no significant changes in BTES temperature levels. 
So as a compromise, the simulation was run four years and the rest of the years were assumed 
to be similar to the fourth year. The simulation was started from the beginning of the year. 
Time step used in the simulations was 0.125 hours. 
 
The local hybrid energy system modeled in this study is described in Figure 17. Changing 
flow directions are marked with different colors. The temperatures given in the figure are 
only directive to clarify in which temperature level each part of the system operate. Exact 
temperatures depend on the case. 
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Figure 17. Local hybrid energy system of this study. 
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3.4.1 Heating networks in the buildings 
As the heating energy was distributed to the apartments using underfloor heating, the space 
heating network operation temperatures were relatively low. Maximum inlet temperature of 
the SH network was 35 °C and maximum outlet temperature was 30 °C. Network inlet and 
outlet temperatures were dependent on outdoor air temperature which was based on the fact 
that the lower the outdoor air temperature is, the higher heat demand is. To control inlet 
temperature of the network based on outdoor air temperature, control curves were needed. 
(Ouman Oy 2017). In this study, a linear control curve for underfloor heating was imple-
mented and it is presented in Figure 18. Though the shape of control curve can have different 
shapes in real life and has an important role maintaining comfortable indoor temperature 
conditions and energy efficiency of building, the effect of control curve for the whole energy 
system is not so significant that it would have been feasible to consider in more detailed.  
The residential district was located in Espoo so the design outdoor air temperature 
was - 26 °C. Design outdoor air temperature defines the lowest temperature when heating 
system must operate normally and at that temperature the maximum network inlet tempera-
ture is in use. (Ministry of the Environment 2017). 
 
It was assumed that there was a centralized ventilation system in each building. In other 
words, there were air handling units in technical rooms located inside the building serving 
all apartments in the building. The efficiencies of heat recovery units in air handling units 
have been evolved significantly, but as the effectiveness of heat recovery cannot be 100 %, 
there was a need for heating coils that heated supply air to final temperature before distrib-
uting it to the apartments. Thus separate ventilation heating network (VH) was needed as the 
operation temperatures air handling unit heating coils are higher than underfloor heating 
network. In general there are several design temperatures for VH network, for example with 
maximum inlet temperature 60 °C and maximum outlet temperature 30 °C (Finnish Energy 
2014). Actually those temperatures are not absolutely the operating temperatures of the heat-
ing coil as there is usually mixing connection so that the supplying network operates 
60 °C / 30 °C temperatures and heating coil with 50 °C / 30 °C temperatures. Some air han-
dling unit manufacturers provide heating coils with lower operating temperatures, e.g. 
40 °C / 20 °C so as a compromise in this study, the VH network was operated with maximum 
inlet temperature 50 °C and maximum outlet temperature 30 °C. Similarly as in SH network, 
also in VH network inlet and outlet temperatures depend on the outdoor air temperature. 
(Laihian Nuuka Lämpö Oy 2015). Control curve of VH network of this study is linear to 
simplify modeling and it is presented in Figure 19.  
Figure 18. Space heating network inlet temperature. 
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3.4.2 Photovoltaic system 
It was assumed, that photovoltaic panels can be installed on the rooftop of each building. 
Rooftop was assumed to be flat roof, and the tilt angle of PV panels was adjusted using 
racks. Each building had rooftop area roughly 290 m². As there were 14 buildings in the 
residential district, the total rooftop area was approximately 4100 m². It was assumed, that 
half of the rooftop area could be utilized for PV panels as there might be also other structural 
and technical components in rooftop area, like roof-installed extraction fans, rain-water wells 
and chimneys. Even if the PV panels were not installed on a fully horizontal plane, each PV 
panel was assumed to need space of same amount that the area of PV panels was. The reason 
for that was to avoid them shading to each other and thus decreasing the PV electricity gen-
eration significantly.  
 
PV panels used in modeling were Axitec AC-270P/60S having nominal output power 270 W 
and area of 1.627 m² (Axitec 2018). Based on technical data of panels, a maximum of 1260 
PV panels (90 per building) with total nominal output power of 340 kW were modeled. In-
verter is required to convert the DC electricity to AC electricity. As there are conversion 
losses in the inverter, inverter efficiency was taken into account in calculations. Efficiency 
of inverter was used 90 % (Pearsall 2017). It is also known, that power productivity of PV 
panels is decreasing slightly every year. Based on analytical review of photovoltaic degra-
dation rates, 0.7 % annual degradation was used in this study. (Jordan, Kurtz 2012). How-
ever, as the simulation was performed only for 4 years, the annual degradation would have 
been taken into account only for 4 years period and after 4 years the degradation would have 
been the same as in 4th year. On the other hand, it was not possible to calculate the degrada-
tion rate and decreasing PV electricity generation for each year of the life cycle separately 
due to simulation time. Thus an average value (1-0.007)12.5 for degradation of whole life 
cycle was used to achieve proper amount of PV electricity generation. The average value 
was based on the fact that if the annual degradation is 0.7 %, at the end of the life cycle PV 
panels can generate only (1-0.007)25 i.e. 84 % of initial electricity generation at the beginning 
of the life cycle. When using average value for degradation in PV electricity generation cal-
culations, the total amount of generated electricity during life cycle was almost the same as 
if the degradation rate would have been calculated for each year separately. The main dif-
ference when using the average degradation rate was, that PV electricity generation stayed 
same each year. In real life it is higher at the beginning of the life cycle and lower at the end 
of the life cycle. 
 
Figure 19. Ventilation heating network inlet temperature. 
32 
 
Storing electricity was not considered in this study. Usually it is more cost-effective to utilize 
all PV electricity on the site because the selling prices to the grid are lower than electricity 
prices when importing electricity from the grid. However, there were difficulties to define 
the value of PV electricity in the case that the PV electricity produced by the owner of the 
local hybrid energy system would have been sold to the residents of the apartments. Moreo-
ver, the proper electricity consumption profile of electricity consumed in common spaces of 
apartment buildings i.e. elevators, common saunas, clubrooms, lighting in staircases and so 
on was not available. Thus, if there was excess PV electricity, it was sold to the grid. 
3.4.3 Heat pumps 
Heat pumps that were utilized in this local energy system were AW-HPs and WW-HPs. AW-
HP was modeled based on properties of NIBE F2120-20 with nominal heat output 20 kW 
per heat pump. The actual heat output of the AW-HP was limited to 16 kW due to manufac-
turer’s technical reasons so each AW-HP in the model had maximum output power of 
16 kW. In Figure 20 is presented the heating capacity of NIBE F2120-20 as a function of 
ambient air temperature. It can be noticed from the figure that the full heating capacity can 
be achieved starting from -5 °C - +5 °C ambient air temperature depending on final temper-
ature of the fluid that is heated up. (NIBE 2018a). 
 
 
In Figure 21 is presented COP of AW-HP NIBE F2120-20. The higher the outdoor air tem-
perature is, the higher COP can be achieved. As the PV electricity was used to run the AW-
HPs in this study and PV electricity is mostly available in summer time when the outdoor 
air temperature is on highest level in annual period, the average COP of AW-HPs was ex-
pected to be quite high. 
 
Figure 20. Heating capacity of NIBE F2120 (NIBE 2018a). 
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WW-HP was utilized to heat up the water in buffer tank during heating period using heat 
energy discharged from BTES as source side heat energy.  In summer time when there was 
a need for cooling in the buildings, the same heat pumps were utilized for producing cooling 
energy for space cooling. WW-HP was modeled based on properties of NIBE F1345-60. In 
Figure 22 is shown the heating capacities and cooling capacities of NIBE F1345-60 as a 
function of source side inlet fluid temperature. (NIBE 2018c, NIBE 2018b). 
 
 
As there were no suitable heat pump components for AW-HP or WW-HP in TRNSYS, both 
heat pumps were modeled as a calculators where all input values, output values and variables 
were taken into account. Based on a basic principle of heat pump and the material supplied 
by manufacturer, heating capacities, cooling capacities and power consumptions as well as 
COPs were calculated for different source side and load side temperatures. Necessary equa-
tions were programmed into the calculators and they were set to interpolate the exact heating 
outputs, cooling outputs, power consumptions, source side outlet temperatures and load side 
outlet temperatures based on source and load side flows and source side inlet temperature 
and load side inlet temperature. As most of the heat pump properties were based on technical 
Figure 22. Heating and cooling capacity of NIBE F1345 – 60 kW.  
Figure 21. COP of NIBE F2120 in different load side temperatures (NIBE 2018a). 
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data of heat pumps, the most important values to calculate for each time step were outlet 
temperatures of source and load sides as they have significant affect to heating capacity, 
electricity consumption and COP. Outlet temperature of source side was based on equation 
 
𝑇𝑠𝑜𝑢𝑟𝑐𝑒,𝑜𝑢𝑡𝑙𝑒𝑡 = 𝑇𝑠𝑜𝑢𝑟𝑐𝑒,𝑖𝑛𝑙𝑒𝑡 −
𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔
𝑞𝑚,𝑠𝑜𝑢𝑟𝑐𝑒∙𝑐𝑝,𝑠𝑜𝑢𝑟𝑐𝑒∙𝜌𝑠𝑜𝑢𝑟𝑐𝑒
  (8) 
 
where  
 
𝑇𝑠𝑜𝑢𝑟𝑐𝑒,𝑜𝑢𝑡𝑙𝑒𝑡  Outlet temperature of the source side fluid (°C) 
𝑇𝑠𝑜𝑢𝑟𝑐𝑒,𝑖𝑛𝑙𝑒𝑡  Inlet temperature of source side fluid (°C) 
𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔  Cooling power of the source side (W) 
𝑞𝑚,𝑠𝑜𝑢𝑟𝑐𝑒  Flow rate of the source side fluid (kg/s) 
𝑐𝑝,𝑠𝑜𝑢𝑟𝑐𝑒  Specific heat capacity of source side fluid (J/kg°C) 
𝜌𝑠𝑜𝑢𝑟𝑐𝑒  Density of source side fluid (kg/m³). 
 
 
Respectively, the outlet temperature of load side was based on equation 
 
𝑇𝑙𝑜𝑎𝑑,𝑜𝑢𝑡𝑙𝑒𝑡 = 𝑇𝑙𝑜𝑎𝑑,𝑖𝑛𝑙𝑒𝑡 +
𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔
𝑞𝑚,𝑙𝑜𝑎𝑑∙𝑐𝑝,𝑙𝑜𝑎𝑑∙𝜌𝑙𝑜𝑎𝑑
  (9) 
 
where 
 
𝑇𝑙𝑜𝑎𝑑,𝑜𝑢𝑡𝑙𝑒𝑡  Outlet temperature of the load side fluid (°C) 
𝑇𝑙𝑜𝑎𝑑,𝑖𝑛𝑙𝑒𝑡  Inlet temperature of load side fluid (°C) 
𝑃ℎ𝑒𝑎𝑡𝑖𝑛𝑔  Heating power of the load side (W) 
𝑞𝑚,𝑙𝑜𝑎𝑑  Flow rate of the load side fluid (kg/s) 
𝑐𝑝,𝑙𝑜𝑎𝑑  Specific heat capacity of load side fluid (J/kg°C) 
𝜌𝑙𝑜𝑎𝑑  Density of load side fluid (kg/m³). 
3.4.4 Borehole thermal energy storage 
Borehole thermal energy storage was modeled using vertical U-Tube ground heat exchanger 
Type557 in TRNSYS. Parameters of BTES, soil and bedrock are presented in Table 2. 
Header depth was the height of the soil layer between the top of the ground and the bedrock. 
It was assumed to be 5 meters based on the fact that the soil layer covering the bedrock is 
typically thin in large share of Espoo land area (City of Espoo 2019).  Radius of borehole 
was based on typical larger borehole radius. Heat capacity of the soil layer outside the stor-
age volume was assumed to be water saturated gravel which has volumetric heat capacity 
2200 kJ/m³/K (Smoltczyk 2003). The thermal conductivity of the storage was assumed to be 
the average thermal conductivity of rock types in Finland which is 3.24 W/mK (Hakala et 
al. 2015). The boreholes were assumed to be filled with water with a thermal conductivity 
of 0.6 W/mK (Engineering Toolbox 2018). U-tube pipes in boreholes were assumed to be 
plastic pipes made of polyethylene and having thermal conductivity 0.375 W/mK (Engineer-
ing Toolbox 2018). Heat transfer fluid circulating in U-tube pipes was assumed to be 30 % 
mixture of ethylene glycol and water with specific heat capacity of 3660 J/kgK and density 
of 936 kg/m³ (Engineering Toolbox 2019). An insulating cover could be used to reduce heat 
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losses on the top of the storage. Insulation was assumed to be polystyrene boards with ther-
mal conductivity of 0.03 W/mK (Engineering Toolbox 2018). In Southern Finland, the av-
erage ground temperature may vary between 6-8 °C (Geological Survey of Finland 2019). 
To ensure the reliability of the results, the lowest value was used as an initial surface tem-
perature of the storage volume.  
 
Table 2. BTES parameters used in the simulation model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Flow rate of each loop was kept constant. In a study made by Hirvonen and Sirén it was 
noticed that in similar type of solar community energy system, constant 1200 kg/h flow per 
loop was the most favorable in optimal solutions, so it was reasonable to use the same value 
also in this study. (Hirvonen, Sirén 2018). In addition to these values presented in above, 
there are several values that were used as an optimization parameters and thus they are pre-
sented later in chapter 3.8. 
3.4.5 Buffer tank 
Buffer tank was modeled using cylindrical storage tank Type534. Stratification of water in 
the tank was taken into account in modeling by dividing the tank into 5 temperature layers.  
The idea of stratification was to increase the temperature gradient between water in the tank 
and heat transfer fluids flowing through tank in pipes and therefore to improve the system 
performance. Thus pipe nodes were connected to the tank so that the inlet of hot fluid flows 
coming from AW-HP and WW-HP were on the top side of the tank and outlets were on the 
bottom side of the tank. The inlet flows of cold fluid flows from SH, VH, DHW networks 
as well as from the BTES charge loop were on the bottom side of the tank and outlets were 
on the top side of the tank. As the tank volume was estimated to be relatively high, it was 
not feasible to assume that tank could be installed inside the building. Moreover, due to cold 
climate conditions it was not feasible to assume that tank is located in outside on the site as 
the heat losses would have been increased significantly. Thus it was assumed that the tank 
was excavated to the ground. That increased investment cost of the tank, but on the other 
hand the investment cost would have been high also if it would have been installed into the 
building somehow. Tank was modeled so that there was 10 cm layer of mineral wool 
wrapped around the tank. The heat losses of the tank installed into the ground are calculated 
based on the same average ground temperature 6.0 °C as used also in BTES. The shape of 
the tank was defined in such a way that height-to-width ratio was kept constant 1.5. 
Parameter Unit Value 
Header depth m 5 
Borehole radius m 0.08 
Storage heat capacity kJ/m³/K 2200 
Storage thermal conductivity W/mK 3.24 
Fill thermal conductivity W/mK 0.6 
Pipe thermal conductivity W/mK 0.375 
Fluid specific heat J/kgK 3660 
Fluid density kg/m³ 936 
Insulation thermal conductivity W/mK 0.03 
Initial surface temperature of storage volume °C 6.0 
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3.4.6 Local heating pipes 
Local heating network was modeled using buried pipe Type951 in TRNSYS. Distribution 
network from the energy center to the buildings was assumed to be star topology to simplify 
modeling i.e. there were separate distribution pipes from energy center to each building. The 
pipes were plastic pipes. There were separate pipes for domestic hot water (DHW) and com-
bined space heating (SH) and ventilation heating (VH). Insulation material of local heating 
pipes were assumed to be plastic foam with thermal conductivity of 0.03 W/mK (Engineer-
ing Toolbox 2018). Pipes were installed into the gravel and the average ground temperature 
was 6.0 °C. 
3.4.7 Cooling system 
Cooling system was not considered in detail, but to understand the consequence for local 
hybrid energy system, it is necessary to define the method how it was modeled in the study. 
The core of the cooling system was a 20 m³ cold buffer tank which was kept in such temper-
ature that water entering to the cooling network was almost constant 15 °C. Maximum outlet 
temperature from the network was 18 °C and the flow was based on cooling demand and the 
temperature difference. Cooling energy was produced utilizing same WW-HPs that were 
discharging BTES in winter. This solution needs additional connections and control valves 
for WW-HPs. However it is feasible solution as there was no need to use WW-HPs for heat-
ing purposes in summer time. WW-HPs used cold buffer tank as a source side and they were 
operating always, when there was cooling need in the cold tank. Load side of the WW-HPs 
were connected to the warm buffer tank which was charged, and the heat energy was charged 
further to the BTES. Electricity consumption or COP of cooling system was not considered, 
it was only checked that they were at reasonable level. Moreover, any cooling system com-
ponents were not optimized at all, they were just checked that temperature levels were rea-
sonable and system was operating as desired. Location or space need of cooling system com-
ponents was not considered either. 
3.4.8 Back-up heat 
The energy system was not planned to be totally self-sufficient, so additional heat energy 
was imported from traditional district heating network. The purpose of district heat was also 
to be as a back-up if the local energy system would have malfunctions or other problems. As 
the district heating network and connections to the buildings was not considered in more 
detailed in this study, the modeling of DH connections in TRNSYS model were implemented 
by using auxiliary heaters Type659. Each network (SH, VH and DHW) had their own back-
up heater. The back-up heater measured the temperature of incoming fluid which was com-
ing from local heating network. If the temperature did not meet the set point temperature of 
network as discussed in chapter 1.1.1, the back-up heater increased the temperature up to the 
set point and calculated the needed amount of energy. That was the amount of DH energy. 
In real life that kind of solution would not work properly due to the reason that DH heat 
exchanger have operating temperatures which depend on the temperature level of supplied 
DH water. If the total flow of SH/VH/DHW water would be routed through DH heat ex-
changer, the temperature of the SH/VH/DHW water may increase too high. Therefore flow 
diverters. mixing valves and temperature indicators are needed to divide some share of 
SH/VH/DHW water to flow through DH heat exchanger to the mixing valve and some other 
share straight to mixing valve so, that the desired set point temperature is reached at after 
mixing valve. In Figure 23 is presented a simplified chart of control logic that is needed for 
back-up heating. 
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3.4.9 Control logic 
PV electricity distribution was prioritized such a way that first AW-HPs were operated. If 
there was no need for AW-HP operation or there was more PV electricity available than the 
AW-HPs consumed, WW-HP was operated with PV when they were utilized for heating. 
Due to cooling system electricity consumption was not considered, PV electricity was not 
used for WW-HPs when they were in cooling mode.  If there was still surplus PV electricity, 
it was sold to the grid as argued in chapter 3.4.2. Both AW-HP and WW-HP were assumed 
to be able to operate with part-load in such a way that minimum part-load state was 10 %. 
Control logic of the local hybrid energy system was mainly dependent on temperature of 
buffer tank and thus the most important temperatures affecting the operation of different 
components are described in Figure 24. 
 
Figure 23. Control logic of back-up heating. 
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Air-to-water heat pumps were operated by utilizing PV electricity generated in residential 
district. Air-to-water heat pumps were controlled so that if there was PV electricity available 
and there was a need for heat in the buffer tank, AW-HPs were run. The heat need in the 
tank was based on tank temperature so that if the temperature in the tank was decreased 
below 50 °C, there was a heat need. When the temperature in the tank reached 55°C, there 
was no heat need anymore and the run of AW-HPs was stopped. Water-to-water heat pumps 
were utilized in summertime for space cooling. As discussed earlier, the cooling system was 
not considered in a detailed way, but the condensate from the SC production was fed into 
the buffer tank. The heat energy from the buffer tank was started to transfer into the seasonal 
storage whenever the temperature in the tank exceeded 45 °C. Charging of the BTES con-
tinued until the tank temperature dropped to 30 °C. In charging mode, the hot water from the 
tank was fed to the center of the BTES and proceeded to the edges through linked boreholes 
allowing a radial temperature distribution. 
 
To maximize the utilization of the energy charged to the seasonal storage, the BTES dis-
charge was allowed only when the total heat demand without DHW i.e. the sum of SH and 
VH demand in the neighborhood exceeded 30 kW. Heat demands below 30 kW were cov-
ered using district heat. That size of heat demands occur mainly in late spring or early autumn 
time when there is a high potential to run AW-HPs and charge BTES, and on the other hand 
the DH prices are lower than in winter time. As the local energy system was originally de-
cided to cover only some share of annual heat demand of the neighborhood and the capacity 
Figure 24. Buffer tank temperatures and operation of different components. 
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of the system was restricted, it was feasible to allocate the on-site energy utilization to high-
est heat demand period to decrease the amount of imported DH. Thus BTES discharge was 
allowed when the outdoor air temperature decreased below 5 °C. 
 
When the conditions mentioned above were fulfilled, the BTES discharge was based on tank 
temperature. If the tank temperature decreased below 45 °C, the BTES was discharged. After 
the tank temperature reached 55 °C, BTES discharge was stopped. As the WW-HPs were 
connected to the BTES with heat exchanger, WW-HPs were operated always when the 
BTES was discharged. Number of operating WW-HPs was based on total heat demand. To 
retain the energy balance and avoid BTES cooling down too much, the BTES discharge was 
stopped if temperature of the BTES decreased below 12 °C. Discharging was restricted until 
the temperature of BTES increased 14 °C. There was also time limit between charge and 
discharge modes so that there is always two hours break when changing from charge mode 
to discharge mode or vice versa. So as a conclusion BTES was discharged when the tank 
temperature decreased to 45 °C, total heat demand were higher than 30 kW, outdoor air 
temperature were below 5 °C and the temperature of BTES were higher than 14 °C. 
 
In this local hybrid energy system district heat was supplied in each building in addition to 
on-site produced heat, which us why it was not feasible to heat the DHW to the final tem-
perature required by Ministry of the Environment as expressed in chapter 2.4. This was be-
cause the tank temperature should have been higher and the efficiency of the system would 
have been lowered. However, the local energy was utilized to pre-heat the DHW in the tank 
and the final heating was done in each buildings’ district heat heat exchanger. Moreover, as 
the local hybrid energy system was decided not to cover 100 % of total heating energy de-
mand, it was reasonable to allocate utilization of local energy to winter time when heating 
demand is higher and district heat prices are higher. As introduced in Figure 15 in chapter 
3.3, DHW heating demand is almost same during the year. If DHW would have been pre-
heated also in summer using local heating energy, BTES could not have been charged as 
much, and therefore there would have been less local heating energy to utilize in winter. To 
maximize the local energy utilization in winter and on the other hand to utilize the low DH 
prices in summer, DHW was pre-heated in buffer tank when the outdoor air temperature was 
5 °C or lower. When outdoor air temperature exceeded 5 °C, DHW was heated totally using 
only DH. 
3.5 Cost data 
To evaluate economic feasibility of the energy system, all costs during life cycle were taken 
into account. The life cycle cost consists of investment costs and operation costs. All invest-
ments were assumed to be done in year 0. Operation costs included electricity costs and 
maintenance costs. Profit of surplus electricity that was sold to the grid was subtracted from 
sum of operation costs i.e. profit from sold energy lowered the operation costs of local hybrid 
energy system. Real interest used in calculations was 3 % according to EU recommendations 
for long-term investments, as higher interest rates discourage long-term investments (Euro-
pean Commission 2012a). Escalation rate for electricity price was conservative 1 % as it is 
difficult to predict the price trends in future. Life cycle of the system was assumed to be 25 
years. It was assumed that additional investments were not needed during the life cycle. 
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3.5.1 Investment costs 
Costs of energy system components were retrieved from manufacturers, internet sources, 
and other studies they are presented in Table 3. VAT 24 % is included in all costs. PV system 
cost was based on the average of several offerings that professional companies have released. 
The cost estimate of PV panels are in form €/kWp where the kWp means the nominal power 
that panel can generate in optimal conditions. The cost of PV system included installation 
costs and inverter cost. Cost of heat pumps were collected from retailer’s website and scaled 
so that the cost is depending on total heating capacity of heat pumps. Cost of buffer tank was 
785 €/m³ and it was based on cost level introduced in report by International Energy Agency. 
As the volume of buffer tank seem to be relatively high in this study based on some test 
simulations, the cost was based on larger scale buffer tank cost structure. Due to high land 
cost and on the other hand practical difficulties to locate large scale buffer tank into the 
building, it was assumed that the tank has to be integrated to the ground. As the cost of that 
kind of integration was challenging to evaluate, rough estimation was done by assuming that 
cost of the integration was equal to tank cost. Thus total cost of the tank was 1570 €/m³. 
 
Cost of BTES consists of several main components. Borehole drilling cost was based on 
estimation of typical drilling costs of large-scale ground source heat field. Drilling cost in-
cluded also cost of connecting the boreholes to each other. Because the soil has to be exca-
vated off when insulating the BTES and after that it has to be put back, the excavation cost 
was needed to take into account. Excavation cost was based on average excavation cost used 
in previous, similar kind of study. The cost was retrieved from retailer website and scaled so 
that it was based on insulation volume. 
 
Space heating and ventilation heating energy was assumed to be distributed to the buildings 
in the same pipes, but for domestic hot water distribution separate pipes were required. Pipes 
were assumed to be typical plastic, insulated local heating pipes. Distance from the energy 
center to each building was assumed to be 60 m. As the distances and number of buildings 
did not changed in optimization process, the needed length of local heating pipes remained 
the same. Thus the pipe cost was a constant value. The heating pipe price was higher than 
DHW pipe price because the heating pipes must be larger size. In addition to the costs dis-
cussed already, the pump cost was also taken into account. One pump was needed for circu-
lating BTES heat transfer fluid, and another for local heating network to supply heating en-
ergy to the buildings. Constant cost of 10 000 € was estimated for pumps which was based 
on typical larger scale pump costs. 
 
Table 3. Prices for components of local energy system. 
Component Cost Unit Reference 
PV system 1000 €/kWp (Photovoltaic electricity home 2019) 
AW-HP 410 €/kW (Finnish ground source heat wholesale 2019b) 
WW-HP 280 €/kW (Finnish ground source heat wholesale 2019a) 
Tank 1570 €/m³ (International Energy Agency 2016) 
Borehole drilling 38 €/m (Techeat 2018) 
BTES excavation 6 €/m³ (Hirvonen, Sirén 2018) 
BTES insulation 75 €/m³ (K-rauta 2019) 
Local heating pipes for heating 108 €/m (Rauheat 2019) 
Local heating pipes for DHW 48 €/m (Rauheat 2019) 
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3.5.2 Operation costs 
The electricity cost consisted of three main components that were energy price, distribution 
price and taxes. In this study, hourly NordPool Elspot prices were used so electricity price 
for each hour was calculated separately. To get variation to the electricity prices in this study, 
NordPool prices of five different years, 2014-2018, were utilized in sequence to make the 
price profile for 25 year life cycle calculation period. First five years were calculated straight 
based on 2014-2018 cost data, and after the end of the year 2018 was reached, the cost data 
was started again from beginning of year 2014. Annual average prices of electricity as well 
as standard deviations of prices are presented in Table 4. 
 
Table 4. Annual averages of Elspot electricity prices and standard deviations (VAT not included). 
Year Annual average price Standard deviation 
 (€/MWh) (€/MWh) 
2014 36.02 ± 11.50 
2015 29.66 ± 14.46 
2016 32.45 ± 13.15 
2017 33.19 ± 9.61 
2018 46.80 ± 15.12 
 
As spot electricity prices was used, 0.3 c/kWh commission fee was added to the Elspot price 
(Fortum 2019c). Value added tax 24 % was added to the energy price also. Electricity dis-
tribution in Espoo area is operated by Caruna Espoo Oy and the price for distribution was 
3.14 c/kWh. Electricity tax was 2.79372 c/kWh and it was added to the total price. (Caruna 
Espoo Oy 2018). Equation for electricity buying price is 
 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑏𝑢𝑦𝑖𝑛𝑔 = (𝑃𝐸𝑙𝑠𝑝𝑜𝑡 + 𝑃𝐶𝐹,𝑏𝑢𝑦𝑖𝑛𝑔 + 𝑃𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 + 𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑡𝑎𝑥) ∙ (1 +
𝑉𝐴𝑇
100
)  (10) 
 
where 
 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑏𝑢𝑦𝑖𝑛𝑔 Hourly electricity buying price (c/kWh) 
𝑃𝐸𝑙𝑠𝑝𝑜𝑡  Hourly Nordpool Elspot price (c/kWh) 
𝑃𝐶𝐹,𝑏𝑢𝑦𝑖𝑛𝑔  Commission fee (c/kWh) 
𝑉𝐴𝑇  Value added tax (%) 
𝑃𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛  Electricity distribution price (c/kWh) 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑡𝑎𝑥 Electricity tax (c/kWh). 
Hourly electricity cost can be calculated using equation 
 
𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑖𝑚𝑝𝑜𝑟𝑡 =
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑏𝑢𝑦𝑖𝑛𝑔
100
∙ 𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑖𝑚𝑝𝑜𝑟𝑡  (11) 
 
where 
 
𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑖𝑚𝑝𝑜𝑟𝑡 Hourly electricity cost (€) 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑏𝑢𝑦𝑖𝑛𝑔 Hourly electricity buying price (c/kWh) 
𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑖𝑚𝑝𝑜𝑟𝑡 Hourly imported electricity (kWh). 
 
Because there was an option to sell surplus electricity to the grid, selling price of electricity 
has to be considered as well. Selling price of surplus electricity was NordPool Elspot price 
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from where 0.24 c/kWh commission fee is subtracted (Fortum 2019a). If annual sales of 
electricity exceed 8500 €, value added tax has to be paid which lowers profits by 24 %. 
The equation for electricity selling price is 
 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑠𝑒𝑙𝑙𝑖𝑛𝑔 = 𝑃𝐸𝑙𝑠𝑝𝑜𝑡 − 𝑃𝐶𝐹,𝑠𝑒𝑙𝑙𝑖𝑛𝑔   (12) 
 
where 
 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑠𝑒𝑙𝑙𝑖𝑛𝑔 Electricity selling value (c/kWh) 
𝑃𝐸𝑙𝑠𝑝𝑜𝑡  Hourly Nordpool Elspot price (c/kWh) 
𝑃𝐶𝐹,𝑠𝑒𝑙𝑙𝑖𝑛𝑔  Commission fee (c/kWh). 
 
Hourly surplus electricity selling profit can be calculated using equation 
 
𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑒𝑥𝑝𝑜𝑟𝑡 =
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑠𝑒𝑙𝑙𝑖𝑛𝑔
100
∙ 𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑒𝑥𝑝𝑜𝑟𝑡  (13) 
 
where 
 
𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑒𝑥𝑝𝑜𝑟𝑡 Hourly electricity surplus selling profit (€) 
𝑃𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑠𝑒𝑙𝑙𝑖𝑛𝑔 Hourly electricity selling price (c/kWh) 
𝐸𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑒𝑥𝑝𝑜𝑟𝑡 Hourly exported electricity (kWh). 
 
 
Annual maintenance cost was assumed to be five percent of total investment costs, divided 
by the life cycle i.e. the equation for annual maintenance costs is 
 
𝐶𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒 =
0.05∙𝑃𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡
𝐿𝐶
  (14) 
where 
 
𝑃𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒  Annual maintenance cost of local hybrid energy system (€) 
𝑃𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡  Total investment cost of local hybrid energy system (€) 
𝐿𝐶  Life cycle of the local hybrid energy system (a). 
 
 
Based on components of operation costs described above, annual operation costs can be de-
fined using equation 
 
𝐶𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = ∑ 𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑖𝑚𝑝𝑜𝑟𝑡 − ∑ 𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑒𝑥𝑝𝑜𝑟𝑡 + 𝐶𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒   (15) 
 
where 
 
𝐶𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛  Annual operation cost (€) 
∑ 𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑖𝑚𝑝𝑜𝑟𝑡 Annual electricity cost (€) 
∑ 𝐶𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦,𝑒𝑥𝑝𝑜𝑟𝑡 Annual surplus electricity selling profit (€) 
𝐶𝑀𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑛𝑐𝑒  Annual maintenance cost (€). 
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3.6 System performance indicators 
To evaluate the performance of the modeled system, some indicators have to be introduced. 
From economical point of view the life cycle cost (LCC) of the system is important infor-
mation to find out if the system is feasible to develop further. However, even more reasona-
ble is to examine what is actually the cost of one unit of on-site produced heating energy. 
For that purpose levelized cost of energy (LCOE) is a suitable method. To evaluate the eco-
nomical profitability of the local hybrid energy system, LCOE can be compared to district 
heat prices. Production prices of district heat were not available due to confidentiality issues, 
and thus the LCOE of on-site produced energy were compared to district heat consumer 
prices to find out a rough estimation of profitability of this kind of hybrid energy system.  
Renewable energy fraction (REF) presents what kind of proportion of total energy demand 
can be covered with on-site produced energy taking into account also the imported electricity 
that is needed to produce on-site energy. Carbon dioxide emissions have to be considered 
also as the aim of the local hybrid energy system was to reduce CO2 emissions. Emission 
reduction achieved by utilizing hybrid energy system can be computed by calculating carbon 
dioxide emissions of local hybrid energy system and comparing the result to the situation 
where all heating demand of the residential district is covered using district heat. 
3.6.1 Life cycle cost 
In life cycle cost calculation, investment costs and operation costs in each year has to be 
taken into account. Sum of annual costs has to be discounted. Life cycle cost for each year 
can be calculated using following equation 
 
 
𝐿𝐶𝐶 = ∑[(𝐶𝐼,𝑡 + 𝐶𝑂,𝑡 + 𝐶𝑀,𝑡) ∗ (1 + 𝑟)
−𝑡]  (16) 
 
where 
 
𝐶𝑡 Investment costs in year t (€) 
𝐶𝑂,𝑡 Operation costs in year t (€) 
(1 + 𝑟)−𝑡 The discount factor for year t (-). 
3.6.2 Levelized cost of energy 
To evaluate the system performance and compare feasibility to traditional district heat, the 
price of produced energy has to be calculated. Levelized cost of energy (LCOE) is a suitable 
method for that purpose thus it takes into account all life cycle costs as well as economical 
discount rates. In principle, total costs and produced energy amount are calculated for every 
year, they are discounted, summed up during whole life cycle and finally total discounted 
life cycle costs are divided by total discounted produced energy amount. (Syri 2018). 
 
𝐿𝐶𝑂𝐸 = 𝑃𝑀𝑊ℎ =
∑[(𝐶𝑡+𝑂&𝑀𝑡+𝐹𝑢𝑒𝑙𝑡+𝐶𝑎𝑟𝑏𝑜𝑛𝑡+𝐷𝑡)∙(1+𝑟)
−𝑡]
∑[𝐸𝑡∙(1+𝑟)−𝑡]
    (17) 
 
where 
 
𝑃𝑀𝑊ℎ The constant life cycle remuneration of produced energy (€/MWh) 
𝐶𝑡 Investment costs in year t (€) 
𝑂&𝑀𝑡 Operation and maintenance costs in year t (€) 
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𝐹𝑢𝑒𝑙𝑡 Fuel costs in year t (€) 
𝐶𝑎𝑟𝑏𝑜𝑛𝑡 Carbon costs in year t (€) 
𝐷𝑡 Decommissioning and waste management costs in year t (€) 
𝐸𝑡 The amount of energy produced (MWh) 
(1 + 𝑟)−𝑡 The discount factor for year t (-). 
 
In this energy system there were neither no fuel costs thus electricity costs were included in 
operation costs, nor carbon costs as they were actually included in electricity and district 
heat prices. Decommissioning and waste management costs did also not exist, so the simpli-
fied LCOE equation gets the form 
 
𝐿𝐶𝑂𝐸 =
∑[(𝐶𝐼,𝑡+𝐶𝑂,𝑡+𝐶𝑀,𝑡)∗(1+𝑟)
−𝑡]
∑[𝐸𝑡∗(1+𝑟)−𝑡]
   (18) 
 
where 
 
𝐿𝐶𝑂𝐸 The constant life cycle remuneration of produced energy (€/MWh) 
𝐶𝑡 Investment costs in year t (€) 
𝐶𝑂,𝑡 Operation costs in year t (€) 
𝐸𝑡 The amount of heat energy produced (MWh) 
(1 + 𝑟)−𝑡 The discount factor for year t (-). 
3.6.3 Renewable energy fraction 
Renewable energy fraction (REF) indicates how large proportion of total energy demand can 
be covered using on-site energy. REF in this study is similar to on-site energy fraction (OEF) 
which is introduced by Cao et al but the difference is that instead of dividing on-site pro-
duced energy by total energy demand, REF is calculated indirectly (Cao et al. 2013). 
The reason for that is, that producing on-site energy also grid electricity is needed to operate 
WW-HPs, because in wintertime there is not enough solar electricity available. Moreover, 
calculating only amount of on-site produced energy is not feasible due to relatively high 
losses of seasonal storage i.e. it is not sensible to compare energy production values. So 
dividing on-site produced energy by total energy demand does not give correct value. In this 
study, REF is defined as 
 
𝑅𝐸𝐹 = 1 −
𝐸𝑖𝑚𝑝𝑜𝑟𝑡+𝐷𝐻𝑖𝑚𝑝𝑜𝑟𝑡
𝐻𝑒𝑎𝑡 𝑑𝑒𝑚𝑎𝑛𝑑𝑡𝑜𝑡𝑎𝑙
   (19) 
 
where 
 
𝑅𝐸𝐹  Renewable energy fraction (-) 
𝐸𝑖𝑚𝑝𝑜𝑟𝑡  Electricity imported from the grid for heat pumps (MWh) 
𝐷𝐻𝑖𝑚𝑝𝑜𝑟𝑡  Imported district heat (MWh) 
𝐻𝑒𝑎𝑡 𝑑𝑒𝑚𝑎𝑛𝑑𝑡𝑜𝑡𝑎𝑙 Total heat demand (MWh) 
 
The idea is to sum up imported district heat and grid electricity that is needed to produce on-
site energy and divide the sum by total heat demand. That gives the fraction of off-site energy 
so one minus the result gives fraction of on-site energy of which all is renewable energy 
because the electricity consumption of heat pumps is now taken into account in calculations. 
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3.6.4 Carbon dioxide emissions and costs of emission allowances 
On-site energy production reduces consumption of district heat which lowers CO2 emissions 
of district heat production. However in on-site energy production electricity was needed to 
operate heat pumps which increases CO2 emissions of electricity production. Thus it is nec-
essary to find out the total CO2 emissions of local hybrid energy system to evaluate the 
system performance. In CO2 emission calculations, emission factor for district heat produced 
in CHP plants was used 164 g CO2/kWh. (Motiva 2019). In electricity emission calculations 
monthly varying emission factors were used as the differences between summer and winter 
time electricity production are significant. Monthly emission factors for electricity produc-
tion are presented in Table 5. Monthly emission factors are based on emission data of 2011-
2015 where factors of imported electricity from other countries are neglected and emissions 
of bioproduction is assumed to be zero. (Finnish Energy 2018). Electricity amount used in 
calculations was amount of imported grid electricity i.e. the net consumption.  
 
Table 5. Monthly CO2 emission factors of electricity production. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In this study, only the amount of electricity that is needed to operate heating system which 
was partly from the grid and partly from the PV panels, was taken into account in electricity 
consumption calculations. Electricity that is generated using PV panels is CO2 emission free 
and thus CO2 emissions of on-site produced heating energy can be calculated dividing annual 
CO2 emissions of imported electricity by amount of supplied on-site heating energy. 
 
Every district heat plant that has heat production capacity more than 20 MW, must have 
emission allowances as well as smaller plants that are operating in the same distribution 
network. (Finlex 2011). The district heat energy amounts used in calculations were net val-
ues i.e. distribution losses from CHP plant to neighborhood area etc. was not taken into 
account. In electricity emission calculations amount of electricity from the grid was used.  
The cost of one emission allowance in EU auction has been deviating between 18.62 € and 
27.46 € (Energy Authority 2019). Emission cost calculations of this hybrid energy system 
were computed using constant value 25.00 € per allowance. However, the cost of one emis-
sion allowance has been increasing significantly during past few years. It was roughly 5 € 
quite a long time but since end of the year 2017 the cost of emission allowances have been 
Month 
Electricity CO2 emission 
factor (g/kWh) 
January 173 
February 174 
March 156 
April 132 
May 125 
June 85 
July 81 
August 115 
September 148 
October 143 
November 131 
December 131 
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increased. (Refinitiv 2018). As the aim of the emission allowances is to reduce carbon diox-
ide emissions, price of emission allowances may increase also in the future due to need of 
CO2 emission reductions. For that reason it was compared, what would be the emission cost 
level of simulated local hybrid energy system if the price of emission allowance would be 
doubled or tripled in comparison to current situation.  
3.7 Optimization 
The idea of optimization process in general, is to find out the most suitable solution from 
among several alternatives. In building energy sector the aim of the optimization is usually 
to find out the best optimal solution where the system performance is as high as possible, 
but the system costs are as low as possible. Components of optimization problem are objec-
tive functions, constraints and decision variables. Objective functions define what is target 
of solution. Constraints can be either equality constraints or inequality constraints and their 
aim is to give limits for optimization. For example, maximum rooftop area that can be used 
for PV panels can be a constraint. By changing decision variables and seeing how they affect 
to the result of objective function, the optimal solution can be achieved.  
 
In this study two objective functions was implemented so the optimization problem was 
multi-objective. Multi-objective optimization (MOO), also known as Pareto optimization, is 
required to find out the Pareto-optimal solutions and for that the genetic algorithm (GA) is 
used. Genetic algorithm is well-functioning tool in MOO and parallel calculations are simple 
to perform using GA. Moreover, discrete variables are simple to use with GA. Genetic algo-
rithm is based on evolution theory, where the fittest individuals survive and transfer their 
genetic information to the following generations. In this study the genetic information con-
sisted of decision variables that were specified before optimization. In Figure 25 is shown 
the main steps of genetic algorithm optimization process. 
 
Figure 25. Genetic algorithm optimization process. 
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The algorithm starts from first generation that is selected randomly. Values of objective 
functions are calculated based on first generation variables and as a result the fitness of in-
dividuals are evaluated based on the values of objective functions. Then the individuals are 
ranked based on their fitness. If the non-dominated sorting i.e. NSGA is used, the non-dom-
inated individuals are located and selected for the next generation. The other individuals that 
are not selected for the next generation, are used for crossover and mutation phases to keep 
up the diversity of population. In crossover phase, the crossover point is selected randomly 
or it is based on some pre-defined mechanism. On other side of crossover point the individ-
uals are preserved for the next generation and on another side of the point decision variables 
will be changed. Then in mutation phase, some randomly selected decision variables are 
replaced with randomly selected individuals so that the diversity of population will be pre-
served. (Alanne 2018). After that the new generation has been formed and next generations 
are evaluated same way until the new generation does not deviate from previous generation 
based on pre-defined accuracy criteria. The criteria can be e.g. maximum number of gener-
ations, maximum elapsed time, acceptable value of objective function, convergence of ob-
jective function etc. Pareto front is a result of multi-objective optimization. Results forming 
the Pareto front are non-dominated i.e. they are mathematically equal when comparing to 
each other. In other words, it is not possible to improve one objective without worsening 
another at the same time. (Evins 2013). The decision makers have to select one or several 
solutions from Pareto front to be implemented or for further studies based on their prefer-
ences.  
 
In this study the optimization was performed utilizing Multi-Objective Building Optimizer 
software (MOBO) developed by Aalto University and Technical Research Centre of Finland. 
It was combined with local hybrid energy model in TRNSYS using Matlab as a platform. 
Combined simulation and optimization process of this study is described in Figure 26. The 
optimization process was started so that MOBO selected randomly first decision variables 
based on pre-defined boundary conditions. Decision variables were entered to TRNSYS and 
then TRNSYS performed energy model simulation for four year time period. After the sim-
ulation was done, Matlab read the simulation results from the TRNSYS output file and com-
puted the life cycle calculations of the local hybrid energy system. Then the results were 
printed to an output file that was read by MOBO which created mutations and crossovers to 
the population after that. Then MOBO selected the new decision variables based on results 
of previous generation and then the process started again from the beginning and continued 
similarly as long as the pre-defined amount of generations were calculated. Finally Pareto 
front was formed from the final generation results. 
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3.8 Optimization parameters and optimization problem 
Objective functions in this study were related to costs and system performance, as the aim 
of the study was to find out a cost-optimal and feasible local hybrid energy system. Objective 
function for system performance was amount of imported district heat and the aim of the 
optimization was to minimize it or in the other words, to maximize the on-site energy pro-
duction as high as it was cost-efficient. Objective function for costs was levelized cost of 
energy and the aim was to minimize it. 
 
Optimization problem was defined as 
 
𝑚𝑖𝑛{𝑓1(𝑥), 𝑓2(𝑥)}               (20) 
𝑠. 𝑡. 
𝐻(𝑥) =  𝐴𝑃𝑉 ≤ 2100 𝑚² 
𝑙𝑏𝑖 ≤ 𝑥𝑖 ≤ 𝑢𝑏𝑖 , 𝑖 ∈ {1, … 10} 
 
where 
 
𝑓1(𝑥) Amount of imported district heat (MWh) 
𝑓2(𝑥)  Levelized cost of energy (€/MWh) 
𝐻(𝑥) Limit for area that PV panels can be installed (m²) 
𝑙𝑏𝑖  Lower bounds for decision variables 
𝑢𝑏𝑖 Upper bounds for decision variables 
𝑥𝑖 Decision variables, introduced in Table 6. 
 
Figure 26. Combined simulation and optimization process implemented in this study. 
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In optimization, the population size was set to 30 and the number of generations was 150. 
Population size means the number of simulation cases that are calculated to form one gen-
eration of results. Number of generations means how many populations are calculated. In 
other words, totally 4500 different cases was simulated and final results i.e. the Pareto front 
was formed based on results of last generations. (Introduction to Genetic Algorithms 1998). 
Mutation probability was set 0.125 and crossover probability 0.09. Mutation probability de-
notes how large share of initial data i.e. data of previous generation before starting to calcu-
late new generation, is changed randomly. It is important that mutation probability is low 
enough because if mutations happen too often, the optimization changes to random search. 
Crossover probability means, how large share of initial data i.e. data of previous generation 
is copied to next generation. If crossover does not exist at all, next generation is exactly the 
same as previous generation. (Introduction to Genetic Algorithms 1998). Decision variables 
are the variables that are affecting to the objective functions. Decision variables of optimi-
zation problem in this case were related to system components and they are shown in Table 
6. Decision variables were selected so that all the factors that affect significantly to the sys-
tem performance or operation of the system, were selected to optimize. Minimum and max-
imum limits were based on previous similar type of studies and test simulations. For fluent 
and reasonable optimization it was necessary to define feasible minimum and maximum 
values instead of setting them too wide.  
 
Buffer tank volume values were based on test simulations. Maximum value of PV capacity 
was related to maximum amount of PV panels that were able to install on the rooftops as 
discussed in chapter 3.4.2 and minimum value is set to be low enough as it was already 
expected that optimal PV capacity might be quite high. Optimal tilt angle of PV panels may 
vary depending on in which time of the year PV electricity is needed the most so wide gap 
was set. Heat pump capacities were based on number of heat pumps that were used in mod-
eling. BTES volume is the total volume of BTES and the boundaries were based on test 
simulations and previous studies. Shape of BTES, in other words the height-to-width ratio 
defines how deep boreholes are with respect to width of BTES, which depends on volume 
and borehole density. Borehole density describes how close the boreholes are drilled to each 
other. The lower the thermal conductivity of the ground is, the closer boreholes are drilled 
to achieve a proper heat transfer. In a study examined by Hirvonen and Sirén it was noticed 
that number of boreholes in series was relatively low in larger scale systems as discussed in 
chapter 2.5. Thus same result was expected also in this study and maximum number of bore-
holes in series was decided to be 4. Insulation thickness minimum value was set to be 0 m 
as in some cases it might be not feasible to insulate the BTES at all. Maximum value was set 
high enough to see if higher insulation thickness will be beneficial or not. 
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Table 6. Decision variables of optimization process. 
Decision variable Unit Min Max Description 
Buffer tank volume m³ 20 200 Volume of warm buffer tank 
PV capacity kW 40 340 Nominal PV system total capacity 
PV tilt angle ° 10 80 Tilt angle of PV panels 
AW-HP capacity kW 160 960 Total thermal power of air-to-water heat pumps 
WW-HP capacity kW 30 480 Total thermal power of water-to-water heat pumps 
BTES volume m³ 50000 200000 BTES total volume 
BTES shape - 0.25 4 Height-to-width ratio of BTES 
Borehole density borehole/m² 0.05 0.2 Number of boreholes per m² 
Boreholes in series - 1 4 Number of boreholes connected in series 
BTES insulation thickness m 0 4 BTES top insulation layer thickness 
 
3.9 Optional control strategy for AW-HP 
PV electricity is not available all the time, even there would be a potential to utilize AW-
HPs and charge the BTES with optimal conditions. For example, a night time in summer, 
when there is no solar radiation but the air temperature is high enough to reach a high COP 
with AW-HP heat generation. For that purpose grid electricity can be utilized to increase the 
amount of energy charged to the BTES. For optimal cases that were selected to study more 
detailed, two different control strategies were developed in the simulation model to find out 
the feasibility and potential of this kind of solution. The four optimal cases were simulated 
again using those new control strategies. Different control algorithm of AW-HPs was the 
only change that was done in simulation model i.e. any other changes to the simulation model 
were not done. In every simulation, PV utilization was prioritized but if PV electricity was 
not available and there was heat need in the tank, AW-HPs were operated with grid electric-
ity based on outdoor air temperature. Simulations with different control strategies are named 
so that simulation set A is the original optimal solutions i.e. no changes were done in that 
set. In simulation set B the AW-HPs were operated using grid electricity, if outdoor air tem-
perature was more than 15 °C. As presented earlier in Figure 21 in chapter 3.4.3, at 15 °C 
outdoor air temperature it is possible to reach COP from 3.6 to 5.5, depending on load side 
outlet temperature. In simulation set C the AW-HPs were operated if outdoor air temperature 
were more than 5 °C. With that temperature, it is possible to reach COP from 3.0 to 4.5. 
 
In one simulation case the results indicated that the seasonal storage was charged, but there 
was not enough heat demand to utilize that heat in discharge period i.e. the maximum share 
of heat demand was covered with on-site heat energy already. To increase the utilization of 
on-site heat energy, simulation D was implemented for that one case only. In that simulation, 
DHW control was changed so that DHW were pre-heated always with on-site energy instead 
of heating it totally with DH in summer time as it was done in other cases. 
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4 Results 
 
The results of the combined simulation and optimization are presented in this chapter. In 
Figure 27 is shown all results of optimization and the Pareto front which consist of mathe-
matically equal optimal results. That denotes that no one of the Pareto optimal solutions is 
dominating, and thus several optimal solutions are examined more precisely to find out the 
differences between them. In this study, the Pareto Front consists of 93 optimal results. The 
optimal result with highest LCOE is marked number one in figure, and the optimal result 
with lowest LCOE is marked number 93 in the figure.  
 
4.1 Results of combined simulation and optimization 
Life cycle costs and annual amount of imported district heat energy are presented in Figure 
28. From the figure can be seen, that when the life cycle cost is increasing, the amount of 
imported district heat decreases. It indicates that with more expensive system it is possible 
to produce more on-site energy which decreases the need of purchased district heat. When 
considering on cost structure of different optimal systems, it can be noticed that price com-
ponents affecting the most to the life cycle cost in most expensive solutions are AW-HP cost, 
seasonal storage cost and operation cost.  The situation is a bit different with less expensive 
solutions as the PV system has more significant share of life cycle cost than cost of seasonal 
storage. PV system cost deviates not at all which indicates that PV capacity remains constant 
all the time. AW-HP cost is significantly higher than WW-HP cost in each optimal case and 
in general the WW-HP cost is the lowest price component in each case. 
 
 
 
Figure 27. All optimization results (blue points) and optimal results aka. Pareto front (red 
points) in solution space. 
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Cost structure of the seasonal storage in each optimal case is presented in Figure 29. Drilling 
of boreholes is the most expensive price component in most cases, but in most expensive 
cases the share of insulation cost is almost as high as drilling cost, or even higher in some 
cases. Piping and excavation of soil do not have significant impact to the total cost of sea-
sonal storage. The difference in seasonal storage investment cost between highest and lowest 
cases is drastic, as the total cost in cheapest case is 217 500 € and in the most expensive case 
1 543 500 €. The cheapest one costs only 14 % of the most expensive solution and the in-
vestment cost of the most expensive solution is 600 % higher than the cheapest one. Amount 
of imported DH is 1302 MWh in the cheapest case and 934 MWh in the most expensive case 
i.e. 368 MWh reduction of imported DH can be achieved which is 28 % of amount of im-
ported DH of the cheapest case. In other words, investing 1 326 000 € more in seasonal 
storage, 368 MWh less imported DH is needed. When comparing to the reference case where 
all the heat energy demand (2 005 MWh) is covered with district heat, 35 % DH reduction 
is achieved in the cheapest case and 53 % DH reduction is achieved in the most expensive 
case.  As a comparison in cheapest optimal case, with 217 500 € investment in seasonal 
storage it is possible to reduce amount of district heat 703 MWh when comparing to the 
reference case where all the heat energy is imported DH.  Thus it can be stated that it is not 
feasible to invest in the most expensive case. 
 
Figure 28. Life cycle costs and amount of imported district heat of all optimal solutions. 
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Annual heat energy distribution of all optimal solutions is presented in Figure 30. From the 
figure it can be noticed that increasing the share of on-site energy, also LCOE increases. To 
produce more on-site energy, the system size i.e. volume of BTES, number of heat pumps 
etc. are larger, and also operation costs are higher due to higher electricity consumption of 
heat pumps. This indicates that when increasing on-site heat production, the life cycle costs 
of the system increase that much that LCOE increases even the amount of on-site produced 
heat energy increases also. Another thing to notice is, that even with the most expensive and 
largest solution, only roughly half of the total heat energy demand can be produced on-site. 
Heat energy charged to the BTES consisted of AW-HP produced heat energy and condensate 
heat from the cooling energy production. Some share of heat energy was distributed to the 
buildings straight from the buffer tank i.e. not all energy was charged to the BTES. Thus 
exact shares of condensate and AW-HP heat energy amounts that were charged to the BTES 
are not available. However, the condensate from the cooling energy production transferred 
to the buffer tank was between 194 – 212 MWh depending on case, and heat energy pro-
duced by AW-HPs was varying between 940 – 1385 MWh. So the share of condensate was 
15 – 21 % and AW-HP heat 79 – 85 % depending on case. 
Figure 29. Cost structure of seasonal storage. 
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Annual PV electricity distribution of all optimal solutions is shown in Figure 31. In all cases, 
AW-HPs consume the largest share of PV electricity, which was the main purpose of the 
energy system. The interesting thing is, how small share WW-HPs get PV electricity. The 
reason for that is, that WW-HPs were operated mainly in winter time, when the PV electricity 
generation was very low due to low solar radiation. Amount of surplus electricity is higher 
in optimal results having lower LCOE because the size of energy system is smaller and there 
are not enough electricity demand (AW-HPs) to utilize all PV generated electricity. How-
ever, the optimal capacity of PV system is maximum also in those solutions as the surplus 
electricity was sold to the grid with market prices. This indicates that it is profitable to invest 
in maximum capacity of PV panels even if all electricity cannot be utilized on the site. Small 
differences in total PV electricity generation arise from different tilt angle (30°- 45°) of PV 
array as the size of PV system were largest possible in each optimal case. 
 
 
 
Figure 31. Annual distribution of PV electricity. 
Figure 30. Annual supplied on-site heat energy, imported district heat and LCOE. 
55 
 
Annual efficiency of seasonal storage is presented in Figure 32. In general, the efficiencies 
are between 60 % and 70 %, but they are deviating depending on case. The deviation may 
occur due to changes in temperature level of BTES, surface-to-volume ratio as well as insu-
lation thickness.  
 
4.2 Selected optimal cases 
From the group of 93 optimal solution, four different solutions were selected and analyzed 
in detail. The cases with highest and lowest LCOE were selected. Third selected case was 
one case where roughly half of total heating energy demand was covered with on-site heat 
energy. The fourth selected case was a case with LCOE below 120 €/MWh as the lowest 
LCOE of optimal solutions was 110 €/MWh. The cases were numbered so that case 1 is the 
case with highest LCOE. It is also the case where largest share of total heat demand was 
covered by on-site produced heat energy. Case number 2 is the case where half of total heat 
energy demand was covered with on-site energy. Case 3 is the case with LCOE below 
120 €/MWh. Case 4 has a lowest LCOE and the amount of on-site produced heat energy was 
lowest of all optimal solutions. In Figure 33 selected optimal cases are marked into the Pareto 
front. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 32. Efficiency of seasonal storage.  
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In Figure 34 is presented life cycle costs and annual amount of imported district heat. From 
the cost structure of different cases it can be noticed that the changing price components are 
investment cost of seasonal storage, and system operation costs. The amount of imported 
district heat is decreasing when the life cycle cost is increasing. However, actually the dif-
ference in amount of imported DH between cases 1 and 4 is quite small, roughly 300 MWh 
as the life cycle costs are roughly 2 000 000 € higher in case 1 than in case 4. As a compar-
ison, in case 4 with life cycle cost 1 500 000 € it is possible to produce almost 800 MWh 
energy when comparing to the reference case, where all heat energy would be imported from 
the district heat network. In other words, it is expensive and not feasible to increase on-site 
energy production using the largest optimal system.  
 
Figure 34. Life cycle costs and amount of imported district heat of selected optimal cases. 
Figure 33. Pareto front and selected optimal cases. 
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In Table 7 is shown key values of selected optimal cases. Sum of annual supplied on-site 
energy and annual imported district heat is the same in each case as the heating demand in 
the buildings remained constant on annual level. So when the amount of supplied on-site 
energy is increasing, amount of imported district heat is decreasing and vice versa. When 
comparing the share of on-site energy of total demand and renewable energy fraction (REF), 
it can be noticed that REF does not increase as rapidly as share of on-site energy. This is 
because in REF, the grid electricity needed for WW-HPs was taken into account and elec-
tricity consumption of WW-HPs increased when on-site energy production increased. 
 
Table 7. Key values of selected optimal cases. 
Parameter Unit 1 2 3 4 
LCOE €/MWh 184 138 116 110 
Annual supplied on-site energy MWh 1 160 1 086 912 768 
Annual imported district heat MWh 844 918 1 092 1 236 
On-site energy of total demand % 54 % 51 % 43 % 37 % 
Renewable Energy Fraction (REF) % 41 % 38 % 33 % 29 % 
 
 
Decision variables of selected optimal cases are shown in Table 8. In the same table is also 
presented properties of seasonal storage that are based on decision variables of optimization 
related to seasonal storage. Volumes of buffer tank and seasonal storage as well as capacity 
of both heat pump types are increasing when amount of supplied on-site heat energy is in-
creasing. Thus it can be stated that the capacity of whole hybrid energy system increases 
when LCOE and share of on-site energy are increasing. PV capacity is maximum in all cases 
because the rooftop area was the limiting issue. Tilt angle of PV panels is quite low in all 
cases which denotes that PV electricity production was maximized in summer season. It is 
sensible as the aim was to maximize the charging potential of seasonal storage. The invest-
ment cost of seasonal storage was significantly higher in case 1 than in other cases, the reason 
for that can be seen when looking properties of seasonal storage. There are 355 boreholes in 
the seasonal storage of case 1 which increases the borehole drilling costs in comparison to 
other cases. In addition to that, the insulation layer is thick as there is 2.75 meters of insula-
tion material.  
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Table 8. Properties of selected optimal cases. 
Decision variable Unit 1 2 3 4 Description 
Buffer tank volume m³ 200 190 110 70 Volume of buffer tank 
PV capacity kW 340 340 340 340 
Nominal PV system total ca-
pacity 
PV tilt angle ° 35 35 30 35 Tilt angle of PV panels 
AW-HP capacity kW 960 960 720 560 
Total thermal power of AW-
HPs 
Number of AW-HPs  
(à 16 kW) 
- 60 60 45 35 Number of AW-HPs 
WW-HP capacity kW 300 300 240 180 
Total thermal power of WW-
HPs 
Number of WW-HPs 
(à 60 kW) 
- 5 5 4 3 Number of WW-HPs 
BTES volume m³ 130 000 90 000 60 000 50 000 BTES total volume 
BTES shape - 1.0 1.25 1.25 1.5 
Height-to-width ratio of 
BTES 
Borehole density borehole/m² 0.15 0.075 0.075 0.075 Number of boreholes per m² 
Boreholes in series - 3 1 1 1 
Number of boreholes con-
nected in series 
BTES insulation thick-
ness 
m 2.75 1.5 0.25 0 
BTES top insulation layer 
thickness 
Other BTES properties Unit 1 2 3 4   
Cross-sectional area m² 2370 1600 1220 960 Cross-sectional area of BTES 
Width m 55 45 39 35 BTES width 
Borehole length m 55 56 49 52 BTES height 
Number of boreholes - 355 120 91 72 Total amount of boreholes 
Total flow kg/s 39.4 40.0 30.3 24.0 
Total flow of heat transfer 
fluid 
 
 
 
 
Detailed investment costs of selected cases are shown in Table 9.  
 
Table 9. Investment costs of selected optimal cases. 
Cost Unit 1 2 3 4 
Investment costs           
Buffer tank € 314 000 298 300 172 700 109 900 
PV system € 340 200 340 200 340 200 340 200 
AW-HP € 492 000 492 000 369 000 287 000 
WW-HP € 84 000 84 000 67 200 50 400 
BTES € 1 543 500 578 900 287 700 217 600 
Local heating network pipes € 130 200 130 200 130 200 130 200 
Pumps € 10 000 10 000 10 000 10 000 
Operation costs           
Imported electricity € 539 700 521 500 398 100 299 600 
Maintenance € 101 500 67 300 48 000 39 900 
Surplus PV electricity selling profit € 22 800 18 600 38 900 61 300 
Life cycle cost € 3 532 400 2 503 800 1 784 200 1 423 500 
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Investment costs of seasonal storage are shown in Figure 35. The difference between cases 
1 and 2 is significant, as only borehole drilling costs in case 1 are significantly higher than 
total cost of seasonal storage in case 2. The difference between cases 2-4 is more moderate. 
 
 
In Figure 36 is presented annual heating energy distribution and LCOE of selected optimal 
cases. Space heating, ventilation heating and domestic hot water heating energies are sepa-
rated to visualize energy distribution more detailed. Blue bars are expressing on-site energy, 
and green bars imported district heat. There are several notable details that can be consid-
ered. First, even the solution with lowest LCOE (4) can cover a significant share of SH 
demand. Secondly, even with the solution with highest LCOE (1) more than 50 % of DHW 
heat demand is still covered by district heat. Thirdly, the difference between case 1 and case 
2 on-site energy amounts is very slight but the difference in LCOE is significant. 
 
Figure 35. Seasonal storage investment costs of selected optimal cases. 
Figure 36. Life cycle heating energy distribution of selected optimal cases. 
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Heating energy demand and imported district heat duration curves on annual level are shown 
in Figure 37. The area between the heat demand duration curve and imported district heat 
curve defines the share of utilized on-site energy i.e. the amount decreased need of imported 
district heat. At the peak load hours, more than 200 kWh i.e. over 25 % of district heat 
consumption can be cut off utilizing on-site energy instead of district heat.  
 
 
Efficiency of seasonal storage is presented in Figure 38. The amount of heat energy charged 
to the storage is sum of discharged energy and losses. As the storage capacity was the largest 
in case 1 and the smallest in case 4, it can be stated that efficiency of storage is increasing 
when the capacity of the storage is increasing which was related to decreasing surface-to-
volume ratio.  
 
Figure 37. Heat demand and imported district heat annual duration curves of selected cases.  
Figure 38. Seasonal storage efficiency of selected cases. 
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In Figure 39 is shown the temperature improvement of seasonal storage during simulation 
period i.e. the first four operation years. The different colored curves are presenting different 
selected optimal cases. First operation year differs from others the most, but there are also 
slight variations between second and third year. Third and fourth year are very similar to 
each other. In the first operation year, the seasonal storage was started to heat up from the 
initial temperature which was an average ground temperature 6.0 °C. For that reason, the 
maximum storage temperatures in first year are notably lower than later. As there were a 
temperature limit for discharging seasonal storage, the discharging was limited when the 
limit (12 °C) was reached. In the first operation year the limit was reached earlier as the 
maximum temperatures were lower. In addition to that, it has to be remembered that seasonal 
storage could not be discharged at the beginning of first year as there was not any heat energy 
to discharge. Thus the on-site energy production in first year differs significantly from later 
ones. When comparing the temperature curves of different cases, it can be stated that the 
larger the volume of seasonal storage is, the lower the maximum temperature is. Lower tem-
perature level is one reason for better efficiency of larger storages in addition to better sur-
face-to-volume ratio. Due to larger storage volume, more heat energy can be stored and thus 
share of on-site energy is higher with larger seasonal storage solution despite the lower tem-
perature level. 
 
 
 
 
 
 
 
 
 
 
 
Figure 39. Development of seasonal storage temperatures in the first four operation years. 
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4.3 Optional control strategy for AW-HP 
As an option, an alternative control strategy was developed for four selected optimal cases 
that were analyzed in earlier chapter. The aim was to increase the utilization rate of AW-
HPs and thus increase the on-site heat energy production by using also grid electricity for 
AW-HPs in addition to utilize only PV electricity. To clarify the differences between differ-
ent simulation cases, all simulated cases are shown in Table 10. Number 1-4 is the optimal 
case that were presented and analyzed in previous chapter. Letter A-D is the different simu-
lation case which has different control strategy of AW-HP as discussed in chapter 3.9. 
 
As the results of case 1B and 1C differed from others significantly, additional case 1D was 
developed. Due to large system size, almost the maximum possible share of on-site energy 
was reached in case 1A i.e. there were not enough demand in winter time to utilize the addi-
tional heat energy. This was mainly due to the control system, where DHW was heated up 
in summer time using district heat to maximize the charging potential of seasonal storage. 
Otherwise, the DHW heating would have been cut a large share of heat energy produced by 
AW-HPs and charged into buffer tank before charging it into the seasonal storage in systems 
that were based only on PV electricity. The difference in case 1D in comparison to all other 
simulation cases was that DHW was pre-heated in buffer tank year round. 
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Table 10. List of simulated cases 
Case Description 
1A Highest LCOE and on-site heat energy production 
1B 
Highest LCOE, AW-HP operated with grid electricity if PV is 
not available and outdoor air temperature exceeds 15 °C 
1C 
Lowest LCOE, AW-HP operated with grid electricity if PV is 
not available and outdoor air temperature exceeds 5 °C 
1D 
Highest LCOE, AW-HP operated with grid electricity if PV is 
not available and outdoor air temperature exceeds 5 °C, 
DHW pre-heated with on-site energy year round 
2A On-site energy covers half of the total heat demand 
2B 
On-site energy covers half of the total heat demand, AW-
HP operated with grid electricity if PV is not available and 
outdoor air temperature exceeds 15 °C 
2C 
On-site energy covers half of the total heat demand, AW-
HP operated with grid electricity if PV is not available and 
outdoor air temperature exceeds 5 °C 
3A LCOE below 120 €/MWh 
3B 
LCOE below 120 €/MWh, AW-HP operated with grid elec-
tricity if PV is not available and outdoor air temperature ex-
ceeds 15 °C 
3C 
LCOE below 120 €/MWh, AW-HP operated with grid elec-
tricity if PV is not available and outdoor air temperature ex-
ceeds 5 °C 
4A Lowest LCOE and on-site heat energy production 
4B 
Lowest LCOE, AW-HP operated with grid electricity if PV is 
not available and outdoor air temperature exceeds 15 °C 
4C 
Lowest LCOE, AW-HP operated with grid electricity if PV is 
not available and outdoor air temperature exceeds 5 °C 
 
In Figure 40 is presented the life cycle costs and annual amount of imported district heat of 
simulated cases. It was assumed that different control logics do not need additional invest-
ments, so investment costs did not change. The only changing price component was opera-
tion cost as the grid electricity consumption increased. This was not only because AW-HPs 
were operated with grid electricity, but also due to increased operation of WW-HPs in winter 
time as there was more heat energy in the seasonal storage. In addition to that, the profit 
from surplus PV electricity that was sold to the grid was varying due to different control 
logics. It can be noticed from the figure, that each simulation B and C decreases the amount 
of imported district heat i.e. the share of on-site energy is increasing which was the purpose. 
The change is more significant with smaller scale systems (3 and 4). In case 2 the change is 
a bit lower than in 3 and 4, but the lowest the change is in case 1 which was also the largest 
scale system. When comparing increase of operation cost and decrease of imported DH, the 
correlation between them looks reasonable in cases 2, 3 and 4. In case 1, operation costs are 
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increasing significantly, but there is relatively small decrease in amount of imported district 
heat. Thus the additional simulation D was developed as explained earlier. As can be seen, 
the change in imported DH between 1C and 1D is drastic, even though the operation cost 
increases only a little. 
 
 
4.3.1 Annual energy distribution 
Annual heat energy distribution and LCOE are shown in Figure 41. Common in cases 2, 3 
and 4 is that when grid electricity is used for the AW-HPs, the share of on-site energy in-
creases but there are not significant changes in LCOE. Cases 1A-1C differs from others 
notably as the share of on-site energy seems to be remaining the same though the grid elec-
tricity is used for additional charging of the seasonal storage. This is because all the demand 
that is possible to cover with on-site energy, is already covered in case 1A. In other words, 
there is no need to charge more energy to the seasonal storage as there is not any use for it. 
Thus the control system of DHW was modified so that in case 1D the DHW was pre-heated 
always instead of heating it totally with DH in summer time. From the figure it can be noticed 
that the change is significant. The share of on-site energy increases drastically and LCOE 
drops down in comparison to optimal case 1A.  
 
Figure 40. Life cycle costs and amount of imported district heat of simulated cases. 
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Numerical values of annual supplied on-site energy, imported district heat, share of on-site 
energy of total demand and REF of simulated cases are presented in Table 11. As noticed 
earlier, the most significant change is in case 1D where the DHW was pre-heated year-round 
utilizing on-site energy. Notable thing is, that even though the share of on-site energy is 
increasing significantly and being near 90 % of total heat demand, REF does not increase 
that much as it is 57 %. This is because more grid electricity was used which increases the 
total amount of imported energy and thus slows the increase of REF. In cases 2B and 3B it 
is possible to slightly decrease the LCOE by utilizing grid electricity for additional charging 
of seasonal storage. The main reason for this LCOE decrease is the good effectiveness of 
AW-HPs as in simulation set B they were operated with grid electricity when outdoor air 
temperature was 15 °C or higher. At that high temperatures, the COP of AW-HP was on 
very effective level as explained in 3.4.3 and thus more heat energy was possible to generate 
with same amount of electricity.  
 
 
  
Figure 41. Annual heat energy distribution and LCOE. 
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Table 11. LCOE, supplied on-site energy, imported district heat and REF of simulated cases. 
 
LCOE 
Total supplied 
 on-site energy 
Total imported  
district heat 
On-site energy  
of total demand 
Renewable Energy  
Fraction (REF) 
€/MWh MWh MWh % % 
1A 184 1160 844 58 % 41 % 
1B 188 1167 837 58 % 38 % 
1C 201 1179 824 59 % 29 % 
1D 135 1773 231 88 % 57 % 
2A 138 1086 918 54 % 38 % 
2B 139 1155 849 58 % 37 % 
2C 146 1173 830 59 % 31 % 
3A 116 912 1092 45 % 33 % 
3B 114 1009 995 50 % 34 % 
3C 118 1089 915 54 % 31 % 
4A 110 768 1236 38 % 29 % 
4B 108 829 1175 41 % 30 % 
4C 110 935 1068 47 % 28 % 
 
Annual distribution of PV electricity is presented in Figure 42. The main trend between dif-
ferent simulation sets A, B, C is that when grid electricity is used for AW-HPs, the utilization 
of PV electricity by AW-HPs is decreasing. The change is more slight when comparing A 
and B, and more significant when comparing A and C or B and C. The only exception is 1B, 
as the share of PV electricity utilized by AW-HPs is increasing slightly in comparison to 1A. 
The reason for decreasing PV electricity utilization is, that AW-HPs were using grid elec-
tricity always when there was a heat demand in the tank and outdoor air temperature was at 
suitable level. This may cause the situation where AW-HPs are operated and tank is charged 
using grid electricity, and after some time when there is PV electricity available, there is no 
need to operate AW-HPs as the tank temperature is high enough. The difference between 
simulations A and B is small as the grid electricity operation time is shorter due to higher 
outdoor air temperature limit, but the change is more significant between simulations B and 
C thus the grid electricity operation period is longer due to lower outdoor air temperature 
limit. 
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Numerical values of annual PV and grid electricity consumption of heat pumps and amount 
of PV surplus electricity are presented in Table 12. Optimal cases i.e. the reference cases are 
marked with blue color, and case 1D differing from other optional simulation cases is marked 
yellow. The main observations that can be done are related to changes in grid electricity 
consumptions of AW-HP and also WW-HP. In all cases 1-4, AW-HP grid electricity con-
sumption increases more between B and C than between A and B. The reason is that in C 
AW-HPs were operated more often than in B. The increase of grid electricity is also higher 
when the system is larger i.e. seasonal storage capacity is larger as well as the AW-HP ca-
pacity.  
 
When considering on WW-HP grid electricity consumption, it is interesting to notice that it 
is actually decreasing between cases 1A, 1B and 1C. The reason for that is that maximum 
temperature of seasonal storage was higher due to larger amount of energy charged there. 
As there was no use for that charged energy, the temperature level stayed higher which in-
creased the COP of WW-HP. However as noticed from previous figures, it was not feasible 
to charge seasonal storage only to increase the temperature level as the LCOE increased. So 
even the WW-HP grid electricity consumption decreased in those cases, AW-HP electricity 
consumption increased more and thus the LCOE was higher as there were not significant 
changes in amount of supplied on-site energy. When looking at cases 2-4 it can be noticed 
that WW-HP grid electricity consumption increases when AW-HPs are used more to charge 
BTES. This is reasonable as it indicates that WW-HPs are operated more as there is more 
heat energy in seasonal storage to utilize. 
 
  
Figure 42. Annual PV electricity distribution. 
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Table 12. Annual electricity consumption of heat pumps and PV surplus.  
 
AW-HP grid 
electricity 
AW-HP PV 
electricity 
WW-HP grid 
electricity 
WW-HP PV 
electricity 
PV surplus 
MWh MWh MWh MWh MWh 
1A 0 282 290 6 37 
1B 96 292 274 5 28 
1C 332 250 223 3 72 
1D 328 261 236 3 60 
2A 0 288 277 5 32 
2B 87 288 290 6 31 
2C 254 196 259 5 123 
3A 0 252 210 3 67 
3B 49 242 242 5 75 
3C 186 176 255 6 140 
4A 0 217 158 5 102 
4B 32 210 175 5 109 
4C 147 159 198 9 157 
 
4.3.2 Seasonal storage efficiency 
Efficiency of the seasonal storage in different simulation cases is shown in Figure 43 and 
the annual temperature variation of the seasonal storage in Figure 44. In cases 3 and 4 there 
is no significant changes in efficiency even though more energy is charged to the seasonal 
storage. Cases 1 and 2 are different as the losses are increasing and therefore the efficiency 
decreases. This is due to the fact that temperature of the seasonal storage increases to a high 
level which increases losses to the environment of the storage. In addition to that, there is no 
enough heat demand in discharge period so the additional heat energy charged to the storage 
using grid electricity cannot fully utilized. For that reason, the different control strategy in 
case 1D was implemented, but as can be noticed from Figure 43, the amount of discharged 
heat energy does not significantly change from case 1A where only PV electricity was used 
for charging seasonal storage. This is related to the fact that after the control strategy of 
DHW pre-heating was changed, in summer time the DHW was actually pre-heated in buffer 
tank utilizing heat energy that was produced by PV and grid electricity run AW-HPs. If this 
is reasonable or not, depends on whether the utilization of district heat or electricity is more 
preferable. 
69 
 
 
When looking seasonal storage temperatures in Figure 44, it can be noticed that in all optimal 
cases, 1A – 4A, the minimum temperature 12 °C was reached and thus discharging seasonal 
storage was restricted at some point of discharging period. It indicates that there is more 
demand to utilize on-site heat energy, but the amount of energy charged to the seasonal 
storage was not high enough due to limited capacity of PV system. Therefore the seasonal 
storage cannot be discharged more. When comparing the differences between simulation 
sets A and B it can be noticed that in cases 1 and 2 the limit temperature 12 °C was not 
reached anymore when the additional grid electricity was used to charge seasonal storage 
more. It indicates that the demand of on-site energy was fulfilled as there was discharging 
potential still left. In cases 3 and 4 the limit temperature was reached though extra charge of 
seasonal storage using grid electricity. It means that there was still potential to charge sea-
sonal storage more to increase the on-site energy utilization. When considering on simula-
tion set C of each case, it can be noticed that in case 4 the limit temperature was reached and 
thus all heat energy that was possible to discharge from the seasonal storage is discharged 
and utilized. In case 3 the limit temperature was quite close but it was not reached exactly 
which indicates that all demand that was possible to cover with on-site energy was covered. 
In cases 1 and 2 the minimum temperature was relatively high which denotes that the sea-
sonal storage was charged unnecessarily much as there was not significant benefit of higher 
storage temperatures. 
 
Figure 43. Annual efficiency of seasonal storage. 
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4.3.3 Performance of heat pumps 
Calculated COPs of AW-HPs based on annual heat production and electricity consumption 
are presented in Figure 45. In general, COP seems to be at feasible level in all cases which 
is important to achieve a desirable system performance. The COP curves of each case are 
decreasing when more grid electricity is used. This is due to the fact that AW-HP operation 
was based on outdoor air temperature in simulation sets B and C as well as simulation D. 
The higher the outdoor air temperature is, the higher the COP is. The reason why COP is the 
highest in optimal cases A where only PV electricity was utilized for AW-HPs is that solar 
radiation correlates with outdoor air temperature at least in summer time quite much. As the 
AW-HPs were operated only when solar radiation existed, COP is at high level. Even the 
minimum outdoor temperature to allow AW-HPs to operate in simulation set B was rela-
tively high, 15 °C, COPs are lower when comparing to simulation set A. 
 
When considering on differences between each case 1-4, it can be noticed that in case 1 the 
COP is significantly higher than in other cases. The reason for that is that volume of seasonal 
storage is notably higher than in other cases which denotes that it can be charged more and 
therefore the buffer tank temperature remains lower. Thus load side fluid outlet temperature 
of AW-HPs can be lower which improves the COP. The same affect can be seen in 1D where 
COP increases in comparison to simulation 1C. As DHW was pre-heated in buffer tank in 
summer time also, the tank temperature remains lower which improves the COP. In cases 2-
4, COP is almost at same level in same simulation sets which indicates that AW-HPs operate 
similarly in those cases. 
 
Figure 44. Annual temperature variation of seasonal storage. 
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Calculated COPs of WW-HPs based on annual heat production and electricity consumption 
are presented in Figure 46. When comparing cases 1-4, it can be noticed that COP is varying 
in each case. When looking at different simulation sets of each case, it can be seen that in 
cases 3 and 4 there is a very small variation in COP as it stays nearly constant between 
different simulation sets. In cases 1 and 2 there is much more variation between different 
simulation sets and the changes are most significant in case 1. Changes in COPs of WW-
HPs are related to temperatures of seasonal storage as WW-HPs used seasonal storage as a 
heat source. The higher the temperature of source side of WW-HP is, the better COP can be 
achieved as less electricity is needed to reach the same load side outlet temperature. As the 
temperature of seasonal storage was increasing notably in cases 1 and 2 when AW-HPs were 
operated also with grid electricity, COP of WW-HPs is increasing due to higher inlet tem-
perature of source side of WW-HPs. In addition to that, the COP of WW-HPs depend also 
the load side temperature, and the lower the load side outlet fluid temperature is, the better 
COP can be achieved. 
 
 
Figure 45. COPs of AW-HPs. 
Figure 46. COPs of WW-HPs. 
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4.3.4 Heating duration curves 
Annual duration curves of each optimal case 1-4 are presented in Figures 47 - 50. In each 
figure, red dashed curve is the total heat demand duration curve. Other duration curves 
marked with different colors are amounts of imported district heat. The area between the 
demand curve and other curves is the amount of supplied on-site heating energy which de-
notes the same as how large is the potential to decrease imported district heat. The area below 
imported DH curves is the amount of imported DH. From the figures it can be seen that there 
is a significant potential to decrease the imported DH in peak demand period. Depending on 
case, during the peak demand hours amount of imported DH energy can be reduced at least 
200 kW (case 4) and almost 400 kW (case 1) even in base cases (A) where AW-HPs were 
operated only with PV electricity. The most radical decrease of consumption of imported 
DH was achieved in case 1D which can be seen also in Figure 47. At the peak load there is 
more than 600 kW decrease in need of imported DH and almost through the year the decrease 
potential is significant.  
 
At base load period there is quite constant potential to decrease the consumption of imported 
DH, being roughly from 100 kW to 200 kW in base cases during most time of the year and 
from 100 kW to 300 kW in optional cases (B-D) 
 
 
 
 
 
 
 
 
 
 
Figure 47. Duration curves of case 1 
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Figure 48. Duration curves of case 2. 
Figure 49. Duration curves of case 3. 
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4.3.5 Heating energy distribution in monthly level 
Monthly heat energy distribution in cases 3A and 3C are presented in Figure 51 and Figure 
52 and monthly level seasonal storage charge and discharge of cases 3A and 3C can be seen 
in Figure 53. All values are from 4th operation year which is also similar to further operation 
years. As the case 3 was feasible both in optimal case and also in the case where grid elec-
tricity was used for AW-HPs it is sensible to analyze that case on a monthly level. When 
looking at case 3A in Figure 51 it can be noticed that during the months that the heat demand 
is the highest, the share of on-site energy of total demand is higher than lower demand 
months. In other words, the on-site energy is utilized when heat demand is highest to cut off 
the need of imported DH which was the aim of the local hybrid energy system. The small 
shares of DH used for SH and VH might have been occured due to inlet temperature of SH 
and VH has not been high enough and for that reason the DH was needed as a backup.  
 
However, in March the share of on-site energy seems to be lowering and when looking Fig-
ure 53, it can be noticed that amount of energy discharged from seasonal storage is very 
small. This is because the maximum amount of energy is discharged and temperature limit 
was reached and thus discharge of seasonal storage was not allowed anymore to conserve 
the energy balance. In April, seasonal storage is not discharged at all, but despite that on-site 
energy is utilized. This is because there were PV electricity available for AW-HPs and they 
were operating and producing heat energy which was transferred directly to the local net-
work instead of charging it to the seasonal storage. From May to September the heat demand 
consists mainly of DHW heating demand. During these months DHW was heated using dis-
trict heat to maximize charging potential of seasonal storage to utilize more on-site energy 
in winter time instead of summer. 
 
 
 
 
 
Figure 50. Duration curves of case 4. 
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When considering case 3C presented in Figure 52 and comparing it to the case 3A, some 
observations can be done. The share of on-site energy is almost same from October to De-
cember and from January to February, even the share of on-site energy is slightly higher in 
those months too. The greatest difference can be seen in March and April as the share of on-
site energy is significantly higher in 3C than in case 3A. When looking at seasonal storage 
discharge in March and April in case 3C it can be seen that much more heat energy is dis-
charged at that time. So utilizing grid electricity to charge seasonal storage in addition to 
using only PV electricity, on-site energy can be also utilized at the end of heating season. 
 
 
Figure 51. Monthly heat energy distribution in case 3A. 
Figure 52. Monthly heat energy distribution in case 3C. 
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4.4 Possible changes in costs 
Investment costs and operation costs of this kind of large hybrid energy system may vary 
depending on several issues, like type and manufacturer of heat pumps, borehole drilling 
technology, buffer tank type and form of installation. Improving technologies may also 
lower the costs as cutting-edge technology becomes more common. Also electricity price 
may change. Due to these reasons, it was reasonable to make a sensitivity analysis related to 
costs changes and see how changing costs affect to the feasibility of system i.e. LCOE. The 
selected price components to research were borehole drilling cost, AW-HP cost, PV system 
cost and tank cost. Borehole drilling cost was selected as it is significant part of BTES in-
vestment and if the drilling technology is developing, the costs may decrease. AW-HP cost 
was selected as it is significant part of total investment. AW-HPs used in this study were 
consumer products with relatively low heating capacity per appliance. If larger scale AW-
HPs are utilized instead of consumer products, the investment cost may decrease. In past 
years PV system costs have been decreased as the PV panels have become more common 
and thus they were selected also to sensitivity analysis. As the tank cost was a bit rough and 
possibly overestimated because detailed cost structure of that kind of tank excavated to the 
ground was not found, it is necessary to see how lower tank cost affects to the LCOE.  
 
In the modeled local hybrid energy system, grid electricity was used at least for WW-HPs, 
and also for AW-HPs in some cases. Therefore electricity is a vital component of the system 
and thus the electricity price changes are interesting to analyze. The important thing in elec-
tricity calculations is, that increasing electricity price increases the profit that is earned from 
selling surplus PV electricity to the grid. In electricity price sensitivity analysis only energy 
price was considered i.e. distribution cost and electricity tax remained the same. Also 
maintenance costs of system were difficult to estimate as this kind of hybrid energy system 
has not been implemented earlier. Therefore the higher maintenance costs and effect to the 
LCOE is important to see. All cost changes were decided to be drastic to find out what kind 
of effect they cause to the LCOE. Results of investment cost changes are shown in Table 13 
and results of operation cost changes can be seen in Table 14. 
 
Figure 53. Monthly seasonal storage charge and discharge in cases 3A and 3C. 
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In Table 13 is presented initial LCOE and LCOE after cost changes. Change of LCOE is 
also shown in percentage. Borehole drilling cost was the highest price component of BTES 
investment and on the other hand BTES investment was highest price component of total 
investment of hybrid energy system. Thus halved drilling cost affects to the LCOE signifi-
cantly. The difference in LCOE is highest in case 1 as there were the largest BTES with 
highest amount of boreholes. 50 % decrease in AW-HP investment cost decreases LCOE 
from 6% to 10% depending on how large share AW-HP cost is of total investment. PV sys-
tem was higher price component in solutions with lower total investment cost due to there 
was maximum PV capacity in each case. Thus LCOE is decreasing significantly more in 
cases 3 and 4 when comparing to cases 1 and 2. Tank cost change does not affect very much 
to LCOE but as seen in Figure 28 in chapter 4.1, tank is not so large price component as 
BTES or AW-HPs and on the other hand estimated cost reduction is smaller than others. 
 
Table 13. Investment cost changes and affect to the LCOE. 
 
Initial  
LCOE 
Borehole drilling cost 
decreases 50 % 
AW-HP cost 
decreases 50 % 
PV system cost 
decreases 50 % 
Tank cost is 25 % lo-
wer 
€ LCOE (€) Difference 
LCOE 
(€) 
Difference 
LCOE 
(€) 
Difference 
LCOE 
(€) 
Difference 
1A 184 165 -10 % 171 -7 % 175 -5 % 180 -2 % 
1B 188 169 -10 % 176 -7 % 180 -5 % 184 -2 % 
1C 201 183 -9 % 189 -6 % 193 -4 % 197 -2 % 
1D 135 122 -9 % 127 -6 % 129 -4 % 132 -2 % 
2A 138 131 -5 % 125 -10 % 129 -7 % 134 -3 % 
2B 139 132 -5 % 126 -9 % 130 -6 % 135 -3 % 
2C 146 140 -4 % 134 -8 % 138 -6 % 142 -3 % 
3A 116 111 -5 % 104 -10 % 105 -10 % 114 -2 % 
3B 114 109 -4 % 103 -10 % 104 -9 % 111 -2 % 
3C 118 113 -4 % 108 -9 % 108 -8 % 115 -2 % 
4A 110 104 -5 % 99 -10 % 97 -12 % 108 -2 % 
4B 108 103 -5 % 98 -9 % 96 -11 % 106 -2 % 
4C 110 105 -4 % 101 -8 % 99 -10 % 108 -2 % 
 
In Table 14 is shown changes of operation costs and their affect to the LCOE. If electricity 
cost increases 50 %, the effect to the LCOE is not so significant in simulation set A where 
grid electricity was used only for WW-HPs. The effect is slightly higher in simulation sets 
B and C and simulation D where grid electricity was used for AW-HPs and thus the total 
electricity consumption was higher than in simulation set A. 100 % increase of electricity 
price is quite drastic and that kind of price increase is perhaps improbable in real life. 200 % 
increase of maintenance cost is increasing LCOE from 4% to 6% so it can be stated that the 
effect is quite moderate. 
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Table 14. Operation cost changes and affect to the LCOE. 
 
 
4.5 CO2 emissions 
Annual CO2 emissions caused by district heat consumption and electricity consumption were 
calculated for each case as well as emission costs and the results are shown in Figure 54. As 
explained in chapter 3.6.4 it can be stated that total CO2 emission of imported electricity is 
the same as total CO2 emission of on-site produced energy. The first thing to notice from the 
figure is that each hybrid energy solution has lower CO2 emission than the reference case 
where 100 % of heating demand was covered with district heat. This is mainly due to utili-
zation of PV electricity and heat pumps. Even the WW-HPs were operated mainly in winter 
time when CO2 emissions of electricity production are at highest level of the year, the emis-
sions of on-site energy production are significantly lower than in district heat. This is mainly 
due to heat pump technology and particularly efficient COPs of WW-HPs. When comparing 
the results of simulation set A to results of simulation sets B and C it can be noticed that it 
is not reasonable in all cases to use grid electricity to operate AW-HPs from emission reduc-
tion point-of-view as the total emissions of hybrid energy system are decreasing only 
slightly. However the case 1D is an exception because in that case total CO2 emissions are 
decreasing significantly mainly due to smaller amount of imported district heat, despite of 
using grid electricity to run AW-HPs. 
 
 
 
 
 
 
 
 
 
Initial  
LCOE 
Electricity cost  
increases 50 % 
Electricity cost  
increases 100 % 
Maintenance cost is 
200 % higher 
€ LCOE (€) Difference LCOE (€) Difference LCOE (€) Difference 
1A 184 190 3 % 195 6 % 195 6 % 
1B 188 195 4 % 203 8 % 199 5 % 
1C 201 211 5 % 221 10 % 211 5 % 
1D 135 142 5 % 148 10 % 142 5 % 
2A 138 144 4 % 150 8 % 146 5 % 
2B 139 146 5 % 154 11 % 145 5 % 
2C 146 155 6 % 163 12 % 153 5 % 
3A 116 121 4 % 125 8 % 123 5 % 
3B 114 119 5 % 125 10 % 119 5 % 
3C 118 125 6 % 133 13 % 123 4 % 
4A 110 113 2 % 115 5 % 116 6 % 
4B 108 112 3 % 115 7 % 114 5 % 
4C 110 115 5 % 122 11 % 115 5 % 
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Numerical values of CO2 emissions and calculated emission factors of on-site heat energy 
production are presented in Table 15. The emission factor of on-site produced heat energy 
is significantly lower than emission factors of district heat or electricity. This is mainly due 
to utilization PV electricity and heat pump technology. However the important thing to no-
tice is that on-site energy is not totally CO2 free because grid electricity is needed in each 
case for heat pumps. If imported grid electricity would be CO2 free, the on-site produced 
energy would be also. This kind of situation can exist if used grid electricity is e.g. wind 
electricity or solar electricity. It is also important to understand, that calculated emission 
factor of on-site energy depends on emission factors of electricity CO2 emissions. So it is 
only a theoretical value to compare different cases of this study. 
 
Table 15. Numerical values of CO2 emissions and calculated emission factor for on-site produced energy. 
 
CO2 emissions 
of district heat 
CO2 emissions of 
electricity 
Total CO2 emis-
sions (t) 
Difference to 
reference case 
Emission factor of  
on-site produced  
energy (g/kWh) 
 t t t % g/kWh 
Reference 329 0 329 - - 
1A 138 44 183 44 % 38 
1B 137 51 188 43 % 44 
1C 135 70 205 38 % 59 
1D 40 72 112 66 % 41 
2A 151 42 193 41 % 39 
2B 139 53 192 42 % 45 
2C 136 69 205 38 % 58 
3A 179 32 211 36 % 35 
3B 163 41 205 38 % 41 
3C 150 60 210 36 % 55 
4A 203 24 227 31 % 31 
4B 193 22 215 35 % 26 
4C 175 47 222 33 % 50 
Figure 54. Annual CO2 emissions and emission costs. 
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4.6 Waste heat option 
As an option, costs of two optimal cases, 2 and 3 were modified so that investment cost of 
PV system and AW-HPs were assumed to be zero. The aim was to simulate a situation where 
the same amount of energy that was produced earlier with AW-HPs, would now imported 
as a waste heat e.g. from a datacenter. The purpose of this kind of variation was to find out 
how much the LCOE would decrease if free waste heat is utilized for charging BTES instead 
of investing in PV panels and AW-HPs as they were the most expensive components of the 
local hybrid energy system after seasonal storage. Any changes in simulation models were 
not done i.e. the energy amounts remained the same. The only variables in comparison to 
optimal cases were investment cost, maintenance cost as it was depending on investment 
cost, and profit from sold surplus PV electricity if assumed that there were no PV panels at 
all in this optional case. The results are shown in Table 16. Thus this study was initially 
considered on solar energy, this alternative waste heat case was not modeled or examined in 
more detail. The aim was only to see, how the LCOE would decrease if waste heat was 
utilized instead of solar energy. As can be seen from the table, the LCOE decreases signifi-
cantly if waste heat is utilized instead of PV panels and AW-HPs. Of course there are prac-
tical limitations related to waste heat as the neighborhood should be located near waste heat 
source, and some kind of heat transfer network from waste heat source to the neighborhood 
is needed. 
 
Table 16. Cost changes in waste heat option. 
 
 
 
 
 
 
 
  
Cost Unit Case 2 Case 3 
Initial LCOE €/MWh 138 116 
Initial LCC € 2 503 800 1 784 200 
PV investment reduction € -340 200 -340 200 
AW-HP investment reduction € -492 000 -369 000 
Maintenance cost reduction € -29 000 -24 700 
Elec sell value profit reduction € 18 700 38 900 
New LCC € 1 661 300 1 089 200 
New LCOE €/MWh 92 71 
Difference to initial LCOE % -34 % -39 % 
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5 Discussion 
5.1 Analysis of local hybrid energy system 
Key findings 
Local hybrid energy system examined in this study seems to be a potential solution to pro-
vide heating energy to the residential district, decentralize heating energy production and to 
decrease CO2 emissions from technical point-of-view. With smaller scale solutions, like 
cases 3 and 4, it is possible to cover 35 – 44 % of total heating demand of the neighborhood 
with renewable energy fraction 31 – 38 % and LCOE 110 – 132 €/MWh. On-site energy can 
meet 68 – 82 % of total space heating demand, 38 – 59 % of total ventilation heating demand 
and 24 – 29 % of total domestic hot water heating demand with smaller scale solutions (cases 
3 and 4). With larger scale solutions, like cases 1 and 2, 45 – 53 % of total heating demand 
can be covered with on-site energy with renewable energy fraction 38 – 45 % and LCOE 
122 – 184 €/MWh. 82 – 92 % of space heating demand, 59 – 78 % of ventilation heating 
demand and 29 – 36 % of domestic hot water heating demand can be covered with on-site 
energy if larger systems are implemented. A large share of space heating and ventilation 
heating demand can be covered even with smaller systems. However, as the DHW heating 
is the largest part of total heating energy consumption and there is a high temperature re-
quirement for DHW, more district heat is needed in addition to on-site energy if smaller 
scale systems are implemented. On the other hand the costs of larger systems are relatively 
high in comparison to increase of on-site energy production. When comparing LCOEs of 
this study to the current district heat prices of Fortum which is the DH operator in Espoo, it 
can be concluded that the cost of on-site produced energy is significantly higher than con-
ventional DH prices. Monthly consumer prices of DH including VAT are 31 – 73 €/MWh, 
and the lowest LCOE of studied energy system is 110 €/MWh. 
 
At the peak load hours, 200 – 400 kWh of district heat demand can be decreased with opti-
mal solutions, and if optional cases are implemented, the district heat demand decrease might 
be even 600 kWh. Annual CO2 emissions can be lowered 100 – 150 tons in optimal solutions 
and even 215 tons with optional cases. However, CO2 emission reduction potential depends 
strongly on emission factors. In emission costs the reduction is moderate, varying annually 
between 2 300 – 3 300 € in optimal solutions and even 4 800 € in optional cases but these 
estimations may vary depending on emission factors and emission allowance prices. 
 
Using average values of COP of AW-HP and BTES efficiency, a rule of thumb for estimat-
ing this kind of local energy production can be defined based on PV capacity. PV system 
with nominal capacity of 100 kWp can generate roughly 95 MWh electricity on annual level. 
AW-HP operating with COP 4.5 can produce 430 MWh heat energy that can be charged into 
the BTES. Assuming average efficiency of BTES to be 60 %, approximately 260 MWh of 
heat energy can be discharged from BTES to local heating network. Thus it can be stated 
that with 1 kWp of PV capacity it is possible to produce 2.6 MWh heat energy on annual 
level. If using that thumb rule, to cover almost 100 % of heating demand (2 005 MWh) in 
residential area of this study, PV system with nominal capacity of 770 kWp would have been 
needed. That is 126 % more than maximum nominal PV capacity was in this study. 
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BTES 
Efficiency of BTES was high in all optimal cases, deviating between 63 % and 70 %. This 
was mainly due to relatively low temperature levels as the maximum temperature was 24 – 
36 °C, depending on case. Borehole density was deviating from 0.075 to 0.2 boreholes/m² 
which means that there was one borehole in 5 – 13 m² area, depending on case. Thus, the 
distance between the boreholes was quite long, which indicates that heat transfer between 
boreholes and surrounding ground was high. In all optimal cases the borehole length was 
quite low as the length varied between 40 and 68 m. It indicates that high enough heat trans-
fer between heat transfer fluid and surrounding ground was achieved even with lower height 
boreholes. Therefore there was no need to drill deeper boreholes. Cross-sectional area of 
BTES was 960 – 2570 m². Residential district of 14 apartment buildings needs notably larger 
land area than roughly 2600 m². Thus it can be concluded it might be possible to integrate 
even the largest borehole thermal energy storages of this study to the neighborhood. Invest-
ment costs of the BTES varied significantly between the smallest and largest solutions. How-
ever, at some point the gain achieved from higher investment in BTES was poor because it 
was not possible to charge BTES more due to limited PV capacity. In other words, increasing 
storage capacity and thus the on-site energy fraction was very expensive. For example, in-
creasing on-site energy fraction from 35 % to 40 %, the investment cost of BTES was 
70 000 € higher. When on-site energy fraction increased from 45 % to 50 %, 123 000 € 
higher investment for BTES was needed. 
Grid electricity for AW-HPs 
Feasibility of using grid electricity in addition to PV electricity to operate AW-HPs depends 
on how large a share of total energy demand is desired to cover with on-site energy. Invest-
ment costs of the local hybrid energy system are the greatest part of the life cycle cost. Thus 
from economical point-of-view it is more feasible to have smaller amount of AW-HPs that 
operate frequently instead of having a large amount of AW-HPs that operate not so often. 
However, grid electricity is needed to operate the AW-HPs when there is no solar radiation 
as there was no electrical storage in this study. Storing the surplus electricity on the site and 
utilizing it later for AW-HPs instead of selling to the grid is one solution to improve system 
performance without using grid electricity. Instead of physical batteries, future smart elec-
tricity grid might also be a possible storage media for electricity i.e. the same amount of 
surplus electricity that is transferred to the grid, can be imported from the grid later free of 
charge.  
Utilization of surplus PV electricity 
Instead of selling the surplus PV electricity to the grid, it is usually possible to utilize it on 
the neighborhood to cover electrical loads either in apartments or in public spaces of the 
buildings. However, it was difficult to define the economical value of surplus electricity if it 
was utilized in apartments. That was mainly due to the fact that distribution fee might be 
charged and taxes may be paid also in that kind of situation. Moreover, electricity demand 
profile for only public spaces was not available so it would have been challenging to estimate 
the load profile. Excess PV electricity would be also possible to utilize for cooling energy 
production. As the costs of cooling energy production was not considered in this study, it 
was not either reasonable to assume that excess PV electricity could be used for that purpose. 
However, it would be feasible because otherwise the electricity for cooling energy produc-
tion has to be imported from the grid. All these observations are based on assumption that 
the operator of local hybrid energy system is an energy company, not the housing coopera-
tive. 
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Practical issues 
When considering practical issues, it should be noticed that local hybrid energy system may 
be more feasible in new neighborhood areas than in district heated existing neighborhoods. 
This is due to the fact that components of the energy system could be more challenging to 
integrate to the existing built environment. Moreover, the heat distribution networks in ex-
isting buildings may operate with higher temperatures than assumed underfloor heating in 
this study. Thus the efficiency of the local hybrid energy system may decrease if it is not 
possible to decrease the operating temperatures of the heat distribution networks in existing 
buildings. It can be also noticed that local hybrid energy system requires significantly more 
space for components than district heat system. In district heat system, the main components 
before building network are DH pipes and heat exchangers. Local hybrid energy system of 
this study consists of several components that need lots of installation space such as BTES, 
buffer tank and heat pumps. However all components of local hybrid energy system are 
suitable size to integrate to the site of this study with proper design. The largest single com-
ponent is the BTES, which requires area from hundreds to thousands square meters. In four 
optimal solutions that were analyzed more closely, the cross-section area of BTES were de-
viating from 960 m² to 2370 m². As the site of this study was relatively large, even the largest 
optimal BTES can be implemented in practice. Another large size single component is the 
buffer tank. In four optimal solutions with volume from 70 m³ to 200 m³ and height deviating 
from 5.8 meters to 8.3 meters. As this large tanks are difficult to integrate inside the build-
ings, the one solution is to excavate the tank into the ground. The power and therefore the 
size of the heat pumps is high, and some kind of energy center is necessary to locate them in 
the same place.  
 
If this kind of local hybrid energy solution would be implemented, lots of pre-designing 
related to layout of the site is required. Main things to solve are e.g. how to locate the apart-
ment buildings, BTES, buffer tank and energy center to the site in a suitable way. This chal-
lenging pre-design may add investment costs of the system. On the other hand, the tank cost 
was assumed relatively high in calculations of this study. So the excessive tank price may 
cover a share of designing and construction costs of the system. In general, usually the in-
vestment costs of first implemented cases are higher due to more designing, adjusting and 
testing is needed. When the system becomes more common, the investment costs may de-
crease. 
Bi-directional network possibilities 
Operating temperatures of the modeled local heating network are between 30 – 55 °C. They 
are significantly lower than conventional district heat network temperatures, which are typ-
ically 65 – 115 °C. Thus bi-directional operation i.e. selling heat energy to conventional 
district heat network is not possible with the hybrid energy system examined in this study. 
Additional heat pump would be needed to increase the temperature level of the local heating 
network to supply heat energy to the DH network. That kind of investment and operation is 
not feasible as the costs would be too high. In addition to that, as the amount of on-site 
energy did not cover even the heat demand of the buildings, it might not be feasible to trans-
fer on-site produced energy to larger scale DH network as all on-site produced energy can 
be utilized on site. If the larger scale DH network would be 4th generation network with 
lower operating temperatures and on the other hand if the local heating network would op-
erate a higher temperature levels, there it would be possible to transfer heat energy to the 
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larger scale network. But there is still the question if it is feasible or not as all on-site pro-
duced heat energy can be utilized in the neighborhood so there is no actually surplus heat 
energy to sell to the larger scale network. 
Comparison to previous study 
As previous study by Hirvonen and Sirén considered detached house neighborhood, it is 
interesting to compare results of this study to that earlier study. However, the heating de-
mand of detached house differs from heating demand of apartment block. Due to that it is 
not feasible to compare the results based on heated floor area. Thus the more feasible method 
is to compare the results based on heating demand. Results of both one optimal solution 
introduced in article as well as results of four selected optimal cases of this study were scaled 
based on heating demand. PV capacity, BTES volume and total length of boreholes are com-
pared.  
 
The most drastic difference is in PV capacity. In Hirvonen and Sirén’s study the PV capacity 
was 1.9 kWp/MWh and in this study it was 0.45 kWp/MWh which was maximum PV capac-
ity in each case. The PV capacity of this study is 24 % of PV capacity of Hirvonen and 
Siren’s study. Even though PV electricity was not used to cover appliance load at all in this 
study as it was done in Hirvonen and Sirén’s study, the difference is significant. It is also the 
most important reason why the renewable energy fraction is lower than in Hirvonen and 
Siren’s study. Wall-mounted PV panels, in addition to PV panels installed to the rooftop, 
might be one method to increase the share of solar electricity because rooftop area was a 
limiting issue in apartment buildings. However in apartment buildings there is usually a large 
area of walls covered by windows and balconies so area for PV panels is restricted also on 
walls. In addition to that, buildings may locate quite near each other and therefore one build-
ing may shade another and thus affect significantly to PV electricity generation.  
 
BTES volume per heating demand was 88 m³/MWh in previous study and in this study it 
varied between 70 m³/MWh (case 4) and 181 m³/MWh (case 1). In case 2 it was 
126 m³/MWh and in case 3 84 m³/MWh. So the BTES volume per heating demand is quite 
same in some cases, and slightly or notably higher in some other cases. This might be due to 
low borehole density in this study because more area and therefore more volume was needed 
for same amount of boreholes than in earlier study. Total length of boreholes was 20 m/MWh 
in previous study. In this study it varied between 5 m/MWh (case 4) and 27 m/MWh (case 
1). In case 2 it was 9 m/MWh and in case 3 6 m/MWh. Total length of boreholes is lower in 
most of the cases of this study. It indicates that heat transfer rate between heat transfer fluid 
and ground is higher in BTES of this study because lower length of boreholes was needed. 
Feasible cases for further studies 
From among the analyzed optimal cases, cases 2, 3 and 4 are most reasonable to research 
and develop further. The final decision which one of the cases is the most feasible depends 
on two main factors. First affecting issue is that how large share of heating energy is desired 
to produce on-site i.e. how self-sufficient the system should be. The second important issue 
is that what size of system can be integrated to the site. Case 1 is not feasible to research 
further because the LCOE is significantly higher, but there is not notable increase in on-site 
energy fraction or notable decrease in CO2 emissions when comparing to cases 2, 3 and 4. 
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5.2 Reliability of the results 
One important data affecting to the dimensioning of local hybrid energy system and thus to 
the optimal solution was hourly energy demand profile as it defined the energy demand. 
Energy demand profile of this study was based on IDA ICE simulated apartment building 
that was fulfilling current requirements of Finnish Building Code. However, actual energy 
consumption in buildings deviates usually from simulations as the energy consumption may 
depend on many different components such as is there water metering in each apartment or 
not, how many people are living in one apartment and so on. Thus implementing this kind 
of system in real life, more validation to energy consumption profile has to be done to avoid 
oversizing or undersizing the energy system. Technical specifications of heat pumps used in 
the simulation model of this study were based on heat pumps for domestic use that are in the 
market. If larger scale, e.g. industrial heat pumps are utilized instead of those in this study, 
the heating and cooling capacities, temperature levels as well as the investment costs may 
vary significantly. In heat pumps that are designed for domestic use, the maximum COP can 
be achieved with source side temperatures between 25 – 30 °C. In industrial heat pumps, 
higher source side temperatures, like 30 – 50 °C can be utilized which increases the load side 
temperature and COP. With that kind of heat pumps it would be possible to achieve more 
gain from higher BTES temperatures. 
 
Charging of seasonal storage depends strongly on utilization of PV electricity. If actual PV 
electricity generation deviates from modeled generation, it may significantly influence the 
system performance and feasibility. Even though the degradation of PV panels was taken 
into account in calculations, there might be other issues that decrease the PV generation. For 
example if the vertical installation angle of PV panels is not directly to the south as assumed 
in model, PV electricity generation can be lower than in the model. Therefore the heat gen-
eration of AW-HPs might decrease which also decreases charge potential of seasonal stor-
age. 
 
The operation and heat transfer efficiency of BTES depends on soil and bedrock materials. 
In this study the average thermal conductivity of rock types in Finland was used as a thermal 
conductivity of bedrock of BTES. If this kind of energy system is implemented, it is neces-
sary to model the BTES using site-specific soil and bedrock values to find out the behavior 
and heat transfer and storing capacity of BTES. 
5.3 Future research topics 
To develop the local hybrid energy system of this study further, some useful research topics 
are mentioned. The optimal use of on-site energy versus district heat was not considered in 
this study in much detail. However, there is a potential to optimize operation of local hybrid 
energy system in such a way that on-site energy could be utilized when the prices of district 
heat are higher, usually in winter time. Respectively district heat could be utilized when the 
DH prices are lower, usually in summer time. In this study that kind of optimization was 
done in large scale as the seasonal storage was discharged in winter time and charged in 
summer time. Better value for on-site energy might be achieved, if discharging of BTES 
could be controlled based on hourly district heat prices. Thus it would be reasonable to de-
velop a control algorithm to control the hybrid energy system based on district heat prices. 
Another alternative method would be weather forecast based control algorithm. 
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Utilizing grid electricity to produce more heating energy with AW-HPs decreased utilization 
of PV electricity in many cases. This was mainly due to lack of prediction of solar radiation 
availability. Thus grid electricity was used to charge the tank, and after few hours when there 
was PV electricity available, there was no heat need in the tank. For that reason the AW-HPs 
were not operated even there was PV electricity available. As it was in some cases feasible 
to use grid electricity for that purpose, it would be reasonable and interesting to optimize the 
grid electricity usage for AW-HPs based on weather forecasts. If it would be possible to 
forecast that there will be enough solar radiation to operate AW-HPs within few hours, the 
grid electricity would not be used to drive AW-HPs. 
 
Cooling system and cost structure of on-site produced cooling energy is an interesting topic 
to research more as there is possibility to lower the cost structure of on-site heat energy 
production also. Seasonal storage was not discharged in summer time and thus WW-HPs 
were useless during summer. Because the need for space cooling in apartment buildings is 
in summer time, it is reasonable to use the same WW-HPs for producing cooling energy for 
space cooling. As the WW-HPs exist already, the investment cost of cooling system is lower 
in comparison to situation where WW-HPs or other appliances to produce cooling energy 
has to be included in the investment. On the other hand, in this study the condensate of 
cooling energy production was utilized free of charge which already decreased the price of 
on-site energy. Therefore it would be important to find out the cost structure and pricing of 
on-site produced cooling energy.  
 
Utilization of waste heat has also potential but the waste heat source should be located near 
to the neighborhood which may be a difficult combination. But if that kind of situation exists, 
the modeling and feasibility analysis would be sensible to perform. 
The purpose of this study was pre-feasibility analysis of local hybrid energy system for 
neighborhood area consisting of apartment blocks. Thus it can be stated that to implement 
this kind of system in practice, more research, modeling and feasibility analysis are needed 
to find out the more precise operation of system and cost structure.  
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6 Conclusions 
Reduction of CO2 emissions is absolutely necessary to restrict the climate change. Building 
sector covers significant share of total energy consumption particularly in high latitude areas 
due to cold climate and heating need of buildings. Thus solutions and actions that decrease 
CO2 emissions of building sector are needed. In addition to improve energy efficiency of the 
buildings and decrease the heat energy consumption and therefore lower CO2 emissions, 
heat energy production has also to be considered. Using renewable energy sources for heat-
ing energy production, there is a significant potential to reduce CO2 emissions in building 
sector. Solar energy is a significant renewable energy source and thus well utilizable also to 
heating energy production. The main challenge in utilizing solar energy for heating is the 
seasonal mismatch of solar radiation and heating demand. Neighborhood-level decentralized 
heating energy production allows the utilization of seasonal thermal energy storage, where 
heat energy can be charged in summer when solar radiation is at highest level and discharged 
in winter when the heating demand is at highest level. In this study a solar energy based local 
hybrid energy system was investigated. The idea of system was to cover part of heating 
energy demand of neighborhood area consisting of 14 apartment buildings. The optimal de-
sign of the system was determined using simulations and genetic algorithm based optimiza-
tion. Based on optimization results the feasibility of system was evaluated. 
 
Depending on system size, 35 - 53 % of heating energy of the neighborhood area can be 
produced on-site with LCOE 110 – 184 €/MWh. If grid electricity is used to drive air-to-
water heat pumps in addition to PV electricity, 41 – 88 % of total heating demand of the 
neighborhood can be covered with on-site energy with LCOE 108 – 201 €/MWh. At the 
peak demand hours, 200 – 600 kWh decrease of district heat demand can be achieved with 
the studied system. Depending on case, CO2 emissions can be lowered annually 100 -
215 tons in comparison to the situation where all the heating demand of the neighborhood 
would be covered with district heat. Borehole thermal energy storage seems to be a potential 
seasonal storage for residential district due to moderate heat losses and flexible implemen-
tation. It would be also possible to integrate it to the site of the neighborhood examined in 
this study. The most important things of planning implementation of BTES are precise pre-
design and detailed ground area investigations. 
 
Available rooftop area of apartment buildings is the main limiting factor for the high perfor-
mance of the system, as the on-site energy production is dependent on PV electricity gener-
ation. Because the rooftop area was limited in this study, PV electricity generation was max-
imized by optimizing the tilt angle of PV panels and charging BTES in summer time as much 
as possible. However, that was not enough because the nominal power production and heat-
ing demand ratio was low when compared to more feasible results of study where detached 
house neighborhood was examined. By increasing the PV panel area somehow, the feasibil-
ity of the system could be increased. The main challenge is, that the ratio of rooftop area and 
heating demand is significantly higher in apartment building than in detached house, so there 
is no enough space for PV panels.  As the neighborhood areas are typically tightly con-
structed due to high land prices, additional land space for PV panels do not usually exist. 
Using wall-mounted PV panels, on-site energy production could be increased but on the 
other hand, the investment cost of wall-mounted panels is higher and efficiency can be lower 
which may affect to the feasibility. 
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When considering the operation of the system, there would be a good potential to decrease 
the peak demands of district heat by utilizing more on-site energy during peak demand. To 
evaluate the profitability of that kind of operating principle of the system, a control algorithm 
has to be developed. That might improve the value of on-site energy and thus increase the 
feasibility of the system. 
 
Larger investments do not always increase the self-sufficiency of the hybrid energy system 
significantly. The most feasible solution for further development depends on how large share 
of district heat is desired to replace with on-site energy and what is the maximum allowed 
LCOE. To decrease the LCOE, investment costs of the main components has to be decreased 
as they have the most significant effect to the LCOE. The most expensive component of the 
local hybrid energy system was the BTES and largest share of BTES investment was due to 
borehole drilling. However, if the borehole drilling cost would be halved and thus LCOE 
would be 6 – 19 €/MWh lower, the cost of produced energy is still higher than DH prices. 
So notably cost reductions of main components would be needed to decrease LCOE more. 
However, if the aim is to decentralize heat energy production and to lower CO2 emissions, 
such a system alternative should be researched and developed further. If PV electricity gen-
erated somewhere else e.g. in larger PV power stations can be utilized on site to produce 
heat energy, the renewable energy fraction would increase and the system would be more 
feasible. 
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