ABSTRACT. Let be an odd prime and let = ℎ −1
INTRODUCTION
Let be a spectrum equipped with a unit map 0 → . A sphere bundle ∶ → GL 1 ( ) has a Thom spectrum ℎ( ) which comes with a unit map 0 → ℎ( ). An -orientation of the bundle is a choice of unital map ℎ( ) → . If can be written as a pullback of a sphere bundle ∶ → GL 1 ( ), then there is a natural unital map ℎ( ) → ℎ( ) so an -orientation of restricts to an -orientation of . One strategy to understand -orientations of bundles is to find an -orientable bundle that is as universal as possible. We can then show that some other bundle is -orientable by expressing it as the pullback of this "universal" orientable bundle. For instance, the map → GL 1 ( ) is -orientable, so any bundle ∶ → GL 1 ( ) that factors through the map → GL 1 ( ) is orientable. This means that any sphere bundle that comes from a complex vector bundle with vanishing first Chern class is -orientable. Similarly, the map
[6] → GL 1 ( ) is -orientable so any sphere bundle that comes from a complex vector bundle with vanishing first two Chern classes is -orientable. The localizations (1) and (2) are the = 2 and = 3 cases of a family of cohomology theories called higher real -theories −1 . Since = [4] is the 4-connective cover of and [6] is the 6-connective cover of , it is natural to guess that there might be an -orientation of [2 ] . However, the standard map [2 ] → GL 1 ( ) is not -orientable when > 3 according to an observation of Hovey [8, Proposition 2.3.2] .
We prove that the canonical bundle over the Wilson space 4 −4 is -orientable. The Wilson space 2 is obtained by starting with a -local even dimensional sphere and attaching even cells to kill odd homotopy classes [16] . The resulting spaces have even homotopy groups and torsion free even integral homology groups. Each Wilson space is an infinite loop space of for some appropriate , for instance 4 −4 = 2 4 −4 is the (4 − 4)th loop space of 2 [16] . The space [2 ] has an Adams splitting [2 ] does not have even cohomology because 1 2 doesn't have even cohomology when > + 1. We think of the Wilson space 4 −4 = 2 4 −4 as an even replacement for 1 4 −4 . Hovey and Ravenel [9] computed the Adams Novikov spectral sequence for the Thom spectrum 4 −4 of the standard map 4 −4 → through a range and observed that it looked like several copies of the homotopy fixed point spectral sequence for . Because of this, they asked whether there could be a unital orientation map Our goal is to prove that certain bundles are -orientable. Characteristic classes determine an easily computed obstruction to orientability. Given a cohomology theory and a space we say thatorientability of complex bundles over is Chern determined if the condition that is an -orientable bundle over is equivalent to some algebraic congruences on the Chern classes ( ) ∈ 2 ( ). Iforientability of bundles over is Chern determined we can easily determine which bundles over are -orientable. Consider the case = . The mod 2 reduction of the first Chern class 1 ( ) ∈ 2 ( ) determines the attaching map into the zero cell in ℎ( ). Since the zero cell is split in Σ ∞ + and is detected in * , a necessary condition for a bundle to be -orientable is that 1 ( ) = 0 (mod 2). This is the only obstruction to orientability visible to Chern classes so a space has Chern-determined -orientability if every bundle over such that 1 ( ) = 0 (mod 2) is -orientable. An application of a theorem of Bousfield (Theorem 1.7) implies that any even space has Chern-determined -orientability. The space is even and 4-connected, so this implies that every complex vector bundle over is -orientable. This proves Theorem 1.1 in the case that = 2 and factors through . In the odd prime case we have analogously that 1 ∈ 2 −3 (
) is nonzero. The 1 attaching maps in a space are detected by the 1 action on the mod cohomology. This implies that if a bundle over is -orientable, we must have 1 ( ) = 0 where is the Thom class of in H * ( ). In the case of the universal bundle over , 1 ( ) = −1 where −1 is the ( − 1)st power sum characteristic class reduced mod . Therefore, if is orientable then −1 ( ) ∈ 2 −2 ( ) must be divisible by . Analogously to the case when = 2, this is the only obstruction to orientability visibile to Chern classes so a space has Chern-determined -orientability if every bundle over with −1 ( ) = 0 (mod ) is -orientable. We show that every space with cohomology concentrated in degrees divisible by 2 −2 has Chern-determined -orientability. In particular, 4 −4 satisfies this sparsity condition and is sufficiently connective that −1 lives in a zero group. This implies the odd prime case of Theorem 1.1 when factors through . The case when is a general sphere bundle requires a bit of extra care with terminology but is fundamentally the same.
BACKGROUND
Fix an odd prime . All spectra are implicitly -completed. Let = −1 be the Morava -theory corresponding to the Honda formal group law of height − 1 over −1 . Let be the maximal ideal of * and let * = * ∕ = −1 [ ± ] . The Morava stabilizer group at height − 1 contains elements of order . Let be a maximal finite subgroup of containing some element of order . Such a subgroup is unique up to conjugacy. Let = ℎ . For an -module write * ( ) = * ( ∧ ). A more detailed review of the facts that we need about the Morava stabilizer group appears at the beginning of Section 3. Bujard [5] has completely classified finite subgroups of the Morava stabilizer group.
Hopkins and Miller computed the homotopy fixed point spectral sequence * ( * ) ⇒ * up to some permanent cycles on the zero line. The homotopy of * for = 3 and = 5 is illustrated in Figure 1 . We review the facts we need about this spectral sequence in Section 5.2. A more detailed description appears in section 2 of [12] .
Let 1 ∈ 2 −3 ( 0 ) be the first nontrivial element of -primary stable homotopy. The Toda bracket of 1 with itself times is
This Toda bracket is the obstruction to building a ( +1)-cell complex with a single cell in dimension 2 ( −1) for ∈ {0, … , } where all attaching maps are given by 1 . The Toda brackets ⟨ 1 , … , 1 ⟩ of length −1 < vanish so there is an -cell complex with a cell in each dimension ( − 1) where ∈ {0, … , − 1} and attaching maps 1 when 1 ≤ ≤ . Call this complex . The complex is central to the study of theory because ∧ has a natural complex orientable ring spectrum structure (Corollary 3.5). We show in Lemma 2.2 that is uniquely determined by its H homology.
RESULTS ABOUT ORIENTATIONS
Say that a spectrum is -sparse if it only has cells in dimensions in a single congruence class modulo . In this section we apply our results to show that certain complex vector bundles are -orientable. We are working at an odd prime so the -local map → is a retract and all of these results apply equally well to real vector bundles. The only fact from the rest of the paper used here is the following mild generalization of Theorem 1. 
Since acts as an equivalence on all of the summands of other than the Adams summand 2 −2 = 1 2 −2 , we get the following form of the Adams conjecture which is how we will apply it: 
To check that the external tensor product is orientable, it suffices to show that each of the bundles is individually orientable. For ≠ 0, the composite 1 2 → → 2 −2 × ℤ is null so the bundles are spherically orientable. The remaining case we need to check is that 0 is -orientable. The space 2 −2 ×ℤ is (2 −2)-sparse so orientations of bundles over 2 −2 ×ℤ are Chern determined. To show that 0 is -orientable, we need to check that −1 ( 0 ) is divisible by . Power sum polynomials are additive, so −1 ( 0 ) = −1 ( 0 ).
Proof. Let = dim( ) and = − . By Corollary 1.4,
Since is divisible by , every term in this sum is orientable.
We can similarly combine Corollary 1. 
where ∈ 2ℤ∕8ℤ are appropriate shifts.
Meier [11] partially extended the results of Bousfield to the case of (3) This is closely related to Meier's notion of a standard vector bundle, see the discussion on page 15. As a replacement for the evenness assumption, we consider stronger "sparsity" conditions on the cell structure of spectra. Inspired by the Adams splitting of ℂℙ ∞ , we consider (2 − 2)-sparse spectra. The homotopy of * has − 1 different nonzero stems in degrees 2( − 1) − 1, but the only such stem with a nontrivial Hurewicz image is 2 −3 which contains 1 (see Figure 1) . As a consequence, every (2 −2)-sparse connective spectrum has algebraic theory: . We intend to explore the consequences of this higher height generalization in future work.
As a consequence of our splitting theory, we deduce some closure properties of the category of algebraic -modules. We also use our determination of the action on * ( ) to prove that the map ℎ → is Galois. This is a special case of the result due to Devinatz [6] that ℎ → ℎ is Galois for any finite subgroup of any height Morava -theory. See [15, Theorem 5.4.4(b) ]. We then show that for any -module there is a strongly convergent Adams spectral sequence * ( * ( ∧ )) ⇒ * ( ). This is also originally due to Devinatz [6, Corollary 3.4] . Our proof is more explicit and less technical than the proof of Devinatz but relies on having the spectrum as a "witness" to the equivalence. In Section 2, we prove that the spectra are determined by their -homology. In Section 3, we compute the action on * ( )∕ . In Section 4, we prove that the map → is Galois. We also show that the relative Adams spectral sequence based on → is strongly convergent for all -modules and has 2 page given by group cohomology * ( * ). In Section 5, we prove a collection of technical splitting results that can be used to deduce that a spectrum is algebraic based on its homology. In Section 6, we prove that 2 has algebraic -theory and that every sphere bundle over 2 is -orientable. In the appendix, we present the facts about symmetric powers of (1) * -comodules that we need for Section 6. None of the material after Section 5.4 is necessary to prove the results quoted in the introduction.
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UNIQUENESS OF
We prove that the spectra are uniquely determined by their cohomology. ) are even, so 2 ASS( ∧ ) is even. Thus, the spectral sequence collapses at 2 and is a permanent cycle.
We deduce that there is a map → . Since has no homology above degree 2 , the map → factors through (2 ) = . The factored map → is an isomorphism on homology so ≃ .
A spectrum with the cohomology of can be obtained as the 2( − 1)( − 1)-skeleton of , so as a special case we deduce: 
THE
ACTION ON * ( ) Set = − 1 for the rest of the paper. We begin this section with a brief review of the facts we need about the Morava stabilizer group. We then compute the * [ ] action on * ( )∕ and show that * ( ) is a free * [ ]-module. We will deduce that ∧ ≃ ℎ 2 . Since 2 is relatively prime to , ℎ 2 is complex orientable.
Let FmlGrps be the category of pairs ( , Γ) where is a perfect characteristic field and Γ is a formal group over . The morphisms The Morava stabilizer group of a height Morava -theory contains elements of order if and only if the degree of ℚ ( ) over ℚ divides where is a primitive th root of unity. In particular, ℚ ( ) has degree − 1, so there are -torsion elements in if and only if − 1 divides . In this paper we study the simplest such case, when = − 1. Let = ( , Γ ) where Γ is the height Honda formal group over and let = Aut(Γ ) be the corresponding Morava stabilizer group. There is a -action on * ( ) = * ( ( ) ∧ ) for any spectrum by letting act in the standard way on and trivially on . There is an isomorphism * ≅ ( ) 1 , … , −1 . Let = ( , 1 , … , −1 ) be the maximal ideal of * and let * = * ∕ =
[ ± ]. For a torsion free spectrum, * ( )∕ ≅ * ( ) where is any Morava -theory corresponding to . Let * = * ( ( ) ∧ ). There is an isomorphism * ≅ Hom ( , * ) where for ∈ the evaluation map *
is the image of the map
under the functor * ( ( ) (−)). Let be a maximal finite subgroup of containing an element of order . According to Corollary 1.30 and Theorem 1.31 of [5] , any two such subgroups are conjugate in and is abstractly isomorphic to the semidirect product ⋊ 2 where the action is given by the surjection 2 → ≅ Aut( ). Let = ℎ . For an -module we write * ( ) = * ( ∧ ). There is an action of on by -automorphisms so this gives a action on * ( ) for any . We will show in the next section that for any -module is a relative Adams spectral sequence * ( * ( )) ⇒ * ( ). Our plan is to use this Adams spectral sequence to understand so we will need to compute the * [ ]-module structure on * ( ). To allow explicit calculation, we compute the * [ ]-module structure on * ( )∕ and then use Nakayama's lemma to make the conclusions we need about * ( ).
Let ∈ be a generator. There is an isomorphism To prove this, we are going to pass from information about the Steenrod coaction on H * ( ) to information about the Morava stabilizer group action on * ( ) through the * -coaction on * ( ) by considering the maps * ( ) → H * ( ) and * ( ) → * ( ). If is a torsion free connective spectrum then * ( ) is * -free so H * ( ) = ⊗ * * ( ) and * ( ) = * ⊗ * * ( ). Let ∶ → and ∶ → H be the maps induced by the complex orientations of and H . 
In this case there are lifts , −2 ∈ * ( ) and
For ∈ and ∈ * we can evaluate ( ) ∈ * using the map * → * = Hom ( , * ). A strict automorphism of a -typical formal group Γ corresponds to a certain power series, namely ( ) = + Γ ∑ Γ ∈ * . Then ( ) = .
Proof. Recall that * ≅ Hom( , * ) where for each ∈ there is a commutative diagram:
Consider the maps
where Ψ ∶ ∧ = ∧ 0 ∧ → ∧ ∧ is the unit map in the middle. If we let act by the standard action on the leftmost factor and trivially on the other factors, these maps are -equivariant. Because the left unit map * → * is flat, there is an isomorphism * ( ∧ ∧ ) ≅ * ⊗ * * ( ). Thus, the action of on * ( ) factors as:
Recall that ∈ is a generator. Let = 1 ( ) ∈ 2 . It is well known that is a unit (see for instance [13, bottom of page 438]). Specializing Lemma 3.2 to the case we care about, if
Proof of Proposition 3.1. The spectrum is torsion free so the above discussion applies. Recall that
and the action of on * ( ) is given by * ( ) = − −1
(mod 2( −1) ( )).
In matrix form when = = 5 this looks like: 
THE MAP → IS GALOIS AND THE -BASED ADAMS SPECTRAL SEQUENCE FOR -MODULES
Here we present a proof that the maps → ℎ 2 is a Galois extension. This is a special case of [15, Theorem 5.4.4(b)] which Rognes attributes to Devinatz [6] . We wanted to prove that → is Galois, but failed to do so. We cite Devinatz for this. We then conclude that the -based Adams spectral sequence is strongly convergent for -modules and has 2 page given by group cohomology * ( * ( )) ⇒ * ( ). The 2 page and convergence of this spectral sequence are also due to Devinatz [6, Corollary 3.4] . Recall that = − 1. (1) acts on via -algebra maps.
If we let act on the left factor on ∧ and by precomposition on ( + , ), the map ℎ is an [ ]-algebra map. If ℎ is an equivalence of spectra, it is automatically also an equivalence of [ ]-modules. Proof. If is -nilpotent, then Σ → → ( ) ∧ is a cofiber sequence, and since both and Σ are -nilpotent, so is ( ) ∧ . Conversely, suppose that ( ) ∧ is -nilpotent. We show by induction that ( ) ∧ is -nilpotent for all by induction. Suppose that ( ) ∧ is -nilpotent for ≤ . The octahedral axiom gives us the following diagram, where the straight lines are all cofiber sequences:
Because is nilpotent, is null for large enough . Thus, is a retract of an -nilpotent spectrum ( ) ∧ ≃ ∨ and so is -nilpotent. Proof. Let be an -module such that ∧ ≃ 0. Let  be the category of -modules such that ∧ ≃ 0.  is closed under retracts because if ′ is a retract of then ′ ∧ is a retract of ∧ and retracts of zero are zero.  is closed under cofiber sequences because if 1 → 2 → 3 is a cofiber sequence and 1 , 2 ∈ , then the cofiber sequence 1 
This implies that  contains the category of -nilpotent -modules, so ∈  and = ∧ ≃ 0. ( 1 )
Proof of Proposition 4.6. ℎ 2 is a retract of so ℎ 2 is -nilpotent. Lemma 4.7 says there is a cofiber sequence:
Smashing this with gives a cofiber sequence
so that ∧ ( 1 ) is -nilpotent. Since 1 is nilpotent, is -nilpotent too. Proof of Theorem 4.8. Let = ℎ 2 , let be the maximal ideal of * and let * = * ∕ . We defined → as the inclusion of the fixed points, so acts on by -algebra maps and ∶ → ℎ ≃ ℎ is an equivalence. So conditions (1) and (2) are satisfied. The map → is faithful by Proposition 4.6.
It remains to check condition (3) . It suffices to show that ℎ is an isomorphism after taking homotopy. By Nakayama's lemma we can check that ℎ is a surjection by checking that it is a surjection after quotienting by the maximal ideal of . Since * ( ∧ ) and * ∏ are free * -modules of the same dimension, it will follow that ℎ is an equivalence.
The map ℎ ∶ ∧ → ∏ has component given by the composite
so we need to show that the sum of the -conjugates of ∶ * ⊗ * ( ∧ ) → * is an isomorphism. Since ≃ ∧ , we have an equivalence of left -modules ∧ ≃ ∧ . If we let act trivially on , this isomorphism is equivariant. Consider the following diagram:
All maps are -module maps where acts on ∧ on the left. The map is -equivariant, but is not equivariant for the action of on the left factor. Now taking homotopy and quotienting by gives:
where all maps are of * -modules and is equivariant. Let = ∑ ∈ be the trace element. Since is an equivariant map from the trivial representation, it must be some nonzero multiple of the map 1 ↦ . We deduce that ( ) is a unit. By the lemma, we are done.
We wish the following were a corollary:
Not A Corollary 4.10 (Devinatz [6] ). The map → is a faithful Galois extension. The convergence is [6, Theorem 3.3] and the identification of the 2 term is [6, Theorem 3.1]. The map of spectral sequences is explained in section 11.3.3 on page 109 of [7] .
Proof. The left unit map * → * is flat, so given an -module there is an -based Adams spectral sequence [1, Theorem 2.1]
A map of -modules → is an -equivalence if ∧ → ∧ is an equivalence. By Proposition 4.6, this is true if and only if → is itself an equivalence, so for any -module, ≃ . Proposition 4.6 implies that is -nilpotent and the canonical maps → →̂ are equivalences. By Not A Corollary 4.10 the Ext group that determines the 2 page of the spectral sequence is group cohomology, so we can rewrite the 2 page as: * ( * ( )) ⇒ * ( ).
The map → induces a map from the Adams Novikov spectral sequence to the -based Adams spectral sequence. The -based Adams spectral sequence for a spectrum corresponds to a cosimplicial object with th term ∧( +1) ∧ where the face maps are unit maps and the degeneracy maps are multiplication. The map → ∧ induces a map of cosimplicial objects ∧( +1) ∧ → ∧ ( +1) ∧ ( ∧ ) where ∧ ( +1) ∧ ( ∧ ) corresponds to the -based Adams spectral sequence for ∧ . Thus, there is a corresponding map of spectral sequences ANSS( ) → HFPSS( ∧ ).
There is a particularly convenient description of a minimal Adams resolution:
Proposition 4.12. Any -module has an -based Adams resolution:
SPLITTINGS
Recall that = − 1. An algebraic -module is evidently cellular. A cellular -module is algebraic if and only if all differentials in the Atiyah-Hirzebruch spectral sequence for vanish except for the 2 differential. When = 3, our definition of an algebraic -module is closely related to Meier's definition of a "standard vector bundle" [11, Definition 3.9] . In Meier's nomenclature a standard vector bundle is an * [ ]-module that is isomorphic to * ( ) for some algebraic -module . In Section 5.1, we prove Corollary 5.4 that if is an algebraic -module then * ( )∕ determines up to lost information about shifts. We show in Theorem 5.6 that if is a spectrum with algebraic theory, the 1 action on H * ( ) determines the homotopy type of ∧ . We also show in Proposition 5.8 that a "union" of algebraic -modules is algebraic. In Section 5.3 we produce conditions to check that -modules are algebraic. We show in Theorem 5.13 that a 2 -sparse spectrum has algebraic theory and we show in Theorem 5.14 that a 2 -sparse -module is algebraic. In Section 5.4 we prove the results quoted in the introduction. None of the material after Section 5.4 is necessary to prove the main results quoted in the introduction.
In Section 5.5 we show that if is an -module such that * ( ) is a projective * -module and * ( )∕ has a free * [ ] submodule then there is a splitting ≃ ∧ ∨ . In Section 5.6 we prove a formula for the smash product of algebraic -modules and show that algebraic -modules are closed under smash product.
DETERMINING THE HOMOTOPY TYPE OF AN ALGEBRAIC -MODULE
In this section we'll show that if is an algebraic -module, the splitting of can be deduced from the -module decomposition of * ( )∕ , up to some lost information about shifts. We then show that if is a spectrum with algebraic theory, the splitting of ∧ can be deduced from the (1) * -comodule structure of H * ( ).
If is an algebraic -module then in particular it is torsion free so 2 AHSS( ) is a free * -module.
Lemma 5.3. Let ∈ be an element of order 2 . Let ∈ * ( 2 + ) be a generator for ∈ {0, 1}. There is a primitive 2 root of unity independent of and such that * ( ) = .
Proof. Let Γ be the Lubin Tate formal group associated to . Suppose that ℎ ∈ has power series representation 0 + ∑
≥1
. Let be periodic -theory so that * parameterizes notnecessarily-strict -typical power series. Note that
Let be a spectrum and let ∈ * ( ). Write for the image of in * ( ). Suppose that Ψ( ) = 0 ⊗ + ∑ ⊗ Then ℎ * ( ) = 0 + ∑ >1 ( ) . In particular, the element of order 2 has power series expansion + ∑
where is some primitive 2 root of unity. The coaction on a generator of * 2 + is given by Ψ( ) = 0 ⊗ . It follows that ( ) = .
For ∈ ℤ∕2 2 write Σ for the * [ ]-module * (Σ ). 
( )).
Consider the map AHSS( ) → AHSS( ∧ ). Because is torsion free, the shortest possible AtiyahHirzebruch differential is a 2 which is detected by the 1 action on H * ( ). Let be the reduction map Hℤ → H . Suppose that ∈ Hℤ ( ) and ∈ Hℤ −2 ( ) . If 1 ( ( ) 
A BRIEF REVIEW OF THE HOMOTOPY FIXED POINT SPECTRAL SEQUENCE FOR
There is a map ANSS( 0 ) → HFPSS( ) from the Adams Novikov spectral sequence for the sphere to the homotopy fixed point spectral sequence * ( * ) ⇒ * . Hopkins and Miller computed the homotopy fixed point spectral sequence for up to some permanent cycles on the zero line. The 2 page is isomorphic to [ , , ± ] in positive filtration, where ∈ (2 − 1, 1) and ∈ (2 − 2, 2) are the images of 1 and 1 in ANSS( 0 ) and ∈ (2 2 , 0) is a norm class. There are two differentials 2 +1 ( ) = and 2 2 +1 ( ) = 2 +1 in HFPSS( ). All other differentials are generated by these two using the Leibniz rule. The ∞ page has a horizontal vanishing line at filtration 2 2 + 2. The element is a permanent cycle, which gives theory a 2 2 2 periodicity. The homotopy of * for = 3 and = 5 is illustrated in Figure 1 . See the account of this spectral sequence in [12, section 2] for more details.
CONDITIONS FOR AN -MODULE TO BE ALGEBRAIC
For a connective spectrum, we use the cellular filtration of to get filtrations of * ( ) and * ( ) which gives algebraic Atiyah-Hirzebruch spectral sequences. If is torsion free, this has the following form:
The map ANSS( ) → HFPSS( ∧ ) induces a map algAHSS( ) → algAHSS( ∧ ). The homology of is Hℤ * ( ) = ℤ{ 0 , … , −1 } with in degree 2 , so the 2 page of algAHSS( ∧ ) is isomorphic modulo trace classes to
For a connective spectrum , denote by HI ( ) the Hurewicz image of ( ) → ( ). ( 2 ( −1) ).
Proof. Consider the map of spectral sequences ANSS( ) → HFPSS( ∧ ).
In the degree we are considering, HFPSS( ∧ ) only contains elements in filtration one and in the degree we're considering ANSS( ) contains no elements in filtration zero, so no filtration jumping can happen and it suffices to understand the image of the map ANSS( ) → HFPSS( ∧ ). We will first handle the case when = 1 and = 0 , and then we will use algebraic Atiyah-Hirzebruch spectral sequences to deduce the case for larger .
Suppose that = 1. We have that 2 −1 ( ) = { 1 }. We want to show that if ≠ 1 then HI 2 −1 ( ) = 0. We will show that this is true on the 2 +1 page of ANSS ( 0 ) . There is a differential 2 ( ) = , so all elements on the ∞ page in degree −1 (mod 2 ) are of the form and hence are in the 1-line. I claim that if ≠ 0 then is not in the image of the map on 2 pages. The only element of the Novikov 1-line in the degree of is +1 . There is a Massey product in the Novikov 2 page +1 = ⟨ , , 1 ⟩ with indeterminacy in filtration greater than 1. Because the homotopy fixed point spectral sequence contains no elements in the same stem as in filtration greater than 1, the indeterminacy of this Massey product maps to zero in the 2 page of the homotopy fixed point spectral sequence. By sparsity ↦ 0. It follows that +1 ↦ 0 too, and is not in the Hurewicz image. This settles the = 1 case. Now we use the algebraic Atiyah Hirzebruch spectral sequence to reduce the case > 1 to the case = 1. 
→ HI 2 ( +1)−1 ( (2 ) ). Thus HI 2 ( +1)−1 ( ) is a subquotient of
.
Proof. Consider AHSS( ∧ ). The Hurewicz image HI 2( +1) −1 ( 0 ) is zero unless = 0 and HI 2 −1 ( 0 ) = { } so the classes in HI 2 −1 are exactly those detected by an element of the form [ ] for ∈ Hℤ * . Since the degree of is 2 − 1, the degree of [ ] is 2 − 1 + | |. For [ ] to be in degree 2 ( + 1) − 1, the homology class should be in degree 2 . We deduce that every class in HI 2 ( +1)−1 ( ) is detected in Atiyah-Hirzebruch filtration 2 so that HI 2 ( +1)−1 ( ) is a subquotient of HI 2 ( +1)−1
module map such that the homotopy class of each component Σ → is contained in {Σ ( ) } ∈ ⊆ ( ) where ⊆ is the subset of ∈ such that < and + 2 ( − 1) = . Then ( ) is an algebraic -module.
Proof. First suppose we are only attaching one cell along a map Σ → . By assumption, * ∈ is some linear combination ∑ ∈ Σ ( ) . If all are zero, then ( ) ≃ ∨ Σ +1 is algebraic. Otherwise, suppose that 1 ≠ 0 and that for all ∈ such that ≠ 0, 1 ≥ . By Lemma 5.12 there is an automorphism of such that −1 * ( ( 1 ) ) = * and −1 * ( ( ) ) = ( ) for > 1.
We conclude that ( ) is an algebraic -module. Now consider the case where we are attaching multiple cells, say ∶ ⋁ Σ → . Filter ( ) by picking a total order on and letting be the restriction of to ⋁ ≤ Σ . Then let = ( ). Note that is the cofiber of the composite Σ → ⋁ Σ → → −1 , and this composite satisfies the hypotheses of the lemma so is an algebraic -module for each . Since ( ) = hocolim , by Proposition 5.8 ( ) is algebraic.
To finish the proof of Lemma 5.11 we need the following lemma: where < for all ∈ . Let = −1 ( ) = { ( ) } ∈ ′ . Filter by = { | < } and suppose that
. This follows from the commutativity of the following diagram, where the columns are cofiber sequences: Proof. By Proposition 5.8 we may argue by cellular induction on . If has one cell, the statement is immediate. Suppose that is a connective 2 -sparse spectrum with cells in dimension less than or equal to 2 . Suppose also that has algebraic theory, say ∧ ≃ ∧ ⋁ ∈ Σ and that is the cofiber of ∶ ⋁ 2 −1 → . It follows that ∧ is the cofiber of ∧ . By Lemma 5.10, HI 2 −1 ( ) is a subspace of
where ′ ⊆ is the subset of ∈ such that + 2 = 2 . Under the isomorphism * ( ∧ ) ≅ * ∧ ⋁ =1 Σ , the module HI 2 −1 ( ) is the subspace of classes of {Σ ( ) } ∈ where + 2 = 2 , and such that the element 1 [ ] ∈ AHSS( ) that maps to the element of AHSS( ∧ ) that detects ( ) is a permanent cycle. By Lemma 5.11, it follows that ( ) has algebraic theory. Proof. It suffices to show that 2 −1 = 0 for all . The 0-line of HFPSS( ) consists of the fixed points of the action of on * . Since * is even, so is the zero line. We need to show that there are no elements in positive filtration in the 2 − 1 stem on the ∞ page of HFPSS( ). Recall that the 2 page of HFPSS( ) is isomorphic to [ , , ] in positive filtration and that the elements of the 2 page representing nonzero odd degree homotopy elements are all of the form where < − 1. These are in degrees | | = 2 − 3 ≡ −3 (mod 2 ), | | = 2 − 2 ≡ −2 (mod 2 ) and | | = 2 2 ≡ 0 (mod 2 ). Now . We need to show that the cone of ∶ ⋁ ∈ Σ → is algebraic. It suffices by Lemma 5.11 to show that the homotopy of each component map ∶ Σ → lies in the subgroup of ( ) generated by {Σ ( ) } ∈ ′ where ′ ⊆ is the subset of ∈ such that + 2 ( − 1) = and < . By assumption, is detected in AHSS( ) by some element [ ] where ∈ * and is some cell of such that the image of under → is zero. We also know that | | + | | = and that
The only element of the kernel of * → * in these degrees is . We deduce that is detected in the necessary subspace. By Lemma 5.11, +1 is algebraic.
Proof of Proposition 5.15. First note that
∧ satisfies the hypotheses of Lemma 5.16 -∧ has a cellular filtration where each cell is in dimension between and + 2 − 2. Because is torsion free, ∧ ( ) splits as a sum of -theories, so each attaching map
Now let be a retract of ∧ and let be the corresponding retract of ∧ ( ) . Since ∧ ( ) splits as a sum of -theories, and ∧ is a retract of ∧ ( ) , it follows that ∧ does too. Thus, the attaching maps to form from −1 must be in the kernel of * ( −1 ) → * ( −1 ). The dimensions of the cells of are still in the range from to + 2 − 2, so satisfies the hypotheses of Lemma 5.16 as well and is an algebraic -module.
ORIENTATIONS
Here we give proofs of the theorems quoted from this section in the introduction. At this point these arguments are straightforward. . By comparing Atiyah-Hirzebruch spectral sequences as in the proof of Theorem 5.6 we see that ′ ≡ (mod 2 2 2 ).
A FORMULA FOR THE SMASH PRODUCT OF ALGEBRAIC -MODULES
Recall that (1) * = [ ]∕( ) with Δ( ) = ⊗1+1⊗ , so that (1) * is dual to the subalgebra of the Steenrod algebra generated by 1 . Let be the indecomposable (1) * -comodule of length . The following lemma indicates how tensor products decompose: It follows that the formula for symmetric powers of * [ ]-modules determines the symmetric powers of -module. Corollary 2.7 of [10] gives a generating function for these symmetric powers which we quote as Theorem A.5.
Proof. Using the binomial formula for the symmetric powers of a sum, the theorem reduces to the case of = ∧ . In this case Sym ( ∧ ) = ∧ Sym ( ) so we need to show that Sym ( ) has algebraic theory. If is a spectrum with trivial action and has a -action, then ∧ ℎ ≃ ( ∧ ) ℎ , so there is a homotopy orbit spectral sequence Σ * ( * ( ∧ )) ⇒ * Sym ( ) . Since is -locally invertible and there is a Künneth formula, we deduce that * (Sym ( )) = Sym ( * ( )) and H * Sym ( ) = Sym H * . Because is 2 -sparse, so is Sym H * and thus Sym ( ) is 2 -sparse and has algebraic theory.
2 HAS ALGEBRAIC -THEORY
As a fun application of our theory, we show that 2 has algebraic theory. Proof. According to [16] , the cohomology of 2 is as indicated as an -algebra. There is a map of spectra ∶ 1 → including an Adams summand. Call the splitting map . These induce maps between the loop spaces of 1 to the loop spaces of . Because
we have a commutative diagram of infinite loop spaces: 
Because ∈ ( 1 , … , ) for ≤ , we deduce that 1 ( ) = ( + ) + .
The last input we need for this is Corollary A.8 which computes the following symmetric powers formula:
} is a free -module then the trivial summands in Sym( ) are generated by
Proof of Theorem 6.1. We showed in lemma 6.3 that
as (1) Proof. It is clear that is an isomorphism of the underlying graded abelian groups, where the tensor product is forgotten. We need to show respects decompositions of tensor products. By direct computation, it is not hard to show that 2 ⊗ ≅ −1 ⊕ +1 for 1 < < so 2 tensor generates the category of [ ]-modules (see [14, Theorem 1] ). This implies that 2 is a generator for ( [ ]). To check that a map is a ring homomorphism, it suffices to check that ( ) = ( ) ( ) for and each pair of elements in a generating set. In this case, our generating set has one element, so it suffices to show ( Proof. We set ( ) = . 
← →
We are only going to apply this when is one of the functors Sym . In that case, it says that ∶ ( 1 ) → ( 0 ) is homomorphic for Sym . I would like to say that is an isomorphism of Λ-rings, but neither the domain nor the codomain is actually a Λ-ring. and some multiple of ℎ is generated by the . We deduce that some multiple ℎ ( , … , 2− ) = 0 and because is torsion free this implies ℎ = 0. Hence, Sym( ) = 1 (mod , ). By Theorem A.6, we are done.
Combining Theorem A.3 and Theorem A.7 gives:
Corollary A.8.
