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Extremal properties of the univariate extended skew-normal
distribution
B. Beranger∗†, S. A. Padoan‡, Y. Xu∗ and S. A. Sisson∗
Abstract
We consider the extremal properties of the highly flexible univariate extended skew-normal distri-
bution. We derive the well-known Mills’ inequalities and Mills’ ratio for the extended skew-normal
distribution and establish the asymptotic extreme-value distribution for the maximum of samples drawn
from this distribution.
Keywords: Domain of attraction; Generalized extreme-value distribution; Gumbel distribution; Normal-
ising constants; Rates of convergence; Von Mises function.
1 Introduction and background
The skew-normal and related families are classes of asymmetric probability distributions that include the
normal distribution as a special case (Azzalini, 1985, Azzalini and Capitanio, 2014). In recent years they have
received increasing interest from the scientific community because in many applications data is frequently
incompatible with symmetric distributions, such as the normal or elliptical distributions.
In this work we focus on the univariate extended skew-normal distribution (Arellano-Valle and Genton,
2010, Azzalini and Capitanio, 2014, Ch 5.). Precisely, a random variable X follows an extended skew-normal
distribution (Arellano-Valle and Genton, 2010), denoted as X ∼ ESN(µ, ω, α, τ), if its probability density
function (pdf) is given by
φ(x;µ, ω, α, τ) =
φ(x;µ, ω)
Φ
(
τ/
√
1 + α2
)Φ(αz + τ), x ∈ R, (1)
where φ(x;µ, ω) is a univariate normal pdf with mean µ ∈ R and standard deviation ω > 0, z = ω−1(x−µ),
and Φ(·) is the standard univariate normal cumulative distribution function (cdf). The parameters α ∈ R
and τ ∈ R are known as the slant and extension parameters, respectively, and they control the nature of
density deviations away from normality. When τ = 0 the extended skew-normal distribution reduces to the
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skew-normal SN(µ, ω, α), and when both τ = 0 and α = 0 the normal N(µ, ω) distribution is obtained.
Without loss of generality, we work with location and scale standardised distributions throughout, i.e. µ = 0
and ω = 1 which we compactly denote as ESN(α, τ). For further visual and presentational clarity we
write distributional parameters in the subscript of the pdf and cdf so that e.g. φ(x;α, τ) = φα,τ (x) and
Φ(x;α, τ) = Φα,τ (x).
Our contribution concerns the derivation of the extremal properties of the univariate extended skew-
normal distribution. Specifically, we obtain the well-known Mills’ inequalities and ratio (Mills, 1926), and
as a result, derive the asymptotic extreme-value distribution for the maximum of an extended skew-normal
random sample, for large sample sizes. The speed at which the sample distribution converges to its limiting
case is also determined.
We briefly recall the cornerstone result of univariate extreme-value theory. For each n ∈ N, let X1, . . . , Xn
be a series of independent and identically distributed (iid) univariate random variables with a continuous
distribution function F defined on R. Define, the (n-partial) sample maximum by Mn = max(X1, . . . , Xn).
If there is a sequence of normalising constants an > 0 and bn ∈ R such that
lim
n→∞Pr
(
Mn − bn
an
≤ x
)
= lim
n→∞F
n(anx+ bn) = G(x), (2)
for all continuity points x ∈ R of G, then this limiting distribution must be a member of the Generalized
Extreme-Value (GEV) family of distributions, denoted by Gγ where γ ∈ R is the tail-index parameter
(Beirlant et al., 2004, Section 2.1). Specifically, members of the GEV class of distributions are: the standard
Gumbel G0(x), Fre´chet Gα(x) = G1/γ((x−1)/γ) for γ > 0 and negative Weibull Gβ(x) = G−1/γ(−(x+1)/γ)
for γ < 0. When the limit (2) holds we say that F is in the maximum-domain of attraction of Gγ , in symbols
F ∈ D(Gγ). One well known result is that a necessary and sufficient condition for F ∈ D(Gγ) is that F is
a Von Mises function, see Resnick (1987, Ch. 1) and Resnick (1987, Proposition 1.4) for the special case
when F ∈ D(G0).
The remainder of this paper is organised as follows. In Section 2 we firstly derive Mills’ inequalities
and ratio, and then the extreme-value distribution for the sample maximum and the convergence rate of its
sample distribution. Throughout, all proofs are provided in the Appendix.
2 Extremes of extended skew-normal random samples
Mills (1926) established the following results (Mill’s inequalities and Mills’ ratio) for the standard normal
distribution:
x−1(1 + x−2)−1 <
1− Φ(x)
φ(x)
< x−1, x > 0, (3)
1− Φ(x)
φ(x)
≈ x−1, x→∞, (4)
where (4) is obtained from (3) for large x. Mills’ ratio can be used to establish the normalising constants an
and bn in (2) following Proposition 1.1 in Resnick (1987). Liao et al. (2014) derived Mills’ inequalities and
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ratio for the skew-normal distribution, from which (3) and (4) may be recovered by setting α = 0. Here we
require more general results. The following two propositions derive Mills’ inequalities (Proposition 2.1) and
ratio (Proposition 2.2) for the extended skew-normal distribution. It follows that the results in Liao et al.
(2014) can be obtained from these by setting τ = 0.
Proposition 2.1 (Mills’ Inequality). Let X ∼ ESN(α, τ) where α, τ ∈ R. For each x ∈ R and α, τ ∈ R,
define xα,τ := αx+ τ and α¯ = (1 + α
2)1/2. For any x > 0 we have
Lα,τ (x) <
1− Φα,τ (x)
φα,τ (x)
< Uα,τ (x),
where the upper and lower bounds are given as follows:
(i) when α ≥ 0
(ia) and when xα,τ > 0, then
Lα,τ (x) = x
−1 (1 + x−2)−1 and Uα,τ (x) = x−1 (1− φ(xα,τ )xα,τ )−1 ,
(ib) and when xα,τ < 0, then
Lα,τ (x) = x
−1 (1 + x−2)−1 and Uα,τ (x) = x−1 (− x2α,τ+1xα,τφ(xα,τ )) ,
(ii) when α < 0
(iia) and when xα,τ > 0 and x+ αxα,τ > 0, then
Lα,τ (x) = x
−1 (1 + x−2)−1(1 + α
α¯2x+ ατ
φ(xα,τ )xα,τ
xα,τ − φ(xα,τ )
)
,
Uα,τ (x) = x
−1
(
1 +
α(α¯2x+ ατ)
(α¯2x+ ατ)2 + α¯2
φ(xα,τ )(α¯
2x+ ατ)
x2α,τ + 1− xα,τφ(xα,τ )
)
,
(iib) and when xα,τ > 0 and x+ αxα,τ < 0, then
Lα,τ (x) = x
−1 (1 + x−2)−1
1 + αα¯φ (α¯x+ ατα¯ )−1 + α{α¯2x+ατ}{α¯2x+ατ}2+α¯2
φ(xα,τ )−1 − x−1α,τ
 ,
Uα,τ (x) = x
−1
(
1 +
α
α¯φ
(
α¯x+ ατα¯
)−1
+ αα¯2x+ατ
φ(xα,τ )−1 − xα,τx2α,τ+1
)
,
(iic) and when xα,τ < 0, then
Lα,τ (x) = x
−1 (1 + x−2)−1{1− αxα,τ
α¯2x+ ατ
(
1 +
1
x2α,τ
)}
,
Uα,τ (x) = x
−1
(
1− αxα,τ
α¯2x+ ατ
(
1 +
α¯2
(α¯2x+ ατ)2
)−1)
.
Proposition 2.2 (Mills’ Ratio). Let X ∼ ESN(α, τ) with α, τ ∈ R. Then, from Proposition 2.1, as x→∞
we have
1− Φα,τ (x)
φα,τ (x)
≈
 x−1 α ≥ 0{(α2 + 1)x+ ατ}−1 α < 0.
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Given Mills’ ratio for the extended skew-normal derived in Proposition 2.2, Proposition 2.3 demonstrates
sufficient conditions on the survival function 1 − Φα,τ (x) to conclude that the extended skew-normal dis-
tribution Φα,τ is both a Von Mises function, and is in the maximum domain of attraction of the Gumbel
distribution Φα,τ ∈ D(G0), regardless of whether α ≥ 0 or α < 0.
Proposition 2.3 (Gumbel Domain of Attraction). Let X ∼ ESN(α, τ) with α, τ ∈ R. For x → ∞, the
survival function 1− Φα,τ (x) can be written as
1− Φα,τ (x) = c(x) exp
(
−
∫ x
1
g(v)
f(v)
dv
)
.
In particular, when α ≥ 0, then as x→∞
c(x)→ 1
Φ(τ/α¯)
√
2pie
> 0,
g(x) = 1 + x−2 → 1,
f(x) = x−1 > 0, f ′(x) = −x−2 → 0,
where α¯ = (1+α2)1/2, whereas when α < 0, without loss of generality, assume that α+τ < 0 and α¯2+ατ > 0,
then as x→∞
c(x)→
− exp
(
− 1+(α+τ)22
)
2piΦ (τ/α¯) (α(α+ τ) + 1)(α+ τ)
> 0,
g(x) = 1 +
α¯2
(α¯2x+ ατ)
2 +
α
(αx+ τ) (α¯2x+ ατ)
→ 1,
f(x) =
1
α¯2x+ ατ
> 0, f ′(x) =
−α¯2
(α¯2x+ ατ)
2 → 0.
As a consequence, Φα,τ is both a Von Mises function and Φα,τ ∈ D(G0).
From Proposition 2.3 and in combination with Proposition 1.1 in Resnick (1987), it follows that the
normalising constants an > 0 and bn ∈ R in (2) can then be identified through the standard identities
1− Φα,τ (bn) = n−1 and an = f(bn), (5)
where f is given in Proposition 2.3. For practical purposes, it is usually more convenient to identify alternative
normalising constants with a closed-form expression. In general terms, it is well-known that if there are
normalising constants αn > 0 and βn ∈ R, different from an and bn, such that Fn(αnx + βn) → G˜(x)
converges to a non-degenerate limit G˜(x) as n → ∞, then G˜ is equal to G as given in (2) apart from
some modification of the scale and location parameters (e.g, Resnick, 1987, Proposition 0.2), which does not
qualitatively change the tail behavour. In Proposition 2.4 below, we provide some alternative normalising
constants αn, βn with a closed-form expression, that satisfy the conditions αn/an → 1 and (βn− bn)an → 0,
as n→∞ (see Leadbetter et al., 1983, Theorem 1.2.3). This therefore implies that the limiting distribution
for the normalised sample maximum is still a standard Gumbel distribution.
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Proposition 2.4 (Alternative Normalising Constants). Let X1, . . . , Xn be a series of iid random variables
with Xi ∼ ESN(α, τ) for i = 1, . . . , n with α, τ ∈ R. Define Mn = max(X1, . . . , Xn) and define the
normalising constants
αn = `
−1
n,0 and βn = `n,0 −
ln(2
√
pi) + (1/2) ln lnn+ ln Φ (τ/α¯)
`n,0
if α ≥ 0,
αn = `
−1
n,α and βn = `n,α −
2 ln(2
√
pi|α|) + ln lnn+ ln Φ (τ/α¯)− τ2/2
2`n,α
− ατ
α¯2
if α < 0,
where `n,α :=
√
2 lnn(1 + α2) and α¯ = (1 + α2)1/2. Then
lim
n→∞Pr
(
Mn − βn
αn
≤ x
)
= G0(x), x ∈ R.
In the presence of competing normalising constants, a natural question to ask is whether the rate of
convergence of Φnα,τ to G0 as n → ∞, differs substantially when the normalising constants (αn, βn) in
Proposition 2.4 are considered in the place of (an, bn) defined by (5). Theorem 2.1 establishes the rate of
convergence for each sequence of normalising constants.
Theorem 2.1 (Convergence Rate to Gumbel Limit). Let X ∼ ESN(α, τ) with α, τ ∈ R. For the normalising
constants αn, βn defined in Proposition 2.4 we have
{Φnα,τ (αnx+ βn)−G0(x)} ≈
G0(x)e
−x
c
(ln lnn)2
lnn
as n→∞,
where c = 16 when α ≥ 0 and c = 4 when α < 0. For the normalising constants an, bn defined in (5) we
have
lim
n→∞ b
2
n
[
b2n
{
Φnα,τ (anx+ bn)−G0(x)
}− κ(x)G0(x)] = (ω(x) + κ2(x)
2
)
G0(x),
where
κ(x) =
x2 + 2x
2
e−x and ω(x) = −1
8
(
x4 + 4x3 + 8x2 + 16x
)
e−x
when α ≥ 0, while
κ(x) =
x2 + 4x
2(1 + α2)
e−x and ω(x) = −α
2(1 + α2)2
8
{
(1 + 3α2)16x+ α2(x4 + 8x3 + 24x2)
}
e−x
when α < 0.
From Theorem 2.1 it follows that when the sample maximum is normalised by (αn, βn) and (an, bn), then
the rates of convergence to the standard the Gumbel distribution are of order (ln lnn)2/ lnn and 1/ lnn,
respectively. That is, the rate of convergence is slower for (αn, βn), balancing the advantage of the closed-form
expression.
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A Proofs
A.1 Proof of Proposition 2.1
Define xα,τ := αx+ τ for every x, α, τ ∈ R. From (1) we can write
1− Φα,τ (x)
φα,τ (x)
=
∫ +∞
x
φ(t)Φ(tα,τ )dt
φ(x)Φ(xα,τ )
=
∫ +∞
x
Φ(tα,τ )e
−t2/2dt
Φ(xα,τ )e−x
2/2
.
For x > 0, using integration by parts gives
1
x2
∫ +∞
x
Φ(tα,τ )e
−t2/2dt >
∫ +∞
x
Φ(tα,τ )
t2
e−t
2/2dt
=
Φ(xα,τ )
x
e−x
2/2 −
∫ +∞
x
Φ(tα,τ )e
−t2/2dt+ α
∫ +∞
x
e−t
2/2
t
φ(tα,τ )dt, (6)
from which it follows that(
1 +
1
x2
)∫ +∞
x
Φ(tα,τ )e
−t2/2dt >
Φ(xα,τ )
x
e−x
2/2 + α
∫ +∞
x
e−t
2/2
t
φ(tα,τ )dt. (7)
We study the behaviour of the inequality (7) conditional on the sign of α.
(i) When α > 0, by (7) we obtain(
1 +
1
x2
)∫ +∞
x
Φ(tα,τ )e
−t2/2dt > x−1Φ(xα,τ )e−x
2/2,
and therefore we derive the lower bound
Lα,τ (x) = x
−1
(
1 +
1
x2
)−1
<
∫ +∞
x
Φ(tα,τ )e
−t2/2dt
Φ(xα,τ )e−x
2/2
.
Since
∫ +∞
x
t−2Φ(tα,τ )e−t
2/2dt > 0, then from (6) we obtain∫ +∞
x
Φ(tα,τ )e
−t2/2dt <
Φ(xα,τ )
x
e−
x2
2 dt+ α
∫ +∞
x
t−1e−
t2
2 φ(tα,τ )dt
<
Φ(xα,τ )
x
e−
x2
2
(
1 +
α
∫ +∞
x
e−
t2
2 φ(tα,τ )dt
Φ(xα,τ )e−x
2/2
)
<
Φ(xα,τ )
x
e−
x2
2
(
1 +
α
∫ +∞
x
φ(tα,τ )dt
Φ(xα,τ )
)
=
Φ(xα,τ )
x
e−
x2
2
(
1 +
1− Φ(xα,τ )
Φ(xα,τ )
)
= x−1e−
x2
2 .
Then, we have
1− Φα,τ (x)
φα,τ (x)
≤ x−1Φ−1(xα,τ ). (8)
We now also need to consider the sign of xα,τ .
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(ia) When xα,τ > 0, by (3) we have 1− Φ(xα,τ ) < φ(xα,τ )/xα,τ , which implies
Φ(xα,τ )
−1 <
(
1− φ(xα,τ )
xα,τ
)−1
.
Then, substituting the above inequality into (8) we obtain the upper bound∫ +∞
x
Φ(tα,τ )e
−t2/2dt
Φ(xα,τ )e−x
2/2
< x−1
(
1− φ(xα,τ )
xα,τ
)−1
= Uα,τ (x);
(ib) When xα,τ < 0, by inequality (3) we have that Φ(xα,τ )
−1 < − (x2α,τ + 1) /{xα,τφ(xα,τ )}, and
substituting this into (8) gives the upper bound∫ +∞
x
Φ(tα,τ )e
−t2/2dt
Φ(xα,τ )e−x
2/2
< x−1
(
− (xα,τ )
2 + 1
xα,τφ(xα,τ )
)
= Uα,τ (x).
(ii) When α < 0, using the property
φ
(
x− µ1
σ1
)
φ
(
x− µ2
σ2
)
= φ
(
x
√
σ21 + σ
2
2
σ1σ2
− µ1σ
2
2 + µ2σ
2
1√
σ21 + σ
2
2σ1σ2
)
φ
(
µ1 − µ2√
σ21 + σ
2
2
)
,
we can write
exp
(
− (tα,τ )
2 + t2
2
)
= 2piφ
(
t+ τα−1
α−1
)
φ(t) = 2piφ
(
α¯t+
τα−1
α¯
)
φ
( τ
α¯
)
,
where α¯ =
√
1 + α2, which then gives
α
∫ +∞
x
e−t
2/2φ(tα,τ )dt = α
√
2pi
∫ +∞
x
φ
(
tα¯+
τα−1
α¯
)
φ
( τ
α¯
)
dt
=
α
α¯
e−τ
2/(2α¯2)
{
1− Φ
(
α¯x+
ατ
α¯
)}
. (9)
Hence, starting from (7), a lower bound is of the form(
1 +
1
x2
)∫ +∞
x
Φ(tα,τ )e
−t2/2dt >
Φ(xα,τ )
x
e−x
2/2
(
1 +
α
∫ +∞
x
t−1e−t
2/2φ(tα,τ )dt
x−1Φ(xα,τ )e−x
2/2
)
>
Φ(xα,τ )
x
e−x
2/2
(
1 +
α
∫ +∞
x
e−t
2/2φ(tα,τ )dt
Φ(xα,τ )e−x
2/2
)
=
Φ(xα,τ )
x
e−x
2/2
1 + αα¯e− τ22α¯2 {1− Φ (α¯x+ ατα¯ )}
Φ(xα,τ )e−x
2/2
 . (10)
Similarly, an upper bound is given by
x
∫ +∞
x
Φ(tα,τ )e
−t2/2dt <
∫ +∞
x
tΦ(tα,τ )e
−t2/2dt = Φ(xα,τ )e−x
2/2 +
∫ +∞
x
αφ(tα,τ )e
−t2/2dt,
and hence, using (9) we obtain∫ +∞
x
Φ(tα,τ )e
−t2/2dt < x−1Φ(xα,τ )e−x
2/2
(
1 +
∫ +∞
x
αφ(tα,τ )e
−t2/2dt
Φ(xα,τ )e−x
2/2
)
= x−1Φ(xα,τ )e−x
2/2
(
1 +
α
α¯e
−τ2/(2α¯2) {1− Φ (α¯x+ ατα¯ )}
Φ(xα,τ )e−x
2/2
)
. (11)
As before, we also need to consider the sign of xα,τ .
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(iia) When xα,τ > 0 and x + αxα,τ > 0 then we have xα¯ + (ατ)/α¯ > 0. Therefore, by (3) we obtain
1− Φ(xα,τ ) < φ(xα,τ )/xα,τ , and using the equality
e−τ
2/(2α¯2)φ
(
α¯x+
ατ
α¯
)
= e−x
2/2φ (xα,τ ) (12)
we have that
α
α¯e
−τ2/(2α¯2) {1− Φ (α¯x+ ατα¯ )}
Φ(xα,τ )e−x
2/2
>
α
(
α¯2x+ ατ
)−1
1/φ(xα,τ )− 1/xα,τ .
Thus, substituting the above equality into (10) leads to the desired lower bound Lα,τ (x). Further,
from (3) we also have Φ(xα,τ ) < 1− φ(xα,τ )xα,τ/(x2α,τ + 1), which, combined with (12), gives
α
α¯e
−τ2/(2α¯2) {1− Φ (α¯x+ ατα¯ )}
Φ(xα,τ )e−x
2/2
<
α(α¯2x+ατ)
(α¯2x+ατ)2+α¯2
φ(xα,τ )−1 − xα,τx2α,τ+1
.
Applying the above inequality to (11) leads to the upper bound Uα,τ (x).
(iib) When xα,τ > 0 and x+ αxα,τ < 0 then we have α¯x+ (ατ)/α¯ < 0. Therefore, by (3) we obtain
1− Φ (α¯x+ ατ/α¯) < 1 + α¯
α¯2x+ ατ
φ (α¯x+ ατ/α¯)
1 + 1/ (α¯x+ ατ/α¯)
2 ,
which, combined with (12), gives
α
α¯e
−τ2/(2α¯) {1− Φ (α¯x+ ατ/α¯)}
Φ(xα,τ )e−x
2/2
>
α
α¯φ
(
α¯x+ ατα¯
)−1
+ α(α¯
2x+ατ)
(α¯2x+ατ)2+α¯2
1/φ(xα,τ )− 1/xα,τ .
Together with (10) the above inequality leads to the desired lower bound Lα,τ (x). By (3) we also
have
1− Φ (α¯x+ ατ/α¯) > 1 + φ (α¯x+ ατ/α¯)
α¯x+ ατ/α¯
,
and from this it follows that
α
α¯e
−τ2/(2α¯2) {1− Φ (α¯x+ ατ/α¯)}
Φ(xα,τ )e−x
2/2
<
α
α¯e
−τ2/(2α¯2)
(
1 +
φ(α¯x+ατα¯ )
α¯x+ατα¯
)
e−x2/2
{
1− xα,τφ(xα,τ )/(x2α,τ + 1)
} .
Together with (11) the above inequality leads to the upper bound Uα,τ (x).
(iic) When xα,τ < 0, since α/α¯ < 0 and α¯x+ (ατ)α¯ > 0, then by (3) we have
1− Φ (α¯x+ ατ/α¯) < φ (α¯x+ ατ/α¯)
α¯x+ ατ/α¯
,
and thus
α
α¯
e−τ
2/(2α¯2)
{
1− Φ
(
α¯x+
ατ
α¯
)}
>
α
α¯
(
α¯x+ ατα¯
)e−τ2/(2α¯2)φ(α¯x+ ατ
α¯
)
. (13)
Furthermore, by (3) we also have
Φ(xα,τ )e
−x2/2 > − xα,τ
x2α,τ + 1
φ(xα,τ )e
−x2/2,
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and combined with (12), (13) then becomes
α
α¯e
−τ2/(2α¯2) {1− Φ (α¯x+ ατ/α¯)}
Φ(xα,τ )e−x
2/2
> − α(x
2
α,τ + 1)
(α¯2x+ ατ)xα,τ
.
Together with (10) the above inequality provides the lower bound Lα,τ (x). Again applying (3)
we have Φ(xα,τ ) < φ(xα,τ )/xα,τ and
1− Φ (α¯x+ ατ/α¯) > φ (α¯x+ ατ/α¯)
α¯x+ ατ/α¯
(
1 + (α¯x+ ατ/α¯)
−2
)−1
.
Using α/α¯ < 0 and (3) gives
α
α¯e
−τ2/(2α¯2) {1− Φ (α¯x+ ατ/α¯)}
Φ(xα,τ )e−x
2/2
< − αxα,τ (x+ αxα,τ )
(α¯2x+ ατ)2 + α2 + 1
,
which together with (10) provides the upper bound Uα,τ (x).
A.2 Proof of Proposition 2.2
Let xα,τ := αx + τ and α¯ = (1 + α
2)1/2. First, note that when α > 0, then xα,τ becomes positive when
x→∞, regardless of the value of τ . From Proposition 2.1 and noting that
lim
x→∞
(
1− φ(xα,τ )
xα,τ
)−1
= 1
we can obtain
Lα,τ (x) =
1
x+ x−1
≈ 1
x
, Uα,τ (x) ≈ 1
x
.
Conversely, when α < 0, then xα,τ becomes negative when x → ∞, regardless of the value of τ . From
Proposition 2.1 we have that the dominating term for the lower and upper bounds is
x−1
(
1− αxα,τ
α¯2x+ ατ
)
.
As a consequence,
Lα,τ (x) ≈ 1
α¯2x+ ατ
, Uα,τ (x) ≈ 1
α¯2x+ ατ
.
A.3 Proof of Proposition 2.3
Define xα,τ := αx + τ and and α¯ = (1 + α
2)1/2 for every x, α, τ ∈ R. When α ≥ 0, by Proposition 2.2 as
x→∞ we have
1− Φα,τ (x) ≈ Φ(xα,τ )
Φ(τ/α¯)
e−x
2/2
x
√
2pi
=
Φ(xα,τ )
Φ(τ/α¯)
1√
2pie
e
(
1
2−ln x− x
2
2
)
=
Φ(xα,τ )
Φ(τ/α¯)
1√
2pie
exp
(
−
∫ x
1
t2+1
t2
1
t
dt
)
= c(x) exp
(
−
∫ x
1
g(t)
f(t)
dt
)
.
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It follows that
lim
x→∞ c(x) =
1
Φ(τ/α¯)
√
2pie
, lim
x→∞ g(x) = 1, limx→∞ f
′(x) = 0.
When α < 0, from Proposition 2.2 as x→∞ we have
1− Φα,τ (x) ≈ −φ(x)φ(xα,τ )
(α¯2x+ ατ)xα,τΦ(τ/α¯)
=
e−
1+(α+τ)2
2
2piΦ(τ/α¯)
exp
{
−1
2
(x2 − 1)(α2 + 1)− ατ(x− 1)− ln(α(xα,τ ) + x)− ln(−xα,τ )
}
=
e−
1+(α+τ)2
2
2piΦ(τ/α¯)
exp
{
− ln(α(α+ τ) + 1)− ln(−(α+ τ))−
∫ x
1
(
α¯2t+ λτ +
α¯2
αtα,τ + t
+
α
tα,τ
)
dt
}
=
−e− 1+(α+τ)
2
2 (α+ τ)−1
2piΦ(τ/α¯){α(α+ τ) + 1} exp
−
∫ x
1
1 + α
2+1
(α¯2t+ατ)2
+ α(αt+τ)(α¯2t+ατ)
1
α¯2t+ατ
dt

= c(x) exp
(
−
∫ x
1
g(t)
f(t)
dt
)
,
assuming α¯+ ατ > 0 and α+ τ < 0. It follows that
lim
x→∞ c(x) =
−e− 1+(α+τ)
2
2 (α+ τ)−1
2piΦ(τ/α¯){α(α+ τ) + 1} > 0, limx→∞ g(x) = 1, limx→∞ f
′(x) = 0.
Therefore, by Proposition 1.1(a) and Corollary 1.7 in Resnick (1987) we have that Φα,τ is a Von Mises
function and Φα,τ ∈ D(G0).
A.4 Proof of Proposition 3.4
Recall that for brevity we write `n,α =
√
2(1 + α2) lnn and α¯ = (1 + α2)1/2 for any n ∈ N and α ∈ R. By
Proposition 2.3 we know that Φα,τ ∈ D(G0) and therefore by Proposition 1.1 in Resnick (1987) we have
that the normalising constants an > 0 and bn ∈ R can be obtained by solving the equation in (5). Here
we derive some approximations for an and bn. We distinguish two cases. First, we consider α ≥ 0. By
Proposition 2.3 the second equation of (5) gives an = 1/bn and by Proposition 2.2 the left hand-side term
of the first equation can be approximated as 1 − Φα,τ (bn) ≈ φα,τ (bn)/bn as n → ∞, and so through tail
equivalence we can focus on the equation nφα,τ (bn) = bn. Taking the logarithm on both sides we obtain
lnn− ln bn − 1
2
ln 2pi − b
2
n
2
+ ln Φ(αbn + τ)− ln Φ(τ/α¯) = 0. (14)
Dividing (14) by b2n gives bn = `n,0 + o(1) and
log bn =
1
2
(ln 2 + ln lnn) + o(1). (15)
We set αn = 1/`n,0. Using the fact that Φ(αbn + τ)→ 1 as n→∞ and plugging (15) in (14) we obtain
bn = `n,0 − 1/2 ln lnn+ ln(2
√
pi) + ln 2Φ(τ/α¯)
`n,0
+ o (1/`n,0) = βn + o(αn).
In the second case we assume α < 0. By Proposition 2.2 the left hand-side term of the first equation can
be approximated by φα,τ (bn)/{(1 + α2)bn + ατ} as n → ∞, and so through tail equivalence we can focus
10
on the equation nφα,τ (bn) = (1 + α
2)bn + ατ. By taking the logarithm on both sides and noting that from
Proposition 2.1
ln Φ(αbn + τ) ≈ −1
2
ln 2pi − (αbn + τ)
2
2
− ln(−(αbn + τ)), n→∞,
then we obtain
lnn− ln{(1 + α2)bn + ατ} − ln 2piατbn − τ
2
2
− b
2
nα¯
2
2
+ ln Φ{−(αbn + τ)} − ln Φ(τ/α¯) = 0. (16)
Dividing (16) by b2n then gives bn = `n,α + o(1). We set αn = 1/`n,α. Plugging bn in (16) we obtain
bn = `n,α − 2 ln(2
√
pi|α|) + ln lnn+ ln Φ (τ/α¯)− τ2/2
2`n,α
− ατ
1 + α2
+ o(1/`n,α) = βn + o(αn).
Finally, as in both cases α ≥ 0 and α < 0 we have an/αn → 1 and (αn − βn)/an → 0 as n → ∞, then by
Resnick (1987, Proposition 0.2) we have Φα,τ (αnx+ βn)→ G0(x) as n→∞.
A.5 Proof of Theorem 2.1
Let un = αnx + βn and vn = αnx + βn where αn and βn are respectively defined as in Section A.4 when
α ≥ 0 and α < 0. Let α¯ = (1 + α2)1/2 for any α ∈ R. When α ≥ 0 it is easy to check that u−2n ∼ `−2n,0 as
n→∞, which implies that O(u−2n ) = O((lnn)−1), and
u−1n = `
−1
n,0
{
1 +O
(
ln lnn
lnn
)}
.
Furthermore, by Proposition 2.1(ia) we can write
1− Φα,τ (un) = u−1n φα,τ (un){1 +O(u−2n )}.
Defining ϑn = n{1− Φ(un;α, τ)}, we may then write
ϑn = e
−x
[
1− (ln lnn)
2
16 lnn
{1 + o(1)}
]
.
Setting ϑ = e−x then gives
ϑ− ϑn = e−x (ln lnn)
2
16 lnn
{1 + o(1)}.
In the case when α < 0 it is also easy to check that
v−2n = `
−2
n,0α¯
2
[
1 +O
{(
ln lnn
lnn
)2}]
which implies that O(v−2n ) = O((lnn)
−1), and
v−1n = `
−1
n,0α¯
{
1 +O
(
ln lnn
lnn
)}
.
Furthermore, by Proposition 2.1(iic) we have
1− Φα,τ (vn) = −φ(x)φ(vα,τ ) {(α¯vn + ατ) vn,α,τΦ(τ/α¯)}−1 {1 +O(v−2n )},
11
where vn,α,τ = αvn + τ . Thus, when ϑn = n(1 − Φ(vn;α, τ)), using the additional approximation vn =
`n,α + o(1), we can write
ϑn = e
−x
[
1− (ln lnn)
2
4 lnn
{1 + o(1)}
]
,
from which we obtain
ϑ− ϑn = e−x (ln lnn)
2
4 lnn
{1 + o(1)}.
Then apply Leadbetter et al. (1983, Theorem 2.4.2) to complete the proof of the first assertion of the theorem.
Focusing on the normalising constants an and bn given in (5), we require the following lemma to determine
the speed of convergence to the Gumbel distribution.
Lemma 1. Let hα,τ (x; bn) = n log Φα,τ (f(bn)x + bn) + e
−x, where the normalising constant bn is given by
(5) and f is the auxiliary function defined in Proposition 2.3. Then
lim
n→∞ b
2
n
(
b2nhα,β(x; bn)− κ(x)
)
= ω(x),
where κ(x) and ω(x) depend on the sign of the slant parameter α and are defined in the statement of
Theorem 2.1.
The proof of Lemma 1 is provided in the Supplementary Material. Lemma 1 indicates that hα,τ (x, bn)→ 0
as n gets large and ∣∣∣∣∣
∞∑
i=3
hi−3α,τ (x, bn)
i!
∣∣∣∣∣ < exp (hα,τ (x, bn))→ 1, n→∞.
Then, noting that exp {hα,τ (x, bn)} = Φnα,τ (anx+ bn)G0(x)−1 and applying Lemma 1 once more, we have
b2n
[
b2n
(
Φnα,τ (anx+ bn)−G0(x)
)− κ(x)G0(x)] = b2n [b2n(Φnα,τ (anx+ bn)G0(x) − 1
)
− κ(x)
]
G0(x)
= b2n
[
b2n (exp {hα,τ (x, bn)} − 1)− κ(x)
]
G0(x)
= b2n
[
b2n
(
hα,τ (x, bn) +
hα,τ (x, bn)
2
2
+
∞∑
i=3
hα,τ (x, bn)
i
i!
)
− κ(x)
]
G0(x)
=
[
b2n
(
b2nhα,τ (x, bn)− κ(x)
)
+ b4nhα,τ (x, bn)
2
(
1
2
+ h(x, bn;α, τ)
∞∑
i=3
hα,τ (x, bn)
i−3
i!
)]
G0(x)
→
[
ω(x) +
κ2(x)
2
]
G0(x), n→∞.
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Supplementary material for ‘Extremal properties of the univariate
extended skew-normal distribution’
B. Beranger∗†, S. A. Padoan‡, Y. Xu∗ and S. A. Sisson∗
Abstract
This document contains the proof of Lemma 1 used in proof of Theorem 2.1 in the main paper.
Note that all references below of the form (·∗) refer to equation (·) in the main paper. When we refer to
a proposition or theorem we implicitly refer to a result in the paper unless otherwise specified.
1 Technical details
We first recall the statement.
Lemma 1. Let hα,τ (x; bn) = n log Φα,τ (f(bn)x + bn) + e
−x, where the normalising constant bn is given by
(5∗) and f is the auxiliary function defined in Proposition 2.3. Then,
lim
n→∞ b
2
n
(
b2nhα,β(x; bn)− κ(x)
)
= ω(x),
where κ(x) and ω(x) depend on the sign of the slant parameter α and are defined in Theorem 2.1.
Proof. We first need the following auxiliary result.
Lemma 2. For large x, the tail probability associated with the univariate extended skew-Normal distribution
ESN(α, τ) is given, as a function of the sign of the slant parameter α, by
(i) For α ≥ 0,
1− Φα,τ (x) = (2pie)−1/2
(
1− x−2 + 3x−4 +O(x−6)) Φ(xα,τ )
Φ(
√
τατ/α)
exp
(
−
∫ x
1
g(t)
f(t)
dt
)
.
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(ii) For α < 0
1− Φα,τ (x) =
− exp
{
− 1+(α+τ)22
}
2piΦ(
√
τατ/α)(α(α+ τ) + 1)(α+ τ)
× exp
{
−
∫ x
1
g(t)
f(t)
dt
}
×
{(
1− 1
x2
+
3
x4
)(
1− α
2τα
x
− αττα
x2
)
−
(
1− 1
x2
− 3
x2α,τ
)(
α¯2
x2α,τ
+
ατ
xx2α,τ
)
+
αxα,τ
α¯2
[
ατx+ 2
x3
− ατx+ 4
x5
− ατx+ 2
x3 (x+ τα)
2
α¯2
− 2ατx+ 6
x4 (x+ τα) α¯2
+
3ατ
x6
− τ
2
α(α
2 − 1)
x4 (x+ τα)
2
τα
+
4τα
x5 (x+ τα)
+
11τ2α
x3 (x+ τα)
3
ατ
+
6τ2α
x2 (x+ τα)
4
ατ
]
+O
(
1
x6
)}
,
where τα = τα/α¯
2, α¯+ ατ > 0, α+ τ < 0 and f(t) and g(t) are defined in Proposition 2.3.
Proof. The tail probability can be written as
1− Φα,τ (x) =
∫ ∞
x
1
t
(
tφα,τ (t) +
τα(ατt+ 1)
τt2
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
)
dt−
∫ ∞
x
τα(ατt+ 1)
τt3
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
dt,
which from the change of variables
u = −t−1, dv = −tφα,τ (t)− τα(ατt+ 1)
τt2
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
, du = t−2, v = φα,τ (t) +
α
(1 + α2)t
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
,
yields
1− Φα,τ (x) = 1
x
(
φα,τ (x) +
τα
τx
φ(x)φ(tα,τ )
Φ(
√
τατ/α)
)
−
∫ ∞
x
1
t2
φα,τ (t)dt−
∫ ∞
x
τα(ατt+ 2)
τt3
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
dt.
Applying a similar change of variable to the remaining two integrals and iterating these steps multiple times
gives
1− Φα,τ (x) = φα,τ (x)
x
{
1− 1
x2
+
3
x4
− 15
x6
+
φ(xα,τ )
Φ(xα,τ )
[
τα
xτ
− τα
x3τ
− τ
2
α(ατx+ 2)
x2(x+ τα)ατ2
+
3τα
x5τ
+
τ2α(ατx+ 4)
x4(x+ τα)ατ2
+
τ3α(ατx+ 2)
x2(x+ τα)3α2τ3
+
τ3α(2ατx+ 6)
x3(x+ τα)2α2τ3
− 15τα
x7τ
− τ
2
α(3ατx+ 18)
x6(x+ τα)ατ2
− τ
3
α(ατx+ 4)
x4(x+ τα)3α2τ3
− τ
3
α(4ατx+ 20)
x5(x+ τα)2α2τ3
+
τ4α
x2(x+ τα)4α2τ3
+
2τ4α
x3(x+ τα)3α2τ3
− τ
4
α(ατx+ 2)(6x+ 3τα)
x3(x+ τα)5α3τ4
− τ
4
α(2ατx+ 6)(6x+ 4τα)
x4(x+ τα)4α3τ4
]}
+R, (1)
2
where
R =
∫ ∞
x
105
t8
φα,τ (t)dt+
∫ ∞
x
15τα(ατt+ 8)
t9τ
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
dt
+
∫ ∞
x
τ2α
ατ2
[
3ατ
t7(t+ τα)
+
(3ατt+ 18) (8t+ 7τα)
t8 (t+ τα)
2
]
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
dt
−
∫ ∞
x
τ3α
α2τ3
[
ατ
t5 (t+ τα)
3 +
4ατ
t6 (t+ τα)
2 −
(ατt+ 4) (8t+ 5τα)
t6 (t+ τα)
4 −
(4ατt+ 20) (8t+ 6τα)
t7 (t+ τα)
3
]
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
dt
−
∫ ∞
x
τ4α
α3τ4
[
ατ (19t+ 6τα)
t4 (t+ τα)
5 +
2ατ (19t+ τα) + 36
t4 (t+ τα)
5 −
(ατt+ 2) (6t+ 3τα) (9t+ 4τα)
t5 (t+ τα)
6
− (2ατt+ 6) (6t+ 4τα) (9t+ 5τα)
t6 (t+ τα)
5
]
φ(t)φ(tα,τ )
Φ(
√
τατ/α)
dt.
Through similar calculations it can be shown that∫ ∞
x
1
t8
φ(t;α, τ)dt <
1
x9
φ(x;α, τ) +
∫ ∞
x
α
t9
φ(t)φ(αt+ τ)
Φ(τ/
√
1 + α2)
dt,
and then it is trivial to prove that each term of R converges to 0 with rate o(x−8) or faster.
When α ≥ 0, then x5φ(αx+ τ)→ 0 and Φ(αx+ τ)→ 1, as n→∞ and thus (1) becomes
1− Φα,τ (x) = 1√
2pie
{
1− 1
x2
+
3
x4
+O
(
1
x6
)}
Φ(xα,τ )
Φ(
√
τατ/α)
exp
(
−
∫ ∞
x
g(t)
f(t)
dt
)
.
When α < 0, then using the results in Canto e Castro (1987) we have that
Φ(xα,τ )
{
1− 1
x2
+
3
x4
+O
(
1
x6
)}
=
−φ(xα,τ )
xα,τ
(
1− 1
x2
− 1
x2α,τ
+
3
x4
+
1
x2xα,τ
+
3
x4α,τ
+O
(
1
x6
))
,
then we have
1− Φα,τ (x) = −φ(x)φ(xα,τ )f(x)
xα,τΦ(
√
τατ/α)
×
{(
1− 1
x2
+
3
x4
)(
1− α
2τα
x
− αττα
x2
)
−
(
1− 1
x2
− 3
x2α,τ
)(
α2 + 1
x2α,τ
+
ατ
xx2α,τ
)
+
ταxα,τ
τ
[
ατx+ 2
x3
− ατx+ 4
x5
− ταx+ 2
x3 (x+ τα)
2 −
2ταx+ 6
x4 (x+ τα)
+
3ατ
x6
− τ
2
α(α
2 − 1)
x4 (x+ τα)
2
ατ
+
4τα
x5 (x+ τα)
+
11τα
x3 (x+ τα)
3
ατ
+
6τα
x2 (x+ τα)
4
ατ
]
+O
(
1
x6
)}
.
Finally the proof is completed by taking the following result from Section A3, when α < 0:
−φ(x)φ(xα,τ )f(x)
xα,τΦ(
√
τατ/α)
=
−e− 1+(α+τ)
2
2
2piΦ(
√
τατ/α){α(α+ τ) + 1}(α+ τ)
exp
(
−
∫ x
1
g(t)
f(t)
dt
)
.
When α ≥ 0, then by Proposition 2.3, the auxiliary function is f(t) = 1/t. Then by equation (5*) we
have 1 − Φα,τ (bn) = n−1 so that bn → ∞ as n → ∞. Using Proposition 2.2 and the approximation of
3
φα,τ (b
−1
n x+ bn) it can be shown that
limn→∞ bn
1−Φα,τ (xbn )
φα,τ (bn)
= exp(−x) and limn→∞ 1−Φα,τ (xbn )b−4n = 0,
where xbn = b
−1
n x+ bn. Now, define
Aα,τ (bn) =
Φ(bn,α,τ )
(
1− b−2n + 3b−4n +O(b−6n )
)
Φ(xbn,α,τ )
(
1− x−2bn + 3x−4bn +O(x−6bn )
) ,
with bn,α,τ = αbn + τ and xbn,α,τ = αxbn + τ , which has the properties
limn→∞Aα,τ (bn) = 1, limn→∞
Aα,τ (bn)−1
b−2n
= 0, limn→∞
Aα,τ (bn)−1
b−4n
= −2x.
Applying Lemma 2(i) gives
1− Φα,τ (bn)
1− Φα,τ (xbn)
e−x = Aα,τ (bn)
exp
(
− ∫ bn
1
t
(
1 + 1t2
)
dt
)
exp
(− ∫ xbn
1
t
(
1 + 1t2
)
dt
)e−x
= Aα,τ (bn)
{
1 +
∫ x
0
t
b2n
+
1
b2n + t
dt+
1
2
(∫ x
0
t
b2n
+
1
b2n + t
dt
)1/2
(1 + o(1))
}
.
Using the above results leads to
lim
n→∞
hα,τ (x; bn)
b−2n
= lim
n→∞
log Φα,τ (xbn) + (1− Φα,τ (bn))e−x
bnn−1 × b−3n
= lim
n→∞
− (1− Φα,τ (xbn))− 12 (1− Φα,τ (xbn))2 (1 + o(1))
φα,τ (bn)b
−3
n
+ lim
n→∞
(1− Φα,τ (bn))
φα,τ (bn)b
−3
n
e−x
= lim
n→∞
bn (1− Φα,τ (xbn))
φα,τ (bn)
1−Φα,τ (bn)
1−Φα,τ (xbn )e
−x − 1
b−2n
≈ lim
n→∞
e−x
b−2n
{
Aα,τ (bn)− 1 +Aα,τ (bn)
∫ x
0
t
b2n
+
1
b2n + t
dt(1 + o(1))
}
= e−x lim
n→∞
∫ x
0
t+
1
1 + b−2n t
dt
= e−x
(
x2
2
+ x
)
= κ(x).
In a similar way, we have
lim
n→∞b
2
n
(
b2nhα,τ (x; bn)− κ(x)
)
= lim
n→∞
log Φα,τ (xbn) + (1− Φα,τ (bn))e−x
(
1− b−2n
(
x2
2 + x
))
φα,τ (bn)b
−5
n
= lim
n→∞
bn (1− Φα,τ (xbn))
φα,τ (bn)
×
1−Φα,τ (bn)
1−Φα,τ (xbn )e
−x
(
1− b−2n
(
x2
2 + x
))
− 1
b−4n
≈ e−x lim
n→∞
{
Aα,τ (bn)b
2
n
(∫ x
0
t
b2n
+
1
b2n + t
dt− x
2 + 2x
2
)
−Aα,τ (bn)
(∫ x
0
t
b2n
+
1
b2n + t
dt
)2(
1
2
− x
2 + 2x
4b2n
)
+
Aα,τ (bn)− 1
b−4n
}
= e−x
(
−x
2
2
− 1
2
(x
2
+ x
)2
− 2x
)
= −e
−x
8
(
x4 + 4x3 + 8x2 + 16x
)
= ω(x).
4
Now, consider α < 0. By Proposition 2.3 the auxiliary function is f(t) = 1/(α¯2t+ατ). Using Proposition 2.2
and after some simple manipulations we obtain
limn→∞ bn
1−Φα,τ (f(bn)x+bn)
φα,τ (bn)(α2+1)−1
= e−x and limn→∞
1−Φα,τ (f(bn)x+bn)
b−4n
= 0.
Define
Bα,τ (bn) =
Cα,τ (bn)
Cα,τ (f(bn)x+ bn)
,
where
Cα,τ (x) =
(
1− 1
x2
+
3
x4
)(
1− α
2τα
x
− αττα
x2
)
−
(
1− 1
x2
− 3
x2α,τ
)(
α2 + 1
x2α,τ
+
ατ
xx2α,τ
)
+
xα,ττα
τ
[
ατx+ 2
x3
− ατx+ 4
x5
− ατx+ 2
x3τ2α(1 + α
2)
− 2ατx+ 6
x4 (x+ τα) (1 + α2)
+
3ατ
x6
− τ
2
α(α
2 − 1)
x4 (x+ τα)
2
ατ
+
4τα
x5 (x+ τα)
+
11τ2α
x3 (x+ τα)
3
ατ
+
6τ2α
x2 (x+ τα)
4
ατ
]
+O
(
1
x6
)
.
Clearly limx→∞ Cα,τ (x) = 1 and thus limn→∞Bα,τ (bn) = 1. After some calculations it can then be shown
that
Bα,τ (bn)− 1 = f(bn)
{
−2xb−3n
(
3α2 + 1
α2(α2 + 1)
)
+ 3xτb−4n
(
6α4 + 5α5 + 2
α3(α2 + 1)2
)
+O
(
1
b6n
)}
and consequently
limn→∞
Bα,τ (bn)−1
b−2n
= 0 and limn→∞
Bα,τ (bn)−1
b−4n
= −2x(1+3α
2)
α2(α2+1)2 .
Thus, using Lemma 2(ii) and similar calculations as in Section A3, we can now write
1− Φα,τ (bn)
1− Φα,τ (f(bn)x+ bn)e
−x = Bα,τ (bn)
exp
{
− ∫ bn
1
g(t)
f(t)dt
}
exp
{
− ∫ f(bn)x+bn
1
g(t)
f(t)dt
}e−x
= Bα,τ (bn) exp
{
−
∫ x
0
g(f(bn)t+ bn)
f(f(bn)t+ bn)
f(bn)− 1dt
}
,
where
g(f(bn)t+ bn)
f(f(bn)t+ bn)
f(bn)− 1 = t(α2 + 1)f(bn)2 + α
2 + 1
f(bn)2 + (α2 + 1)t
+
α
bn,α,τ/f(bn) + ατ
≡ Dα,τ (t, bn).
Consequently we have
1− Φα,τ (bn)
1− Φα,τ (f(bn)x+ bn)e
−x = Bα,τ (bn)
{
1 +
∫ x
0
Dα,τ (t, bn)dt+
1
2
(∫ x
0
Dα,τ (t, bn)dt
)2}
.
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Then, using the above results we have
lim
n→∞ b
2
nhα,τ (x; bn) = lim
n→∞
log Φα,τ (f(bn)x+ bn) + (1− Φα,τ (bn))e−x
φα,τ (bn)b
−2
n f(bn)
= lim
n→∞ bn
(1− Φα,τ (bn))
φα,τ (bn)(α2 + 1)−1
×
1−Φα,τ (bn)
1−Φα,τ (f(bn)x+bn)e
−x − 1
b−1n
(α2 + 1)−1
f(bn)
= e−x lim
n→∞
Bα,τ (bn)
{
1 +
∫ x
0
Dα,τ (t, bn)dt
}− 1
bn
(α2 + 1)−1
f(bn)
= e−x lim
n→∞
Bα,τ (bn)− 1 +Bα,τ (bn)
∫ x
0
Dα,τ (t, bn)dt
b−2n
= e−x
∫ x
0
t+ 2
α2 + 1
dt
= e−x
x2 + 4x
2(α2 + 1)
= κ(x).
Through similar calculations we obtain
lim
n→∞b
2
n
(
b2nhα,τ (x; bn)− κ(x)
)
= lim
n→∞
log Φα,τ (xbn) + (1− Φα,τ (bn))e−x
(
1− b−2n
(
x2+4x
2(α2+1)
))
φα,τ (bn)b
−4
n ((α2 + 1)bn + ατ)−1
= lim
n→∞
bn (1− Φα,τ (xbn))
φα,τ (bn)(1 + α2)−1
×
1−Φα,τ (bn)
1−Φα,τ (xbn )e
−x
(
1− b−2n
(
x2+4x
2(α2+1)
))
− 1
b−3n
× (1 + α
2)−1
((1 + α2)bn + ατ)−1
≈ e−x lim
n→∞
{
Bα,τ (bn)b
2
n
(∫ x
0
Dα,τ (t, bn)dt− x
2 + 4x
2(α2 + 1)
)
−Aα,τ (bn)
(∫ x
0
Dα,τ (t, bn)dt
)2(
1
2
− x
2 + 4x
4(α2 + 1)b2n
)
+
Bα,τ (bn)− 1
b−4n
}
= −e−x
(
x2
(1 + α2)2
+
1
2
(
x2 + 4x
2(1 + α2)
)2
+
2x(1 + 3α2)
α2(α2 + 1)2
)
= −e−xα
2(1 + α2)2
8
{
(1 + 3α2)16x+ α2(x4 + 8x3 + 24x2)
}
= ω(x)
and the proof is complete.
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