Simple linear iterative clustering (SLIC) is an efficient superpixel method. However, it is sensitive to noise. Although simple noniterative clustering (SNIC) is more robust than SLIC, it may have a premature convergence problem in noise cases. In this paper, we propose an improved simple linear iterative clustering method called fuzzy simple linear iterative clustering (Fuzzy SLIC) which replaces the local K-means clustering in SLIC with a modified spatial fuzzy C-means clustering. It is non-sensitive to most types of noise like Gaussian noise, salt and pepper noise, and multiplicative noise. At the same time, it has comparable boundary adherence, computational performance and memory efficiency compared to SLIC and SNIC in nonnoise case. In the validation experiment, we tested SLIC, SNIC and Fuzzy SLIC on the BSD500 benchmark. The experiment results show that Fuzzy SLIC is more robust in most types of noise cases than SLIC and SNIC.
Introduction
The concept of superpixel was first introduced in [1] . After that, various efficient superpixel methods have been proposed. Superpixel methods group pixels similar in color and other properties [2] . They capture the redundancy, abstract and preserve the structure from the image [2, 3, 4] . Through substituting thousands of pixels to hundreds of superpixels, they also improve the computational efficiency of subsequent image processing tasks [2, 5, 6] . With the above advantages, superpixel methods are widely used as a preprocessing technique in many image processing tasks [2] .
A good superpixel method should have some properties, like compactness, partition, connectivity, boundary adherence, memory efficiency, and controllable number superpixels [2] . Each superpixel method has its own merits and its own suitable application cases. Among them, simple linear iterative clustering (SLIC) is a good choice as a preprocessing method for image segmentation tasks [4, 7] . SLIC adopts a local K-means clustering method to cluster pixels based on the color and spatial distance [8] . The superpixels generated by SLIC have good boundary adherence and regular size. However, SLIC is sensitive to most types of noise [9] . In addition, the number of superpixels is not controllable in noise cases. Simple noniterative clustering (SNIC) has been developed recently [10] . Compared to SLIC, SNIC has higher computational performance and memory efficiency. What's more, it also has better boundary adherence and has solved several shortcomings of SLIC. However, SNIC is still sensitive to noise. When the noise is introduced, it can maintain higher boundary adherence than SLIC because the utilization of priority queue can help it to maintain a constant superpixel generation rate which is uncontrollable in SLIC. However, the under segmentation error will still grow high due to the same reason. That is although the number of superpixels is controllable, some clusters will not converge or be easily trapped in a local solution in noise cases. In the field of intelligent optimization, this phenomenon is called premature convergence [11] . The utilization of priority queue in SNIC to achieve a noniterative optimization is a greedy strategy in fact. That is the reason why SNIC is much easier to get trapped in a premature convergence problem than SLIC.
To solve the noise sensitive problem of SLIC and SNIC and the premature convergence problem of SNIC in noise cases, in this paper, we introduce an improved simple linear iterative clustering method called fuzzy simple linear iterative clustering (Fuzzy SLIC) which is based on a modified spatial fuzzy C-means clustering method. To validate the proposed method, we tested our Fuzzy SLIC on the Berkeley benchmark (BSD500) [12] . To compare its robustness to SLIC and SNIC against different noise, we designed three noise testing cases: (1) salt and pepper noise, (2) Gaussian noise, (3) multiplicative noise (in each noise case, we tested the robustness of three methods against different noise levels respectively). The non-noise case is as a control experiment. We applied SLIC, SNIC, and Fuzzy SLIC on the above four testing cases. The results show that Fuzzy SLIC outperforms SLIC and SNIC in all noise cases used in the testing experiment and it also has a comparable performance to SLIC and SNIC in non-noise case in terms of boundary adherence, computational complexity, and memory efficiency.
The rest of paper is organized as follows. In Section 2, we introduce a modified spatial fuzzy C-means clustering method called local spatial fuzzy C-means clustering which is used in Fuzzy SLIC, then we provide the pseudo code of Fuzzy SLIC. At the end of this section, we analyze the computational complexity and memory efficiency of Fuzzy SLIC. In Section 3, we first introduce the experiment settings and benchmark metrics. Then, we present the analysis of the experiment results. In Section 4, we conclude the paper. We also provide some visual comparison results in the appendixes.
Methods

Local spatial fuzzy C-means clustering
Fuzzy C-means clustering (FCM) [13] is widely used in the field of image segmentation [7, 14, 15] . However, standard FCM is sensitive to some independent noise points [15] . To overcome this problem, some researchers proposed spatial constrained fuzzy C-means clustering methods (SFCMs) [15, 16] . Through introducing spatial information to FCM, SFCMs can yield homogeneous and are more robust to noise than standard FCM [15] . Although SFCMs have many advantages, they are also suffered from some problems like higher computational complexity. Considering these advantages and disadvantages, we select the method (sFCM) which is proposed in [15] . Compared to other SFCMs, sFCM is easy to implement, has lower computational complexity and higher memory efficiency. It is more suitable to be applied into superpixel generation, which requires high computational performance and memory efficiency. Similar to FCM, the objective function of sFCM is as follow,
where, N is the number of data points or pixels, M is the number of clusters, m is the fuzzy partition matrix exponent which should be larger than 1 for controlling the degree of fuzzy overlap, u ij is the degree of membership of data point i in the cluster j, and . donates inner product norm. By taking partial derivative of j in Equation 1 with u ij and c j respectively, we can obtain a necessary condition for local minima:
They are also the iterative update functions of u ij and c j .
The only difference between FCM and sFCM is that sFCM combines the spatial information in the fuzzy partition matrix U to compute the new fuzzy partition matrix U', sFCM adopts a 5×5 window centered at pixel i to select its neighbors and uses the neighbor's fuzzy partition degree to construct the spatial function as follow,
where, N b (i) is the set of the pixels selected by a square window which centers at pixel i. Then combine the H with U to obtain U',
where, p and q are the control parameters. Noted that, when p = 1, q = 0, sFCM becomes the standard FCM. A larger q means more important of the effect from neighbors. In this paper, we adopts p = 0, q = 2 to achieve good performance in noise resistance.
Using the U' to update the c, we can obtain the new c update function as follow,
Observing Equations 5 and 6, we can find that to update each pixels fuzzy partition degree and each cluster centroids position, we need to use all the points and clusters. It is not suitable for adopting it directly to the SLIC. Some researchers pointed out that the pixels in the overlapping search region shared by different clusters have the largest possibility to have multiple labels [4] . They proposed a concept called fuzzy superpixels. Fuzzy superpixels are composed of two parts: non-fuzzy part and fuzzy part. An example to explain this concept is showed in Figure 1 (for convenience, we call cluster G (green), cluster R (red), cluster Y (yellow), and cluster B (blue), the square area of each cluster is the search region of it). We can see that the position where black pixels are is only shared by G, R, and Y. It is not shared by B. There are totally four clusters in this example, but black pixels only have three possible labels (G, R, and Y). It means that the fuzzy partition is local. We can also see that in Figure 1 , there are some regions only have one label. Hence, these regions are non-fuzzy part and the regions like previous region, which has multiple labels are fuzzy part in the concept of fuzzy superpixels.
In this paper, we introduce the concept of fuzzy superpixels to sFCM. With the idea of fuzzy superpixels, now we can only use the local information to update each pixel's fuzzy partition degree and each cluster centroid's position. This makes modified sFCM have comparable computational complexity compared to the local K-means clustering used in SLIC. Furthermore, the original fuzzy superpixels only consider static overlapping regions. Now we extend it to dynamic overlapping regions.
Once a cluster centroid's position is updated, its overlapping region shared with neighboring clusters also needs to be updated. Besides, we find that most of pixels do not have more than 3 labels. To further reduce computational complexity and memory stress, we set the maximum number of labels of a pixel to 3. Then the fuzzy partition matrix U can be updated using the Algorithms 1 and 2. for j = 1 to 
end end Different to sFCM, we use a 3 × 3 window to select the neighbors of each pixel. Algorithm 3 shows the details of H update. The pseudo-code of Fuzzy SLIC is shown in Algorithm 4. The difference between SLIC and Fuzzy SLIC is only the clustering method.
Computational complexity and memory cost
Compared to SLIC, Fuzzy SLIC has two more steps to update H and U in its clustering method, the computational time of H update is proportional to 8 × N (8 neighbors of each pixel selected by a 3 × 3 window), and the computational time of U update is proportional to N . Hence, the additional computational complexity of Fuzzy SLIC compared to SLIC is O(N ) + O(8N ). The total computational complexity of Fuzzy SLIC is
It is also similar to SNIC. Therefore, it has comparable computational performance compared to SLIC and SNIC. As to the memory requirement, Fuzzy SLIC needs 5 additional N ×3 floats to store U, H, U, Memb, and DMat, which is slightly inferior to SLIC and SNIC.
Algorithm 3 Spatial information matrix update
Input: Fuzzy partition matrix U, membership matrix Memb, count vector count; Output: Spatial information matrix H; 
Experiment settings
To validate the proposed method, we selected the BSD500 dataset as the benchmark. We implemented Fuzzy SLIC in C source code with MAT-LAB interface. To ensure the fairness of comparison, we selected the same implementation of SLIC and SNIC which are downloaded from the official page of IVRL EPFL ( https://ivrl.epfl.ch/research-2/research-cur rent/research-superpixels/). In the experiments, SLIC is set with max iterations 10, compactness coefficient 20. SNIC is set with compactness coefficient 20. Fuzzy SLIC is also set with max iterations 10 but the compactness coefficient 15.
From
where, C is the compactness coefficient. In Equation 4 , the h ij is updated by summing u kj of all neighboring pixels of pixel i. Because these neighbors are selected by a 3×3 window centered at pixel i, it results in the spatial distances from these pixels to one cluster centroid j very close to each other and also close to the spatial distance from pixel i to j. That is to say, in spatial domain there is no large difference between one pixel and its direct connected neighbors. However, the color distances are not so close. . We compared their performances in these cases respectively. All cases are run on a personal computer with Mac OSX 10.14.1, Intel Core i5 2.3 GHz 4 cores CPU, and 16 GB RAM.
Evaluation metrics
The evaluation metrics we select are two standard measures for boundary adherence: boundary recall rate and under segmentation error [17, 18] .
Boundary recall (BR)
. BR is used to evaluate the boundary adherence of superpixel methods. It measures how many boundary pixels of ground truth can be matched by the boundary pixels of a superpixel. If a ground truth boundary pixel is within a distance threshold (usually 2 pixels) of a superpixel boundary pixel, it can be regarded as a hit [1] . The percentage of ground truth boundary pixels matched by superpixel boundaries is the recall rate, and it is ranged from 0 to 1, the higher boundary recall rate means better boundary adherence. Boundary recall rate can be calculated using following formula,
where, N g is the total number of ground truth boundary pixels, y j is the spatial position of one pixel in superpixel boundary pixel set, and x i is the spatial position of ground truth boundary pixel i.
Under segmentation error (UE). UE is another boundary adherence evaluation metric. In an ideal superpixel method, every superpixel should only belong to single object. UE measures the percentage of superpixels which belong to multiple objects. So it is also called leaking rate. It can be calculated as follow,
where, N is the total number of pixels, o j donates the pixel set of superpixel j, |o j | is the number of pixels in superpixel j, M is the number of superpixels, g a donates the pixel set of any ground truth object, and logical(o j | (o j g a ) = ∅) * logical(o j g a = ∅) == 1 means that superpixel j belongs to multiple objects. Figure 2 shows the BR curves and UE curves obtained by SLIC, SNIC, and Fuzzy SLIC in the non-noise case respectively. From Figure 2 , we can see that SNIC obtains the highest BR rate compared to SLIC and Fuzzy SLIC, while Fuzzy SLIC obtains the lowest UE against other two methods. In general, in non-noise case, the difference among these three methods is not significant. Some visual comparison results are shown in Figures 7 and 11 (the M of three methods are the same 400). Results from the non-noise case. In this case, SNIC achieves the highest BR rate against rest two methods and Fuzzy SLIC obtains the lowest UE against other two methods. Overall, the difference between three methods is not significant.
Performance analysis
curve in this case. We can find that BR rate of SLIC reduces much more significantly than the other two methods. At the same time, its UE also increases much more significantly than the other two methods. With the utilization of priority queue, SNIC can control the number of superpixels generated and so it achieves better noise resistance in zero mean Gaussian noise than SLIC. Some of the visual comparison results obtained by SLIC, SNIC, and Fuzzy SLIC with mean 0, variance 0.01 Gaussian noise are shown in Figures 8 and 12 (the M of three methods are the same 400). Figure 4 shows the results obtained by all three methods in the multiplicative noise (multiplied by mean 0, variance [0.01, 0.04] Gaussian noise) case. In this case, SNIC and SLIC achieve higher BR rate and lower UE compared to their performance in Gaussian additional noise case with the same noise level. Fuzzy SLIC still achieves the best BR curve and UE curve against other two methods. The similar results can be seen in Figures 9 and 13 . They are some of the visual comparison results obtained by three methods in the multiplicative noise case (multiplied by mean 0, variance 0.04 Gaussian noise) with the same M = 400. Figure 5 shows the noise resistance test with the noise density [0.1, 0.15, 0.2] salt and pepper noise. SLIC performs much better in this case than previous two noise cases. It means that SLIC is more resistant to salt and pepper noise than Gaussian noise and multiplicative noise. However, SNIC is more sensitive to salt and pepper noise than previous two types of noise. We can see that with the increasing of noise density, the BR rate of SNIC reduces quickly and UE increases to the similar level compared to SLIC. Fuzzy SLIC still achieves the highest BR rate and lowest It can be seen clearly that Fuzzy SLIC obtains similar BR curve and UE curve compared to its performance in the non-noise case. With the increasing of variance, the BR rate and UE obtained by Fuzzy SLIC do not change so much. However, the BR rate obtained by other two methods decreases significantly, compared to the non-noise case, and the UE obtained by them also increases significantly. 14 , we can see that SNIC and Fuzzy SLIC are better in controlling the number of superpixels. However, some of the superpixels generated by SNIC prematurely converge in noise cases. That results in some white points (small superpixels) in its segmentation results. Fuzzy SLIC does not have such a problem. Fuzzy SLIC achieves similar boundary adherence in these noise cases as it is applied in non-noise case. The only difference is that with the noise level increasing, the shape of superpixels generated by Fuzzy SLIC becomes more irregular. This can be solved with a larger compactness coefficient to control the shape regularity of superpixels. Figure 6 shows the average execution time comparison of all methods applied 20 times to a 321×481 image. We can see that the average execution time of Fuzzy SLIC is almost 3 times of SLIC and SNIC. It reduces the computational efficiency to obtain better noise resistance than SLIC and SNIC. In practical applications, we can consider the use of GPU to speed up the algorithm.
Conclusion
This paper proposes a robust SLIC based on local spatial fuzzy C-means clustering. The proposed method, compared to SLIC and SNIC, has comparable performance in non-noise case. However, it is more robust for noise cases. It can also maintain a good boundary adherence for noisy images. In the future, we aim to improve the computational speed of the algorithm, for example, using parallel processors.
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