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I. THEORETICAL STUDY 
1. INTRODUCTION ~ 
In this article we study the behaviour of the set of solutions to the 
problem 
i 
-24” = f(u) + lg(x) on (0, l), 
u(O)=u(l)=O. (1.1) 
Here f is a convex nondecreasing function with f(0) = 0, f’(0) = 0, 
superlinear at co, and g is strictly positive in (0, 1). For f(u) = 1 u 1 *-‘u for 
p > 1, and g(x) = 1, the global behaviour of the solutions is established 
rigorously and is also obtained by numerical computation via a con- 
tinuation method. Some of the results concerning the branch of positive 
solutions extend to the semilinear problem 
1 
-Au = f(u) + lg(x) in Sz, 
u=o on K?, (1.2) 
where Sz c RN is a smooth bounded domain. 
For N> 1, I=O, f(u)= IuI*-‘u, the equation 
1 
-Au= IuI*-‘u in Q, 
u=o on aQ, 
* This work was carried out when the author was in INRIA under deputation from TIFR, 
India. 
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does not admit any nontrivial solution, when Sz is star-sharped and 
p > (N+ 2)/(N- 2). (cf. [ 161). For p < (N+ 2)/(N-- 2), existence of 
infinitely many solutions can be proved using the Lusternik-Schnirelmann 
theory. (See, for example, [17].) 
In the case ;1# 0, in one dimension, for a function f satisfying 
lim ‘0 = + 00 3 
S-+frn s 
Ehrmann [8] and FuEik and Lovicar [9] show the existence of infinitely 
many solutions for the equation 
{ 
-u” = f(u) + h(x) in (0, 11, 
u(O)=u(l)=O 
In fact, the results of [S, 91 are more general, proved for the function of the 
type f(x, u). In higher dimension, for f( U) = 1 u 1 p ~ ’ U, Bahri and Berestycki 
[2] get infinitely many solutions for the equation 
i 
-Au= IUIp-lU+h(x) in 0, 
u=o on a52, 
provided p <pN, for a certain 1 < pN < (N+ 2)/(N-2). In the case 
f(u) = u3, a necessary and sufftcient condition for the existence of a positive 
solution to the equation 
-du=U3+h(x) in R, 
u=o on asz 
is obtained by Baras and Pierre [3]. 
A number of authors have studied the equation 
i 
-du=Af(u) in Q2RN, 
u=o on asz. (1.3) 
Depending on the type of nonlinearity f, the branch of positive solutions is 
unbounded or turns back, etc. A complete and up-to-date presentation of 
these results can be found in the survey of P. L. Lions [14]. We would like 
to refer also to the work of Peitgen and Schmitt [lS], where a 
two-parameter problem is studied: 
Lu + Af( u) = 0 in 52cRN, 
24=CT(fl on af2, (1.4) 
where f is asymptotically linear and L is an elliptic operator. Since the 
parameter 0 here plays a somewhat similar role as the parameter 1 in (1.1 ), 
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the bifurcation diagram for the ODE model of (1.4) exhibits a bifurcation 
structure, very much related to the one observed in our case. 
In one dimension, more precise information is obtained (see [4]) for 
Eq. ( 1.1) when I = 0 and f satisfies 
f(O) = f’(O) = 0, 
f(s) and -f(-s) are strictly increasing in [0, co ), 
s s 
lim fO = + ~0 
s-+*m s 
(see also [7]). There exists exactly one solution U: EC: , k E N, where 
C,={u~~~(O,1);has(k-1)nodesin(O,1)},’ 
z; = {uEzk;u’(0)>O); z; = -c+ k * 
Now the natural question is how this set of solutions changes when the 
term Ig(x) is added to f(u). More precisely, the question is whether there 
is a branch passing through each solution for i = 0 and what is its global 
behaviour. 
The motivation to study such problems comes from the fact that this 
type of equations appears naturally in many physical phenomena. It also 
arises in the work of J. L. Lions (cf. [ 131) on optimal control of systems 
with multiple states. 
Our main result concerns the equation 
i 
-u”= IulP-l u+l in (0, 11, 
u(O)=O=u(l). 
We use the notations 
%-go, l)= {u@(O, 1);U(o)=U(l)=o}, 
X= {(A, U) E R x %?h(O, 1); (A., U) satisfies (1.5)}, 
E= {(A, u)EX; u’(O)=u’(l)=O), 
s,+ =clo{(l, U)EX, 
(1.5) 
u has exactly (k - 1) nodes in (0, 1); u’(0) > 01, 
s;=-s+ 
k 9 
Sk =s: us,. 
’ Node is a simple zero. Note that for I = 0, a nontrivial solution can have only simple 
ZiXOt%. 
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Now our main result is: 
THEOREM 1.1. For Eq. (1.5), VP> 1, we have: 
(i) Sk is bounded in X for all k E N. 
(ii) S1 is connected, each S,, + 1, for k > 1, consists exactly of two 
connected components S& + 1 and S, + 1 which are W1 curves. 
(iii) Each SZk is a closed V1 curve. 
(iv) There exist infinitely many bifurcation points {P,,, Q,,} for 
ke N, where Q2k = - Plk, 
Furthermore, 
(a) P2k = (A,,, uZk) with u2k E E, 
(b) Ens,+,+, = IP2k, Q,k+z>, 
Cc) Ens,,, = {& Plk+2), 
(d) EnS~={P,,,Q,,},fork~l. 
(v) Each S: possesses at least one turning point Rh for k > 1. 
Remark 1.2. In fact an explicit expression for P,,, Qzk can be obtained 
by an appropriate integration and a change of variable: 
P2k = t&k, &k); Qx = - p2k, 
Remark 1.3. The results in the theorem are illustrated by the global 
picture, obtained numerically for the case f(u) = n3. The bifurcation 
diagram consists of two spirals starting from 0, corresponding to the 
branches SZk + 1, k > 0, cut by a series of closed curves, corresponding to 
the branches Szk, k > 1. 
Remark 1.4. For the case f(u) = u3, the results announced in the 
theorem can be obtained directly, by a phase plane argument, somewhat 
similar to the one used by Tesai and de Mottoni (cf. [7]). 1 
In the following sections, we prove Theorem 1.1 and obtain the extension 
of a few results concerning the branch of positive solutions to Eq. (1.2) in 
higher dimensions. Also refer to [S, 141 for similar results and to [12] for 
results in one dimension. 
In Part II, the numerical scheme used to follow up the branches is 
described. The numerical results are also presented. 
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The author is grateful to Professor H. Berestycki, for suggesting the 
problem and for many fruitful discussions. 
2. A MODEL PROBLEM 
To get an insight into the result, we first analyse a simpler equation 
-Au= 
u=o 
a u+h(x) in 0, 
on aQ,a>o. (2-l) 
The global behaviour of the solutions of this equation for certain 
functions h is indeed a prototype of the behaviour described in 
Theorem 1.1. 
For h(x) = 0, (2.1) is an eigenvalue problem and the only solutions are 
where #k satisfies 
-Ah = PJA in Q, 
hC=O on a52, 
Let us consider the case h = @j. First we look for solutions of the type 
u = tjqSj. Substituting in the equation, we obtain 
FIGURE 1 
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Thus depending on the value of 1, we have one, two, or three solutions. 
The branch Sj in the 1-u plane could be represented as shown in Fig. 1. 
If pj is an eigenvalue of multiplicity p > 1, and #j is the normalized eigen- 
vector in the corresponding eigenspace of dimension p, then again u is uni- 
quely determined just as in the previous case and we get a similar solution 
curve Si. 
Next we look for other solutions of the type 
A direct substitution into the equation and projection onto the 
eigenspaces lead to the equations 
ujtj = (t,‘+ t:y tj + a, 
pktk = (ti’+ t-p tk. 
For t, #O, 
u = tjqsj -I- f&k. 
This shows that (tj, t,J forms an ellipse Sk, which cuts Sj for the value 
tk = 0. Even if pj is an eigenvalue of multiplicity p > 1, the same behaviour 
persists. 
It can be checked easily that there can be at most only one component 
dk different from dj. Then the only solutions corresponding to 
h = Aqbj 
are 
{ 
u = tj$bj, 
u = tjdj + t&k. 
The bifurcation diagram consists of an unbounded curve Sj, cut by ellip- 
ses Sk, which is somewhat similar to the behaviour described in the 
theorem. We can also analyse the case 
h = 5 AjqSji. 
j=l 
which again leads to a bifurcation diagram similar to the above one. 
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3. POSITIVE SOLUTIONS IN DIMENSION IV> 1 
Let 0 be a smooth bounded domain in RN and q be a continuous 
function on 8. Let p1 = pl(q, Sz) denote the first eigenvalue of the problem 
I 
-Au + q(x)u = p, 24 in 52, 
u=o on a52. 
Thus ~~(0, Sz) denotes the first eigenvalue of the Laplacian. Let f= f(s) 
be a %?I function, f: R + R, verifying 
f(0) = 0; fw=o, (3.1) 
f is convex, nondecreasing, (3.2) 
lim fO = + 00. 
s+*m s (3.3) 
Let g be a continuous function g:, 0 + R such that 
g>o on 52. (3.4) 
The following classical lemma will be crucial for our proof. 
LEMMA 3.1. There does not exist a function u E %‘(a) n $?‘(a) satisfying 
1 -du+qu>p,u in 52, for q e W’(O), 
1 U>O on asz, 
where pl =P~(Q, ). 
Prooj: We recall that the first eigenfunction 
can be chosen to be positive in 12: 
I 
-@+q#=p,b in 
q=o on 
(3.5) 
4 of the following problem 
8. 
af-2. (3.6) 
Supposing that there exists a function u satisfying (3.5), we get by mul- 
tiplying (3.5) by 0 and integrating by parts and using (3.6) 
f 3>0 an an * (3.7) 
Since +/an < 0 on aa, we get a contradiction. 1 
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Next we show that there are no positive solutions for large values of A. 
Analogous results are known for Eq. (1.3). (See, for example, [14].) 
PROPOSITION 3.2. Under the assumptions (3.1) to (3.4), there exists a 
constant M, 0 <MC 00, such that there exists no positive solution for 
Eq. (1.2)for 1>M. 
ProoJ: To obtain the proof by contradiction, we suppose that there 
exists (Aj, uj), a sequence of positive solutions for (1.2) with Lj + co. Fix a 
proper subset L2, c 52 and let pi = ~~(0, a,). 
We claim that uj goes to cc uniformly over compact subsets of 8. In fact 
for any Q, c Kc 0, Q, open and K compact, we have g > 0 in 0, and 
Thus it follows that 
-Auj > Ljg in Sz,. 
uj > AjV in 52,, 
where v is the positive solution of the problem 
I 
-Av=g in L?,, 
v=o on an,. 
Thus for Jj tending to co, uj goes to co uniformly over K. This fact together 
with (3.2), (3.3) gives 
for some j large enough. Hence for this uj, 
I 
-Auj >p,uj in Q,, 
uj > 0 on aGo, 
which leads to a contradiction in view of the lemma. Thus the proposition 
follows. 1 
Now by the use of standard continuation arguments, essentially due to 
Crandall and Rabinowitz (see [SC]), we can prove the following 
proposition. 
PROPOSITION 3.3. There exists a number A:, 0 c 2: -C A4, such that there 
exists a branch of positive solutions (2, uz(x)) for 0 -C 1~ A: satisfying 
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(i) for 0 <a < 1, uL is a W map from CO,&+) into 49*,“(D); 
(ii) for fixed 1, u,(x) is the minimal positive solution; 
(iii) Us is a nondecreasing function of I for x E 8. 
For the proof of this proposition, one can refer to [5b, c] and the 
references given there. 1 
Remark 3.4. Define the operator G: Ht x [w -+ H-’ by 
G(u, A) = -Au-f(u) - l.g(x), (3.8) 
then the partial derivatives are given by 
G,(u, 1)~ = -Au - f’(u)v, 
G,(u, A) = - g(x). 
(3.9) 
Remark 3.5. The eigenvalues pi of the linearized problem are given by 
pi = pi( - f’(u), Sz). By (ii) of Proposition 3.3 and the fact 
PAL Q)<Pi(l?9 Q, for f<s, (3.10) 
we see that the eigenvalues are decreasing along the branch of minimal 
positive solutions. 1 
To describe the behaviour of the branch near A:, we need the following 
proposition on the boundedness of positive solutions. 
PROPOSITION 3.6. The positive solutions of (1.2) are bounded in W**“(Q) 
for 1 > 0. 
Proof For N > 1, with a few more assumptions onf, the proof follows 
easily from a theorem proved in [6]. So we indicate here a simple proof in 
one dimension, for Eq. (1.1) under assumptions (3.1) to (3.4). 
Let u be a positive solution of (1.1) with 11 u IIWgo = u(t,J and u’ > 0 in 
(0, to) and u’<O in (to, 1). Multiplying (1.1) by u’(x) and integrating in 
(0, to), we have 
I 1 u’(O) I2 G F(u(t,)) + 1 II g II~~ u(b), (3.11) 
where F(s) = f; f(t) dt. Hence, to obtain bounds in V’(0, 1) for u, it is 
enough to show that II u 1) ye is bounded. 
The proof is by contradiction and we suppose the existence of a sequence 
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(uj, Aj) with 0 < Aj < ,I:, with 11 uj jl ye = uj( tj) + cc as j -+ co. As before, a 
suitable integration leads to 
These show that I uJ0)) and 1 UJ 1) I also tend to co, for j tending to GO. 
Fix some E > 0, small, and choose 
a’P,(o, (5 1 --E)), 
and then m and .sj, E;, such that 
1 f(m) - =o, m ~~(82:) = m = uj( 1 - sy). 
This is always possible because of the condition (3.3) on f: 
For x in (0, E;), by integrating (1.1) between 0 and x, 
IU~(X)-U~(O)l < [~f(“jtt)Jdz+l II gIIWouj(x)~wm~ 
This gives U;(X) + co for x in (0, E,!). A similar estimate holds good for x in 
(1 -E;, 1). Thus for 0 < uj(x) <m, there exists Dj B 0 such that 
( IuJx)I>D, foreach j, 
1 Dj+co as j+co. 
Then 
Thus, both E;, E,? go to 0 as j+ 00. Hence there exists Jo, large enough, 
such that for j 2 Jo, we have both .$, E; are less than E. Then in (E;, 1 -ET), 
1 
-24; > p1(0, (&j, 1 -&j)) uj, 
uj(&;)=uj(l-&/z)>o, 
as p,(O, (E, 1 -E)) > ~~(0, (E;, 1 - E;)). Now Lemma 3.1 gives the contradic- 
tion and so we get the boundedness of positive solutions. 1 
The following proposition describes the behaviour of the branch near A:, 
which indeed is a turning point. 
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PROFQSITION 3.1. For the Eq. (1.2), the minimal positive solution branch 
given by Proposition 3.3 is such that 
6) lim+; uA = u* exists and is the only positive solution at A:; 
(ii) the positive solutions of (1.2) near 1: form a smooth curve (k(s), 
u(s))for IsI -CC, with 
( MO), 40)) = K, u*), 
1 A’(0) = 0 and A”(0) < 0. 
Proof. From Proposition 3.3, u1 is left continuous at A:. This, along 
with the boundedness of positive solutions, gives 
lim Us = u*. 
ntn: 
Then it is easy to verify that u* is indeed a positive solution at 2:. Also 
we observe that by the maximality of A:, the FrCchet derivative G, defined 
by (3.9) has to be singular at A: and hence 
p1 - ,ul( -f’(u*), 52) = 0. (3.12) 
Now to show that u* is the only solution at A:, let us suppose that, if 
possible, there exists another positive solution v such that v > u*. Then the 
nonnegative function w = v - u* satisfies 
~,wJw-~u*) 
v-u* (v-u*) >f’(u*)(W). 
Hence, we have 
I 
-L!fw-f’(u*)w>o=plw on 52, 
w=o on af2, 
which leads to a contradiction, once again, by Lemma 3.1. 
The proof of (ii) is an easy adaptation of the work of Crandall and 
Rabinowitz (cf. [5b]) to our case. Defining the operator G(u, A): 
ZIA x R + H-’ as in (3.8), we see that the partial derivatives are given by 
(3.9). At Jr, pI = 0. This being the first eigenvalue, it is of multiplicity 1. 
Glj = G,(I:, u*) is then a self-adjoint linear operator with 
Rwe(G~) = R(G9 = ker(G:)’ = {f E H; (f, 4)n-l,H; =o}, (3.13) 
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where q5 is the first eigenfunction corresponding to pl, which can be chosen 
to be positive in 0. Also Gi = G,(L:, u*) is not in R(GE) because 
( - g(x), ~)WI,JI; =T - I g(x) d(x) dx #O, a 
as both functions do not change sign. Hence we have 
(i) dimension (ker GE) = codimension (R(Gt)) = 1, 
(ii) G(: $ R( GI]). 
With these conditions, Theorem 3.2 in [Sb], gives us the following V’ 
branch for 1 s 1 < E, 
( n(s)=;l:+Z(S), 
1 u(s) = u* + s(i5 +z(s), 
(3.14) 
where 
I 
A(O) = n:, A’(0) = 0, 
u(0) = u*, 4s) E RF:), z’(0) = 0. 
To determine the sign of J”(O), we differentiate the expression 
G(I: + z(s), u* + s4 + z(s)) = 0 (3.15) 
twice with respect to s and evaluate it at s = 0, substituting 
z(0) = 0; z(0) = 0 
to get 
G>“(O) = - [G;z”(O) + G0,,qb2]. 
Using Fredholm’s alternative for the existence of z”(0) we should have 
s [g(x) z"(0) + f"(U*) 4'14 =0.
From this we deduce that 
z”(o) = _ 5 f”(U*) 4’ 
jdx)$ . 
We have f”(u*)>O because of (3.2) and g(x)>0 by (3.4) and 4 >O. 
Thus r”(0) c 0 and the proposition follows. See Fig. 2. 1 
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FIGURE 2 
4. Posrrrvn SOLUTIONS IN ONE DIMENSION 
Here we analyse the exact number of positive solutions of (1.1) when g is 
a constant function and I assumes both positive and negative values. Then 
we explore the boundedness of the positive solutions for negative 1 also. 
PROPOSITION 4.1. The equation 
1 
-u’I=f(u)+Iz in (0, 11, 
u(o)=U(l)=o 
(4.1) 
admits 
(i) two postive solutions for 0 < Iz < 2:; 
(ii) at most one positive solution for 1-c 0. 
Proof. First, we show that there exist at most two positive solutions for 
1 E (0, 2:). By a direct integration of (4.1) after multiplying by u’ between 0 
and s, for SE (0, 4) and comparison, we see that any two positive solutions 
of (4.1) have to be ordered (see, for example, [ 12, Theorem 2.21). 
Let there exist, if possible, three positive solutions for some A, say, 
241 <u2 <u,. The nonnegative differences w1 = u2 - u1 and wa = u3 - u2 
satisfy 
1 
-w,,=f(u2)-f(ul) w1 E 1 h(u 27 u,) w1 , 
u2 -Ul 
-wLf(u3)-f(u2) w2 = 
2 
h(u 
u3 - u2 35 u2) w2 
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By multiplying the first by w2 and the second by wr, and subtracting 
after integration by parts, 
By convexity off, 
and hence none of the functions in the integrand changes sign thereby 
leading to a contradiction. Thus there can exist at most two positive 
solutions to (4.1). 
A standard argument using degree theory can now be employed to show 
the existence of at least two positive solutions not only to (4.1), but also to 
more general equations (1.1) and (1.2) (refer to, for example, [14]). Thus 
(i) is proved. 
Supposing that there exist two positive solutions ur, u2 for d = -p, 
p > 0, we can show as before that they have to be ordered, say, ur > u2. Let 
w = U, - u2, which is a nonnegative function. 
I _w,,_f(ul)-f(u2)w>f’(U2)W 7 Ul--% (4.2) 
1 -4 = f(u2) - p, p > 0. 
Multiplying these two equations by u2 and w, respectively, and 
integrating any one of them by parts and subtracting, 
As f is convex, the function { f'(s)s - f(s)} is nonnegative. Thus both 
integrals have to be positive. This contradiction shows that we can have at 
most one positive solution for I < 0, for (4.1). 1 
The next proposition shows that the positive solution branch cannot 
exist for unbounded negative values of Iz at least when g = 1. 
FROP~SITION 4.2. There exists a negative constant M2 such that for 
A < M,, there are no positive solutions to Eq. (4.1). 
Proof: For convenience, we replace A by -1 in the following. Let us 
suppose that there exists a positive solution to the equation 
I -24” = f (u) - #I in (0, l), A>O, u(0) = u( 1) = 0, (4.3) 
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for large values of 2. As U” > 0 at 0 and 1 and u”( 4) < 0, u has to be convex 
near the extremities and concave in the middle. Let a be the point in (0, 4) 
where u”(a) = 0. Hence at a, 
f(u)(a)) = 1. (4.4) 
Now choose a point d E (0, a) such that u”(e) = A//2. At &, 
f(u)(Q) = w- (4.5) 
The idea is to prove that the point & tends to 0 and so does the point a, 
for large 1. 
By integrating u” between 0 and &, 
CT f < jd u” dx = u’(b) - u’(0). (4.6) 
0 
Multiplying (4.3) by u’ and integrating between 0 and d, 
1 
- ; [u’2(e) - u’2(0)] = F(u(f3)) - nu(e), 
u’2(r3) - uf2(0) < 4f(u(Q) u(d) - 2f(u(&)) u(b) 
< 4fMb)) u(b). 
(4.7) 
Combining (4.6) and (4.7), we have (note that u’(e)-u’(O)< 
u”(d) - u’2(0)) 
&<MFmm=, 44 
d- f(W) f(W)' 
As u(e) = f -‘(J/2) + 00 as I+ co, using the condition (3.3), the right- 
hand side tends to 0. The function f and u both being convex in (0, a), and 
f being monotone, the composition f 0 u is also convex and hence 
(faU)(~/2)<f(fOU)(IL)=(fOu)(e), 
which implies, by the monotonicity of (f 0 u) in (0,; ), 
Thus we can assume that for I large enough, 
a < E, 
for a given E. Let p1 =p,(O, (E, 1 -a)). Define 
D(X) = U(X) - U(a) in (a, 1 -a). 
(4.8) 
505/65/l-2 
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Then we see that by (4.3) and the convexity of f (in particular 
f’(s) ’ f(s)/s) 
-uI, > u f(u(aa)) 
i I 4”“) . 
Now choose 1 large enough so that 
f(u(a)) > ~, 
u(a) ’ 
and also (4.8) holds. Then we have 
I 
-u”>p,u in (a, 1 -a), 
u b 0, u(,)=u(l-~)=o, 
which is impossible by Lemma 3.1. Thus Eq. (4.3) does not possess a 
positive solution for arbitrarily large A. 1 
Remark 4.3. Using Proposition 4.2, we can extend the proof of 
Proposition 3.6 to the case A< 0, for Eq. (4.1). 
Fix some E > 0 and let & = ~~(0, (a, 1 - a)). Choose 
fJ> b4-w, (4.9) 
where M2 is the negative constant supplied by Proposition 4.2 and then 
choose m such that 
f&Lb. (4.10) 
m 
If m < 1, we can still increase e and choose m such that m > 1 and (4.10) 
is also satisfied. This must be possible because of the condition (3.3) on f: 
Now we choose W, the first eigenfunction corresponding to p; such that 
(i) ~20, 
(ii) J8i-’ w= 1. 
(4.11) 
As before, let u(ai) = m with &j < E. Using these, we have 
f(u)-1=f~.-n>fOU-~>cru+M u m 2. 
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Thus we have 
-l/>m+M* 
-WV = p;w in (E, 1 -E). 
As before, using these two equations 
which contradicts our choice of 0. 
Thus we see that the positive solutions for i >O as well as il< 0 are 
bounded, and hence the branch S, is bounded in the space X. 1 
5. FIRST BIFURCATION POINT 
From now on, we restrict our attention to Eq. (1.1) for the case 
g(x) - 1. (5.1) 
This additional assumption facilitates a closer analysis of the behaviour of 
the positive solution branch for negative I and the bifurcation 
phenomenon. 
The earlier propositions show that the positive solution branch turns 
back at 1:. In this upper branch extended beyond A:, for 1 E (0, A:), we 
can show that (cf. proof of Proposition 5.1(i) below) 
PI =P,(-f’(U), (0, l))-=O<PLz( -f’(u), (0, l))-fi2- (5.2) 
Thus there are no singular points till 0 and again at 0, by implicit function 
theorem, the branch extends to negative I, till it encounters a singular 
point, say, A*_ i. If pi vanishes here, then this point would have to be a tur- 
ning point but by the uniqueness of positive solutions for negative I, this is 
impossible. So it has to be p2 which vanishes at A?,. The following 
proposition describes the behaviour of the branch at A!? i. 
PROPOSITION 5.1. At AT 1 (denoted hereafter by A,,) where the second 
eigenvalue p2 is 0, 
(i) the second eigenfunction corresponding to p2 is given by ub, i.e., 
dz+,/dx (uO is the positive solution of (4.1) at I = I,); 
(ii) the bifurcation equation is nondegenerate and has two distinct 
tangent directions as its roots; 
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(iii) the positive branch after 1, can be continued as S; . Further there 
exists a second continuous branch of solutions which are not symmetric with 
respect to $ and hence distinct from the first branch. This consists of Sz and 
SF. 
Proof: At ,I,, by assumption there exists I&, odd with respect o $, such 
that 
(5.3) 
Note that u& has only one zero between 0 and 1. Extend u,, in a V’ fashion 
to I;,, in (tl, /I) for a < 0, /I > 0 such that 
(i) a is the first zero of i&,, to the left of 0; 
(ii) fi is the first zero of tib, to the right of 1. 
One way of doing this is to solve the initial value problems 
I -u"=f(u)+& in (-co,O), u(0) = 0; u’(0) = z&(O) 
and 
( -d’= f(u)+& in (1, m), 
1 u(l)=O; u’(l)=ub(l), 
and then to choose c1 and B suitably as above. 
Then tib satisfies the equation 
I 
-(tib)” = f’(&J fib in (a, B), 
a;(a) = tib( /3) = 0, 
and tib has only one zero in (a, fi). Hence, 
PLz( - f ‘(&I)~ (4 B)) = 0. 
But from (5.3), 
Puz( -f'(%J, (0, l))=O. 
As (0, 1) c (cc, j?) we have 
cl2( -f'(h), (0, ~))>cLz( -f'(CJ, (a, /-VI. 
This leads to a contradiction unless LX = 0 and fi = 1. 
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That is to say u&(O) = ub( 1) = 0 and hence ub itself is the second eigen- 
function. 
Taking the operator G to be from Ui to %,,, defined as in (3.8), we have 
( G,(u, l)(o) = -u” - f’(u)u, 
1 G,(u, A) = -1. (5.4) 
Then we can check 
W:J={wW j; ~4 =Oj, 
codimension R( GI]) = 1 = dimension ker( GIj). 
As & is antisymmetric with respect to f, we see that 
Now we use a standard argument (cf. [ll, Sect. 51) to derive the bifur- 
cation equations. Assuming that the branch is given by (U(S), n(s)), we have 
G(~s), 4s)) = 0 for s E (sO - E, s0 + E), 
where (u(sO), A(#,)) = (u,,, A,). Differentiating with respect to s, 
G,W), 4s)) u’(s) + G,(u(s), A(s)) J’(s) = 0. (5.6) 
At sO, this reduces to 
G: . u’(s) + G’j’ . l’(s) = 0. (5.7) 
Let 4 be the solution of the problem 
GI]q5+G;=O; (5.8) 
We note that 4 is unique because of the orthogonality condition. From 
(5.7) and (5.8), 
for some scalar a 1. Let 
I 
l’(s) = a(), 
u’(s) = a& + a, $2. 
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Now to get the bifurcation equation, giving two sets of values for 
(Q, a,), we differentiate (5.6) once again to get 
G,,(u’(s))~ + GuAu’(s). l’(s) + G&‘(s) + G,lu’(s). A’(s) 
+ GAA(X(s))2 + Gil”(s) = 0. 
At s = sO, 
G:(u”(s)) = -[G:,(u’(s))~ + 2G;,(u’(s), A’(s)) 
+ G;A(A’(s))2] - G;. A”(s). 
The bracketed term is in R(GE) as the other two are. So, 
s :e,c I=@ 
which yields after simplification 
/ 
aai + 2ba,a, + ca: = 0; 
a= f42Gtlu(427 42) = - j f”(~oM:; 
(5.9) 
Because of the antisymmetry of $2 and the symmetry of the other functions, 
a=O; c = 0. 
If b # 0, then the roots of Eq. (5.9) are (1,0) and (0, l), so that the tangents 
to the curve (u(s), L(s)) are given by 
(du, Ai)= (4, 1) or (& dA) = (42 10). (5.10) 
Now we show that b # 0. Writing b as 
b= - j f”(wd4J24 = - j (f’(u,))‘(ub4), 
we integrate by parts and use the equation for u0 to get 
b = j-; U-(4 - &f’(wdd>. 
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Now using the equation for u0 and 4, 
(5.11) 
as fj is symmetric. 
Next we show that either 4 is completely negative or has to change sign 
at least twice. 
Let &, chosen to be positive, be the first eigenfunction of the linearized 
problem 
1 
+;=f’(%Ml +p141 in (0, 11, 
d1(0)=41(1)=0. 
Rewriting Eq. (5.8) for 4, we have 1 -$?Y =f’( u(l) 4 + 1 in (0, 11, 
4(O) = 41) = 0; f ; 442 = 0. 
(5.12) 
As before, comparing these two equations 
Since p1 < 0, this equation would be impossible if 4 were completely 
positive. So either 4 changes sign or is completely negative. As 4 is sym- 
metric, it has to have even number of zeroes, say, 2k, for k > 1, if 4 changes 
sign. We now show that k has to be 1. 
Defining the Wronskian of ub and 4, 
we see that 
W(x) = -u;(x) and W(x) = -#o(X). (5.13) 
At a point x E (0, &), where d(x) = 0, 
4’(x)= -$jj <o. 
So $ can cross zero only from positive values to negative values in (0, f) 
and thus cannot have more than two zeroes. Hence k = 1. 
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Now we show that 4 cannot be completely negative. If 4 were completely 
negative, then d’(O) < 0 and hence 
-2&#(O) < 0. 
Using (5.11) and the definition of b in (5.9), we conclude that 
s ; { - f”(uoMJ24~ G 07 
which is impossible because the integrand would in fact be positive. Thus 
the only possibility for 4 is to change sign twice, starting from positive 
values. Let 9 be the first zero of 4’. Integrating Eq. (5.12) between 0 and 9 
we get 
Now using (5.11) we obtain b # 0 and (ii) of Proposition (5.1) is proved. 
Thus we have at ( uO, A,,) 
(0 G11 is singular and dimension (ker Gz) = 1, codimension 
(W:)) = 1, 
(ii) Gi E R( Gz), 
(iii) the nondegeneracy condition b # 0 holds. 
With these, we can use the standard arguments (cf. [5a, Theorem 1.73) 
to show that (A,, uO) is indeed a bifurcation point and the distinct curves 
which cut at (A,, ZQ,), having tangent directions given by (5.10), are 
1 
A(t) = A.0 +A, t + O(t’), 
u(t)=u,+fj*t+O(t2) 
and 
I 
A.(t)=& +kl,t2+0(t3), 
u(t) =240 + q&.t + cqt’). 
(5.14) 
(5.15) 
/&i\r\ 
0 0 
FIG. 3. First branch given by (5.14). 
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oL!!b LYJL 
0 0 
FIG. 4. Second branch given by (5.15). 
As 4’(O) = (d/dL)(u’(O)) > 0, we have that for 1 decreasing further from 
A,, u’(O) is decreasing. Thus u’(0) <O after I,, for the branch continued 
from SC and hence by the symmetry of the solutions, it must be S;. This 
is the one represented in (5.14). The expression (5.15) for the other branch 
suggests that it is Sz. The two branches, namely, SC u S; and S,+ u S;, 
are indicated in Fig. 3 and 4, respectively. 1 
Remark 5.2. An argument similar to the one used in the proof of (i) of 
Proposition 5.1 gives the following result: we have along Int(S,), for k > 2, 
pk-It-f’@), (0, l))<“<~k+l(-f’(U)~ to, l)). 
In fact we have all along Int (Sk) 
(5.16) 
because for any u E Sk, v = 27, extended in [a, 81 as in the proof of 
Proposition 5.1, has k nodes in (tl, b) and satisfies the linearized equation. 
Hence 
If k> 2, U’ has at least two nodes in (0, 1). Choosing the last two zeroes 
closest to 0 and 1 and of U’ as LX, and pi, we have 
o=~k-l(-f’(u)9 (al3 bl))>~k-l(-f’(U)? (0, I))? 
because U’ has (k- 2) zeroes in (a,, pi). Thus we obtain the relation 
(5.16). i 
6. GLOBAL BEHAVIOUR OF S2 AND OTHER ,&, k> 1 
In the following two sections, in addition to the condition (5.1) on g, we 
need to have also the following restriction on f: 
f(u)= IuIp-l#, p> 1. (6.1) 
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This condition helps us to define a mapping from S, to other S, for n > 1 
and thus enables us to study the global behaviour of S,, Vn. First we note 
that Remark 4.3 can be extended for the branch S,, n > 1 also. 
Observe that for any S,, there exists 2; and 2: with 
such that there exists no solution u E S, for 1> ,I,+ and for ,I < A;. Let 
u ES, with (n - 1) nodes at {ui}J’::. There exists at least one interval 
(uj, aj+ r) for which 
(Uj+ * -Uj) 2 l/n. 
Defining 
U(y)=(Uj+, -Uj)2’(p-1)U{(Uj+l -Uj)Y+Uj) for YE (0, 11, 
we see that u is a positive or negative solution for (1.5) at 
A’= (Uj,, -uj)2p/(p--l)A. 
But I’ has to lie in [A?,, AT] which implies 
n2Pl(P--1)J.*, <~<n2Pl’P--1)/q:. (6.2) 
Thus we get the constants 1; and 1:. 
Now using this fact, we can prove that the solutions u ES, are bounded 
in G$h(O, l), on the same lines as in the proof of Proposition 3.5. Thus part 
(i) of Theorem 1.1 is proved. 
Now we analyse the behaviour of S,. As the solution ut E S: at ;1= 0 
is nonsingular (refer to Lemme 8 of [4]), we can extend the branch S: 
(SF from ~0 E S; ), in a small neighbourhood of ,I= 0. Next we observe 
that a solution (,I, U) E S: corresponds to the solutions ( -2, u,) E S,+, 
( -1, u2) E S;, and (A, us) E S;, where 
I 
u,(x)= -U(l -x), 
uz(x) = -4x), 
q(x) = u( 1 -x), 
because of the restriction (6.1) onf: Thus the behaviour of the branch S2 in 
one quadrant determines the behaviour in all the other three. 
From part (iii) of Proposition 5.1, we see that S.j+ and S; meet at the 
bifurcation point (,I,, uO). Analysing the expression (5.15) further, we see 
that 
A,<0 
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FIGURE 5 
(cf. Remark 6.1, for the computation of A,). Hence the branch S2 bends 
forward at (A,, q,), as in Fig. 5. 
Now we show that S2 is a smooth curve from A = 0 to il = A,,. We do this 
by fabricating a solution tie Sz from the solution UE Sr for A E (A,, 01. 
Then we show that this branch S2 does not bifurcate between 1, and 0. 
Let u(x) be the positive solution at 1, where A, -C A < 0. Extend u to ii in 
a %‘I way, up to its second zero, say, a(A) > 1, as in the proof of 
Proposition 5.1 (i). 
Thus if we define h: %?i(O, 1) x (A,, 0] + $?i(O, 1) x (A,, 0] by 
4% A) = (h,(u, A), h,(u, 1)) = (k 4, 
where 
h,(u, 1) = ii(x) = (a(n))2’(p- l) ii(a(l)x), 
h,(u, 1) = I= (a(n))‘p’(p- l) I, 
then G(u, A) = 0 = G(ti, fi) and we have (u, A) E S, for A E (A,, 0] and 
(z’i, 1) E S2 for 1 E (A,, 01. Thus we get a smooth branch, a part of S2 
between 0 and 1, which has to coincide with the branch S2 obtained earlier 
in the neighbourhood of A.,. So S, turns back at least once. 
Suppose some point (ti, 2) in this branch S2 is singular, i.e., G, is 
singular. We note that it can only be the second eigenvalue which vanishes 
here (cf. Remark 5.2) because 
P*(-f’(U), (0, l))<O<P,(-f’(u), (0, l)), 
along Int(S,). Hence there exists a function #2 with one node satisfying 
I -4;‘= f’(4 42 in (0, 1). 42(O) = 42( 1) = 0. (6.3) 
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Following the idea of Pohazaev, multiplying the equation 
I 
--ii” = j”(C) + L in (0, l), 
l;(O)=ti(l)=O 
by (x4;) and integrating by parts using (6.3) and (6.4) we get 
-$J-; $2 =fi’(l)h(l). 
(6.4) 
(6.5) 
In fact this holds for any eigenfunction 4, at (A,,, uO) where p,( - f’(u,), 
(0, l))=O. If j&b were 0, then z?(l) would have to be 0 and hence the 
corresponding u’( 1) for u E S, . But for A in (A,, 01, u’( 1) is not 0 and hence 
j; & # 0. Following our earlier notation, this condition means 
GAG 1) 4 WG,(k 8). 
Then we can show that (a, 1) is indeed a turning point (refer to the proof 
of Proposition 3.7). Thus, a singular point (z&i) for 1, < 1~ 0, if any, can 
only be a turning point but cannot be a bifurcation point. 
At this juncture, as it is not clear whether the maximum number of 
solutions in S; at any 1 is two or more, we are not able to conclude that 
there is just one turning point. For f(u) = u3, however, the numerical 
evidence shows that there is just one turning point. Thus in any case, the 
branch S2 is a closed %?’ curve and we denote by Rz the last turning point 
of s:. 
Next we note that there is one-one correspondence between S2 and SZnr 
n 2 1. We can get S2, from SZ, by extending a solution in S2 up to (0, n) or 
by patching together n copies of this solution and vice versa. Hence each 
S 2n, n > 1, also has to be closed. This completes the proof of (iii) of 
Theorem 1.1. The last turning point of S& is denoted by R2f,. 
The following remark indicates the general method of calculation of the 
coefficient A,,, in the expression (5.15). 
Remark 6.1. Our aim here is to solve 
G(1, u) = 0, (6.6) 
in a neighbourhood of the bifurcation point (A,, u,), where G: R x V+ V, 
for a Banach space I/. Following our earlier notation, d2 is the second 
eigenfunction of the linearized operator Gf. Let 4; E V* satisfy 
I 
GE*@ = 0 (GI]’ = adjoint of Gz), 
cd:, 952) = 1. 
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Then we have 
Vi = ker(Gz) = span{&}, 
I’2=R(GI))={ud’;(u,qS~)=0}. 
In our case, 
and GYi I vz is an isomorphism. We define 
L=G:I,;, 
Q = projection operator from Vz into I’. 
Solving (6.6) amounts to solving 
( QG(A, u) = 0 
1 (I- Q) G(A, u) = 0 
or equivalently 
QG(A, u) = 0 
(‘35 u),$: >h = 0 
in V2, 
in Y,, 
(6.7) 
in Y,, 
(6.8) 
in V,. 
I 
QG(Ao + 5, uo + 40 + 45, a)) = 0, 
u(0, 0) = 0. 
(6.9) 
Thus, to solve (6.6), it is enough to solve the equation 
45, ~1) = (Wo + 5, uo + do + u),d: > = 0. (6.10) 
For the branch described by (5.15), the tangent direction at (A,, uo) is 
given by (5.10), namely, 
(k dA) = ($2 9 0). 
Applying the implicit function theorem to the first equation, we get a 
function V( 5, ~1): R* + V2, defined in a neighbourhood (-&,, to) x 
( +x0, ao) of (0, 0), satisfying 
28 MYTHILYRAMASWAMY 
Hence we cannot choose 4 as the parameter to describe this branch. Thus 
(5.15) can be written as 
(6.11) 
where 
The coefficient A, of (5.15) is given by 
which is obtained by repeated differentiation of (6.10). For Eq. (1.5), we get 
A =gfw&=- 1 j f”(u) 4: 
’ 6 -b 6 2A,qY(O) ’
using (5.11). Except Lo, the rest are all positive and thus we get 
7. THE OTHER BIFURCATION POINTS AND 
THE GLOBAL BEHAVIOUR OF THE BRANCHES S2k+,, ka I 
Here we study the vanishing of the 2nth eigenvalue, using the same 
method as was employed in Proposition 5.1 and then the behaviour of the 
branches SZk + r , k 2 1. The following corollary is a generalization of 
Proposition 5.1. 
COROLLARY 7.1. Supposing that at a point (A,, uo) we have u&(O) = 
ub( 1) = 0 and u. symmetric, then 
(i) (A,, u,J is a singular point where pUzn =0 and the corresponding 
eigenjiinction is given by ub; 
(ii) the bifurcation equation is nondegenerate and has two distinct 
tangent directions as its roots; 
(iii) the two branches meeting at (A,, uo) will be S,_, continuing as 
S,+,, 1 and S, continuing as S,+, of which thefirst one only is symmetric with 
respect o 4. 
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Proof. Because of the assumptions u;(O) = ub( 1) = 0, ub will be a non- 
trivial function in the kernel of G,(uo, ,I,,) and hence (zQ,, 1,) is a singular 
point. As u0 is symmetric, ub is antisymmetric with respect o f and hence it 
has to be the 2n th eigenvalue, say, p2,, for some n E N which vanishes at 
(uo9 10). 
As before, we can derive the bifurcation equation (5.9) where a = c = 0 
and 
b = - 1; f”(uo) &,4 = -%4’(o), 
where &,, = ub is the 2n th eigenfunction and 4 satisfies Eq. (5.12) in which 
the orthogonality condition is replaced by 
By studying the relation (5.13) at a point x where U(X) = 0 and u’(x) = 0, 
we see that at that point 4(x) is also 0, necessarily. At this point the 
relation 
d’(x)= -+, 
0 
by I’Hopital’s rule, gives 4’(x) = 0. Thus x is a double zero for 4. Further at 
this point, by Eq. (5.12), 
&‘= -1 <o. 
Thus this point has to be a local maximum. 
We also note that if $ has a simple zero in (0, f), then necessarily 4’ < 0 
at that point. Thus, either 4 has only some double zeroes and completely 
negative or Q is positive near the extremities and negative elsewhere with 
two simple zeroes and a certain number of double zeroes. We will show 
that the first case is not possible. 
Next we show that u. will have to be completely positive if lo < 0 and 
negative if Lo > 0, in both cases except for some double zeroes. 
By integrating the equation for u. between 0 and x, the first zero of uo, 
we see that u;(x) = 0. Thus every zero of u. between 0 and 1 has to be a 
double zero. To see that u. does not change the sign, let us suppose that 
Lo > 0 and u. is also positive in (x,, x2) where x1 and x2 are two con- 
secutive double zeroes of uo. Then 
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implies, by maximum principle, (&J&z) -C 0 but ub(xl) = 0 and 4,(x2) = 0. 
This contradiction proves the sign restriction on u,,, depending on I,. Thus 
(uO/&) is always a negative function. 
Now if 4 were completely negative, then from (cf. (5.9) and (5.11)) 
a contradiction issues because the right-hand side is positive whereas 
4’(O) GO. Thus the only possibility for 4 is to be positive near the 
extremities and negative elsewhere. Then as before by integrating Eq. (5.12) 
between 0 and the first zero y of 4’ and noting that f’ is even, 
and hence b # 0 and (ii) is proved. 
Proof of part (iii) is as in the earlier case. We can thus get two smooth 
curves cutting at (A,, uO) given by 
I 
n(t)=& +Aot*+u(f3), 
u(t) = uo + f& + U( t2) 
and 
I 
A(t)=& +A,t+U(t2), 
u(t) = 240 +t@ + U( t2). 
These expressions for u(t) suggest hat the first curve is S,+, u S; and the 
second curve is S2;- i u S,+,+ i or S,+, _, u S2;+ i. This completes the 
proof. 1 
Remark 7.2. To show these are the only bifurcation points, we have to 
use an argument similar to the one used for S2. The crucial point is that we 
can fabricate a ti E S2, + i by extending u E Si up to its (2n + 1) th zero. 
These bifurcation points for A0 > 0 correspond to P,, and for A, < 0 
correspond to Q,“. Thus Theorem 1.1 is proved. We encounter the same 
difficulty, namely, the determination of exact number of turning points, as 
in the case of S2. In any case, we can conclude that there exists at least one 
turning point R2+, + i , for the branch S,+, + , . 
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8. CONCLUSIONS 
By restricting ourselves to the caseS= 1 u 1 p- ’ u and g = 1, we could get a 
global picture. Instead of 1 u 1 p- ’ u, if we let f be any odd function, it is not 
clear how the other branches Sk will behave although the spiralling is likely 
to be present. If we drop the oddness assumption on f, then the picture 
could change drastically. For f(u) = u2, the bifurcation diagram obtained 
by Khodja [l] does not exhibit any spiralling. 
Instead of a constant g, if we take a positive function g(x), it seems 
natural to expect once again the spiralling. In fact the numerical tests per- 
formed for the equation 
i 
-2.P = u3 + A sin(7rx) in (0, I), 
u(O)=u(l)=O 
(8.1) 
indicate a somewhat similar behaviour, as described in Theorem 1.1, par- 
ticularly the spiralling and the bifurcation structure. 
But here the branch S3 of our earlier notations continues as a branch of 
positive solutions, but now with two humps. Thus there seems to be no 
hope of proving Proposition 3.2 in this case also, i.e., there may not exist a 
negative constant M such that there exist no positive solutions to (8.1) for 
1< kA. We conjecture that: there exist negative constants {A,} such that 
there exists no positive solution to (8.1), having exactly n humps, for A< 1, 
and this sequence 1, -+ -CO. 
If g changes sign, nothing much is known and the problem is essentially 
open. 
In higher dimension, at least for constant g, we conjecture the existence 
of a negative constant 1 *, beyond which there are no positive solutions to 
(1.2). But for other types of g, the problem is open. 
II. NUMERICAL STUDY 
1. INTRODUCTION 
Solving the differential equation numerically amounts to solving the 
operator equation 
G(u, A) = 0, (1.1) 
5OS/65/1-3 
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where G: K!” x R + R”. For a nonlinear operator G, we could use Newton’s 
method, for example, to obtain the solution of (1.1). Our aim here is to 
find smooth branches of solutions (u, A) of (1.1). It is natural to choose A as 
the parameter defining the solution arc u(A) and we can use the con- 
tinuation procedures, based on Newton’s algorithm. Supposing that we 
know the solution (2;, 1) and the derivative (du/dA)(& then we can set up 
our iteration scheme as follows: 
G,(u”(ii + U), I+ 6A) ih”(i + U) = -G(u’$f + &I), fi + al), (1.2) 
un+l(fi+6il)=u”(fi+6~)+Gu”(fi+61). 
But this scheme runs into difficulty at a singular point, where G, is no 
longer invertible. To overcome this problem, we can choose a new 
parameter s different from A and add a normalisation condition 
N(u, A, s) = 0, (1.3) 
where N: IV x R2 + R. Let UE lR”+’ and H be the operator from IV’+ ’ x R 
into W+i defined by 
Now we search for the solution 
U(s) = (4sh 4s)), 
satisfying 
H( U(s), s) = 0. 
For a fixed s, the solution x(s) is isolated if 
d(s) = H,( U(s), s) = G,(@), 4s)) G,(u(s), 4s)) 
N,(u(s), 4s), $1 N,(e), 4s), s) > 
(1.4) 
(1.5) 
is nonsingular. Even if G, is singular, with a convenient choice of N, the 
inflated matrix can be made nonsingular (cf. Lemma 2.8 of [ 111). Then 
with a Newton’s scheme adapted to Eq. (1.5), we can pass over certain 
singular points like a turning point or a simple bifurcation point. Following 
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the idea proposed in Glowinski, Keller, and Reinhart [lo], we use the 
above continuation procedure, in combination with conjugate gradient 
techniques after recasting Eq. (1.5) in a suitable least-squares formulation. 
This often results in a more robust numerical scheme. 
2. DESCRIPTION OF THE NUMERICAL SCHEME 
Let the functional J be detined by 
J(u, A) E ; (Aii, ii) + ; ai? 
where 
(2-l) 
(i) the matrix A is chosen conveniently so as to be symmetric 
positive definite, 
(ii) z? is given by 
(4 w) = (G(u, A), w) VWER”, 
(iii) a is a positive constant, chosen appropriately, 
(iv) x is defined using the normalization function N, 
aI= N(u, ,I). 
For example, we could choose 
i A = discretized matrix corresponding to -A, 
A least-squares formulation of (1.5) is 
Find V(s) = {u(s), n(s)} such that 
J(U(s))<J(W)V W=(W,~)ER”+‘. 
(2.2) 
Using this formulation of the problem, we can use the standard conjugate 
gradient algorithm to minimize J(u, A), after having calculated the partial 
derivatives J, and Jn. (Refer to [lo].) 
The continuation procedure can be started either with one solution (ti, 1) 
and the derivative at that point (du/d,I)(/F) or with two neighbouring 
solutions (uO, A,,) and (ur, n,). For more details about the implementation 
of this algorithm, one can refer to, for example, [18, lo]. 
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3. NUMERICAL RESULTS 
A. Symmetric Solutions of the Equation 
I 
-u’I = u3 + A in (0, 1) 
u(O)=u(l)=O 
Obtained by the Continuation Procedure Starting from 
the Zero Solution for A= 0 
(2) 
- x 3 -6.5 
x i - 7.2 
x a-7.9 
--.--- ‘h > -8., 
A NONLINEAR ODE 
6.12 
2.96 
2.17 
0.0 0.2 0.4 0.6 0.6 t.0 
35 
(3) 
X= - 6.6 
A = - 9.4 
-----_- xi - 9.7 
-.-.-.-._ A= - 10.4 
-.-. -._ 1; -11.1 
(4) 
?, = - 12.4 
.._................. 1 _ -15.2 
------- ), E -16.6 
-.- .-.-.- 1 i -21.4 
-.-.- ), : - 24.2 
0.0 0.2 0.4 0.6 0.6 1.0 
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6.7 
2.6 
0.6 ____------- --------. 
-4.5 
-3.5 
-5.6 
-7.6 
0.0 0.2 0.4 0.6 0.5 I.0 
4.0 
2.2 
0.5 
-6.4 
0.0 0.2 0.4 0.6 
(5) 
h : -27.3 
h =-30.2 
___----- A:-33.5 
__-_-_-.- X = -32.0 
-.-.- 1 i -29.3 
VARIABLE X 1 
(6) 
x = 44.3 
,................. x - 45 . 3 
_--____ 1 : 46. 2 
-.-.-.-.- A i 47. 5 
-._.- 1 : 46.6 
-..-..-..- h : 49 .g 
A NONLINEAR ODE 
2.3 
0.3 
-1.6 
-3.6 
-5.5 
-7.5 
-9.5 
-11.4 
-13.4 
-15.3 
-17.3 
19.1 
16.1 
11.0 
7.0 
2.9 
-1.2 
-5.2 
-9.3 
-13.3 
-17.4 
-21.4 
0.0 oi2 0.4 0;6 
0.0 0.2 0.4 0.6 0.6 
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(7) 
A = 70.5 
h i 77. 4 
-------- h = 67.0 
-.-.-.-.- A z 96.9 
-.-.- h =105.9 
-..-..-..- h :,,4., 
03) 
A = 135.3 
. . . . x i 105.0 
------- h = 76.1 
-_- ._._.- h i 45.2 
-.-._ A i 12.3 
-_.- ..-..- h E -16.6 
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Solutions with One Node (in Particular the Branch ST ) 
6.85 
-6.35 
-8.00 
8.65 
3.67 
-2.56 
-3.80 
7 
I 
(9) 
h = 3.7 
.,._______.__..... A: 0.0 
--_-_--- x i -0.001 
_._. -_-.- ), i- 4.6 
-.-.- i =-6.2 
3 
(10) 
A =-lo.8 
. . . . . . . . . . . . . . . . h ;-,I .Ol 
------- A =-11.04 
_._.-.-.- h z-10.9 
1 VARIABLE X 
A NONLINEAR ODE 
6.44 
5.66 
2.63 
- 0.42 
39 
(11) 
h = -0.7 
. . . . . . . . . . . . . . . A i -8.3 
----_--_ ,+ : - 8.1, 
- .-.-. -.- A : -8.12 
B. The bifurcation Diagram (Namely, I versus u’(0)) for the Equation 
I 
--u ff = u3 + 1 in (0, 1) 
u(O)=u(l)=O 
.,-._, 
c.- _.” 
-.-., ‘1 
i 
/ 
! 
I 
! 
! s: 
_ # 
. . . . \ 
‘1 \ 
positiw solutions S,+ 
NIQatiVe rolutionr S,- 
s---m s + 
2 
1 
sohtm~d:ith 
-._.-.- s2- 
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86.0 -J -.-.-,- , 
- .-. I 
‘-‘--_, 
I -... 70.4- I L. 
1 I 
52.6 - I I 
I 
35.2 - 
-(7.6- 
: / I 
-52.6 y 6; I 
. I 
I 
i, -70.4 _ I 
-66.0 
-37.0 -22.2 -7.4 7.4 22.2 37.0 
(2) 
-sI 
+ 
- . . . . . . ..__._...... s 
I 
----__ +; 
-.-.-. -.-.+,2- 
-.-.-.-s 
3+ 
-..-..-..-s 
3- 
*8.0 lu’co, 
/ .F f- I “., I 
70.44 i I 
! i 
52.6: 
35.2: I 
I 
17.6- ! 
-70.4: \ i .! 
‘\. I ,..’ 
-se.o+ . . * ,,.(., p 
(3) 
S, 
c 
.___...._.___._.,, s,- 
-------s,+ 
--‘-‘-‘-‘sz- 
-‘-.-.-s + 
i 
-..-..-..ss- 
-113 -67 -22 22 
A NONLINEAR ODE 
+ 
-------SI 
s,- 
--------s *+ 
_._.- ---s- 
2 
- _.-_s 3’ 
-_.--.-_.$; 
_..-..-_s.+ 
- s; 
. . . . . . . . . . . . . . . $, 
_______s,+ 
-165 -99 -33 
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C. Symmetric solutions of the equation 
I 
-24” = u3 + A sin(m) in (0, 1) 
u(O)=u(l)=O 
Obtained by the Continuation Procedure Starting from 
the Zero Solution for A= 0 
6.70 
6.03 
5.36 
4.69 
4.02 
3.31 
2.68 
2.01 
t .3. 
0.67 
0.00 
41 
(4) 
(1) 
-A= 1.3 
A : 0.03 
_--_--- a = -,.7 
__--_ A s--4.7 
-.-- a i- 7.2 
_..-..-. - a = - 9.8 
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12.4 
5.6 
-5.6 
(2) 
h i -12.9 
,....,.___........ A i - 17. 2 
_------ A i - 21.2 
-.-.-.m- j, i - 26.7 
_.-.- 1 E - 32.2 
-..-..d.- x z - 39.3 
(3) 
A i - 51.4 
__..__._.......... A I-56.6 
_-..._---- ,j = -60.5 
-.-.-.-.- * i - 56.6 
__-.- A i -53.9 
-__-..-..- A = -49.8 
A NONLINEAR ODE 
2.4 
-2.4 
0.0 0.2 0.4 0.6 
,&, ‘.O 
2.5 
- 16.4 
0.0 0.2 0.4 0.6 0.8 
43 
(4) 
1 : -11.6 
a= 0.5 
------ -- 1 i 13.7 
-.-.-.-.-.- h : 23 ,4 
-.-.- )$ z 36.7 
-..- ..-.. - x : 45.3 
(5) 
a i 70.0 
.._._............ X i 69 6 . 
------- h - 110.9 
-.- ._._. - ,, i 146.6 
-.-.- x = 172.2 
-..-..-..-.. A : 199.9 
1 VARIABLE X] 
44 MYTHILY RAMASWAMY 
lucx,l 
15.5 , ,.. 
0.0 0.2 0.4 0.6 0.6 
23.0 
49.0 
15.0 
11.0 
7.0 
3.0 
-1 .o 
-5.0 
-9.0 
-13.0 
-17.0 
(6) 
h = 229.5 
X = 252 . 2 
-- _____- h : 266 .6 
__-.-.-.__ x i 246.3 
-.-.- i i 226.3 
-..-..- ..-. 1 = 207.7 
(7) 
h =- 64.1 
J$ i - H4.4 
- ______ h : - 152.6 
_.-.-.-.- x i - 192.9 
-.-_-._ h : - 214.6 
_.,-..-..- 1: -,95.6 
0.0 0:2 014 0.6 
A NONLINEAR ODE 
16.0 
6.0 
26.0 
-2.4 
-6.5 
0.0 0.2 0.4 016 0.i 1 0 
45 
(8) 
A: -172.0 
. . . . . . . . . . . . . . . . x i - (82.2 
---- ---- ),; - 291.8 
-.-.-.-.- 1 z - 243.9 
-.-.- x i - 296.3 
-..-..-..- A; - 344.9 
(9) 
A :-424.5 
. . . . . . . )t : - 475. 4 
------- > i - 53, .2 
-.-._. -.-._ X : _ 562, g 
-.-.- x = - 634.6 
-..- ..-.. - x = _ 680.4 
VARIABLE X 
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D. Solutions with One Node and Three Nodes (in Particular, SC and S: ) 
6.60 
7.17 
5.54 
3.91 
2.26 
0.65 
- 0.96 
- 2.61 
-4.24 
- 5.67 
-7.50 
0.0 0.2 0.4 
0.6 
Iu(x)I 
16.0 
14.4 
IO.6 
7.2 
3.6 
0.0 
- 3.6 
-7.2 
-10.6 
-14.4 
-16.0 
(1) 
x = - 0.01 
__ ___ _. h i - 6 . , 
__------ h = -11.2 
_,-.-.-.- h : - 7.6 
-.-.- x : - 7.0 
x: 
., ,..... h i 
-_----- h i 
_,-. -.-.- A i 
_.-.- 1 i 
(2) 
66.1 
66.1 
0.0 
96.6 
66.4 
0.0 0.2 0.4 0.6 4.0 
A NONLINEAR ODE 
E. The bifurcation Diagram (Namely, 3, versus u’(O)) for the equation 
I 
-U 
- 9.6 
-19.6- 
- 26.4 1. 
‘.\ j \ 
- - 
- 
- 26.0 -I.0 - 6.0 16.0 
Pollti”. lol”tlonr s; 
NIOO,i”, sO,“,io”l s,- 
-----Sdutms with ona noda S; 
-.-.-._ Solution, Wifh on. nod@ s; 
(2) 
S,+ Solution* with on. maximum 
--------S,- Solutions with one minitnum 
--_---_s; Solutions with on* mcaimum and on* minimum 
-.-.-.-.-.-S ; Solutions *I+h one minwnum and on* maximum 
-.-.---IS; Solutions with 2 maxlmo ond one minlmum 
-..-..-.._S ; Solutions with 2 minima and onr maximum 
-._-._-s; 
-s - 4 
- 382 -229 -76 76 
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