Abstract Let M be a noncompact complete Riemannian manifold. In this paper, we consider the following nonlinear parabolic equation on M
Introduction
Let M be an n-dimensional Riemannian manifold with nonnegative Ricci curvature, in particular, the n-dimensional Euclidean space. In [3] , Gidas and Spruck studied the following elliptic equation on M u + u α = 0 (1.1) where 1 ≤ α ≤ n+2 n−2 . They showed that any nonnegative solution of (1.1) have to be zero.
A natural question is what the situation is for the corresponding parabolic equation of (1.1). In [6] , Li, by generalized the results of [5] , considered this question. More precisely, he studied the following parabolic equation On the other hand, to understand the gradient Ricci soliton [4] , Ma [7] studied the following elliptic equation u(x) + au(x) ln u(x) + bu(x) = 0, (1.5) where a and b are constants and a < 0. The corresponding parabolic equation of (1.5) was studied by Yang [8] and he also got a Li-Yau type gradient estimate. In this paper, we want to study the following parabolic equation 
holds, where
is the geodesic distance between x 1 and x 2 .
Remarks In Theorem B, if a = 0, the condition ln u ≥ 0 is unnecessary. In this case, (1.7) and (1.8) can be written as follows:
which are similar to (1.3) and (1.4) (see also Theorem 2.3 in Li [6] ). When h(x, t) in (1.2) is positive constant, then the two inequalities above are essentially equivalent to (1.3) and (1.4), respectively. This paper is organized as follows: In Sect. 2, we will prove two preliminary lemmas, which are key to show our gradient estimates for (1.6), while the gradient estimates are presented in Sect. 3. As an application of the gradient estimate, in the final section, we prove Harnack inequality.
Two Preliminary Lemmas
In this section, our purpose is to show two lemmas, which will play a key role in the proof of the gradient estimate. Suppose that u(x, t) is a positive solution of (1.6). We define
where β is a positive constant to be determined. A direct computation shows
and
Therefore,
where ν, γ , and δ are some positive constants to be fixed. Let {e 1 , e 2 , . . . , e n } be a local orthonormal frame field on M. We use the convention that the subscripts i, j, k, . . . A simple computation gives
so, we have
Substituting (2.2) into the above equality, one has
On the other hand, we also have
So, we obtain
Using the Ricci identity,
one then has
One also has
Multiplying both of the above equality by 2(β + 1)/β, one then has
Substituting the above equality into (2.6), one obtains
Again,
we have
where 0 < ε < 1. We also notice
Substituting the above equality into (2.9), one has
Substituting (2.7), (2.8), and (2.10) into (2.5), one then has
Combining (2.11) with (2.4), one has
By means of (2.3), we rewrite
Now, we consider the following two cases:
β ; consequently, we will obtain two preliminary lemmas, respectively.
Substituting the above equality into (2.2), one has
Substituting this into (2.12), one then has
Thus, we obtain the following lemma. 
α , and assuming b ≥ 0, α < n n−1 , and ln W ≤ 0 (i.e., ln u ≥ 0), one then has
and so
Plugging the equality above into (2.2), one has
Substituting the above inequality into (2.12), one has
We also observe
Combining this with (2.14) and (2.15), one has
Then, we have the following lemma. 
Gradient Estimates
Using the lemmas in the previous section and the maximum principle, we can show the gradient estimate in Theorem B.
Let M be an n-dimensional complete noncompact Riemannian manifold with Ricci curvature bounded below by −K (K ≥ 0). Define a C 2 cut-off function η = η(t) on [0, +∞) as follows:
here C is some positive constant. We use ρ(x) to denote the geodesic distance of M between a fixed point p and x, and set
Then, we have
By the Laplacian comparison theorem, one has
Set F(x, t) = tG(x, t). A standard argument shows (cf. [1] or [2] ) that we may assume that the function ψ(x)F(x, t) defined in the geodesic ball B p (2R) is smooth.
Without loss of generality, we may assume that ψ(x 0 )F(x 0 , t 0 ) > 0. By means of the maximum principle, one has at (x 0 , t 0 )
In the following, unless specified otherwise, all computation and argument are restricted to the point (x 0 , t 0 ). By (3.3), one has
By (3.5), one has
Using (3.4), we obtain
A direct computation also shows
Thus, we get
Similar to the previous section, the following argument will be divided into two cases corresponding to Lemmas 2.1 and 2.2, respectively.
Case I: δ = ν β . This will be divided into three cases: (1) 0 < α < 1, (2) α = 1, (3) 1 < α < +∞. For this case, we set M 1 = sup (x,t)∈Q 2R,T u α−1 (x, t) in the following argument. 
Take β > 0 such that 1 β > n 2ε(1−α) . Substituting the following inequality
into (3.7) and using (3.3), one then has
Plugging the above inequality into (3.6) and using (3.1) and (3.2), we obtain
(3.8)
On the other hand, multiplying (3.8) by ψt and using the following inequality
we obtain
Assuming ε sufficiently small, we obtain
Case I.2: α = 1. Set ν = 2β 2 , δ = ν β = 2β, and γ = aν β = 2aβ. By (2.13), we obtain
Take β > 0 such that 1 β > n ε . Substituting (3.10) into (3.6) and using the following inequality
Substituting (3.9) into (3.11) and then multiplying both sides by ψt, we obtain
The above inequality implies that
Taking ε sufficiently small, we get
Case I.3:
By (2.13), we have
hence,
In the above inequality, we used the following inequality
Take β > 0 such that 1 β > n ε . Substituting (3.12) into (3.6), one then has
(3.13) Using (3.9) and multiplying both sides of (3.13) by ψt, one has
The above inequality implies
Taking ε sufficiently small, we obtain
Summing up the above all, we then get the following local gradient estimate. 
If a ≥ 0 and b ≥ 0 in (1.6), and letting R → +∞, we get (2−α) . Substituting the following inequality
into (3.19) and using (3.3), one then has
Plugging the above inequality into (3.6), and multiplying both sides by ψt, one obtains
Notice that here, we used the following inequality
Then, (3.20) implies
Letting ε sufficiently small, we obtain
If α = 1, by (2.16), we have Plugging the above inequality into (3.6), and multiplying both sides by ψt, one obtains
Thus, (3.22) implies
Thus, we get the gradient estimate in Theorem B, which can be restated more precisely as follows: As R → +∞, we obtain the following
