Abstract. Let (G,G) be a reductive dual pair over a local field k of characteristic 0, and denote by V andṼ the standard modules of G andG, respectively. Consider the set Max Hom(V,Ṽ ) of full rank elements in Hom(V,Ṽ ), and the nilpotent orbit correspondence O ⊂ g and Θ(O) ⊂g induced by elements of Max Hom(V,Ṽ ) via the moment maps. Let (π, V ) be a smooth irreducible representation of G. We show that there is a correspondence of the generalized Whittaker models of π of type O and of Θ(π) of type Θ(O), where Θ(π) is the full theta lift of π. When (G,G) is in the stable range with G the smaller member, every nilpotent orbit O ⊂ g is in the image of the moment map from Max Hom(V,Ṽ ). In this case, and for k non-Archimedean, the result has been previously obtained by Moeglin in a different approach.
approach, explained in the following paragraph, is in some sense more conceptual. For the type of questions considered in this article, it is also well-known that substantially more effort is required to treat the Archimedean case.
(c) Assume that we are in the stable range and k is Archimedean. There is a similar notion of theta lifting of nilpotent K C -orbits and one similarly expects a correspondence of associate cycles [28] . We refer the reader to [53, 30] for some results in this direction, and the definitive result in the recent paper of Loke and Ma [23] . We also refer to several earlier works of Przebinda [35, 36, 4, 37] on correspondence of wave front sets.
(d) Generically Θ(π) should be irreducible. One then obtains the space of generalized Whittaker models for θ(π). For example it is expected that under the assumption of stable range, Θ(π) is irreducible whenever π is unitarizable. For k Archimedean, this is established in [23] .
(e) As a direct consequence of Theorem 1.1, we have Θ(π) = 0, if Wh O (π) = 0, for some O in the image of Max Hom(V,Ṽ ) under the moment map ϕ.
(f) For "small" O, the condition in (1.4) is actually quite restrictive. For example for the zero orbit, the condition implies that the dual pair (G,G) is in the stable range with G the smaller member. For this reason there is a need to consider orbit correspondence covered by a G ×G stable set larger than Max Hom(V,Ṽ ), and to investigate how their generalized Whittaker models behave. This will be taken up in a forthcoming work of the authors.
The main ingredient in the proof of Theorem 1.1 is our description of the space of covariants YŨ ,χγ := HomŨ (Y , χγ) of the smooth oscillator representation Y , where (Ũ , χγ) for the sl 2 -tripleγ ing is as (U, χ γ ) for the sl 2 -triple γ, andγ is a lift of γ. (This is reminiscent of the computation of the Jacquet modules of the smooth oscillator representation by Kudla [21] , though not in method.) We show it is isomorphic to a certain space C (N \G; H γ,γ ) of rapidly decreasing functions on N \G with values in H γ,γ , where H γ,γ is the space of the smooth oscillator-Heisenberg representation associated to a certain symplectic subspace W γ,γ of Hom(V,Ṽ ). This is the key Proposition 6.5. An important point is that we may construct an isomorphism of g −1 ⊕g −1 with W γ,γ , which depends on T ∈ O Max γ,γ . The key proposition basically says that we can define a natural surjective (matrix coefficient) map (using "homogeneous components" of T ), from Y to C (N \G; H γ,γ ), which induces an isomorphism on YŨ ,χγ ! Here are some additional words on the organization and contents of this article. In Section 2, we describe classical groups as the isometry groups of ǫ-Hermitian D-modules, where D is a division algebra over k. In Section 3, we review the well-known parametrization of nilpotent orbits in the classical Lie algebras, following the book by Collingwood and McGovern [3] . We also introduce the generalized Whittaker models associated to the nilpotent orbits. In Section 4, we introduce some Fréchet spaces of functions on G to realize the space of generalized Whittaker models for k Archimedean. In Section 5, we recall the notion of lifting of nilpotent orbits in the setting of dual pairs (via the moment maps), and we describe the fine structure of lifting for those orbits O and O which correspond via injective maps from V toṼ . We also prove an explicit isomorphism of g −1 ⊕g −1 with a symplectic subspace W γ,γ of Hom(V,Ṽ ). In Section 6, we relate the generalized Whittaker models ofπ and Θ(π). As mentioned previously, its main ingredient is the description of the space of covariants YŨ ,χγ of the smooth oscillator representation Y . To arrive at this, we make extensive use of the gradation in the standard modules V andṼ given by the semisimple elements H,H of the two sl 2 -triples γ ⊂ g andγ ⊂g of type O and Θ(O), respectively. On the one hand, it gives rise to totally isotropic subspaces and thus convenient realizations of Y . On the other hand, it facilitates an inductive argument based on the heights of the gradations. Together with the isomorphism of g −1 ⊕g −1 with W γ,γ , this implies the relationship between the generalized Whittaker models ofπ and Θ(π).
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2. Classical groups as isometry groups of ε-Hermitian modules 2.1. Hermitian D-modules. Let k be a local field, | · | its absolute value, and let ψ be a fix non-trivial unitary character of k. Let D be one of the following division algebras over k: the field k itself, a quadratic field extension of k or the quaternion division k-algebra. Observe that D comes equipped with a canonical involutive anti-automorphism (the identity map, the non-trivial Galois element, or the main involution, respectively) which we will denote by x → x. Throughout this article, we will only consider finitely generated modules over D.
Let V and W be two right D-modules. We will denote the set of right D-module morphisms from V to W by
If V = W , we will denote this set by End D (V ). Set
When it is clear from the context what the division algebra D is, we may just omit D in various of these notations.
Let V ′ be the set of right D-linear functionals on V . There is a natural left D-module structure on V ′ given by setting (aλ)(v) = aλ(v), for all a ∈ D, v ∈ V , and λ ∈ V ′ .
Observe that with this structure, W ⊗ D V ′ is naturally isomorphic to Hom D (V, W ) as a k-vector space. Given T ∈ Hom D (V, W ), we will specify an element in Hom D (W ′ , V ′ ) (analogously defined), which we will also denote T , by setting (λT )(v) := λ(T v), for v ∈ V and λ ∈ W ′ . This correspondence gives rise to natural isomorphisms between End D (V ) and End D (V ′ ), and between GL D (V ) and GL D (V ′ ).
Definition 2.1. Let ε = ±1. We say that (V, B) is a right ε-Hermitian D-module if V is a right D-module and B is an ε-Hermitian form, i.e., B :
(2) B is ε-Hermitian:
Given a right ε-Hermitian D-module (V, B), we may construct a left ε-Hermitian D-module (V * , B * ) in the following way: as a set, V * will be the set of symbols {v * | v ∈ V }. Then we give to V * a left D-module structure by setting, for all v, w ∈ V , a ∈ D, v * + w * = (v + w) * and av * = (va) * .
Finally, we set
In an analogous way, we may define the * operation on left ε-Hermitian D-modules. Then V * * is naturally isomorphic with V . Given T ∈ End D (V ), we define T * ∈ End D (V * ) by setting v * T * := (T v) * . With this definition, it is easily seen that (T S) * = S * T * , for all S, T ∈ End D (V ). Therefore the map g → (g * ) −1 defines a group isomorphism between GL D (V ) and GL D (V * ).
Observe that the form B induces a left D-module isomorphism B ♭ :
In what follows, we will make implicit use of this map to identify these two spaces. With this identification, for any T ∈ End D (V ), we can think of T * as an element in End D (V ) defined by v * (T * w) := (v * T * )(w), i.e., T * is defined by the usual condition that B(v, T * w) = B(T v, w) for all v, w ∈ V . A D-submodule E ⊂ V is said to be totally isotropic if B| E×E = 0. If E is a totally isotropic submodule, then there exists a totally isotropic submodule F ⊂ V such that B| (E⊕F )×(E⊕F ) is non-degenerate. If we set
then V = E ⊕ F ⊕ U , and B| U ×U is non-degenerate. In this case we say that E and F are totally isotropic, complementary submodules. Observe that then B ♭ | F * : F * −→ E ′ is an isomorphism. As before we will make implicit use of this isomorphism to identify F * with E ′ .
Isometry groups.
Given a right ε-Hermitian D-module (V, B), we define its isometry group
When there is no risk of confusion regarding B, we will denote this group just by G(V ) or even just as G. Observe that if g ∈ G, then g * = g −1 .
Associated to the group GL(V ) we have the Lie algebra gl(V ) = End(V ) with bracket [T, S] := T S − ST , for all T , S ∈ gl(V ). Similarly, associated to the group G we have the Lie algebra
We define a bilinear form on g by
for all T , S ∈ g. Here Tr(T * S) is the trace of T * S as a k-linear transformation. This bilinear form is non-degenerate and invariant with respect to the adjoint action of G on g. 3. Nilpotent orbits of classical groups 3.1. Nilpotent orbits and sl 2 -triples. In order to set up notation, and facilitate the exposition of the reminder of this article, we will review the basic structural results on nilpotent orbits and sl 2 -triples in g. The exposition given here is based on the book of Collingwood and McGovern [3] . Another standard reference is the book of Carter [2, Chapter 5] . Let X ∈ g be a nonzero nilpotent element. Then, by the Jacobson-Morozov theorem, there exists an sl 2 -triple γ = {H, X, Y } ⊂ g, containing X as the nilpositive element, namely
Then, from standard sl 2 -theory, we have that
and set
is called the Jacobson-Morozov parabolic subgroup (resp. parabolic subalgebra) associated to X. Observe that P (resp. p) is a parabolic subgroup opposite to P (resp. parabolic subalgebra opposite to p). (The subgroup P depends only on X, but the subgroup P depends on the choice of sl 2 -triple γ containing X.) Let M = {m ∈ G | Ad(m)H = H}. Its Lie algebra is m = {Z ∈ g | ad(Z)H = 0}, which is exactly g 0 . Let
Observe that if Z ∈ n, then Z is nilpotent and hence exp Z = ∞ j=0 Z j /j! is a well defined element in End(V ). Let N = exp n = {exp Z | Z ∈ n} and U = exp u = {exp Z | Z ∈ u} ; then U , N are subgroups of G, and P = M N . Similarly we have the Levi decomposition P = M N , with N the unipotent radical of P .
For i ∈ Z, let V i = {v ∈ V | Hv = iv}. Then, again from standard sl 2 -theory,
We may also characterize M as the set of m ∈ G that preserves the direct sum decomposition given in (3.2). Now observe that, since H * = −H, B| V 0 ×V 0 is non-degenerate and B establishes a perfect pairing between V i and V −i for all i > 0. Using this pairing we define for any T ∈ End(V i ) a map T * ∈ End(V −i ) given by
From this we conclude that there is an embedding of GL(V i ) into M for all i > 0. We will denote the image of this embedding by M i . Proceeding in a similar manner we may also define a natural embedding of G(V 0 , B| V 0 ×V 0 ) into M , whose image we will denote by M 0 . Then
where V γ,t j is a direct sum of irreducible t j -dimensional g γ -modules, and
It is nonzero if and only if |i| < t j and i ≡ t j − 1 (mod 2). Then it is clear that
Using standard results from the representation theory of sl 2 , we have that for all i ≥ 0, the map
(Here we are using the convention that (X| V 0 ) 0 is the identity map on V 0 .) The statement remains true for i < 0 if we interpret a negative power of an invertible map as the positive power of its inverse. Now define a Hermitian form
. Since B establishes a perfect pairing between V i and V −i , it is clear that B i is non-degenerate. The analysis applied to (V, B) applies equally to (V γ,t j , B γ,t j ), where B γ,t j is the restriction of B to V γ,t j . Thus B i is in fact non-degenerate when restricted to any V γ,t j i . We will denote by B γ,t j i the restriction of B i to V γ,t j i . The following result is also clear:
In particular, all the B 
Theorem. Let
We now have all the ingredients to give a description of M X in the spirit of the description of M given in equation (3.3) . Observe that M X acts on V
Remark 3.1. For X = 0, we may take g 0 = g, and g i = 0 for i = 0. With this convention, all the subgroups defined in this section will make sense for any X. We will adopt this convention in the sequel, sometimes without mentioning the appropriate (minor) adjustment for the special case of the zero orbit. 
ǫ-Hermitian
m . This follows from the analysis surrounding equation (3.6) .
Given a sesquilinear Young tableau
On this space we define a (−1)
) is isomorphic to (V Methods of [3, Section 9.3] imply that this assignment gives a bijection between the set of sl 2 -triples in g up to the Adjoint action of G and equivalence classes of admissible ǫ-Hermitian Young tableaux. We thus have 3.3. Generalized Whittaker models associated to nilpotent orbits. Let γ = {X, H, Y } ⊂ g be an sl 2 -triple. As in the introduction, we define the character χ γ of U , by χ γ (exp Z) = ψ(κ(X, Z)) for all Z ∈ u; and a symplectic structure on g −1 by setting
(Note the similarity between this definition and the definition of the forms B i on V i in Section 3.1.) Let H γ be the Heisenberg group associated to the symplectic space (g −1 , κ −1 ). That is
according to the Stone-von Neumann theorem, there exists a unique, up to equivalence, smooth irreducible (unitarizable) representation (ρ γ , S γ ) of H γ such that the center of H γ acts by the character ψ. Here smooth means that it is locally constant if k is non-Archimedian, and if k is Archimedian, (ρ γ , S γ ) is the smoothing of the usual irreducible unitary representation of H γ with the central character ψ.
It is standard to check that α γ defines a surjective group homomorphism. Furthermore, it extends to a group homomorphism α γ : N → H γ given by
By composition, this yields a representation (ρ χγ , S χγ ) of N , where S χγ := S γ and
Observe that then, for all Z ∈ u, v ∈ S χγ ,
In particular, if g −1 = 0, then N = U acts on the 1-dimensional space S χγ by the character χ γ . Since M X preserves γ, it is well-known [51] that there exists a central cover of M X , to be denoted by M χγ , and a representation of a semi-direct product M χγ ⋉ N on S χγ which extends the representation ρ χγ of N . (When the central cover splits, one may take M χγ to be M X itself. See [38] for the explicit description of the central cover.) We refer to the representation (ρ χγ , S χγ ) of M χγ ⋉ N as the smooth oscillator-Heisenberg representation associated to χ γ . We remark that there is a notion of "smooth Fréchet representations of moderate growth" for groups of the type
Definition 3.7. Let (π, V ) be a smooth representation of G, and let γ = {X, H, Y } ⊂ g be an sl 2 -triple. We define the space of generalized Whittaker models of π associated to γ to be
Note that Wh γ (π) is naturally an M χγ -module.
We also make the following definition.
where X is the nilpositive element of the sl 2 -triple.
From the well-known results of Jacobson-Morozov and Kostant [3, Chapter 3] , the map
As noted in the introduction, it is clear that given two conjugate sl 2 -triples γ, γ ′ , there will be an obvious isomorphism φ : Wh γ (π) −→ Wh γ ′ (π) that intertwines the action of M χγ and M χ γ ′ . By abuse of notation, we will denote Wh γ (π) just by Wh O (π) and we will call it the space of generalized Whittaker models associated to O, or the space of generalized Whittaker models of type O.
Remark 3.9. Recall the convention in Remark 3.1 for X = 0. With this convention the expression in (3.13) and therefore Definition 3.7 will make sense for all nilpotent orbits.
A realization of generalized Whittaker models: k Archimedean
Let (π, V ) be a smooth representation of G, and let γ = {X, H, Y } ⊂ g be an sl 2 -triple. In this section we will give convenient realizations of the spaces S χγ and Wh γ (π) associated to γ and π.
As we will see later in this section, the analysis required for k Archimedian is substantially more involved than the case where k is non-Archimedian. For this reason, we will devote this section to the Archimedean case and will be contented to just indicate how the analog results work in the non-Archimedian case.
Norms on
n. Then we have the following possibilities for G = G(V ):
(1) k = R and D = R. In this case, either
and n is even.
(2) k = R and D = C. In this case
(3) k = R and D = H. In this case either
Let V = E ⊕ U ⊕ F , with E and F totally isotropic, complementary submodules of maximal dimension. Thus U is anisotropic. Let P E = Stab E , the stabilizer of E.
and that G(U ) is compact. Thus there exists a real inner product B
Let {e 1 , . . . , e l }, and {f 1 , . . . , f l } be basis of E and F , respectively, such that
Then we can extend B + U to an inner product B + V on V by setting {e 1 , . . . , e l , f 1 , . . . , f l } to be an orthonormal basis of E ⊕ F , and
. . , l} is a maximal split torus in G(V, B V ) and, according to the Cartan decomposition, for any g ∈ G(V, B V ), there exists k 1 , k 2 ∈ K, and a ∈ A such that g = k 1 ak 2 .
Given
be the operator norm restricted to G(V, B).
From this observation it is immediate that g = g −1 and exp tX = exp X t for all t ≥ 0, and all X ∈ a = Lie(A). Since · is the operator norm in End(V ) we also have that g 1 g 2 ≤ g 1 g 2 for all g 1 , g 2 ∈ G, and hence · satisfies all the properties of a norm on
4.2. Inequalities regarding norms. Let γ = {X, H, Y } ⊂ g be an sl 2 -triple, and let P = M N be as in Section 3.1. Assume that V = ⊕ r k=−r V k , and set
End i (V ), and g i = g ∩ End i (V ). Recall that, if g −1 = 0, then there is a symplectic structure on g −1 given by κ −1 (S, T ) = 
where, as before, · is the operator norm, T e ∈ e, T f ∈ f, and T Her −1 (V ) ∈ Her −1 (V ) are arbitrary. Now given T ∈ End(V ), let
where T = ⊕T i , with T i ∈ End i (V ). Then · γ defines a norm on End(V ) and, since all norms on a finite dimensional vector space are equivalent, there exists constants
Let n e = u ⊕ e and n f = u ⊕ f, which are ideals of n. Let (4.3) N e = exp n e and N f = exp n f be the corresponding normal subgroups of N . Observe that for every n ∈ N there exists unique u ∈ U , Z f ∈ f and Z e ∈ e such that n = u(exp Z f )(exp Z e ). It follows immediately that N f \N ∼ = e.
Lemma 4.1. For all Z ∈ e,ñ ∈ N f , we have
The lemma then follows from (4.2).
Proof. Since · is the operator norm on End(V ), we have that
for some constant C 3 > 0. Here we have used that V = ⊕ r k=−r V k . Combining equations (4.4) and (4.5) we get that
On the other hand, since the restriction of · to G defines a norm on G, we have that ñ ≤ (exp Z) −1 ñ(exp Z) = exp Z ñ(exp Z) . From this and equation (4.6)
ñ . But now this inequality and equation (4.6) imply that, if we setC = (
Proof. By definition of · , ñ(exp Z)mk = ñ(exp Z)m . Now, from the proof of [49, Theorem 7.2.1], we have that
LetC andd be as in Lemma 4.2. Then, if we set d 0 = 2d + 1 and C 0 =C, we have that
4.3. Some spaces of rapidly decreasing functions on G. We retain all of the notation from the previous section. Let (ρ χγ , S χγ ) be the smooth Heisenberg representation of N associated to the character χ γ of U , as in (3.12). We first give a realization of S χγ , as follows: fix g −1 = e⊕ f (a complete polarization of g −1 ). Set D(e) to be the space of constant-coefficient differential operators on e, and let
be the Schwartz space of e, where
Extend χ γ to N f by setting
We shall adopt the following notation. For a smooth representation σ of a closed subgroup B of a Lie group A, let
, for all b ∈ B and a ∈ A}.
Through right multiplication, this becomes a representation of A (smoothly induced from σ). Later, we will also need to consider the space C ∞ c (B\A; σ) consisting of those elements in C ∞ (B\A; σ) with compact support modulo B.
Clearly these two maps are inverse of each other, and if we set
In the rest of this article we will frequently use this realization of S χγ (implicitly).
Remarks 4.4. (a) In the literature, the Lie algebras u, n are frequently denoted by n 2 and n 1 , respectively. When that is the case, the Lie algebra n f is often denoted by n 1.5 .
(b) When k is non-Archimedian, we set S (e) to be the space of all the locally constant, compactly supported functions on e (known as the Bruhat-Schwartz space on e). With this definition equation (4.10) remains valid for k non-Archimedian.
Let U (g) be the universal enveloping algebra of
where R Z acts on C ∞ (G) via the right regular representation of U (g). Let
It is easy to check that C (G) is a Fréchet space and that q Z,d is a semi-norm on C (G) for all Z ∈ U (g), d ∈ N. We call C (G) the space of rapidly decreasing functions on G.
We now define certain space of rapidly decreasing functions on N \G. Given f ∈ C ∞ (N \G; S χγ ),
Then we define
Observe that
where p Z 2 ,d 2 is as in (4.8). In general, given a smooth representation of N , (τ, H ), and a seminorm ρ on H , we set (4.12)
and define
Recall that there exists a covering M χγ ։ M X such that (ρ χγ , S χγ ) extends to a representation of M χγ ⋉ N . Using this extension, we define a natural action of M χγ on C (N \G; S χγ ) by
Herem is the image of m under the map
Lemma 4.5. As G-modules, we have C (N f \G; χ γ ) ∼ = C (N \G; S χγ ).
where we have used equation (4.5) in the next to last equality. Now given f ∈ C (N f \G; χ γ ), setf (g)(T ) = f (exp(T ) g), for all g ∈ G, T ∈ e. We claim thať f ∈ C (N \G; S χγ ). Effectively, given
where we have identified Z 2 with an element in U l (g) for some l. Let {Z 1 , . . . ,Z s } be a basis of
for some functions a j . Since (Ad, U l (g)) is finite dimensional, it is of moderate growth, and hence there exists constants
From this, equations (4.4) and (4.7), we have
Finally, we easily check thatf = f andf = f .
Lemma 4.6. The map f → f χγ defines a surjective G-intertwining map from C (G) to the space C (N f \G; χ γ ).
Proof. We will first show that f χγ ∈ C (N f \G; χ γ ). Given Z ∈ U (g), d ∈ N, we have that
But it is clear that, if d 1 ≫ 0, then the right hand side of the above equation is finite. Now we will show that the map is surjective. Fix a function φ ∈ C ∞ c (N f ) such that
Then it is clear that h ∈ C (G) and h χγ (nmk) = f (nmk) for all k ∈ K, m ∈ M and Z ∈ e. From all this we conclude that the map f → f χγ is surjective.
Remarks 4.7. (a) Lemmas 4.5 and 4.6 are a form of induction by stages and Frobenius reciprocity, in the "rapidly decreasing" context. The key point is of course to establish the relevant estimates.
(b) When k is non-Archimedian, we set C (G) to be the space of locally constant, compactly supported functions, with analogous definitions for C (N \G; S χγ ) and C (N f \G; χ γ ). With these definitions, it is straightforward to check that all the results in this section remain valid in the non-Archimedian case.
4.4.
Realizing a generalized Whittaker model on N \G. In this section, we give the promised realization of the space of generalized Whittaker models for a Casselman-Wallach representation of G. But before stating this result, we need the following technical lemma.
where
Then it is clear thatλ(v) ∈ C ∞ (e), but we claim that it is actually in S (e). To see this, observe that if R ∈ e, then (4.14)
where D R ∈ D(e) represents the derivative in the direction R. On the other hand, if S ∈ f, then
where dχ γ is the linear functional given by the derivative of the character χ γ . But now, since (π, V ) is a representation of moderate growth, we can find a constant d > 0 such that for all v ∈ V , there exists C λ,v > 0 such that
Here C 3 and r are as in equation (4.5) . Observe that, although the constant C λ,v depends on v (and on λ), d is independent of the element v ∈ V chosen. Therefore, from equations (4.14), (4.15) and (4.16) for all v ∈ V the functionλ(v) is such that if we take any partial derivatives, and multiply by any polynomial on e, it still has growth controlled by a polynomial of degree 2dr. But this implies thatλ(v) ∈ S (e), as we wanted to show. To finish the proof we just have to show thatλ = λ, andλ = λ, but this follow easily from the definitions.
Given an sl 2 -triple γ = {X, H, Y } ⊂ g, set Then, it is immediate to check thatγ is also an sl 2 -triple and that χγ =χ γ , whereχ γ is the character of U given byχ γ (u) = χ γ (u) −1 for all u ∈ U . Proposition 4.9. Let (π, V ) be an irreducible Casselman-Wallach representation of G, and let C (N \G; S χγ ) G,π denote the maximal π-isotypic quotient of C (N \G; S χγ ). Then, as an
whereπ is the contragredient Casselman-Wallach representation of π and W γ (π) is the continuous dual of Wh γ (π). Here ⊗ stands for the completed projective tensor product (of two locally convex topological spaces).
Proof. By Lemma 4.5, we have C (N \G; S χγ ) ∼ = C (N f \G; χγ ). Let λ ∈ Hom G (C (N f \G; χγ), V ), and let (π,V ) be the representation contragredient to (π, V ). Then we may think of λ as an element in a space ofV ′ -valued distributions. Hence, according to [18, Theorem 3.11] there exists
On the other hand, given µ ∈ (V ′ ) N f ,χγ and f ∈ C (N f \G; χγ ), there exists h ∈ C (G) such that f = h χγ and for all v ∈V
Therefore, if we set [44, Section 3] implies that λ µ (f ) extends to a continuous linear functional on V ′ , and since V is irreducible, λ µ (f ) is actually an element of V for all f ∈ C (N f \G; χγ ), or equivalently λ µ ∈ Hom G (C (N f \G; χγ), V ). Now it is easy to check that λ µ λ = λ and µ λµ = µ. Therefore
Finally, according to Lemma 4.8 and by taking the continuous dual, we haveπ N f ,χγ ∼ = W γ (π).
Therefore we obtain the required isomorphism, which is easily checked to be M χγ -equivariant.
Remarks 4.10. (a)
In the Archimedian setting whenever we take the tensor product of two locally convex topological vector spaces, we always mean the completed projective tensor product. Observe that if (π, V ) is a Casselman-Wallach representation, then V is nuclear, and hence the completed projective tensor product of V with any locally convex topological vector space is equivalent to the completed injective tensor product [8] .
(b) Proposition 4.9 also holds for k non-Archimedian, if we replace in its statement CasselmanWallach representations by smooth, finitely generated, admissible representations, and completed projective tensor product by algebraic tensor product. The proof for this case follows the same line, but it is more straightforward. 
Define similarly the * map from Hom D (Ṽ , V ) to Hom D (V,Ṽ ). Note that since εε = −1, we have T * * = −T for T ∈ Hom D (V,Ṽ ).
We now define a symplectic form ·, · on Hom D (V,Ṽ ) by setting
where Tr(T * S) is the trace of T * S as a k-linear transformation. Let
.
Then there is a natural map
We will use this map to identify G andG with subgroups of Sp(Hom D (V,Ṽ )). These two subgroups are mutual centralizers of each other, and form an example of a reductive dual pair of type I. See [11] .
Moment maps and lifting of nilpotent orbits.
Given T ∈ Hom D (V,Ṽ ), it is clear that T * T ∈ g and T T * ∈g. Following [20, 5] we define the moment maps to be
It is also clear that ϕ(T ) is nilpotent if and only ifφ(T ) is nilpotent.
As in the introduction, let Max Hom(V,Ṽ ) be the set of full rank elements in Hom(V,Ṽ ). Without any loss of generality, we assume that dim V ≤ dimṼ , and elements of Max Hom(V,Ṽ ) are then represented by injective maps from V toṼ . Recall also our standing assumption on the nilpotent orbit O ⊂ g:
We first prove a result on dual pairs in the stable range, which says that in this case any (not just nilpotent) orbit satisfies the stated assumption. Recall that the dual pair (G,G) is in the stable range, with G the smaller member, if there is a polarizationṼ =Ẽ ⊕Ũ ⊕F , whereẼ,F are totally isotropic complementary subspaces with dimẼ = dimF = dim V .
Lemma 5.1. Assume that the dual pair (G,G) is in the stable range with G the smaller member.
Given X ∈ g, there exists an injective map T ∈ Hom(V,Ṽ ) such that T * T = X.
Proof. Fix a linear isomorphism TẼ : V →Ẽ and define a linear map TF : V →F by TF = (T * E ) −1 X/2. Then, if we set T = TẼ + TF , we have that
Note that we have used the fact that T *
/2. Now, since TẼ is injective, we conclude that T is injective and T * T = X as we wanted to show.
Remark 5.2. The correspondence of nilpotent orbits for dual pairs in the stable range is well understood. See [5, 32] , and [29] (for K C -nilpotent orbits). This is also covered by the next proposition, in view of Lemma 5.1.
Proposition 5.3. Let O ⊂ g be a nilpotent orbit corresponding to the admissible ε-Hermitian
. Given X ∈ O, let T ∈ Hom(V,Ṽ ) be an injective map such that T * T = X. Then the orbit of the nilpotent elementX := T T * ∈g corresponds to the unique equivalence class of admissibleε-Hermitian Young tableauxΓ = (dΓ, (VΓ, BΓ)), where
namelyΓ is obtained by adding a column of length
Proof. Let γ = {X, H, Y } be an sl 2 -triple containing X. Define V γ,t j i as in Section 3.1, and set
(At this point,γ has no meaning.) Since T is injective, we have a direct sum decomposition:
and for each j, we have
Observe that for all v, w ∈ V ,
B(T v, T w) = B(v, T * T w) = B(v, Xw).
This implies that T (V γ,t i )⊥T (V γ,t j ) for i = j. We also note the following: if A, B ⊂ V and A, X(B) form a perfect pairing under B, then T (A), T (B) form a perfect pairing underB. This implies that, for a fixed j,
,t j +1 −t j +2i is non-degenerate; and
By an inductive argument, we may thus findṼγ
,t j +1 −t j +2i is non-degenerate; and • ⊕ l j=1Ũ j is an orthogonal direct sum.
LetṼγ
,1 0 be the orthogonal complement of ⊕ l j=1Ũ j . Then, we have a decompositioñ
where ⊞ denotes an orthogonal direct sum.
, and define an elementH ∈g (easily checked) by settingHṽ = iṽ for all v ∈Ṽ i . Note that for i < t j − 1, T * |Ṽγ,t j +1
is an isomorphism and T T * =X : Vγ
. In particular,X is nilpotent. Since [X,H] = 2X andH is semisimple, there exists an elementỸ ∈g such that {X,H,Ỹ } is an sl 2 -triple. See [3, Section 3.3] . From all this it is clear that ifΓ = (dΓ, (VΓ, BΓ)) is theε-Hermitian Young tableau associated to the orbit ofX, then dΓ is obtained by adding a column to d Γ . Finally observe thatX t j = T X t j −1 T * , and sõ
Let O ⊂ g be a nilpotent orbit (satisfying (5.2)), which corresponds to an ε-Hermitian Young tableau Γ = (d Γ , (V Γ , B Γ )). We define the theta lift of O, Θ(O) ⊂g, to be the nilpotent orbit corresponding to theε-Hermitian Young tableauΓ = (dΓ, (VΓ, BΓ)) specified in Proposition 5.3.
Remark 5.4. It can be shown that, for the orbit O under consideration,φ(ϕ −1 (O)) = Θ(O). Cf. [20, Lemma 4.3] . Therefore, our definition of the theta lift of O agrees with the usual one.
5.3.
Lifting of sl 2 -triples. In this section we will introduce the concept of lifting of sl 2 -triples. We start with the following Definition 5.5. Let γ = {X, H, Y } ⊂ g andγ = {X,H,Ỹ } ⊂g be two sl 2 -triples of type O and O, respectively. We say that T ∈ Hom(V,Ṽ ) lifts γ toγ if T * T = X, T T * =X and T (V j ) ⊂Ṽ j+1 for all j.
Set (5.4)
O γ,γ = {T ∈ Hom(V,Ṽ ) | T lifts γ toγ}.
We prove the following elementary Lemma 5.6. Let γ = {X, H, Y } ⊂ g andγ = {X,H,Ỹ } ⊂g be two sl 2 -triples. Let T ∈ O γ,γ and denote
Then T j is injective for j < 0, and surjective for j ≥ 0.
Proof. We have X|
Since all highest weight vectors of a finite dimensional sl 2 representation have non-negative weights, we know X| V j is injective for j < 0. This implies the first assertion.
For the second assertion, we first note that T * j :Ṽ −j−1 → V −j . We haveX|Ṽ
By the same reasoning, we know that T * j is injective for j ≥ 0. The second assertion follows.
From now on, we assume that O satisfies (5.2), as in the introduction. We let 
We claim that T
and T is injective, we clearly have
. By Lemma 5.6, T j is surjective for all j ≥ 0. Thus any element ofṼγ
is a linear isomorphism. By applying an appropriate power ofX, we may conclude that T
From this we conclude that T is completely determined by the maps T γ,t j t j −1 , for j = 1, . . . , l, but now, from equation (5.3), all the T γ,t j t j −1 's are isometries. From this and equation (3.7) it follows immediately that O Max γ,γ is a single M X ×MX -orbit.
for allm ∈MX , and v ∈ V γ,t j i
, where 1 ≤ j ≤ l and −t j + 1 ≤ i ≤ t j − 1. Note that as elements of Hom(V,Ṽ ), we havem
for allm ∈MX. for some r. We will set
Then it is clear that the restriction of the form ·, · , defined in Section 5.1, to W γ,γ is non-degenerate. Now fix T ∈ O Max γ,γ , and define (5.8)
Obviously, we have J T (R,R)(V k ) ⊆Ṽ k for all k.
Lemma 5.8. J T defines an isomorphism between g −1 ⊕g −1 and W γ,γ . Furthermore,
Here the bilinear form κ on g is normalized as in (2.1), and likewise forκ.
Similarly
Therefore, R T, T R = 0, since ·, · is symplectic. We have thus shown that
On the other hand, we can write S ∈ g −1 as the direct sum r k=−r S k , where S k ∈ Hom(V k , V k−1 ). Then we have that S * k = −S −k+1 for all k, and hence, the map S → S − S * defines a linear isomorphism between ⊕ k≤0 Hom(V k , V k−1 ) and g −1 . From this, we conclude that
Here we have used the fact that dim V k = dimṼ k−1 for k ≤ 0, in view of the linear isomorphism
Therefore,
and hence, J T must be a bijection.
6. Generalized Whittaker models and Howe correspondence 6.1. The smooth oscillator-Heisenberg representation H γ,γ associated to W γ,γ . Let H γ,γ be the Heisenberg group associated to the symplectic space W γ,γ . That is, H γ,γ = W γ,γ × k, where {0} × k is central, and (R, 0)(S, 0) = (R + S, R, S /2). Let Mp(W γ,γ ) be the metaplectic group associated to W γ,γ , and (τ γ,γ , H γ,γ ) be the smooth oscillator-Heisenberg representation of Mp(W γ,γ ) ⋉ H γ,γ associated to the character ψ.
Recall that we have fixed T ∈ O Max γ,γ , and we have an isomorphism J T from g −1 ⊕g −1 to W γ,γ , given in equation (5.8) . Define a new invariant bilinear form κ ′ on g by setting κ ′ (R, S) = −κ(R, S), for all R, S ∈ g. This results in a new symplectic structure on g −1 , given by κ ′ −1 (R, S) = −κ −1 (R, S), for all R, S ∈ g −1 , and hence a new Heisenberg group H ′ γ . With this new symplectic structure, J T | g −1 is a morphism of symplectic spaces, and hence, we may extend J T to an injective morphism of groups J T : H ′ γ −→ H γ,γ . Observe that we can proceed similarly forg −1 , but for this space the modification of the symplectic structure is unnecessary. We obtain in this way a map (6.1)
As in Section 3.3, we let α ′ γ : N −→ H ′ γ be the map induced by γ and the bilinear form κ ′ , that is α
Similarly, define αγ :Ñ −→ Hγ. By composing with the map J T , we have a group homomorphism
given by α T (n,ñ) = J T (α ′ γ (n), αγ(ñ)). Now observe that for allm ∈MX,R ∈g −1 ,
On the other hand, since φ T :MX −→ M X is surjective, then for any m ∈ M X we can findm ∈MX such that φ T (m) = m. Moreover, for all R ∈ g −1 ,
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Using equations (6.3) and (6.4), we define an action of M X ×MX on W γ,γ , bỹ
ifm ∈MX, and
Observe that in particular, for allm ∈MX , and all S ∈ W γ,γ , we have
Using this action and the functorial property of the oscillator-Heisenberg representation [13] , we extend the map α T to a group homomorphism (6.6)
By pulling back, this yields a representation
whereẽ is the identity element inM χγÑ . Similarly, for all Z ∈ u, v ∈ H γ,γ , τ T γ,γ (e, expZ)v = χγ(expZ)v, where e is the identity element in M χγ N . Using this, and the fact that J T : g −1 ⊕g −1 → W γ,γ is an isomorphism, we obtain the following result. Lemma 6.1. As M χγ N ×M χγÑ -modules, we have
The main result and the key proposition. We recall some notation from Section 5. Let (V, B) and (Ṽ ,B) be an ǫ-Hermitian and anǫ-Hermitian D-module, respectively, with εε = −1. Let G(V ), G(Ṽ ) be the corresponding isometry groups and g = g(V ),g = g(Ṽ ) their Lie algebras. Then (G(V ), G(Ṽ )) form a dual pair in Sp(Hom(V,Ṽ )) in the sense of Howe [11] .
Let Mp(Hom(V,Ṽ )) be the metaplectic group. This is the unique topological central extension This convention will lead to significant savings in notation and no confusion is expected for the expert reader. We state the main result of this article, in a more concrete form than Theorem 1.1 of the introduction. 
where φ T :M χγ ։ M χγ is as in equation (5.6).
The key to our proof of Theorem 6.2 is the following result, which computes YŨ ,χγ , the (Ũ , χγ)-isotypic quotient of Y . See Section 4 for the unexplained notation. 
where M χγ N ×M χγÑ acts on H γ,γ via the representation τ T γ,γ defined in equation (6.7) , and the action of G ×M χγÑ on C (N \G; H γ,γ ) is defined in the following way: given f ∈ C (N \G; H γ,γ ) and g ∈ G,
for allñ ∈Ñ (6.10)
Before starting with the proof of this proposition, let us show how it implies Theorem 6.2.
Proof (of Theorem 6.2). By Lemma 6.1, we have
Now, given f ∈ C (N \G; Sχ γ ) and v ∈ S χγ , we identify f ⊗ v with an element of C (N \G; H γ,γ ) via the above isomorphism. With this identification, we may rewrite equation (6.11) as
for allm ∈M χγ . See equation (4.13) .
By Propositions 6.3 and 4.9, we have the induced isomorphisms:
On the other hand, we have (from the definition of Θ(π)) that
Combining equations (6.12) and (6.13) and noting that
we obtain the required isomorphism
In the rest of this section we will closely examine the space YŨ ,χγ . In fact we will prove a refinement of Proposition 6.3 in which we give an explicit isomorphism Ψ T in equation (6.8) . This is Proposition 6.5. As we have already seen, our main result follows immediately from this proposition. 
Then we have a decomposition (6.15) T γ,γ = ⊕ r k=−r T k , with T k ∈ Hom(V k ,Ṽ k+1 ), and T k is an isomorphism for k ≥ 0. C.f. Lemma 5.6. Figuratively
We will use the gradings of V andṼ associated to H andH, respectively, to describe the so-called mixed model of the smooth oscillator representation (ω, Y ) associated to the dual pair (G,G). Using this model we will give a convenient description of the space of covariants YŨ ,χγ leading to Proposition 6.5. But before we outline the strategy, let us fix some notation. For l ≤ r and m ≤ r + 1, set (6.16) 
Now observe that
and Hom(V (r) ,Ṽ r+1 ) ⊕ Hom(V −r ,Ṽ (r) ), Hom(V (r) ,Ṽ −r−1 ) ⊕ Hom(V r ,Ṽ (r) ) are totally isotropic, complementary subspaces. It then follows, from the standard theory of the oscillator representation [13] , that
What this equation is saying is that we may interpret the space Y . As we will see later in this section, for such an f we have that λ (r) (ω (r),(r+1) (n)f ) = χ −1 γ (n)λ (r) (f ) for all n ∈ U = N , and λ (r) (ω (r),(r+1) (ñ)f ) = χγ(ñ)λ (r) (f ) for allñ ∈Ũ =Ñ . Now given f ∈ Y (r),(r+1) , set f (r) (g) = λ (r) (ω (r),(r+1) (g)f ), for g ∈ G. It is then immediate that f (r) ∈ C ∞ (N \G; H γ,γ ) but we will show that actually f (r) ∈ C (N \G; H γ,γ ). (Here we note that H γ,γ is 1-dimensional since W γ,γ = 0.) On the other hand, since M χ andM χγ preserve the gradings on V andṼ , respectively, it is straightforward to check in this case that (ω (r),(r+1) (m)f ) (r) (g) = f (r) (φ T (m) −1 g), for all f ∈ Y (r),(r+1) ,m ∈M χγ , g ∈ G.
It then follows that the map f → f (r) induces a G ×M χγÑ -intertwining map Ψ T : (Y (r),(r+1) )Ũ ,χγ −→ C (N \G; H γ,γ ), that we will show to be an isomorphism.
To describe the map Ψ T in the general case, observe that if (τ γ,γ , H γ,γ ) is the smooth Heisenberg representation associated to W γ,γ (as in Section 6.1), then, following arguments similar to those leading to equation (6.18) , we obtain the following tensor product decomposition: where G ×M χγÑ acts on C (N \G; H γ,γ ) via equations (6.9)-(6.11).
As we have already shown, the existence of such a Ψ T is enough to prove Theorem 6.2. Before proceeding to the proof of this key proposition, we introduce all the remaining notation.
Recall that we have set G (l) = {g ∈ G | g · v = v for all v ∈ V ⊥ (l) }. Let P l be the stabilizer of V −l in G (l) . Then P l = M (l) N l , where N l is the unipotent radical of P l , M (l) = M l × G (l−1) , and M l ∼ = GL(V −l ). Now observe that, if S ∈ Hom(V (l−1) , V −l ), then S − S * ∈ n l . Hence, we can use the map S → S − S * to define a Lie algebra isomorphism (6.21) Hom(V (l−1) , V −l ) ⊕ z l ∼ = n l , where the Lie algebra structure on the left hand side is given as follows: z l = {Z ∈ Hom(V l , V −l ) | Z * = −Z} is central, and [T, S] = ST * − T S * for all T , S ∈ Hom(V (l−1) , V −l ). In what follows we will make implicit use of this isomorphism to identify these two spaces.
In a similar fashion, we defineG where, similarly, the Lie algebra structure on the left hand side is given as follows:z m = {Z ∈where T γ,γ = r k=−r T k is as before. Then, from equations (6.27) and (6.28), we have that for all f ∈ Y (r),(r+1) g ∈ G, S ∈ Hom(V −r ,Ṽ −r ), (ω (r),(r+1) (expZ)f ) r (g)(S) = (ω (r),(r+1) (expZ)[ω (r),(r+1) (g)f ])(T r , T −r + S) = ψ(TrZT r T * r /2)(ω (r),(r+1) (g)f )(T r , T −r + S) = f r (g)(S), (6.32) for allZ ∈z r+1 , and for allR ∈ Hom(Ṽ r+1 ,Ṽ (r−1) ⊕Ṽ −r ) ⊂ũ r+1 , in other words, for allũ ∈Ũ r+1 , (ω (r),(r+1) (ũ)f ) r (g)(S) = χγ(ũ)f r (g)(S).
