Abstract. Let E 1 , . . . , E k and E be natural vector bundles defined over the category Mf + m of smooth oriented m-dimensional manifolds and orientation preserving local diffeomorphisms, with m ≥ 2. Let M be an object of Mf + m which is connected. We give a complete classification of all separately continuous k-linear op-
for all vector fields X on M and sections s j ∈ Γc(E j M ), in terms of local natural operators and absolutely invariant sections. In special cases we do not need the continuity assumption. We also present several applications in concrete geometrical situations, in particular we give a completely algebraic characterization of some well known Lie brackets.
Natural operators
In this section we give a brief survey over notions and results from the theory of natural bundles and operators which we will need in the sequel and we formulate our main result. Besides the references cited for the results they can all be found in [Kolář-Michor-Slovák] . 1.2. By the general theory, cf. [Palais-Terng] , [Epstein-Thurston] , each natural bundle is obtained (up to isomorphisms) by the construction of associated bundles to the (higher order) frame bundles P r + M . The latter principal bundles are defined as the bundles of r-jets of locally defined orientation preserving diffeomorphisms R m → M at the origin 0 ∈ R m , and their structure groups are the Lie groups of r-jets of orientation preserving diffeomorphisms R m → R m which keep the origin fixed, the so called jet groups. Then the values of F on morphisms depend only on r-jets for some non-negative integer r, which is called the order of F .
Definition. A bundle functor (or natural bundle) on the category Mf
In particular, all natural bundles transform smoothly parameterized families of morphisms into smoothly parameterized families (the so called regularity). Hence we can apply a bundle functor F to flows of vector fields on M and we get flows on the values F M . This gives rise to the so called flow operator which transforms vector fields on M into vector fields on F M .
Vector bundle functors correspond to linear representations of the jet groups in finite dimensional vector spaces and the flow operators can be used to define Lie derivatives of sections of a natural vector bundle analogously to the classical case of tensor bundles, cf. [Terng] and [Čap-Slovák] . By the regularity of vector bundle functors, the Lie derivatives define a continuous action of the Lie algebra of vector fields on the space of sections. This action is local in both arguments and so in view of the localization property of the vector bundle functors we get for each vector bundle functor F an action of the sheaf of vector fields on an oriented manifold M on the sheaf of local sections of F M . [Čap-Slovák] imply that s is then invariant for the actions of all orientation preserving diffeomorphisms of M . Now assume that F is of order r and let ρ : G r+ m → GL(V ) be the corresponding representation of the jet group. Then one easily verifies that the absolutely invariant sections of F M are in bijective correspondence with elements of V which are invariant for the action ρ. In particular we see that the absolutely invariant sections always form a finite dimensional vector space of dimension at most the fiber dimension of F M , and that an absolutely invariant section is determined by its restriction to one point. Moreover an absolutely invariant section s of F M gives rise to a unique absolutely invariant section of F N for any oriented m-dimensional manifold N .
Absolutely invariant sections. Let F be a natural vector bundle defined on the category Mf
Note that in many concrete situations there exist no absolutely invariant sections. For example in a subbundle of a tensor bundle ⊗ p T M ⊗⊗ q T * M absolutely invariant sections can exist only if p = q. Each local k-linear natural operator D :
Definition. Let E, F : Mf
. . , L X s i , . . . , s k ) for each manifold M , all vector fields X on M and all s i ∈ Γ(E i M ). We say that D commutes with Lie derivatives. Moreover, each k-linear local operator D M : Γ(E 1 M ) × . . . × Γ(E k M ) → Γ(EM ) which commutes with Lie derivatives extends to a unique natural operator D, see 3 .2].
1.5. Determination of local natural operators. Let us consider a k-linear natural operator D : E 1 × . . . × E k → E, where the E i and E are natural vector bundles. By the multilinear Peetre theorem (c.f. [Cahen-de Wilde-Gutt] or [Slovák] ) D is of some finite order r. Let J r E i denote the r-jet prolongations of the natural vector bundles E i , let V i and V be the standard fibers of the E i and E, and let T r m V i be the standard fiber of J r E i . The natural operator D is uniquely determined by its value on R m and D R m is induced by a k-linear vector bundle homomorphism
This in turn is uniquely determined by the induced linear mapD :
The spaces T r m V i and V are modules over the jet group G r+ℓ m , where ℓ is the maximum of the orders of the bundle functors E i and E, and the fact thatD comes from a natural operator is equivalent to equivariancy ofD for these actions.
Thus the determination of natural operators of fixed order r reduces to the classification of equivariant linear maps between two finite dimensional representations of the jet group G r+ℓ m . This classification has been carried out in a variety of special cases, see [Kolář-Michor-Slovák] for a collection of results in this direction.
In particular the space of multilinear local natural operators of fixed order between fixed bundles is always finite dimensional. Moreover we can prove that there is always some maximal order for such operators:
1.6. Lemma. Let E 1 , . . . , E k and E be vector bundle functors on Mf
Proof. As discussed above, each such operator
where r is the order of the operator, ℓ is the maximum of the orders of the natural bundles. Let us write
* for the dual linear mapping to the corresponding linear mapping on the tensor product of the jet spaces. The jet group G 1 m = GL(m, R) of order one is always a subgroup and thus, in particular the mapping D * is an SL(m, R)-module homomorphism. As representation spaces for SL(m, R), all the standard fibers V 1 , . . . , V k and V decompose into irreducible representations, as well as the whole tensor product of the duals. Each of the irreducible components is determined by a highest weight vector sitting in the whole space, we shall write V λ for a component with highest weight λ. Furthermore, we always have T 
where the spaces V ρs are the irreducible components in the tensor product V * 1 ⊗ · · · ⊗ V * k . Since the decomposition into irreducible components is always unique up to order and since a homomorphism between irreducible components is a multiple of the identity, the mapping D * is just the inclusion of the irreducible components of V * = ⊕ i V µi into the tensor product. Thus we have only to show that highest weight vectors in the tensor product with the weights µ i can appear only in the components V ρs ⊗ ⊗ j R m with j less that some fixed bound. If our jet spaces were completely reducible GL(m, R)-modules, we could apply just the above discussion and to compare the actions of the center of GL(m, R) on the domain and the target. The multiples of the identity matrix in the Lie algebra gl(m, R) must act by some scalar and each copy of R m in the tensor product increases this scalar by one. This simple idea leads then directly to a bound as required. Since we do not want to restrict ourselves to completely decomposable GL(m, R)-modules, we have to use the above decomposition into irreducible SL(m, R)-modules and to apply the equivariancy with respect to the induced action of the universal enveloping algebra of sl(m, R), where the center is not trivial.
Let us assume there is a highest weight vector with weight µ in V ρ ⊗ ⊗ j R m . Then we can complexify both the representation spaces, and we shall find a highest weight vector with weight µ in the U(sl(m, C))-module V ρs ⊗⊗ j C m (now V ρs means the complex irreducible representation with highest weight ρ s ).
For the semisimple Lie algebra sl(m, C), there is the Casimir operator C sitting in the center of U(sl(m, C)) and so acting by a scalar C µ on each irreducible representation space V µ . This scalar can be computed easily by means of the highest weights, C µ = µ, µ + 2δ where 2δ is the sum of all positive roots and , is the Killing form on the algebra, see e.g. [Samelson, p. 121] . In our case, the weights are in the dual to the Cartan algebra which consists of trace free diagonal matrices. If e 1 , . . . , e m is the usual linear basis, the positive roots are e i − e j with i < j, all possible highest weights are of the form a 1 e 1 + · · · + a m−1 e m−1 with integers a 1 ≥ a 2 ≥ · · · ≥ a m−1 ≥ 0, and the Killing form is just the Euclidean metric up to a constant negative multiple. In particular we get δ = (m − 1)e 1 + (m − 2)e 2 + · · · + e m−1 . In order to estimate C µ for our irreducible component in the tensor product, we have to know which weights may appear in a tensor product of two irreducible representations. A general answer is obtained easily by means of some of the well known consequences of the Weyl's character formula, e.g. Klimyk's formula, see [Samelson, p. 128] : We have only to consider the highest weight of the first representation and to add any weight of the other one (only those which yield dominant weights can apply and the multiplicity must be computed). In our case this means, we take the weight ρ and we add, step by step, the weights of C m . To get all of them, we apply first the Weyl group to the highest weight e 1 of C m which yields just the weights e 1 , . . . , e m . These must be involved, but the dimension of the sum of the corresponding weight spaces is at least m, so we are done. Altogether, a highest weight in V ρ ⊗ ⊗ j R m must be of the form ρ + e i1 + · · · + e ij and we obtain
≤ const − a positive constant multiple of j.
This estimate implies that for each fixed ρ and µ, the order j is bounded and the lemma is proved.
In fact the proof of lemma 1.6 shows even that the same statement holds for vector bundle functors and operators defined on the category of smooth oriented m-dimensional manifolds with fixed volume forms and volume preserving local diffeomorphisms.
Next we introduce a class of non-local operators which commute with Lie derivatives.
1.7. Definition. Let E 1 , . . . , E k , E be natural vector bundles defined on the category Mf + m , and let us write Γ c (E i M ) for the space of compactly supported smooth sections of the vector bundle E i M over an m-dimensional oriented manifold M while Γ(EM ) means the space of all smooth sections. Let
1 be a partition of the set {1, . . . , k} into disjoint subsets, such that all I j are nonempty, while J is allowed to be empty.
An elementary almost natural operator
where 
From this the result is obvious.
The aim of this paper is to discuss to what extent the converse of this proposition holds, i.e. whether all multilinear operators which commute with Lie derivatives are almost natural.
The space of sections of a vector bundle has a canonical Fréchet topology (in principle just uniform convergence in each derivative), while the space of compactly supported sections of a bundle can be canonically topologized as the inductive limit of the spaces of sections having support in some fixed compact subset, which are again Fréchet spaces (see 2.2 for a more detailed description). Obviously any almost natural operator is jointly continuous for these topologies, i.e. continuous as a mapping
The main result of this paper is that under the weaker assumption of continuity in each argument separately, the converse to 1.8 is actually true:
1.9. Theorem. Let E 1 , . . . , E k , E be natural vector bundles defined on the category Mf Let us remark that the assumption of separate continuity is needed in one step in the proof, the application of the Schwartz kernel theorem in 3.3. In our opinion, the only way to avoid the continuity assumption is to prove that continuity already follows from the commutation with Lie derivatives. Certainly this is a rather difficult problem, since there even are examples of (non-linear) local natural operators which are not continuous, see e.g. 23 .9].
Natural presheaves
Although our results apply mainly to natural vector bundles and their sections we have to use the more technical notion of an admissible natural presheaf in the proofs.
2.1. Definitions. Let M be a smooth manifold. By X ( ) we denote the sheaf of smooth vector fields over M .
(1) A natural presheaf F on M is a presheaf of locally convex modules over the sheaf of Lie algebras X (M ). This means that for any open subset U of M there is a locally convex vector space F (U ) on which the Lie algebra X (U ) acts by continuous linear operators, which we denote by L X for X ∈ X (U ). By the same symbol we denote the actions of the restrictions of X to open subsets of U on the corresponding spaces. Moreover for any open subset V ⊂ U there is a continuous linear restriction mapping r U V : F (U ) → F (V ) which is equivariant over the corresponding restriction map for vector fields for the Lie algebra actions. This is an infinitesimal version of the definition of a natural presheaf given in [Eck] . 
Topologies on spaces of sections and operators between them.
Before we give examples of natural presheaves we describe the topologies we will use. For an open subset U ⊂ R m we put on C ∞ (U, R n ) as usual the topology of uniform convergence in all derivatives separately, which is a Fréchet topology. Next for a smooth vector bundle E → M over a smooth manifold a vector bundle atlas (U i ) gives rise to linear maps
where n is the fiber dimension of E, and we put on Γ(E) the initial topology with respect to these maps. Since we can use a countable atlas Γ(E) is again a Fréchet space. Next for any compact subset K ⊂ M the space Γ c (E; K) of all sections of E with support contained in K is a closed linear subspace of Γ(E) and thus also a Fréchet space with the induced topology. Now for i ∈ N we can choose compact subsets
We topologize Γ c (E) as the inductive limit of the spaces Γ c (E; K i ), so Γ c (E) is the strict inductive limit of a sequence of Fréchet spaces. In particular this implies that Γ c (E) is a bornological space, i.e. a linear map from Γ c (E) to any locally convex vector space is continuous if and only if it is bounded.
Consider the space L(
where the E i and E are vector bundles over M . Since Γ c (E i ) is bornological we conclude from 3.7.5 ] that the bounded k-linear maps are exactly the separately continuous ones.
we put the associated locally convex topology, i.e. we take as a basis of neighborhoods of zero all absolutely convex subsets U such that for any bounded subset B there exists some t ∈ R such that B ⊂ t · U . Note that by definition this is a bornological topology. Moreover by 3.7 .3] flipping coordinates gives an isomorphism
2.3. Examples of natural presheaves.
(1) Let E be a vector bundle functor defined on the category Mf m of m-dimensional smooth manifolds and local diffeomorphisms. Then with the usual notion of the Lie derivative along vector fields and the topology described above, the spaces Γ(EU ) of smooth sections of EU form a natural presheaf (in fact a natural sheaf) over M . In section 4 we will prove that this natural presheaf is admissible.
(2) A less simple example which will be crucial in the sequel is the following: Let E 1 , . . . , E k , E be vector bundle functors as above. Put
the space of all separately continuous k-linear operators. On this space we define the action of the Lie algebra X (U ) by
This action is continuous since it is just given by compositions with continuous linear operators. To define the restriction mappings just note that for open sets V ⊂ U any section with compact support of the restricted vector bundle over V can be extended by zero to a section over U . It will be shown in section 5 that this natural presheaf is also admissible. Note that the absolutely invariant elements in F (U ) are by definition exactly those operators which commute with Lie derivatives.
Remark.
When dealing with operators with values in spaces of operators one has to be very careful about the various meanings of locality and weak locality. Moreover the name 'weakly local' is a little misleading when dealing with operators with values in general admissible natural presheaves. Clearly any local operator with values in a sheaf over M is a weakly local mapping. But if one deals with presheaves which only satisfy the very weak condition (i) of 2.1.(3) then there are local operators which are not weakly local. Let us discuss this in an example which is relevant in the sequel: For a smooth manifold M of dimension m consider the trilinear operator
As a trilinear operator this is neither local nor weakly local. But we can consider D in three ways as a linear operator with values in a space of bilinear operators. In fact all these associated linear operators are local, since this just means that if one of the three sections f, g and ω vanishes on an open subset U and the other two sections have support contained in U then D(f, g, ω) vanishes on U and this is clearly satisfied.
Next we can consider D in three ways as a bilinear operator with values in a space of linear operators. In particular consider the operator (f, g) → (ω → D(f, g, ω)). Then this operator is local since if either f or g vanish on an open subset U of M and ω has support contained in U then D(f, g, ω) vanishes on U . On the other hand this operator is not weakly local since f and g having disjoint supports does not imply that D(f, g, ω) = 0. Similarly one checks that the operator (f, ω) → (g → D(f, g, ω)) is local but not weakly local while on the other hand (g, ω) → (f → D(f, g, ω)) is weakly local but not local.
2.5. Let E 1 , . . . , E k be vector bundle functors defined on the category Mf + m , m ≥ 2, and let F be an admissible natural presheaf over an oriented connected m-
be a k-linear operator which commutes with Lie derivatives, i.e. such that
First consider sections s i ∈ Γ c (E i M ) and suppose that over some open set U all s i are identically zero. Then L X s i is globally zero for all vector fields X with support in U and so the commutation with Lie derivatives implies that the restriction of D(s 1 , . . . , s k ) to U is absolutely invariant.
Lemma. Suppose that
Proof. Since F is admissible, the absolutely invariant restrictions of D(s 1 , . . . , s k ) to the individual connected components of W extend uniquely to globally defined absolutely invariant elements. Thus, we only have to show that for any two connected components U and V of W the two absolutely invariant elements in F (M ) determined by the restrictions of D(s 1 , . . . , s k ) to U and V coincide. Since M is connected and of dimension at least 2 we can choose k + 1 smooth curves c 1 , . . . , c k+1 : [0, 1] → M , which all start in U , end in V and are pairwise disjoint. Then there are open sets U i and
1 onŪ i and vanishes outside of V i and put
where I runs over the set of all multiindices (i 1 , . . . , i k ) with 1 ≤ i j ≤ k + 1. But now observe that for any such multiindex there is at least one integer ℓ, 1 ≤ ℓ ≤ k + 1, which does not appear in the multiindex. Thus all sections f i1 s 1 , . . . , f i k s k vanish locally around the curve c ℓ and hence on a connected open set which intersects both U and V . So for each of the summands the two extensions coincide and hence the same is true for the sum. 
This operator is obviously k-linear, and since the presheaf F is admissible it is continuous provided that D is continuous. By the multilinearity of D, we get
Lemma. The operator λ does not depend on the choices of
By the assumption onV 
But in fact only the terms with either i j = 1 or i j = k + 1 can contribute, since otherwise f ij = f ′ ij and so one argument vanishes globally on M . Thus (D(s 1 , . . . , s k ) ).
2.8. Lemma. The operator λ commutes with Lie derivatives, i.e. for any X ∈ X (M ) and any
Proof. First we may clearly assume that X has compact support. Thus we may assume that the support of X is arbitrarily small. So we may choose U i , V i and f i as in 2.6 in such a way that the support of X is contained in U 1 . Since f L X s = L X (f s) − (Xf )s and all f i are constant on the support of X, we see that L X commutes with the multiplication by f i for each i and thus we get
Now we exchange the two sums. For a fixed I all sections f i ℓ s ℓ and L X f i ℓ s ℓ vanish simultaneously on some open subset. Then for the restrictions to this subset we get The only point that remains to be proved is (4). First we need a lemma: D(s 1 , . . . , s k ) restricts to zero on M \ supp(s 1 ) and thus also on M \ (supp(s 1 ) ∪ supp(s 2 )).
So let us assume that ℓ > 2 and that the result has been proved for all integers smaller than ℓ. Without loss of generality we assume that supp(s 1 )∩· · ·∩supp(s ℓ ) = ∅ and that all intersections of ℓ − 1 of these sets are nonempty. Then for i = 1, . . . , ℓ we can construct open sets 2.11. Next we prove that under the condition 2.9.(4) the operator λ is weakly local. So assume that s 1 , . . . , s k are sections such that supp(s 1 ) ∩ · · · ∩ supp(s k ) = ∅. Choose any triples (U i , V i , f i ) as in 2.6. Then by 2.10 for any multiindex I = (i 1 , . . . , i k ) the element D(f i1 s 1 , . . . , f i k s k ) restricts to zero on the open subset M \ (∪ j supp(f ij s j )). By construction this set is nonempty and moreover by definition the restrictions of (λ(s 1 , . . . , s k ) ). Let U ⊂ W be open and such thatŪ ⊂ W . Put U 1 := U , V 1 := W and choose a function f 1 and triples (U i , V i , f i ) for i ≥ 2 like in 2.6. Consider a multiindex I = (i 1 , . . . , i k ). If i 1 = 1 then f i1 s 1 = 0 and if i j = 1 for some other j then the section f ij s j has support contained in W , while f i1 s 1 vanishes on W . So by the proof of 2.10 and multilinearity we see that r (D(s 1 , . . . , s k ) ). Now the set W can be covered by countably many open subsets W i such that there are homeomorphisms w i : W i → R m . For any (i, j) ∈ N 2 let W ij be the preimage under w i of the open ball of radius j around the origin. Then for all i, j the closure of W ij is contained in W . Next take a bijection κ : N → N 2 and define
From above we see thatD(s 1 , . . . , s k ) restricts to zero on each set U ℓ . Since the presheaf F is admissible we see thatD(s 1 , . . . , s k ) restricts to zero on W by condition (i) of 2.1. (3) .
This finishes the proof of theorem 2.9.
Weakly local natural functionals
In this section we give a complete description of weakly local multilinear functionals which commute with Lie derivatives. This classification can be found in [Kirillov] , but the proofs are only briefly sketched there. To have this paper self contained we present full proofs here. Moreover we weaken some continuity assumptions. The proofs are rather technical, so readers who are not interested in details should only read lemma 3.3 and skip the rest of this section. 
and since the integral over the left hand side obviously vanishes, the function which is differentiated on the right hand side has compact support. Thus we get 0 = τ (f − ψ R f ) and hence τ (f ) = τ (ψ) R f .
Next for m > 1 take the function ψ from above, and for
. . , x m )dx m . Now as above one shows that the function f (x 1 , . . . , x m ) − I m (f )(x 1 , . . . , x m−1 ) · ψ(x m ) is the m-th partial derivative of a compactly supported smooth function so we see that τ (f ) = τ ((I m (f )) m ) = τ m (I m (f )). Since by construction τ m is again linear an vanishes on partial derivatives the result follows by induction. 
Lemma. Let λ : (C
where again the sum is over a finite set of multiindices.
Proof. In order to bring a given expression for λ to the required final form we will rewrite its summands recursively. Therefore we need an appropriate ordering on the sets of multi-multi indices. What we will need is (k − 1)-tuples (α 1 , . . . , α k−1 ) where each α j = (α 
where the d's are constants, the c's are continuous functions and c β 1 ...β k−1 β is nonzero. Now fix a relatively compact open subset U ⊂ R m . Then choose a compactly supported smooth function f on R m such that f is identically one on U , and (2) where the first sum collects all summands with (α 1 , . . . , α k−1 ) < (β 1 , . . . , β k−1 ), since the remaining terms vanish. Using the commutation of λ with partial derivatives and (1) we get:
On the other hand using (2) we compute:
Now all terms in the first sum of (4) can be integrated by parts and this gives exactly the sum in (3). Thus the remaining sum must be zero. This means that for the restrictions of the c's to U we get the equation
where the derivatives are interpreted in the distributional sense. Since this equation holds over each relatively compact open subset of R m it holds on R m . Assume first that β = (0, . . . , 0). Then (5) implies that c β 1 ...β k−1 β is constant on R m and thus we can rewrite the expression (1) for λ with (β 1 , . . . , β k−1 ) replaced by some greater (γ 1 , . . . , γ k−1 ). Moreover in this procedure we do not increase the maximal total degree occurring in the expression.
Next assume that β > (0, . . . , 0). Then we see from (5) that there is a constant C such that
Expanding the partial derivatives of products in this identity we see that we can express
as a sum of terms of the form
. . , β k−1 ) and γ k < β. Moreover we always have |γ
Thus finitely many applications of this procedure lead to an expression for λ of the required form.
3.3. Lemma. Let E 1 , . . . , E k be natural vector bundles defined on Mf + m , and let
is the bundle functor which assigns to each manifold M the dual bundle of
Here , denotes the canonical pairing
In particular λ is automatically jointly continuous.
is linear, this means that there is an absolutely invariant section
σ of E * 1 M ⊗ Λ m T * M such that λ(s) = M σ,
s . Moreover in this case the continuity follows from the other assumptions.
Proof. Let us first consider the case M = R m . Up to a natural isomorphism, for each natural bundle E j we have E j R m = R m ×V j , with the action of the translations t x : y → x + y given by t x × id Vj . Thus the Lie derivatives with respect to the constant fields are just the partial derivatives of the coordinate functions. (This identification is always achieved by
k → R which gives the coordinate expression of λ. These functionals are clearly separately continuous, weakly local and they commute with partial derivatives if λ has these properties.
Let us first treat the case k = 1, i.e. λ is linear. Then without continuity assumptions we conclude from lemma 3.1 that for each i 1 there is a constant c i1 such that
Since any Lie derivative of an m-form on R m is exact we get:
Since this holds for all f ∈ Γ c (EM ) and X ∈ X (R m ) we have L X σ = 0 and thus σ is absolutely invariant.
So let us turn back to the general multilinear case. Applying the Schwartz kernel theorem (c.f. [Hörmander, 5.2 .1]) to λ i1...i k we see that this functional is given by a distribution on (R m ) k , which has support in the diagonal by the weak locality. Thus it is given (at least locally) as
where the c's are continuous functions and the sum is over some finite number of multiindices α j (c.f. [Hörmander, 5.2.3] ). By lemma 3.2 we can express λ i1...i k locally as
Fix an open subset U over which such a representation is valid. Then for smooth sections
We can now define an operator
Clearly this is a well defined local operator and over U ,
and D U is uniquely determined by this formula. As in the linear case we compute now:
Thus D U commutes with Lie derivatives, so it extends uniquely to a natural operator by 3 .2], i.e. there is a unique natural operator D on Mf
Any point of R m has a neighborhood on which the construction can be carried out as above. Moreover from the uniqueness of the extension we see that for intersecting open sets the natural operators obtained coincide, and thus λ is given on R m by the formula
Finally take an arbitrary manifold M . Choose an oriented atlas (U i , u i ) of M such that any u i is a diffeomorphism onto R m . Then we have the induced isomor-
Any section of E j M with support in U i can be written as u * i f j for a compactly supported section f j . Now by the first part of this proof there is a unique natural operator D such that
As before the uniqueness implies that the operators obtained from intersecting charts coincide, and since M is connected and any compactly supported section can be written as a finite sum of sections having support in some chart U i the proof is finished.
The linear case
Now we give a complete description of linear operators between sections of natural vector bundles over oriented manifolds which commute with Lie derivatives. In the next section this result will be used as the starting point for an induction procedure. Proof. By the general theory mentioned in 1.2, there is the canonically defined continuous action of the sheaf of Lie algebras of vector fields on the base manifold on the sections of the natural vector bundle.
Proposition. Let F be a natural vector bundle defined on the category Mf
Since the sections of a vector bundle form a sheaf, condition (i) of 2.1. (3) is trivially satisfied. On the other hand the existence and uniqueness condition in (ii) of 2.1.(3) follows immediately from 1.3. Finally continuity of the extension operators is trivial since the absolutely invariant sections always form a finite dimensional space.
4.2.
Let E and F be natural vector bundles over Mf + m , let M be a connected oriented manifold of dimension m ≥ 2 and let D : Γ c (EM ) → Γ(F M ) be a linear operator which commutes with Lie derivatives. Then the condition of 2.9.(4) is automatically satisfied since in the linear case it just means that D(0) = 0. Thus we may apply theorem 2.9 to split D into a local linear operatorD and a linear map λ with values in the space of absolutely invariant sections which vanishes on Lie derivatives. Theorem 3.2 of [Čap-Slovák] shows thatD is a natural operator, which in particular implies that it is continuous.
To discuss the linear map λ let v 1 , . . . , v n be a basis of the space of absolutely invariant sections of F M and let {v * i } be the dual basis. Then for any i = 1, . . . , n the map 
So D is an almost natural operator and thus in particular automatically continuous. Proof. In the case of compact supports the result follows immediately from the fact that on a noncompact manifold no nonzero absolutely invariant section can have compact support by 4.1. In the second case we may restrict the operator to an operator Γ c (EM ) → Γ(F M ). There it splits by theorem 4.3 asD + i λ i v i , where the v i are a basis for the space of absolutely invariant sections of F M . Now the natural operatorD extends continuously to Γ(EM ), and we consider the difference λ between this extension and the original operator. On compactly supported sections this difference has the form i λ i v i , where λ i (s) = M σ i , s , for an absolutely invariant section σ i ∈ Γ(E * M ⊗ Λ m T * M ). Now assume that some σ i , say σ 1 is nonzero. Then using a chart construction one easily concludes that for any open subset U ⊂ M there is a section s ∈ Γ c (EM ) with support contained in U such that λ 1 (s) = 1. Now choose compact subsets K i ⊂ M such that each K i is contained in the interior of K i+1 and such that M = ∪ i∈N K i . Then for any i ∈ N choose an open subset U i ⊂ K i \ K i−1 and a smooth section s i ∈ Γ c (EM ) with support contained in U i such that λ 1 (s i ) = 1. Then any compact subset of M is contained in some K n and thus intersects only finitely many U i . Thus the sum i∈N s i is actually finite over each compact and thus converges in Γ(EM ). By continuity of λ we see that this element is mapped by λ to the limit of k i=1 λ(s i ). But this sum is divergent by construction.
Corollary. In the setting of theorem 4.3 assume that either
Thus we see that λ vanishes on all compactly supported sections and since these are dense in all sections the result follows. 
restricts to zero on each U i . Take a section s ∈ Γ c (EU ). Then the support of s is contained in some U i and thus in all U j where j > i. Hence by assumption D(s) vanishes on each U j and thus on the union of all U j and so condition (i) of 2.1. (3) is satisfied as well.
Proof of Theorem 1.9
The main idea is to view k-linear operators between sections of vector bundles as ℓ-linear operators with values in the natural presheaf of (k − ℓ)-linear operators, as defined in example 2.3.(2), to apply theorem 2.9 and to use induction. 5.1. Definition. Let E 1 , . . . , E k , E be natural vector bundles defined on Mf + m , and let D :
be a k-linear separately continuous operator, where M is an m-dimensional oriented manifold. For an ℓ-tuple (i 1 , . . . , i ℓ ) of integers with 1 ≤ i 1 < · · · < i ℓ ≤ k we define the associated ℓ-linear operator of type (i 1 , . . . , i ℓ ) to D to be the operator
Here (i ℓ+1 , . . . , i k ) denotes the ordered sequence of integers between 1 and k which do not occur in (i 1 , . . . , i ℓ ).
5.2.
In the notation of 5.1 assume that D commutes with Lie derivatives. Then by definition of the Lie derivatives on the natural presheaf of (k − ℓ)-linear operators any associated ℓ-linear operator commutes with Lie derivatives, too.
Next the condition 2.9. (4) Proof. Let us assume that no I j is a subset of I, take some i ∈ I and consider a section s i which vanishes on some open subset U of M . If i ∈ J then clearly D(s 1 , . . . , s k ) vanishes on U for arbitrary sections s ℓ , ℓ = i. On the other hand if i is in some I j then by assumption there is some ℓ ∈ I j which is not in I. Then for any section s ℓ with support contained in U we have λ j (. . . , s i , . . . , s ℓ , . . . ) = 0 by weak locality of λ j . Conversely assume that I j ⊂ I. Choose a small open subset U of M . Then we can find sections s n for n ∈ I j which have support in M \ U such that λ j is nonzero on these sections. On the other hand for all ℓ = j we can find sections corresponding to I ℓ with support contained in U on which λ ℓ is nonzero. Moreover we can also find sections corresponding to J with support in U on which the local natural part does not vanish, and hence we get a nonzero result over U which contradicts locality of D I . Proof. The non-trivial part of the proof is to show that if D I is local then each elementary summand has the same locality property. By 5.3 this means that the elementary summands must not involve a set I j ⊂ I in their types. We may assume without loss of generality that if there are several elementary almost natural operators of the same type in this sum, then their local natural parts (corresponding to the last set in the type) are linearly independent. From now on we will assume that all representations of almost natural operators as sums of elementary ones are of this form.
5.4.
Suppose that D and I are given and take some i 0 ∈ I such that there is an elementary summand which has in its type a set I j ⊂ I which contains i 0 , and consider only those summands which have this property. Next consider only those operators for which the corresponding set I j is of minimal cardinality. Next take the minimal cardinality of the other sets in the types of the remaining operators and consider only those which have a set of this cardinality in their type. Next take again the minimal cardinality of the remaining sets and the corresponding operators and so on up to a point where there are only operators left which have all the same cardinalities of sets in their types. Now choose one of the remaining operators and renumber the bundles in such a way that i 0 becomes 1 and the operator has type I 1 = {1, 2, . . . , n 1 }, . . . , I r = {n 1 + · · · + n r−1 + 1, . . . , n 1 + · · · + n r }, J = {n r + 1, . . . , k}, with n 2 ≤ n 3 ≤ · · · ≤ n r . Assume that it is of the form λ 1 . . . λ rD . Now choose an open subset U of M and sections s 1 , . . . , s n1 which all vanish on U such that λ 1 is nonzero on these sections. Next choose r disjoint open subsets U 2 , . . . , U r+1 contained in U , for any i ≤ r choose sections with support in U i on which λ i is nonzero and choose sections with support contained in U r+1 on which D is nonzero.
Since all λ i are weakly local (cf. 1.7) we see that any operator in the linear combination which does not vanish identically on these sections must belong to those which remained at the end of our choices. So let us consider such operators, and let us denote their types with tildes. By definition of the type we must have 1 ∈Ĩ 1 or 1 ∈J. By minimality of the cardinality of I 1 we must then haveĨ 1 = I 1 orJ = I 1 to get something nonzero. IfJ = I 1 we must have n 1 + 1 ∈Ĩ 1 so again by minimality we must haveĨ 1 = I 2 , thenĨ 2 = I 3 and so on. On the other hand ifĨ 1 = I 1 then n 1 + 1 ∈Ĩ 2 or n 1 + 1 ∈J and again the only possibility to get a different type isJ = I 2 ,Ĩ 2 = I 3 and so on. Thus we see that the only operators which can produce something nonzero are those whose types satisfyĨ
, or those withJ = ∅ for which we must haveĨ
I is local, these operators must add up to zero on U for each choice of sections as above. The operators withJ = ∅ produce section with support in U ℓ if J = I ℓ , while the ones withJ = ∅ produce absolutely invariant sections which in particular have no zeros. Thus for any remaining type the operators of this type have to add up to zero on some U ℓ or on U . Since we may assume that for each fixed type the occurring local natural parts are linearly independent this implies that the individual elementary summands must already be zero. Thus, altogether, if D I is local, then there is no elementary summand with I j ⊂ I in its type. This concludes the proof of the first assertion of the lemma. The linear independence of any set of elementary almost natural operators with pairwise different types can be proved completely analogously. Indeed, if we assume that we can write the zero operator as a linear combination of elementary almost natural operators of different types, then we take the minimal cardinality of all sets occurring in the types of the operators and consider those which have one set of this cardinality in their type, and so on, exactly as above. At the end we choose r + 1 disjoint open sets U i ⊂ M and sections supported in the appropriate U i . The same arguments as above then apply. Proof. This is clear since by 5.3 and 5.4 the locality properties of an almost natural operator are independent of the manifold on which the operator is defined.
5.6. Now we can pass to the proof of our main result, the theorem 1.9:
and the associated bilinear operator of type (1, 2) are local. Iterating this procedure we see that subtracting suitable almost natural operators we arrive at an operator such that all associated bilinear (and thus all associated linear operators) are local. Next we consider the associated trilinear operators in some succession, then the 4-linear ones and so on until we arrive at an operator which has the property that all associated (k − 1)-linear operators are local. To this operator we can now directly apply theorem 2.9 to split it into a local and a weakly local part which by 3.3 is again an almost natural operator.
Finally from 1.6 it is clear that the space of almost natural k-linear operators is again finite dimensional.
Examples and Applications
In order to illustrate the strength of our results, we shall discuss several concrete geometrical problems. In particular we shall give a completely algebraic characterization of several well known brackets, the Lie bracket, the Schouten bracket, the Schouten-Nijenhuis bracket and a bracket closely related to the Frölicher-Nijenhuis bracket.
6.1. Remark. In fact the only point where we need the continuity assumption on the operators is the description of weakly local multilinear functionals which commute with Lie derivatives. Hence using assumptions which make sure that only linear functionals can occur we can obtain automatic continuity results. We carry this out only for the bilinear case.
6.2. Corollary. Let E 1 , E 2 and F be natural vector bundles defined on Mf [Michor-Schicketanz] ). Thus D must be a local operator. Now using the projections on the left hand side and the inclusion into all vector valued differential forms on the right hand side, D induces a local natural operatorD : Ω k (M, T M ) × Ω ℓ (M, T M ) → Ω k+ℓ (M, T M ). But these operators have been completely classified in [Kolář-Michor] and [Čap] . Looking at the list of possible operators and taking into account that the values must be trace free and the operator depends only on the trace free parts of the arguments one sees that in fact it must be a scalar multiple of the Frölicher-Nijenhuis bracket, so the result follows.
