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Abstract
A well-known first-order method for sampling
from log-concave probability distributions is the
Unadjusted Langevin Algorithm (ULA). This
work proposes a new annealing step-size sched-
ule for ULA, which allows to prove new con-
vergence guarantees for sampling from a smooth
log-concave distribution, which are not covered
by existing state-of-the-art convergence guaran-
tees. To establish this result, we derive a new
theoretical bound that relates the Wasserstein dis-
tance to total variation distance between any two
log-concave distributions that complements the
reach of Talagrand T2 inequality. Moreover, ap-
plying this new step size schedule to an existing
constrained sampling algorithm, we show state-
of-the-art convergence rates for sampling from a
constrained log-concave distribution, as well as
improved dimension dependence.
1. Introduction
Let dµ∗(x) ∝ e−f(x) dx be a probability measure over
R
d, where f : Rd → R is a convex function with
Lipschitz continuous gradient. In order to sample from
such distributions, first-order sampling schemes based on
the discretization of Langevin dynamics and, in particu-
lar the Unadjusted Langevin Algorithm (ULA), have found
widespread success in various applications (Welling & Teh,
2011; Li et al., 2016b; Patterson & Teh, 2013; Li et al.,
2016a).
An ever-growing body of literature has been devoted solely
to the study of ULA and its variations (Ahn et al., 2012;
Chen et al., 2015; Cheng & Bartlett, 2017; Cheng et al.,
2017; Dalalyan & Karagulyan, 2017; Durmus et al.,
2017; 2018a; Dwivedi et al., 2018; Luu et al., 2017;
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Welling & Teh, 2011; Ma et al., 2015). The ULA iterates
are given as
xk+1 = xk − γk+1∇f(xk) +
√
2γk+1gk, (1)
where∇f is the gradient of f , {γk}k≥0 is a non-increasing
sequence of positive step-sizes, and the entries of gk ∈
R
d are zero-mean and unit-variance Gaussian random
variables, independent from each another and everything
else. In its standard form (1), ULA can provably sam-
ple from any log-concave and smooth probability measure
(Durmus et al., 2017; 2018a).
The recent analysis of (Durmus et al., 2018a) studies ULA
through the lens of convex optimization. Their analysis
shows strong resemblance with the convergence analysis
of stochastic gradient descent (SGD) algorithm for mini-
mizing a convex continuously differentiable function f :
R
d → R. Starting from x0 ∈ Rd, SGD iterates similarly
as (1):
xk+1 = xk − γk+1∇f(xk) + γk+1Θ(xk),
where {γk}k≥0 is a non-increasing sequence of positive
step-sizes, and Θ : Rd → Rd is a stochastic perturbation to
∇f . One way of proving convergence guarantees for this
method is to show the following inequality:
2γk+1(E[f(xk+1)]− f(x∗)) ≤ E
[‖xk − x∗‖22]
− E [‖xk+1 − x∗‖22]+ Cγ2k+1
(2)
for some constant C ≥ 0, ∀k ≥ 0 and x∗ ∈
argminx∈Rd f(x). From this inequality, and using step
size γk ∝ 1√
k
, it is then possible to show convergence, in
expectation, of the average iterate x¯T = 1T
∑T−1
t=0 xt to the
optimal value, i.e., E[f(x¯T )]− f(x∗) = O
(
1√
T
)
.
In their paper, (Durmus et al., 2018a) showed a similar de-
scent lemma as (2) for the sequence of generated measures
{µk}k≥0 denoting the distributions of the iterates {xk}k≥0
in (1), in which the objective gap E[f(xk)] − f(x∗) is re-
placed with the Kullback-Leibler divergence KL(µk;µ∗),
and the Euclidean distance ‖xk−x∗‖2 is replaced with the
2-Wasserstein distanceW2(µk, µ∗):
2γk+1KL(µk;µ
∗) ≤W22(µk, µ∗)−W22(µk+1, µ∗)
+ 2Ldγ2k+1,
(3)
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whereL is the Lipschitz constant of the gradient of f . Then
again, using γk ∝ 1√
k
, it is possible to show convergence
of the average sample distribution µ¯T = 1T
∑T
t=0 µt to µ
∗
in KL divergence, with rate O
(
d3√
T
)
.
In this work, we improve this convergence rate toO
(
d3
T
2
3
)
.
To this end, we first establish a new bound that relates
the W2 distance and the KL divergence between any two
log-concave distributions. When applied to inequality (3),
this new bound can be exploited to design a new step-size
sequence {γk}k≥0 that allows to derive new convergence
rates for ULA.
We introduce a new multistage decaying step size sched-
ule, which proceeds in a double loop fashion by geomet-
rically decreasing the step-size after a certain number of
iterations, and that we call Double-loop ULA (DL-ULA).
To the best of our knowledge, all existing convergence
proof for ULA use either constant, or polynomially decay-
ing step sizes, i.e. of the form γk = k−α for some α ≥ 0,
and this is the first work introducing a multistage decaying
step size for a sampling algorithm. Interestingly, there is
precedence to support our approach in that such step decay
schedule can improve convergence of optimization algo-
rithms (Hazan & Kale, 2014; Ge et al., 2019; Aybat et al.,
2019; Yousefian et al., 2012).
Our new inequality relating KL divergence and W2 dis-
tance serves as an alternative to the powerful T2 inequality
(Gozlan & Léonard, 2010), the latter requiring stronger as-
sumptions on the distributions. The literature on Langevin
dynamics commonly proves the convergence of an algo-
rithm in KL divergence and then extends it to the total
variation (TV) distance using the famous Pinsker’s inequal-
ity (Pinsker, 1960; Cheng & Bartlett, 2017; Durmus et al.,
2018a). Our new inequality enables to do the same for ex-
tending convergence results to W2 distance in the case of
general log-concave distributions, and hence, might be of
independent interest. Note, however, that this inequality ap-
plied alone to extend the result of (Durmus et al., 2018a)
toW2 distance provides a suboptimal convergence rate, and
modifying the step-size schedule and the analysis appears
to be crucial for improving the rate.
Finally, we apply this multistage strategy to the constrained
sampling algorithm MYULA (Brosse et al., 2017), which
allows us to obtain improved convergence guarantees, both
in terms of rate and dimension dependence. This approach
provides state-of-the-art convergence guarantees for sam-
pling from a log-concave distribution over a general convex
set.
We summarize our contributions as follows:
• We introduce a variant of the Unadjusted Langevin Algo-
rithm, using a new multistage decaying step-size sched-
ule as well as a clipping step. Our new approach, called
DL-ULA, yields new convergence guarantees, that are
not covered by existing convergence result (i.e., either
better convergence rate or better dimension dependence
compared to state-of-the-art results).
• We apply our new step-size schedule to an existing
Langevin-based constrained sampling algorithm, called
MYULA (Brosse et al., 2017), and improve its conver-
gence both in terms of iteration and dimension depen-
dences.
• We introduce a new bound relating the 2-Wasserstein
and the TV distance between any two log-concave dis-
tributions.
A summary of our convergence rates can be found in Ta-
bles 1 and 2.
Road map In section 3, we define several metrics on
probability measures that we will use, recall some prop-
erties of log-concave distributions that we will exploit, as
well as some results on convergence of ULA. In section 4,
we present our new extension of ULA for unconstrained
sampling, by introducing a new multistage step size sched-
ule. We then prove convergence guarantees by making use
of a new bound relating theKL divergence and theW2 dis-
tance. Finally, in section 5, we apply this procedure to the
existing algorithm MYULA for constrained sampling, and
show that it yields improved convergence guarantees, both
in terms of convergence rate and dimension dependence.
2. Related work
Unconstrained sampling Sampling algorithms based
on Langevin dynamics have been widely studied
(Ahn et al., 2012; Chen et al., 2015; Cheng & Bartlett,
2017; Cheng et al., 2017; Dalalyan & Karagulyan, 2017;
Durmus et al., 2018a; Dwivedi et al., 2018; Durmus et al.,
2017; Luu et al., 2017; Welling & Teh, 2011). Although
most convergence rates have been established in the
strongly log-concave setting, rates have also been shown
for general log-concave distributions, and in particular
exhibit larger dimension dependences (see Table 1).
Convergence guarantees for ULA applied to a general
unconstrained log-concave distribution have been succes-
sively improved over the years. To the best of our knowl-
edge, the best existing convergence results are the one
obtained by (Durmus et al., 2018a) and (Durmus et al.,
2017), that respectively showO(d3ǫ−4) andO(d5ǫ−2) con-
vergence guarantees in TV distance. In this paper, we im-
prove upon the former one, by showing a O(d3ǫ−3) con-
vergence rate. This result is not absolutely better than the
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one of (Durmus et al., 2017), but enjoys better dimension
dependence.
Until recently, convergence rate in Wasserstein distance
had not been proven in the general log-concave setting.
Only recently, (Zou et al., 2018) presented a method based
on underdamped Langevin dynamics that provably con-
verges in W2-distance for a general log-concave distribu-
tion.
In (Zou et al., 2018), the authors show a O(d5.5ǫ−6)
convergence rate in W2 distance for general log-concave
distributions. However, they make the assumption that
EX∼µ
[‖X‖42] ≤ U¯d2 for some scalar U¯ . However, let
dµ(x) ∝ e−‖x‖2 dx, which is a log-concave distribution.
Then, EX∼µ
[‖X‖42] = Ω(d4) and their assumption does
not hold. For comparison purpose, if we replace it with our
weaker Assumption 4, their rate becomesO(d10.5ǫ−6).
Constrained sampling Extensions of ULA have been de-
signed in order to sample from constrained distributions
(Bubeck et al., 2018; Brosse et al., 2017; Hsieh et al., 2018;
Patterson & Teh, 2013). In (Bubeck et al., 2018), the au-
thors propose to apply ULA, and project the sample onto
the constraint at each iteration. They show a convergence
rate of O(d12ǫ−12) in TV distance for log-concave distri-
butions (i.e.,O(d12ǫ−12) iterations of the algorithm are suf-
ficient in order to obtain an error smaller than ǫ in TV dis-
tance).
In (Brosse et al., 2017), the authors propose to smooth the
constraint using its Moreau-Yoshida envelope, and obtain a
convergence rate ofO(d5ǫ−6) in TV distance when the ob-
jective distribution is log-concave. To do so, they penalize
the domain outside the constrain directly inside the target
distribution via its Moreau-Yoshida envelop.
The analysis of MYULA in (Brosse et al., 2017) only holds
when the penalty parameter is fixed and chosen in advance,
leading to a natural saturation after a certain number of it-
erations. In this work, we extend this procedure using our
Double-loop approach. This allows to obtain improved con-
vergence both in terms of rate and dimension dependence,
i.e., O(d3.5ǫ−5) in TV distance, and to ensure asymptotic
convergence of the algorithm since the penalty is allowed
to vary along the iterations.
The special case of sampling from simplices was solved
in (Hsieh et al., 2018), introducing Mirrored Langevin Dy-
namics (MLD). Their work relies on finding a mirror map
for the given constraint domain, and then performing ULA
in the dual space. However, this method requires strong
log-concavity of the distribution in the dual space. More-
over, finding a suitable mirror map for a general convex set
is not an easy task.
3. Preliminaries
3.1. Various measures between distributions
Let us recall the distances/divergences between probability
measures which are used frequently throughout the paper.
The Kullback–Leibler (KL) divergence between two prob-
ability measures µ, ν on Rd is defined as
KL(µ; ν) = Eµ log(dµ/ dν), (4)
assuming that µ is dominated by ν. Their Total Variation
(TV) distance is defined as
‖µ− ν‖TV = sup
S
|µ(S)− ν(S)|, (5)
where the supremum is over all measurable sets S ofRd. Fi-
nally, the 2-Wasserstein (orW2 for short) distance between
µ and ν is defined as
W22(µ, ν) = inf
φ∈Φ(µ,ν)
∫
Rd×Rd
‖x− y‖2dγ(x, y), (6)
where Φ(µ, ν) denotes the set of all joint probability mea-
sures φ on R2d that marginalize to µ and ν, namely, for
all measurable sets A,B ⊆ Rd, φ(A × Rd) = µ(A) and
φ(Rd ×B) = ν(B).
The main difference betweenW2 and TV distances is that
W2 associates a higher cost when the difference between
the distributions occurs at points that are further appart (in
terms of Euclidean distance). Due to this property, errors
occurring at the tail of the distributions (i.e., when ‖x‖2 →
∞) can have a small impact in terms of TV distance, but a
major impact in terms ofW2 distance.
3.2. Log-concave distributions and tail properties
We start by recalling the basic property that we will assume
on the probability measure. We will then present some
known results about this class of measures which will be
exploited in the convergence analysis of our algorithm.
Definition 1. We say that a function f : Rd → R has L-
Lipschitz continuous gradient for L ≥ 0 if ∀x, y ∈ Rd,
‖∇f(x)−∇f(y)‖2 ≤ L‖x− y‖2.
Definition 2. We say a function f : Rd → R in convex if
∀0 ≤ t ≤ 1 and ∀x, y ∈ Rd,
f(tx+ (1− t)y) ≤ tf(x) + (1 − t)f(y)
Definition 3. We say that probability measure µ ∝
e−f(x) dx is logconcave if f is convex. Moreover, we say
that µ is L-smooth if f has a L-Lipschitz continuous gradi-
ent.
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As mentioned previously, bounding the Wasserstein dis-
tance between two probability measures requires control-
ling the error at the tail of the distributions. In order to deal
with such a distance without injecting large dependence in
the dimension, we make the following assumption on the
tail of the target distribution, which is quite standard when
working with unconstrained non-strongly log-concave dis-
tributions (Durmus et al., 2018a; 2017):
Assumption 4. There exists η > 0,Mη > 0 such that for
all x ∈ Rd such that ‖x‖2 ≥Mη,
f(x)− f(x∗) ≥ η‖x− x∗‖2
where x∗ = argminx∈Rd f(x). Without loss of generality,
we will also assume x∗ = 0 and f(x∗) = 0.
Note that in the case of a distribution constrained to a set
Ω ⊂ Rd, this assumption is naturally satisfied with η arbi-
trary, and Mη = diam(Ω) where diam(Ω) is the diameter
of Ω.
In order to see how this assumption transfers into a
constraint on the tail of the distribution, we recall two
following results shown in (Durmus et al., 2018a) and
(Lovász & Vempala, 2007) respectively.
Lemma 5. Let X ∈ Rd be a random vector from a log-
concave distribution µ satisfying assumption 4. Then
EX∼µ
[‖X‖22] ≤ 2d(d+ 1)η2 +M2η
Lemma 6. Let X ∈ Rd be a random vector from a log-
concave distribution µ such that E
[‖X‖22] ≤ C2. Then,
for any R > 1, we have
Pr (‖X‖2 > RC) < e−R+1
It is thus possible to combine both lemmas to show that any
distribution satisfying assumption 4 necessarily has a sub-
exponential tail. This property will allow us to control the
Wasserstein distance in terms of the total variation distance.
Lemma 7. Let X be a random vector from a log-concave
distribution µ satisfying assumption 4. Then, ∀R > 1,
Pr
(
‖X‖2 > R
√
2d(d+ 1)
η2
+Mη
)
< e−R+1
3.3. Unadjusted Langevin Algorithm
Finally, we recall the standard Unadjusted Langevin Algo-
rithm as well as a very useful inequality bounding the KL
divergence between the target distribution and the k-th sam-
ple distribution.
Consider the probability space (Rd,B, µ∗), where B is the
Borel sigma algebra and µ∗ is the target distribution. Sup-
pose that µ∗ is log-concave and dominated by the Lebesgue
measure on Rd, namely,
dµ∗(x) = Ce−f(x) dx, ∀x ∈ S, (7)
where C is an unknown normalizing constant and the func-
tion f : Rd → R is convex and ∇f is L-Lipschitz contin-
uous. We wish to sample from µ∗ without calculating the
normalizing constant C.
A well-known scheme for sampling for such a distribution
is called ULA. Initialized at x0 ∈ Rd, the iterates of ULA
are
xk+1 = xk − γ∇f(xk) +
√
2γgk (8)
for all k ≥ 0, where γ > 0 is the step-size and the entries of
gk ∈ Rd are zero-mean and unit-variance Gaussian random
variables, independent from each another and everything
else. Let µk be the probability measure associated to iterate
xk, ∀k ≥ 0. It is well-known that ULA converges to the
target measure in KL divergence.
More specifically, for n ≥ nǫ = O(d3Lǫ−2) iterations, we
reach KL(µn;µ
∗) ≤ ǫ, where µn = 1n
∑n
k=1 µk is the
average of the probability measures associated to the iter-
ates {xk}nk=0 (Durmus et al., 2018a). The averaging sum
1
n
∑n
k=1 µk is to be understood in the sense of measures,
i.e., sampling from the µ¯n is equivalent to choosing an in-
dex k uniformly at random among {1, ..., n}, and then sam-
pling from µk.
To prove this result, the authors showed the following use-
ful inequality that we will exploit in our analysis:
Lemma 8. Suppose that we apply the ULA iterations (8)
for sampling from a smooth log-concave probability mea-
sure µ∗ ∝ e−f(x) dx with constant step-size γ > 0, start-
ing from x0 ∼ µ0. Then, ∀n > 0,
KL(µ¯n;µ
∗) ≤ W
2
2(µ0, µ
∗)
2γn
+ Ldγ. (9)
4. DL-ULA for unconstrained sampling
In this section, we present a modified version of the stan-
dard ULA for sampling from an unconstrained distribution
and provide convergence guarantees. This modified ver-
sion of ULA involves a new step size schedule as well as
a projection step. We will show that it allows to obtain im-
proved convergence rate, as well as the first convergence
rate inW2-distance for overdamped Langevin dynamics.
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Algorithm 1Double-loopUnadjusted Langevin Algorithm
(DL-ULA)
Input: Smooth unconstrained probability measure
µ∗, step sizes {γk}k≥1, number of (inner) iterations
{nk}k≥1, initial probability measure µ0 on Rd, and
thresholds {τk}k≥1.
Initialization: Draw a sample x0 from the probability
measure µ0.
for k = 1, . . . do
xk,0 ← xk−1
for n = 1, . . . , nk do
xk,n+1 ← xk,n − γk∇f(xk,n) +√2γkgk,n, where
gk,n ∼ N (0, Id).
end for
xk ← xk,i, where i is drawn from the uniform distri-
bution on {1, · · · , nk}.
if ‖xk‖2 > τk then
xk ← τkxk/‖xk‖2.
end if
end for
4.1. DL-ULA algorithm
We consider the problem of sampling from a smooth and
unconstrained probability measure µ∗ ∝ e−f(x) dx, where
f : Rd → R is differentiable. To this end, we apply the
standard ULA in a double-loop fashion, and decrease the
step size only between each inner loop. Moreover, each
inner loop is followed by a projection step onto some Eu-
clidean ball. The procedure is summarized in Algorithm 1.
The projection step appears to be crucial in our analysis in
order to control the tail of the sample distribution, which
is necessary for bounding its Wasserstein distance to the
target distribution.
In the following sections, we derive the convergence rate
for Algorithms 1. The global idea for showing the con-
vergence of this algorithm is to use the inequality (9) re-
cursively between each successive outer loop. We denote
as µ¯k the average distribution associated to the iterates of
outer iteration k just before the projection step. Similarly,
we denote as µ˜k the same distribution after the projection
step.
Each outer iteration k uses as a starting point a sample from
the previous outer iteration xk,0 ∼ µ˜k−1. Therefore, we
can apply the inequality (9) to the outer iteration k to obtain
KL(µ¯k;µ
∗) ≤ W
2
2(µ˜k−1, µ
∗)
2γknk
+ Ldγk. (10)
In order to unfold the recursion, we must have a bound on
W22(µ˜k−1, µ
∗) in terms of KL(µ¯k−1, µ∗). Using the light
tail property of log-concave distributions, it is easy to ob-
tain a bound between W22(µ˜k−1, µ
∗) and W22(µ¯k−1, µ
∗).
However, it is not clear how to bound W22(µ¯k−1, µ
∗) by
KL(µ¯k−1, µ∗).
As an intermediate step in the convergence analysis, we de-
rive in the next section a bound between the W2-distance
and the TV-distance between two general log-concave
probability measures, which can then be extended to aW2-
KL bound using Pinsker’s inequality.
4.2. Relation BetweenW2- and TV-Distances
When µ and ν are both compactly supported on an Eu-
clidean ball of diameter D, then it is well-known that
W2(µ, ν) ≤ D
√‖µ− ν‖TV (Gibbs & Su, 2002). Other-
wise, if µ and ν are not compactly supported, their fast-
decaying tail (Lemma 7) allows us to derive a similar
bound, as summarized next and proved in Appendix A.
Lemma 9. (W2-TV distances inequality) Let µ, ν be log-
concave probability measures on Rd both satisfying As-
sumption 4 with (η,Mη). Then, for some scalar c ∈ R,
W2(µ, ν) ≤ cdmax
(
log
(
1
‖µ− ν‖TV
)
, 1
)√
‖µ− ν‖TV.
(11)
In a sense, (11) is an alternative to the powerful T2 in-
equality which does not apply generally in our setting
(Gozlan & Léonard, 2010). Indeed, for Cµ > 0, recall that
a probability measure µ satisfies Talagrand’s T2(Cµ) trans-
portation inequality if
W2(µ, ν) ≤ Cµ
√
KL(µ; ν), (12)
for any probability measure ν. Above, Cµ depends only
on µ and, in particular, if µ is κ strongly log-concave,1
then (12) holds with Cµ = O(1/√κ) (Gozlan & Léonard,
2010). In this work, the target measures that we consider
are not necessarily strongly log-concave measures, leav-
ing us in need for a replacement to (12). In our analysis,
(11) serves as a replacement for (12). Indeed, using the
Pinsker’s inequality (Pinsker, 1960), an immediate conse-
quence of (11) is that
W2(µ, ν) = O˜(KL(µ; ν) 14 ). (13)
In fact, (11) might also be of interest in its own right, espe-
cially when working with non-strongly log-concave mea-
sures. For example, it is easy to use (13) to extend the well-
knownO(ǫ−2) convergence rate of ULA in KL divergence
to a O˜(ǫ−8) convergence rate in W2 distance in the non-
strongly log-concave setting. To the best of our knowledge,
such a result does not exist in the literature.
1If dµ ∝ e−f dx, then we say that µ is κ is strongly log-
concave if f is κ strongly convex.
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Literature W2 TV KL
(Durmus et al., 2018a) - O˜
(
Ld3ǫ−4
)
O˜
(
Ld3ǫ−2
)
(Durmus et al., 2017) - O˜
(
L2d5ǫ−2
)
-
(Zou et al., 2018) O˜
(
L2d10.5ǫ−6
)∗
- -
Our work O˜
(
Ld9ǫ−6
)
O˜
(
Ld3ǫ−3
)
O˜
(
Ld3ǫ−
3
2
)
Table 1. Complexity of sampling from a smooth and log-concave probability distribution. For each metric, the entry corresponds to the
total number of iterations to use in order to reach an ǫ accuracy in the specified metric. (∗ For comparison purpose, we extended the proof
in (Zou et al., 2018) in the case where the distribution satisfies the weaker assumption 4. The dimension dependence is thus different
from (Zou et al., 2018)).
4.3. Convergence Analysis of DL-ULA
Having covered the necessary technical tools above, we
now turn our attention to the convergence rate of Algo-
rithm 1. The final step to take care of is to choose the
sequences {γk}k≥1 and {nk}k≥1 so as to obtain the best
possible convergence guarantees. We summarize our result
in Theorem 10.
Theorem 10. (iteration complexity of DL-ULA) Let µ∗
be a L-smooth log-concave distribution satisfying assump-
tion 4. Suppose that µ0 also satisfies assumption 4. For
every k ≥ 1, let
nk = LM
2dk2e3k (14)
γk =
1
Ld
e−2k (15)
τk = Mk. (16)
whereM =
√
2d(d+1)
η2
+M2η = O(d).
Let µ¯k, µ˜k be the average distributions associated with the
iterates of outer iteration k of DL-ULA using the parame-
ters above, just before and after the projection step respec-
tively. Then, ∀ǫ > 0, we have:
• After NKL = O˜(Ld3ǫ− 32 ) total iterations, we obtain
KL(µ¯k;µ
∗) ≤ ǫ.
• After NTV = O˜(Ld3ǫ−3) total iterations, we obtain
‖µ˜k − µ∗‖TV ≤ ǫ.
• After NW2 = O˜(Ld9ǫ−6) total iterations, we obtain
W2(µ˜k, µ
∗) ≤ ǫ.
A few remarks about Theorem 10 are in order.
Geometric sequences. Theorem 10 prescribes a geomet-
ric sequence for the choice of {γk}k and {nk}k. As outer
iteration counter k increases, more and more ULA (in-
ner) iterations are performed with the constant step-size γk.
Asymptotically, we observe that the step size decreases at
a rate n−
2
3 where n is the total number of ULA iterations.
This decaying rate is faster than the standard decaying rate
of n−
1
2 for ULA (Durmus et al., 2018a).
In constrast to convex optimization where a global opti-
mum can provably be reached with constant step-size, ULA
cannot converge to the target distribution µ∗ when using
constant step-size, since the stationary distribution of ULA
iterates (8) when using a constant step size is different from
the target distribution. Asymptotically, it is thus desirable
to use as small a step-size as possible.
Projection step. Although the initial and target distribu-
tions are both log-concave, and thus have a sub-exponential
tail, the sample distributions µ¯k are not generally log-
concave, and it is not clear whether they also share the sub-
exponential tail property. The projection step at the end of
each outer iteration provides a way to enforce the light tail
property, so that we can still apply a bound similar to (11).
This procedure is made clearer in the proof of the theorem.
This procedure also provides more stability in the early
outer iterations where the step-size is the largest. Moreover,
since limk→∞ τk = ∞, the projection step asymptotically
never applies in practice.
Convergence rate comparison Table 1 summarizes var-
ious convergence rates of Langevin dynamics based meth-
ods applied to general log-concave distributions. We ob-
serve that DL-ULA achieves improved convergence guar-
antees either in terms of rate or dimension dependence.
Compared to (Durmus et al., 2017), the convergence rate
in TV distance is worse in terms of accuracy ǫ but enjoys
much better dimension dependence, and is also better in
terms of Lipschitz constant dependence.
5. DL-MYULA for constrained sampling
We now apply the same multistage idea to an existing con-
strained sampling algorithm, and show that it allows both
to obtain an asymptotic convergence and improved conver-
gence guarantees.
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5.1. DL-MYULA algorithm
Consider sampling from a log-concave distribution over a
convex set Ω ⊂ Rd, i.e.,
µ∗(x) =
{
e−f(x)/
∫
Ω e
−f(x′)dx′ x ∈ Ω
0 x /∈ Ω. (17)
In (Durmus et al., 2018b; Brosse et al., 2017), the authors
propose to reduce this problem to an unconstrained sam-
pling problem by penalizing the domain outside Ω directly
inside the probability measure using its Moreau-Yoshida
envelop. More precisely, they propose to sample from the
following unconstrained probability measure dµλ(x) ∝
e−fλ(x) dx where fλ : Rd → R is defined as:
fλ(x) = f(x) +
1
2λ
‖x− projΩ(x)‖22, ∀x ∈ Rd,
(18)
where projΩ : R
d → Ω is the standard projection opera-
tor onto Ω defined as projΩ(x) = argminy∈Ω ‖x − y‖2.
Note that this penalty is easily differentiable as soon as
the projection onto Ω can be computed since ∇fλ(x) =
∇f(x) + 1
λ
(x− projΩ(x)).
By bounding the TV distance between µλ and µ∗, they
showed that, by sampling from µλ with λ small enough,
it is possible to sample from µ∗ with arbitrary precision.
This algorithm is called Moreau-Yoshida ULA (MYULA).
Building on this approach, we can apply our double loop
algorithm, by modifying both the step size as well as
the penalty parameter λ between each inner loop (Algo-
rithm 2).
In addition to providing improved rate, as we will show
later, our algorithm also has the advantage to use a decreas-
ing penalty parameter λ so as to guarantee asymptotic con-
vergence of the algorithm to the target distribution. On the
other hand, MYULA uses constant penalty λ, and thus sat-
urates after a certain number of iterations. Although this
looks like a trivial extension, using varying penalty param-
eter makes the analysis more challenging since the target
distribution of the algorithm is regularly changing.
5.2. Convergence analysis of DL-MYULA
We now analyze the convergence of DL-MYULA. In Algo-
rithm 2, both the step-size γ and the penalty parameter λ
are decreased after each outer iteration. Therefore, at each
outer iteration k, we aim to sample from the unconstrained
penalized distribution dµλk ∝ e−fλk (x) dx where fλk is
defined in equation (18).
Similarly as for DL-ULA, we will use Lemma 9 after each
outer iteration. However, since the target distribution of
Algorithm 2 DL-MYULA
Input: Smooth constrained probability measure µ∗, step
sizes {γk}k≥1, penalty parameters {λk}k≥1, number of
(inner) iterations {nk}k≥1, initial probability measure
µ0 on Rd, and thresholds {τk}k≥1.
Initialization: Draw a sample x0 from the probability
measure µinit.
for k = 1, . . . do
xk,0 ← xk−1
for n = 1, . . . , nk do
xk,n+1 ← xk,n − γk(∇f(xk,n) + 1λk (xk,n −
projΩ(xk,n)))+
√
2γkgk,n, where gk,n ∼ N (0, Id).
end for
xk ← xk,i, where i is drawn from the uniform distri-
bution on {1, · · · , nk}.
if ‖xk‖2 > τk then
xk ← τkxk/‖xk‖2.
end if
end for
outer iteration is µλk instead of µ
∗, the inequality reads as
follows:
KL(µ¯k;µλk) ≤
W22(µ˜k−1, µλk)
2γknk
+ Ldγk.
where we recall that µ¯k is the average iterate distribution of
outer iteration k just before the projection step, and µ˜k is
the one just after the projection step.
In order to use a similar recursion argument as previously,
we must thus boundW2(µ˜k−1, µλk) byW2(µ˜k−1, µλk−1).
Using the triangle inequality forW2, we have
W2(µ˜k−1, µλk) ≤W2(µ˜k−1, µλk−1) +W2(µλk−1 , µ∗)
+W2(µλk , µ
∗).
In (Brosse et al., 2017), the authors showed a bound for
‖µλ−µ∗‖TV in terms of λ > 0, and it is easy to extend their
proof to obtain a bound forW2(µλ, µ∗) (see Lemma 12 and
its proof in Appendix C).
In order to prove our result, we make the same assumptions
on the constraint set Ω as in (Brosse et al., 2017):
Assumption 11. There exist r, R,∆1 > 0 such that
1. B(0, r) ⊂ Ω ⊂ B(0, D) where B(0, r0) = {y ∈ Rd :
‖x− y‖2 ≤ r0} ∀r0 > 0,
2. einfΩc (f)−maxΩ(f) ≥ ∆1, where Ωc = Rd\Ω.
Lemma 12. Let Ω ⊂ Rd satisfy Assumption 11. Then
∀λ < r28d2 ,
W22(µλ, µ
∗) ≤ C2Ωd
√
λ (19)
for some scalar CΩ > 0 depending onD, r and∆1.
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The proof of the previous Lemma is given in Appendix C.
Using these results, the convergence proof is then very sim-
ilar as for DL-ULA, and is summarized in Theorem 13,
whose proof can be found in Appendix D.
Theorem 13. (iteration complexity of DL-MYULA) Let
Ω ⊂ Rd be a convex set satisfying Assumption 11 and µ∗
be a log-concave distribution given by (17) where f has
L-Lipschitz continuous gradient. For every k ≥ 1, let
λk =
1
8d2
r2
+ de2k
(20)
nk = Ldk
2e5k (21)
γk =
1
Ld
e−4k (22)
τk = Dk (23)
for every k ≥ 1. Then, ∀ǫ > 0, we have:
• After NTV = O (d3.5ǫ−5) total iterations, we obtain
‖µˆK − µ∗‖TV ≤ ǫ.
• AfterNW2 = O˜ (d3.5ǫ−10) total iterations, we obtain
W2(µˆK , µ
∗) . ǫ.
We make a few comments about this convergence result.
Smoothness of µλk One can notice that outer iterations
in DL-MYULA are longer than in DL-ULA. In order to ex-
plain this choice, first observe that the Lipschitz constant as-
sociated with the penalized distribution µλ grows asO
(
1
λ
)
as λ goes to 0. As k increases and λk decreases, µλk be-
comes less and less smooth. Thus, for ULA to succeed in
approximating µλk , the step size γk of ULA iterations re-
duces accordingly, and the number of iterations increases.
The choice for λk ensures that λk < r
2
8d2 as required for
Lemma 12 to be applicable.
Convergence rate comparison Table 2 summarizes con-
vergence rates in TV distance for various first-order con-
strained sampling algorithms. We can see that DL-
MYULA outperforms existing approaches, both in terms
of rate and dimension dependence.
6. Conclusion
In this work, we proposed and analyzed a new step-size
schedule for the well-known Unadjusted Langevin Algo-
rithm. Our approach works by applying ULA successively
with constant step-size, and by geometrically decreasing it
Algorithm TV Literature
PLMC d12O˜
(
ǫ−12
)
(Bubeck et al., 2018)
MYULA d5O˜
(
ǫ−6
)
(Brosse et al., 2017)
DL-MYULA d3.5O˜
(
ǫ−5
)
Our work
Table 2. Upper bounds on the number of iterations required in or-
der to guarantee an error smaller than ǫ inTV distance for various
constrained sampling algorithms.
after a certain number of iterations. Exploiting a new result
on the relation between the 2-Wasserstein distance and the
TV distance of two log-concave distributions, we were able
to prove new convergence guarantees for this procedure.
We also applied our approach to an existing first-order con-
strained sampling, and showed improved convergence guar-
antees, both in terms of rate and dimension dependence.
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A. Proof of Lemma 9
Before proving Lemma 9, we first prove some intermediate Lemmas.
Lemma 14. Let µ, ν be any two distributions. Then, ∀R > 0, we have
W22(µ, ν) ≤4R2‖µ− ν‖TV + 2EX∼µ
[‖X‖221{‖X‖2>R}]+ 2R2EX∼µ [1{‖X‖2>R}]
+ 2EY∼ν
[‖Y ‖221{‖Y ‖2>R}]+ 2R2EY∼ν [1{‖Y ‖2>R}]
where 1{‖X‖2>R} is the indicator function of the set B(0, R)
c = {x ∈ Rd : ‖x‖2 > R}.
Proof. LetX ∼ µ, Y ∼ ν. W2-distance between probabilitymeasures µ and ν can be interpreted as the most cost-efficient
transport plan to transform µ into ν, defined as
W22(µ, ν) = min
(X,Y )∼γ
E‖X − Y ‖22, (24)
where the minimization is over all probability measures γ that marginalize to µ, ν, namely,
γ(A× Rd) = µ(A), γ(Rd ×B) = ν(B), (25)
for any measurable sets A,B ⊆ Rd. For a fixed such measure γ, let us decompose the right-hand side of (24) as
E‖X − Y ‖22 = E
[‖X − Y ‖221ER]+ E [‖X − Y ‖221EcR] , (26)
where 1ER stands for the indicator of the event ER = {‖X‖2 ≤ R, ‖Y ‖2 ≤ R}. Above, EcR is the complement of ER.
For the first expectation on the right-hand side above, we write that
E
[‖X − Y ‖221ER] ≤ 4R2E [1X 6=Y 1ER ]
≤ 4R2E[1X 6=Y ]. (27)
For the second expectation on the right-hand side of (26), we write that
E
[‖X − Y ‖221EcR] ≤ 2E [‖X‖221EcR]+ 2E [‖Y ‖221EcR] . ((a+ b)2 ≤ 2a2 + 2b2) (28)
Let us in turn focus on, say, the first expectation on the right-hand side of (28). Since
1Ec
R
= 1{‖X‖2>R} + 1{‖X‖2≤R}1{‖Y ‖2>R},
we can write that
E
[‖X‖221EcR] = E [‖X‖221{‖X‖2>R}]+ E [‖X‖221{‖X‖2≤R}1{‖Y ‖2>R}]
≤ E [‖X‖221{‖X‖2>R}]+R2E [1{‖Y ‖2>R}] . (29)
Bounding E
[‖Y ‖221EcR] similarly, we obtain
E‖X − Y ‖22 ≤4R2E[1X 6=Y ] + 2EX∼µ
[‖X‖221{‖X‖2>R}] + 2R2EX∼µ [1{‖X‖2>R}]
+ 2EY∼ν
[‖Y ‖221{‖Y ‖2>R}]+ 2R2EY∼ν [1{‖Y ‖2>R}]
The result is then obtained by minimizing the above inequality over all coupling γ, and using the fact that ‖µ − ν‖TV =
min(X,Y )∼γ E[1X 6=Y ] (Gibbs & Su, 2002).
Lemma 15. Suppose that µ, ν both satisfy Assumption 4 with η,Mη > 0 and such that EX∼µ
[‖X‖22] ,EY∼ν [‖Y ‖22] ≤
C2. Then, for any R ≥ C,
W22(µ, ν) ≤ 4R2‖µ− ν‖TV + 8
(
R2 +RC + C2
)
e−
R
C
+1. (30)
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Proof. We start from the result of Lemma 14. The goal is then to bound the each term on the right hand side using the tail
property of log-concave distributions (Lemma 6).
We have
E
[‖X‖221{‖X‖2>R}] = 2 ∫
‖x‖2>R
∫
z∈R
1{‖x‖2≥z}zdzdµ(x)
= 2
∫
z∈R
zdz
∫
‖x‖2≥max(R,z)
dµ(x)
= 2
∫
z∈R
z Pr [‖X‖2 ≥ max(R, z)] dz
= 2Pr[‖X‖2 ≥ R]
∫ R
0
zdz + 2
∫ ∞
R
z Pr[‖X‖2 ≥ z]dz
≤ R2e−RC+1 + 2
∫ ∞
R
ze−
z
C
+1dz
≤ (R2 + 2CR+ 2C2) e−RC+1. (31)
Similarly, we have
E[1{‖X‖2>R}] = Pr[‖X |2 > R] ≤ e−
R
C
+1. (32)
Doing the same calculation for Y and replacing the terms in Lemma 14 provides the result.
Using the previous Lemma, it is now easy to prove the result of Lemma 9.
Proof of Lemma 9. Let us apply Lemma 15 using
R = Cmax
(
log
(
1
‖µ− ν‖TV
)
, 1
)
.
With this choice of R and if ‖µ− ν‖TV ≤ 1, note that
e−
R
C = ‖µ− ν‖TV. (33)
On the other hand, if ‖µ− ν‖TV > 1, then
e−
R
C ≤ 1 ≤ ‖µ− ν‖TV. (34)
Thus, Lemma 15 gives
W22(µ, ν) ≤ 4C2max
(
log2
(
1
‖µ− ν‖TV
)
, 1
)
‖µ− ν‖TV + 8C2
(
1 + max
(
log
(
1
‖µ− ν‖TV
)
, 1
))2
‖µ− ν‖TV
≤ 20C2max
(
log2
(
1
‖µ− ν‖TV
)
, 1
)
‖µ− ν‖TV. (35)
Lemma 9 then follows from taking the square root of (35) and using C2 = d(d+1)
η2
+Mη according to Lemma 5.
B. Proof of Theorem 10
We start by showing the following result in the case where the target distribution µ∗ satisfies EX∼µ∗
[‖X‖22] ≤ 1.
Theorem 16. (iteration complexity of DL-ULA) Let µ∗ be a L-smooth log-concave distribution such that
EX∼µ∗
[‖X‖22] ≤ 1. Suppose that µ0 also satisfies EX∼µ0 [‖X‖22] ≤ 1. For every k ≥ 1, let
nk = Ldk
2e3k (36)
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γk =
1
Ld
e−2k (37)
τk = k. (38)
Then, ∀ǫ > 0, we have:
• After NKL = O˜(Ldǫ− 32 ) total iterations, we obtain KL(µ˜k;µ∗) ≤ ǫ where µ˜k is the distribution associated to the
iterates of outer iteration k just before the projection step.
• After NTV = O˜(Ldǫ−3) total iterations, we obtain ‖µ˜k − µ∗‖TV ≤ ǫ.
• After NW2 = O˜(Ldǫ−6) total iterations, we obtainW2(µ˜k, µ∗) ≤ ǫ.
Proof. Recall that in Algorithm 1, we denote as µ¯k the average of the distributions associated to the iterates of outer
iteration k just before the projection step, i.e., just before the projection step, xk ∼ µ¯k. We also denote as µ˜k the same
distribution, but after the projection step, i.e. the iterate that will be used as a warm start for the next outer iteration.
In order to show the result, we will show by induction that ∀k ≥ 1,
‖µ˜k − µ∗‖TV ≤ uke−k (39)
where {uk}k≥1 is a real-valued sequence defined as u1 = min(2√eW2(µ0, µ∗)+ 1+ 2
√
2, 2e) and uk = 4
√
euk−1+9+
2
√
2.
Let us fix k ≥ 2. Thanks to the inequality (10),
‖µ¯k − µ∗‖TV ≤
√
2KL(µ¯k;µ∗) (Pinsker’s inequality)
≤
√
W 22 (µ˜k−1, µ∗)
γknk
+ 2Ldγk
≤ W2(µ˜k−1, µ
∗)√
γknk
+
√
2Ldγk (40)
In order to use a recursion argument, we need to boundW2(µ˜k−1, µ∗) by ‖µ˜k−1 − µ∗‖TV. Note that the projection step
for µ˜k−1 with τk−1 = (k − 1) ensures that PrX∼µ˜k−1(‖X‖2 ≥ k − 1) = 0. Knowing that EX∼µ∗
[‖X‖22] ≤ 1, we can
apply Lemma 15 onW2(µ˜k−1, µ∗) using R = k. Also, by replacing the values for γk, nk, we get
W 22 (µ˜k−1, µ
∗) ≤ 4k2‖µ˜k−1 − µk−1‖TV + 16ek2e−k.
Thus,
‖µ¯k − µ∗‖TV ≤ 2k‖µ˜k−1 − µ
∗‖TV + 4√eke−k2
ke
k
2
+
√
2e−k
Now, by using the recursion hypothesis, i.e. that ‖µ˜k−1 − µ∗‖TV ≤ uk−1e−k+1, we have:
‖µ¯k − µ∗‖TV ≤
(
2
√
euk−1 + 4
√
e+
√
2
)
e−k (41)
Then, by taking into account the projection step at the end of outer iteration k, we obtain
‖µ˜k − µk‖TV ≤ ‖µ˜k − µ¯k‖TV + ‖µ¯k − µ∗‖TV (triangle inequality)
= Pr
X∼µ¯k
[‖X‖2 > τk] + ‖µ¯k − µ∗‖TV, (42)
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where the last line above follows because the projection step ensures PrX∼µ˜k [‖X‖2 > τk] = 0. In turn, to compute the
probability in the last line above, we write that
Pr
X∼µ¯k
[‖X‖2 ≥ τk] ≤ Pr
X∼µ∗
[‖X‖2 ≥ τk] + |µ¯k([τk,∞])− µ∗([τk,∞])| (triangle inequality)
≤ e−k + ‖µ¯k − µ∗‖TV, (43)
By combining (41), (42) and (43), we finally obtain
‖µ˜k − µ∗‖TV ≤ 2‖µ¯k − µ∗‖TV + e−k
≤
(
4
√
euk−1 + 9 + 2
√
2
)
e−k
= uke
−k
Finally, using equations (40), (42) and (43) applied at k = 1, we can also apply Lemma 15 and we get:
‖µ˜1 − µ1‖TV ≤
(
2W2(µ0, µ
∗) + 2
√
2 + 1
)
e−1 (44)
which proves the result for the initial case. We thus showed that equation (39) holds for all k ≥ 1.
It is easy to verify that the sequence {uk}k≥1 converges, and is upper bounded by U = max(u1, u∗) where u∗ =
limk→∞ uk. Moreover, since EX∼µ∗
[‖X‖22] ,EX∼µ0 [‖X‖22] ≤ 1 we have that W2(µ0, µ∗) ≤ 2, and thus U is di-
mension independent.
After each outer iteration k, we thus have ‖µ˜k − µ∗‖TV ≤ Ue−k. Therefore, after KTV = log(Uǫ ) iterations, we have‖µ˜k − µ∗‖TV ≤ ǫ. The total number of iterations required is
NTV =
KTV∑
k=1
nk
≤ LdK2
KTV∑
k=1
e3k
=
1
1− e−3Ld log
2
(
U
ǫ
)
U3ǫ−3
Similarly, we also haveW22(µ˜k, µ
∗) ≤ 4k2‖µ˜k−µ∗‖TV+16ek2e−k ≤ (4U+16e)k2e−k. Thus, afterKW2 = log(4U+16eǫ2 )
iterations, we haveW22(µ˜k, µ
∗) ≤ ǫ log(4U+16e
ǫ2
). The total number of iterations required is NW2 = O(Ldǫ−6).
Finally, we have KL(µ¯k;µ∗) ≤ W
2
2
(µ˜k−1,µ
∗)
2γknk
+ Ldγk ≤ 2‖µ˜k−1 − µ∗‖TVe−k + e−2k ≤ (U + 1)e−2k. Therefore, after
KKL = 12 log(
U+1
ǫ
) iterations, we have KL(µ¯k;µ∗) ≤ ǫ. The total number of iterations required is NKL = O(Ldǫ− 32 ).
In order to show the more general theorem 10, we must get rid of the assumption that EX∼µ∗
[‖X‖22] ≤ 1. To this end, we
will suppose that we apply DL-ULA to a contracted version of µ∗, for which theorem 10 applies. Then, we will dilate the
obtained sample in order to recover samples from the desired measure µ∗ and bound the error induced by this dilatation in
order to obtain the final convergence result.
Let us first recall the notion of push-forward measure.
Definition 17. Let h : Rd → R be a strongly convex function whose gradient is denoted as∇h : Rd → Rd. We say that ν
is the push-forward measure of µ under ∇h, and we write ν = ∇h#µ, if ν is the distribution obtained by sampling from
µ, and then applying the map∇h to the samples.
More precisely, it means that for every Borel set E on Rd, we have ν(E) = µ(∇h−1(E)).
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Lemma 18. Let dµ = e−f(x) dx and dν = e−g(x) dx be such that ν = ∇h#µ for some strongly convex function h. Then,
the triplet (µ, ν, h) must satisfy the Monge-Ampère equation:
e−f = e−g◦∇h det∇2h.
Let dµ∗ = e−f(x) dx be an L-smooth log-concave target distribution such that EX∼µ∗
[‖X‖22] ≤M2. Instead of directly
sample from µ∗, suppose that we sample from the shrunk distribution ν∗ = ∇h#µ∗ with h(x) = 12M ‖x‖22 for some
M ≥ 0, i.e., ∇h(x) = x
M
. In this particular case, we have that det∇2h(x) is independent of x. Therefore, we have
according the Lemma 18 that dν∗ ∝ e−f(Mx) dx.
This means that ν∗ is the same distribution as µ∗, after the samples have been divided by M . It is easy to see that this
scaling procedure implies that EX∼ν∗ [‖X‖2] = 1MEX∼µ∗ [‖X‖2] ≤ 1.
Thus, if we apply DL-ULA for sampling from ν∗, then we can apply the convergence result provided by theorem 16. Note
that this push-forward implies that ν∗ is M2L-smooth, i.e., the Lipschitz constant has been multiplied byM2. Indeed, if
g(x) = f(Mx) and f is L-smooth, then,
‖∇g(y)−∇g(x)‖2 = M‖∇f(My)−∇f(Mx)‖2
≤M2‖y − x‖2.
Let ν˜ be the approximated distribution obtained using DL-ULA on ν with nk = LM2dk2e3k, γk = 1LM2de
−2k and τk = k.
Then, according to Theorem 16, we have the following convergence results:
• After NKL = O˜(LM2dǫ− 32 ) total iterations, we obtain KL(ν˜ − ν∗) ≤ ǫ.
• After NTV = O˜(LM2dǫ−3) total iterations, we obtain ‖ν˜ − ν∗‖TV ≤ ǫ.
• After NW2 = O˜(LM2dǫ−6) total iterations, we obtainW2(ν˜, ν∗) ≤ ǫ.
By applying the inverse mapping ∇h−1(x) = Mx, we obtain samples from µ˜ = ∇h−1#ν˜. Interestingly, it can be
shown that applying the same push-forward on two measures does not change their TV-distance not their KL divergence
(Hsieh et al., 2018):
‖ν˜ − ν∗‖TV = ‖∇h−1#ν˜ −∇h−1#ν∗‖TV = ‖µ˜− µ∗‖TV,
KL(ν˜; ν∗) = KL(∇h−1#ν˜;∇h−1#ν∗) = KL(µ˜;µ∗).
In terms ofW2-distance, when applying the same mapping∇h−1 to two measures, it can be shown that
W2(µ˜;µ
∗) ≤MW2(∇h#µ˜;∇h#µ∗) = MW2(ν˜; ν∗).
Therefore, by sampling from ν∗, and then multiplying the obtained samples by M , we obtain the following convergence
results:
• After NKL = O˜(LM2dǫ− 32 ) total iterations, we obtain KL(µ˜− µ∗) ≤ ǫ.
• After NTV = O˜(LM2dǫ−3) total iterations, we obtain ‖µ˜− µ∗‖TV ≤ ǫ.
• After NW2 = O˜(LM2d ( ǫ
M
)−6
) = O˜(LM8dǫ−6) total iterations, we obtainW2(µ˜, µ∗) ≤ ǫ.
Finally, we make the following important observation. By modifying the parameters γk, τk, it is possible to mimic the
above procedure by directly applying DL-ULA to µ∗. Suppose that we apply DL-ULA for sampling from dν∗ = eg(y) dy,
where g(y) = f(My), using parameters γk, nk, τk. Let yi be the iterates of some arbitrary outer iteration k, and let
xi = Myi be their scaled version. The ULA iterates are:{
yi+1 = yi + γi∇g(yi) +
√
2γ˜igi
xi+1 = Myi+1
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Since∇g(yi) = M∇f(Myi), we can rewrite this scheme only in terms of {xi}:
xi+1 = xi +M
2γi∇f(xi) +
√
2M2γigi
Moreover, applying the projection step to yi with parameter τk is the same as applying this projection to xi with parameter
Mτk.
Therefore, applying DL-ULA to ν∗ using parameters nk, γk, τk, and then multiplying the iterates by M is the same as
directly applying DL-ULA to µ∗ using parameters nk,M2γk,Mτk.
Overall, if we apply DL-ULA to a distribution µ∗ such that EX∼µ∗
[‖X‖22] ≤M2 using nk = LM2dk2e3k, γk = 1Lde−k
and τk = Mk, then we can guarantee convergence rates of O˜(LM2dǫ− 32 ), O˜(LM2dǫ−3) and O˜(LM8dǫ−6) in KL
divergence,TV-distance andW2-distance respectively.
Finally, thanks to Lemma 5, we know that we can chooseM =
√
2d(d+1)
η2
+M2η = O(d). Thus, plugging this value inside
the convergence results above concludes the theorem.
C. Proof of Lemma 12
Proof. A similar result has been shown in (Brosse et al., 2017) (Proposition 5) forW1 distance, and it is only a matter of
trivial technicalities to extend their result to W2 distance. Since the full proof requires to introduce several concepts that
are out of the scope of this paper, we only present the required modifications that allow us to extend the result fromW1- to
W2-distance.
Using (Villani, 2009), Theorem 6.15, we have:
W 22 (µλ, µ
∗) ≤ 2
∫
Rd
‖x‖22|µ∗(x)− µλ(x)|dx = A+B (45)
where
A =
∫
Kc
‖x‖22µλ(x)dx , B =
(
1−
∫
K
e−f∫
Rd
e−fλ
)∫
K
‖x‖22µ∗(x)dx (46)
Following very closely the proof in (Brosse et al., 2017) (equations 48 to 51), we can easily obtain:
A ≤ ∆−11
d−1∑
i=0
(
d
r
√
πλ
2
)d−i (
R2 + 2R
√
λ(d − i+ 2) + λ(d − i+ 2)
)
. (47)
Therefore, for λ ≤ r22πd2 ,
A ≤ ∆−11
√
2πλdr−1
(
R2 + 2Rr
√
3
2dπ
+ r2
3
2dπ
)
. (48)
Moreover, it is also shown in (Brosse et al., 2017) (equations 17, 30, 42) that
(
1−
∫
K
e−f∫
Rd
e−fλ
)
≤ ∆−11 2πλdr−1, which
implies:
B ≤ ∆−11
√
2πλdr−1R2 (49)
We thus showed thatW2(µλ, µ∗) ≤ C
√
dλ
1
4 for some C > 0 depending onD, r,∆1.
D. Convergence rate of HULA for sampling from a distribution over a bounded domain
The proof of Theorem 13 is very similar to the one for DL-ULA. Before presenting it, we will need an auxiliary Lemma,
showing the light tail property of the distributions µλ.
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Lemma 19. For λ ≤ r28d2 , the distribution µλ as defined in equation (18) satisfies
PrX∼µλ(‖X‖2 ≥ R) ≤ σe−
R
D
for some scalar σ > 0 and any R > 0, where D is the diameter of the constraint set Ω.
Proof. Suppose first that R ≥ 2D. Then,
Pr
X∼µλ
[‖X‖2 ≥ R] =
∫
B(0,R)c e
−f(x)− 1
2λ
‖x−proj
Ω
(x)‖2
2 dx∫
Ω
e−f(x) dx+
∫
Ωc
e−f(x)−
1
2λ
‖x−proj
Ω
(x)‖2
2 dx
≤ ∆1
∫
B(0,R)c e
− 1
2λ
(‖x‖2−D)2 dx
Vol(Ω)
≤ ∆1Vol(Ω)−1
∫ ∞
R
ud−1e−
1
2λ
(u−D)2 du
= ∆1Vol(Ω)
−1dVol(B(0, 1))
∫ ∞
R
ud−1e−
1
2λ
(u−D)2 du
≤ ∆1dVol(B(0, 1))Vol(B(0, r))D
d−1
∫ ∞
R−D
(u +D)d−1e−
1
2λ
u2 du
≤ ∆1d 1
rd
∫ ∞
R−D
(2u)d−1e−
1
2λ
u2 du since u ≥ R−D ≥ D
≤ ∆1d 1
rd
2d−1
∫ ∞
1
2λ
(R−D)2
(2vλ)
d−1
2 e−v
√
λ
2v
du (v =
1
2λ
u2)
≤ ∆1d2
3
2
d−3λ
d
2
rd
Γ
(
d
2
;
1
2λ
(R −D)2
)
where Γ(s;x) is the incomplete Gamma function
≤ ∆1d2
−3
dd
d
2
(
1
2λ
(R−D)2
) d
2
e−
1
2λ
(R−D)2 since for x ≥ s, Γ(s;x) ≤ sxse−x, λ ≤ r
2
8d2
≤
(
∆
1
d2
1 2
−4
d2 d
2
d2
(
(R−D)2
2λd2
) 1
2d
e−
1
2λd2
(R−D)2
)d2
≤
(
cde
− 1√
2λd
(R−D)
)d2
since xe−x
2 ≤ e−x ∀x ≥ 0 and 1
2λd2
(R −D)2 ≥ 1
where in the last line, cd = ∆
1
d2
1 2
−4
d2 d
2
d2 . If cde−
√
1
2λ
d
(R−D) ≥ 1, then, this does not provide a useful bound, and we can
always write PrX∼µλ [‖X‖2 ≥ R] ≤ 1 ≤ cde−
√
1
2λ
d
(R−D). On the other hand, if cde−
√
1
2λ
d
(R−D) ≤ 1, then we have
PrX∼µλ [‖X‖2 ≥ R] ≤
(
cde
−
√
1
2λ
d
(R−D)
)d2
≤ cde−
√
1
2λ
d
(R−D).
Therefore, we can write:
Pr
X∼µλ
[‖X‖2 ≥ R] ≤ cde−
√
1
2λ
d
(R−D)
≤ cde−2(RD−1) since λ ≤ r
2
8d2
≤ D
2
8d2
≤ max(1, cd)e2e−RD .
Moreover, in the case R ≤ 2D, we have max(1, cd)e2e−RD ≥ 1 ≥ PrX∼µλ [‖X‖2 ≥ R]. We thus showed the result with
σ = max(1, cd)e
2. Note that although cd depends on d, it is bounded and converges to 1 as d → ∞, thus it does not
involve any asymptotic dependence in d.
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Using this Lemma, we can now prove our convergence result for DL-MYULA (Theorem 13).
Proof. Let denote µk ≡ µλk the target distributions of the ULA iterations at outer iteration k ≥ 1, and µinit the initial
distribution. It is straightforward to show that the distributions µk are Lk-smooth with Lk = L+ 1λk .
The proof goes exactly the same way as for Theorem 10. We will show by induction that ∀k ≥ 1,
‖µ˜k − µk‖TV ≤ uke−k +
√
2 +
16d2
Lr2
e−2k
where {uk}k≥1 is defined u1 = √e
(
W2(µinit, µ
∗ + CΩd
1
4 )
)
and the recurrence relation
uk = 4D
√
euk−1 + 4D
√
σ +
2CΩd
1
4 (
√
e+ 1)
k2
+
2
√
2d
1
2
L
+ σ.
For any k ≥ 1, we have:
‖µ¯k − µk‖TV ≤
√
2KL(µ¯k;µk) (Pinsker’s inequality)
≤
√
W 22 (µ˜k−1, µk)
γknk
+ 2Lkdγk
≤ W2(µ˜k−1, µk)√
γknk
+
√
2Lkdγk
≤ W2(µ˜k−1, µk−1)√
γknk
+
W2(µk−1, µ∗)√
γknk
+
W2(µk, µ
∗)√
γknk
+
√
2Lkdγk (50)
For the second and third term, we can use Lemma 12 and the values of λk to show that ∀k ≥ 1,
W2(µk, µ
∗) ≤ CΩd 14 e− k2 (51)
For the first term, we use Lemma 14 with R = Dk together with the fact that PrX∼µ˜k−1(‖X‖2 ≥ Dk) = 0 thanks to the
projection step, and the light tail property of µk to obtain
W 22 (µ˜k−1, µk−1) ≤ 4D2k2‖µ˜k−1 − µk−1‖TV + 4D2k2σe−k+1. (52)
By replacing (51) and (52) in (50), and using the recursion hypothesis for ‖µ˜k−1 − µk−1‖TV, we obtain
‖µ¯k − µk‖TV ≤
(
2D
√
euk−1 + 2D
√
σ +
CΩd
1
4 (
√
e + 1)
k2
+
√
2d
1
2
L
)
e−k +
√
2 +
16d2
Lr2
e−2k (53)
Similarly as for DL-ULA, and using Lemma 19 we can show that
‖µ˜k − µk‖TV ≤ 2‖µ¯k − µk‖TV + σe−k
Thus, using the recurrence relation for uk, we have
‖µ˜k − µk‖TV ≤ uke−k +
√
2 +
16d2
Lr2
e−2k (54)
as required to show the induction property. The case for k = 1 is shown analogous to DL-ULA.
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Finally, in order to relate µ˜k to the target distribution µ∗, we use the result shown in (Bubeck et al., 2018) that ‖µλ −
µ∗‖TV ≤ C′d
√
λ for some constant C′ > 0 and ∀λ < r28d2 .
We can easily show that the sequence {uk}k≥1 increasingly converges to the following limit:
U = 8eD2 + 4D
√
σ +
2CΩd
1
4 (
√
e+ 1)
k2
+
2
√
2d
1
2
L
+ σ + 4D
√
4eD2 + 2D
√
σ +
CΩd
1
4 (
√
e+ 1)
k2
+
√
2d
1
2
L
+
σ
2
= O(
√
d).
We thus have for all k ≥ 1:
‖µ˜k − µ∗‖TV ≤ (U + C′
√
d)e−k +
√
2 +
16d2
Lr2
e−2k
Therefore, after KTV = log
 2max(U+C′√d,(2+ 16d2Lr2 ) 14 )
ǫ
 iterations, we have ‖µ˜k − µ∗‖TV ≤ ǫ. The total number of
iterations required is NTV = O˜(Ld3.5ǫ−5).
Finally, using W22(µ˜k, µ
∗) ≤ 4D2k2‖µ˜k − µ∗‖TV, we can obtain a similar convergence result, i.e., after KW2 =
log
 8D2max(U+C′√d,(2+ 16d2Lr2 ) 14)
ǫ
 iterations, we have W2(µ˜k, µ∗) ≤ ǫ log2(K). The total number of iterations re-
quired is NW2 = O˜(Ld3.5ǫ−10).
