on an information-theoretic criterion, and lend themselves to polynomia:l-time (often cubic) near-maximum-likelihood decoding using a sphere decoding algorithm.
"INTRODUCTION AND MODEL
It is well known that multiple transmit and/or receive anten nas promiserhigh data rates on scattering-rich wireless chan nels [1, 2] . Most of the proposed schemes that achieve these high rates require the propagation environment or channel to be known to 'the receiver (see, e.g�, [1, 3, 4, 5] and the refer ences therein). However, it is not always feasible to assume that the receiver knows the channel, especially when many antennas are used or either end of the link is moving so fast that the channel is changing very rapidly [6, 7] .
Hence, ·there is much interest in space-time transmis sion schemes that do not require either the transmitter or receiver to know the channel. Information-theoretic cal culations with a multi-antenna channel that changes in a block-fading manner first appeared in [8] . Based on these calculations, a new transmission scheme, referred to as uni tary space-time modulation (USTM), in which the trans mitted signals, viewed as matrices with. spatial and temporal dimensions, form a unitary matrix, was proposed in [9] . Further information-theoretic calculations in [10] and [11] show that, at high SNR, USTM schemes are capable of achieving full channel capacity. Furthermore, in [12] , it is shown that all this can be done over a single coherence inter val, provided the coherence interval and number of transmit antennas are sufficiently large.
W hile all this is well recognized, it is not clear how to design a constellation of non-square USTM matrices, that deliver on the above information-theoretic results and lend themselves to efficient encoding/decoding. The technique of [13] exhibits poor performance at high rates, whereas the constellation of [14] has no tractable decoding algorithm.
In this paper we propose to use the Cayley transform to design USTM constellations. This is an extension, to the non-square case, of earlier work on Cayley codes for diff er ential USTM [15] . Although this extension is non-trivial, the codes designed here inherit many of the properties of Cayley differential codes. In particular, they:
1. Are very simple to encode: the data is broken into substrea:ms used to parametrize the unitary matrix 2. Apply to any antenna configuration. Motivated by this theorem, [9] proposed to use the trans 
where S t denotes the orthogonal complement of St.
The pairwise probability of error (of transmitting Stand erroneously decoding St') behaves as 1 det(S; St' ) 1 -2N [9] .
Therefore, most design schemes attempt to find a constella tion that maximizes min t¥t' 1 det(S; St. )1. Since L can be quite large, this calls into question the feasibility of comput ing and using this performance criterion. The large number of signals also rules out the possibility of decoding via an exhaustive search. To design constellations that are huge, effective, and yet still simple, so that they can be decoded in real-time, we need to introduce some structure.
CAYLEY USTM CODES
The space of T x M complex unitary matrices is referred to .
as the Stiefel manifold and can be parameterized by 2T M -M 2 real free parameters. We focus on parametrization through the Cayley transform.
The Cayley transform
The Cayley transform of a complex TxT matrix Y is (I + y)-l (1 _ Y) [20, 21] . With Y = iA is skew-Hermitian,
. (5) for some fixed M x (T -M) matrix B, some algebra shows that the above decoder reduces to Olin = arg min IIX; -X; B· B -2iXi B -iX2A22 + iX2 B· AllBII�, {o.l (6) which is now quadratic in {u q }. We call (6) the "lin earized" decoder because the system of equations obtained in solving for unconstrained {u q} is linear. For a wide range of rates and SNR (6) can be solved exactly in roughly O(Q3) computations using sphere decoding [18, 19] . Fur thermore, simulation results show that the penalty for solv ing (6) is small, especially when weighed against the com plexity of exact ML.
To keep the complexity of the sphere decoding algo rithm polynomial, it is important that the number of lin ear equations resulting from (6) be at least as large as the number of unknowns. Looking at (6) suggests that we have
2M(T -M) real equations and Q real unknowns. How ever, due to the Hermitian constraints not all 2M (T -M)
equations are independent. A careful analysis yields the fol lowing result.
Theorem 2 (Number of equations) The number ofindepen dent equations obtainedfrom (6) 
CUSTM code revisited
With the choice (5), we can explicitly write the CUSTM code as
where Q1 Q.
Design of the CUSTM Codes
We introduced the CUSTM structure (7) and showed how to choose Q according to Thm.2. What remains is to de sign the Hermitian basis matrices {All,q.} and {A22,q .} and choose the discrete set A from which the U q are drawn.
If the rates being considered are reasonably small then the criterion given in [9] of maximizing I det (S ; S I.' ) I for all /.' f. /. may be tractable. At high rates, however, the criterion becomes intractable because of the number of matrices in volved, and the performance of the constellation may not be governed so much by its worst-case pairwise I deteSt SI.' )1, but rather by how well the matrices are distributed over the space of unitary matrices. In fact, from the information theoretic considerations in [10J and [11] it follows that the optimal distribution is an isotropically-random unitary ma trix, i.e., one whose probability density function is invariant to pre-and post-multiplication by an arbitrary unitary ma trix. In the Cayley transform domain this translates to the following. max E log Idet(B· Al1B+A22W-2E log I det A21 2 .
{An"1 l,{A.2" 2 },B
(10) This optimization may be performed numerically using gradient ascent methods along with Monte Carlo simulation.
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SIMULATION RESULTS
We present a simple T = ·4, M = N = 2, R = 2 ex ample using a randomly-chosen (though suitably normal ized) CUSTM code. The .resulting BER and BLER curves are presented in Fig. 1 . The main point is that there is lit tle penalty (only around Idb) i1?-curr ed when using the lin earized ML cost (6), compared to the true ML. This penalty is certainly well worth the computational savings over an exhaustive ML search. 
