This paper proposes a fast search technique using a genetic algorithm (GA) including a simulated annealing (SA) algorithm for the optimal parameters of the iterated function system (IFS) utilized in fractal image coding. The heavy computational costs of the previous methods to find the optimal IFS parameters are a serious problem, and in order to overcome it, we have already proposed a GA-based technique to find them in short time. However, its reduction is not enough for the practical use. Therefore, the proposed method achieves further reduction by including an SA search in the GA search.
1.•@ Introduction
where 0 E 10°, 90°, 180°, 270°} and A E {1,-1}.
(p, q) and (13,4) are the coordinates of the pixels in the domain block Di and the obtained block rii (D j), respectively. Also, v (13 q) and 
Proposed method
In this section, we explain the GA including the SA of the proposed method, which can search for the optimal IFS parameters in shorter time.
1 Chromosomal representation
Each individual parameter-set is represented as a finite-length string (chromosome), which consists of the characters (genes) 1's and 0's. In our GA, an individual corresponds to a set of the IFS parameters for the range block, and the structure of the string is shown in Fig. 1 : Si bits and 82 bits are the word lengths for representing the IFS parameters xi and yj , respectively; and T1 bits and T2 bits are for the IFS parameters aii and gij.
2 Fitness measure
In our GA, the fitness measure for the chromosomes is defined by the following objective function (fitness function):
where d(Ri,D (p)) is the MSE between a range block Ri and a contracted domain block Di (p) obtained by IFS parameters represented by a chromosome p. By utilizing this fitness function, we can obtain the optimal IFS parameters minimizing the MSE d (Ri, (p) ).
3 Procedures
The GA of the proposed method works as shown in Fig. 2 . By adding the procedure (ii) to the general GA. procedures, the proposed method can search for the optimal solution effectively. Each procedure is explained in detail below.
(i) To generate an initial population Generally, an initial population is generated at random. In fact, our GA also uses this strategy.
(ii) To apply the SA We apply the general SA to all chromosomes in the population when the best chromosome is kept at the same for some GA-generations. In our SA, the state and the energy') correspond to (iv) To execute genetic operations The basic genetic operations are performed to the population: selection, crossover, and mutation explained below.
ability decided according to their fitness values.
In the general GAs, the chromosome with higher fitness value is selected in higher probability. In the GA of the proposed method, we utilize the roulette wheel selection') and DeJong's elitist model') in order to achieve the above.
swapping genes of the parent chromosomes, which are selected by selection. Our GA exploits the uniform crossover4).
versa in the genes of the chromosomes with a probability (mutation probability)4). Our GA also uses this strategy. (v) To terminate the search The steps 2 , 3 and 4 are repeated until terminal conditions are satisfied. In the simulation in the following section, the search is terminated when the total number of the generations becomes the preset one.
By the above steps, the optimal IFS parameters for a range block Ri can be obtained. In order to obtain the optimal parameters for another range block, we have to activate our GA processor again. Therefore, for all the range blocks, the GA processor is activated repeatedly.
Simulation results
In order to verify the performance of the proposed method, we apply it to real images of size 256 x 256 pixels and 8 bit gray-level: GIRL, LENA, and BOAT.
The scaling coefficients and offsets are quantized with method, the population size is 10; the total number of generations is 600; and the mutation probability is set at 0.05. Also, in the SA which is included in the GA, the initial temperature is set at 0.01; the reduction ratio of the temperature is 0.8; and the search proceeds until the temperature becomes below 0.001.
1 Calculation cost
In order to show that how much calculation cost is reduced by including the SA in the GA, we examine the total number of the candidates, which are evaluated when the proposed method and the only GA-based method5) search for the optimal IFS-parameter set, respectively. Fig. 3 shows an example of the number of the evaluated candidates versus MSE between a given range block and the contracted domain block by the best IFS-parameter set, where (i) and (ii) are the results obtained by using the proposed method and the GA-based method, respectively. From the figure, we can recognize that the proposed method finds the optimal IFS-parameter set, which minimizes the MSE between the given range block and the contracted domain block, after evaluating about 3000 candidates. On the other hand, the only GA-based method evaluates no less than 17000 candidates before finding the optimal IFS-parameter set because its search is trapped in the local optima. Based on these results, we can verify that including the SA in the GA prevents the search from being trapped in the local optima and increases the convergence rate to the optimal IFS-parameter set.
Moreover, in this simulation, the calculation time required to encode an image is shown in Table 1 : (i) is the time required by the proposed method to encode the image; (ii) is the time by the GA-based method; and as reference data, (iii) shows the time by the conventional method3) which searches for the optimal IFS parameters exhaustively. These results verify although the only GA-based method reduces the calculation time compared with the conventional method, the proposed method can achieve further reduction.
2 Reconstructed images
In order to evaluate the quality of reconstructed images, we calculate the peak signal-to-noise ratios (PSNRs) and bit rates of them after 10 IFS-iterations and plot the PSNR versus bit rate. In this figure, (i) shows the PSNR versus bit rate of the reconstructed images by the proposed method; (ii) shows the one by the GA-based method5). Here, the bit rates in the experiments are varied by controlling a threshold, which is utilized for deciding whether to partition each range in 3). From these simulation results, we can verify the proposed method provides the reconstructed images with the approximately equal quality to the ones by the GA-based method. Hence, by utilizing the proposed method, although the computational costs are reduced, the quality of the determined IFS parameters does not decreases.
Conclusion
In the fractal image coding, the heavy computational costs for finding the optimal IFS parameters are a serious problem which makes its practical use difficult. (References) of the calculation time. 
