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MALLIAVIN CALCULUS AND DECOUPLING INEQUALITIES IN
BANACH SPACES
JAN MAAS
Abstract. We develop a theory of Malliavin calculus for Banach space val-
ued random variables. Using radonifying operators instead of symmetric ten-
sor products we extend the Wiener-Itoˆ isometry to Banach spaces. In the
white noise case we obtain two sided Lp-estimates for multiple stochastic inte-
grals in arbitrary Banach spaces. It is shown that the Malliavin derivative is
bounded on vector-valued Wiener-Itoˆ chaoses. Our main tools are decoupling
inequalities for vector-valued random variables. In the opposite direction we
use Meyer’s inequalities to give a new proof of a decoupling result for Gaussian
chaoses in UMD Banach spaces.
1. Introduction
The theory of Malliavin calculus [9, 24] has been developed in the seventies by
Malliavin [15], who used it to give a probabilistic proof of Ho¨rmander’s “sums of
squares”-theorem. The Malliavin calculus generalises in a natural way to Hilbert
space valued random variables. We refer to [4] for a recent account of this infinite
dimensional setting with applications to stochastic (partial) differential equations.
In recent years many Hilbert space results in stochastic (and harmonic) analysis
have been transferred to a Banach space setting [8, 10]. Of particular relevance for
this work is the theory of stochastic integration in Banach spaces developed by van
Neerven, Veraar and Weis [21, 23]. Motivated by these developments we construct
in this paper a theory of Malliavin calculus for random variables taking values in a
Banach space.
Vector-valued Malliavin calculus has been consider by several authors [16, 17, 29].
The main focus in this work is on the interplay between Malliavin calculus and
decoupling inequalities. On the one hand, decoupling inequalities are our main
tools in the proof of Theorems 3.2, 4.2 and 5.3. In the opposite direction, we apply
the theory developed in this paper to give a new proof of a known decoupling result
in Theorem 6.11.
In a follow-up paper with van Neerven [14] the vector-valued Malliavin calculus is
used to construct a Skorokhod integral in UMD spaces which extends the stochastic
integral from [22]. This is used to obtain a Clark-Ocone representation formula in
UMD spaces.
It has been proved by Pisier [27] that the fundamental Meyer inequalities remain
valid if the Banach space is a UMD space, provided that the norm of the derivative
is taken in the appropriate space. These spaces turn out to be spaces of so-called
γ-radonifying operators, which have been used to transfer classical Hilbert space
results to a more general Banach space setting in various recent works.
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Firstly, in the work of Kalton and Weis on H∞-functional calculus [11] γ-
radonifying operators appear as generalisations of classical square functions from
harmonic analysis. Secondly, γ-radonifying operators are used in [21, 23] to obtain
two-sided estimates for moments of vector-valued stochastic integrals, and provide
a generalisation of the classical Itoˆ-isometry.
Let us describe some of the main results in this paper. For details we refer
to later sections. Let (Ω,F ,P) be a probability space, let H be a Hilbert space,
and let E be a Banach space. We consider an isometry W : H → L2(Ω) onto
a closed subspace consisting of Gaussian random variables, and assume that F is
the σ-field generated by {W (h) : h ∈ H}. The classical Wiener-Itoˆ decomposition
says that L2(Ω,F ,P) admits an orthogonal decomposition into Gaussian chaoses
L2(Ω,F ,P) =⊕m≥0Hm. Moreover, there exist canonical isometries Φm from the
symmetric Hilbert space tensor powers H s©m onto Hm.
We show in Theorem 3.2 that this result admits a natural Banach space valued
generalisation. For this purpose we consider the space of symmetric γ-radonifying
operators γ s©m(H,E) (cf. Section 3), which turns out to be the natural vector-
valued analogue of the symmetric Hilbert space tensor powers. We prove that Φm
extends to an Lp-isomorphism between γ s©m(H,E) and the vector-valued Gaussian
chaos Hm(E) for 1 ≤ p <∞,
‖(Φm ⊗ I)T ‖Lp(Ω;E) hm,p ‖T ‖γ s©m(H,E), T ∈ γ s©m(H,E).
In Section 4 we consider the particular case where H = L2(M,µ) for some σ-
finite measure space (M,µ). Theorem 4.2 shows that the Wiener-Itoˆ isomorphism
between γ s©m(L2(M,µ), E) andHm(E) is given by a multiple stochastic integral Im
for Banach space valued functions. This result gives two-sided bounds for Lp-norms
of multiple stochastic integrals, for 1 ≤ p <∞,
‖ImF‖Lp(Ω;E) hm,p ‖F‖γ s©m(L2(M),E), F ∈ γ s©m(L2(M,µ), E),
thereby generalising the (single) Banach space valued stochastic integral of [23].
The proofs of both results rely on (different) decoupling inequalities. The idea
to use decoupling in the study of multiple stochastic integrals is not new. In fact,
applications to multiple stochastic integration appear already in the pioneering
work on decoupling by McConnell and Taqqu [18, 19], Kwapien´ [12] and others.
The decoupling results that we will use, as well as a some preliminaries on γ-
radonifying operators, can be found in Section 2.
In Section 5 we consider the Banach space valued Malliavin derivative D, which
for 1 ≤ p <∞ acts as a closed operator
D : D1,p(E) ⊂ Lp(Ω;E)→ Lp(Ω; γ(H,E)).
The main result in this section (Theorem 5.3) asserts that the restriction of the
Malliavin derivative to each chaos is an Lp-isomorphism for 1 ≤ p <∞,
‖DF‖Lp(Ω;γ(H,E)) hp,m ‖F‖Lp(Ω;E), F ∈ Hm(E),
a fact which is by no means obvious for general Banach spaces. The use of de-
coupling in this context appears to be new. In UMD spaces this result is an easy
consequence of Meyer’s inequalities.
These inequalities are considered in more detail in Section 6. We discuss several
of its consequences and obtain a version of Meyer’s multiplier theorem in UMD
spaces. We return to decoupling in Theorem 6.11 where we give a new proof of
a known decoupling result for Gaussian chaoses in UMD spaces based on Meyer’s
inequalities.
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2. Preliminaries
2.1. Decoupling. Decoupling inequalities go back to the work of McConnell and
Taqqu [18, 19], Kwapien´ [12], Arcones and Gine´ [1], and de la Pen˜a andMontgomery-
Smith [6] among others. We refer to the monographs [13, 5] for extensive informa-
tion on this topic.
First we introduce some notation which will be used throughout the paper. For
j ≥ 1 and a finite sequence i = (i1, . . . , in) with values in {1, 2, . . .} we set
j(i) = #{ik : 1 ≤ k ≤ n, ik = j}, |i| = n, |i|∞ := max
1≤k≤n
ik, i! =
n∏
k=1
k(i)!.
Let (γn)n≥1 be a Gaussian sequence, i.e. a sequence of independent standard
Gaussian random variables on a (sufficiently rich) probability space (Ω,F ,P), and
let (γ
(k)
n )n≥1 be independent copies for each k ≥ 1. The Hermite polynomials Hm
satisfy H0(x) = 1, H1(x) = x and the recurrence relation
(m+ 1)Hm+1(x) = xHm(x) −Hm−1(x), m ≥ 1.
We set
Ψi = (i!)
1/2
∏
j≥1
Hj(i)(γj).
The next theorem states two well-known decoupling results which were obtained
in [19, 12, 1]. A general result containing both parts of the next theorem is due to
Gine´ [5, Theorem 4.2.7].
We use the Vinogradov notation h,.,& to denote estimates with universal con-
stants. If the constants depend on additional parameters, we include them as
subscripts.
Theorem 2.1. Let E be a Banach space, let m,n ≥ 1, and suppose that we are in
one of the following two situations:
(1) (symmetric case) Let (xi)|i|=m ⊂ E satisfy xi = xi′ whenever i′ is a per-
mutation of i, and set
F :=
∑
|i|=m,|i|∞≤n
(i!/m!)1/2Ψixi.
(2) (tetrahedral case) Let (xi)|i|=m ⊂ E satisfy xi = 0 whenever j(i) > 1 for
some j ≥ 1, and set
F :=
∑
|i|=m,|i|∞≤n
γi1 · . . . · γimxi.
In both cases we put
F˜ :=
∑
|i|=m,|i|∞≤n
γ
(1)
i1
· . . . · γ(m)im xi.
Then there exists a constant Cm ≥ 1 depending only on m, such that for all t > 0
we have
1
Cm
P(‖F˜‖E > Cmt) ≤ P(‖F‖E > t) ≤ CmP(‖F˜‖E > t
Cm
).
Consequently, for 1 ≤ p <∞ we have
‖F‖Lp(Ω;E) hp,m ‖F˜‖Lp(Ω;E).
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Remark 2.2. The requirement that |i|∞ ≤ n is chosen for convenience, to ensure
that we are dealing with finite sums exclusively. Note however that the constants
in all of our estimates do not depend on n.
2.2. Spaces of γ-radonifying operators. In this section we will review some
well-known results about γ-radonifying operators. For more information we refer
to [3, 10]. Let H be a real separable Hilbert space with orthonormal basis (un)n≥1,
and let E be a real Banach space. Let (γn)n≥1 be a Gaussian sequence.
An operator T ∈ L(H,E) is said to be γ-radonifying if the sum ∑∞n=1 γnTun
converges in L2(Ω;E). The convergence and the L2-norm of this sum do not depend
on the choice of the orthonormal basis and the Gaussian sequence. The space
γ(H,E) consisting of all γ-radonifying operators in L(H,E) is a Banach space
endowed with the norm
‖T ‖γ(H,E) :=
(
E
∥∥∥ ∞∑
n=1
γnTun
∥∥∥2
E
)1/2
.
Obviously all rank-1 operators
h⊗ x : h′ 7→ [h′, h] · x, h, h′ ∈ H,x ∈ E,
are contained in γ(H,E) and one easily sees that they span a dense subspace of
γ(H,E).
An important role in this work will be played by spaces of the form γm(H,E),
which we define inductively by
γ1(H,E) := γ(H,E), γm+1(H,E) := γ(H, γm(H,E)), m ≥ 1.
To improve readability we will write T (h, h′) instead of (Th)(h′) if T ∈ γ2(H,E).
Furthermore we will write (h⊗h′)⊗x to denote the operator h⊗(h′⊗x) ∈ γ2(H,E).
Similar remarks apply when m > 2. For future use we record that for operators of
the form
T =
∑
|i|=m,|i|∞≤n
(ui1 ⊗ · · · ⊗ uim)⊗ xi, xi ∈ E,(2.1)
the norm in γm(H,E) is given by
‖T ‖2γm(H,E) = E
∥∥∥ ∑
|i|=m,|i|∞≤n
γ
(1)
i1
· . . . · γ(m)im xi
∥∥∥2
E
,(2.2)
where we use the multi-index notation from Section 2.1.
If K is a Hilbert space then γm(H,K) is canonically isometric to the Hilbert
space tensor product H b⊗m⊗̂K. It has been shown in [10] (see also [22]) that
γm(H,E) is isomorphic to γ(H b⊗m, E) for all m ≥ 1 if and only if the Banach
space E has Pisier’s property (α) [25].
It is well known (see [10, Section 5]) that the pairing
[T, S]γ := tr (T
∗S), T ∈ γ(H,E), S ∈ γ(H,E∗),
defines a duality between γ(H,E) and γ(H,E∗), which allows us to identify γ(H,E∗)
with a weak∗-dense subspace of the dual space γ(H,E)∗. It has been proved by
Pisier [28] that the Banach spaces γ(H,E)∗ and γ(H,E∗) are isomorphic if E is
K-convex. The notion of K-convexity and its relevance for vector-valued Malliavin
calculus will be discussed in Remark 3.4. It is not difficult to check that
[T, S]γ =
∞∑
j=1
〈Tuj, Suj〉 and [T, S]γ ≤ ‖T ‖γ(H,E)‖S‖γ(H,E∗).
Let us now consider the important special case that H = L2(M,µ) for some
σ-finite measure space (M,µ). A strongly measurable function φ :Mm → E is said
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to be weakly-L2 if 〈φ, x∗〉 ∈ L2(Mm) for all x∗ ∈ E∗. We say that such a function
represents an operator Tφ ∈ γm(L2(M), E) if for all f1, . . . , fm ∈ L2(M) and for
all x∗ ∈ E∗ we have
〈Tφ(f1, . . . , fm), x∗〉 =
∫
Mm
f1(t1) · . . . · fm(tm)〈φ(t1, . . . , tm), x∗〉 dµ⊗m(t1, . . . , tm).
We will not always notationally distinguish between a function φ and the operator
Tφ ∈ γ(L2(M), E) that it represents. The subspace of operators which can be
represented by a function is dense in γm(L2(M), E).
3. Wiener-Itoˆ chaos in Banach spaces
In this section we will prove a Banach space analogue of the classical Wiener-Itoˆ
isometry. First we fix some notations.
Let (Ω,F ,P) be a (sufficiently rich) probability space, let H be a real separable
Hilbert space and let W : H → L2(Ω) be an isonormal Gaussian process on H,
i.e. W maps H isometrically onto a closed subspace consisting of Gaussian random
variables. We assume that F is the σ-field generated by {W (h) : h ∈ H}. We fix
an orthonormal basis (uj)j≥1 of H, and consider the Gaussian sequence defined by
γj :=W (uj) for j ≥ 1. For m ≥ 0 we consider the m-th Wiener-Itoˆ chaos,
Hm := lin{Hm(W (h)) : ‖h‖ = 1},
where the closure is taken in L2(Ω). Furthermore, letH s©m be them-fold symmetric
tensor power which is defined to be the range of the orthogonal projection P s© ∈
L(H b⊗m) given by
P s©(h1 ⊗ · · · ⊗ hm) = 1
m!
∑
pi∈Sm
hpi(1) ⊗ · · · ⊗ hpi(m), h1, . . . , hm ∈ H,
where Sm is the group of permutations of {1, . . . ,m}.
A classical result of Wiener states that the following orthogonal decomposition
holds:
L2(Ω,F ,P) =
⊕
m≥0
Hm.
Moreover, the mapping Φm defined by
Φm : P s©(ui1 ⊗ · · · ⊗ uim) 7→ (i!/m!)1/2Ψi,(3.1)
extends to an isometry from H s©m onto Hm. Recall that Ψi is the generalised
Hermite polynomial defined in Section 2.1, to which we refer for notations.
Let us consider the vector-valued Gaussian chaos
Hm(E) := lin{f ⊗ x : f ∈ Hm, x ∈ E},
where the closure is taken in L2(Ω;E). The following well-known result is a con-
sequence of the decoupling result in Theorem 2.1(1) and the Kahane-Khintchine
inequalities. Extensive information on this topic can be found in the monographs
[13, 5].
Proposition 3.1. Let E be a Banach space, let m ≥ 1, and let 1 ≤ p, q <∞. For
all F ∈ Hm(E) we have
‖F‖Lp(Ω;E) hm,p,q ‖F‖Lq(Ω;E).
Our next goal is the construction of the spaces γ s©m(H,E), which will be the
Banach space substitutes for the symmetric Hilbert space tensor powers. We refer
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to Section 2.2 for the definition of the space γm(H,E). For T ∈ γm(H,E) we define
its symmetrisation P s©T ∈ γm(H,E) by
(P s©T )(h1, . . . , hm) :=
1
m!
∑
pi∈Sm
T (hpi(1), . . . , hpi(m)), h1, . . . , hm ∈ H,
and we will say that T ∈ γm(H,E) is symmetric if P s©T = T. The mapping P s© is
easily seen to be a projection in L(γm(H,E)) and we define γ s©m(H,E) to be its
range.
We remark that if K is a Hilbert space, then γ s©m(H,K) is isometrically iso-
morphic to the space H s©m⊗̂K, where ⊗̂ denotes the Hilbert space tensor product.
Now we are ready to state the main result of this section, which is a Banach
space valued extension of the canonical isometry (3.1).
Theorem 3.2. Let E be a Banach space, let 1 ≤ p < ∞, and let m ≥ 1. The
mapping
(Φm ⊗ I) : P s©(hi1 ⊗ · · · ⊗ him)⊗ x 7→ (i!/m!)1/2Ψi ⊗ x,
extends to a bounded operator (Φm ⊗ I) : γ s©m(H,E) → Lp(Ω;E), which maps
γ s©m(H,E) onto Hm(E). Moreover, we have equivalence of norms
‖(Φm ⊗ I)T ‖Lp(Ω;E) hm,p ‖T ‖γm(H,E), T ∈ γ s©m(H,E).
Proof. Let T be a symmetric operator of the form (2.1) and observe that
T =
∑
|i|=m,|i|∞≤n
P s©(ui1 ⊗ · · · ⊗ uim)⊗ xi.
Using (2.2), the decoupling result from Theorem 2.1(1) and the Kahane-Khintchine
inequalities we obtain
E‖(Φm ⊗ I)T ‖pE = E
∥∥∥ ∑
|i|=m,|i|∞≤n
(i!/m!)1/2Ψixi
∥∥∥p
E
hm,p E
∥∥∥ ∑
|i|=m,|i|∞≤n
γ
(1)
i1
· . . . · γ(m)im xi
∥∥∥p
E
hm,p ‖T ‖pγm(H,E).
In view of Proposition 3.1 it is clear that Φm⊗ I maps γ s©m(H,E) into Hm(E). To
show that its range is Hm(E), we observe that Φm ⊗ I(h⊗m ⊗ x) = Hm(W (h)) · x
for all h ∈ H with ‖h‖ = 1 and all x ∈ E. Now the result follows from the norm
estimate above and the identity
Hm(E) = lin{Hm(W (h)) · x : ‖h‖ = 1, x ∈ E},
where the closure is taken in Lp(Ω;E). 
Remark 3.3. In the special case that E = R and p = 2 we recover the classical
Wiener-Itoˆ isometry.
Remark 3.4. Let m ≥ 1 and let Jm be the orthogonal projection onto Hm. It is well
known that for all 1 < p <∞ the restriction of Jm to Lp(Ω) ∩ L2(Ω) extends to a
bounded projection on Lp(Ω). A Banach space E is said to be K-convex if J1 ⊗ I
extends to a bounded operator on L2(Ω;E). Actually, this notion is usually defined
using Rademacher instead of Gaussian random variables, but this does not affect
the class of Banach spaces under consideration [7]. It has been shown by Pisier [26]
that in this case the operators Jm ⊗ I (which will be denoted by Jm below) are
bounded for all m ≥ 1 and all 1 < p < ∞. Every UMD space is K-convex. These
facts will be used in Sections 5 and 6.
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4. Multiple Wiener-Itoˆ integrals in Banach spaces
As in the previous section we consider a real separable Hilbert space H and an
isometry W : H → L2(Ω) onto a closed linear subspace consisting of Gaussian
random variables.
In addition we assume in this section that H = L2(M,B, µ) for some σ-finite
non-atomic measure space M. We let B0 := {B ∈ B : µ(B) < ∞}. For A ∈ B0
we write with some abuse of notation W (A) := W (1A). In this way W defines an
L2(Ω)-valued measure on B0 which is called the white noise based on µ.
Our next goal is to construct multiple stochastic integrals for Banach space-
valued functions. Our construction generalises the well known multiple stochastic
integral for Hilbert space valued functions, and in another direction, the (single)
stochastic integral for Banach space valued functions which has been constructed
in [23].
For fixed m ≥ 1 we define Em(E) to be the linear space of tetrahedral simple
functions F :Mm → R of the form
F =
∑
|i|=m,|i|∞≤n
1Ai1×···×Aim · xi,(4.1)
where the Aj ’s are pairwise disjoint sets in B0, n ≥ 1, and the coefficients xi ∈ E
vanish whenever j(i) > 1 for some j ≥ 1. It is easy to see that such a function F
represents an operator TF ∈ γm(L2(M), E) in the sense described in Section 2.2,
and by taking an orthonormal basis (uj)j≥1 of L
2(M) with uj = µ(Aj)
−1/21Aj for
j = 1, . . . , n, one can check that
(4.2)
‖TF‖2γm(L2(M),E) = E
∥∥∥ ∑
|i|=m,|i|∞≤n
γ
(1)
i1
· . . . · γ(m)im · µ(A1)1/2 · . . . · µ(An)1/2 · xi
∥∥∥2
E
.
We recall that (γ
(k)
j )j≥1 are independent Gaussian sequences for k ≥ 1.
Lemma 4.1. The collection of operators represented by functions in Em(E) is dense
in γm(L2(M), E) for all m ≥ 1.
Proof. This follows by reasoning as in the proof of the corresponding scalar-valued
result [24, p.10], taking into account that the measure space M is non-atomic. 
Suppose that TF ∈ γm(L2(M), E) is represented by a strongly measurable
weakly-L2 function F. Then TF belongs to γ
s©m(L2(M), E) if and only if F agrees
almost everywhere with its symmetrisation F˜ defined by
F˜ (t1, . . . , tm) :=
1
m!
∑
pi∈Sm
F (tpi(1), . . . , tpi(m)).
For F ∈ Em(E) of the form (4.1) we define the multiple Wiener-Itoˆ integral Im(F ) ∈
L2(Ω;E) by
Im(F ) =
∑
|i|=m,|i|∞≤n
W (Ai1) · . . . ·W (Aim ) · xi.(4.3)
One easily checks that this definition does not depend on the representation of F
as an element of Em(E). Moreover, Im is linear and Im(F ) = Im(F˜ ). The next
theorem may be considered as a generalisation of the classical Wiener-Itoˆ-isometry
for multiple stochastic integrals to the Banach space setting.
Theorem 4.2. Let m ≥ 1 and 1 ≤ p < ∞. The operator Im : Em(E) → Lp(Ω;E)
extends uniquely to a bounded operator
Im : γ
m(L2(M), E)→ Lp(Ω;E),
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which maps γm(L2(M), E) onto Hm(E). Moreover, for all F ∈ γm(L2(M), E) we
have:
(i) ImF = ImF˜ ;
(ii) ‖ImF‖Lp(Ω;E) hm,p ‖F˜‖γm(L2(M),E) ≤ ‖F‖γm(L2(M),E).
Proof. First we show that for all F ∈ Em(E) the following equivalence of norms
holds:
‖ImF‖Lp(Ω;E) hm,p ‖F˜‖γm(L2(M),E).
For that purpose we take F ∈ Em(E) of the form (4.1). Since Im(F ) = Im(F˜ )
we may assume that F is symmetric, hence x(ipi(1),...,ipi(m)) = x(i1,...,im) for all per-
mutations pi ∈ Sm. Let (uj)j≥1 be an orthonormal basis of L2(M) with uj =
µ(Aj)
−1/21Aj for j = 1, . . . , n, and let (γj)j≥1 be the Gaussian sequence γj =
W (uj) for j ≥ 1. Using the decoupling inequalities from Theorem 2.1(2), (4.2), and
the Kahane-Khintchine inequalities we obtain
‖ImF‖pLp(Ω,E) = E
∥∥∥ ∑
|i|=m,|i|∞≤n
W (Ai1 ) · . . . ·W (Aim) · xi
∥∥∥p
E
= E
∥∥∥ ∑
|i|=m,|i|∞≤n
γi1 · . . . · γim · µ(A1)1/2 · . . . · µ(An)1/2 · xi
∥∥∥p
E
hm,p E
∥∥∥ ∑
|i|=m,|i|∞≤n
γ
(1)
i1
· . . . · γ(m)im · µ(A1)1/2 · . . . · µ(An)1/2 · xi
∥∥∥p
E
hm,p ‖F‖pγm(L2(M),E).
Now the first claim follows from Lemma 4.1. To prove that ImT ∈ Hm(E) for all
T ∈ γm(L2(M), E) we first let T = TF for some tetrahedral function F of the form
(4.1). It follows from (4.3) and the fact that
W (Aj1 ) · . . . ·W (Ajm) ∈ Hm
whenever all jk’s are different, that ImT ∈ Hm(E). Since Im is continuous the same
holds for general T ∈ γm(L2(M), E) by Lemma 4.1. To show that the mapping
Im : γ
m(L2(M), E) → Hm(E) is surjective we proceed as in Theorem 3.2. The
other statements are clear in view of Lemma 4.1. 
5. The Malliavin derivative
In this section we consider a complete probability space (Ω,F ,P), a real separable
Hilbert space H, and an isonormal Gaussian process W : H → L2(Ω). As before
we assume that F is the σ-algebra generated by W.
Let us introduce some notation. For n ≥ 1 we denote by C∞pol(Rn) the vector
space of all C∞-functions f : Rn → R such that f and its partial derivatives of
all orders have polynomial growth, i.e. for every multi-index α there exist positive
constants Cα, pα such that
|∂αf(x)| ≤ Cα(1 + |x|)pα .
Let S be the collection of all random variables f : Ω→ R of the form
f = ϕ(W (h1), . . . ,W (hn))(5.1)
for some ϕ ∈ C∞pol(Rn), h1, . . . , hn ∈ H and n ≥ 1.
For a real Banach space E we consider the dense subspace S(E) of Lp(Ω;E),
1 ≤ p <∞, consisting of all functions F : Ω→ E of the form
F =
n∑
i=1
fi · xi,
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where fi ∈ S and xi ∈ E, i = 1, . . . n. Occasionally it will be convenient to work
with the space P(E), which is defined similarly, except that the functions ϕ are
required to be polynomials.
For a function F = f · x ∈ S(E) with f of the form (5.1) we define its Malliavin
derivative DF by
DF =
n∑
j=1
∂jϕ(W (h1), . . . ,W (hn))hj ⊗ x.(5.2)
This definition extends to S(E) by linearity. For F ∈ S(E) the Malliavin derivative
DF is a random variable which takes values in the algebraic tensor product H⊗E,
which we endow with the norm ‖ · ‖γ(H,E) (cf. Section 2.2).
The following result is the simplest case of the integration by parts formula. We
omit the proof, which is the same as in the scalar-valued case [24, Lemma 1.2.1].
Lemma 5.1. If F ∈ S(E), then E(DF (h)) = E(W (h)F ) for all h ∈ H.
A straightforward computation shows that the following product rule holds:
D〈F,G〉 = 〈DF,G〉+ 〈F,DG〉, F ∈ S(E), G ∈ S(E∗).
Here 〈·, ·〉 denotes the duality between E and E∗. Combining this with Lemma 5.1
we obtain the following integration by parts formula:
E〈DF (h), G〉 = E(W (h)〈F,G〉)− E〈F,DG(h)〉, F ∈ S(E), G ∈ S(E∗).(5.3)
This identity is the main ingredient in the proof of the following result which
can be found in [14, Proposition 2.3].
Proposition 5.2. The Malliavin derivative D is closable as an operator from
Lp(Ω;E) into Lp(Ω; γ(H,E)) for all 1 ≤ p <∞.
With a slight abuse of notation we will denote the closure of D again by D.
Its domain in Lp(Ω;E) will be denoted by D1,p(Ω;E), which is a Banach space
endowed with the norm
‖F‖D1,p(Ω;E) :=
(‖F‖pLp(Ω;E) + ‖DF‖pLp(Ω;γ(H,E)))1/p.
Furthermore we will write D1,p(Ω) := D1,p(Ω;R).
Derivatives of higher order are defined inductively. For n ≥ 1 we define
D
n+1,p(Ω;E) :={F ∈ Dn,p(Ω;E) : DnF ∈ D1,p(Ω; γn(H,E))},
Dn+1F :=D(DnF ), F ∈ Dn+1,p(Ω;E).
It follows from Proposition 5.2 that Dn is a closed and densely defined operator
from Dn−1,p(Ω;E) into Lp(Ω; γn(H,E)). Its domain is denoted by Dn,p(Ω;E) which
is a Banach space endowed with the norm
‖F‖n,p := ‖F‖Dn,p(Ω;E) :=
(
‖F‖pLp(Ω;E) +
n∑
k=1
‖DkF‖p
Lp(Ω;γk(H,E))
)1/p
.
The main result in this section describes the behaviour of the Malliavin derivative
on the E-valued Wiener-Itoˆ chaoses. It extends [24, Proposition 1.2.2] to Banach
spaces (and to 1 ≤ p <∞, but this is well-known in the scalar case).
Theorem 5.3. Let E be a Banach space, let 1 ≤ p < ∞ and let m ≥ 1. Then
we have Hm(E) ⊂ D1,p(Ω;E) and D(Hm(E)) ⊂ Hm−1(γ(H,E)). Moreover, the
following equivalence of norms holds:
‖DF‖Lp(Ω;γ(H,E)) hp,m ‖F‖Lp(Ω;E), F ∈ Hm(E).
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Proof. Let (uj)j≥1 be an orthonormal basis ofH and put γj :=W (uj). Let (γ
(k)
j )j≥1
and (γ˜j)j≥1 be independent copies of (γj)j≥1. For i = (i1, . . . , im) and k ≥ 1 we
will write (i, k) = (i1, . . . , im, k).
First we take F ∈ Hm(E) of the form
F =
∑
|i|=m,|i|∞≤n
i!
m!1/2
n∏
j=1
Hj(i)(γj)xi.
Clearly we may assume without loss of generality that the coefficients xi are sym-
metric, i.e. xi = xi′ whenever i
′ is a permutation of i.
It follows from Theorem 2.1(1) that
(5.4)
E‖F‖pE = E
∥∥∥∥ ∑
|i|=m,|i|∞≤n
i!
m!1/2
n∏
j=1
Hj(i)(γj)xi
∥∥∥∥p
E
hm,p E
∥∥∥∥ ∑
|i|=m
γ
(1)
i1
· . . . · γ(m)im xi
∥∥∥∥p
E
.
On the other hand, by a change of variables to modify the range of summation from
{|i| = m} to {|i| = m− 1}, and rearranging terms, we obtain with the convention
that H−1 = 0,
DF =
∑
|i|=m,|i|∞≤n
i!
m!1/2
n∑
k=1
∏
j 6=k
Hj(i)(γj)Hk(i)−1(γk) · uk ⊗ xi,
=
n∑
k=1
uk ⊗
(
m1/2
∑
|i|=m−1,|i|∞≤n
i!
(m−1)!
n∏
j=1
Hj(i)(γj)x(i,k)
)
=
n∑
k=1
uk ⊗
(
m1/2
(m−1)!1/2
∑
|i|=m−1,|i|∞≤n
i!1/2
(m−1)!1/2
Ψix(i,k)
)
.
Using the Kahane-Khintchine inequalities and Theorem 2.1(1) once more, we find
(5.5)
E‖DF‖pγ(H,E) hp EE˜
∥∥∥ n∑
k=1
γ˜kDF (uk)
∥∥∥p
E
= EE˜
∥∥∥ m1/2(m−1)!1/2
n∑
k=1
γ˜k
∑
|i|=m−1,|i|∞≤n
i!1/2
(m−1)!1/2
Ψix(i,k)
∥∥∥p
E
= E˜E
∥∥∥ m1/2(m−1)!1/2 ∑
|i|=m−1,|i|∞≤n
i!1/2
(m−1)!1/2
Ψi
( n∑
k=1
γ˜kx(i,k)
)∥∥∥p
E
hm,p E˜E
∥∥∥ ∑
|i|=m−1,|i|∞≤n
n∑
k=1
γ
(1)
i1
· . . . · γ(m−1)im−1 γ˜kx(i,k)
∥∥∥p
E
.
Comparing (5.4) and (5.5) yields the norm estimate. The theorem follows by the
closedness of D and the fact that functions F of the form considered above are
dense in Hm(E). 
Remark 5.4. In the special case that E is a UMD Banach space the result above is
known. Indeed, it follows from Meyer’s inequalities (Theorem 6.3) that
‖DF‖Lp(Ω;γ(H,E)) hp,E m1/2‖F‖Lp(Ω;E), F ∈ Hm(E).
This formula gives an explicit dependence on m, but in contrast with Theorem 5.3
the constants depend on (the Hilbert transform constants of) E. We return to this
observation in Section 6.
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6. Meyer’s inequalities and its consequences
Let (P (t))t≥0 ⊂ L(L2(Ω)) be the Ornstein-Uhlenbeck semigroup defined by
P (t) :=
∑
m≥0
e−mtJm.(6.1)
As is well known, this semigroup extends to a C0-semigroup of positive contractions
on Lp(Ω) for all 1 ≤ p < ∞. We refer the reader to [24] for proofs of these and
other elementary properties.
LetE be an arbitrary Banach space. By positivity of P , (P (t)⊗I)t≥0 extends to a
C0-semigroup of contractions on the Lebesgue-Bochner spaces L
p(Ω;E) for 1 ≤ p <
∞ which will be denoted by (PE(t))t≥0. The domain in Lp(Ω;E) of its infinitesimal
generator LE is denoted Dp(LE). The subordinated semigroup (QE(t))t≥0 is defined
by
QE(t)f :=
∫ ∞
0
PE(s)f dνt(s),(6.2)
where the probability measure νt is given by
dνt(s) =
t
2
√
pis3
e−t
2/4s ds, t > 0.(6.3)
The generator of (QE(t))t≥0 will be denoted by CE . As is well known we have
CE = −(−LE)1/2.
Often, when there is no danger of confusion, we will omit the subscripts E.
The next lemma is a vector-valued analogue of the representation of L as a
generator associated with a Dirichlet form. We omit the proof which follows from
the scalar-valued analogue in a straightforward way.
Lemma 6.1. Let E be a UMD space. For all F ∈ P(E) and G ∈ D1,p(Ω;E∗) we
have
E〈LEF,G〉 = E[DF,DG]γ .
In the following Lemma we collect some useful commutation relations, which
follow easily from the corresponding scalar-valued results.
Lemma 6.2. Let E be a Banach space and let 1 ≤ p <∞.
(i) For F ∈ D1,p(Ω;E) we have PE(t)F ∈ D1,p(Ω;E) and
DPE(t)f = e
−tPγ(H,E)DF.
(ii) For F ∈ D1,p(Ω;E) we have QE(t)F ∈ D1,p(Ω;E) and
DQE(t)f = Q
(1)
γ(H,E)DF,
where Q
(1)
γ(H,E) is the semigroup generated by −(I − Lγ(H,E))1/2.
(iii) For F ∈ P(E) we have LEF ∈ D1,p(Ω;E) and DLEF = −(I − Lγ(H,E))DF.
(iv) For F ∈ P(E) we have CEF ∈ D1,p(Ω;E) and DCEF = −(I−Lγ(H,E))1/2DF.
Pisier proved in [27] that Meyer’s inequalities extend to UMD spaces. Formulated
in the language of γ-norms his result reads as follows.
Theorem 6.3 (Meyer’s inequalities). Let E be a UMD space and let 1 < p < ∞.
Then Dp(CE) = D
1,p(Ω;E) and for all f ∈ D1,p(Ω;E) the following two-sided
estimate holds:
‖CEf‖Lp(Ω;E) hp,E ‖Df‖Lp(Ω;γ(H,E)).(6.4)
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In Theorem 6.8 we shall state an extension of this result.
The following lemma is the crucial ingredient in the proof of Meyer’s multiplier
Theorem. The proof in the scalar case in [24, Lemma 1.4.1] does not extend to
the vector-valued setting, since it depends heavily on the Hilbert space structure of
L2(Ω). We give a simple proof in the case that E is a UMD space, which is based
on Meyer’s inequalities. Recall that Jm denotes the chaos projection considered in
Remark 3.4.
Lemma 6.4. Let 1 < p < ∞ and let E be a UMD space. For each N ≥ 1 and
t > 0 we have
‖P (t)(I − J0 − J1 − . . .− JN−1)‖L(Lp(Ω;E)) .E,p,N e−Nt.
Proof. For F ∈ P(E) we set
RF = D
∞∑
m=1
m−1/2JmF, S
(
D
∞∑
m=0
JmF
)
:=
∞∑
m=1
m1/2JmF.
Note that the sums consists of finitely many terms since F ∈ P(E). Both operators
are well-defined and bounded by Theorem 6.3. Using the fact that
SNRNF =
∞∑
m=N
JmF,
we obtain by Lemma 6.2 and Theorem 6.3,
‖P (t)(I − J0 − J1 − . . .− JN−1)F‖Lp(Ω;E)
=
∥∥∥ ∞∑
m=N
e−mtJmF
∥∥∥
Lp(Ω;E)
= ‖SNRNP (t)F‖Lp(Ω;E)
= ‖SNe−NtP (t)RNF‖Lp(Ω;E) ≤ e−Nt‖S‖N‖R‖N‖F‖Lp(Ω;E).

Using this lemma, the remainder of the proof of Meyer’s multiplier Theorem
[20] in the scalar case as given in [24, Theorem 1.4.2] extends verbatim to the
vector-valued setting. It is even possible to allow operator-valued multipliers.
Theorem 6.5 (Meyer’s Multiplier Theorem). Let 1 < p < ∞, let E be a UMD
space, and let (ak)
∞
k=0 ⊂ L(Lp(Ω;E)) be a sequence of bounded linear operators such
that
∑∞
k=0 ‖ak‖L(Lp(Ω;E))N−k < ∞ for some N ≥ 1. If (φ(n))n≥0 ⊂ L(Lp(Ω;E))
is a sequence of operators satisfying φ(n) :=
∑∞
k=0 akn
−k for n ≥ N, then the
operator Tφ defined by
TφF :=
∞∑
n=0
φ(n)JnF, F ∈ P(E)
extends to a bounded operator on Lp(Ω;E).
As a first application of the multiplier theorem we determine the spectrum of L.
We start with a simple but useful lemma.
Lemma 6.6. Let E be a K-convex Banach space, let 1 < p < ∞, and let F ∈
Lp(Ω;E) such that JmF = 0 for all m ≥ 0. Then F = 0 in Lp(Ω;E).
Proof. For G ∈ P(E∗) we have
E〈F,G〉 = E〈F,
∑
m≥0
JmG〉 = E〈
∑
m≥0
JmF,G〉 = 0.
This implies the result, since P(E∗) is dense in Lq(Ω;E∗), hence weak∗-dense in
Lp(Ω;E)∗.
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
Proposition 6.7. Let 1 < p <∞ and let E be a UMD space. Then
σ(−L) = {0, 1, 2, . . .}.
Moreover, every integer m ≥ 0 is an eigenvalue of −L and ker(m+ L) = Hm(E).
Proof. To prove that {0, 1, 2, . . .} ⊂ σ(−L) we take an integerm ≥ 0 and a non-zero
F ∈ Hm(E). Since P (t)F = e−mtF it follows that F ∈ Dp(L) and (m + L)F = 0,
hence m ∈ σ(−L) and ker(m+ L) ⊃ Hm(E).
To show the converse inclusion for the spectrum, take λ ∈ C \ {0, 1, 2, . . .}. To
prove that λ + L is injective, take F ∈ ker(λ+ L). Since Jm is bounded for m ≥ 0
by Remark 3.4 (UMD spaces are K-convex), it follows that JmLF = LJmF =
−mJmF. This implies that (λ−m)JmF = Jm(λ+L)F = 0, hence JmF = 0 for all
m ≥ 0, so that F = 0 by Lemma 6.6.
To prove surjectivity, we conclude from the Multiplier Theorem 6.5 that
Rλ :=
∞∑
m=0
1
λ−mJm
extends to a bounded operator on Lp(Ω;E). Using the fact that L is closed, we
infer that (λ + L)Rλ = I, hence λ+ L is surjective.
It remains to show that ker(m+L) ⊂ Hm(E) for allm ≥ 0. Take F ∈ ker(m+L).
Since
(m− k)JkF = (m+ L)JkF = Jk(m+ L)F = 0
for all integers k ≥ 0, we have JkF = 0 for all k 6= m. This implies that Jk(F −
JmF ) = 0, hence F = JmF ∈ Hm(E) by Lemma 6.6.

Next we give the general form of Meyer’s inequalities in the language of γ-
radonifying norms. This result is stated in a slightly different setting in [16, The-
orem 1.17], but the proof given there contains a gap. More precisely, the last
formula for the function ψ defined in [16, p.300] should be replaced by ψ(t) =
1
2e
−t/2(I0(
t
2 )+ I1(
t
2 )). This function however is not contained in L
1(0,∞); but this
is needed to conclude the proof.
The proof given below uses Lemma 6.4, which is based on the first order Meyer
inequalities from Theorem 6.3. This allows us to adapt the argument in the scalar
case from [24, Theorem 1.5.1].
Theorem 6.8 (Meyer’s inequalities, general case). Let E be a UMD space, let
1 < p <∞ and let n ≥ 1. Then Dp(Cn) = Dn,p(Ω;E), and for all F ∈ Dn,p(Ω;E)
we have
(6.5)
‖DnF‖Lp(Ω;γn(H,E)) .p,E,n ‖CnF‖Lp(Ω;E)
.p,E,n ‖F‖Lp(Ω;E) + ‖DnF‖Lp(Ω;γn(H,E)).
Proof. The proof proceeds by induction. The case n = 1 has been treated in
Theorem 6.3. Suppose that (6.5) holds for some n ≥ 1. Using Lemma 6.2 and the
fact that the operator Cn(I−L)−n/2 = (−L)n/2(I−L)−n/2 is bounded on Lp(Ω;E)
we obtain by the induction hypothesis
E‖Dn+1F‖pγn+1(H,E) .p,E,n E‖CnDF‖pγ(H,E) .p,E,n E‖(I − L)n/2DF‖pγ(H,E)
= E‖DCnF‖pγ(H,E) hp,E E‖Cn+1F‖pE .
To prove the second inequality, we note that according to Remark 3.4,
‖Cn(J0 + . . .+ Jn−1)F‖p .p,E,n ‖F‖p, F ∈ Lp(Ω;E).
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Therefore it suffices to show by induction that
‖CnF‖Lp(Ω;E) .p,E,n ‖DnF‖Lp(Ω;γn(H,E))
for all F ∈ P(E) with J0F = . . . = Jn−1F = 0.
Let us assume that this statement holds for some n ≥ 1 and take F ∈ P(E)
satisfying J0F = . . . = JnF = 0. It follows from Lemma 6.4 that (P (t))t≥0 restricts
to a C0-semigroup (Pn(t))t≥0 on
Xn,p(E) :=
⊕
m≥n
Hm(E)
Lp(Ω;E)
,
satisfying the growth bound ‖Pn(t)‖L(Xn,p(E)) .E,p,n e−nt for some constant K
depending on n. Consequently (see e.g. [2, Proposition 3.8.2]), we have
‖(α− L)1/2F‖p hp,E ‖(β − L)1/2F‖p, F ∈ Xn,p(E),
for all α, β > −n, and in particular is (I − L)1/2C−1 bounded on Xn,p(E). Using
Lemma 6.2 and the fact that CnDF ∈ Xn,p(γ(H,E)), it follows that
E‖Cn+1F‖pE hp,E E‖DCnF‖pγ(H,E) = E‖(I − L)n/2DF‖pγ(H,E)
.p,E,n ‖(I − L)n/2C−n‖pL(Xn,p(γ(H,E)))E‖C
nDF‖pγ(H,E)
hp,E,n E‖Dn+1F‖pγn+1(H,E).

As an application of Meyer’s inequalities we will show that γ(H,E)-valued Malli-
avin differentiable random variables are contained in the domain of the divergence
operator δ. First we give the precise definition of δ.
Fix an exponent 1 < p < ∞ and let 1p + 1q = 1. For the moment let D denote
the Malliavin derivative on Lq(Ω;E∗), which is a densely defined closed operator
with domain D1,q(Ω;E∗) and taking values in Lq(Ω; γ(H,E∗)). We let the domain
Dp(δ) consist of all u ∈ Lp(Ω; γ(H,E)) for which there exists an Fu ∈ Lp(Ω;E)
such that
E[u,DG]γ = E〈Fu, G〉 for all G ∈ D1,q(Ω;E∗).
The function Fu, if it exists, is uniquely determined. We set
δ(u) := Fu, X ∈ Dp(δ).
In other words, δ is the part of the adjoint operator D∗ in Lp(Ω; γ(H,E)) which
maps into Lp(Ω;E). Here we identify Lp(Ω; γ(H,E)) and Lp(Ω;E) in a natural way
with subspaces of (Lq(Ω; γ(H,E∗)))∗ and (Lq(Ω;E∗))∗ respectively.
The divergence operator δ is easily seen to be closed and densely defined. For
more information we refer to [14]. The proof of the following result is a variation
of the proof of the scalar-valued result in [24, Proposition 1.5.4].
Proposition 6.9. Let 1 < p < ∞ and let E be a UMD space. The operator δ is
bounded from D1,p(Ω; γ(H,E)) into Lp(Ω;E).
Proof. Let u ∈ D1,p(Ω; γ(H,E)) and G ∈ P(E∗). Using Theorem 5.3 we find that
‖DJ1G‖p hp ‖J1G‖p, and therefore
(6.6)
E[u,D(J0 + J1)G]γ ≤ ‖u‖Lp(Ω;γ(H,E))‖D(J0 + J1)G‖Lq(Ω;γ(H,E∗))
.p,E ‖u‖Lp(Ω;γ(H,E))‖G‖Lq(Ω;E∗).
Now we assume that J0G = J1G = 0. By the Multiplier Theorem 6.5 the operator
T :=
∞∑
m=2
m
m− 1Jm
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is bounded on Lp(Ω; γ(H,E)). By Lemma 6.4 the operator L−1 is well defined on
X1,p(E), where we use the notation from the proof of Theorem 6.8. This justifies
the use of L−1 in the following computation. Using Lemma 6.1 and Theorem 6.8
we obtain
(6.7)
E[u,DG]γ = E[u, LL
−1DG]γ = E[Du,DL
−1DG]γ
≤ ‖Du‖Lp(Ω;γ2(H,E))‖DL−1DG‖Lq(Ω;γ2(H,E∗))
= ‖Du‖Lp(Ω;γ2(H,E))‖D2L−1TG‖Lq(Ω;γ2(H,E∗))
.p,E ‖Du‖Lp(Ω;γ2(H,E))‖G‖Lq(Ω;E∗).
Combining (6.6) and (6.7) we conclude that for all G ∈ P(E∗) we have
E[u,DG]γ .p,E ‖u‖D1,p(Ω;E)‖G‖Lq(Ω;E∗).
It follows that there exists an Fu ∈ (Lq(Ω;E∗))∗ such that E[u,DG]γ = E〈Fu, G〉.
Since E is a UMD space, we conclude that Fu ∈ Lp(Ω;E) and we obtain the desired
result. 
For 1 ≤ p <∞ we define the vector space of exact E-valued processes as
Lpe(Ω; γ(H,E)) = {DF : F ∈ D1,p(Ω;E)}.
The next result is concerned with the representation of random variables as diver-
gences of exact processes.
Proposition 6.10. Let E be a UMD space, let 1 < p < ∞ and let F ∈ Lp(Ω;E).
Then U := DL−1(F − E(F )) is the unique element in Lpe(Ω; γ(H,E)) satisfying
F = E(F ) + δ(U).
Proof. By an easy computation we see that
F = E(F ) + δD(L−1(F − E(F )))(6.8)
for all F ∈ P(E). It follows from Lemma 6.4 (or Proposition 6.7) that L−1 is well-
defined and bounded on {G ∈ Lp(Ω;E) : E(G) = 0}. Meyer’s inequalities imply
that D is bounded from Dp(L) into D
1,p(Ω; γ(H,E)), and by Proposition 6.9 we
have that δ is bounded from D1,p(Ω; γ(H,E)) into Lp(Ω;E). Using these facts and
an approximation argument with elements from P(E) we conclude that the right
hand side of (6.8) is well-defined for all F ∈ Lp(Ω;E), and the identity remains
valid.
To prove uniqueness, suppose that F = E(F )+δ(DF ′) for some F ′ ∈ D1,p(Ω;E)
with DF ′ ∈ Dp(δ), and put G := F ′ − L−1(F − E(F )). Then δDG = 0, hence
〈G,LP 〉 = 0 for all polynomials P ∈ P(E∗). In particular, for all m ≥ 1 and all
P ∈ P(E∗)∩Hm(E∗) one has 〈G,mP 〉 = 0, and since P(E∗)∩Hm(E∗) is dense in
Hm(E∗), we have 〈JmG, F˜ 〉 = 〈G, JmF˜ 〉 = 0 for all F˜ ∈ Lq(Ω;E∗). It follows that
JmG = 0 for all m ≥ 1, which implies Jm(G−J0G) = 0 for all m ≥ 0.We conclude
that G = J0G by Lemma 6.6, hence F
′ = L−1(F − EF ) + x for some x ∈ E. We
conclude that DF ′ = DL−1(F − EF ), which is the desired identity. 
We conclude the paper with an application of the vector-valued Malliavin cal-
culus developed in this work. We give a new proof of Theorem 2.1(1) under the
additional assumption that E is a UMD space, which is based on Meyer’s inequal-
ities. This approach seems to be new even in the scalar-valued case.
Theorem 6.11. Let E be a UMD space, let 1 < p <∞, and define F and F˜ as in
Theorem 2.1(1). Then we have
‖F‖p hp,m,E ‖F˜‖p.
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Proof. We argue as in the proof of Theorem 5.3. By (5.4) we have
E‖F‖pE = E
∥∥∥ ∑
|i|=m,|i|∞≤n
i!1/2
m!1/2
Ψixi
∥∥∥p
E
and according to (5.5),
E‖DF‖pγ(H,E) hp E˜E
∥∥∥ m1/2(m−1)!1/2 ∑
|i|=m−1,|i|∞≤n
i!1/2
(m−1)!1/2
Ψi
( n∑
k=1
γ˜kx(i,k)
)∥∥∥p
E
.
Noting that CF = m1/2F, Meyer’s inequalities imply that
E
∥∥∥ ∑
|i|=m,|i|∞≤n
i!1/2
m!1/2
Ψixi
∥∥∥p
E
hp,m,E E˜E
∥∥∥ ∑
|i|=m−1,|i|∞≤n
i!1/2
(m−1)!1/2
Ψi
( n∑
k=1
γ˜kx(i,k)
)∥∥∥p
E
.
The desired result is obtained by repeating this procedure m− 1 times. 
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