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Resumen 
La ingeniería de líneas de productos es un prometedor paradigma para 
desarrollar software. Este paradigma ofrece beneficios como: disminuir el tiempo de 
desarrollo, incrementar la reutilización y mejorar la calidad del producto final. Para ser 
exitoso, la ingeniería de líneas de productos representa la colección de productos que 
pertenecen a la línea de productos por medio de modelos. Los modelos de 
características son una notación ampliamente usada para expresar estos modelos. Sin 
embargo, los modelos de características pueden tener defectos. Cualquier defecto en los 
modelos de características puede ser heredado a los productos configurados a partir de 
estos modelos. En consecuencia, los defectos deben ser identificados y corregidos 
rápidamente. En la literatura diferentes trabajos se han interesado en la identificación de 
defectos en los modelos de características. Sin embargo, pocos de estos trabajos 
identifican por qué se están dando los defectos o cómo corregirlos y los que lo hacen 
únicamente identifican algunas correcciones.  
En esta tesis, se propone un método sistemático para identificar y clasificar las causas y 
correcciones de algunos defectos de los modelos de características. Adicionalmente, el 
método propuesto clasifica en comunes y no comunes las causas y correcciones 
identificadas. Gracias a esta clasificación, es posible detectar si existen defectos que son 
originados por las mismas causas o si existen correcciones que podrían solucionar más 
de un defecto. En cuanto a la validación, el método fue aplicado en 78 diferentes 
modelos de características con tamaños de hasta 120 dependencias. Los resultados 
muestran que el método propuesto es exacto y potencialmente útil en la práctica.  
 
.Palabras clave: Líneas de productos de software, modelos de características, defectos, 
causas, correcciones. 
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Abstract 
Software product line engineering is a promising paradigm for developing software 
intensive systems. Among the proven benefits are reduced time to market, better asset 
reuse, and improved software quality. To be successful, software product line engineering 
represents the collection of products of the product line by means of product line models. 
Feature Models are a common way to represent product lines by expressing the set of 
feature combinations that software products can have. However, these models might 
have defects. Defects in Feature Models might be inheriting to the products configured 
from these product line models. Consequently, defects must be early identified and 
corrected. In scientific literature, several works deal with identification of defects in feature 
models. However, only few of these proposals are able to explain why these found 
defects occur and how to fix them. Moreover, these works only identify some corrections. 
 
This thesis presents a new method that not only identifies defects on feature models, but 
it also detects all possible causes and corrections that can be found when the method 
systematically eliminates features from the feature models. In particular, the proposed 
method was applied on 78 distinct feature models with sizes up to 120 dependencies. 
Obtained results indicate that the method proposed is accurate and potentially useful in 
real scenarios. 
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Los modelos de características son diseñados en las primeras etapas del desarrollo de 
las líneas de productos. En consecuencia, cualquier defecto en estos modelos se verá 
reflejado en el resto del desarrollo de la línea de productos y en sus productos derivados 
(Lauenroth, Metzger, & Pohl, 2010). Si un modelo de características tiene defectos, éstos 
deben ser identificados y corregidos rápidamente, pues garantizar la calidad de los 
modelos es de vital importancia para obtener beneficios de la línea de productos, como la 
reusabilidad o el incremento de la calidad del producto final (Pohl, Böckle, & van Der 
Linden, 2005).  
Identificar las causas de los defectos es clave para ayudar a los diseñadores a entender 
por qué los modelos tienen defectos (Batory, Benavides, & Ruiz-Cortés, 2006). De hecho, 
ejecutar acciones para solucionar defectos sin conocer por qué se originaron, hace que la 
corrección dependa de la experiencia y habilidades de quien realiza el modelo de 
características (Trinidad et al., 2008). Además, conocer las causas podría ayudarle al 
diseñador a prevenir la aparición del mismo defecto en otros modelos. Por esta razón, es 
necesario tener un método que no sólo identifique los defectos de los modelos de 
características, sino que también identifique para cada defecto las causas que lo originan 
y de ser posible, sugiera correcciones para solucionarlo. 
1.2 Planteamiento del problema 
A medida que aumenta la complejidad de la línea de productos, los modelos de 
características que representan líneas de productos pueden tener defectos que 
disminuyen su calidad (Lauenroth et al., 2010; Mazo, Lopez-Herrejon, Salinesi, Diaz, & 
Egyed, 2011; Salinesi & Mazo, 2012; Sun, Zhang, & Wang, 2005; Trinidad, Benavides, 
Duran, et al., 2008; Trinidad & Ruiz-Cortés, 2009; Von der Massen & Lichter, 2004; B. 
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Wang et al., 2010). Particularmente, estos defectos pueden ser semánticos y sintácticos. 
Los defectos semánticos son imperfecciones que afectan la capacidad de los modelos de 
características para representar correctamente el dominio (Salinesi & Mazo, 2012) y 
pueden darse, por ejemplo, por las dependencias que relacionan entre sí las 
características de los modelos (Trinidad, Benavides, Duran, et al., 2008). Los defectos 
sintácticos en cambio, son aquellos relacionados con el incumplimiento de las reglas que 
impone la notación con la cual se representa la línea de productos (Mazo, Lopez-
Herrejon, et al., 2011). Por ejemplo, un modelo de características con dos raíces tiene un 
defecto sintáctico, porque la notación restringe el número de raíces a uno, mientras que 
un modelo de características que no permite derivar ningún producto tiene un defecto 
semántico, porque el objetivo de cualquier línea de productos es derivar de ella la mayor 
cantidad de productos posible. 
Para evitar defectos sintácticos, existen herramientas que verifican si los modelos de 
características cumplen con las reglas establecidas por esta notación. Así, estas 
herramientas chequean, al momento de construir el modelo, que éste cumpla con las 
reglas establecidas en el meta modelo de la notación. Sin embargo, aunque un modelo 
de características puede estar libre de defectos sintácticos, aún puede tener defectos 
semánticos si el modelo representa de manera incorrecta el dominio que modela. En este 
caso, es el diseñador quien debe entender por sí mismo por qué se originó cada defecto 
semántico e identificar por medio de su intuición y/o experiencia las correcciones. Sin 
embargo, identificar manualmente las causas y las correcciones de los defectos 
semánticos es una tarea difícil y propensa a errores: de una parte el número de 
dependencias y la transitividad entre ellas dificultan el análisis (Batory, 2005; Trinidad, 
Benavides, Duran, et al., 2008); y de otra parte, sólo las causas y correcciones que 
identifican las dependencias realmente implicadas son interesantes (Batory et al., 2006; 
Benavides & Trinidad, 2006). No tiene sentido informarle al diseñador que un defecto 
semántico del modelo de características es causado por todas las dependencias del 
modelo y que para corregir el defecto, se deben eliminar todas las dependencias del 
modelo. 
En la literatura, un amplio número de trabajos identifican defectos semánticos de los 
modelos de características (Batory, 2005; Nakajima, 2010; Noorian, Ensan, Bagheri, 
Boley, & Biletskiy, 2011; Osman, Phon-Amnuaisuk, & Kuan Ho, 2008, 2009; Salinesi 
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&Mazo, 2012; Thüm et al., 2012; Trinidad, Benavides, Duran, et al., 2008; Trinidad & 
Ruiz-Cortés, 2009; Von der Massen & Lichter, 2004; B. Wang et al., 2010; H. Wang, Li, 
Sun, Zhang, & Pan, 2007; Zhang & Zhao, 2004). Sin embargo, pocos de estos 
trabajos(Nakajima, 2010; Thüm et al., 2012; Trinidad, Benavides, Duran, et al., 2008; 
Trinidad & Ruiz-Cortés, 2009; B. Wang et al., 2010) identifican también las causas de 
estos defectos semánticos y/o sus correcciones. Por esta razón, aún existen una serie de 
limitaciones que motivaron la realización de esta tesis:  
I. Ningún trabajo garantiza que las causas identificadas para los defectos 
semánticos sean mínimas: Algunos trabajos de la literatura se han 
interesado en identificar automáticamente las causas de los defectos 
semánticos de los modelos de características (Sun et al., 2005; B. Wang et al., 
2010). Sin embargo, estas propuestas no garantizan que las causas 
identificadas tengan únicamente elementos relacionados con el defecto. 
II. Falta de completitud: Los trabajos de la literatura identifican solamente 
algunas de las causas que originan que un modelo de características no 
permita derivar de él ningún producto. Además, ningún trabajo identifica las 
causas de otros defectos semánticos, como las características muertas, las 
falsas características opcionales o las redundancias.  
1.3 Preguntas de investigación 
En esta tesis se abordan las dos limitaciones mencionadas anteriormente por medio de 
las siguientes preguntas de investigación: 
1. ¿Cómo pueden identificarse las causas mínimas que originan defectos 
semánticos en los modelos de características? 
2. ¿Puede desarrollarse un único método para identificar las causas de los 
diferentes tipos de defectos semánticos que se abordarán en este trabajo?, o 
¿debe desarrollarse un método para cada tipo de defecto semántico? 
3. ¿Puede este método ser automático? 
4. ¿Puede este método proporcionar información que no sólo identifique las causas, 
sino que también ayude al proceso de corrección? 
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1.4 Objetivos 
1.4.1 Objetivo General 
Proponer un método para identificar y clasificar las causas, que de manera individual o 
en conjunto, originan defectos en modelos de líneas de productos, representados con la 
notación de modelos de características. 
1.4.2 Objetivos Específicos 
1. Identificar y categorizar los enfoques que analizan los defectos en modelos de 
líneas de productos representados como modelos de características. 
2. Diseñar un método para identificar y clasificar las causas de defectos en modelos 
de características que representan líneas de productos. 
3. Desarrollar un prototipo que implemente el método previamente diseñado. 
4. Validar el método propuesto con al menos un caso de estudio. 
1.5 Metodología 
La metodología de investigación seguida para el desarrollo de esta tesis está conformada 
por tres etapas: la etapa de exploración, la etapa de diseño e implementación y la etapa 
de validación. A continuación se describe brevemente cada etapa. 
 Etapa de exploración: Esta etapa se dividió en dos partes. En la primera parte 
se revisó el marco conceptual relacionado con las líneas de productos y la 
identificación de causas de defectos. En la segunda parte se revisó y analizó la 
literatura relacionada con la identificación de causas de defectos en modelos de 
características, ingeniería de software y programas de restricciones irresolubles.  
 Etapa de diseño e implementación: En esta etapa se diseñó e implementó un 
método que transforma los modelos de características en programas de 
restricciones. A partir de allí se identificaron los defectos y para cada defecto se 
identificaron sus causas y correcciones. El método propuesto clasifica cada causa 
y su corrección en dos clases: aquellas que son comunes a varios defectos y las 
que son únicas para un defecto.  
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 Etapa de validación: En esta etapa, se definieron los modelos de características 
con los que se desarrollaron las pruebas del método propuesto. La validación 
permitió comprobar la exactitud y precisión de los resultados del método. 
1.6 Alcance 
Esta tesis se ocupa de los defectos semánticos, ya que como se presentó en el 
planteamiento del problema, es en este tipo de defectos en los que es más difícil para el 
diseñador del modelo encontrar las causas y las correcciones. En adelante, en esta tesis 
se hace referencia a los defectos semánticos simplemente como defectos. 
Concretamente, el método que se propone es aplicable a cinco de los defectos de los 
modelos de características: los modelos vacíos, los falsos modelos de líneas de 
productos, las características muertas, las falsas características opcionales y las 
redundancias. Los dominios no alcanzables son un defecto que se da cuando una 
característica no puede tomar un valor definido en su dominio. Sin embargo, este defecto 
no fue considerado, pues esta tesis se desarrolló para la notación de modelos de 
características sin atributos y en esta notación, el defecto de los dominios no alcanzables 
es incluido totalmente por el defecto de las características muertas y el defecto de las 
falsas características opcionales.  
Si un modelo de características tiene alguno de los defectos soportados, entonces el 
método identifica y clasifica las causas que los originan. Además, el método propuesto 
también identifica las correcciones para cada defecto, e integra en una sola solución la 
identificación de los defectos semánticos de los modelos de características, sus causas y 
correcciones. Particularmente, las causas identificadas corresponden a los subconjuntos 
mínimos de dependencias del modelo, que originan un defecto, y las correcciones son 
subconjuntos mínimos de dependencias que al eliminarse del modelo original corrigen 
cada defecto identificado. Otras causas relacionadas con elementos diferentes a las 
dependencias del modelo de características, o correcciones que requieran modificar o 
adicionar elementos están fuera del alcance de esta investigación.  
En cuanto a la clasificación, cuando se analizan a la vez diferentes defectos del modelo 
de características, tanto las causas como las correcciones son clasificadas en comunes y 
no comunes. Las causas y correcciones comunes, son aquellas que se encuentran para 
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más de un defecto, mientras que las causas y correcciones no comunes son aquellas 
que se encuentran en un único defecto. Por ejemplo, un modelo de características tiene 
tres defectos semánticos: el defecto 1, el defecto 2, y el defecto 3. Para el caso de las 
causas, suponiendo que tanto el defecto 1 como el defecto 2 sean originados por las 
mismas dependencias del modelo, entonces estas dependencias son una causa común a 
dos defectos. Ahora, para el caso de las correcciones, si la misma corrección permite 
corregir en el modelo el defecto 1 y el defecto 2, entonces la corrección es una corrección 
común a dos defectos. 
Para automatizar el método, se desarrolló una herramienta en Java llamada CauCos. La 
validación de la solución consistió en evaluar, en diferentes modelos de características, la 
exactitud de los resultados entregados por esta herramienta. Por ser este trabajo una 
primera aproximación, que no sólo identifica los defectos semánticos de los modelos de 
características, sino que también identifica y clasifica sus causas y correcciones, la 
investigación se centró en formular el método e implementarlo en una herramienta para 
hacerlo automático. Por esta razón, optimizar los algoritmos propuestos o probar otros 
algoritmos para mejorar el rendimiento está fuera del alcance de esta tesis. 
Para finalizar esta sección, es importante resaltar que aunque el método propuesto 
funciona para modelos de características, con algunos ajustes podría adaptarse a otros 
formalismos para representar líneas de productos como la notación DOPLER (Dhungana, 
Rabiser, Grünbacher, Lehner, & Federspiel, 2007), u OVM (Pohl et al., 2005). 
1.7 Contribuciones 
Las principales contribuciones de esta tesis son las siguientes: 
1. Se desarrolló un método que no sólo identifica los defectos en los modelos de 
características, sino que también identifica las causas que originan cada defecto e 
identifica los subconjuntos de elementos que al eliminarse del modelo original, 
corrigen cada defecto identificado. A partir de esta identificación, el diseñador del 
modelo de características puede entender por qué ocurre cada defecto del 
modelo y aplicar la corrección que mejor se ajuste a sus intereses.  
2. Se aprovecharon en el área de la ingeniería de líneas de productos los conceptos 
de los Subconjuntos Mínimos de Corrección (MCSes) y los Subconjuntos Mínimos 
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Irresolubles (MUSes) para identificar las causas y las correcciones de los modelos 
de características con defectos. La identificación de MCSes y MUSes se utiliza en 
la verificación de diseños de hardware (Andraus, Liffiton, & Sakallah, 2008), y en 
el diagnóstico de circuitos (Safarpour, Mangassarian, Veneris, Liffiton, & Sakallah, 
2007). Sin embargo, hasta el presente y de acuerdo a la investigación realizada 
en esta tesis, no se encontraron evidencias de la utilización de estos conceptos 
en la ingeniería de líneas de productos, para identificar tanto las causas como las 
correcciones de los defectos de los modelos de características.  
3. Se clasificaron las causas y correcciones entre comunes y no comunes. Esta 
información es útil cuando se identifican causas y correcciones de diferentes 
defectos del modelo de características. De esta manera el diseñador del modelo 
de características puede identificar causas que originan más de un defecto y 
correcciones que solucionan más de un defecto. 
4. Se propone un algoritmo para identificar los MCSes de un programa de 
restricciones irresoluble que representa un modelo de características. Este 
algoritmo considera diferentes heurísticas para evitar la revisión de elementos 
innecesarios y disminuir entonces el tiempo de ejecución.  
5. Se mejoró al algoritmo propuesto por Liffiton y Sakallah (2008) para identificar 
MUSes. Esta mejora soluciona los casos en los que el algoritmo de Liffiton y 
Sakallah (2008) encuentran subconjuntos que aunque deberían ser hitting sets 
mínimos, no cumplen con la definición de un hitting set mínimo. 
6. Se creó una herramienta de código abierto que automatiza el método propuesto e 
integra la identificación de los defectos con la identificación y clasificación de sus 
causas y correcciones. 
7. Se aplicó exitosamente el método propuesto sobre un caso de estudio de un 
modelo de características de sitios web, dos modelos tomados de la literatura y 
25 modelos de características generados automáticamente. Los resultados 
indican que el método propuesto es exacto y potencialmente útil en la práctica. 
8. Se comparó la exactitud de las correcciones obtenidas por la herramienta 
desarrollada, con la exactitud de los resultados obtenidos con FaMa. FaMa es 
una herramienta bien conocida en la literatura para la identificación de 
correcciones de algunos defectos de los modelos de características. La 
comparación se llevó a cabo con las correcciones obtenidas en 20 de los modelos 
usados para evaluar la exactitud del método propuesto. Adicionalmente, se 
26 Método para identificar y clasificar causas de defectos en modelos de 
características que representan líneas de productos 
 
comparó el rendimiento de ambas herramientas en 20 modelos de características 
adicionales con hasta 80 dependencias. Los resultados de la comparación 
muestran que la herramienta desarrollada entrega resultados exactos en menor 
tiempo de ejecución que FaMa. 
Así mismo, durante el trabajo de investigación se escribieron los siguientes 
artículos científicos sobre la identificación de causas/correcciones en modelos de 
características:  
Artículos en revistas 
 Gloria Lucía Giraldo, Luisa Rincón Pérez, Raúl Mazo. "Identifying dead 
features and their causes in product line models: an ontological approach ". 
Revista DYNA. ISSN: 0012-7353. vol. 81, n.183, p.68 - 77, 2014. (A1 en 
Publindex). 
 Luisa F Rincón, Gloria L Giraldo, Raúl Mazo, Camille Salinesi. “An Ontological 
Rule-Based Approach for Analyzing Dead and False Optional Features in 
Feature Models". Electronic Notes in Theoretical Computer Science. ISSN: 
1571-0661. vol. 302, p. 111- 132, 2014. (A2 en Publindex). 
Artículos en eventos científicos 
 Rincón Pérez, L. F., Giraldo Gómez, G. L., Mazo, R., Salinesi, C., Díaz, D. 
“Subconjuntos Mínimos de Corrección para explicar características muertas 
en Modelos de Líneas de Productos. El caso de los Modelos de 
Características”. 8th Colombian Computer Conference (CCC). 21 agosto 
2013. Armenia-Colombia. 
 Rincón Perez, L. F., Giraldo Gómez, G. L., Mazo, R., Salinesi, C. “An 
Ontological Rule-Based Approach for Analyzing Dead and False Optional 
Features in Feature Models”. In XXXIX Latin American Computing Conference 
(CLEI 2013). 7-11 octubre 2013. Naiguatá-Venezuela. 
1.8 Organización del documento 
Este documento de tesis se ha estructurado de la siguiente manera: En el Capítulo 2 se 
presenta de una parte el marco teórico sobre las líneas de productos de software y los 
programas de restricciones, y de otra parte los trabajos analizados en la literatura que 
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identifican causas de defectos en la programación de restricciones, la ingeniería de 
software y la ingeniería de líneas de productos. En el Capítulo 3 se presenta la principal 
contribución de esta tesis; es decir, el método para identificar y clasificar causas y 
correcciones de defectos en modelos de características. El Capítulo 4 se ocupa de la 
herramienta desarrollada para implementar el método propuesto y explica cómo se llevó 
a cabo la validación del método y los resultados obtenidos. Finalmente, en el Capitulo 5 









2. Conceptualización y antecedentes 
En este capítulo se presentan los principales conceptos relacionados con el problema de 
investigación abordado y se analizan los antecedentes de la literatura.  
En la primera parte, se presentan los conceptos relacionados con las líneas de productos 
de software y la programación de restricciones. Para facilitar la comprensión, algunos 
conceptos se ilustran con ejemplos e imágenes. Luego, en la segunda parte se analiza la 
literatura relacionada con la identificación de causas y correcciones de defectos en la 
programación de restricciones, la ingeniería de software y la ingeniería de líneas de 
productos. Particularmente, para cada trabajo se presenta (i) la descripción de la 
propuesta; (ii) una descripción de lo que son las causas en cada trabajo; y (iii) sus 
limitaciones. Además, para los trabajos desarrollados en la ingeniería de dominio, se 
identifican los defectos que considera cada trabajo. Los trabajos analizados en los 
antecedentes fueron tomados de revistas indexadas, tesis doctorales y eventos 
académicos. La revisión de la literatura respondía a las siguientes preguntas: 
1. ¿Qué es identificar las causas de los defectos según los trabajos desarrollados en la 
programación de restricciones, la ingeniería de software, y la ingeniería de líneas de 
productos? 
2. ¿Cómo se identifican las causas de los defectos en la programación de restricciones, 
la ingeniería de software, y en ingeniería de líneas de productos? 
3. ¿Para qué defectos de los modelos de características se han identificado las causas? 
4. ¿Cuáles son las deficiencias de los trabajos que identifican causas de defectos en 
modelos de características?  
5. ¿Qué elementos debería considerar un método para identificar causas de defectos en 
modelos de características? 
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Al finalizar el capítulo, a la luz de las preguntas de investigación antes mencionadas, se 
sintetizan los antecedentes analizados. Finalmente, se presentan las conclusiones del 
capítulo.  
2.1 Primera parte- conceptualización 
2.1.1 Líneas de productos 
Luego de la revolución industrial, surgió la necesidad de producir un gran número de 
copias del mismo producto a menores costos de producción y en menor tiempo. A este 
tipo de producción se le conoce como producción en masa (Nambiar, 2009). La 
producción en masa no ofrece variaciones sobre los productos fabricados, pero ofrece 
productos a bajos costos. Bajo este esquema, cada producto pertenece a un modelo y 
los productos de un mismo modelo, sin excepción, son iguales. Por ejemplo Henry Ford, 
pionero de la producción en masa decía: “Un cliente puede pedir un carro del color que 
quiera, siempre y cuando ese color sea negro”. Sin embargo, las necesidades de los 
clientes cambiaron, ellos ya no sólo buscan precios bajos, sino también productos que se 
adapten a sus gustos y necesidades (Nambiar, 2009). Este nuevo enfoque conocido 
como personalización en serie (mass customization), implica administrar no sólo un 
producto que es generado de manera masiva, sino un conjunto de productos que tienen 
tanto, características comunes como características variables.  
Las líneas de productos, surgen como una alternativa para aprovechar los elementos 
comunes de un conjunto de productos, a la vez que se gestionan eficientemente las 
variaciones de los mismos (Pohl, Böckle, & Van der Linden, 2005). Particularmente, 
Clements y Northrop (2001), definen una Línea de Productos (LP), como “un conjunto 
de productos direccionados a un segmento de mercado particular, o que están 
desarrollados para cubrir una misión específica”. Para considerar un conjunto de 
productos una línea de productos, estos deben tener tanto características comunes (para 
facilitar la reutilización) como elementos particulares propios que los distingan entre sí 
(variabilidad). 
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2.1.2 Líneas de productos de software (LPS) 
En el desarrollo de software, la reutilización y la variabilidad juegan un papel importante. 
De hecho, los desarrolladores recurren frecuentemente a la reutilización de artefactos, 
para usar en nuevos productos de software, elementos que ya han sido construidos. El 
problema de la reutilización sin una planeación (reutilización oportunista), es que cada 
producto que se crea se convierte en un individuo particular que requiere su propia 
administración. Es decir, los esfuerzos no se centran en un conjunto de artefactos que 
pertenecen a una familia de productos, sino en administrar muchos productos 
individuales sobre los que hay que corregir defectos y hacer mejoras de manera 
individual (Northrop, 2006). A partir de las líneas de productos y como una mejor opción 
para administrar los elementos comunes y variables del software, surgen las líneas de 
productos de software (LPS). Su utilización se fundamenta en la idea de que la 
mayoría de las industrias de software desarrollan productos sobre un dominio particular. 
En cada dominio los productos comparten un amplio conjunto de características 
comunes, a las que deben ser adicionadas o modificadas funcionalidades (Kang, 
Sugumaran, & Park, 2010). 
Clements y Linda Northrop (2001) definen las líneas de productos de software como “un 
conjunto de sistemas de software, que comparten un conjunto común de características 
(features), las cuales satisfacen las necesidades específicas de un dominio o segmento 
particular de mercado, y que se desarrollan a partir de un sistema común de activos base 
(core assets) de una manera preescrita”. 
Como lo indica la definición, las líneas de productos de software son un “conjunto de 
sistemas de software”, ya que el objetivo no es el desarrollo de un producto particular, 
sino de múltiples productos. “satisfacen necesidades específicas de un dominio”, pues 
cada línea de productos se centra en un segmento de mercado particular. En dicho 
mercado, son identificados elementos comunes que pueden ser reutilizados y elementos 
variables que permiten crear un conjunto de productos diferentes. Cada producto creado 
a partir de la LPS estará formado por los mismos elementos comunes a todos los 
productos, junto con otras características variables que han sido previamente definidas 
en la LPS. Finalmente “se desarrollan a partir de un sistema común de activos base de 
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una manera preescrita”, porque los productos son creados a partir de un conjunto de 
elementos base; como por ejemplo, documentos de requisitos, arquitecturas, modelos, o 
código fuente, sobre los que ya se conoce cómo deben ser utilizados (Käkölä & Dueñas, 
2006).  
2.1.3 Beneficios de las líneas de productos 
Las LP son un paradigma que facilita la reutilización de una manera planificada y no 
oportunista, pues los elementos comunes y variables han sido previamente identificados. 
Además, la reutilización reduce los tiempos y costos de desarrollo ya que los productos 
no deben ser construidos desde cero.  
Existen diferentes enfoques para adoptar el desarrollo basado en líneas de productos. En 
todos los casos, el costo inicial del desarrollo de software con el paradigma de líneas de 
productos es más alto que en el desarrollo de software tradicional. Esto se explica por las 
actividades de planeación que requiere el paradigma de LPS. Sin embargo, estos costos 
se amortizan a medida que son derivados productos de la línea de productos (Schmid & 
Verlage, 2002). La Figura 2-1 presenta el comportamiento económico de las líneas de 
productos de software cuando la LPS inicia en la planeación y no se tiene ningún 
producto de software desarrollado. 
Figura 2-1. Economía de la Ingeniería de Líneas de Productos. Traducida de Schmid y Verlage 
(2002) 
 
Cuando se aplica el paradigma de las LPS mejora la calidad del software. Al tener un 
número elevado de productos que comparten características comunes, las 
funcionalidades son probadas muchas veces y en diferentes escenarios. Los defectos 
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detectados son corregidos sobre la línea de productos completa y no sólo en el producto 
defectuoso. Asimismo, la incorporación de nuevos elementos se realiza sobre la línea de 
productos completa. Por lo tanto, los esfuerzos de mantenimiento se verán reflejados en 
todos los productos de la línea de productos (Pohl et al., 2005).  
2.1.4 Ingeniería de líneas de productos 
La Ingeniería de Líneas de Productos es un paradigma que surgió como respuesta a la 
necesidad de administrar eficientemente las variaciones y similitudes entre los diferentes 
productos que conforman la línea de productos (Pohl et al., 2005). Dentro de la ingeniería 
de líneas de productos se diferencian dos procesos: La ingeniería de dominio y la 
ingeniería de aplicación. En la ingeniería de dominio se analiza el área de aplicación en 
la que se desea crear la línea de productos, se define su alcance, se identifican los 
elementos comunes y variables que contendrá la línea de productos, y se diseñan y 
construyen los artefactos reutilizables que soportan la línea de productos.  
Por su parte, la ingeniería de aplicación se encarga de construir productos a partir de los 
elementos definidos en la ingeniería de dominio (Pohl, Böckle, & Linden, 2005). En la 
ingeniería de aplicación, los usuarios seleccionan características del modelo de líneas de 
productos a partir de las cuales se derivan y construyen productos que pertenecen a la 
línea de productos. Una configuración es entonces una selección de características del 
modelo de características. Si la configuración no genera conflictos con las dependencias 
del modelo de características, entonces la configuración es válida y representa un 
producto que pertenece a la línea de productos. En caso contrario, la selección es 
inválida y no representa un producto que pertenece a la línea de productos.  
La Figura 2-2 presenta los subprocesos que forman los procesos de ingeniería de 
dominio e ingeniería de aplicación. 
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Figura 2-2. Procesos de la Ingeniería de Líneas de Productos. Traducida de (Pohl et al., 2005) 
 
El proceso de la ingeniería de dominio está formado por cinco subprocesos: la 
administración del producto (Product management), la ingeniería de requisitos de 
dominio (Domain requirements engineering), el diseño del dominio (Domain design), la 
realización del dominio (Domain realisation) y las pruebas del dominio (Domain testing). 
Por su parte, la ingeniería de aplicación está formada por cuatros subprocesos: la 
ingeniería de requisitos de los productos (Application requirements engineering), el 
diseño de los productos (Application design), la realización de los productos (Application 
Realisation) y las pruebas de los productos (Application testing). A continuación se 
explica cada uno de acuerdo a la información presentada por Pohl et al.(2005): 
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Ingeniería de dominio 
 Administración del producto: se encarga de los aspectos económicos de la 
línea de productos y de la estrategia de marketing. 
 Ingeniería de requisitos de dominio: en este subproceso se analizan los 
requisitos asociados a los productos que formarán la línea de productos para 
identificar los aspectos comunes y variables. Finalmente se construye el modelo 
de línea de productos que representa la línea de productos.  
 Diseño del dominio: teniendo en cuenta el modelo de LP definido, en este 
subproceso se diseña la arquitectura de la LP.  
 Realización del dominio: este subproceso consiste en hacer el diseño detallado 
y el desarrollo de los componentes reutilizables. 
 Pruebas del dominio: se encarga de validar los componentes genéricos y 
reutilizables identificados y desarrollados en pasos anteriores. 
Ingeniería de aplicación 
 Ingeniería de requisitos de los productos: se encarga de identificar requisitos 
específicos de los productos individuales que serán derivados de la línea de 
productos. 
 Diseño de los productos: este subproceso instancia la arquitectura de 
referencia definida en la ingeniería de dominio para cada producto individual 
teniendo en cuenta los requisitos específicos detectados en el subproceso 
anterior.  
 Realización de los productos: en este subproceso se construye cada producto. 
La construcción incluye la reutilización y configuración de los elementos 
reutilizables existentes, así como la construcción de nuevos componentes 
específicos para cada producto. 
 Pruebas de los productos: el producto final es validado teniendo en cuenta los 
requisitos identificados en el primer subproceso de la ingeniería de aplicación. 
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2.1.5 Modelos de características 
En la construcción de una línea de productos, los modelos de líneas de productos son 
una abstracción que representan la variabilidad de los requisitos del dominio y se 
construyen durante la ingeniería de dominio, en el subproceso de ingeniería de requisitos 
de dominio (Pohl et al., 2005).  
Los modelos de características (en inglés features models), son una notación usada 
dentro de la ingeniería de líneas de productos para representar los modelos de líneas de 
productos (Kang, Cohen, Hess, Novak, & Peterson, 1990). Estos modelos son útiles para 
continuar los subprocesos de la ingeniería de dominio y aplicación, ya que son un punto 
de comunicación intermedia entre los usuarios finales y los desarrolladores de la línea de 
productos (Kang et al., 1990). Así por ejemplo, un modelo de características le permite al 
usuario identificar cuáles son las características comunes a todos los productos, cuáles 
características deben ir juntas en todos los productos y cuales características no pueden 
ir juntas (Kang et al., 1990).  
En un modelo de características, cada característica corresponde a un elemento 
distintivo para el usuario. Además, cada modelo tiene una única característica raíz que 
estará presente en todos los productos que se hayan representado en dicho modelo 
(Kang et al., 1990), y las características se relacionan entre sí con dependencias que 
pueden ser obligatorias, opcionales, alternativas, o, de inclusión o de exclusión(Kang et 
al., 1990).  
Diferentes autores han propuesto extensiones para aumentar la expresividad de los 
modelos de características. Así por ejemplo, las cardinalidades grupales fueron 
introducidas en el 2005 por Czarnecki et al. (2005), con el fin de mejorar la expresividad 
de las depedencias de tipo alternativa y o.  
En esta tesis, se usan los modelos de características con cardinalidades grupales para 
representar los modelos de características. Es usada esta representación pues tiene 
mayor expresividad que la propuesta por Kang et al.(1990) y es soportada por la 
herramienta para generar automáticamente modelos de características BeTTy (Segura, 
Galindo, Benavides, Parejo, & Ruiz-Cortés, 2012) que es usada para generar modelos de 
características en la validación del método propuesto. Sin embargo, de los modelos de 
características con cardinalidades no son consideradas las cardinalidades individuales 
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propuestas en el mismo trabajo (Czarnecki et al., 2005), pues no son soportadas por la 
herramienta de generación automática de modelos de características antes enunciada.  
Más información sobre las diferentes extensiones propuestas para los modelos de 
características puede encontrarse en Djebbi y Salinesi (2006).  
La Tabla 2-1 presenta los tipos de dependencias de un modelo de características con 
cardinalidades grupales. Para cada dependencia, esta tabla presenta la descripción, la 
representación gráfica y un ejemplo. 
Tabla 2-1. Dependencias en modelos de características. Elaboración propia a partir de la 
descripción de Czarnecki et al.(2005) 
Dependencia Descripción Notación Ejemplo 
Obligatoria 
La característica hija debe 
ser incluida en todos los 
productos que contengan la 
característica padre.  
Si en una configuración, el 
usuario selecciona la 
característica A, la 
característica B se incluirá 
obligatoriamente. 
Opcional 
La característica hija puede 
o no ser incluida en los 
productos que contengan la 
característica padre.  
Si en una configuración el 
usuario selecciona la 
característica A, la 
característica B puede o no 




Representa el mínimo y 
máximo número de 
características hijas que un 
producto puede tener 
cuando la característica 
padre es incluida. Si al 
menos una característica 
hija es incluida en un 
producto, la característica 
padre debe también ser 
incluida. Su notación viene 
de UML y se expresa de la 
forma <m..n>, en donde m 
es el número mínimo de 
características que deben 
ser seleccionadas y n es el 
número máximo. 
 
Para el caso de la 
cardinalidad grupal <1..1>, 
si en una configuración, el 
usuario selecciona la 
característica A, mínimo y 
máximo una de las 
características hijas (B, C, 
D) debe ser seleccionada. 
La cantidad mínima y 
máxima de características 
cambia según el límite 
inferior y superior definido 
en la cardinalidad grupal. 
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Dependencia Descripción Notación Ejemplo 
Requerida 
La presencia de una 
característica, obliga la 
presencia de otra 
característica. 
 
La presencia de la 
característica A en una 
configuración, obliga a que 
la característica B sea 
seleccionada. Sin embargo, 
no ocurre igual en el sentido 
contrario: la selección de la 
característica B no obliga a 
la selección de la 
característica A. 
Exclusión 
La presencia de una 
característica, impide la 
presencia de otra 
característica. 
 
La característica A y la 
característica B no pueden 
encontrarse 
simultáneamente en la 
misma configuración. La 
selección de la 
característica A impide la 
selección de la 
característica B, y viceversa. 
2.1.6 Defectos semánticos en modelos de características 
La Real Academia de la Lengua Española, define defecto como una imperfección de algo 
o en alguien. Adaptando esta definición al contexto de las líneas de productos, un defecto 
es una imperfección que afecta negativamente las líneas de productos. La semántica de 
un modelo de características corresponde al conjunto de todos los productos válidos que 
pueden derivarse a partir de un modelo de líneas de productos (Czarnecki et al., 2005), y 
los defectos semánticos son imperfecciones que afectan la capacidad del modelo de 
características para representar de manera correcta el dominio que se está modelando 
(Salinesi & Mazo, 2012).  
A medida que aumenta la complejidad de la línea de productos, es posible que quienes 
diseñan los modelos de características introduzcan sin intención, defectos semánticos en 
los modelos. Dado que los modelos de características son diseñados en una de las 
primeras etapas de la ingeniería de dominio, cualquier defecto en el modelo se verá 
reflejado en el resto del proceso de la ingeniería de líneas de productos (Lauenroth et al., 
2010). 
Los defectos semánticos pueden dividirse en tres categorías: Los defectos relacionados 
con la expresividad del modelo, los defectos relacionados con errores en el modelo y las 
redundancias (Salinesi & Mazo, 2012).  
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 Defectos de expresividad 
La expresividad se refiere a la capacidad que tiene el modelo de líneas de productos 
para permitir derivar configuraciones de productos válidas; es decir, configuraciones que 
cumplen con las restricciones que representan las dependencias del modelo de 
características. La expresividad es importante, pues los beneficios económicos de la 
ingeniería de líneas de productos aumentan a medida que aumenta el número de 
productos que pueden ser derivados de la línea de productos (Pohl et al., 2005).  
Dos tipos de defectos se encuentran en esta categoría, los modelos vacíos y los falsos 
modelos de líneas de productos.  
 Modelo vacío: un modelo de características es vacío, inconsistente o 
contradictorio cuando no puede derivarse de él, ningún producto válido 
(Batory et al., 2006; Salinesi & Mazo, 2012; Trinidad, Benavides, Duran, et al., 
2008; Von der Massen & Lichter, 2004; Zhang & Zhao, 2004).  
 Falso modelo de líneas de productos: un modelo de características es un 
falso modelo de líneas de productos cuando sólo es posible derivar de él un 
producto válido (Salinesi & Mazo, 2012).  
 Errores en el modelo 
En los modelos de líneas de productos, un error significa una diferencia entre lo que el 
modelo de la línea de productos representa y lo que quienes lo modelaron querían 
realmente representar con él (Salinesi & Mazo, 2012). Esta clase de defectos ocurren 
cuando el modelo de características no está representando correctamente el dominio. 
Tres defectos se encuentran en esta categoría: las características muertas, las falsas 
características opcionales y los dominios no alcanzables. 
 Características muertas: las características muertas son características que 
aunque están consideradas en el modelo de características no pueden estar 
presentes en ningún producto válido de la línea de productos (Salinesi & Mazo, 
2012; Trinidad, Benavides, & Ruiz-Cortés, 2006; Von der Massen & Lichter, 2004; 
Zhang & Zhao, 2004).  
 Falsas características opcionales: las falsas características opcionales son 
características representadas como opcionales en el modelo, pero que siempre 
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deben ser incluidas en cualquier configuración válida derivada del modelo de 
características (Salinesi & Mazo, 2012; Trinidad, Benavides, Duran, et al., 2008; 
Von der Massen & Lichter, 2004; Zhang & Zhao, 2004).  
 Dominios no alcanzables: un dominio es no alcanzable cuando es un valor que 
no puede ser tomado por la característica para la que fue definido. Lo valores de 
dominio no alcanzables generan en el usuario falsas expectativas sobre el 
dominio de las características (Salinesi & Mazo, 2012). Tener un dominio no 
alcanzable es diferente a tener valores de dominio incorrectos, pues estos últimos 
son causados por un mal análisis del dominio y solamente pueden ser 
identificados por quien diseñó el modelo de características. En los modelos de 
características, el defecto de dominios no alcanzables incluye el defecto de 
características muertas y falsas características opcionales ya que los valores 
posibles para las características son cero y uno. Así, en una configuración, cada 
característica seleccionada se representa con un uno (1), y cada característica no 
seleccionada se representa con un cero (0). Las características muertas son 
características que no pueden tomar el valor de 1 en ninguna configuración, 
mientras que las falsas características opcionales son características que no 
pueden tomar el valor de 0 en ninguna configuración.  
 Redundancias 
Las dependencias redundantes son dependencias que no modifican la semántica del 
modelo de líneas de productos y se dan cuando el modelo de características tiene la 
misma información modelada de diferentes maneras (Von der Massen & Lichter, 2004). 
De una parte, las redundancias son consideradas un defecto de los modelos de 
características, pues cuando existe información redundante, la capacidad de 
mantenimiento del modelo disminuye, hay una mayor carga computacional para analizar 
automáticamente el modelo y cuando el modelo de características evoluciona son puntos 
adicionales de fallo (Salinesi & Mazo, 2012; Von der Massen & Lichter, 2004). Sin 
embargo, por otra parte, las redundancias pueden ser útiles para aumentar la legibilidad 
del modelo de características (Von der Massen & Lichter, 2004). En esta tesis, una 
redundancia se considera un defecto cuando no fue introducida de manera voluntaria por 
el diseñador del modelo de características. Si bien pueden darse casos en los que el 
diseñador del modelo de características introduce a propósito las redundancias, en este 
trabajo, cualquier redundancia identificada se considera un defecto, puesto que las 
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redundancias constituyen un problema para la evolución de los modelos (Salinesi &Mazo, 
2012; Von der Massen & Lichter, 2004). Determinar cuándo una redundancia es un 
defecto y cuándo no es un defecto, es un trabajo futuro de este trabajo 
2.1.7 Programación de restricciones para analizar modelos de 
características 
La programación de restricciones es un paradigma de programación para la resolución 
de problemas combinatorios y de optimización donde las relaciones entre las variables 
son expresadas en términos de restricciones y cada variable tiene valores de dominio 
que indican sus posibles valores. La programación de restricciones se ha aplicado con 
éxito en ámbitos como la planificación, la configuración de redes, y la bio informática 
(Rossi, Van Beek, & Walsh, 2006).  
Los problemas que se resuelven mediante la programación de restricciones pueden 
modelarse como problemas de satisfacción de restricciones (CSP por su nombre en 
inglés Constraint Satisfaction Problem). Resolver un CSP es encontrar una solución en la 
que todas las variables tienen asignado un valor del dominio y se satisfacen todas las 
restricciones del problema (Gavanelli & Rossi, 2010). Cuando esta asignación no es 
posible, entonces el CSP no tiene solución y el programa de restricciones es irresoluble 
(Rossi et al., 2006).  
Existen diferentes clases de CSP, según el dominio posible para cada variable. Cada 
clase de CSP se soluciona con un solver1 de diferente tipo (Mazo, Salinesi, Diaz, Djebbi, 
& Michiels, 2011).  
Por ejemplo: 
 Si las variables y los operadores son booleanos el CSP es un problema SAT 
(Boolean Satisfiability Problem) y pueden resolverse con un SAT solver como por 
ejemplo MiniSAT (Eén & Sörensson, 2004). 
                                               
 
1 Un solver es un término genérico que indica una pieza de software que 'resuelve' un problema matemático. 
Un solver toma las descripción de un problema y calcula su solución (Mazo, 2011). 
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 Si las variables tienen un dominio entero y finito y los operados son aritméticos, 
pueden resolverse con solvers como por ejemplo: GNU Prolog (Diaz & Codognet, 
2001), SWI Prolog (Wielemaker, 2012) o Choco (CHOCO Team, 2010). GNU 
Prolog y SWI Prolog son solvers que, además de la programación de 
restricciones, integran la programación lógica y las combinan en lo que se conoce 
como programación lógica por restricciones. 
2.1.8 Subconjuntos Mínimos Irresolubles (MUSes) 
Los Subconjuntos Mínimos Irresolubles, en inglés Minimal Unsatisfiable Subsets 
(MUSes), son utilizados en programas de restricciones para explicar por qué un 
programa de restricciones no tiene solución (Bailey & Stuckey, 2005; Liffiton & Sakallah, 
2008; O’Sullivan, Papadopoulos, Faltings, & Pu, 2007). En la literatura, los MUSes tienen 
también otros nombres, como sistemas irreducibles inconsistentes (en Inglés, 
Irreducible/Irredundant Infeasible/Inconsistent Subsystem (IIS)), o core irresoluble mínimo 
(en Inglés, Minimal Unsatisfiable Core (MUC) ) (Liffiton & Malik, 2013).  
De manera informal, dado un programa de restricciones irresolubles , un MUS es un 
subconjunto de restricciones de  que es irresoluble. Además, cada MUS es mínimo si 
se vuelve resoluble al eliminarle cualquier restricción (Liffiton & Sakallah, 2008). 
Formalmente,  
Un programa de restricciones irresoluble  tiene al menos un MUS y en el peor de los 
casos tiene un número de MUSes exponencial a la cantidad de restricciones (Bailey & 
Stuckey, 2005; Liffiton & Sakallah, 2008). Además, dado que cada MUS se corrige al 
eliminarle una restricción, basta con eliminar una restricción (cualquiera) de cada MUS de 
un programa de restricciones irresolubles para volver resoluble ese programa de 
restricciones (Liffiton & Sakallah, 2008; O’Sullivan et al., 2007) . 
Ejemplo 2-1: Supongamos que el programa de restricciones irresoluble  está formado 
por nueve restricciones:  
Definición 2-1 MUS: Dado un programa de restricciones irresolubles  
U ⊆  es un MUS ≡ U es irresoluble ˄ ∀ Ci ∈ U, U − {Ci} es resoluble 
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= {R1, R2, R3, R4, R5, R6, R7, R8, R9} 
Supongamos además que el subconjunto U1= {R3, R9, R1} y el subconjunto U2= {R3, R9, 
R6} son los MUSes de . Ambos subconjuntos son MUSes pues: (i) son irresolubles y (ii) 
son mínimos pues se vuelven resolubles al eliminar cualquiera de sus elementos. Ahora 
supongamos que U3 es un subconjunto irresoluble de  que está formado por los 
siguientes elementos {R3, R4, R9, R1}. U3 es irresoluble pero no es un MUS, dado que 
no es mínimo, pues le sobra la restricción R4. Cuando se elimina de U3 la restricción R4, 
según la definición de un MUS, el conjunto resultante debe ser resoluble. Sin embargo, el 
conjunto resultante U3’= {R3, R9, R1} sigue siendo irresoluble y es de hecho igual al 
subconjunto U1, que como se explicó anteriormente sí es un MUS. Por lo tanto, U3 no es 
un MUS porque aunque es irresoluble no es mínimo, mientras que U1 y U2 si son MUSes 
porque son irresolubles y mínimos. 
2.1.9 Subconjuntos Mínimos de Corrección (MCSes) 
Los Subconjuntos Mínimos de Corrección, en inglés Minimal Correction Subsets 
(MCSes), son utilizados para identificar correcciones a programas de restricciones 
irresolubles (Liffiton & Sakallah, 2008).  
Formalmente, 
Volviendo al Ejemplo 2-1, un MCS es un subconjunto de  que al ser eliminado, hace 
que el conjunto de restricciones resultante sea resoluble. Así, supongamos que el 
subconjunto M formado por los elementos {R1, R6} es un MCS de . Por lo tanto, al 
eliminar de  los elementos del subconjunto M, el conjunto  resultante, {R2, R3, R4, 
R5, R7, R8, R9}, es resoluble, porque no tiene ningún elemento que pertenezca a M. 
Además, M es mínimo pues todos sus elementos deben ser eliminados para volver a  
resoluble. Por el contrario, el conjunto ’= {R1, R2, R3, R4, R5, R7, R8, R9} es 
Definición 2-2 MCS: Dado un programa de restricciones irresolubles  
M ⊆  es un MCS ≡  
\ M es resoluble ˄ ∀ Ci ∈ M,  \ ( M − {Ci} ) es irresoluble 
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irresoluble porque no le fue eliminado el elemento R1 que pertenece a M, y el conjunto 
’’= {R2, R3, R4, R5, R6, R7, R8, R9} es también irresoluble porque no le fue eliminado 
el elemento R6 que pertenece a M. 
El conjunto M’= {R1, R6, R7} es también un subconjunto de . Al eliminar de  los 
elementos que pertenecen a M’, el conjunto  se vuelve resoluble. Sin embargo, el 
conjunto M’ no es mínimo, ya que el elemento R7 sobra. En efecto, como se explicó 
anteriormente, basta con eliminar R1 y R6 para que el conjunto  se vuelva resoluble, 
por lo que no es necesario eliminar la restricción R7 para la corrección. Por lo anterior, el 
conjunto M’ no es un MCS ya que cada MCS contiene sólo restricciones relevantes para 
corregir el programa de restricciones irresoluble (Liffiton & Sakallah, 2008) . 
Si existe más de un subconjunto de elementos que pueden eliminarse para corregir un 
defecto, entonces existe más de un MCS (Liffiton & Sakallah, 2008). La unión de cada 
MCS forma el conjunto de los MCSes. Así, supongamos que en el Ejemplo 2-1 R3 y R9 
también son MCSes, por lo tanto, la colección completa de MCSes sería:  
MCSes = {MCS1={R3}, MCS2={R9}, MCS3 ={R1,R6}} 
2.1.10 Subconjuntos Máximos Resolubles (MSSes) 
Los Subconjuntos Máximos Resolubles, en inglés Maximal Satisfiable Subsets (MSSes) 
son subconjuntos resolubles que pertenecen a un programa de restricciones irresolubles.  
Formalmente, 
 
Consideremos al programa de restricciones irresoluble  del Ejemplo 2-1. La Tabla 2-2 
en la primera columna presenta los MSSes que se pueden obtener de . Cada MSS 
corresponde al subconjunto con más elementos que se puede obtener de  siendo ese 
conjunto resoluble. Así, tanto el MSS1 como el MSS2 y el MSS3 son subconjuntos de  
Definición 2-3 MSS: Dado un conjunto de restricciones irresolubles , 
 ⊆  es un MSS ≡  es resoluble ˄  
∀ Cj ⊆ ( \ ),   Cj es irresoluble 
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que son resolubles. Al eliminar cualquier restricción de estos MSSes los subconjuntos 
continúan siendo resolubles. En cambio, al adicionarles a estos MSSes cualquier 
restricción que les falta de , los subconjuntos se vuelven irresolubles y dejan de ser 
MSSes. 
Las restricciones que le faltan a cada MSS de  corresponden a las restricciones de un 
MCS de . Esto se explica porque cada MCS es el complemento de un MSS y cada MSS 
es el complemento de un MCS (Bailey & Stuckey, 2005; Grégoire, Mazure, & Piette, 
2008; Liffiton & Sakallah, 2008). La unión de un MSS y su MCS da como resultado un 
programa de restricciones irresoluble. De hecho, como se presentó en la Subsección 
2.1.8, un programa de restricciones irresoluble  se corrige cuando se elimina de él 
alguno de sus MCSes. Con esta eliminación lo que se está obteniendo es alguno de los 
MSS de .  
 
Tabla 2-2. Relación entre MSSes y MCSes 
= {R1, R2, R3, R4, R5, R6, R7, R8, R9} 
MSS  Complemento   
MSS1={R1,R2,R4,R5,R6, R7,R8,R9}  MCS1={R3} =  
MSS2={R1,R2,R3,R4,R5,R6,R7,R8}  MCS2={R9} =  
MSS3={R2,R3,R4,R5,R7,R8,R9}  MCS3={R1,R6} =  
2.1.11 Hitting sets mínimos: Dualidad entre MUSes y MCSes 
Dado un conjunto de conjuntos Ω, H es un hitting set de Ω, si es un subconjunto que 
contiene al menos un elemento de cada subconjunto de Ω (Reiter, 1987).  
Formalmente,  
Definición 2-4 Hitting Set: Dado un conjunto de conjuntos Ω de algún dominio finito 
, 
H ⊆  es un hitting set de Ω ≡ ∀ ∈ Ω, H     
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Un hitting set es mínimo si no contiene ningún subconjunto propio que sea también un 
hitting set, donde un subconjunto A es un subconjunto propio de B si contiene algunos de 
los elementos de B, pero no el conjunto B completo. 
Formalmente,  
Como se mencionó en la Subsección 2.1.8, un programa de restricciones es irresoluble 
porque tiene uno o más MUSes y por tanto para volver ese programa de restricciones 
resoluble se deben corregir sus MUSes (Bailey & Stuckey, 2005; Liffiton & Sakallah, 
2008). 
Dado que al eliminar cualquier restricción de un MUS este se volverá resoluble, la 
colección completa de MCSes corresponde a la colección de hitting sets mínimos de los 
MUSes y la colección completa de MUSes corresponde a la colección de hittings sets 
mínimos de los MCSes. Intuitivamente, la razón es que un MCS debe corregir todos los 
MUSes y por lo tanto debe compartir al menos un elemento con cada MUS.  
Reiter (1987), en su investigación sobre la teoría del diagnóstico, fue el primero en 
relacionar los hitting set mínimos con la identificación de los MCSes a partir de la 
identificación del conjunto completo de MUSes. En su propuesta, Reiter identifica todos 
los conflictos del modelo (MUSes en los términos de esta tesis), para luego calcular los 
diagnósticos (MCSes en los términos de esta tesis) como los hitting sets mínimos de los 
conflictos. A partir de entonces, esta dualidad ha sido aprovechada en diferentes 
trabajos. Por ejemplo, en los programas de restricciones irresolubles, Liffiton y Sakallah, 
(2008) identifican la colección completa de MCSes, y luego identifican los MUSes como 
los hitting sets mínimos del conjunto de MCSes. Bailey y Stuckey (2005) identifican 
iterativamente los MUSes partir de los MCSes calculando los hitting sets mínimos: Cada 
vez que el algoritmo de Bailey y Stuckey (2005) identifica un MCS, entonces otro 
algoritmo calcula la colección de hitting sets mínimos. Luego, el algoritmo de Bailey y 
Stuckey (2005) analiza cada hitting set mínimo que pertenece a la colección de hitting 
sets mínimos calculados. Si el hitting set mínimo es resoluble, entonces sirve como 
Definición 2-5 Hitting Set Mínimo: Dado el conjunto de hitting sets  del conjunto de 
conjuntos Ω, 
H es un hitting set mínimo de Ω ≡ H ˄H’| H’ H 
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semilla para continuar, mientras que si es irresoluble corresponde a un MUS (ver 
Subsección 2.1.8para más información). Esta dualidad es también aprovechada en el 
razonador ontológico Pellet para identificar los subconjuntos mínimos de conflicto en 
ontologías expresadas en OWL (Sirin, Parsia, Grau, Kalyanpur, & Katz, 2007). 
Retomando el Ejemplo 2-1 de la Subsección 2.1.8. Allí se establece que el programa de 
restricciones irresoluble  tiene dos MUSes, los cuales son el subconjunto U1= {R3, R9, 
R1} y el subconjunto U2= {R3, R9, R6}. En la Subsección 2.1.9 se muestra que para 
corregir el programa de restricciones irresoluble  existen tres MCSes: MCS1={R3}, 
MCS2={R9}, MCS3 ={R1,R6}}. Si la dualidad entre MCSes y MUSes es cierta, a partir de 
la colección completa de MCSes puede obtenerse la colección de MUSes y viceversa. La 
Figura 2-3 presenta esta dualidad. Allí se representa que al tomar al menos un elemento 
de cada MCS resultan dos hitting sets mínimos que corresponden a los dos MUSes del 
conjunto . Tanto U1 como U2 son hitting sets mínimos ya que no es vacía su 
intersección con cualquier conjunto de la colección de MCSes y el resultado es diferente 
de vacío, y ninguno de los subconjuntos propios de ambos MUSes son hitting sets. Así 
mismo, al obtener los hitting sets mínimos de la colección de MUSes se obtienen tres 
conjuntos MCS1, MCS2 y MCS3 que corresponden a la colección de MCSes.  
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Figura 2-3. Dualidad entre MUSes y MCSes vía los hitting sets mínimos 
 
Como se mencionó anteriormente, para volver un programa de restricciones resoluble se 
deben corregir sus MUSes. La Figura 2-4 presenta porqué al eliminar el MCS3 del 
programa de restricciones  del Ejemplo 2-1 se corrigen los MUSes de este programa de 
restricciones. En el centro de la figura, se muestra el MCS3, el cual está formado por dos 
restricciones (R1 y R6), una común a cada MUS (R6 al MUS1 y R1 al MUS2). A los lados 
de la Figura 2-4, delimitados cada uno por un recuadro con una línea punteada, se 
encuentran los dos MUSes de  (U1 y U2), y dos subconjuntos (U1’ y U2’), que muestran 
cómo queda cada MUS luego de eliminar de  las restricciones que pertenecen al MCS3.  
El programa de restricciones  se vuelve resoluble al eliminar el MCS3, ya que el MCS3 
es un hitting set mínimo de la colección de MUSes de  y por lo tanto, al eliminar el MCS3 
se elimina al menos una restricción de cada MUS. Así, al eliminar el MCS3, se elimina a 
la vez del subconjunto U1 la restricción R1 y del subconjunto U2 la restricción R6, por lo 
que los subconjuntos resultantes U1’ y U2’ son resolubles. Los MUSes de  también se 
corrigen cuando se eliminan del programa de restricciones el MCS1 o el MCS2. 
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Figura 2-4. Relación entre un MCS y los MUSes de un programa de restricciones irresoluble 
 
2.1.12 Causas y correcciones 
El diccionario de Oxford define causa como: “A person or thing that gives rise to an 
action, phenomenon, or condition”. Al adaptar esta definición al contexto de las líneas de 
productos, una causa para un defecto puede ser vista como un subconjunto de 
dependencias del modelo de características que originan el defecto.  
En cuanto a corrección, el diccionario de Oxford define corrección como “a change that 
rectifies an error or inaccuracy”. Al adaptar también esta definición al contexto de las 
líneas de productos, una corrección es un conjunto de cambios que deben hacerse en 
el modelo de características para solucionar algún defecto.  
Es importante notar la diferencia entre identificar las causas e identificar las correcciones. 
Identificar las causas permite responder a la pregunta ¿Por qué el modelo de 
características tiene el defecto x?, mientras que identificar correcciones permite 
responder a la pregunta ¿Qué se debe hacer para solucionar el defecto x? Causas y 
correcciones contienen información diferente, pero complementaria. Las correcciones 
indican cómo arreglar el defecto, mientras que las causas permiten entender y analizar el 
defecto para evitarlo en futuras ocasiones.  
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2.2 Segunda parte – antecedentes 
A continuación se presenta cómo identifican causas y correcciones los trabajos 
analizados en el área de la programación de restricciones (Subsección 2.2.1), la 
ingeniería de software (Subsección 2.2.2) y la ingeniería de líneas de productos 
(Subsección 2.2.3). 
2.2.1 Identificación de causas/correcciones en programas de 
restricciones 
La programación de restricciones es útil para resolver problemas de satisfacción de 
restricciones en diferentes dominios, tales como la planificación, la configuración de 
redes, y la bioinformática (Rossi et al., 2006). Particularmente, en la ingeniería de líneas 
de productos, algunos trabajos han propuesto usar la programación de restricciones para 
representar y analizar automáticamente modelos de líneas de productos (Benavides, 
Trinidad, & Ruiz-Cortés, 2005; Mazo, Salinesi, Diaz, Djebbi, et al., 2011; White et al., 
2010; White, Schmidt, Benavides, Trinidad, & Ruiz-Cortés, 2008). 
Cuando un problema de satisfacción de restricciones, representado con un programa de 
restricciones, no tiene solución, es decir cuando no puede asignarse a cada variable un 
valor del dominio, de tal manera que se cumplan todas las restricciones, el programa de 
restricciones es irresoluble (Rossi et al., 2006). Diferentes trabajos han sido desarrollados 
para extraer información útil de los programas de restricciones irresolubles (Bailey & 
Stuckey, 2005; Junker, 2004; Jussien & Barichard, 2000; Liffiton & Sakallah, 2008; Lynce 
& Marques-Silva, 2011). Esta información responde a preguntas como ¿por qué el 
programa de restricciones es irresoluble?, ¿cómo podría corregirse?, ¿qué partes del 
programa son irresolubles, y qué partes son resolubles? 
En esta sección, se presentan seis trabajos que extraen información de programas de 
restricciones irresolubles. Esta revisión permite identificar cómo se abordó la 
identificación de causas y correcciones en la programación de restricciones, con el fin de 
encontrar elementos aplicables a la identificación de causas y correcciones de defectos 
en modelos de características. 
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 Jussien y Barichard (2000) 
A. Descripción: los autores proponen un framework, el cual automáticamente 
guarda un historial de las restricciones implicadas en la reducción del dominio de 
cada variable del programa de restricciones. Cuando no hay solución para el 
programa de restricciones, el usuario puede analizar el historial, con el fin de 
identificar qué restricciones del historial están implicadas en ello. La propuesta fue 
implementada en Choco (CHOCO Team, 2010), un solver de programación de 
restricciones desarrollado en Java.  
B. Determinación de las causas: en este trabajo las causas corresponden a las 
restricciones implicadas en la reducción del dominio de las variables del programa 
de restricciones, es decir son las restricciones que hacen parte del historial. 
Algunas de estas restricciones explican por qué el problema de satisfacción de 
restricciones es irresoluble.  
C. Limitaciones de la propuesta: el historial de las restricciones implicadas en la 
reducción del dominio de las variables, no es necesariamente mínimo. Esto quiere 
decir que el historial puede contener restricciones innecesarias, que no están 
relacionadas con el hecho de que el programa de restricciones no tenga solución.  
 Junker (2004) 
A. Descripción: Junker (2004) propone QuickXPlain, un algoritmo que por cada 
ejecución encuentra un MUS de un programa de restricciones irresoluble. Cada 
MUS identificado por QuickXPlain es mínimo, pues sólo está formado por 
restricciones que originan que el programa de restricciones sea irresoluble. Para 
ello, QuickXPlain divide en subconjuntos, recursivamente, el conjunto de 
restricciones irresolubles. Si el subconjunto es irresoluble, entonces se redujo el 
tamaño del programa de restricciones irresoluble. Si no, entonces algunas de las 
restricciones eliminadas, necesariamente hacen que el programa de restricciones 
sea irresoluble y pertenecen al MUS. El algoritmo se invoca a sí mismo hasta que 
identifica un MUS. QuickXPlain permite asignar un orden a las restricciones del 
programa de restricciones, con el fin de que unas restricciones sean preferidas 
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sobre otras. Con este orden, QuickXPlain identificará primero, el MUS que 
contenga restricciones preferidas por el usuario. 
B. Determinación de las causas: en QuickXPlain una causa corresponde a un 
MUS.  
C. Limitaciones de la propuesta: el algoritmo propuesto por Junker (2004) sólo 
identifica un MUS a la vez y debe ser aplicado nuevamente, si cuando el usuario 
corrige el MUS, el programa de restricciones no se vuelve resoluble (Hagg, 
Junker, & O’Sullivan, 2006). 
 Bailey y Stuckey (2005) 
A. Descripción: los autores proponen el algoritmo Dualize And Advance (DAA). 
DAA es un algoritmo genérico para identificar todos los MUSes de un programa 
de restricciones irresolubles. Este trabajo usa la dualidad entre MUSes y MCSes 
para identificar los MUSes incrementalmente (ver Subsección 2.1.11).  
El algoritmo inicia con un subconjunto vacío que los autores llaman semilla. El 
algoritmo adiciona a la semilla cada restricción del programa de restricciones, 
manteniendo solo aquellas que hagan la semilla resoluble. Cuando después de 
intentar adicionar todas las restricciones posibles, el algoritmo no puede adicionar 
otra restricción sin hacer la semilla irresoluble, la semilla es uno de los de los 
posibles MSSes del programa de restricciones. Entonces, el algoritmo obtiene el 
complemento del MSS identificado (MCSes) y lo adiciona a un conjunto que 
contiene todos los MCSes que haya identificado. Luego, el algoritmo obtiene los 
hitting sets mínimos de los MCSes identificados. Cada hitting set mínimo puede 
ser resoluble o irresoluble. Si es irresoluble, el hitting set es un MUS mientras que 
si es resoluble sirve como semilla para una nueva iteración. El algoritmo termina 
cuando todos los hitting sets mínimos son irresolubles. 
B. Determinación de las causas: cada MUS identificado por el algoritmo 
corresponde a una causa que explica por qué el programa de restricciones es 
irresoluble.  
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C. Limitaciones de la propuesta: la complejidad del algoritmo DAA incrementa 
exponencialmente en tiempo y espacio a medida que aumenta el número de 
restricciones. Por lo tanto, esta propuesta no es adecuada cuando el número de 
MUSes es alto (O’Sullivan et al., 2007). 
 Liffiton y Sakallah (2008) 
A. Descripción: los autores proponen el método CAMUS (Compute All Minimal 
Unsatisfiable Subsets). Este método es una propuesta para calcular todos los 
MCSes y MUSes de un programa de restricciones booleano que es irresoluble y 
está expresado en Forma Normal Conjuntiva (CNF)2. El método está dividido en 
dos etapas: En la primera etapa, el método calcula todos los MCSes del programa 
de restricciones; en la segunda etapa el método encuentra todos los MUSes 
calculando los hitting sets mínimos de los MCSes identificados.  
Los autores proponen un algoritmo para la primera etapa de CAMUS. Este 
algoritmo usa iterativamente un SAT solver para identificar cada MSSes. El 
complemento de cada MSS es un MCS. El algoritmo inicia deshabilitando 
restricciones, en orden incremental, del programa de restricciones original: 
primero deshabilita de a una restricción, luego de a dos, y así sucesivamente. A 
partir del subconjunto de restricciones no deshabilitadas se identifica cada MSS. 
Para garantizar que cada MCS sea mínimo, el algoritmo bloquea los 
superconjuntos de los MCSes, obligando a que al menos una de las restricciones 
del MCS no pueda ser deshabilitada en las siguientes iteraciones. Además, en 
cada iteración, el algoritmo adiciona restricciones para excluir resultados 
identificados anteriormente. El algoritmo termina cuando no encuentra nuevos 
subconjuntos, que contengan el mayor número posible de restricciones que sean 
                                               
 
2
 En lógica booleana la forma normal conjuntiva, CNF por su nombre en inglés (Conjuntive Normal Form) 
corresponde a una conjunción de cláusulas, y una cláusula es una disyunción de literales. Por ejemplo, la 
fórmula (A  B) ˄ (A  C) está en CNF. La primera cláusula es (A  B) y la segunda cláusula es (A  C). En 
CNF las negaciones pueden acompañar solamente a un literal y los operadores válidos son la disyunción, 
conjunción y negación (Bailleux & Boufkhad, 2003). 
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resolubles. Lo anterior indica que el algoritmo ya ha encontrado todos los MSS y 
por sus complementos, todos los MCSes. 
Una vez que la primera etapa de CAMUS obtiene todos los MCSes, la segunda 
etapa calcula los hitting sets mínimos del conjunto de MCSes, identificando así 
todos los MUSes. Esta identificación opera independientemente de cualquier 
solver de restricciones.  
B. Determinación de las causas: cada MUS identificado corresponde a una causa 
que explica por qué el programa de restricciones es irresoluble y cada MCS es 
una corrección que al ser eliminada vuelve el programa de restricciones resoluble. 
C. Limitaciones de la propuesta: el método CAMUS requiere identificar todos los 
MCSes para encontrar los MUSes usando los hitting sets mínimos. Sin embargo, 
la primera etapa de CAMUS podría ser lenta, debido a que la cantidad de MCSes 
puede ser exponencial a la cantidad de restricciones del programa (Liffiton & 
Sakallah, 2008). Por lo anterior, CAMUS podría ser incapaz de identificar los 
MUSes en aplicaciones que requieran hacerlo rápidamente (Liffiton & Malik, 
2013). 
 Lynce y Marques-Silva (2011) 
A. Descripción: los autores presentan un algoritmo para reparar programas de 
restricciones irresolubles con variables de dominio entero y finito. Su propuesta 
consiste en eliminar, del programa de restricciones la menor cantidad posible de 
tuplas, en lugar de eliminar subconjuntos de restricciones, lo cual podría tener 
menor impacto. En un programa de restricciones, una tupla es una asignación de 
un valor a una variable. Una restricción define un conjunto de tuplas permitidas 
(Jussien, 2003).  
El algoritmo funciona de la siguiente manera: primero, recibe como entrada un 
programa de restricciones irresoluble con variables de dominio entero y lo 
transforma en un programa de restricciones con variables booleanas. Luego, el 
algoritmo identifica una solución para el programa de restricciones con variables 
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booleanas, usando un solver MaxSAT parcial3. Finalmente, de acuerdo a la 
solución dada por el MaxSAT, el algoritmo identifica las tuplas que deben ser 
eliminadas del programa de restricciones con variables enteras, para hacerlo 
resoluble.  
B. Determinación de las causas: los autores de este trabajo no identifican las 
causas sino las correcciones, debido a que ellos identifican los subconjuntos de 
tuplas mínimos irresolubles (en inglés Minimal Unsatisfiable Sets of Tuples) que 
deben eliminarse del programa de restricciones, para hacerlo resoluble. 
C. Limitaciones de la propuesta: el algoritmo propuesto por Lynce y Marques-Silva 
(2011) identifica únicamente las correcciones que implican eliminar la menor 
cantidad posible de tuplas del programa de restricciones. Sin embargo, el usuario 
podría preferir otras correcciones que impliquen eliminar más elementos, en lugar 
de las correcciones de menor tamaño. Además, este trabajo no explica por qué 
un problema de restricciones es irresoluble, sino cómo podría volverse resoluble. 
Por lo anterior, el usuario debe analizar, por sí mismo, por qué el programa de 
restricciones se vuelve resoluble, cuando se eliminan las tuplas identificadas por 
el algoritmo propuesto.  
 Felfernig, Schubert, & Zehentner (2012) 
A. Descripción: los autores proponen el algoritmo FastDiag. Este algoritmo 
identifica en cada ejecución un MCS que es llamado por los autores un 
diagnóstico mínimo. El algoritmo consiste en dividir el conjunto de restricciones 
irresoluble recursivamente hasta identificar un subconjunto de menor tamaño que 
al ser eliminado vuelve resoluble el programa de restricciones. FastDiag se invoca 
                                               
 
3 Un solver MaxSAT parcial identifica el mayor número de restricciones booleanas que puede ser cumplidas 
en un conjunto de restricciones, en formato CNF. Es parcial porque diferencia restricciones duras (hard 
constraints) de restricciones suaves (soft constraints). Las restricciones suaves pueden ser eliminadas de la 
solución para lograr que el conjunto de restricciones sea resoluble, mientras que las restricciones duras 
deben ser cumplidas para cualquier solución y no pueden ser eliminadas del programa de restricciones 
(Lynce & Marques-Silva, 2011) 
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a sí mismo hasta que identifica todos los MCSes del programa de restricciones 
irresoluble.  
Los autores establecieron un orden de preferencia para las restricciones del 
programa de restricciones que sirve para filtrar los MCSes que se presentan a los 
usuarios. La primera restricción del programa de restricciones tiene menor 
preferencia que la segunda restricción y así sucesivamente, siendo la última 
restricción la de mayor preferencia. Una vez que FastDiag identifica todos los 
MCSes, entonces el algoritmo presenta a los usuarios únicamente aquellos 
MCSes que tienen restricciones con menor preferencia. Los autores realizan este 
filtro pues suponen que a los usuarios no les interesa conocer el conjunto 
completo de MCSes sino únicamente los MCSes que impliquen no eliminar del 
programa de restricciones las restricciones que tienen mayor preferencia.  
B. Determinación de las causas: este trabajo no identifica causas sino únicamente 
correcciones. 
C. Limitaciones de la propuesta: este método identifica correcciones pero no se 
interesa en las causas, por lo que el usuario debe, por si mismo, analizar por qué 
las correcciones propuestas hacen resoluble el programa de restricciones. 
Además, el orden de preferencia dado por los autores a las restricciones, no tiene 
en cuenta otros criterios importantes para seleccionar la corrección, como por 
ejemplo la experiencia del usuario, sus intereses y presupuesto (Xiong, Hubaux, 
She, & Czarnecki, 2012). 
2.2.2 Identificación de causas/correcciones de defectos en 
ingeniería de software 
En ingeniería de software diferentes trabajos se han interesado en identificar y corregir 
porciones defectuosas de especificaciones, diseños o código fuente. De hecho, el debug 
es una de las tareas que más consume tiempo durante el proceso de desarrollo (Ball & 
Eick, 1996). Las líneas de productos también pueden presentar defectos y al igual que en 
el desarrollo de software tradicional, identificar los elementos que originan el defecto y 
corregirlo es una tarea lenta y propensa a errores (Trinidad, Benavides, Duran, et al., 
2008). A continuación se presentan algunas propuestas desarrolladas en la literatura 
para identificar elementos que causan defectos en diseños UML y código fuente. El 
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objetivo de esta revisión es identificar cómo ha sido abordada a identificación de las 
causas de defectos en ingeniería de software, para identificar elementos aplicables a la 
identificación de causas de defectos y sus correcciones en modelos de características. 
 Groce, Chaki, Kroening, y Strichman(2005) 
A. Descripción: los autores presentan un método semiautomático para ayudar a los 
usuarios a entender cómo corregir defectos en programas escritos en ANSI C. El 
método inicia si la ejecución de un programa tiene defectos, en ese caso crea 
automáticamente un contra ejemplo que tenga un comportamiento indeseado y 
represente un defecto del programa. Luego, usando métricas de distancia el 
método automáticamente encuentra una ejecución exitosa con el mínimo de 
diferencias respecto al contraejemplo. Estas diferencias se presentan al usuario 
para explicar el defecto en el programa analizado. El método es semiautomático, 
porque algunas veces requiere la intervención del usuario para generar 
ejecuciones exitosas lo más cercanas posibles al contraejemplo, con el fin de 
mejorar los resultados. 
B. Determinación de las causas: los autores consideran que una causa es el 
subconjunto de cambios que deben hacerse entre el contraejemplo y la ejecución 
exitosa para corregir el defecto. Para la diferenciación entre el concepto de causa 
y corrección que se hace en esta tesis, el trabajo de Groce et al.(2006) identifica 
correcciones pero no causas.  
C. Limitaciones de la propuesta: este enfoque no identifica por qué una ejecución 
específica del programa falla sino que identifica en cada ejecución fallida los 
cambios del programa que podrían corregir el defecto. Conocer cómo podría 
corregirse el defecto no es suficiente para entender las razones que lo originaron, 
ya que los usuarios deben identificar por sí mismos por qué los cambios 
propuestos corrigen el defecto. 
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 Egyed (2007) 
A. Descripción: Egyed (2007) presenta un framework para conocer qué elementos 
están involucrados en que un modelo UML consistente con la evolución se vuelva 
inconsistente. Esta propuesta parte de un conjunto de reglas de consistencia que 
son evaluadas cuando el modelo UML evoluciona (es modificado). El modelo es 
consistente si los elementos evaluados satisfacen las reglas de consistencia, 
mientras que si al menos una regla se incumple el modelo es inconsistente. 
Cuando el modelo es inconsistente el framework automáticamente identifica las 
opciones disponibles para corregir el modelo. Estas opciones corresponden a los 
elementos del modelo UML que están relacionados con la regla de consistencia 
que se incumple y que estuvieron implicados en la evolución. El usuario debe 
modificar (eliminar, adicionar, o modificar) alguno de esos elementos implicados 
para corregir el defecto.  
B. Determinación de las causas: este trabajo identifica posibles correcciones, pero 
no identifica las causas que originan el defecto.  
C. Limitaciones de la propuesta: este enfoque requiere que sean los cambios en el 
modelo UML los que produzcan que el modelo se vuelva inconsistente, por lo que 
no es posible analizar modelos UML para los que no se conozca su evolución. 
Además este enfoque sólo identifica las correcciones para las inconsistencias 
generadas por incumplimiento de las reglas definidas. Cualquier otro defecto que 
no esté formalizado con dichas reglas no se identificará. 
 Castro, Roover, y Kellens(2011) 
A. Descripción: los autores presentan una propuesta basada en lógica abductiva4 
para identificar y corregir defectos entre reglas de diseño y código fuente. En su 
trabajo los autores usan IntensiVE (Mens & Kellens, 2006) para documentar y 
verificar un conjunto de reglas de diseño. Cada regla de diseño tiene una regla 
lógica que la define. Además, los autores definen un conjunto de predicados que 
                                               
 
4 El razonamiento abductivo es un tipo de razonamiento que a partir de la observación de los 
hechos, formula hipótesis que los explican. Es especialmente útil como proceso de inferencia para 
explicar hipótesis científicas de fenómenos anómalos (Castro et al., 2011) 
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pueden ser causas de las inconsistencias llamados predicados abducibles. 
Cuando hay inconsistencias entre las reglas de diseño y el código fuente, los 
autores usan un razonador lógico abductivo para identificar los predicados 
abducibles que explican la inconsistencia. Los predicados abducibles se 
relacionan con el código fuente del programa analizado. 
B. Determinación de las causas: en esta propuesta las causas corresponden al 
conjunto de elementos del código fuente relacionados con los predicados 
abducibles identificados para explicar la inconsistencia.  
C. Limitaciones de la propuesta: esta propuesta no es genérica ya que sólo 
identifica y explica los elementos que incumplen las reglas definidas en la 
herramienta IntensiVE. 
 Jose y Majumdar (2011) 
A. Descripción: los autores proponen un método para corregir ejecuciones fallidas 
de código fuente. Este método toma como entrada el código fuente del programa 
y un caso de prueba fallido. Luego, el método transforma el código fuente del 
programa en restricciones booleanas y usa un solver para calcular el máximo 
conjunto de instrucciones del programa que puede permanecer sin modificaciones 
para que el caso de prueba fallido sea exitoso (MSS en los términos de esta 
tesis). El complemento de esas instrucciones corresponde a un subconjunto de 
instrucciones que el programador debería eliminar para corregir la ejecución 
fallida (MCS en los términos de esta tesis). 
B. Determinación de las causas: esta propuesta identifica posibles correcciones, 
pero no identifica las causas que originan que el caso de prueba sea fallido. 
C. Limitaciones de la propuesta: este trabajo sólo identifica cómo corregir una 
ejecución fallida, pero no identifica las causas que la originan. Por lo anterior, los 
programadores deben analizar manualmente por qué las correcciones sugeridas 
hacen que la ejecución del caso de prueba sea exitosa. En cuanto a las 
correcciones, el método está limitado al código fuente existente; es decir, 
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identifica correcciones que impliquen eliminar código fuente existente, pero no 
puede identificar correcciones que requieran adicionar nuevo código. Además, el 
método solamente identifica todas las correcciones que impliquen la menor 
cantidad de eliminaciones, por lo que otras correcciones que implican más 
eliminaciones no son consideradas. 
2.2.3 Identificación de causas de defectos en ingeniería de líneas 
de productos 
Como se presentó en la Subsección 2.1.4, la ingeniería de líneas de productos se divide 
en dos procesos: la ingeniería de dominio y la ingeniería de aplicación. El diseño de los 
modelos de líneas de productos hace parte de la ingeniería de dominio, mientras que la 
configuración de productos a partir de un modelo de línea de productos hace parte de la 
ingeniería de aplicación.  
Esta sección se divide en dos partes. En la primera parte se presentan trabajos 
relacionados con la ingeniería de aplicación, pues son propuestas que identifican las 
causas o correcciones de configuraciones inválidas derivadas de los modelos de líneas 
de productos, y en la segunda parte se presentan trabajos relacionados con la ingeniería 
de dominio, pues son propuestas que identifican las causas o correcciones de algunos 
defectos de los modelos de características. 
 Identificación de causas/correcciones de defectos en ingeniería de 
aplicación 
En la ingeniería de aplicación, una configuración derivada del modelo de características 
es inválida cuando no cumple con todas las dependencias del modelo de características. 
Este tipo de defecto puede darse cuando la selección de características del usuario no 
satisface el modelo de la línea de productos o porque el modelo es vacío. A continuación 
se presentan seis trabajos que tratan la identificación de causas y/o correcciones para el 
defecto de configuración inválida.  
 Batory(2005) 
A. Descripción: el autor transforma los modelos de características en un conjunto 
de restricciones expresadas en lógica proposicional y usa un sistema de 
mantenimiento de verdad basado en lógica, llamado LTMS (por su nombre en 
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inglés Logic Truth Maintenance Systems) que es ejecutado por un SAT solver. La 
propuesta fue implementada en una herramienta llamada GUIDSL. El LTMS sirve 
para propagar las selecciones que hace el usuario en una configuración, detectar 
contradicciones, almacenar las asignaciones de las variables que representan las 
características del modelo de características y almacenar un historial de las 
dependencias del modelo de características implicadas, cuando una característica 
es seleccionada o deseleccionada.  
Si en la configuración de un producto de la LP, el LTMS detecta alguna 
contradicción entre una selección del usuario y alguna otra selección realizada 
anteriormente por él, este trabajo ofrece como explicación las dependencias del 
modelo de características, expresadas en lógica, que están relacionadas con la 
selección contradictoria. Por ejemplo, supongamos que un modelo de 
características tiene tres características A, B, C, en donde la característica A es la 
característica padre de las características opcionales B y C, y la característica B 
excluye a la característica C ( ver Figura 2-5).  
Figura 2-5. Modelo de características con tres características 
 
Si al configurar un producto de este modelo de características, el usuario 
selecciona la característica B y la característica C en el mismo producto, esta 
selección genera una contradicción entre las características seleccionadas y las 
dependencias del modelo. En este caso, la herramienta GUIDSL le presenta al 
usuario la siguiente explicación de la contradicción: 
B because set by user, not c because (not B or not c) 
Esta explicación indica que la característica B es seleccionada porque fue 
escogida por el usuario, y que la característica C no puede ser seleccionada 
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porque hay una restricción que indica que las características B y C no pueden ir 
juntas (not B or not C). Esta restricción representa la dependencia de exclusión 
entre B y C. 
B. Determinación de las causas: para este trabajo, la causa de que una 
configuración sea inválida corresponde a las dependencias del modelo de 
características relacionadas con la selección contradictoria. 
C. Limitaciones de la propuesta: esta propuesta no ofrece guía sobre la corrección 
por lo que el usuario debe identificar por sí mismo qué características debe 
seleccionar o deseleccionar para corregir la configuración inválida. Además, esta 
propuesta supone que el modelo de características no tiene defectos y que son 
las configuraciones las que no se ajustan correctamente a las dependencias del 
modelo de características. Por lo tanto, este método no se puede aplicar cuando 
es el modelo de características el que tiene defectos y no la configuración. 
 Sun, Zhang, y Wang (2005) 
A. Descripción: los autores formalizan en el lenguaje Z (Woodcock & Davies, 1996) 
la semántica del modelo de características. Luego, expresan el modelo de 
características en Alloy (Jackson, 2002), un lenguaje de lógica de primer orden 
que usa el Alloy Analyzer (herramienta para analizar modelos escritos en Alloy) 
para generar automáticamente una configuración y validar si es válida o no. Si la 
configuración es inválida, el usuario puede usar la funcionalidad “core extraction” 
del Alloy Analyzer. Esta funcionalidad automáticamente identifica las sentencias 
en lenguaje Alloy que la configuración analizada incumple. Cada sentencia 
representa una dependencia del modelo de características. 
B. Determinación de las causas: el subconjunto de sentencias identificado con la 
funcionalidad “core extraction” corresponde a una causa que explica por qué una 
configuración es inválida.  
C. Limitaciones de la propuesta: la funcionalidad “core extraction” del Alloy 
Analyzer solamente identifica un subconjunto de dependencias que originan la 
configuración inválida. Sin embargo, una configuración puede ser inválida por 
más de un subconjunto de dependencias del modelo de características. 
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Adicionalmente, este trabajo no indica si el subconjunto identificados por la 
funcionalidad “core extraction” es o no mínimo. En caso de que el subconjunto no 
sea mínimo, este trabajo identificaría con la funcionalidad “core extraction” 
dependencias del modelo de características que en realidad no tienen relación 
con que una configuración sea inválida. 
 Osman, Phon-Amnuaisuk, y Kuan Ho (2008) 
A. Descripción: los autores usan lógica de primer orden para representar modelos 
de características y para definir un conjunto de reglas sobre las dependencias del 
modelo. En este trabajo, a medida que el usuario selecciona características para 
realizar una configuración, se validan automáticamente las reglas definidas 
utilizando Prolog. Si alguna regla falla, el sistema presenta explicaciones sobre 
por qué la validación falló al identificar las reglas que fueron incumplidas y la 
característica seleccionada que lo provocó. 
B. Determinación de las causas: cada regla definida que se incumple es una 
causa que explica porqué la configuración es inválida. 
C. Limitaciones de la propuesta: este trabajo solamente identifica algunos casos 
definidos mediante reglas que hacen que una configuración sea inválida. Por lo 
anterior, para garantizar la completitud, la solución debería contemplar todos los 
casos posibles que hacen que una configuración sea inválida. Sin embargo, el 
artículo no presenta información sobre este aspecto.  
 Wang, Li, Sun, Zhang, y Pan (2007) 
A. Descripción: los autores proponen un trabajo pionero en aplicar ontologías para 
analizar configuraciones derivadas de un modelo de características. Inicialmente 
los autores transforman el modelo de características expresado en la notación 
FODA al lenguaje ontológico OWL DL5. Luego, los autores crean una 
configuración derivada del modelo de características como una ontología 
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separada e invocan Fact++ (Tsarkov & Horrocks, 2006), como razonador para 
identificar si la configuración es inválida. Si la ontología que representa la 
configuración es inconsistente, entonces la configuración es inválida. En ese caso 
los autores usan un debugger de ontologías basado en heurísticas y “pattern 
matching” (Wang, Horridge, & Rector, 2005), para identificar las clases y 
restricciones de la ontología que causan la configuración inválida. Si existe más 
de una causa, la herramienta de debug identifica una causa cada vez.  
B. Determinación de las causas: las restricciones y condiciones OWL que vuelven 
la ontología inconsistente son la causa de que la configuración sea inválida. 
C. Limitaciones de la propuesta: usar OWL para razonar con modelos de 
características ofrece buena escalabilidad porque las herramientas para razonar 
con ontologías pueden tratar con extensas bases de conocimiento. Sin embargo, 
con relación a identificar las causas que explican por qué una configuración es 
inválida, este enfoque presenta cada causa identificada en términos de la 
ontología y esos términos son difíciles de entender para el usuario (Noorian et al., 
2011). Además, dado que el debugger de OWL está basado en heurísticas y 
“pattern matching”, esta herramienta no puede determinar en todos los casos que 
originan que una ontología sea inconsistente y es por lo tanto una herramienta 
incompleta (Wang et al., 2005). 
 White et al. (2010) 
A. Descripción: los autores presentan un método para identificar un subconjunto 
mínimo de características a seleccionar o deseleccionar para reparar una 
configuración inválida.  
El método recibe de entrada un modelo de características y una configuración 
inválida. Luego, el método transforma el modelo de características a un programa 
de restricciones y le pide al solver una configuración válida del modelo de 
características. El método aplica una optimización para que la configuración 
obtenida con el solver tenga la menor cantidad posible de cambios en 
comparación con la configuración inválida de entrada. A continuación, el método 
compara la configuración válida y la configuración inválida, y le da al usuario una 
recomendación de acuerdo a las diferencias que tengan ambas configuraciones.  
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Así por ejemplo, supongamos que el método recibe de entrada un modelo con 
tres características (A, B, D) y la siguiente configuración inválida, donde uno (1) 
significa que una característica es seleccionada y cero (0) significa que una 
característica no es seleccionada:  
C= {A=1, B=1, D=0} 
Ahora, supongamos que la configuración C1 fue obtenida con un solver y es una 
configuración válida del mismo modelo de características: 
C1= {A=1, B=0, D=1} 
Cuando el método compara la configuración C con la configuración C1 encuentra 
que C requiere dos cambios para ser igual a la configuración válida C1. Estos 
cambios son deseleccionar la característica B y seleccionar la característica D. 
Ambos cambios son sugeridos por el método al usuario para que corrija la 
configuración inválida C.  
B. Determinación de las causas: esta propuesta identifica las correcciones de 
menor tamaño que un usuario debe aplicar para volver válida una configuración 
inválida, pero no identifica las causas.  
C. Limitaciones de la propuesta: esta propuesta es útil para identificar 
correcciones a configuraciones inválidas derivadas de los modelos de 
características, pero no identifica las causas que explican por qué una 
configuración es inválida. Por lo anterior, el usuario debe analizar por sí mismo 
por qué las correcciones recomendadas vuelven válida una configuración inválida. 
Además, el método propuesto por White et al. (2010) supone que el modelo de 
características no tiene defectos y que son las configuraciones las que no se 
ajustan correctamente a las dependencias del modelo de características. Por lo 
tanto, este método no se puede aplicar cuando es el modelo de características el 
que tiene defectos y no la configuración. 
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 Nöhrer, Biere, y Egyed (2012) 
A. Descripción: los autores proponen un método para tolerar defectos durante la 
configuración de productos de la línea de productos. Su idea es aislar e ignorar 
las selecciones del usuario que vuelven la configuración inválida (MUSes), para 
que el usuario continúe el proceso de configuración y solucione después los 
defectos. Para ello, el método transforma la configuración a analizar en 
restricciones booleanas en formato CNF. Luego, con una variante del algoritmo 
propuesto por Liffiton and Sakallah (2008), discutido en la Subsección 2.2.1, el 
método identifica todos los MCSes de la configuración inválida, y calcula la unión 
de todos los MCSes. Debido a que la unión de todos los MCSes es igual a la 
unión de todos los MUSes por la relación de ambos conjuntos vía los hitting sets 
mínimos, al identificar la unión de los MCSes el método identifica la unión de 
todos los MUSes (ver Subsección 2.1.11) Finalmente, el método aísla e ignora las 
restricciones que hacen parte de la unión de los MUSes. El usuario puede 
entonces continuar normalmente el proceso de configuración y luego corregir los 
defectos modificando la parte aislada. 
B. Determinación de las causas: en esta propuesta las causas corresponden a las 
decisiones del usuario que hacen que una configuración sea inválida (MUSes). 
Sin embargo, este trabajo se interesa en la unión de las causas y no en identificar 
cada causa individualmente.  
C. Limitaciones de la propuesta: el objetivo de este trabajo es tolerar 
inconsistencias durante el proceso de configuración. Sin embargo, los autores 
explican que es necesario realizar análisis adicionales para confirmar si es útil 
para los usuarios tolerar inconsistencias en la configuración (Nöhrer et al., 2012). 
 Identificación de causas de defectos en ingeniería de dominio 
Los siguientes trabajos identifican causas o correcciones de defectos de los modelos de 
características desde la ingeniería de dominio. Es decir, estas propuestas analizan 
directamente el modelo de línea de productos, identifican sus defectos e identifican 
algunas causas o correcciones. Para cada propuesta se identifican los mismos criterios 
de los trabajos analizados anteriormente y además se discriminan los defectos del 
modelo de línea de productos que soportan. 
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 Trinidad, Benavides, Duran, Ruiz-Cortes, y Toro (2008) 
A. Descripción: los autores presentan un método automático para identificar y 
explicar modelos vacíos, características muertas y falsas características 
opcionales (llamadas por los autores false mandatory features). Para los autores, 
una explicación consiste en presentar a los usuarios las dependencias del modelo 
de características que deben ser eliminadas para corregir un defecto (MCSes en 
los términos de esta tesis). El método fue implementado en FaMa (Trinidad, 
Benavides, Ruiz-Cortés, Segura, & Jimenez, 2008), un framework para el análisis 
automático de modelos de características que se presentará en mayor detalle en 
la Subsección 4.5 
En este método, el modelo de características es transformado a un programa de 
restricciones. Luego, el método basado en la teoría del diagnóstico6, incorpora 
observaciones al programa de restricciones transformado, según el defecto que 
se desee analizar, para volver el programa de restricciones irresoluble. 
Finalmente, para explicar cada defecto, el método expresa el programa de 
restricciones como un problema de optimización de satisfacción de restricciones 
(CSPO), cuya función objetivo es minimizar el número de restricciones que son 
eliminadas del programa de restricciones para volverlo resoluble. Las 
restricciones eliminadas corresponden a los subconjuntos de menor tamaño de 
dependencias que al quitarse del modelo de características corrigen el defecto 
analizado.  
La Figura 2-6 presenta el resultado obtenido en FaMa al analizar un modelo de 
características que tenía una falsa característica opcional. Como se puede ver en 
dicha figura, para la falsa característica opcional F3 FaMa identifica dos 
subconjuntos de dependencias, de un elemento cada uno, que al eliminarse del 
modelo de características corrigen este defecto. Cada subconjunto está separado 
                                               
 
6 La teoría de la diagnosis fue propuesta por Reiter en 1987. Esta teoría propone describir los sistemas como 
un conjunto de componentes. Dichos componentes tienen relaciones entre sí, las cuales son descritas en 
lógica de primer orden. Usando las relaciones y un conjunto de observaciones sobre el sistema, es posible 
identificar qué componentes fallaron y dar explicaciones posibles sobre el fallo (Reiter, 1987). 
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por una coma. Así, la falsa característica opcional F3 tiene dos subconjuntos de 
correcciones: eliminar del modelo la dependencia R-4 o eliminar la dependencia 
R3.  
Figura 2-6. Identificación de correcciones con la propuesta de Trinidad et al. (2008) 
 
B. Determinación de las causas: este trabajo identifica correcciones que 
corresponden a subconjuntos con el menor número de dependencias que al 
eliminarse del modelo de características corrigen un defecto. Sin embargo, esta 
propuesta no identifica las dependencias del modelo de características que 
causan cada defecto.  
C. Defectos soportados: características muertas, falsas características opcionales, 
y modelos vacíos. 
D. Limitaciones de la propuesta: este trabajo no identifica las causas que originan 
los defectos en los modelos de características, sino algunas posibles correcciones 
que podrían aplicarse para solucionar el defecto. Por lo anterior, quien diseña el 
modelo de características debe analizar por sí mismo por qué eliminar las 
dependencias sugeridas corrigen un defecto del modelo. Además, este método no 
le presenta al diseñador del modelo de características otros subconjuntos de 
dependencias, no necesariamente de menor tamaño, que también podrían 
corregir defectos del modelo de características al ser eliminados del modelo de 
características.  
 Trinidad y Ruiz-Cortes (2009) 
A. Descripción: Trinidad y Ruiz-Cortes (2009) proponen usar razonamiento 
abductivo como el razonamiento necesario para explicar defectos cuando se hace 
análisis automático de modelos de características. Según los autores, el 
razonamiento abductivo permitiría explicar entre otras cosas, por qué una 
característica es muerta, por qué una característica es falsa opcional, por qué un 
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modelo es vacío o por qué existen dominios no alcanzables. Sin embargo, el 
artículo no presenta ningún detalle de implementación, por lo que se desconoce si 
la propuesta pudo ser implementada exitosamente.  
B. Determinación de las causas: en apariencia, las causas para este trabajo 
corresponden a las dependencias del modelo de características que originan un 
defecto.  
C. Limitaciones de la propuesta: desafortunadamente, este trabajo no presenta 
ningún método o algoritmo para soportar su propuesta. De hecho, los autores 
proponen como trabajo futuro implementar el enfoque en el framework FaMa 
(Trinidad, Benavides, Ruiz-Cortés, et al., 2008).  
D. Defectos soportados: el artículo menciona los defectos de características 
muertas, falsas características opcionales y modelos vacíos. 
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 Wang et al. (2010) 
A. Descripción: los autores proponen identificar correcciones para modelos de 
características vacíos según las prioridades que el diseñador del modelo de 
características le asigne a las dependencias del modelo. Las correcciones 
recomendadas son las dependencias que deberían ser eliminadas para hacer que 
el modelo deje de ser vacío. Este método transforma el modelo de características 
a restricciones del solverSkyBlue (Sannella, 1994) y verifica si el programa de 
restricciones transformado tiene solución. Si el programa de restricciones no tiene 
solución, entonces el método quita restricciones del modelo, comenzando por 
aquellas que tengan menor prioridad para el usuario. Cada vez que se quita 
alguna restricción se verifica nuevamente el modelo. Cuando el nuevo modelo 
tiene solución, el método le presenta al usuario las restricciones eliminadas como 
una solución recomendada para corregir el modelo vacío. Si el diseñador del 
modelo de características no está conforme con la solución debe cambiar las 
prioridades de las dependencias del modelo y ejecutar nuevamente el método 
para obtener otra solución que cumpla con las nuevas prioridades definidas.  
B. Determinación de las causas: el método propuesto identifica correcciones para 
el modelo de características vacío, pero no identifica las causas.  
C. Limitaciones de la propuesta: este método sólo identifica una corrección al 
tiempo y debe aplicarse nuevamente si la solución propuesta no se ajusta a los 
intereses del usuario. El problema es que el diseñador tiene que repetir el proceso 
hasta que encuentre una solución que le satisfaga, pues encontrar rápidamente 
una solución depende de la precisión con la que defina las prioridades en las 
restricciones y esto es subjetivo. Por el contrario, cuando el diseñador del modelo 
conoce antes de realizar las correcciones la lista completa de posibilidades, 
puede decidir cuál solución se ajusta a sus intereses ejecutando el método una 
sola vez. Adicionalmente, dado que este trabajo solamente identifica las posibles 
correcciones, no se presenta al usuario ninguna guía sobre por qué las 
correcciones propuestas solucionan el modelo de características vacío.  
D. Defectos soportados: modelos vacíos. 
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 Nakajima (2010) 
A. Descripción: proponen un método para identificar modelos de características 
vacíos y configuraciones inválidas. Además, el método identifica un subconjunto 
de dependencias del modelo (no mínimo) que origina que el modelo de 
características sea vacío o que una configuración sea inválida. Para ello, los 
autores transforman automáticamente el modelo de características en un conjunto 
de restricciones y variables booleanas escritas en Alloy (Jackson, 2002). Luego, 
cuando el método desea identificar si una configuración es inválida, transforma en 
restricciones las características seleccionadas o deseleccionadas de la 
configuración. Una característica seleccionada se representa con una variable 
cuyo valor es verdadero, y una característica deseleccionada se representa con 
una variable cuyo valor es falso.  
Las restricciones que representan el modelo de características son analizadas 
con Alloy. Cuando estas restricciones son irresolubles, entonces el modelo de 
características es vacío y cuando las restricciones del modelo de características 
son resolubles, pero unidas con las restricciones de la configuración son 
irresolubles, entonces la configuración es inválida. 
Para identificar una causa que origina estos defectos, el método toma el conjunto 
de restricciones irresoluble que representa el modelo vacío o la configuración 
inválida e identifica un “unsatisfiable core” de este programa de restricciones 
irresoluble. Esto es, un conjunto irresoluble como el presentado en la Subsección 
2.9, pero que no es necesariamente mínimo. Para ello el método obtiene 
automáticamente del conjunto de restricciones irresoluble un subconjunto de 
restricciones que representa un subgrafo del modelo de características. Luego, el 
método verifica si el subconjunto es o no resoluble. Si el subconjunto es resoluble, 
entonces se descarta y se selecciona otro subconjunto, mientras que si es 
irresoluble entonces es un “unsatisfiable core” que se presenta al diseñador del 
modelo de características para que lo corrija.  
La selección de los subconjuntos del modelo depende de una heurística 
propuesta por el autor que considera que un “unsatisfiable core” siempre está 
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formado por alguna restricción que represente dependencias de inclusión y/o 
exclusión. 
B. Determinación de las causas: en esta propuesta una causa corresponden a un 
“unsatisfiables core” identificado, es decir al subconjunto de dependencias del 
modelo que al ser expresadas como restricciones con operadores booleanos son 
irresolubles. 
C. Limitaciones de la propuesta: el “unsatisfiable core” identificado por este 
método no es necesariamente mínimo por lo anterior, es posible que el método 
propuesto por Nakajima (2010) identifique en una causa dependencias que 
realmente no tienen relación con que el modelo de características sea vacío o 
tenga configuraciones inválidas. Además, si el programa de restricciones que 
representa el modelo de características tiene más de un subconjunto irresoluble, 
el usuario debe corregir todos los subconjuntos irresolubles para corregir el 
modelo de características. Sin embargo, dado que el método propuesto por 
Nakajima (2010) sólo identifica un subconjunto irresoluble que no es mínimo, es 
posible que cuando el diseñador del modelo intente corregir el defecto, modifique 
o elimine de la causa dependencias que no solucionen todos los subconjuntos 
irresolubles, y por lo tanto no se solucione el defecto para el que fue identificada 
la causa.  
D. Defectos soportados: modelos vacíos, configuraciones inválidas.  
 Noorian, Ensan, Bagheri, Boley, y Biletskiy (2011) 
A. Descripción: los autores proponen un framework basado en lógica descriptiva 
(Baader, Calvanese, McGuinness, Nardi, & Patel-Schneider, 2003) para: (i) 
Identificar si un modelo de características representado en formato SXFM7 
(Simple XML Feature Model) es vacío; (ii) identificar configuraciones inválidas 
derivadas del modelo de características; y (iii) proponer posibles correcciones.  
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El framework transforma automáticamente un modelo de características en 
formato SXFM a OWL-DL8. Luego, el framework usa el razonador ontológico 
Pellet (Sirin et al., 2007) para verificar si el archivo OWL-DL que representa el 
modelo de características es inconsistente. En ese caso el framework invoca la 
funcionalidad de Pellet para extraer subconjuntos mínimos de axiomas OWL que 
deben quitarse para volver el archivo OWL consistente (MCSes en los términos 
de esta tesis). Pellet obtiene los MCSes calculando los hitting sets mínimos de 
todos los mínimos subconjuntos conflictivos (MUSes en los términos de esta 
tesis). El framework presenta al usuario los MCSes como recomendaciones de 
corrección.  
Para sugerir correcciones en el caso de configuraciones inválidas la propuesta 
usa el mismo proceso: Primero crea un archivo OWL-DL que represente la 
configuración a analizar, luego con Pellet verifica si la configuración es inválida y 
usa la funcionalidad de Pellet para obtener los MCSes de la configuración. Los 
autores automatizaron su propuesta en un plugin de Eclipse. 
B. Determinación de las causas: Pellet obtiene los subconjuntos mínimos 
conflictivos (MUSes) que explican por qué un archivo OWL-DL es inconsistente y 
todos los axiomas que deben quitarse del archivo para OWL-DL para hacerlo 
consistente (MCSes).Sin embargo, Noorian et al. (2011) solamente usan los 
MCSes para proponer correcciones.  
C. Limitaciones de la propuesta: esta propuesta identifica correcciones para 
modelos vacíos y configuraciones inválidas, pero no considera otros defectos 
como las características muertas, las falsas características opcionales, las 
redundancias, o los falsos modelos de líneas de productos. Además, las 
correcciones se presentan en OWL-DL puro, por lo que son difíciles de entender 
para el diseñador del modelo de características de hecho, los autores proponen 
como trabajo futuro modificar su propuesta para que las correcciones 
identificadas se presenten en términos del modelo de características. En cuanto a 
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las causas, aunque Pellet identifica los MUSes, este trabajo no aprovecha esa 
funcionalidad para identificar las causas que explican por qué un modelo de 
características es vacío o una configuración es inválida.  
D. Defectos soportados: modelos vacíos, configuraciones inválidas.  
 Thüm, Kastner, Benduhn, Meinicke, y Saak, (2012) 
A. Descripción: los autores proponen Feature IDE, un framework que está 
orientado a soportar el desarrollo de software orientado a características (Feature-
Oriented Software Development FOSD). En FeatureIDE las dependencias de 
inclusión y exclusión del modelo de características se escriben en lógica 
proposicional, mientras que las relaciones obligatorias, opcionales y de 
agrupación se representan gráficamente con la estructura de árbol propuesta por 
Kang et al. (1990). Cuando el modelo de características es vacío, tiene falsas 
características opcionales o características muertas, el framework 
automáticamente identifica entre las dependencias de inclusión y exclusión en 
lógica los MCSes de tamaño 1 que corrigen cada defecto. Además, FeatureIDE 
presenta en cada dependencia expresada en lógica la lista de defectos del 
modelo que se corregirían al eliminar esa dependencia. La Figura 2-7 presenta 
una imagen de las correcciones identificadas por Feature IDE para un modelo de 
características cuya característica F3 es una falsa característica opcional. 
FeatureIDE señala de color amarillo las restricciones que deben eliminarse para 
corregir este defecto. Además, identifica con color rojo las falsas características 
opcionales y las características muertas.  
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Figura 2-7. Identificación de correcciones en FeatureIDE 
 
B. Determinación de las causas: FeatureIDE identifica algunas correcciones que 
eliminan del modelo de características y presentan estas dependencias como las 
causas de los defectos. Para la diferencia que se hace del término causa y 
corrección en esta tesis, Feature IDE identifica correcciones y no causas. 
C. Limitaciones de la propuesta: este framework identifica dependencias 
transversales del modelo de características que al eliminarse corrigen un defecto. 
Sin embargo la identificación no es completa. Si corregir un defecto requiere 
eliminar más de una dependencia, FeatureIDE no identificará ninguna corrección 
posible para ese defecto. Además FeatureIDE no explica por qué las correcciones 
propuestas (llamadas por ellos causas) corrigen el defecto, esta información debe 
deducirla el diseñador del modelo de características por el mismo.  
D. Defectos soportados: características muertas, falsas características opcionales, 
modelos vacíos. 
 Felfernig, Benavides, Galindo, & Reinfrank (2013) 
A. Descripción: los autores proponen un método para explicar modelos vacíos, 
características muertas y falsas características opcionales en modelos de 
características expresados en la notación FODA (Kang et al., 1990). Una 
explicación consiste en identificar un subconjunto mínimo de dependencias del 
modelo de características que deben ser adaptadas o eliminadas para que el 
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modelo de características permita derivar al menos una configuración. Cada 
explicación es identificada aplicando el algoritmo FastDiag, propuesto por 
Felfernig et al. en el 2012 y que fue presentado en la Subsección 2.2.1 de este 
capítulo.  
B. Determinación de las causas: este trabajo permite identificar todas las 
correcciones disponibles en modelos de características expresados con la 
notación FODA, pero no identifica las causas que originan cada defecto. 
C. Limitaciones de la propuesta: este trabajo no explica por qué las correcciones 
propuestas (llamadas por ellos explicaciones) corrigen el defecto, sino que la 
causa debe deducirla el diseñador del modelo de características por él mismo. 
Además, no soportan modelos de características con cardinalidades, ni analizan 
defectos como las redundancias, o los falsos modelos de líneas de productos.  
D. Defectos soportados: características muertas, falsas características opcionales, 
modelos vacíos.  
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En la primera parte de este capítulo se presentaron los conceptos necesarios para 
facilitar la comprensión del problema de investigación abordado en esta tesis. Luego en 
la segunda parte, se presentaron diferentes trabajos que tratan con la identificación de 
causas y/o correcciones de defectos. Estos trabajos fueron analizados a la luz de 5 
preguntas de investigación que fueron presentadas cuando se inició la revisión de la 
literatura (Sección 2.2). A continuación, para concluir el capítulo se responde cada una 
de las preguntas. 
1. ¿Qué es identificar las causas de los defectos según los trabajos 
desarrollados en la programación de restricciones, la ingeniería de software, 
y la ingeniería de líneas de productos? 
En los trabajos analizados en la revisión de la literatura no existe una definición explicita 
de la palabra causa. Sin embargo, a partir de lo analizado se puede concluir que para 
algunos trabajos identificar las causas consiste en identificar los elementos que 
quebrantaron reglas definidas en el modelo (Castro et al., 2011; Egyed, 2007; Osman et 
al., 2008; H. Wang et al., 2007). Otros trabajos consideran que identificar las causas es 
almacenar un historial de los elementos que han intervenido en el modelo, para luego del 
historial obtener los elementos que causaron el defecto (Batory, 2005; Jussien & 
Barichard, 2000). Otras propuestas identifican las causas como los subconjuntos de 
elementos del modelo analizado que originan un defecto (Bailey & Stuckey, 2005; Junker, 
2004; Liffiton & Sakallah, 2008; Nakajima, 2010; Sun et al., 2005).  
Es importante resaltar que algunos trabajos usan la palabra explicación, para referirse a 
un subconjunto de elementos del modelo defectuoso que deben ser eliminados o 
modificados para corregir un defecto (Felfernig et al., 2013; Felfernig, Schubert, Mandl, 
Friedrich, & Teppan, 2010; Groce et al., 2006; O’Sullivan et al., 2007; Trinidad, 
Benavides, Duran, et al., 2008; Trinidad & Ruiz-Cortés, 2009). Esa misma definición es la 
que se da en el marco de esta tesis para la palabra corrección. Por lo anterior, estos 
trabajos que identifican explicaciones, en los términos de esta propuesta identifican 
correcciones y no causas.  
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En el diccionario la definición de explicación es “manifestar o revelar la causa de algo”. 
Para evitar ambigüedades con la definición del diccionario, en esta tesis se diferencia el 
término corrección y causa como dos conceptos diferentes y se usa la palabra 
explicación para referirse a la identificación de una causa y no de una corrección. 
2. ¿Cómo se identifican las causas de los defectos en la programación de 
restricciones, la ingeniería de software, y en la ingeniería de líneas de 
productos? 
La identificación de causas y por lo que se encontró en el punto anterior, correcciones de 
defectos se ha abordado de diferentes maneras en la literatura. La Tabla 2-3 clasifica los 
trabajos analizados de acuerdo a alguno de los siguientes criterios de clasificación:  
 Criterio 1: trabajos que identifican las causas o correcciones a partir de la 
definición de reglas. 
 Criterio 2: trabajos que identifican causas o correcciones con el análisis de 
contraejemplos. 
 Criterio 3: trabajos que analizan un historial de elementos a partir del cual se 
identifican elementos que causan defectos en el modelo. 
 Criterio 4: trabajos que identifican subconjuntos irresolubles del modelo que no 
son necesariamente mínimos. 
 Criterio 5: trabajos que identifican mínimos subconjuntos irresolubles y mínimos 
subconjuntos corrección.  
En ingeniería de software hay 1 trabajo clasificado en cada criterio con excepción del 
cuarto criterio. En cuanto a los trabajos desarrollados en el área de la programación de 
restricciones existen trabajos del criterio dos al criterio cinco. Finalmente para la 
ingeniería de líneas de productos existen trabajos en todos los criterios. 
Luego de la revisión, se encuentra que los trabajos que identifican tanto MUSes como 
MCSes en programas de restricciones irresolubles son una solución que podría ser 
también aplicable a la ingeniería de líneas de productos, pues:  
 Identifican tanto los elementos de los modelos que causan el defecto como 
posibles correcciones. 
 No presentan información irrelevante para el análisis y corrección del defecto: 
Estos trabajos garantizan que cada causa y corrección es un subconjunto mínimo. 
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 Tratan con programas de restricciones y estos pueden ser usados para analizar 
modelos de características (Benavides, Trinidad, et al., 2005; Mazo, Salinesi, 
Diaz, Djebbi, et al., 2011; White et al., 2010, 2008). 
Tabla 2-3. Clasificación trabajos que identifican causas/correcciones de defectos en la 
programación de restricciones, la ingeniería de software y la ingeniería de líneas de productos 
Criterios de clasificación Trabajos Análisis 
Definen un conjunto de reglas. 
Identifican y explican las 
causas de los defectos de 
acuerdo a las reglas definidas 
(Egyed, 2007) 
(H. Wang et al., 2007) 
(Castro et al., 2011) 
(Osman et al., 2008) 
En estos trabajos la completitud de la 
solución es díficil de garantizar, pues se 
deben definir reglas que identifiquen 
todos los casos que causan el defecto. 
Además son métodos no genéricos, ya 
que las reglas dependen del lenguaje o 
notación. Esta aproximación facilita 
construir explicaciones en lenguaje 
natural, pues se conocen de antemano 
los casos que pueden generar un 
defecto. 
Identifican contraejemplos sin 
defectos cercanos al modelo 
defectuoso. Las correcciones 
de los defectos son las 
diferencias entre el 
contraejemplo y el modelo 
defectuoso. 
(Groce et al., 2006) 
(White et al., 2010) 
Las correcciones identificadas 
dependen del contraejemplo generado. 
En el caso de varios defectos, se 
dificulta la identificación de 
correcciones que corrijan varios 
defectos al tiempo (si la hay). 
Almacenan un historial de 
justificaciones a partir del cual 
se puede obtener la causa del 
defecto 
(Jussien & Barichard, 2000) 
(Batory, 2005) 
El historial tendrá información que es 
irrelevante para el defecto que se 
analiza, lo que dificulta el análisis de las 
causas y las correcciones. Además, a 
partir del historial no se pueden deducir 
todas las causas que originan un 
defecto, sino solamente las que fueron 
almacenadas. Por lo tanto los 
elementos que generen defectos y no 
estén en el historial no serán 
detectados. 
Identifican subconjuntos 
irresolubles que contienen 
elementos que generan 
defectos en el modelo. Las 
causas del defecto son los 
conjuntos irresolubles. 
(Sun et al., 2005) 
(Nakajima, 2010) 
Como en el caso de los trabajos que 
almacenan un historial, si los conjuntos 
irresolubles identificados no son 
mínimos contendrán información que 
es irrelevante para el defecto que se 
analiza. Un defecto puede ser causado 
por más de un conjunto irresoluble. 
Conocer algunos conjuntos irresolubles 
y corregirlos no garantiza que el 
defecto sea eliminado. De hecho, hasta 
que no se corrijan todos los conjuntos 
irresolubles el defecto no desaparecerá 
(Liffiton & Sakallah, 2008; O’Sullivan et 
al., 2007). 
Identifican subconjuntos Sólo MCSes tamaño 1 Los trabajos que identifican MUSes y/o 
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3. ¿Para qué defectos de los modelos de características se han identificado las 
causas? 
La Tabla 2-4 presenta los defectos para los que se han identificado causas o 
correcciones en ingeniería de líneas de productos. De acuerdo a la revisión, ningún 
trabajo ha identificado tanto las causas que originan los defectos como las correcciones. 
De hecho, la mayoría de trabajos desarrollados en la ingeniería de dominio identifican 
correcciones pero no causas. Adicionalmente, ningún trabajo identifica las causas y/o 
correcciones para los defectos de falsos modelos de línea de productos y redundancias.  
mínimos irresolubles (MUSes) 
y/o subconjuntos mínimos de 
corrección (MCSes) para 
identificar las causas o 
correcciones de un defecto. 
Las causas corresponden a 
los MUSes, y las correcciones 
a los MCSes. 
(Thüm et al., 2012) 
Sólo MCSes de menor 
cardinalidad 
(Trinidad, Benavides, Duran, et 
al., 2008) 
(Trinidad & Ruiz-Cortés, 2009) 
(Jose & Majumdar, 2011) 
(Lynce & Marques-Silva, 2011) 
MCSes iterativamente según 
preferencias el usuario 
(B. Wang et al., 2010) 
Todo los MCSes 
(Noorian et al., 2011) 
(Nöhrer et al., 2012) 
(Felfernig et al., 2012) 
(Felfernig et al., 2013) 
Iterativamente MUSes según 
preferencias del usuario 
(Junker, 2004) 
Todos los MCSes y todos los 
MUSes 
(Bailey & Stuckey, 2005) 
(Liffiton & Sakallah, 2008) 
MCSes en programas de restricciones 
son genéricos, pues la programación 
de restricciones puede usarse para 
resolver problemas de satisfacción de 
restricciones de diferentes dominios 
(Jussien, 2003). Además, al garantizar 
que los MUSes y/o los MCSes son 
mínimos, estos trabajos no presentarán 
al usuario elementos que no estén 
relacionados con el defecto. 
Particularmente cuando se identifican 
todos los MCSes y todos los MUSes, el 
usuario conocerá todos los elementos 
que originan un defecto y todas las 
posibles correcciones. Sin embargo, 
identificar todos los MCSes y los 
MUSes puede ser lento para 
programas de restricciones grandes 
porque tanto la cantidad de MUSes 
como de MCSes es en el peor caso 
exponencial a la cantidad de 
restricciones del programa de 
restricciones (Liffiton & Sakallah, 2008) 
Estos trabajos están limitados a 
identificar las causas y las correcciones 
dentro de las restricciones del 
programa de restricciones. Por lo 
anterior, estos trabajos no identifican 
causas o correcciones que requieran 
en lugar de eliminar elementos, 
adicionar nuevos elementos al 
programa de restricciones (Jose & 
Majumdar, 2011). 
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Tabla 2-4. Defectos analizados en la ingeniería de líneas de productos 
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3. ¿Cuáles son las deficiencias de los trabajos que identifican causas de 
defectos en modelos de características? 
Luego de la revisión de la literatura, fueron identificadas cuatro deficiencias en los 
trabajos desarrollados en la ingeniería de líneas de productos para identificar causas 
de defectos en los modelos de características:  
(I) Los trabajos desarrollados en la ingeniería de aplicación no son aplicables 
directamente a la ingeniería de dominio. 
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(II) Los trabajos desarrollados en ingeniería de dominio identifican correcciones y 
no causas. 
(III) Ningún trabajo de la ingeniería de línea de productos identifica causas y 
correcciones al mismo tiempo. 
(IV) Existen defectos en la ingeniería de dominio para los que no se han 
identificado ni las causas ni las correcciones. 
A continuación se describe cada una:  
I. Los trabajos desarrollados en la ingeniería de aplicación no son aplicables 
directamente a la ingeniería de dominio  
Diferentes trabajos desarrollados en la ingeniería de aplicación identifican las 
causas que hacen que una configuración sea inválida. Sin embargo, esos trabajos 
suponen que el modelo de características en sí mismo no tiene defectos (White et 
al., 2010). Encontrar defectos por medio de la verificación de configuraciones, 
implica analizar todos los productos que pueden ser configurados a partir del 
modelo de línea de productos para garantizar que todos los defectos fueron 
detectados. Lo anterior es un enfoque ingenuo y computacionalmente costoso 
(Lauenroth et al., 2010; Mazo, Lopez-Herrejon, et al., 2011). 
II. Los trabajos desarrollados en ingeniería de dominio identifican 
correcciones y no causas 
De acuerdo a la diferencia que en este trabajo se hace de causa y corrección, en 
la ingeniería de dominio sólo el trabajo de Nakajima (2010) identifica en cada 
ejecución una causa que originan que un modelo de características sea vacío. Sin 
embargo, como se presentó anteriormente, Nakajima (2010) no garantiza que la 
causa identificada sean mínima, por lo que puede identificar dentro de la causa 
elementos irrelevantes que no se relacionan con que el modelo de características 
sea vacío. Además, el trabajo de Nakajima (2010) solamente identifica una causa 
en cada ejecución y no la colección completa de causas que originan el defecto. 
III. Ningún trabajo de la ingeniería de líneas de productos identifica causas y 
correcciones al mismo tiempo 
Ningún trabajo de la ingeniería de dominio o de la ingeniería de aplicación 
identifica tanto las causas de los defectos como las posibles correcciones. La 
revisión realizada indica que cuando los trabajos identifican solamente las causas, 
quien debe corregir el modelo puede entender el origen del defecto, pero debe 
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hacer la corrección sin guía. Esta es una tarea difícil pues cuando un modelo 
tiene defectos, esos defectos pueden ser originados por muchas causas y todas 
ellas deben ser corregidas para solucionar sus defectos. Por otra parte, cuando 
se conocen las correcciones pero no se conocen las causas, el usuario sabe 
cómo podría corregir los defectos, pero no conoce las causas que los originaron. 
Conocer las causas ayuda a entender por qué las correcciones identificadas 
solucionan los defectos del modelo de características, lo que podría ayudarle al 
diseñador del modelo de características a evitar los mismos defectos en otros 
modelos.  
IV. Existen defectos en la ingeniería de dominio para los que no se han 
identificado ni las causas ni las correcciones  
La Tabla 2-4 presenta los defectos para los que se han identificado causas o 
correcciones. Como se presentó en la pregunta 3, las redundancias y los falsos 
modelos de líneas de productos no han sido abordados por ninguno de los 
trabajos analizados.  
4. ¿Qué elementos debería considerar un método para identificar causas de 
defectos en modelos de características? 
De acuerdo a lo revisado en la literatura, se encuentra que un método que identifique las 
causas de defectos en modelos de características debería:  
I. Identificar tanto las causas como las correcciones para los defectos de la línea 
de productos. 
Las causas y las correcciones son conceptos complementarios. De una parte las 
causas permiten entender por qué se origina un defecto mientras que las 
correcciones indican cómo podría corregirse. 
II. Garantizar que las causas y las correcciones identificadas son mínimas. 
Cuando se analizan defectos en los modelos de características, no es útil para el 
diseñador del modelo que se le indique que todo el modelo es la causa del defecto, y 
que debería quitar todos los elementos para corregirlo (Benavides & Trinidad, 2006). 
Por lo anterior, tanto las causas como las correcciones deben presentar solamente 
elementos relevantes para el defecto analizado. 
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III. Diferenciar las causas y correcciones de cada defecto. 
Cada defecto puede ser originado, en el peor de los casos, por un número de causas 
que es exponencial a la cantidad de restricciones (Bailey & Stuckey, 2005; Liffiton & 
Sakallah, 2008). Debido a esto, es importante diferenciar en los modelos de 
características con diferentes defectos cuáles son las causas y las correcciones de 
cada defecto. También, para facilitar la corrección podría ser interesante identificar 
causas y correcciones comunes a varios defectos. 
IV. Ser semiautomático o automático. 
La identificación de las causas y las correcciones es una tarea propensa a errores si 
se hace manualmente, ya que a medida que incrementan las dependencias del 
modelo de características esta identificación se hace más compleja (Batory, 2005; 
Benavides & Trinidad, 2006; Trinidad, Benavides, Duran, et al., 2008). Por lo tanto, se 
requiere de un método que haga automáticamente esta identificación. 
V. Ser completo. 
Identificar algunas causas podría ser insuficiente para entender los defectos del 
modelo ya que cada defecto puede ser originado por diferentes causas y todas deben 
ser corregidas para solucionarlo. Así mismo, cuando se identifican solamente algunas 
correcciones, no es claro para el usuario si existen otras alternativas que se adapten 





3. Solución propuesta 
En el capítulo anterior fueron presentadas las principales limitaciones de los trabajos 
relacionados con la identificación de causas y correcciones de defectos en los modelos 
de características. En este capítulo, se presenta el método propuesto para identificar y 
clasificar las causas y correcciones de los defectos en los modelos de características que 
representan líneas de productos.  
El método propuesto busca ayudar a los diseñadores de las líneas de productos durante 
la ingeniería de dominio. Concretamente, este método facilita que los diseñadores de los 
modelos de características centren su atención en garantizar que los modelos 
representen correctamente el dominio de la línea de productos, en lugar de invertir 
tiempo en la identificación de causas y correcciones cuando el modelo tiene defectos. De 
hecho, al utilizar este método el diseñador del modelo ingresa el modelo de 
características que desea analizar y como resultado obtiene: (i) los defectos del modelo, 
junto con las causas y correcciones que originan cada defecto, (ii) la clasificación de las 
causas y correcciones comunes a más de un defecto y (iii) la clasificación de las causas 
y correcciones que solamente se identifican en un defecto.  
Adicionalmente, el método propuesto soluciona las limitaciones identificadas en la 
literatura, en cuanto a identificación de causas y correcciones de defectos, gracias a las 
siguientes características: 
1. Identifica tanto las causas como las correcciones para los defectos de modelos 
vacíos, falso modelo de líneas de productos, características muertas, falsas 
características opcionales y redundancias. 
2. Identifica para cada defecto del modelo todas las causas y correcciones que se 
pueden obtener con la eliminación de dependencias del modelo de 
características.  
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3. Es flexible, pues permite identificar las causas y correcciones con varios niveles 
de detalle. En particular, el método permite identificar todas las causas y 
correcciones, o identificar solamente las correcciones de menor tamaño, y 
algunas de las causas. 
4. Integra en una sola solución, la identificación de los defectos de los modelos, la 
identificación de las causas de los defectos y la identificación de las correcciones. 
5. Garantiza que las causas y las correcciones identificadas sean mínimas. 
6. Diferencia las causas y correcciones de cada defecto y además las clasifica en 
comunes y no comunes. Una causa es común si explica más de un defecto y una 
corrección es común si soluciona más de un defecto del modelo. Por el contrario 
si una causa explica únicamente un defecto o la corrección soluciona únicamente 
un defecto, entonces son no comunes. 
7. Es sistemático y por lo tanto puede llevarse a cabo con un computador mediante 
un proceso automático.  
Este capítulo está organizado como sigue: la Sección 3.1 presenta el ejemplo de 
aplicación que será utilizado en el resto del capítulo. A continuación, la Sección 3.2 
presenta una visión general del método propuesto. Luego, de la Sección 3.3 a la 
Sección 3.8 se presentan los diferentes pasos del método propuesto. Para terminar, 
la Sección 3.9 concluye el capítulo.  
3.1 Ejemplo de aplicación – Modelo de características 
para sitios web 
Una línea de productos de sitios web es una solución para desarrollar rápidamente 
nuevos sitios web, a partir de sus características comunes y variables. La Figura 3-1 
presenta una versión adaptada del modelo de características de sitios web propuesto por 
Mendoça et al. (2008). Para ilustrar los defectos que se tratan en esta tesis, se simplificó 
el modelo original y le fueron introducidos algunos defectos. Estos defectos se 
presentarán en detalle en el capítulo de validación. 
La adaptación del modelo de características de sitios web tiene características 
importantes: el Rendimiento, los Servicios Adicionales y el Servidor Web (ver Figura 3-1). 
El Rendimiento, puede estar dado en Milisegundos, Segundos o Minutos, según la 
característica que sea seleccionada. Los Servicios Adicionales disponibles son: 
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Búsquedas de información en el sitio, Estadísticas de visitas, Reportes y Banners. Los 
Banners son siempre imágenes y opcionalmente animaciones en Flash. Si un sitio web 
tiene Servicios Adicionales, entonces también tendrá Reportes y Banners. En cuanto a la 
característica Servidor Web, ésta agrupa el Contenido del sitio web, los Protocolos de 
transferencia y la capacidad de Registro. El Contenido es Estático, sin embargo, los sitios 
web derivados, de manera opcional pueden tener contenido Dinámico en PHP, JSP o 
ASP. En cuanto a los Protocolos de transferencia, el modelo de características cuenta 
con los protocolos HTTPS y FTP. En una configuración, pueden seleccionarse algunos 
de los dos protocolos o ambos al mismo tiempo. Opcionalmente, los sitios web derivados 
de esta LP soportan el Registro de información (Logs), lo cual es útil para auditar las 
acciones de los usuarios en el sitio web. En este caso, el registro es almacenado en 
Archivos externos o dentro de una Base de datos. 
Existen otras dependencias que limitan las combinaciones de características que 
generan productos válidos en este modelo de características. Por ejemplo, cuando un 
sitio web soporta el Registro de información en Archivos, entonces requiere el protocolo 
FTP (ver dependencia D25); y no es posible que un sitio web tenga un Rendimiento en 
Milisegundos si soporta el protocolo HTTPS (ver dependencia D22). 
 
















3.2 Presentación del método propuesto 
Esta tesis tiene como hipótesis que las causas de los defectos corresponden a 
subconjuntos mínimos de dependencias contradictorias del modelo de características. En 
el área de la programación de restricciones, la identificación de subconjuntos 
contradictorios se conoce como la identificación de MUSes. Cada MUS es un 
subconjunto de restricciones irresoluble que no se puede hacer más pequeño sin que se 
vuelva resoluble (Bailey & Stuckey, 2005; Liffiton & Sakallah, 2008) (ver Definición 2-1). 
La presencia de un MUS en un programa de restricciones, hace que el programa sea 
irresoluble. En esta tesis se considera que cada MUS es una causa que origina un 
defecto. Si al corregir cada MUS en los programas de restricciones irresolubles, el 
programa de restricciones se vuelve resoluble, entonces al corregir cada MUS de un 
modelo de características se corregirán sus defectos. 
Existe una dualidad entre los MUSes y otros subconjuntos de los programas de 
restricciones llamados MCSes. Los MCSes son subconjuntos mínimos de restricciones 
que pertenecen a un conjunto de restricciones irresoluble y que al eliminarse lo vuelven 
resoluble (ver Definición 2-2). Cada MCS sirve para corregir los MUSes de un programa 
de restricciones, y en esta tesis cada MCS corresponde a la corrección de un defecto del 
modelo de características. 
El método que se presenta en este capítulo aprovecha la dualidad entre MCSes y MUSes 
para identificar no sólo las causas (MUSes) de los defectos considerados sino también 
las correcciones (MCSes) de estos defectos. Si bien para analizar los defectos 
habitualmente primero se identificarían las causas y luego las correcciones, el método 
propuesto identifica primero las correcciones y luego las causas. Fue invertido el orden 
de los pasos pues es más sencillo identificar el conjunto completo de MCSes que el 
conjunto completo de MUSes, es decir el método primero obtiene las correcciones de un 
defecto y luego sus causas. Esto es posible gracias a la dualidad entre MUSes y MCSes 
explicada en detalle en la Subsección 2.1.11. Esta dualidad permite obtener el conjunto 
completo de los MUSes con el cálculo de los hitting sets mínimos del conjunto completo 
de los MCSes y viceversa. Identificar los MUSes a partir del conjunto de MCSes no es 
nuevo. De hecho, Bailey y Stuckey (2005) y Liffiton y Sakallah (2008) en el área de la 
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programación de restricciones identificaron también el conjunto de MUSes de un 
programa de restricciones irresoluble a partir del conjunto completo de sus MCSes. 
En cuanto a usar los conceptos de MCSes y MUSes en la ingeniería de líneas de 
productos, el resultado del análisis de la literatura permite concluir que en esta área es 
novedoso usar MUSes para identificar las causas y MCSes para identificar las 
correcciones de los defectos de los modelos de características. 
La Figura 3-2 presenta el diagrama de procesos del método propuesto. Como se puede 
observar en la figura, el método inicia cuando el diseñador de los modelos de 
características desea analizar un modelo. En ese caso, el diseñador le ingresa al método 
el modelo de características que será analizado y el método entrega como resultado los 
defectos del modelo de características, sus causas y correcciones, (ii) las causas y 
correcciones comunes a más de un defecto; y (iii) las causas y correcciones no comunes. 
El método está compuesto por seis pasos principales: (i) transformar el modelo, (ii) 
verificar los defectos, (iii) identificar las correcciones de cada defecto, (iv) identificar las 
causas de cada defecto, (v) identificar causas y correcciones y (vi) clasificar las causas y 
correcciones. Además, el método tiene un séptimo paso que se encarga de mostrar los 
resultados obtenidos. Todos esos pasos pueden llevarse a cabo con un computador 
como se presentará en el Capítulo 4. 
El primer paso del método (Transformar modelo) recibe el modelo de características que 
se va a analizar y lo transforma para obtener un nuevo modelo llamado modelo 
transformado. El modelo transformado toma del modelo de características, el conjunto de 
características y el conjunto de dependencias, y almacena para cada dependencia su 
representación en restricciones y su representación en lenguaje natural (ver Sección 3.3). 
El modelo transformado sirve como entrada para los pasos en los que se identifican los 
defectos y se identifican las correcciones.  
En el segundo paso (Identificar defectos), el método obtiene los defectos para los cuales 
se identificarán las causas y correcciones. Para ello, este paso recibe el modelo 
transformado y aplica un conjunto de algoritmos propuestos por Salinesi y Mazo (2012) 
para verificar si el modelo de características tiene defectos. Los algoritmos deben 
aplicarse a programas de restricciones. Por esta razón, en este paso con la información 
del modelo transformado se construyen programas de restricciones para los que se 
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aplican los algoritmos. Como resultado, este paso identifica los defectos del modelo de 
características (ver Sección 3.4).  
En el tercer paso (Identificar correcciones), el método identifica las correcciones de los 
defectos detectados en el paso 2 (Identificar defectos). El concepto de los MCSes se 
aplica para programas de restricciones irresolubles. Por esta razón, este tercer paso 
toma como entrada el modelo transformado y un defecto a analizar y crea un programa 
de restricciones irresoluble, al cual le identifica los MCSes, es decir las correcciones. 
Como resultado de este paso se obtienen los MCSes de cada defecto del modelo de 
características (ver Sección 3.5).  
En el cuarto paso (Identificar causas), el método identifica los MUSes, es decir las 
causas de cada defecto. Para ello, se obtiene el conjunto de hitting sets mínimos de la 
colección de MCSes de cada defecto obtenidos en el paso 3 (Identificar correcciones) 
(ver Sección 3.6).  
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En el quinto paso (Identificar causas y correcciones), con el fin de identificar las causas y 
correcciones de cada defecto, el método invoca los pasos 3 y 4 (Identificar Correcciones 
e Identificar Causas), tantas veces como defectos tenga el modelo. Este paso controla si 
la identificación de las causas y correcciones será completa o parcial, dependiendo de 
las preferencias del usuario. Si la identificación es completa, entonces se identificarán 
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todas las causas y correcciones de cada defecto, mientras que si la identificación es 
parcial, únicamente se identificarán para cada defecto las correcciones de menor tamaño 
y algunas de sus causas (ver Sección 3.7). El diagrama de procesos de la Figura 3-2 
presenta la secuencia de pasos y de datos del método, cuando la identificación es 
completa, mientras que el diagrama de procesos de la Figura 3-7, presentado en la 
Sección 3.7, muestra la secuencia de pasos y de datos cuando la identificación es 
parcial. 
En el sexto paso (Clasificar causas y correcciones), cuando el método identificó los 
MCSes y los MUSes de todos los defectos del modelo, los MCSes y los MUSes se 
clasifican en comunes y no comunes. Con esta clasificación, si un MCS o un MUS existe 
para más de un defecto, entonces es común, mientras que si solamente existe en un solo 
defecto es no común. Esta clasificación es útil para el diseñador del modelo, porque le 
permite detectar cuáles subconjuntos de dependencias del modelo están originando más 
de un defecto y cuáles subconjuntos de dependencias corrigen más de un defecto (ver 
Sección 3.8). 
Finalmente, en el séptimo paso, el método presenta al diseñador del modelo de 
características (i) los defectos del modelo, sus causas y correcciones, (ii) las causas y 
correcciones comunes a más de un defecto y (iii) las causas y correcciones no comunes.  
3.3 Paso 1. Transformar modelo 
La representación gráfica de los modelos de características no permite razonar sobre 
ellos. Por esta razón, los modelos de características son transformados a lenguajes 
matemáticos que pueden ser ejecutados por un solver (Batory, 2005; Benavides, Ruiz-
Cortés, & Trinidad, 2005; Benavides, Segura, & Ruiz-Cortés, 2010; Salinesi, Mazo, & 
Diaz, 2010). Los programas de restricciones, son una representación matemática que 
permite representar la semántica de los modelos de características y que puede ser 
ejecutada por un solver (Mazo, Salinesi, Diaz, Djebbi, et al., 2011). 
El método propuesto requiere analizar los modelos de características y para ello los 
transforma en programas de restricciones. Para facilitar esta transformación, en este 
paso del método, se construye un nuevo modelo llamado modelo transformado. Este 
modelo es una representación que almacena el conjunto de características y de 
dependencias del modelo de características que será analizado con el método. Además, 
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en el modelo transformado se almacena para cada dependencia su correspondiente 
representación en restricciones y su descripción en lenguaje natural. Luego, en los pasos 
de Identificar defectos e Identificar correcciones, se construyen programas de 
restricciones, a partir del modelo transformado creado en este paso. 
La representación en restricciones almacenada en el modelo transformado de cada 
dependencia se obtiene aplicando las reglas de transformación propuestas por Mazo et 
al. (2011) y presentadas en la segunda columna de la Tabla 3-1. Estas restricciones se 
resuelven en un solver para variables de dominio entero y finito, como por ejemplo GNU 
Prolog (Diaz & Codognet, 2001) o SWI Prolog (Wielemaker, 2012). Así mismo, la 
descripción en lenguaje natural de cada dependencia, se obtiene aplicando, según el tipo 
de dependencia, el texto de la plantilla presentada en la cuarta columna de la Tabla 3-1.  
Cualquier programa de restricciones que represente un modelo de características tendrá 
una restricción que obligue a la característica raíz del modelo a estar presente en 
cualquier producto derivado de la línea de productos (Mazo et al., 2011). Esta restricción 
se presenta en la primera fila de la Tabla 3-1. Los programas de restricciones creados a 
partir del modelo transformado en los pasos de Identificar defectos e Identificar 
correcciones están formados por:  
(i) variables: corresponden a las características del modelo de características 
almacenadas en el modelo transformado. Cada variable tiene un dominio que 
corresponde a los valores que podía tomar. En este trabajo, para los programas 
de restricciones que representan modelos de características el dominio de cada 
variable es uno (1) o cero (0).  
(ii) restricciones: las restricciones restringen los valores del dominio que las 
variables pueden tomar (Rossi et al., 2006). En el caso de los programas de 
restricciones que representan modelos de características, las restricciones son el 
conjunto de dependencias del modelo de características expresadas en términos 
de restricciones. Estas restricciones se obtienen del modelo transformado. 




Tabla 3-1. Representación de las dependencias de los modelos de características en forma de restricciones y en lenguaje natural 
Tipo de 
dependencia 
Representación en restricciones 
(Basado en Mazo et al., 2011) 
Explicación representación en restricciones 
1= la variable es seleccionada 
0= la variable es deseleccionada 
Representación en lenguaje 
natural 
-- Raíz = 1 
La característica raíz debe ser seleccionada, es 
decir debe tener el valor de uno (1) en cualquier 
producto derivado de la línea de productos 
Raíz del modelo: Raíz 
Obligatoria Padre ⇔ Hija 
Esta restricción representa la semántica de las 
dependencias obligatorias pues la restricción 
únicamente se satisface cuando la variable que 
representa la característica Padre toma el valor 
de uno y la variable que representa la 
característica Hija también toma el valor de 
uno, o cuando la variable que representa la 
característica Padre toma el valor de cero, y la 
variable que representa la característica Hija 
también toma el valor de cero. Es decir, si la 
característica padre es seleccionada la 
característica hija debe ser seleccionada, y si la 
característica padre no es seleccionada, la 
característica hija tampoco es seleccionada. 
Dependencia obligatoria entre 
característica Padre y 
característica Hija 
Opcional 
Hija ≤ Padre 
Que es equivalente a 
Padre ≥ Hija 
Esta restricción representa la semántica de las 
dependencias opcionales pues la restricción se 
satisface cuando:  
 la variable que representa la característica 
padre toma el valor de uno y la variable que 
representa la característica hija toma el 
valor de cero o de uno.  
 la variable que representa la característica 
padre toma el valor de cero y la variable 
que representa la característica hija toma el 
valor de cero.  
Es decir, esta restricción se satisface cuando se 
selecciona la característica padre y 
opcionalmente se selecciona la característica 
hija, o cuando ni la característica padre ni la 
característica hija son seleccionadas. 
Dependencia opcional entre 
característica Padre y 
característica Hija 





Representación en restricciones 
(Basado en Mazo et al., 2011) 
Explicación representación en restricciones 
1= la variable es seleccionada 
0= la variable es deseleccionada 




              
 
   
 
Donde m es la cardinalidad inferior, y n la 
cardinalidad superior. P es la característica 
padre. Ci es cada una de las características 
que pertenecen a la cardinalidad grupal y k 
es la cantidad de características que 
pertenecen a la cardinalidad grupal. Esta 
expresión se convierte en dos restricciones, 
una para la cardinalidad superior y otra para 
la cardinalidad inferior. Por ejemplo, para la 
característica Dinámico del caso de 
aplicación (Figura 3-1), las restricciones 
son: 
ASP + PHP + JSP ≤ 3 * Dinamico y 
1 * Dinamico ≤ ASP + PHP+ JSP 
Estas restricciones se explicarán con un 
ejemplo.  
Las siguientes son las restricciones que 
representan la cardinalidad grupal D18 de la 
Figura 3-1 
ASP + PHP + JSP ≤ 3 * Dinamico 
1 * Dinamico ≤ ASP + PHP + JSP 
 
Para satisfacer ambas restricciones, las 
variables que hacen parte de las restricciones 
pueden tomar alguna de las siguientes cuatro 
combinaciones de valores. Cualquier otra 
combinación no satisface las restricciones que 
representan la cardinalidad grupal.  
1. Dinámico =1, ASP=1, PHP=0, JSP=0 
2. Dinámico =1, ASP=1, PHP=1, JSP=0 
3. Dinámico =1, ASP=1, PHP=1, JSP=1 
4. Dinámico =0, ASP=0, PHP=0, JSP=0 
Estas combinaciones de valores satisfacen las 
dos restricciones pues al reemplazar las 
variables por valores, las restricciones se 
satisfacen. Así por ejemplo, al reemplazar las 
variables con los valores de la combinación 1, 
las restricciones resultantes son: 
1 + 0 + 0 ≤ 3 * 1 
1 * 1 ≤ 1 + 0 + 0 
Al resolver las operaciones de estas 
restricciones, el resultado para la primera 
restricción es que uno es menor o igual a tres, lo 
cual es cierto, mientras que para la segunda 
restricción es que uno es menor o igual a uno 
que también es cierto.  
Si se analizan las cuatro combinaciones de 
valores posibles se encuentra que las 








Representación en restricciones 
(Basado en Mazo et al., 2011) 
Explicación representación en restricciones 
1= la variable es seleccionada 
0= la variable es deseleccionada 
Representación en lenguaje 
natural 
restricciones cumplen con la semántica de la 
cardinalidad grupal D18 pues:  
 Si la característica padre (Dinámico) no se 
selecciona sus características hijas (ASP, 
PHP, JSP) tampoco pueden ser 
seleccionadas.  
 La cardinalidad inferior de la dependencia 
es uno y la cardinalidad superior es 3. Por 
esta razón, las restricciones que 
representan la dependencia son 
satisfechas si la característica padre es 
seleccionada y, al menos una de las 
características hijas y máximo las tres 




la cual es equivalente en restricciones 
aritméticas sobre variables Booleanas a 
(1 - CaracterisRequiere) + 
CaracterisRequerida ≥ 0 
Dado que ( 1 – variable), es la manera de 
negar una variable cuyo dominio es 0 ó 1 
Esta restricción se explicará con un ejemplo  
La siguiente es la restricción que representa la 
dependencia requerida D21 de la Figura 3-1 
(1 – Reportes)+ Milisegundos> 0 
Para satisfacer esta restricción, las variables 
Reportes y Milisegundos pueden tomar 
alguna de las siguientes tres combinaciones de 
valores.  
1. Reportes =1, Milisegundos =1  
2. Reportes =0, Milisegundos =1  
2. Reportes =0, Milisegundos =0 
 
Si se reemplazan las variables de la restricción 
por valores, como por ejemplo los de la 
combinación 1, la restricción resultante es:  
(1- 1) + 1> 0 
Al resolver esta restricción, el resultado es que 
uno es mayor a cero, lo cual es cierto. 
Si se analizan las tres combinaciones de 
valores posibles, se encuentra que la restricción 
Dependencia transversal entre: 
CaracterisRequiere y 
CaracterisRequerida 





Representación en restricciones 
(Basado en Mazo et al., 2011) 
Explicación representación en restricciones 
1= la variable es seleccionada 
0= la variable es deseleccionada 
Representación en lenguaje 
natural 
que representa la dependencia D21 cumple con 
la semántica de las restricciones requeridas. En 
efecto, si la característica Reportes es 
seleccionada, entonces la característica 
Milisegundos es seleccionada, y la 
característica Milisegundos puede ser 
seleccionada sin que la característica Reportes 




la cual es equivalente en restricciones 
aritméticas sobre variables Booleanas a 
(1 - CaracterisExclusion1) + 
(1- CaracterisExclusion2) ≥ 0 
La siguiente es la restricción que representa la 
dependencia de exclusión D22 de la Figura 3-1 
(1 – HTTPS)+ ( 1- Milisegundos) > 0 
Cuando dos características se relacionan con 
una dependencia de exclusión es porque ambas 
características no pueden ser seleccionadas en 
un mismo producto.  
Una restricción de exclusión representa la 
semántica de las dependencias de exclusión 
pues no se satisface cuando sus dos variables 
tienen el valor de uno. Así por ejemplo, si la 
variable HTTPS toma el valor de uno, y la 
variable Milisegundos también toma el valor 
de uno, entonces la restricción resultante es 
igual a  
( 1-1) + (1-1) >0, es decir 0 >0 lo cual es falso.  
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Así por ejemplo, el Programa de restricciones 3-1 presenta un extracto de un programa 
de restricciones en GNU Prolog (Diaz & Codognet, 2001). Este programa de restricciones 
se construye en el paso 4: Identificar correcciones para identificar las correcciones de la 
característica muerta ASP del modelo de características de la Figura 3-1 
Programa de restricciones 3-1. Extracto modelo de características de sitios web expresado 
como un programa de restricciones en GNU Prolog 
 
La línea 1 es la cabeza del programa de restricciones y las líneas de la 2 a la 71 son el 
cuerpo. Este cuerpo está formado por la definición de las variables (líneas de la 2 a la 5), 
la definición del dominio finito de las variables, el cual es de 0 ó 1 (líneas de la 6 a la 9) y 
las restricciones que representan las dependencias del modelo de características (líneas 
de la 10 a la 70). Finalmente, la línea 71 invoca una función de GNU Prolog que recibe 
como parámetro de entrada la lista de las variables. Esta función asigna a cada variable, 
un valor dentro de su dominio para encontrar soluciones al programa de restricciones. Al 
ejecutar en GNU Prolog el programa de restricciones resultante, cada asignación de 
valores corresponde a un producto válido que puede ser derivado de la línea de 
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productos. Los valores son uno (“1”) si el producto tiene la característica y cero (“0”) si no 
la tiene. Si el solver no encuentra ninguna solución, entonces ese programa de 
restricciones es irresoluble. Es importante resaltar que el Programa de restricciones 3-1 
presenta únicamente una restricción de cada tipo de dependencia del modelo de 
características de la Figura 3-1, y el programa de restricciones completo se encuentra 
disponible en el Anexo B, Sección I. 
3.4 Paso 2. Identificar defectos 
Salinesi y Mazo (2012) proponen un conjunto de algoritmos de verificación los cuales 
identifican, en modelos de LP representados con restricciones, los siguientes defectos: 
modelos vacíos, falso modelo de LP, dominios no alcanzables, características muertas, 
falsas características opcionales y redundancias.  
En este paso, el método propuesto crea un programa de restricciones que representa el 
modelo de características de entrada, a partir del modelo transformado creado en la 
Sección 3.3. Luego, para este programa de restricciones, el método aplica los algoritmos 
de verificación propuestos por Salinesi y Mazo (2012), los cuales, de manera general, 
funcionan de la siguiente manera:  
 Modelo vacío: para identificar si el modelo de características es vacío, los 
autores proponen un algoritmo que pide al solver una solución al programa de 
restricciones creado. Si existe al menos una solución, entonces el modelo no es 
vacío, por el contrario, si el programa de restricciones es irresoluble, entonces el 
modelo de la LP es vacío.  
 Falso modelo de LP: para identificar falsos modelos de LP, los autores proponen 
un algoritmo que verifica si el programa de restricciones creado tiene al menos 
dos soluciones. Si es posible obtener dos soluciones o más, el modelo no es un 
falso modelo de LP, mientras que si no es posible obtener más de dos soluciones, 
entonces el modelo sí es un falso modelo de LP.  
 Características muertas, falsas características opcionales, dominios no 
alcanzables: para identificar características muertas, Salinesi y Mazo (2012) 
proponen un algoritmo que adiciona una restricción al programa de restricciones. 
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Esta restricción obliga a que la característica que se va a analizar tome el valor de 
uno (1). Luego el algoritmo pide al solver una solución válida para el programa de 
restricciones resultante. Si la característica es muerta, el programa de 
restricciones será irresoluble, mientras que si la característica no es muerta, 
entonces se podrá derivar al menos un producto del programa de restricciones 
resultante. De manera similar, para falsas características opcionales, Salinesi y 
Mazo (2012) proponen un algoritmo que adiciona una restricción al programa de 
restricciones. Esta restricción obliga a que la supuesta falsa característica 
opcional que se va a analizar tome el valor de cero (0), luego el algoritmo pide al 
solver una solución. Si la característica es falsa opcional, el programa de 
restricciones será irresoluble. Esta misma filosofía se aplica para los dominios no 
alcanzables, el algoritmo propuesto por Salinesi y Mazo (2012) crea, por cada 
valor definido en el dominio de cada característica, un programa de restricciones 
con una restricción que obliga a que la característica tome un valor del dominio. Si 
el programa de restricciones resultante es irresoluble, entonces ese valor es un 
valor de dominio no alcanzable. El método propuesto no aplica el algoritmo 
propuesto por Salinesi y Mazo (2012) para identificar dominios no alcanzables, 
pues como se presentó en el alcance de esta tesis ( ver Sección 1.6), para los 
modelos de características, este defecto es incluido por el defecto de las 
características muertas y el defecto de las falsas características opcionales.  
 Redundancias: para identificar redundancias, Salinesi y Mazo (2012) proponen 
un algoritmo que recibe como entrada la negación de la restricción que representa 
una supuesta dependencia redundante (esta restricción debe ser escrita por el 
diseñador del modelo de características antes de comenzar a analizar el modelo). 
Luego, si el programa de restricciones es resoluble, el algoritmo elimina, del 
programa de restricciones, la restricción que representa la supuesta dependencia 
redundante. A continuación, el algoritmo adiciona, al programa de restricciones, la 
negación que recibe como entrada. Si la supuesta dependencia redundante, es 
realmente redundante, entonces el programa de restricciones se volverá 
irresoluble, porque contendrá información contradictoria (la restricción con la que 
es redundante y su negación). La Tabla 3-2 presenta, para cada tipo de 
dependencia, la negación en términos de restricciones. Por ejemplo, para verificar 
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si la dependencia requerida D28 de la Figura 3-1 es redundante, la negación de la 
restricción es (1-Servicios_Adicionales)+ Rendimiento   0.  





Representación en forma de 
restricción 
(Basado en Mazo et al., 2011) 
Negación de la representación en 
forma de restricción 
Obligatoria Padre ⇔ Hija 
Padre * (1- Hija) + 
Hija * (1 –Padre) > 0 
Opcional Padre ≥ Hija Padre < Hija 
Cardinalidad 
grupal 
              
 
   
             
 
   
 
Requerida 
(1 - CaracterisRequiere) + 
CaracterisRequerida  0 
(1 - CaracterisRequiere) + 
CaracterisRequerida  0 
Exclusión 
1 - CaracterisExclusion1) + 
(1- CaracterisExclusion2)  0 




Algunos de los algoritmos propuestos por Salinesi y Mazo (2012) deben ejecutarse en un 
orden determinado. Primero, debe verificarse que el modelo de LP no sea vacío, y sólo 
en este caso pueden verificarse los otros defectos. Este orden es importante, dado que 
los algoritmos para identificar características muertas, falsas características opcionales y 
redundancias, suponen que el programa de restricciones que representa el modelo de 
características es resoluble. En efecto, si el modelo de características es vacío, el 
programa de restricciones que representa el modelo será irresoluble y en ese caso, el 
diseñador del modelo de características debe primero corregir el modelo vacío, para 
entonces identificar los otros defectos. 
Como resultado de este paso, el método obtiene el conjunto de defectos que pueden ser 
identificados simultáneamente en el modelo de características. Concretamente, si el 
modelo es vacío, únicamente se identificará este defecto y para las redundancias, 
únicamente se identificarán aquellas para las que se reciba la negación que requiere el 
algoritmo de verificación. Por ejemplo, para el modelo de características de sitios web 
(ver Figura 3-1) el método, en este paso, obtuvo los defectos presentados en la Tabla 
3-3. 
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Tabla 3-3. Defectos modelo de características del ejemplo de Sitios Web 
Tipo de defecto Características/Dependencias 
Cantidad de 
defectos 
Falso modelo de 
líneas de 
productos 
Este modelo es un falso modelo de 




ASP, Base de datos, Búsquedas, 
Dinámico, Estadísticas, HTTPS, JSP, 





Archivo, Flash, FTP, Milisegundos, 





Dependencia: Archivo - FTP 
D26 
Dependencia: Contenido - Protocolos 
D28 
Dependencia: Servicios adicionales - 
Rendimiento 
3 
3.5 Paso 3. Identificar correcciones 
Después de identificar los defectos del modelo de características, en este paso se crea 
para cada defecto, un programa de restricciones irresoluble, a partir del modelo 
transformado introducido en la Sección 3.3. Luego, para ese programa de restricciones 
irresoluble se identifican los MCSes, donde cada MCS es una corrección del defecto 
analizado. Este paso se debe repetir mientras existan defectos del modelo de 
características, para los cuales no se hubieran identificado sus MCSes. Por esta razón, 
es invocado iterativamente, por el paso 5 Identificar causas y correcciones, como se 
explicará en la Sección 3.7. 
A continuación se explica en detalle este paso en el que se identifican las correcciones 
de los defectos del método propuesto. Particularmente, en la Subsección 3.5.1 se 
presentan los tipos de restricciones considerados para identificar las correcciones. En la 
Subsección 3.5.2 se explica cómo se identifican las correcciones para los diferentes tipos 
de defectos soportados en esta tesis. En la Subsección 3.5.3 se presenta el algoritmo 
general para identificar el conjunto de correcciones (MCSes) para un defecto. En la 
Subsección 3.5.4 se presenta el algoritmo optimizado para identificar MCSes que evita 
iteraciones innecesarias. Finalmente, en la Subsección 3.5.5 se explica cómo se 
traducen los MCSes identificados, de restricciones a descripciones en lenguaje natural 
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3.5.1 Tipos de restricciones 
Para identificar las correcciones de cada defecto, el método propuesto construye y 
analiza, sistemáticamente, programas de restricciones irresolubles. Estos programas de 
restricciones están formados por tres tipos de restricciones: las restricciones del modelo, 
las restricciones fijas y las restricciones de verificación. A continuación se explica cada 
tipo de restricción. 
 Restricciones del modelo: son las restricciones que representan las 
dependencias del modelo de características. Estas restricciones se obtienen del 
modelo transformado creado en la Sección 3.3 y son eliminadas, 
sistemáticamente, del modelo de características para identificar los MCSes de 
cada defecto.  
 Restricciones fijas: son restricciones que siempre deben incluirse en los 
programas de restricciones porque son requeridas por la notación. En el caso de 
los modelos de características, su restricción fija es que la característica raíz debe 
ser seleccionada en cualquier producto derivado de la línea de productos. Por 
ejemplo, la línea 11 del Programa de restricciones 3-1 es la restricción fija que se 
adiciona para representar que la raíz del modelo de características de la Figura 
3-1, debe ser seleccionada en cualquier producto derivado de la LP. 
 Restricción de verificación: es una restricción que se adiciona al programa de 
restricciones para representar el defecto que se analizará y para volver el 
programa de restricciones irresoluble. Un programa de restricciones irresoluble es 
el punto de partida para la identificación de las correcciones de cada defecto.  
La restricción de verificación se obtiene de las restricciones que adiciona el paso 
2 (Identificar defectos) en los algoritmos para identificar los defectos. La 
restricción de verificación cambia según el tipo de defecto como se explicará a 
continuación en la Subsección 3.5.2.  
3.5.2 Identificación de Subconjuntos Mínimos de Corrección 
(MCS) por tipo de defecto 
A partir de programas de restricciones irresolubles creados dinámicamente son 
identificadas las correcciones para cualquier tipo de defecto que se trata en esta tesis. 
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Los programas de restricciones que se crean en este paso, son la unión de las 
restricciones del modelo, las restricciones fijas y la restricción de verificación. La 
restricción de verificación es para todos los tipos de defectos, con excepción del modelo 
vacío, la que se encarga de que el programa de restricciones a analizar sea irresoluble. 
Para ello, esta restricción cambia según el defecto que se vaya a analizar. A 
continuación, se describe para cada tipo de defecto qué información debe tener la 
restricción de verificación y qué significa identificar las correcciones según el tipo de 
defecto. 
 Modelo vacío: identificar correcciones para un modelo vacío, es identificar las 
dependencias del modelo, que al eliminarse hacen que se puedan derivar productos 
del modelo de características. Para identificar las correcciones de este defecto, la 
restricción de verificación es vacía (no tiene ningún valor), pues cuando el modelo de 
características es vacío, el programa de restricciones formado por la restricciones del 
modelo y la restricción fija ya es irresoluble. 
 Falso modelo de LP: un modelo de LP es falso cuando no permite derivar más de 
un producto. Un modelo de características puede ser un falso modelo de LP porque 
no tiene variabilidad en sus dependencias (todas sus dependencias son obligatorias), 
o porque tiene falsas características opcionales y/o características muertas. Las 
falsas características opcionales y las características muertas son defectos que 
afectan la expresividad del modelo. Por lo tanto, cuando se corrigen estos defectos, 
pueden derivarse más productos de la LP, lo que hace que se corrija también el falso 
modelo de LP. Si el modelo de características es un falso modelo de LP porque tiene 
características muertas o falsas características opcionales, entonces las correcciones 
que se identifican para esos defectos sirven también para corregir los falsos modelos 
de LP. Si en cambio, el modelo de características es un falso modelo de LP porque 
tiene todas las dependencias obligatorias, el método propuesto no identifica ninguna 
corrección en este caso, pues se considera que el modelo de características fue 
diseñado intencionalmente así. 
 Características muertas y falsas características opcionales: identificar 
correcciones para una característica muerta, es identificar las dependencias del 
modelo, que al eliminarse hacen que se puedan derivar productos del modelo de 
características que contengan esta característica. De igual manera, identificar 
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correcciones para una falsa característica opcional, es identificar las dependencias 
del modelo, que al eliminarse hacen que se puedan derivar productos sin esta 
característica (i.e., con la falsa característica opcional deseleccionada). En el método 
propuesto, para identificar las correcciones de cada característica muerta, debe 
crearse una restricción de verificación que obligue a que la característica muerta esté 
seleccionada en al menos un producto derivado de la LP. Mientras que para cada 
característica falsa opcional, debe crearse una restricción de verificación que obligue 
a que la falsa característica opcional no esté seleccionada.  
Por ejemplo, la línea 13 del Programa de restricciones 3-1 (ASP #=1) es la restricción 
de verificación que se adiciona para identificar las correcciones de la característica 
muerta ASP del modelo de características del ejemplo de aplicación (Figura 3-1). 
Esta restricción obliga a que la característica ASP sea seleccionada en un producto 
derivado de la LP del ejemplo de aplicación y hace que la unión de las restricciones 
del modelo, las restricciones fijas y la restricción de verificación dé como resultado un 
programa de restricciones irresoluble.  
 Dominios no alcanzables: como se presentó en la Subsección 2.1.6, el defecto de 
dominios no alcanzables incluye, en un solo defecto, las características muertas y las 
falsas características opcionales. En esta tesis, no se identifica en los modelos de 
características el defecto los dominios no alcanzables ni sus correcciones, pues se 
estaría identificando dos veces la misma información. Sin embargo, en el caso de que 
se deseen identificar los MCSes para este defecto, sólo se requiere hacer que la 
restricción de verificación obligue a que la característica tome el valor no alcanzable 
en su dominio. Con esto, la unión de las restricciones del modelo, las restricciones 
fijas y la restricción de verificación da como resultado un programa de restricciones 
irresoluble y se podrán identificar los MCSes para este defecto. 
 Redundancias: identificar correcciones para una dependencia redundante consiste 
en identificar las dependencias del modelo de características que cuando son 
eliminadas, hacen que la dependencia redundante deje de serlo. Para identificar las 
correcciones de una dependencia redundante, se debe eliminar de las restricciones 
del modelo aquella restricción que representa la dependencia redundante y la 
restricción de verificación debe representar la negación de la dependencia 
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redundante a analizar. Así por ejemplo, para identificar las correcciones de la 
dependencia redundante D28 se elimina de las restricciones del modelo la restricción 
(1-Servicios_Adicionales)+ Rendimiento   0 que es la restricción que 
representa la dependencia D28, y la restricción de verificación es igual a (1-
Servicios_Adicionales)+ Rendimiento   0, que es la negación en 
restricciones de la dependencia D28. Como la dependencia D28 es redundante, el 
programa de restricciones formado por la unión de las restricciones del modelo 
(menos la dependencia redundante), las restricciones fijas y la restricción de 
verificación forma un programa de restricciones irresoluble. 
3.5.3 Algoritmo para identificar Subconjuntos Mínimos de 
Corrección (MCSes) 
El paso 4 (Identificar correcciones) del método identifica los MCSes de los defectos de 
los modelos de características a partir de programas de restricciones irresolubles que se 
construyen dinámicamente. A continuación, se presenta el Algoritmo 3-1 que se propone 
para identificar los MCSes para cada defecto de los modelos de características. De 
manera general, los MCSes de cada defecto se identifican eliminando sistemáticamente 
restricciones de un programa de restricciones irresoluble, hasta que éste se vuelva 
resoluble. Cada restricción, que al eliminarse, haga que el conjunto de restricciones 
restantes sea resoluble, pertenece a un MCS. Para encontrar todos los MCSes, primero 
se eliminan, de una en una, las restricciones del modelo, luego de dos en dos y así 
sucesivamente.  
Las entradas del algoritmo son las restricciones fijas (rf), las restricciones de verificación 
(rv) y las restricciones del modelo (rm). Como salida, el algoritmo entrega la colección de 
todos los MCS identificados (MCSes) para el defecto analizado. La variable k representa 
el tamaño de los subconjuntos generados a partir de las restricciones del modelo. Dado 
que el algoritmo es incremental, k inicia en 1. El ciclo se ejecuta mientras que la variable 
bandera continuar tenga asignado el valor “verdadero” (línea 4). Esta condición se 
cumple mientras existan subconjuntos candidatos a ser MCSes. 
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Algoritmo 3-1. Algoritmo propuesto para identificar MCSes de un defecto 
 
 
El ciclo inicia invocando la función obtenerSubsetsCandidatos. Esta función se 
encarga de construir los subconjuntos candidatos a ser MCS, lo cual se explicará más 
adelante, con un ejemplo. Esta función recibe tres entradas. La primera entrada es la 
variable k, indicando el tamaño de los subconjuntos que se generarán. La segunda 
entrada es el conjunto de las restricciones del modelo (rm), a partir del cual se 
identificarán los subconjuntos candidatos a ser MCSes. Finalmente, la tercera entrada es 
la colección de los MCSes identificados en ejecuciones anteriores. Como resultado, esta 
función identifica los subconjuntos que son candidatos a ser MCSes. Estos subconjuntos 
corresponden a todos los subconjuntos de tamaño k (a excepción del conjunto vacío), 
que pueden formarse con las restricciones que pertenecen al conjunto rm y que no son 
súper conjuntos de los MCSes identificados previamente. Por ejemplo, para la 
característica muerta ASP del modelo de características de la Figura 3-1, el algoritmo 
identifica un MCS de dos elementos (k=2), formado por las restricciones que representan 
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las dependencias D11 y D14 (ver Tabla 3-4). Suponiendo que el algoritmo vaya a 
identificar los MCSes de tres elementos, es decir k=3, la función 
obtenerSubsetsCandidatos obtiene los subconjuntos de tres elementos que puedan 
generarse a partir del conjunto de restricciones del modelo (rm), pero descarta los 
conjuntos que contienen al mismo tiempo las restricciones que representan las 
dependencias D11 y D14. En términos del modelo de características, esto significa que al 
eliminar del modelo únicamente las dependencias D11 y D14 se corrige la característica 
muerta ASP, y que por lo tanto no tiene sentido evaluar como una posible corrección, la 
eliminación de estas dos dependencias más otras dependencias del modelo. 
Una vez se han construido todos los subconjuntos candidatos a ser MCSs, el algoritmo 
almacena en la variable subsets la colección de subconjuntos resultantes y evalúa cada 
subconjunto candidatoMCSsubsets de la siguiente manera:  
El algoritmo crea un programa de restricciones irresoluble , formado por la unión de 
las restricciones del modelo (rm), las restricciones fijas (rf) y la restricción de verificación 
(rv) y (línea 8). Luego, el algoritmo elimina del programa de restricciones irresoluble , 
las restricciones del subconjunto candidatoMCS y evalúa si el conjunto de restricciones 
resultante ’ es resoluble (líneas 9 y 10). Si el conjunto ’ es resoluble, entonces el 
subconjunto candidatoMCS es un MCS y se adiciona a la lista de MCSes (línea 11). Por 
el contrario, si el programa de restricciones resultante no es resoluble, el conjunto 
candidatoMCS no es un MCS. 
Una vez el algoritmo termina de evaluar todos los subconjuntos de tamaño k, 
incrementa el valor de k en uno (línea 14) y repite nuevamente la creación y evaluación 
de los subconjuntos candidatos a ser MCSes (líneas 6-17). Cuando la función 
obtenerSubsetsCandidatos entrega un conjunto vacío, esto significa que no existen 
subconjuntos de tamaño k candidatos a ser MCSes. El algoritmo entonces asigna a la 
variable continuar el valor “falso” (línea 16), retorna la colección de MCSes 
identificados (línea 19) y termina. 
Es importante resaltar que por cada iteración de los subconjuntos se construye 
nuevamente el conjunto  (línea 8). Esto se hace con el fin de que la identificación de 
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cada MCS inicie siempre con el mismo programa de restricciones irresoluble, de manera 
que los MCS identificados sean independientes entre sí. 
3.5.4 Optimización del algoritmo para identificar MCSes 
En la Subsección 3.5.3 fue presentado el Algoritmo 3-1 que identifica todos los MCSes 
de un defecto. Sin embargo, en su operación este algoritmo itera en subconjuntos que 
con toda seguridad no serán MCSes. Para evitar estas iteraciones innecesarias, se 
propone un nuevo algoritmo (Algoritmo 3-2) para identificar los MCSes de un defecto. 
Este algoritmo tiene la misma lógica del Algoritmo 3-1, junto con nuevas instrucciones 
para descartar subconjuntos que no son MCSes. 
La lógica para descartar subconjuntos que no son MCSes implementa el Algoritmo 3-2 se 
basa en lo siguiente:  
Un conjunto M es un MCS de un programa de restricciones irresolubles  si al 
eliminar de  todos los elementos de M, entonces  se vuelve un programa de 
restricciones resoluble (ver Definición 2-1). Un programa de restricciones  es 
irresoluble porque tiene uno o más MUSes. Por lo tanto, si  se vuelve resoluble 
al eliminar M, es porque M corrige todos los MUSes de  (ver Subsección 2.1.11).  
Supongamos que el conjunto U es un MUS de , si el conjunto M contiene al 
menos un elemento del conjunto U, entonces el conjunto M es candidato a ser un 
MCS porque corrige el MUS U. Con esta información, aún no se puede afirmar 
que el conjunto M es un MCS, pues debe verificarse, si este conjunto también 
corrige los otros MUSes de , pero lo que sí se puede afirmar es que el conjunto 
M podría ser un MCS.  
Por el contrario, si el conjunto M no contiene al menos un elemento que 
pertenezca a U, entonces se puede afirmar que M no es un MCS, porque al 
eliminarse de  no corregirá el MUS U y por lo tanto  seguirá siendo irresoluble. 
En consecuencia, es posible descartar subconjuntos que no son MCSes al 
obtener el conjunto diferencia entre  - U. Cualquier subconjunto del conjunto 
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diferencia entre  - U no tendrá ningún elemento que pertenezca a U y por tanto 
no será un MCS. 
Suponiendo que el conjunto irresoluble  tiene los siguientes elementos {R1, R2, 
R3, R4, R5, R6}, y que el conjunto U es un MUS de  y tiene los siguientes 
elementos {R1, R2, R3}, el conjunto diferencia entre  y U es igual a {R4, R5, 
R6}. Para que un subconjunto M sea un candidato a MCS debe eliminar al menos 
un elemento del MUS U. Entonces, M es un candidato a MCS si es por ejemplo 
igual a {R1}. Por el contrario, con toda seguridad M no es un MCS si está formado 
únicamente por elementos del conjunto diferencia entre  y U, porque así al 
eliminar M no se corregirá el subconjunto irresoluble U y por tanto  seguirá 
siendo irresoluble. Entonces, M no es un MCS si es igual a { }, {R4} ó {R5} ó {R6} ó 
{R4, R5} ó {R4, R6} ó {R5, R6} ó {R4, R5, R6} que son los subconjuntos que se 
pueden obtener del conjunto diferencia entre  y U. 
El Algoritmo 3-2 recibe de entrada los mismos parámetros que el Algoritmo 3-1 y se 
ejecuta mientras que la bandera continuar tenga asignado el valor “verdadero” (línea 
3). Para comenzar, el algoritmo obtiene los subconjuntos candidatos a ser MCSes (línea 
5) y los almacena en la variable subsets (esta parte del algoritmo se explicará en 
detalle más adelante). Si la colección de subconjuntos candidatos a ser MCSes no es 
vacía, entonces el algoritmo obtiene el siguiente subconjunto a analizar (líneas 6 a la 11). 
Esta parte del algoritmo también se explicará en detalle más adelante. Luego, para cada 
subconjunto, el algoritmo construye un programa de restricciones (línea 12). Si el 
programa de restricciones es resoluble, entonces el conjunto candidato es un MCS y se 
adiciona a la colección de MCSes (líneas 13 a la 15). Por el contrario, si el programa de 
restricciones es irresoluble, entonces el conjunto candidato no es un MCS y el programa 
de restricciones irresoluble se aprovecha para obtener a partir de él un MUS (líneas 16 y 
17). Con el MUS identificado, el algoritmo obtiene el conjunto diferencia entre las 
restricciones del modelo (que se obtienen del modelo transformado) y el MUS (línea 18). 
Luego, el algoritmo guarda ese conjunto diferencia en una colección de conjuntos 
llamada nuevosSetsBloq (línea 19). La colección completa de conjuntos diferencia 
(setsBloquear) se utiliza en la función obtenerSubsetsCandidatos de la línea 5 
para descartar subconjuntos que no son MCSes antes de evaluarlos cada vez que se 
inicia una iteración con un nuevo valor de la variable k. 
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Para avanzar en el ciclo que itera los subconjuntos de tamaño k candidatos a ser MCS, 
el algoritmo invoca la función obtenerSiguienteSet (línea 10). Esta función obtiene 
el siguiente subconjunto a evaluar de la colección de candidatos a ser MCS. Para ello, la 
función busca en la colección de subconjuntos de tamaño k un subconjunto que no haya 
sido evaluado anteriormente y que no deba ser descartado por ser subconjunto de algún 
conjunto de la colección nuevosSetsBloq. El algoritmo termina de iterar los 
subconjuntos de tamaño k cuando la función obtenerSiguienteSet entrega un 
conjunto vacío (línea 11). Esta condición significa que el algoritmo ya verificó todos los 
subconjuntos disponibles de tamaño k candidatos a ser MCSes. En ese caso, el 
algoritmo primero almacena la colección de nuevosSetsBloq obtenidos durante la 
identificación de los MCSes de tamaño k en la colección setsBloquear que contiene 
la colección completa de conjuntos a bloquear (línea 22). Luego, el algoritmo vuelve 
verdadera la condición de parada del ciclo que itera los subconjuntos de tamaño k 
candidatos a ser MCSes, es decir, asigna a la variable existenCandidatos el valor 
“falso” (línea 23), e incrementa el valor de k en 1 (línea26). 
A continuación, con el nuevo valor de k, el algoritmo invoca la función 
obtenerSubsetsCandidatos (línea 5) para obtener una nueva colección de 
subconjuntos de tamaño k que: (i) sean subconjuntos de las restricciones del modelo, (ii) 
no sean súper conjuntos de los MCSes ya identificados, (iii) no sean subconjuntos de los 
conjuntos que pertenecen a la colección de conjuntos bloqueados. Si el algoritmo 
identifica subconjuntos que cumplan con estas tres condiciones, entonces para cada 
subconjunto itera sus elementos como se describió anteriormente (líneas 4 - 25). Por el 
contrario, si el algoritmo no encuentra ningún subconjunto con esas condiciones, esto 
significa que ya encontró todos los MCSes. En ese caso, el algoritmo vuelve verdadera la 
condición de parada, es decir, asigna a la variable continuar el valor “falso”, retorna la 
colección de MCSes y termina (líneas 27-31).  
Una parte importante del Algoritmo 3-2 es la reducción del programa de restricciones 
irresoluble ’ a un MUS (línea 17). Esta reducción fue implementada por medio del 
algoritmo dicotómico propuesto por Hemery, Lecoutre, Sais, y Boussemart (2006). Se 
seleccionó el algoritmo dicotómico para reducir un conjunto irresoluble a un MUS, pues 
según las comparaciones presentadas por los autores, su complejidad es inferior a la 
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complejidad de otros algoritmos para identificar MUSes, como el incremental (de Siqueira 
N. & Puget, 1988) o el destructivo (Bakker, Dikker, Tempelman, & Wogmim, 1993). El 
algoritmo completo puede ser consultado en el trabajo de Hemery et al.(2006). 
3.5.5 Traducción de MCSes: de restricciones a lenguaje natural 
Cuando el Algoritmo 3-2 identifica los MCSes de cada defecto estos se encuentran 
expresados en forma de restricciones. Sin embargo, la idea del método propuesto es que 
el diseñador del modelo de características no tenga que ser un experto en el lenguaje de 
restricciones para entender las correcciones y las causas identificadas.  
Para lograr este objetivo, cuando se termina de identificar los MCSes de un defecto, se 
consultan, en el modelo transformado, las dependencias a las que está asociada cada 
restricción de los MCSes. Luego, el método busca en el modelo transformado la 
representación en lenguaje natural de las dependencias asociadas a los MCSes y 
reemplaza, en cada MCS su representación en restricciones por su representación en 
lenguaje natural. Esta nueva colección de MCSes expresados en lenguaje natural es la 
entrada para el siguiente paso del método (Identificar causas), el cual se explica en la 
Sección 3.6. 
Por ejemplo, la Tabla 3-4 presenta los MCSes identificados para la característica muerta 
ASP del ejemplo de aplicación. Cada MCS contiene la menor cantidad posible de 
dependencias del modelo que deben eliminarse simultáneamente para corregir la 
característica muerta ASP. La primera columna de la tabla presenta el identificador de 
cada MCS. La segunda columna presenta las restricciones que forman cada MCS 
expresadas en restricciones tal y como son identificadas por el Algoritmo 3-2. La tercera 
columna presenta para cada restricción su correspondiente dependencia del modelo de 
características y la cuarta columna es la representación en lenguaje natural de las 
dependencias de la columna 3. Finalmente, la quinta columna corresponde a la cantidad 
de elementos que tiene cada MCS. 
Tabla 3-4. Ejemplo de correcciones (MCSes) de la característica muerta ASP 
Id 
Representación en restricciones 




MCS en lenguaje natural  
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Id 
Representación en restricciones 




MCS en lenguaje natural  








Dependencia obligatoria entre 
Servicios Adicionales y 
Banners 
MCS3 Banners >= Flash D10 
Dependencia opcional entre 
Banners y Flash 
MCS4 Contenido <=> Estatico D15 
Dependencia obligatoria entre 
Contenido y Estático 
MCS5 
ASP + PHP + JSP =< 3 * 
Dinamico 
D18 
Dependencia grupal entre 
Dinamico y [ASP, PHP, 
JSP] 
MCS6 
(1 - HTTPS) + (1 - 
Milisegundos) > 0 
D22 
Dependencia transversal 
entre: HTTPS y 
Milisegundos 
MCS7 (1 - Estatico) + Flash > 0 D24 
Dependencia transversal 
entre: Estatico y Flash 
MCS8 
(1 - Reportes) + 
Milisegundos > 0 
D21 
Dependencia transversal 
entre: Reportes y 
Milisegundos 
MCS9 (1 - Dinamico) + HTTPS > 0 D27 
Dependencia transversal 
entre: Dinamico y HTTPS 
MCS10 
Servidor_Web <=> Contenido D11 
Dependencia obligatoria entre 
Servidor web y 
Contenido 2 
Contenido >= Dinamico D14 
Dependencia opcional entre 
Contenido y Dinámico 
MCS11 
Sitio_Web <=> Servidor_Web D3 
Dependencia obligatoria entre 
Sitio web y Servidor web 
3 
Servidor_Web >= Protocolos D12 
Dependencia opcional entre 
Servidor web y 
Protocolos 
Contenido >= Dinamico D14 
Dependencia opcional entre 
Contenido y Dinamico 
MCS12 
Sitio_Web <=> Servidor_Web 
D3 
 
Dependencia obligatoria entre 
Sitioweb y Servidorweb 
FTP + HTTPS =< 2 * 
Protocolos 
D16 
Dependencia grupal entre 
Protocolos y [FTP, HTTPS] 
Contenido >= Dinamico D14 
Dependencia 
opcional entre Contenido y 
Dinamico 
 
Para la identificación de las causas que originaron la característica muerta ASP, el paso 
en el que se identifican las causas (paso 5) recibirá los 12 MCSes presentados en la 
cuarta columna de la Tabla 3-4. 
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Algoritmo 3-2. Algoritmo propuesto para identificar MCSes de un defecto utilizando el algoritmo 
dicotómico propuesto por Hemery et al.(2006) 
 
3.6 Paso 4. Identificar causas (MUSes) 
La identificación de las causas de los defectos es el objetivo principal de esta tesis. En 
este paso, el método obtiene los MUSes de un defecto del modelo de características, es 
decir sus causas. Esta identificación se lleva a cabo obteniendo el conjunto de hitting sets 
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mínimos de la colección de MCSes resultantes del paso Identificar correcciones 
explicado en la Sección 3.5. Dado que la identificación de los MUSes se hace por 
defecto, el paso 5 (Identificar causas y correcciones) ejecuta este paso tantas veces 
como defectos hubieran sido detectados en el modelo de características, tal y como se 
explicará en la Sección 3.7. 
Liffiton y Sakallah(2008) proponen un algoritmo para identificar los hitting sets mínimos 
de cualquier colección de conjuntos. Particularmente, en su propuesta, los autores 
aplican el algoritmo, como en esta tesis, para identificar todos los MUSes a partir de un 
conjunto de MCSes. Para que los subconjuntos identificados sean MUSes, es necesario 
que la colección de MCSes esté completa, es decir que contenga todos los MCSes que 
pueden obtenerse del programa de restricciones irresoluble que se esté analizando 
(Liffiton & Sakallah, 2008). 
En esta tesis, se seleccionó el algoritmo propuesto por Liffiton y Sakallah(2008) para 
identificar los MUSes del conjunto de MCSes, por medio de la identificación del conjunto 
de hitting sets mínimos. Esta selección se realizó teniendo en cuenta la cercanía de esta 
tesis con el problema para el cual Liffiton y Sakallah(2008) aplican su algoritmo. Además, 
según los resultados presentados por los autores, este algoritmo tiene mejor rendimiento 
que otros algoritmos para encontrar hittings sets mínimos.  
Sin embargo, en algunos casos el algoritmo de Liffiton y Sakallah (2008) da como 
resultado MUSes que no son ni hitting sets y menos aún hitting sets mínimos. Por esta 
razón, se desarrolló una adaptación del algoritmo para corregir los casos en que los 
resultados eran incorrectos.  
A continuación, en la Subsección 3.6.1 se presenta el algoritmo propuesto por Liffiton y 
Sakallah (2008) y se explica con un ejemplo porque en algunos casos los conjuntos 
identificados no corresponden a hitting sets. En Subsección 3.6.2 se presenta el 
algoritmo general adaptado, para identificar hitting sets mínimos. En la Subsección 3.6.3 
se explican las modificaciones realizadas al algoritmo original. En la Subsección 3.6.4 se 
explican las optimizaciones implementadas en el algoritmo. Finalmente, en la Subsección 
3.6.5 se presenta el caso de los MUSes identificados para una característica muerta del 
modelo de características de la Figura 3-1. 
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3.6.1 Hitting sets mínimos para identificar MUSes: Propuesta de 
Liffiton y Sakallah 
Como se mencionó en la Subsección 2.1.11, cada MUS corresponde a un hitting set 
mínimo del conjunto de MCSes. La Definición 2-5 indica que H es un hittting set mínimo 
de una colección de conjuntos Ω si cumple con dos condiciones: (i) H es un hitting set de 
Ω y, (ii) H no tiene subconjuntos propios que sean a su vez hitting sets de Ω. 
Para cumplir ambas condiciones, Liffiton y Sakallah(2008) suponen que cada MUS está 
formado por mínimo y máximo un elemento de cada MCS que pertenece a la colección 
completa de MCSes. Por esta razón, cuando el algoritmo de Liffiton y Sakallah(2008) 
selecciona un elemento para adicionarlo a un MUS en construcción, la selección es 
propagada a los restantes MCSes. Esta propagación implica que el algoritmo elimina de 
la colección de MCSes: (i) los MCSes a los que pertenece el elemento seleccionado y (ii) 
las restricciones que pertenecen tanto a los MCSes eliminados, como a los restantes 
MCSes.  
A continuación, con el Ejemplo 3-1 se explica el funcionamiento del algoritmo propuesto 
por Liffiton y Sakallah(2008). 
Ejemplo 3-1: Supongamos la colección de MCSes Ω formada por tres subconjuntos de 
MCSes: Ω = {MCS1 = {R1,R2}, MCS2 = {R1,R3}, MCS3 = {R1,R4} } 
El algoritmo inicia seleccionando, arbitrariamente, un elemento de algún subconjunto que 
pertenece al conjunto Ω, para formar un MUS. Por ejemplo, seleccionemos el elemento 
R2. Entonces, el algoritmo elimina del conjunto Ω el o los subconjuntos que contienen el 
elemento seleccionado. Como en este caso R2 únicamente pertenece al MCS1 sólo este 
subconjunto es eliminado del conjunto Ω. A continuación, el algoritmo elimina de los 
subconjuntos restantes (MCS2 y MCS3), los otros elementos que pertenecen al MCS1. En 
este caso, el único elemento que acompaña a R2 es R1. Así, R1 es entonces eliminado 
de los otros MCSes y el conjunto Ω resultante está formado por los subconjuntos MCS2 y 
MCS3 sin el elemento R1, es decir Ω = {MCS2 = {R3}, MCS3 = {R4} }. Para adicionar más 
elementos al MUS, que en este punto está formado únicamente por R2, el algoritmo itera 
y selecciona otro elemento de algún subconjunto que aún exista en Ω. El proceso vuelve 
a comenzar hasta que el conjunto Ω es vacío, lo cual indica que el algoritmo encontró un 
MUS. Al finalizar, para el conjunto Ω el algoritmo identifica el MUS1 formado por {R2, R3, 
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R4}. Un segundo MUS se identifica si el algoritmo selecciona el elemento R1 en lugar del 
elemento R2. Conservando la misma lógica presentada anteriormente, el algoritmo 
elimina del conjunto Ω los subconjuntos que contienen el elemento R1. Debido a que en 
el Ejemplo 3-1 todos los subconjuntos del conjunto Ω contienen el elemento R1, entonces 
el Ω resultante es vacío y el MUS2 sólo está formado por el elemento R1.  
Tanto el MUS1 como el MUS2 son hitting sets mínimos porque ambos conjuntos se 
pueden interceptar con todos los subconjuntos del conjunto Ω sin que la intersección sea 
vacía y ninguno es subconjunto propio del otro. Además, el MUS1 y el MUS2 forman el 
conjunto completo de MUSes de la colección de MCSes Ω. Esto puede comprobarse 
porque al obtener la colección de hitting sets mínimos del conjunto completo de MUSes 
se obtiene de nuevo Ω. 
Para obtener el conjunto completo de todos los MUSes, el algoritmo propuesto por 
Liffiton y Sakallah(2008) es recursivo y se ramifica en los puntos en los que la selección 
de un elemento u otro podría definir MUSes diferentes. De esta manera, el algoritmo 
finaliza cuando ha iterado sobre todas las posibles elecciones y ha identificado todos los 
MUSes a partir de la colección de todos los MCSes. 
En el desarrollo de esta tesis, luego de probar el algoritmo propuesto por Liffiton y 
Sakallah(2008) se identificó que en algunos casos, los MUSes obtenidos no eran 
realmente hitting sets. La razón de ello es que Liffiton y Sakallah(2008) suponen que 
cada MUS puede tener un único elemento de cada MCS, sin embargo, contrario a lo que 
los autores proponen, en algunos casos para formar MUSes que sean hitting sets 
mínimos es necesario incorporar más de un elemento del mismo MCS. A continuación, a 
partir del Ejemplo 3-2 se presenta un caso de esta situación. 
Ejemplo 3-2: Supongamos que la colección de MCSes  está formada por tres 
subconjuntos: 
 = {MCS1 = {R1, R2, R4}, MCS2 = {R1, R3}, MCS3 = {R2, R3}} 
Al encontrar con el algoritmo propuesto por Liffiton y Sakallah(2008), los MUSes del 
Ejemplo 3-2, sólo uno de los conjuntos identificados es un hitting set: Particularmente, si 
el algoritmo selecciona el elemento R1 para formar un MUS, entonces primero el 
algoritmo elimina del conjunto  los subconjuntos MCS1 y MCS2, ya que el elemento R1 
pertenece a ambos subconjuntos. Luego, el algoritmo elimina del conjunto restante 
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(MCS3), los otros elementos que pertenecen al subconjunto MCS1 y al subconjunto MCS2 
es decir los elementos R2, R3 y R4. Cuando el algoritmo elimina los elementos R2 y R3 
del subconjunto MCS3, este subconjunto queda vacío y es eliminado del conjunto . El 
conjunto  queda entonces vacío lo que le indica al algoritmo que ha encontrado un 
MUS que corresponde al conjunto {R1}. 
Sin embargo, el conjunto {R1} NO es un hitting set mínimo; de hecho, ni siquiera es un 
hitting set, porque la intersección de este conjunto con el tercer subconjunto de  es 
vacía, lo cual incumple una condición necesaria para que un conjunto sea hitting set, la 
cual dice que para ser hitting set debe ser un subconjunto que contenga al menos un 
elemento de cada subconjunto de  (ver Definición 2-4). Este mismo problema ocurre 
cuando el algoritmo selecciona el elemento R2 para formar un MUS. Los conjuntos 
obtenidos al aplicar el algoritmo propuesto por Liffiton y Sakallah(2008) del Ejemplo 3-2 
son: {R1}, {R2}, {R3, R4}, y sólo el último conjunto cumple con las condiciones para ser 
un hitting set mínimo. Los hitting sets mínimos correctos del conjunto  son:  
MUS1 = {R1,R2 }, MUS2 = { R1,R3 }, MUS3 = { R2,R3 }, MUS4 = { R3,R4 } 
Como se puede observar, contrario a lo que suponen Liffiton y Sakallah(2008), todos los 
MUSes del conjunto , con excepción del MUS4, tienen más de un elemento de un 
mismo subconjunto. Por ejemplo, el MUS1 tiene dos elementos del subconjunto MCS1 y 
aún así, el MUS1 es un hitting set mínimo, porque no es vacía su intersección con los 
subconjuntos del conjunto  y sus subconjuntos propios no son hitting sets de . 
3.6.2 Hitting sets mínimos para identificar MUSes: adaptación del 
algoritmo de Liffiton y Sakallah(2008) 
En la Subsección 3.6.1 se presentó el algoritmo propuesto por Liffiton y Sakallah(2008) y 
se explicó por qué en algunas ocasiones este algoritmo entrega MUSes que no son 
hitting sets. En esta subsección se presenta el Algoritmo 3-3 que corresponde al 
algoritmo para identificar MUSes que se propone en esta tesis y en la Subsección 3.6.3 
se presentan en detalle las modificaciones que tiene el algoritmo propuesto en 
comparación al algoritmo de Liffiton y Sakallah(2008).  
El Algoritmo 3-3, llamado identificarMUSes es un algoritmo recursivo. Sus 3 
entradas son: el conjunto de MCSes (MCSes), el MUS en construcción (MUSActual) y la 
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colección de MUSes identificados durante la recursión (MUSes). La primera entrada 
corresponde a la colección completa de MCSes para los que se identificarán los MUSes. 
A medida que itera, el algoritmo saca copias de este conjunto y les elimina elementos 
hasta que cada copia es vacía. La segunda entrada es el conjunto que almacena el MUS 
construido durante la rama recursiva en ejecución. Este conjunto es vacío cuando inicia 
el algoritmo. Finalmente, la tercera entrada es la colección de MUSes identificados 
durante las iteraciones. Cuando inicia el algoritmo este conjunto es vacío, pero al finalizar 
la recursión, contiene todos los MUSes de la colección de MCSes. Al aplicar este 
algoritmo al Ejemplo 3-2, la entrada MCSes corresponde a la colección de MCSes  y las 
entradas MusActual y MUSes son vacías. 
El algoritmo inicia invocando el procedimiento propagarSingletons (línea 2). Este 
procedimiento se encarga de adicionar al MUSActual los subconjuntos que pertenecen 
a MCSes y tienen un único elemento. Después, el procedimiento elimina del conjunto 
MCSes los subconjuntos con un único elemento, pues estos elementos ya están 
representados en el MUSActual y no es necesario considerarlos en el resto del 
algoritmo. En el caso del Ejemplo 3-2, como ningún MCS tiene un solo elemento, al 
finalizar la invocación de este procedimiento, el conjunto MCSes no tiene modificaciones.  
Después de la invocación del procedimiento propagarSingletons, el algoritmo 
verifica si el conjunto MCSes es vacío (línea 4). Esta verificación define el caso base de 
la recursión: si el conjunto MCSes no tiene más elementos es porque el MUSActual 
tiene al menos un elemento de cada subconjunto del conjunto MCSes, es decir es un 
hitting set. En ese caso, el algoritmo adiciona el MUSActual al conjunto MUSes. Luego, 
el algoritmo invoca al procedimiento eliminarSuperSets el cual se encarga de 
garantizar que los hitting sets identificados son mínimos. Para ello, el procedimiento 
remueve del conjunto MUSes cualquier súper conjunto que exista entre sus 
subconjuntos. Finalmente, el algoritmo retorna para terminar esa rama recursiva y 
explorar otras ramas pendientes (líneas 4 - 7).  
La línea 9 almacena, en un solo conjunto (elemsVerif), la unión de los subconjuntos 
que pertenecen al conjunto de MCSes en la rama de la recursión en ejecución. En el 
Ejemplo 3-2, durante la primera iteración del algoritmo, el conjunto elemsVerif está 
formado por {R1, R2, R3, R4}. 
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A continuación, el algoritmo inicia un ciclo (líneas 12 -29) para recorrer cada elemento 
que pertenece al conjunto elemsVerif. El ciclo se ejecuta mientras que es falsa la 
condición de parada (línea 12). Durante el ciclo el algoritmo invoca la función 
buscarElemento (línea 14) para identificar el elemento que adicionará al MUSActual.  
La función buscarElemento identifica el elemento del conjunto elemsVerif que 
aparece más veces en el conjunto de MCSes de la rama de la recursión en ejecución. 
En el caso del Ejemplo 3-2, para la primera iteración recursiva la función 
buscarElemento puede retornar R1 o R2 o R3, ya que estos elementos aparecen dos 
veces en el conjunto MCSes. Si por ejemplo R1 apareciera en el conjunto MCSes, más 
veces que R2 o R3, entonces la función retornaría R1.  
 
El algoritmo almacena en la variable elemAgregar, el valor retornado por la función 
buscarElemento. Si elemAgregar es nulo (línea 15), entonces ya han sido 
adicionados al MUSActual, todos los elementos que pertenecen a elemsVerif para 
la rama de la recursión en ejecución. En ese caso, la condición de parada del ciclo se 
vuelve verdadera (línea 16), el ciclo termina (línea 29), y el algoritmo retorna para 
terminar esa rama recursiva y explorar otras ramas pendientes (línea 31). Si por el 
contrario la función buscarElemento retorna un elemento diferente de nulo, entonces 
el algoritmo crea un nuevo conjunto llamado newMUS con el MUSActual y el 
elemAgregar (línea 19).  
A continuación, en la línea 21, el algoritmo invoca la función verificarSuperSet que 
verifica si el conjunto newMUS es súper conjunto de algún conjunto adicionado 
anteriormente a la colección de MUSes. Si newMUS no es súper conjunto de ningún MUS 
del conjunto de MUSes, entonces el algoritmo invoca al procedimiento 
propagarEleccion. Este procedimiento reduce una copia del conjunto MCSes al 
eliminarle los subconjuntos a los que pertenece el elemAgregar (línea 24).  
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Algoritmo 3-3. Versión mejorada del algoritmo para identificar MUSes de Liffiton y Sakallah(2008) 
 
En el caso del Ejemplo 3-2, si elemAgregar es el elemento R1, entonces el MCS1 y el 
MCS2 son eliminados del conjunto MCSes mediante el procedimiento 
propagarEleccion, porque este elemento pertenece a ambos subconjuntos.  
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Posteriormente, el algoritmo se invoca recursivamente a sí mismo, recibiendo como 
parámetros: la copia reducida del conjunto MCSes, el newMUS el cual será el MUSActual 
en la siguiente rama recursiva y el conjunto de todos los MUSes identificados hasta ese 
momento (línea 26). Si por el contrario, el conjunto newMUS es súper conjunto de algún 
MUS previamente adicionado al conjunto MUSes, entonces el algoritmo descarta ese 
newMUS y vuelve a la línea 14 para buscar otro elemento a adicionar al MUS actual del 
conjunto elemsVerif.  
El algoritmo termina cuando todas las ramas de la recursión han sido exploradas, caso 
en el cual el conjunto MUSes tiene los conjuntos que son hitting sets mínimos del 
conjunto MCSes de entrada. 
3.6.3 Modificaciones del algoritmo propuesto por Liffiton y 
Sakallah (2008) 
A diferencia del algoritmo propuesto por Liffiton y Sakallah(2008), en el Algoritmo 3-3 se 
eliminaron las instrucciones que restringen que cada MUS tenga solamente un elemento 
de cada MCS. En su lugar fueron adicionadas otras instrucciones diferentes que 
aseguran que los MUSes son hitting sets mínimos.  
A continuación se describen estas modificaciones: 
 Se eliminaron las instrucciones del algoritmo que permitían en cada MUS un 
solo elemento de cada MCS: con esta modificación, cuando en el Algoritmo 3-3 
se selecciona un elemento para formar un MUS, se elimina del conjunto de 
MCSes los subconjuntos que contienen el elemento seleccionado, pero no se 
elimina ningún otro elemento de los subconjuntos restantes. Por ejemplo, para el 
caso de la colección de MCSes  del Ejemplo 3-2, cuando el algoritmo selecciona 
el elemento R1 que pertenece al subconjunto MCS1 y al subconjunto MCS2, el 
algoritmo elimina estos subconjuntos del conjunto , pero no elimina ningún 
elemento del subconjunto MCS3, como sí lo haría el algoritmo de Liffiton y 
Sakallah. En el Algoritmo 3-3 esta modificación se ve reflejada en la lógica del 
procedimiento propagarSingletons y en la eliminación de un ciclo anidado 
que recorre los MCSes a los que pertenece el elemento seleccionado. 
 Se adicionó una verificación que asegura que los hitting sets identificados 
son mínimos: es posible que con la modificación descrita anteriormente los 
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MUSes obtenidos por el Algoritmo 3-3 no sean hitting sets mínimos. Por esta 
razón, fue necesario adicionar al algoritmo modificado, la invocación al 
procedimiento eliminarSuperSets y a la función verificarSuperSets. De 
acuerdo a la Definición 2-5 enunciada en el Capítulo 2, para que un hitting set sea 
mínimo no debe tener subconjuntos propios que sean también hitting sets. De 
acuerdo con la teoría de conjuntos, si B es un subconjunto propio de A, entonces 
A es un súper conjunto propio de B. Así, si se garantiza que H  MUSes H’ 
MUSes | H  H’, entonces la colección de MUSes obtenida tendrá únicamente 
hitting sets mínimos.  
El procedimiento eliminarSuperSets y la función verificarSuperSets 
son complementarios. De una parte, el procedimiento eliminarSuperSets 
sirve para eliminar los súper conjuntos que existan entre los conjuntos de la 
colección de MUSes. Este procedimiento se invoca cada vez que se adiciona un 
nuevo MUS a la colección de MUSes. Si los conjuntos previamente adicionados 
son súper conjuntos del MUS recién adicionado, el nuevo MUS debe permanecer, 
pero sus súper conjuntos deben ser eliminados. De otra parte, la función 
verificarSuperSets sirve para comprobar que el MUS en construcción no es 
súper conjunto de ningún MUS adicionado, anteriormente, a la colección de 
MUSes. Este procedimiento se invoca cuando el algoritmo adiciona un nuevo 
elemento al MUS en construcción. Si el resultado de la función es verdadero se 
descarta el MUS en construcción pues significa que es súper conjunto de algún 
conjunto que ya pertenece a la colección de MUSes.  
A continuación, el Ejemplo 3-3 explica cómo funciona esta modificación. 
Ejemplo 3-3: Supongamos la colección de MCSes  formada por cinco 
subconjuntos de restricciones: 
 = {MCS1 = {R1}, MCS2 = {R2, R3, R5}, MCS3 = {R2, R3, R6},  
MCS4 = {R2, R4, R5}, MCS5 = {R2, R4, R6}} 
Después de ejecutar el algoritmo 4.3 se encuentra que  es la colección de los 
MUSes del conjunto , y ’ es la colección de conjuntos candidatos a ser MUSes 
del conjunto , así: 
 = {MUS1 = {R1, R2}, MUS3 = {R1, R3, R4}, MUS5 = { R1, R5, R6} } 
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’ = {MUS1 = {R1, R2}, MUS2 = {R1, R4, R5, R6}, MUS3 = {R1, R3, R4},  
MUS4 = {R1, R3, R5, R6}, MUS5 = {R1, R5, R6}, MUS6 = {R1, R3, R2},  
MUS7 = {R1, R4, R3}} 
 
En el Ejemplo 3-3,  corresponde a la colección de MUSes después de ejecutar el 
Algoritmo 3-3. Por su parte, ’ contiene algunos conjuntos que tendría la 
colección de MUSes , si no se aplica la modificación de verificación de hitting 
sets mínimos al Algoritmo 3-3. La colección de conjuntos ’ contiene, tanto 
MUSes como conjuntos que son solamente hitting sets (estos conjuntos no son 
MUSes porque no son hitting sets mínimos). Particularmente, de esta colección, 
los conjuntos MUS2, MUS4, MUS6, y MUS7, no son MUSes porque: el MUS5 es 
subconjunto propio del MUS2 y del MUS4; el MUS1 es subconjunto propio del 
MUS6; y el MUS7 es igual al MUS3. A continuación, se explica cómo la verificación 
para garantizar hitting sets mínimos detecta cada uno de estos conjuntos.  
Para el caso del MUS6, suponiendo que en el Algoritmo 3-3 el MUS1 sea 
adicionado a , antes de intentar adicionar el MUS6, cuando el algoritmo intenta 
adicionar a  el MUS6, entonces invoca la función verificarSuperSet. En 
este caso, esta función retorna verdadero porque el MUS6 es súper conjunto del 
MUS1, lo que significa que el MUS6 no es agregado al conjunto . Para el caso 
del MUS2 y del MUS4 suponiendo que el algoritmo adiciona a  el MUS5 y  ya 
contenía el MUS2 y el MUS4, después de adicionar el MUS5, el algoritmo invoca el 
procedimiento eliminarSuperSets. En este caso, este procedimiento elimina 
de  el MUS2 y MUS4 porque son súper conjuntos del MUS5 recién adicionado. 
Finalmente, para el caso del MUS7, suponiendo que el algoritmo ya ha adicionado 
a  el MUS3 e intenta adicionar a  el MUS7, cuando el algoritmo invoca la función 
verificarSuperSet, esta función indica que el MUS7 es súper conjunto de 
algún conjunto que pertenece a . Esto es cierto pues el MUS7 es igual al MUS3 y 
todo conjunto es súper conjunto de sí mismo. Por lo tanto, el MUS7 no es 
agregado a . Al finalizar el Algoritmo 3-3, el conjunto , contiene solamente los 
MUSes = {MUS1 = {R1, R2}, MUS3 = {R1, R3, R4}, MUS5 = {R1, R5, R6} } 
Es importante resaltar que tanto verificarSuperSet como 
eliminarSuperSets considera súper conjuntos y no súper conjuntos propios 
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para evitar que la colección de MUSes tenga elementos repetidos. Como todo 
conjunto es súper conjunto de sí mismo, si dos conjuntos son iguales, entonces 
son entre sí súper conjuntos. MUSes repetidos pueden aparecer por la 
recursividad del Algoritmo 3-3, ya que según el orden en el que se seleccionen los 
elementos a incorporar en un MUS en construcción, un mismo MUS puede 
obtenerse varias veces.  
3.6.4 Optimizaciones al algoritmo para identificar MUSes 
Liffiton y Sakallah(2008) proponen optimizaciones para que su algoritmo evite iteraciones 
innecesarias. Dos de estas optimizaciones fueron implementadas también en el 
Algoritmo 3-3 propuesto y son: 
 Incorporar primero elementos de conjuntos unitarios: Esta optimización se 
implementó con la invocación del procedimiento propagarSingletons, cuya 
lógica se explicó cuando se presentó el funcionamiento del Algoritmo 3-3, 
Subsección 3.6.2.Esta optimización se basa en la observación de que si un 
subconjunto tiene un solo elemento (es un conjunto unitario), su único elemento 
deberá ser siempre incluido en todos los MUSes. 
 Ordenar por cantidad de apariciones, los elementos que serán adicionados 
al MUS en construcción: Esta optimización se implementó con la invocación de 
la función buscarElemento, cuya lógica se explicó cuando se presentó el 
funcionamiento del Algoritmo 3-3.Esta optimización se inspira en que entre más 
subconjuntos de la colección de MCSes tengan el elemento seleccionado, más 
subconjuntos son eliminados de la copia del conjunto de MCSes mediante el 
procedimiento propagarEleccion. Como esta copia reducida se envía en la 
siguiente llamada recursiva del algoritmo, entre menos elementos tenga, menos 
elementos iterará el ciclo de la línea 12 del Algoritmo 3-3 y menos llamadas 
recursivas hará el algoritmo. 
Liffiton y Sakallah(2008) proponen otra optimización para recortar ramas de la recursión. 
Esta optimización consiste en guardar el historial de los elementos ya explorados, con el 
fin de determinar si algunas combinaciones ya han sido probadas con anticipación para 
descartarlas. Sin embargo, debido a que esta tesis se centra en desarrollar el método y 
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no en mejorar su rendimiento, esta optimización no fue implementada. De hecho, 
implementar la tercera optimización propuesta por Liffiton y Sakallah(2008) u otras que 
pudieran mejorar el rendimiento del algoritmo es un trabajo futuro. 
3.6.5 Un ejemplo de los MUSes en el contexto de los modelos de 
características que representan LP 
Para ilustrar el resultado obtenido por el método propuesto en este paso, en la Tabla 3-5 
se presentan los MUSes identificados a partir de la colección de MCSes de la 
característica muerta ASP del ejemplo de aplicación (ver Tabla 3-4). La primera columna 
de la Tabla 4-5 presenta el identificador de cada MCSes, la segunda columna presenta 
los elementos que pertenecen a cada MCS en términos de dependencias, la tercera 
columna presenta los elementos que pertenecen a cada MCS como son entregados 
cuando se traducen a lenguaje natural (Subsección 3.5). Finalmente, la cuarta, quinta y 
sexta columna indican los elementos que conforman cada MUS. Un círculo negro 
significa que la dependencia de la fila pertenece al MUS de la columna. Por ejemplo, la 
dependencia D7 del MCS1 pertenece a todos los MUSes (MUS1, MUS2 y MUS3).  
 
Tabla 3-5. Causas que originan la característica muerta ASP 
Id 
MCSes 
MCS en términos 
de dependencias 
(Figura 3-1) 
MCS en lenguaje natural  
(Basado en Tabla 3-1) 
MUS1 MUS2 MUS3 
MCS1 D7 
Dependencia obligatoria entre 
Servicios Adicionales y 
Reportes 
   
MCS2 D8 
Dependencia obligatoria entre 
Servicios Adicionales y 
Banners 
   
MCS3 D10 
Dependencia opcional entre Banners y 
Flash 
   
MCS4 D15 
Dependencia obligatoria entre 
Contenido y Estático 
   
MCS5 D18 
Dependencia grupal entre Dinamico y 
[ASP, PHP, JSP] 
   
MCS6 D22 
Dependencia transversal entre: HTTPS y 
Milisegundos 
   
MCS7 D24 
Dependencia transversal entre: 
Estatico y Flash 
   
MCS8 D21 
Dependencia transversal entre: 
Reportes y Milisegundos 
   
MCS9 D27 
Dependencia transversal entre: 
Dinamico y HTTPS 
   
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MCS en términos 
de dependencias 
(Figura 3-1) 
MCS en lenguaje natural  
(Basado en Tabla 3-1) 




Dependencia obligatoria entre 
Servidor web y Contenido 
   
D14 
Dependencia opcional entre 
Contenido y Dinámico 
   
MCS11 
D3 
Dependencia obligatoria entre Sitio 
web y Servidor web 
   
D12 
Dependencia opcional entre Servidor 
web y Protocolos 
   
D14 
Dependencia opcional entre 
Contenido y Dinamico 
   
MCS12 
D3 Dependencia obligatoria entre 
Sitioweb y Servidorweb 
   
D16 
Dependencia grupal entre 
Protocolos y [FTP, HTTPS] 
   
D14 
Dependencia 
opcional entre Contenido y Dinamico 
   
Cantidad de elementos 10 11 12 
Cada MUS identificado es un hitting set mínimo porque no es vacía su intersección con 
los MCSes y porque sus subconjuntos propios no son hitting sets. Por ejemplo, el MUS1 
de la característica muerta ASP está formado por las siguientes 10 dependencias:  
MUS1= {Dependencia obligatoria entre Servicios Adicionales y Reportes, 
Dependencia obligatoria entre Servicios Adicionales y Banners, Dependencia 
opcional entre Banners y Flash, Dependencia obligatoria entre Contenido y Estático, 
Dependencia grupal entre Dinámico y [ASP, PHP, JSP], Dependencia transversal entre: 
HTTPS y Milisegundos, Dependencia transversal entre: Estático y Flash, 
Dependencia transversal entre: Reportes y Milisegundos, Dependencia transversal 
entre: Dinamico y HTTPS, Dependencia opcional entre Contenido y Dinámico} 
Este subconjunto es un hitting set de la colección de MCSes identificada para la 
característica ASP, porque como lo presenta la Figura 3-3, el MUS1 tiene al menos un 
elemento de cada MCS identificado para la característica muerta ASP. Además, 
ninguno de sus subconjuntos es también un hitting set. 
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Figura 3-3. Relación MUS1- MCSes característica muerta ASP 
 
Cada MUS identificado para la característica muerta ASP corresponde a una causa que 
origina este defecto. Al inicio del presente capítulo (Subsección 3.2) se explicó que esta 
tesis supone que las causas de los defectos corresponden a subconjuntos mínimos de 
dependencias del modelo de características que son contradictorias entre sí. Esta 
suposición se puede probar al hacerle seguimiento a las causas identificadas para la 
característica muerta ASP. Por ejemplo, para el MUS1, el cual está representado 
gráficamente en la Figura 3-4, cuando se configura cualquier producto del modelo de LP 
que tenga seleccionada la característica ASP, se generará una contradicción entre las 
elecciones. Así, al seleccionar la característica ASP entonces la característica Dinámico, 
la cual es padre de la característica ASP debe ser seleccionada (D18). A su vez, la 
característica Contenido que es padre de la característica Dinámico debe ser 
seleccionada (D14). Debido a que la característica Contenido es seleccionada, por la 
dependencia obligatoria D15, la característica Estático también es seleccionada (D15). 
La característica Estático requiere la característica Flash, con la dependencia D24, por lo 
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que la característica Flash debe ser seleccionada. El padre de la característica Flash es 
la característica Banners (D10), y el padre de la característica Banners es la 
característica Servicios Adicionales (D8), al ser seleccionada la característica Flash tanto 
la característica Banners como la característica Servicios Adicionales deben ser 
seleccionadas, porque son padres de la característica Flash. Luego, al seleccionar la 
característica Servicios Adicionales, por la dependencia obligatoria D7, la característica 
Reportes debe ser seleccionada. La característica Reportes requiere la característica 
Milisegundos (D21), entonces la característica Milisegundos debe ser seleccionada. 
Luego, la característica HTTPS es excluida de la configuración, ya que por la 
dependencia D22 entre las características Milisegundos y HTTPS ambas características 
no pueden ir en un mismo producto. Sin embargo, aunque la característica HTTPS no 
puede ser seleccionada en la configuración, la característica Dinámico la requiere con la 
dependencia D27, generando así una contradicción.  
Debido a que cada MUS es mínimo, al eliminar del modelo cualquier dependencia que 
haga parte del MUS1, las dependencias restantes no serán contradictorias. Para la 
característica muerta ASP son identificados tres MUSes, es decir tres causas. Para 
corregir este defecto se requiere corregir cada subconjunto contradictorio, para lo cual es 
suficiente con eliminar al menos una característica de cada MUS. Las posibles 
correcciones para estos tres MUSes corresponden a los MCSes (ver Tabla 3-5) 
identificados para este defecto, lo cual es lógico por la dualidad que existe entre MUSes y 
MCSes. 
Si se desea comprobar si cada MUS identificado es realmente un subconjunto mínimo 
irresoluble, se requiere construir un programa de restricciones que tenga la 
representación en restricciones del MUS, junto con la restricción de verificación y la 
restricción fija. Estas últimas restricciones deben ser adicionadas para generar el defecto 
al que corresponde el MUS. Ese programa de restricciones debe ser irresoluble y 
mínimo.  
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Figura 3-4. Causa de la característica muerta ASP en el ejemplo de aplicación 
 
Por ejemplo, el Programa de restricciones 3-2 muestra la representación en GNU Prolog 
del MUS1. Al ejecutar el programa de restricciones, en GNU Prolog, el resultado del solver 
es no (Figura 3-5). Este resultado quiere decir que el solver no pudo hallar una solución, 
en la cual los valores de todas las variables satisficieran las restricciones del programa 
de restricciones, lo cual prueba que es el MUS1 es irresoluble. El programa de 
restricciones se ejecuta con la instrucción “productline(L).” 
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Programa de restricciones 3-2. MUS1 de la característica muerta ASP expresado como un 
programa de restricciones irresoluble en GNU Prolog 
 
Figura 3-5. Ejecución en GNU Prolog del programa de restricciones que representa el MUS1de la 
característica muerta ASP 
 
Luego, para comprobar si es el MUS1 es mínimo, se elimina una restricción del programa 
de restricciones que representa el MUS1. Para esta prueba, se eliminó la restricción de la 
línea 10, del Programa de restricciones 3-2. Como resultado, al ejecutar el programa de 
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restricciones en GNU Prolog el solver sí encuentra al menos una solución (ver Figura 
3-6), con lo que al eliminar esa restricción fue corregido el MUS1.  
Figura 3-6. Ejecución en GNU Prolog del programa de restricciones corregido que representa el 
MUS1 de la característica muerta ASP 
 
3.7 Paso 5. Identificar causas y correcciones. Análisis 
completo o parcial 
Este paso del método se encarga de invocar los pasos que identifican las causas y las 
correcciones tantas veces como defectos hayan sido identificados en el modelo de 
características, según si la identificación es completa o parcial. A continuación en la 
Subsección 3.7.1 se presenta qué es la identificación completa y qué es la identificación 
parcial de las causas y correcciones, y en la Subsección 3.7.2 se presenta el Algoritmo 
3-4 que implementa la lógica de este paso.  
3.7.1 Identificación completa o parcial de las causas y las 
correcciones 
La identificación de las causas y correcciones es completa cuando se identifican todas 
las causas y correcciones de los defectos considerados en este trabajo, mientras que es 
parcial, si únicamente se identifican las correcciones de menor tamaño y algunas causas. 
Las causas y correcciones corresponden, como se presentó en las Secciones 3.5 y 3.6, a 
los subconjuntos de dependencias que se pueden identificar por la eliminación de 
dependencias de los modelos de características. En el método propuesto, el diseñador 
del modelo de características puede seleccionar si desea que la identificación de las 
causas y correcciones del modelo sea completa o parcial. 
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El beneficio que obtiene el diseñador del modelo, al identificar todas las causas y 
correcciones de cada defecto, es que puede entender más fácilmente, por qué se originó 
cada defecto y cuáles son todas las alternativas para corregirlo. Sin embargo, entre 
mayor sea el número de elementos que tienen los MCSes de un defecto, el algoritmo que 
identifica todos los MCSes (Algoritmo 3-2) tardará más tiempo en terminar. Esto se 
explica porque entre mayor sea el número de elementos de los MCSes, el Algoritmo 3-2 
debe ejecutarse más veces. Por ejemplo, si los MCSes de un defecto son subconjuntos 
de restricciones de uno y dos elementos, el algoritmo no requerirá evaluar subconjuntos 
de tamaño tres, pues no podrá generar subconjuntos de tamaño tres que no sean súper 
conjuntos de los MCSes ya identificados, ni subconjuntos de conjuntos bloqueados. Por 
el contrario, si un defecto tiene MCSes con dos, tres, y hasta ocho elementos, el 
Algoritmo 3-2 deberá evaluar subconjuntos de tamaño uno, luego de tamaño dos, luego 
de tamaño tres y así sucesivamente hasta evaluar los subconjuntos de tamaño ocho. En 
los subconjuntos de tamaño ocho, el algoritmo encontrará los últimos MCSes y terminará 
al no encontrar subconjuntos de tamaño 9 que no sean súper conjuntos de los MCSes ya 
identificados, ni subconjuntos de los conjuntos bloqueados.  
En algunas ocasiones, los diseñadores del modelo podrían estar interesados en 
identificar para cada defecto solamente algunas correcciones y causas, en lugar de la 
colección completa. Por esta razón, en esta tesis se implementó la identificación parcial 
como una alternativa que relaja la completitud del Algoritmo 3-2, con el fin de entregarle 
al diseñador del modelo de características resultados más rápidamente. Con esta 
modificación, el algoritmo identifica parcialmente MCSes. Es decir, para cada defecto, el 
algoritmo identifica los MCSes de menor tamaño y allí termina. En la literatura, el trabajo 
propuesto por Trinidad et al. (2008) identifica, como en este caso, las correcciones de 
menor tamaño de cada defecto. Por ejemplo, en el caso de la característica muerta ASP, 
el algoritmo identificaría solamente los MCSes que tienen un elemento (ver Tabla 3-4).  
Al relajar la completitud del algoritmo que identifica los MCSes, no es posible identificar 
todos los MUSes por medio del cálculo de la colección de hitting sets mínimos. Esto se 
debe a que para garantizar que los hitting sets identificados sean irresolubles, estos 
deben obtenerse a partir de la colección completa de MCSes (Liffiton & Sakallah, 2008). 
Sin embargo, aún es posible presentarle al diseñador del modelo de características 
algunas causas, gracias a los MUSes que identifica el Algoritmo 3-2, cuando reduce el 
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programa de restricciones irresoluble ’, para luego descartar subconjuntos candidatos a 
ser MCSes (ver Subsección 3.5.4).  
Cuando la identificación de las causas y correcciones es completa, el método sigue la 
secuencia de pasos presentada en la Figura 3-2, pero cuando la identificación es parcial, 
debido a que no se puede obtener la colección de MUSes con el cálculo de los hitting 
sets, el método no invoca el paso 4 para identificar todos los MUSes de un defecto, sino 
que obtiene del paso 3, Identificar correcciones, los MCSes de menor tamaño y algunos 
MUSes. La Figura 3-7 presenta la secuencia de los pasos del método y el flujo de datos 
cuando la identificación es parcial. 
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Figura 3-7. Diagrama de procesos del método propuesto. Identificación parcial 
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3.7.2 Algoritmo para identificar las causas y correcciones de los 
defectos 
La lógica del paso 5 Identificar causas y correcciones es implementada en el Algoritmo 
3-4. Este algoritmo recibe como entradas, la lista de defectos identificados para el 
modelo de características a analizar (listaDefectos), las restricciones del modelo 
(rm), las restricciones fijas (rf), y el tipo de identificación tipoIdentificacion. El 
parámetro tipoIdentificacion sirve para identificar si la identificación de causas y 
correcciones será parcial o completa y debe ser definido por el diseñador del modelo de 
características.  
El algoritmo inicia en un ciclo que se ejecuta para todos los defectos identificados en el 
modelo de características. En ese ciclo, primero se obtiene de cada defecto, su 
restricción de verificación. Por ejemplo, en el modelo de características de la Figura 3-1 
para la característica muerta ASP la restricción de verificación es ASP=1, pero para la 
falsa característica opcional Archivo la restricción de verificación es Archivo=0. Luego, de 
acuerdo al tipo de identificación se identifican los MCSes y MUSes. Si la identificación es 
completa, el Algoritmo 3-4 invoca el Algoritmo 3-2 para identificar los MCSes y con los 
MCSes identificados invoca el Algoritmo 3-3 para identificar los MUSes. Por el contrario, 
si la identificación es parcial, entonces el Algoritmo 3-4 identifica los MCSes de menor 
tamaño y algunos MUSes con el Algoritmo 3-2. Para ello, se modificó la lógica del 
Algoritmo 3-2 así: 
 Se adicionó el parámetro tipoIdentificacion en las entradas. 
 Se adicionó la lógica para que en el caso de identificación parcial, el algoritmo 
identifique todos los MCSes de menor tamaño y termine.  
 Se adicionó la lógica necesaria para almacenar todos los MUSes obtenidos por el 
algoritmo cuando reduce el programa de restricciones irresoluble ’.  
 Se modificó el retorno del algoritmo para que al finalizar devuelva la colección de 
MUSes y los MCSes identificados.  
Las causas y correcciones de cada defecto se guardan en la variable 
defectoAnalizado. La salida de este algoritmo es el conjunto de defectos 
analizados, es decir cada defecto con sus respectivas causas (MUSes) y correcciones 
(MCSes), y ese conjunto es la entrada del paso 6 Clasificar causas y correcciones, como 
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se presenta en la Figura 3-2 si la identificación es completa, o en la Figura 3-7, si la 
identificación es parcial. 
Algoritmo 3-4. Identificar causas y correcciones de los defectos del modelo de características. 
Identificación completa o parcial 
 
3.8 Paso 6. Clasificar causas y correcciones 
El método propuesto identifica de una en una las causas y correcciones de cada defecto, 
esto quiere decir, que cada defecto es analizado independientemente. Sin embargo, es 
posible que las causas o correcciones identificadas para un defecto sean también 
identificadas para otro defecto. Por ejemplo, en el modelo de características de la Figura 
3-1, el método propuesto encuentra que las características muertas FTP, ASP y JSP, 
poseen las mismas causas y correcciones. 
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Con el objetivo de ayudar al diseñador a analizar las causas y correcciones identificadas, 
en este paso del método se clasifican las causas y correcciones de los defectos 
considerados en este trabajo en dos clases: comunes y no comunes. Una causa o 
corrección es común cuando es identificada para más de un defecto, mientras que es no 
común cuando se encuentra en un único defecto.  
Como resultado, este paso obtiene para las causas y las correcciones dos conjuntos, uno 
que contiene las causas o correcciones comunes, y otro con las causas o correcciones 
no comunes. Además, para cada causa o corrección se agrupan los defectos para los 
que había sido identificada. El Algoritmo 3-5 presenta la lógica para hacer la clasificación 
de los MUSes y este mismo algoritmo se aplica para clasificar los MCSes. La única 
diferencia es que a la entrada del método, no se envía la colección de MUSes, sino la 
colección de MCSes. 
El algoritmo recibe como entrada los MUSes identificados para todos los defectos 
(MUSes) y el conjunto de los defectos identificados en el modelo (defectos). Luego, el 
algoritmo elimina, del conjunto MUSes, los elementos repetidos y guarda el conjunto 
resultante en la variable setsAClasificar. Después, el algoritmo itera por cada MUS 
que pertenece al conjunto de setsAClasificar y obtiene los defectos para los que 
fue identificado ese MUS, según se estén clasificando las causas o las correcciones 
(defectosSet). A continuación, el algoritmo guarda, en una nueva variable llamada 
setClasificado, el MUS que está iterando y los defectos para los que fue identificado 
ese MUS. Luego, el algoritmo verifica la condición de clasificación. Si la cantidad de 
defectosSet es 1 (uno), entonces el setClasificado es no común, mientras que si 
es mayor a uno, entonces el setClasificado es común (líneas 15 -21). Para terminar, 
el algoritmo retorna las listas clasificadas de MUSes comunes y de MUSes no comunes.  
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Algoritmo 3-5. Clasificar causas/correcciones 
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3.9 Conclusiones 
En este capítulo se presentó el método propuesto para identificar y clasificar causas y 
correcciones de defectos en modelos de características que representan líneas de 
productos. Para concluir el capítulo, a continuación se explica, por qué el método 
propuesto cumple con las siete características presentadas al inicio de este capítulo: 
1. Identifica tanto las causas como las correcciones para los defectos de 
modelo vacío, falso modelo de líneas de productos, características muertas, 
falsas características opcionales y redundancias: los algoritmos para 
identificar las causas y las correcciones son iguales para cualquiera de los 
defectos de los modelos de características, excepto para el falso modelo de 
líneas de productos. En el caso de la identificación de las correcciones, lo 
importante es que el algoritmo que identifica los MCSes pueda construir un 
programa de restricciones irresoluble, a partir del cual elimine sistemáticamente 
restricciones. Para ello, en el método se incorporó una restricción de verificación 
que varía de acuerdo al defecto para el cual se quieren identificar las 
correcciones. En cuanto a las causas, debido a que se obtienen a partir de la 
colección de MCSes, para garantizar que cada causa sea realmente un MUS, se 
requiere que la colección de MCSes esté completa.  
En lo que respecta, a las causas y correcciones del falso modelo de líneas de 
productos, éstas son iguales a las de cualquier característica muerta o falsa 
característica opcional del modelo. 
2. Identifica todas las causas y correcciones para cada defecto del modelo: si 
bien, pueden existir otras causas y correcciones que no se relacionen con la 
eliminación de dependencias del modelo de características, la información 
obtenida por el método propuesto es completa, en el sentido de que identifica 
todas las causas y correcciones disponibles a partir de la eliminación de 
dependencias del modelo de características. Para ello, se lleva a cabo un análisis 
sistemático de programas de restricciones irresolubles, los cuales representan los 
modelos de características con defectos. 
3. Flexibilidad: de acuerdo a los intereses del diseñador del modelo de 
características, el método puede obtener información parcial o completa de cada 
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defecto. Así, según la selección del usuario, el método identifica todas las causas 
y las correcciones de los defectos de un modelo de características que pueden 
obtenerse a partir de la eliminación de dependencias, o identifica las correcciones 
de menor tamaño y algunas de sus causas. 
4. Integra en una sola solución, la identificación de los defectos de los 
modelos, la identificación de las causas de los defectos y la identificación 
de las correcciones: el método propuesto, a diferencia de los trabajos 
disponibles en la literatura, integra en una sola solución, tanto la identificación de 
los defectos, como la identificación de las causas y las correcciones de cada 
defecto.  
5. Garantiza que las causas y las correcciones identificadas sean mínimas: al 
aplicar los conceptos de MUSes y MCSes, para la identificación de causas y 
correcciones, el método garantiza que tanto las causas como las correcciones 
identificadas sean mínimas. Esta característica se puede comprobar fácilmente. 
De una parte, para las causas, al escribir un programa de restricciones que 
represente un MUS, el programa de restricciones resultante será irresoluble, pero 
al eliminarle cualquier restricción se volverá resoluble. De otra parte, para las 
correcciones, todas las dependencias propuestas en la corrección deben ser 
eliminadas, para garantizar que el defecto al que corresponden, sea corregido. 
Gracias al carácter mínimo de las causas y las correcciones, toda la información 
que el método presente al diseñador del modelo de características, estará 
realmente involucrada con los defectos con los que se relaciona. 
6. Diferencia las causas y correcciones de cada defecto y las clasificar en 
comunes y no comunes: el método presenta para cada defecto cuáles son sus 
causas y cuáles son las correcciones. Además, para presentar una visión de 
conjunto del modelo de características, el método clasifica las causas y las 
correcciones en comunes y no comunes. Así, esta clasificación puede ayudar al 
diseñador del modelo de características a identificar qué correcciones de las 
disponibles tienen impacto sobre más defectos y qué conjuntos de dependencias 
del modelo están originando más de un defecto. 
Capítulo 3. Solución propuesta  143 
 
7. Es sistemático y por lo tanto puede llevarse a cabo mediante un proceso 
automático: los pasos del método pueden realizarse de manera automática por 
un computador. De hecho, durante esta tesis se implementó una herramienta, 
para que los diseñadores de los modelos de características puedan identificar si 
los modelos que construyen tiene defectos, y si es así, pueden identificar y 






Este capítulo presenta los resultados de los experimentos empíricos realizados para 
validar el método propuesto en esta tesis.  
Para llevar a cabo la validación, se desarrolló en Java una herramienta llamada CauCos, 
que implementa el método propuesto. En este capítulo, se explican los principales 
componentes de dicha herramienta y los resultados obtenidos al analizar diferentes 
modelos de características con ella.  
La validación del método propuesto consistió en: (i) evaluar la exactitud, (ii) evaluar el 
rendimiento y (iii) comparar una parte de la funcionalidad de la herramienta desarrollada, 
con una herramienta bien conocida en la literatura, que sirve para identificar correcciones 
de defectos. Los resultados de la validación muestran que el método propuesto es exacto 
y que obtiene, para los defectos considerados en esta tesis, los resultados en menor 
tiempo de ejecución que la herramienta de la literatura tomada de referencia. 
A continuación se presentan los detalles de los experimentos desarrollados y se discuten 
los resultados obtenidos.  
4.1 CauCos 
Para hacer automático el método presentado en el Capítulo3, se desarrolló en Java una 
herramienta llamada CauCos. El nombre de la herramienta es el resultado de la 
contracción de las palabras CAUsas y COrreccioneS, pues la principal contribución de 
esta tesis es identificar las causas y las correcciones mínimas de cada defecto de los 
modelos de características. La funcionalidad de CauCos será luego integrada con 
VariaMos (Mazo, Salinesi, & Diaz, 2012), una herramienta para analizar modelos de 
variabilidad. VariaMos soporta operaciones en los modelos de características, tales como 
146 Método para identificar y clasificar causas de defectos en modelos de 
características que representan líneas de productos 
 
calcular el número de productos derivables de la línea de productos, configurar productos 
de la línea de productos, calcular el factor de variabilidad del modelo, entre otros.  
CauCos identifica los defectos para modelos de características, identifica las causas y 
correcciones de cada defecto y además, clasifica las causas y correcciones en comunes 
y no comunes. La identificación puede ser completa o parcial según un parámetro de 
entrada (ver Capítulo 4 Sección 3.7), y los solvers de restricciones soportados para 
analizar los modelos son GNU Prolog (Diaz & Codognet, 2001) y SWI Prolog 
(Wielemaker, 2012). Los modelos de características a analizar deben estar expresados 
en formato .sxfm9. Este formato, es una representación bien conocida por la comunidad 
de líneas de productos de software, para representar modelos de características. 
La herramienta aún no tiene interfaz gráfica, por esta razón debe ser invocada 
programáticamente. Los resultados del análisis se exportan en un archivo en formato 
“xls”. Este archivo contiene en la primera hoja los defectos identificados para el modelo 
de características, en la segunda hoja las causas y correcciones identificadas para cada 
defecto y en la tercera hoja el resultado de la clasificación.  
La Figura 4-1 presenta la arquitectura de CauCos. Esta arquitectura está compuesta por: 
(i) un componente principal llamado AnalizadorDefectos, que implementa los siete pasos 
del método presentado en el Capítulo 3, (ii) tres componentes para crear, manipular y 
consultar programas de restricciones, y (iii) dos librerías de terceros.  
Es importante resaltar, que aunque algunos pasos del método propuesto requieren la 
interacción continúa con un solver y la creación dinámica de programas de restricciones, 
CauCos separa, en componentes diferentes, la lógica relacionada con el solver de 
restricciones y el AnalizadorDefectos. De esta manera, la lógica que implementa los 
pasos del método no depende de ningún solver de restricciones en particular y CauCos 
es fácilmente extensible a otros solvers de restricciones de dominio entero. 
A continuación se describe, de manera general, la funcionalidad principal de cada 
componente de la arquitectura de CauCos (ver Figura 4-1).  
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i. Componente principal AnalizadorDefectos: este componente implementa los 
siete pasos del método propuesto, por medio de cinco clases Java: 
(Transformador) la clase que lee y transforma el modelo de características; 
(Verificador) la clase que identifica los defectos en el modelo de características 
transformado; (IdentificadorCausasCorrecciones) la clase que identifica las 
correcciones y las causas de cada defecto; (Clasificador) la clase que clasifica las 
causas y correcciones; y finalmente, (Controlador) la clase que controla la 
interacción entre las cuatro clases anteriores y entrega los resultados. Además, el 
componente tiene clases que modelan, en términos de objetos, los defectos, las 
causas, las correcciones y el modelo de características (paquete Entidades), y 
clases utilitarias para manejar excepciones, exportar los resultados, hacer 
operaciones con conjuntos y manipular archivos (paquete Utilidades).  
En este componente, para la identificación de dependencias redundantes la clase 
Verificador adiciona automáticamente la negación de las dependencias (ver 
Sección 3.4) según las reglas de la Tabla 3-2. De esta manera, CauCos realiza la 
identificación de las redundancias automáticamente y no requiere adición manual 
de restricciones. 
ii. Componentes para manipular programas de restricciones 
a. HLCL: componente que permite expresar restricciones en términos de 
objetos. Su nombre corresponde a la sigla de High Level Constraint Language 
y fue desarrollado en el Centre de Recherche en Informatique (CRI) de la 
Universidad Paris 1 Panthéon Sorbonne. El AnalizadorDefectos invoca este 
componente, para representar, en términos de objetos, las restricciones de las 
dependencias del modelo de características. Además, también se invoca para 
representar la restricción fija y la restricción de verificación, que son 
necesarias en la identificación de las correcciones del método propuesto.  
b. HLCL2Solver: este componente crea y guarda en disco, programas de 
restricciones que representan modelos de características. Las variables del 
programa de restricciones son las características del modelo, con un dominio 
de cero (0) o uno (1). Las restricciones corresponden a las restricciones del 
modelo de características, pero expresadas en la notación del solver que se 
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desee usar. Para ello, el componente transforma cada restricción 
representada como objeto, a la sintaxis particular del solver que será utilizado 
para el análisis. Actualmente este componente soporta GNU Prolog (Diaz & 
Codognet, 2001) y SWI Prolog (Wielemaker, 2012). Ambos son solvers de 
restricciones sobre variables enteras y finitas. Por ejemplo, una restricción 
como A  B es expresada en GNU Prolog como A #< = > B, y en SWI Prolog 
como A #< == > B. Así, una doble implicación en GNU Prolog se expresa con 
un igual (=), mientras que en SWI Prolog se expresa con dos iguales (==).  
El AnalizadorDefectos invoca el componente HLCL2Solver, cuando va a 
identificar los defectos de los modelos de características y cuando va a 
identificar las correcciones, pues estos pasos requieren construir 
dinámicamente programas de restricciones. A su vez, el HLCL2Solver invoca 
el componente HLCL para leer las restricciones expresadas en términos de 
objetos y transformarlas a la notación del solver que corresponda.  
c. ConsultarSolver: este componente lee programas de restricciones 
expresados en GNU Prolog o SWI Prolog usando Java. Los programas de 
restricciones representan modelos de características y fueron creados por el 
componente HLCL2Solver. Además, el componente implementa la lógica para 
ejecutar programas de restricciones, con el fin de identificar si son resolubles 
o irresolubles, y para calcular el número de productos derivables. Este 
componente comunica Java y SWI Prolog, gracias a la librería jpl.jar 
desarrollada por SWI Prolog que puede ser descargada gratuitamente de su 
sitio web10. A su vez, para comunicar Java con GNU Prolog, el componente 
usa una librería en Java desarrollada en el Centre de Recherche en 
Informatique (CRI) de la universidad Paris 1 Panthéon Sorbonne.  
El componente ConsultarSolver es invocado por el AnalizadorDefectos en 
los pasos de identificación de defectos e identificación de correcciones.  
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iii. Librerías de terceros 
a. sxfm.jar: esta librería está disponible en el sitio web para análisis online de 
modelos de características SPLOT11 y sirve para manipular modelos de 
características expresados en .sxfm.  
b. POI.jar: esta librería sirve para crear y modificar archivos de la office suite. En 
CauCos la librería se usa para exportar los resultados a hojas de cálculo en 
formato “xls”. La librería POI puede ser descargada de internet desde la 
página principal del proyecto POI12. 
 











Figura 4-1. Arquitectura de CauCos 
 




4.2 Validación de la exactitud  
La exactitud se refiere a la proximidad de los resultados obtenidos por el método en 
comparación con los valores esperados (ISO 5725-1, 1994). Para evaluar la exactitud 
fueron definidos dos criterios: el porcentaje de falsos positivos y el porcentaje de aciertos. 
Ambos criterios son medidos con respecto a los resultados de la inspección manual de 
las causas y correcciones identificadas por el método propuesto. 
A continuación, se explican ambos criterios. 
 Falsos positivos: los falsos positivos corresponden a subconjuntos que fueron 
identificados por el método, pero que no son una causa o una corrección. 
Particularmente, una causa es un falso positivo, si es un subconjunto que está 
formado por dependencias del modelo que no son contradictorias entre sí, o si al 
expresar la causa en términos de restricciones el conjunto resultante no es un 
MUS. Una corrección es un falso positivo, si al eliminar sus elementos del modelo 
de características, el defecto para el cual fue identificada la corrección no 
desaparece. Además, una corrección es un falso positivo si no es mínima. Es 
decir, si no es necesario eliminar del modelo todos los elementos de la corrección 
para corregir el defecto. Finalmente, una clasificación es falsa positiva si la causa 
o corrección fue clasificada por el método en la clase incorrecta. 
 Aciertos: los aciertos son valores correctamente identificados o clasificados por 
el método. Particularmente, una causa es un acierto, si corresponde a un 
subconjunto de dependencias del modelo de características contradictorias entre 
sí, y si al ser expresada en términos de restricciones representa un MUS. Por su 
parte, una corrección es un acierto, si es un subconjunto de dependencias mínimo 
que corrige al menos un defecto del modelo de características al ser eliminado del 
modelo. Finalmente, una causa o corrección clasificada es un acierto, si fue 
ubicada por el método en la clase correcta.  
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4.2.1 Validación de la exactitud en tres niveles 
Con el fin de evaluar la exactitud del método con los criterios anteriormente presentados, 
se definió un conjunto de modelos de características en tres niveles de evaluación: 
controlado, semi controlado y aleatorio. 
 Nivel 1 Controlado: en este nivel se evaluó la exactitud del método con dos 
modelos de características para los que ya se conocían los defectos y las 
correcciones. Estos modelos fueron tomados de la literatura. Ellos corresponden 
a modelos presentados en trabajos de investigación, que identifican correcciones 
a defectos de los modelos de características. La exactitud en este nivel se evaluó 
comparando los resultados obtenidos por el método propuesto, con los resultados 
presentados en los trabajos de investigación de donde fueron tomados los 
modelos. Sin embargo, como ninguno de estos trabajos identifica causas, ni hace 
clasificación, las causas y la clasificación fue inspeccionada manualmente.  
 Nivel 2. Semi controlado: en este nivel se evaluó la exactitud del método con un 
caso de estudio, del cual se conocían los defectos y algunas de las causas y 
correcciones. El caso de estudio corresponde al modelo de características de 
sitios web presentado en el Capítulo 4 Sección 3.1. Este modelo de 
características se convirtió intencionalmente un falso modelo de líneas de 
productos. Para ello, le fueron introducidas 10 características muertas, 7 falsas 
características opcionales y 3 redundancias. Debido a que los defectos fueron 
introducidos adrede en el modelo, se conocían algunas de las causas y 
correcciones que se esperaban identificar. Sin embargo, dado que el método 
identificó más causas y correcciones de las previstas, los resultados se 
inspeccionaron manualmente. La inspección manual permite verificar no sólo que 
no existen falsos positivos, sino también que el conjunto de causas y correcciones 
es completo (fueron identificados las causas y correcciones que se podían 
obtener al eliminar dependencias del modelo de características).  
 Nivel 3. Aleatorio: en este nivel se evaluó la exactitud del método en 25 
modelos, para los que no se conocían con anterioridad las causas y correcciones 
de los defectos. De una parte, tres de los 25 modelos fueron propuestos en 
literatura relacionada con líneas de productos y están disponibles en el repositorio 
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de modelos de características SPLOT13. De otra parte, los restantes 22 modelos 
fueron creados con el generador automático de modelos de características BeTTy 
(Segura et al., 2012). Todos los modelos tenían menos de 35 dependencias. Esto 
con el fin de facilitar la inspección manual de los resultados. Es importante 
resaltar que en este nivel se evalúo el método en modelos de características que 
tenían originalmente defectos y no en modelos de características modificados. De 
esta manera, se evitó introducir, sin intención, patrones en las causas o las 
correcciones de los defectos. Además, los modelos evaluados tenían entre sí: 
diferente cantidad de defectos, diferente cantidad de características y diferente 
cantidad de dependencias. Estas variaciones se hicieron con la intención de 
validar que la exactitud del método, no estuviera influenciada, ni por patrones 
predeterminados de causas o correcciones, ni por la cantidad de dependencias 
de los modelos de características, ni por el tipo de defecto, ni por la cantidad de 
defectos.  
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4.2.2 Inspección de los resultados 
 Inspección de la exactitud de las causas: Para cada causa se creó 
manualmente un programa de restricciones formado por (i) la representación en 
restricciones de las dependencias que hacían parte de la causa, (ii) la restricción 
de verificación del defecto al que pertenecía la causa, y (iii) la restricción fija del 
modelo de características. La causa era un acierto si el programa de restricciones 
resultante era un MUS, mientras que era un falso positivo en caso contrario. 
 Inspección de la exactitud de las correcciones: A la hora de corregir el modelo 
de características, son los diseñadores quienes seleccionan cuáles de las 
correcciones disponibles aplicarán. Así mismo, son ellos quienes hacen en el 
modelo de características los ajustes que se requieran para aplicar la corrección. 
Por esta razón, esta inspección validó que las correcciones identificadas por el 
método fueran aciertos, aunque alteraran la estructura en forma de árbol del 
modelo de características. Cuando la corrección solucionaba el defecto y era 
mínima, entonces era un acierto. De lo contrario era un falso positivo. 
La inspección manual de cada corrección se llevó a cabo de la siguiente manera: 
I. Se creó manualmente un programa de restricciones irresoluble que 
representara el modelo de características con el defecto para el que fue 
identificada la corrección. Luego, a ese programa de restricciones se le 
eliminó manualmente las restricciones que hacían parte de la corrección. 
II. Se ejecutó el programa de restricciones resultante. Si el programa de 
restricciones era resoluble, entonces la corrección solucionaba el defecto. 
III. Se evaluó si la corrección era mínima. Según la definición de los MCSes 
(ver Definición 2-2), si a un subconjunto irresoluble , se le elimina única-
mente una parte de un MCS, el subconjunto  debe seguir siendo 
irresoluble. En efecto, si el MCS es mínimo, todos sus elementos deben 
ser eliminados para volver resoluble. Para esta parte de la inspección 
manual se siguió la misma idea. La inspección consistió en crear 
nuevamente un programa de restricciones irresoluble que representara el 
modelo de características con el defecto para el que fue identificada la 
corrección. Luego, únicamente una parte de la corrección era eliminada de 
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ese programa de restricciones. Si como se esperaba, el programa de 
restricciones seguía siendo irresoluble, entonces la corrección era mínima. 
Por el contrario, si el programa de restricciones se volvía resoluble, 
entonces parte de la corrección era innecesaria para solucionar el defecto 
y la corrección no era mínima. 
Para el caso de las correcciones de los falsos modelos de LP, al inspeccionar las 
causas y las correcciones de las características muertas y las falsas 
características opcionales, también se inspeccionaban las causas y correcciones 
de este defecto. Como se presentó en la Subsección 3.5.2, un modelo de 
características puede ser un falso modelo de LP porque tiene características 
muertas o falsas características opcionales. Entonces, si se corrige alguno de 
esos defectos, la cantidad de productos derivables del modelo de características 
aumentará y el modelo de características dejará de ser un falso modelo de líneas 
de productos. 
 Inspección de la exactitud de la clasificación: La inspección de la exactitud de 
la clasificación consistió en revisar que las causas y correcciones clasificadas en 
la clase de comunes, fueran comunes a más de un defecto y que las causas y 
correcciones no comunes pertenecieran a un único defecto.  
4.3 Resultados validación de la exactitud 
Esta sección presenta los resultados de la validación de la exactitud del método 
propuesto, en los tres niveles presentados en la Subsección 4.2.1. Igualmente, se 
presentan los resultados de la inspección realizada de acuerdo a lo definido en la 
Subsección 4.2.2.  
Debido a que CauCos fue la herramienta desarrollada para hacer automático el método 
propuesto, los resultados que se presentan a continuación corresponden a resultados 
obtenidos al analizar con CauCos los modelos de características de cada nivel. 
4.3.1 Nivel 1. Controlado 
En el nivel controlado, el método propuesto se validó con dos modelos de características 
tomados del trabajo de Trinidad et al.(2008) y Felfernig et al.(2013). Los resultados 
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obtenidos en este nivel indican que el método propuesto es exacto, ya que tuvo un 100% 
de aciertos y 0% falsos positivos con respecto a causas y correcciones identificadas por 
los trabajos de la literatura con los que se compararon los resultados.  
 Sistema de integración del hogar (en inglés Home Integration System) 
Trinidad et al.(2008) presentan en su trabajo un modelo de características que representa 
una línea de productos de un sistema de integración de hogar. En este modelo, la 
característica Línea de poder es una característica muerta para la cual Trinidad et 
al.(2008) identifican las correcciones con menor número de elementos. La Figura 4-2 
presenta el modelo de características. Este modelo tiene 15 características, una 
dependencia de exclusión y 12 dependencias entre obligatorias, opcionales y de 
cardinalidad grupal. 
Figura 4-2. Modelo de características propuesto por Trinidad et al.(2008) 
 
 Causas: CauCos identificó una causa que origina la característica muerta Línea de 
poder en el modelo de características del sistema de integración del hogar. Esta 
causa corresponde al subconjunto de dependencias: Dependencia obligatoria 
entreHIS y Control, Dependencia obligatoria entre Control y Luces; y 
Dependencia transversal entre: Luces y Línea de poder. 
Al hacerle seguimiento a la causa identificada, se encuentra que estas dependencias 
sí explican por qué la característica Línea de poder es muerta. En efecto, al 
seleccionar la característica Línea de poder entonces la característica Luces no 
podría ser seleccionada, debido a la dependencia de exclusión Dependencia 
transversal entre: Luces y Línea de poder. Sin embargo, la característica Luces 
debe ser seleccionada en todos los productos derivados de la línea de productos, 
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debido a la Dependencia obligatoria entreHIS y Control, y a la Dependencia 
obligatoria entre Control y Luces, lo cual es una contradicción. 
Para inspeccionar la exactitud de la causa se creó manualmente un programa de 
restricciones con: (i) la representación en restricciones de cada dependencia que 
pertenece a la causa, (ii) la restricción de verificación: Línea de poder=1, y (iii) la 
restricción fija: HIS=1. La restricción de verificación obliga a que la característica 
muerta Línea de poder sea seleccionada en un producto derivado de la línea de 
productos, y la restricción fija obliga a que la característica raíz HIS, también sea 
seleccionada en cualquier producto derivado de la línea de productos. El programa 
de restricciones resultante (ver Figura 4-3) es un MUS, lo que indica que la causa 
identificada es un acierto. 
Figura 4-3. MUS expresado en SWI Prolog que explica la causa de la característica muerta Línea 
de poder 
 
 Clasificación: CauCos clasificó, tanto la causa como las correcciones identificadas, 
como no comunes. Dado que el modelo no tiene más defectos, esta clasificación es 
un acierto. 
 Correcciones: CauCos identificó tres correcciones para solucionar la característica 
muerta Línea de poder: 
corrección1: Dependencia obligatoria entre HIS y Control. 
corrección2: Dependencia obligatoria entre Control y Luces. 
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corrección3: Dependencia transversal entre: Luces y Línea de poder. 
Estas correcciones son iguales a las presentadas en el trabajo de Trinidad et 
al.(2008). Esto debido a que la característica muerta Línea de poder tiene únicamente 
correcciones de tamaño 1, es decir, con una sola dependencia. Sin embargo, si la 
característica muerta tuviera correcciones con más de una dependencia entonces, el 
método propuesto hubiera identificado también esas correcciones a diferencia del 
trabajo de Trinidad et al.(2008). 
 Ubuntu  
Felfernig et al.(2013) presentan en su trabajo un modelo de características que 
representa una versión simplificada de las características del sistema operativo Ubuntu. 
La Figura 4-4 presenta el modelo de características. Este modelo de características es 
vacío y Felfernig et al.(2013) identifican 5 posibles correcciones para solucionarlo. Este 
modelo tiene 11 características, dos dependencias de exclusión, una dependencia de 
inclusión y 7 dependencias entre obligatorias, opcionales y de cardinalidad grupal. 
Figura 4-4. Modelo de características propuesto por Felfernig et al. (2013) 
 
 Causas: con el método propuesto fueron identificadas dos causas, las cuales 
originan que el modelo de características de Ubuntu sea un modelo vacío:  
causa1: Dependencia obligatoria entre Ubuntu y Bash, Dependencia obligatoria entre 
Ubuntu y Editor texto, y Dependencia transversal entre: Editor texto y Bash. 
causa2: Dependencia obligatoria entre Ubuntu y Bash, Dependencia transversal entre 
Bash y GUI y Dependencia obligatoria entre Ubuntu y GUI. 
Al hacerle seguimiento a la causa1 se encuentra que estas dependencias si explican 
por qué el modelo de características es vacío. En efecto, las características Bash y 
Editor de texto deben ir en cualquier producto derivado de la línea de productos, 
debido a las dependencias obligatorias entre Ubuntu y Bash, y Ubuntu y Editor texto. 
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Sin embargo, por la dependencia transversal de exclusión entre Editor texto y Bash, 
ambas características se excluyen entre sí, lo cual es una contradicción. En cuanto a 
la causa2, las características Bash y GUI deben ir en cualquier configuración derivada 
de la línea de productos por las dependencias obligatorias entre Ubuntu y Bash, y 
Ubuntu y GUI, pero ambas dependencias se excluyen entre sí con la dependencia 
transversal de exclusión entre Bash y GUI, lo cual también es una contradicción. 
Adicionalmente, al evaluar la representación en restricciones de las dependencias 
que forman cada causa, junto con la restricción fija Ubuntu=1, ambos conjuntos de 
restricciones son un MUS. Esto indica que ambas causas identificadas son un 
acierto. 
 Clasificación: el método clasificó en la categoría de no comunes, tanto las causas 
como las correcciones identificadas. Dado que el modelo no tiene más defectos, esta 
clasificación es un acierto. 
 Correcciones: en su trabajo, Felfernig et al. (2013) identifican cinco correcciones 
para el modelo de características vacío de la Figura 4-4. Estas mismas correcciones 
fueron identificadas por CauCos. Ellas son: 
correccion1: Dependencia obligatoria entre Ubuntu y Bash. 
corrección2: Dependencia obligatoria entre Ubuntu y Editor texto y Dependencia 
obligatoria entre Ubuntu y GUI. 
corrección3: Dependencia obligatoria entre Ubuntu y Editor texto y Dependencia 
transversal entre: Bash y GUI. 
corrección4: Dependencia obligatoria entre Ubuntu y GUI y Dependencia 
transversal entre: Editor_texto y Bash. 
corrección5: Dependencia transversal entre: Editor texto y Bash y Dependencia 
transversal entre: Bash y GUI. 
4.3.2 Nivel 2. Semi controlado 
En este nivel se analizó con CauCos el modelo de características de la Figura 3-1 
Sección 3.1. Este modelo fue creado a partir del modelo de características para sitios 
web propuesto por Mendoça et al. (2008). El modelo original fue modificado para 
introducirle defectos y para disminuir su tamaño, con el fin de facilitar la revisión de los 
resultados. Específicamente, las modificaciones consistieron en: 
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 Reducir el número de características del modelo de 43 a 25 y reducir el número 
de dependencias obligatorias, opcionales y de cardinalidad grupal de 31 a 18.  
 Incorporar 8 restricciones de exclusión e inclusión para introducir defectos en el 
modelo de características.  
La Tabla 4-1 resume la cantidad de causas y correcciones identificadas por CauCos para 
este modelo de características y muestra el porcentaje de falsos positivos y aciertos 
encontrados. Adicionalmente, en el Anexo A se presentan, para cada defecto, las causas 
y las correcciones que fueron identificadas.  












ASP 3 12 0 100 
Base de datos 2 9 0 100 
Búsquedas 2 10 0 100 
Dinámico 3 11 0 100 
Estadísticas 2 10 0 100 
HTTPS 2 10 0 100 
JSP 3 12 0 100 
Minutos 1 9 0 100 
PHP 3 12 0 100 





Archivo 1 8 0 100 
Flash 1 4 0 100 
FTP 2 15 0 100 
Milisegundos 1 8 0 100 
Protocolos 2 10 0 100 
Registro 1 9 0 100 
Servicios 














Rendimiento 2 3 
0 100 
Total 36 187   
CauCos encontró un total de 187 correcciones, de las cuales 36 fueron no comunes y 20 
fueron comunes. Además, CauCos identificó 36 causas, de las cuales 21 eran no 
comunes y seis eran comunes.  
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Con respecto a la clasificación de causas comunes, CauCos encontró, por ejemplo, que 
las tres causas que originan la característica muerta ASP, también originan las 
características muertas PHP y JSP. Además, encontró que la causa que origina la falsa 
característica opcional FTP, también origina la dependencia redundante Archivo-FTP 
(D25). En el Anexo A, Tabla A-5-40 se presentan en detalle las dependencias que forman 
cada causa común.  
En cuanto a las correcciones comunes, CauCos encontró que existen tres correcciones 
que solucionan dieciséis defectos, dos correcciones que solucionan quince defectos, 
cuatro correcciones que solucionan entre doce y seis defectos, siete correcciones que 
solucionan entre cuatro y tres defectos y cuatro correcciones que solucionan dos 
defectos. La Tabla 4-2 presenta para cada corrección común, la cantidad de elementos 
de la corrección y cuántos defectos corrige. Además, en el Anexo A en la Tabla A-5-42 
se presentan los defectos que soluciona cada corrección y las dependencias que la 
forman. 
Tabla 4-2. Correcciones comunes modelo de características de sitios web 
Corrección 
Cantidad de 





Dependencia: Estático-Flash 1 16 
Servicios adicionales a Reportes 1 16 
Contenido a Estático 1 16 
Servicios adicionales a Banners 1 15 
Banners a Flash 1 15 
Servidor Web a Contenido 1 12 
Dependencia: Reportes-Milisegundos 1 11 
Sitio Web a Servidor Web 1 9 
Dependencia: HTTPS-Milisegundos 1 6 
Dependencia: Reportes-Archivo 1 4 
Dependencia: Dinámico-HTTPS 1 4 
Rendimiento a [Milisegundos, Segundos, Minutos] 1 4 
Servidor Web a Contenido,  
Contenido a Dinámico 
2 4 
Sitio Web a Servidor Web, 
 Servidor Web a Protocolos,  
Contenido a Dinámico 
3 4 
Sitio Web a Servidor Web,  
Protocolos a [FTP, HTTPS] cardinalidad superior,  
Contenido a Dinámico 
3 4 
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Dinámico a [ASP, PHP, JSP] cardinalidad superior 1 3 
Registro a [Base de datos, Archivo] 1 2 
Sitio web a Servidor web,  
Servidor web a Registro 
2 2 
Dependencia: Contenido-Protocolos,  
Dependencia: Reportes-Archivo 
2 2 




La clasificación de las correcciones es una guía para el diseñador del modelo de 
características. Esta guía le podría ayuda a decidir, cuáles de las correcciones 
identificadas por el método debe aplicar. Así por ejemplo, si el criterio del diseñador es la 
cantidad de defectos que soluciona la corrección, entonces aplicará alguna de las 
correcciones que solucionan 16 defectos. Otros criterios que también facilitan el análisis 
de las correcciones pueden ser si la corrección genera nuevos defectos, o si la 
corrección permite derivar más productos del modelo de características que otras 
correcciones. Explorar estos criterios es un trabajo futuro de esta tesis. 
Cuando se introdujeron los defectos al modelo, algunas de las causas y correcciones se 
conocían de antemano y por lo tanto se esperaba que fueran éstas las que CauCos 
identificara. Sin embargo, luego de comparar los resultados esperados con los obtenidos, 
se encontró que CauCos identificó más causas y correcciones de las que se tenían 
previstas, con un 0% de falsos positivos.  
Este resultado es interesante, pues aunque en algunos casos, cuando se analiza 
manualmente un modelo de características con defectos, son evidentes las causas que 
originan esos defectos o sus correcciones, muchas veces es difícil encontrarlas todas en 
una inspección manual. Además, debido a la transitividad entre las dependencias del 
modelo, no siempre es fácil encontrar las causas y correcciones a simple vista. Así por 
ejemplo, para el modelo de características de sitios web, se había identificado que la 
causa de la dependencia redundante D28 era la dependencia D1 (ver Figura 4-5), pero 
no se había identificado que las dependencias D4, D7 y D21 (ver Figura 4-6) también 
originaban este defecto.  
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Figura 4-5. Causa 1 dependencia redundante D28 
 
Figura 4-6. Causa 2.Dependencia redundante D28 
 
4.3.3 Nivel 3. Aleatorio 
En esta subsección se presentan los resultados de analizar con CauCos, una colección 
de 25 modelos de características. De los 25 modelos, tres fueron tomados del repositorio 
de modelos de características SPLOT y corresponden a modelos de características 
presentados en la literatura. Los otros 22 modelos, fueron generados automáticamente 
con BeTTy (Segura et al., 2012).  
Todos los modelos analizados tienen entre 4 y 34 dependencias, pues se prefirieron 
modelos pequeños para facilitar la revisión manual de los resultados obtenidos. Además, 
cada modelo tiene al menos uno de los defectos tratados en esta tesis y hay al menos un 
modelo para cada tipo de defecto.  
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La Tabla 4-3 presenta los resultados obtenidos luego de analizar la colección de los 25 
modelos de características con CauCos y de inspeccionar manualmente las causas, las 
correcciones y la clasificación. Los resultados obtenidos en este nivel indican que el 
método propuesto es exacto pues tuvo 100% de aciertos y 0% falsos positivos con en la 
inspección manual de los resultados. 
La Tabla 4-3 se divide en siete grandes columnas. La primera de ellas, muestra el código 
del modelo de características, la segunda corresponde al nombre del modelo. La tercera 
muestra información sobre el modelo, particularmente, cuántas características y cuántas 
dependencias tiene cada modelo. La cuarta presenta información sobre los defectos: 
cuántos defectos en total tiene cada modelo de características y cuántos defectos tiene 
por cada tipo. A continuación, la quinta muestra información sobre las causas: cuántas 
causas en total identificó CauCos para los defectos de cada modelo, el porcentaje de 
falsos positivos y el porcentaje de aciertos obtenidos, luego de hacer la inspección 
manual. La sexta presenta información sobre las correcciones: cuántas correcciones 
identificó CauCos para los defectos del modelo, el porcentaje de falsos positivos y el 
porcentaje de aciertos. Finalmente, la séptima gran columna, presenta información sobre 
la clasificación: cantidad de causas y correcciones clasificadas como comunes y no 
comunes. Además, presenta el porcentaje de falsos positivos y de aciertos identificados 
en la inspección manual. Las filas de la tabla están ordenadas de menor a mayor según 
el número de correcciones identificadas en cada modelo. 
La siguiente es la nomenclatura de las columnas: 
id: identificador del modelo de características analizado.Todos comienzan por M 
para indicar que son modelos de características. A cada modelo le fue asignado 
un id en la tabla, para facilitar su identificación en las siguientes partes de este 
capítulo. 
 #def: número de defectos. Corresponde a la sumatoria de los defectos de 
diferentes tipos, presentes en los modelos de características. 
vac: indica si los modelos de características son o no vacíos. Si un modelo es 
vacío la columna tiene uno (1), mientras que si no es vacío tiene cero (0).  
FPL: indica si los modelo de características son o no falsos modelos de líneas de 
productos. Si un modelo es un falso modelo de líneas de productos la columna 
tiene uno (1), mientras que tiene cero en el caso contrario (0). 
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#CM: número de características muertas de los modelo de características. 
#FO: número de caracteristicas falsas opcionales de los modelos de 
características. 
#redun: número de redundancias de los modelo de características. 
#caus: cantidad de causas identificadas por CauCos para los defectos de los 
modelos de características. 
#corr: sumatoria de todas las correcciones identificadas por CauCos para los 
defectos del modelo de características. 
%FP: porcentaje de falsos positivos. 
%acier: porcentaje de aciertos. 
#causCom: número de causas comunes. 
#causNoCom: número de causas no comunes. 
#corrCom: número de correcciones comunes. 
#corrNoCom: número de correcciones no comunes. 








Defectos Causas Correcciones Clasificación 










M1 Insurance Policy 22 20 1 0 0 0 0 1 1 0 100 2 0 100 0 1 0 2 0 100 




25 20 1 0 0 0 0 1 1 0 100 3 0 100 0 1 0 3 0 100 
M4 5FeatureModel21 5 4 2 0 0 1 0 1 2 0 100 3 0 100 0 2 1 1 0 100 
M5 5FeatureModel5 5 6 2 0 0 0 1 1 2 0 100 3 0 100 0 2 0 3 0 100 
M6 20FeaturesModel0 20 19 2 0 0 1 0 1 2 0 100 3 0 100 0 2 1 1 0 100 
M7 25FeaturesModel4 25 28 2 0 0 1 0 1 2 0 100 3 0 100 0 2 1 1 0 100 
M8 15FeaturesModel3 15 17 1 1 0 0 0 0 1 0 100 4 0 100 0 1 0 4 0 100 
M9 20FeaturesModel10 20 20 1 0 0 0 0 1 1 0 100 4 0 100 0 1 0 4 0 100 
M10 25FeaturesModel30 25 24 1 1 0 0 0 0 1 0 100 5 0 100 0 1 0 5 0 100 
M11 10FeatureModel2 10 13 1 1 0 0 0 0 1 0 100 6 0 100 0 1 0 6 0 100 
M12 25FeatureModel3 25 23 2 0 0 0 0 2 2 0 100 6 0 100 0 2 1 4 0 100 
M13 10FeaturesModel32 10 11 2 0 0 1 0 1 3 0 100 6 0 100 1 1 1 4 0 100 
M14 10FeaturesModel12 10 12 1 0 0 1 0 0 4 0 100 6 0 100 0 4 0 6 0 100 
M15 GraphMei 30 34 4 0 0 0 0 4 6 0 100 6 0 100 1 4 1 4 0 100 
M16 20FeatureModel17 20 19 3 0 0 1 0 2 3 0 100 7 0 100 0 3 0 7 0 100 
M17 20FeaturesModel1 20 19 1 1 0 0 0 0 2 0 100 8 0 100 0 2 0 8 0 100 
M18 20FeatureModel34 20 22 2 0 0 1 0 1 3 0 100 8 0 100 1 1 2 4 0 100 
M19 10FeaturesModel39 10 11 4 0 0 2 1 1 4 0 100 8 0 100 1 2 2 2 0 100 
M20 25FeaturesModel1 25 26 3 0 0 1 1 1 4 0 100 13 0 100 1 2 4 4 0 100 
M21 10FeatureModel7 10 13 6 0 1 2 2 1 6 0 100 17 0 100 2 2 3 7 0 100 
M22 5FeatureModel18 5 6 5 0 1 2 0 2 6 0 100 18 0 100 2 2 5 8 0 100 
M23 25FeaturesModel34 25 26 1 1 0 0 0 0 3 0 100 22 0 100 0 3 0 22 0 100 
M24 15FeaturesModel12 15 14 5 0 0 3 1 1 5 0 100 23 0 100 1 3 5 1 0 100 
M25 15FeaturesModel11 15 15 7 0 0 2 4 1 7 0 100 26 0 100 1 4 5 1 0 100 
 
  





Una evaluación empírica se llevó a cabo para evaluar el rendimiento de CauCos. La 
evaluación consistió en medir el tiempo que tomó CauCos en identificar y clasificar todas 
las causas y correcciones de 50 modelos de características generados automáticamente 
con BeTTy (Segura et al., 2012). A partir de esta información, fue comparado el tiempo 
de ejecución de CauCos contra cinco variables: el número de dependencias, el número 
de defectos, el número de causas, el número de correcciones, y el número máximo de 
elementos de las correcciones identificadas. Estas variables se seleccionaron debido a 
que se consideró que podían tener alguna incidencia en el tiempo de ejecución del 
método. Adicionalmente, fue calculado el coeficiente de correlación entre todas las 
variables y fueron analizados los resultados obtenidos. Las pruebas fueron ejecutadas en 
un computador portátil con Windows 7 Ultimate de 32 bits, procesador Intel® Core™ i5-
2410M, memoria RAM de 4.00 GB, de los cuales 2.66 GB son usadas por el sistema 
operativo. 
Cada modelo tenía al menos uno de los defectos tratados en esta tesis y había al menos 
un modelo para cada tipo de defecto. La Tabla 4-4 presenta los modelos analizados y los 
resultados obtenidos. Esta información constituye la muestra de 50 modelos de 
características con la que se realizaron los análisis que se presentan a continuación. Las 
filas de la tabla están ordenadas de menor a mayor según el número de correcciones 
identificadas en cada modelo. 
Tabla 4-4. Colección modelos de características para analizar el rendimiento de CauCos 





1 20Features25PercFeatureModel2 22 1 1 1 1 175 
2 20Features25PercFeatureModel38 20 1 1 2 1 202 
3 20Features25PercFeatureModel3 22 1 1 3 1 278 
4 50Features25PercFeatureModel5 55 1 1 3 1 334 
5 20Features25PercFeatureModel0 19 2 2 3 1 327 
6 10Features40PercFeatureModel12 10 1 1 4 1 161 
7 10Features40PercFeatureModel8 12 1 1 4 1 192 
8 15Features25PercFeatureModel3 17 1 1 4 1 312 
9 20Features25PercFeatureModel37 20 1 1 4 1 190 
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10 10Features40PercFeatureModel7 12 1 2 5 2 421 
11 75Features25PercFeatureModel37 80 1 1 5 1 476 
12 10Features40PercFeatureModel4 11 2 2 6 1 306 
13 15Features25PercFeatureModel21 17 2 2 6 1 446 
14 15Features25PercFeatureModel32 14 1 2 7 2 571 
15 60Features25PercFeatureModel3 66 1 1 7 1 613 
16 20Features25PercFeatureModel1 19 1 2 8 2 777 
17 30Features30PercFeatureModel41 33 1 2 8 2 893 
18 20Features25PercFeatureModel34 22 2 3 8 2 916 
19 30Features30PercFeatureModel31 35 1 1 9 1 774 
20 90Features25PercFeatureModel18 97 1 1 9 1 935 
21 80Features25PercFeatureModel16 87 1 3 10 3 8479 
22 75Features25PercFeatureModel24 78 1 3 11 2 2026 
23 75Features25PercFeatureModel33 79 1 1 11 1 1111 
24 10Features40PercFeatureModel6 11 3 7 11 3 1073 
25 50Features25PercFeatureModel2 56 3 3 11 1 1399 
26 40Features30PercFeatureModel10 49 1 3 12 3 1552 
27 60Features25PercFeatureModel21 66 1 2 12 2 1623 
28 110Features25PercFeatureModel4 120 1 1 13 2 1554 
29 80Features25PercFeatureModel24 84 1 3 13 2 3274 
30 90Features25PercFeatureModel14 99 1 2 14 2 2179 
31 60Features25PercFeatureModel11 66 1 2 16 2 2647 
32 30Features30PercFeatureModel13 34 5 5 16 1 2094 
33 100Features25PercFeatureModel17 110 1 2 17 2 5578 
34 30Features30PercFeatureModel22 32 4 7 19 2 2593 
35 110Features25PercFeatureModel1 114 1 2 21 1 7826 
36 60Features25PercFeatureModel22 66 1 8 22 4 113141 
37 10Features40PercFeatureModel9 13 5 6 22 2 1250 
38 50Features25PercFeatureModel4 56 4 5 23 2 2485 
39 40Features30PercFeatureModel0 45 1 5 30 3 65378 
40 60Features25PercFeatureModel10 65 1 6 31 3 67273 
41 30Features30PercFeatureModel17 34 3 9 37 4 25443 
42 20Features25PercFeatureModel4 21 8 11 46 2 4028 
43 15Features25PercFeatureModel23 17 16 22 69 3 5850 
44 100Features25PercFeatureModel0 109 1 4 71 4 587367 
45 110Features25PercFeatureModel0 117 8 16 136 3 171569 
46 10Features40PercFeatureModel5 13 11 44 137 4 13271 
47 70Features25PercFeatureModel17 76 18 40 154 4 148794 
48 50Features25PercFeatureModel3 54 35 41 211 2 26684 
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49 70Features25PercFeatureModel16 78 25 53 253 5 796991 
50 70Features25PercFeatureModel15 71 44 63 287 4 229303 
4.4.1 Relación tiempo de ejecución – número de dependencias 
La Figura 4-7 presenta el diagrama de dispersión entre el tiempo de ejecución en 
milisegundos que tardó CauCos en identificar y clasificar las causas y correcciones (eje 
y), y la cantidad de dependencias de cada modelo de características (eje x). El eje y se 
presenta en escala logarítmica en base 10, debido a la diferencia de magnitudes de los 
tiempos obtenidos con CauCos para los 50 modelos considerados. 
Figura 4-7. Diagrama de dispersión tiempo ejecución - número dependencias 
 
Los resultados del diagrama de dispersión muestran que al parecer el tiempo de 
ejecución no tiene relación con el número de dependencias del modelo de 
características, pues los datos no presentan ninguna tendencia. Así por ejemplo, CauCos 
tomó menos tiempo en analizar un modelo de características con 120 dependencias que 
en analizar un modelo de características con 80 dependencias.  
4.4.2 Relación tiempo de ejecución - número de causas 
La Figura 4-8 presenta el diagrama de dispersión entre el tiempo de ejecución (en 















































Log (tiempo)  
ms Número dependencias por modelo de características 
Diagrama de dispersión. Tiempo ejecución - nro 
dependencias 
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y), y la cantidad de causas identificadas en cada modelo de características (eje x). El eje 
y se presenta en escala logarítmica en base 10, debido a la diferencia de magnitudes de 
los tiempos obtenidos con CauCos para los 50 modelos considerados. 
Figura 4-8. Diagrama de dispersión. Tiempo de ejecución – número de causas 
 
Los resultados del diagrama de dispersión de la Figura 4-8 muestran que, al parecer, el 
tiempo de ejecución tiene relación con el número de causas identificadas para cada 
modelo de características, pues según se puede observar en la figura, a medida que 
aumenta el número de causas, aumenta también el tiempo de ejecución de CauCos.  
4.4.3 Relación tiempo de ejecución – número de defectos 
La Figura 4-9 presenta el diagrama de dispersión entre el tiempo de ejecución (en 
milisegundos) que tardó CauCos en identificar y clasificar las causas y correcciones (eje 
y), y la cantidad de defectos que identificó CauCos en cada modelo de características 
(eje x). El eje y se presenta en escala logarítmica en base 10, debido a la diferencia de 





























































Número causas identificadas por modelo de características 
Diagrama de dispersión. Tiempo de ejecución -  nro causas 
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Figura 4-9. Diagrama de dispersión. Tiempo de ejecución – número de defectos 
 
Los resultados del diagrama de dispersión de la Figura 4-9 muestran que, al parecer, el 
tiempo de ejecución tiene relación con el número de defectos, por lo que en diferentes 
modelos, a medida que aumentó el número de defectos también aumentó el tiempo de 
ejecución de CauCos. Sin embargo, hubo modelos de características con un solo defecto 
para los que CauCos tardó más tiempo que cuando analizó modelos que tenían mayor 
número de defectos.  
4.4.4 Relación tiempo de ejecución – número de correcciones 
La Figura 4-10 presenta el diagrama de dispersión entre el tiempo de ejecución en 
milisegundos que tardó CauCos en identificar y clasificar las causas y correcciones (eje 
y), y la cantidad de correcciones que identificó CauCos en cada modelo de 
características (eje x). El eje y se presenta en escala logarítmica en base 10, debido a la 
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Figura 4-10. Diagrama de dispersión. Tiempo de ejecución - número de correcciones 
 
Los resultados del diagrama de dispersión de la Figura 4-10 muestran que, al parecer, el 
tiempo de ejecución tiene alguna relación con la cantidad de correcciones identificadas. 
Como se puede observar en la figura, en varios modelos el tiempo de ejecución aumentó 
a medida que aumentó el número de correcciones, esto quiere decir, que es de esperar 
que CauCos tome más tiempo en analizar modelos de características con 200 
correcciones que modelos de características con 20 correcciones.  
4.4.5 Relación tiempo de ejecución - número máximo de 
elementos de las correcciones 
La Figura 4-11 presenta el diagrama de dispersión entre el tiempo de ejecución (en 
milisegundos) que tardó CauCos en identificar y clasificar las causas y correcciones (eje 
y), y el número máximo de elementos de las correcciones identificadas por CauCos para 
cada modelo de características (eje x). Si un modelo de características tiene defectos con 
correcciones de un elemento y de dos elementos, se considera que ese modelo tiene 
correcciones con máximo dos elementos. 
El eje y se presenta en escala logarítmica en base 10, debido a la diferencia de 
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Figura 4-11. Diagrama de dispersión. Tiempo de ejecución – número máximo de elementos de las 
correcciones 
 
Los resultados del diagrama de dispersión de la Figura 4-11 muestran que, al parecer, el 
tiempo de ejecución tiene relación con el número máximo de elementos de las 
correcciones. En efecto, como se puede observar en la figura, el tiempo de ejecución 
aumentó a medida que aumentó el número máximo de elementos de las correcciones. 
Esto quiere decir, que es de esperar que CauCos tome más tiempo en analizar un 
modelo cuyas correcciones tengan cuatro elementos, que en analizar un modelo cuyas 
correcciones tengan un solo elemento. Esta relación tiene sentido, ya que CauCos no 
terminará hasta que identifique todas las correcciones mínimas del modelo de 
características, sin importar la cantidad de elementos que éstas tengan. 
4.4.6 Coeficientes de correlación 
A partir de los diagramas de dispersión se encontró que el tiempo de ejecución tiene 
relación con el número de defectos, el número de causas, el número de correcciones y el 
número máximo de elementos que tienen las correcciones. Con el fin de medir esa 
relación, se calculó el coeficiente de correlación de Pearson. Este coeficiente es una 
medida que determina qué tanto se relacionan dos variables entre sí. El coeficiente de 
correlación de Pearson se expresa en valores entre -1 y 1 (Sabadías & de Castilla-La 
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Diagrama de dispersión. Tiempo de ejecución-  nro 
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Entre mayor sea el valor absoluto del coeficiente de correlación entre dos variables, 
mayor será la relación que tienen entre sí y cuando el coeficiente de correlación es cero 
es porque no existe relación. Si el coeficiente de correlación es positivo, entonces la 
relación entre las variables es directa, mientras que si el coeficiente de correlación es 
negativo entonces la relación es inversa. El coeficiente de correlación mide la relación 
lineal entre las variables y por lo tanto, cuando es pequeño el resultado indica que no hay 
una relación lineal entre las variables, pero es posible que las variables se correlacionen 
con otros tipos de relación (Sabadías & de Castilla-La Mancha, 1996). 
La Tabla 4-5 muestra los resultados de calcular la correlación entre el tiempo y el número 
de dependencias, el número de defectos, el número de causas, el número de 
correcciones, y el número máximo de elementos de las correcciones identificadas de los 
50 modelos presentados en la Tabla 4-4. Los valores que aparecen en la tabla indican 
que el tiempo de ejecución de CauCos no está determinado por una sola variable. En 
efecto, el número de correcciones identificadas en cada modelo, el número máximo de 
elementos de las correcciones, el número de causas y el número de defectos se 
relacionan con el tiempo de ejecución.  
Los resultados de la Tabla 4-5 muestran también que la correlación entre el tiempo de 
ejecución y el número de dependencias es pequeña. Por lo tanto, al parecer CauCos 
podría tardar menos tiempo en analizar un modelo de características con 100 
dependencias que en analizar un modelo de características con 20 dependencias.  
Tabla 4-5. Correlación entre el tiempo y el número dependencias, número de defectos, número de 










0,33 0,42 0,53 0,63 0,62 
 
Otro análisis de la correlación entre las variables se realizó para el número de 
dependencias, el número de defectos, el número de causas, el número de correcciones y 
el número máximo de elementos de las correcciones. La Tabla 4-6 muestra los 
resultados de calcular la correlación entre estas variables.  
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Tabla 4-6. Correlación entre el número de dependencias, el número de defectos, el número de 

















-- 0,07 0,08 0,23 0,23 
Número defectos 0,07 -- 0,93 0,93 0,47 
Número causas 0,08 0,93 -- 0,96 0,65 
Número 
correcciones 




0,23 0,47 0,65 0,64 -- 
 
Los resultados de la Tabla 4-6 indican que la relación que existe entre el número de 
dependencias y las demás variables analizadas es baja. Esto quiere decir que aumentar 
o disminuir el número de dependencias influirá poco en el número de defectos, el número 
de causas, el número de correcciones o el número máximo de elementos de las 
correcciones del modelo. Por lo tanto, un modelo de características de 100 dependencias 
no necesariamente tendrá más defectos, más causas, más correcciones, o correcciones 
de mayor tamaño que un modelo de 10 dependencias. Sin embargo, estos resultados 
podrían estar asociados a que los modelos de características analizados fueron 
generados automáticamente. Cuando el modelo de características es construido por un 
diseñador, es posible que a medida que aumente el número de dependencias del modelo 
aumente también el número de defectos. Esto tiene sentido, pues a medida que aumenta 
el número de dependencias es más difícil analizar, manualmente, el modelo de 
características y hay más posibilidades de que el diseñador del modelo introduzca, sin 
intención, defectos en el modelo.  
Una correlación alta existe entre el número de defectos, el número de causas y el 
número de correcciones. Esto quiere decir que a medida que incrementa la cantidad de 
defectos, también incrementan las causas y las correcciones del modelo de 
características. El número de causas y el número de correcciones, también tienen entre 
sí una correlación alta. Por esta razón, a mayor número de correcciones pueden 
aumentar el número de causas y a mayor número de causas también puede aumentar el 
número de correcciones. Esta correlación tiene sentido por la dualidad que existe entre 
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correcciones y causas, que en programas de restricciones corresponde a la dualidad 
entre MCSes y MUSes (ver Subsección 2.1.11).  
4.5 Comparación con FaMa 
Según el análisis realizado a los trabajos encontrados en la literatura, actualmente no 
existe ninguna herramienta que identifique tanto las causas como las correcciones de los 
defectos de los modelos de características, ni tampoco que clasifique las causas y las 
correcciones identificadas en comunes y no comunes. De hecho, como se concluye en el 
Capítulo 3, Sección 2.3, la mayoría de los trabajos se enfocan en identificar algunos de 
los defectos del modelo de características y algunas de sus correcciones, pero ninguno 
identifica las causas mínimas. Por esta razón, la única parte del método propuesto que 
se pudo comparar con los trabajos de la literatura fue la identificación de las 
correcciones.  
FaMa (Trinidad, Benavides, Ruiz-Cortés, et al., 2008) es una herramienta para analizar 
automáticamente modelos de características, la cual soporta la identificación de las 
correcciones de menor tamaño para algunos defectos de los modelos de características. 
Su nombre corresponde a la contracción de las palabras FeAture Model Analyser, su 
distribución es libre y se encuentra disponible para ser descargada desde internet14.  
FaMa fue seleccionada para comparar la exactitud y el rendimiento de CauCos en la 
identificación de correcciones de menor tamaño ya que FaMa: 
 es una herramienta ampliamente conocida en el área de las líneas de productos de 
software; 
 implementa la propuesta de Trinidad et al. (2008), la cual es una de las más 
reconocidas en la literatura, para identificar correcciones de defectos en modelos de 
características; 
 usa, como en esta tesis, un solver de restricciones para identificar los defectos y sus 
correcciones, en modelos de características. En particular FaMa usa Choco Solver 
para soportar las operaciones relacionadas con identificación de defectos y 
correcciones. 
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La comparación se llevó a cabo en dos partes. En la primera parte se compararon la 
exactitud de los resultados obtenidos por CauCos, con los resultados obtenidos por 
FaMa, al identificar las correcciones con menor número de elementos, en la colección de 
modelos de características presentados en la Tabla 4-3. Los resultados se presentan en 
la Tabla 4-7. Luego, en la segunda parte se comparó el rendimiento de FaMa y CauCos 
en la identificación de las correcciones en modelos de características que tenían entre 30 
y 70 dependencias y entre 1 y 12 correcciones.  
4.5.1 Comparación con respecto a la exactitud 
De los 25 modelos de características presentados en la Tabla 4-3 fueron analizados con 
FaMa y CauCos solamente 20 modelos, pues cinco de los modelos de la tabla tenían 
solamente redundancias y FaMa no detecta este tipo de defecto ni sus correcciones.  
Si un defecto tiene correcciones de dos elementos y de tres elementos, FaMa sólo 
identifica las correcciones de menor tamaño, que en este caso serían las de dos 
elementos. Por esta razón, para que CauCos y FaMa tuvieran las mismas 
funcionalidades, se deshabilitó de CauCos la identificación de las causas, la identificación 
completa de las correcciones (para que identificara simplemente las correcciones de 
menor tamaño) y la clasificación de las causas y correcciones. 
La Tabla 4-7 presenta los resultados obtenidos con ambas herramientas en los 20 










Tabla 4-7. Resultados de la comparación entre CauCos y FaMa analizando una colección de modelos de características 





#correcciones #def vac #CM #FO #corr 
tiempo 
(ms) 
#def vac #CM #FO #corr 
tiempo 
(ms) 
M2 5FeatureModel7 6 1 0 0 1 3 42 1 0 0 1 2 1302 -- SI 
M4 5FeatureModel21 4 1 0 1 0 2 29 1 0 1 0 2 1288 -- -- 
M5 5FeatureModel5 6 1 0 0 1 2 36 1 0 0 1 2 1371 -- -- 
M6 20FeaturesModel0 19 1 0 1 0 2 91 1 0 1 0 2 1545 -- -- 
M7 25FeaturesModel4 28 1 0 1 0 2 101 1 0 1 0 2 1516 -- -- 
M8 15FeaturesModel3 17 1 1 0 0 4 100 1 1 0 0 4 1242 -- -- 
M10 25FeaturesModel30 24 1 1 0 0 5 152 1 1 0 0 5 1347 -- -- 
M11 10FeatureModel2 13 1 1 0 0 6 143 1 1 0 0 6 1232 -- -- 
M13 10FeaturesModel32 11 1 0 1 0 3 79 1 0 1 0 3 1267 -- -- 
M14 10FeaturesModel12 12 1 0 1 0 2 111 1 0 1 0 2 1292 -- -- 
M16 20FeatureModel17 19 1 0 1 0 4 211 2 0 1 1 8 1544 SI SI 
M17 20FeaturesModel1 19 1 1 0 0 4 255 1 1 0 0 4 1302 -- -- 
M18 20FeatureModel34 22 1 0 1 0 2 274 1 0 1 0 2 1235 -- -- 
M19 10FeaturesModel39 11 3 0 2 1 7 213 3 0 2 1 7 1343 -- -- 
M20 25FeaturesModel1 26 2 0 1 1 8 297 2 0 1 1 8 1486 -- -- 
M21 10FeatureModel7 13 4 0 2 2 12 282 4 0 2 2 12 1260 -- -- 
M22 5FeatureModel18 6 2 0 2 0 12 159 2 0 2 0 12 1295 -- -- 
M23 25FeaturesModel34 26 1 1 0 0 1 502 1 1 0 0 1 1365 -- -- 
M24 15FeatureModel12 14 4 0 3 1 18 421 4 0 3 1 18 1256 -- -- 
M25 15FeaturesModel11 15 6 0 2 4 23 572 6 0 2 4 23 1315 -- -- 
 
  




Al comparar los resultados, se encontró que en la mayoría de los casos, ambas 
herramientas identificaron el mismo número de defectos y el mismo número de 
correcciones. Sin embargo, hubo dos casos en que los resultados fueron diferentes. 
Particularmente, esto ocurrió en los modelos M2 y M16. En el modelo M2, CauCos 
identificó 3 correcciones, mientras que FaMa identificó sólo 2 correcciones. En el modelo 
M16, FaMa identificó una falsa característica opcional que CauCos no identificó. La 
Figura 4-12 presenta el modelo de características M2. El defecto identificado por CauCos 
y FaMa para este modelo, corresponde a la falsa característica opcional F3. Para 
solucionar este defecto, FaMa identificó dos correcciones: la dependencia D3 y la 
dependencia D4 de la Figura 4-12, mientras que CauCos identificó esas mismas 
correcciones y también la dependencia D1.  
El modelo M2 había sido inspeccionado manualmente durante la evaluación de la 
exactitud presentada en la Sección 4.3.3 y las tres correcciones identificadas por Caucos 
eran un acierto, pues al eliminar del modelo de características, cualquiera de las 
correcciones identificadas, se corregía la falsa característica opcional F3. Eliminar la 
dependencia D1, implica modificar la estructura del modelo de características. Sin 
embargo, este defecto también se puede corregir sin modificar la estructura del modelo, 
si se vuelve opcional la dependencia D1. Entonces, al volver opcional la dependencia D1, 
una configuración de la línea de productos sería igual a: Root: 1, F1: 0, F2: 0, 
F3: 0, F4: 0. Donde uno (1) significa que la característica es incluida y cero (0) 
significa que no es incluida. Una característica es falsa opcional si, a pesar de ser 
modelada como opcional, debe ser incluida en toda configuración derivada de la línea de 
productos (Salinesi & Mazo, 2012; Trinidad, Benavides, Duran, et al., 2008; Von der 
Massen & Lichter, 2004; Zhang & Zhao, 2004). Debido a que la característica F3 no es 
incluida en al menos un producto después de modificar la dependencia D1, entonces esa 
dependencia también es una corrección.  
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Figura 4-12. Modelo de características M2 
 
La Figura 4-13 presenta el modelo M16, para el cual FaMa identificó que la característica 
F18 era una característica falsa opcional. CauCos por su parte, no identificó la 
característica F18 como falsa opcional y por lo tanto no identificó ninguna corrección para 
ella. La razón de ello se explica a continuación. 
Figura 4-13. Modelo de características M16 
 
La siguiente es una configuración válida, derivada del modelo de características de la 
Figura 4-13, en donde uno (1) significa que la característica es incluida y cero (0) significa 
que no es incluida: 
Root: 1, F1: 1, F2: 1, F3: 0, F4: 1, F5: 1, F6: 0, F7: 0, 
F8: 1, F9: 1, F10: 0, F11: 0, F12: 1, F13: 0, F14: 0, F15: 
0, F16: 0, F17: 0, F18: 0, y F19: 0 
Debido a que la característica F18 puede ser excluida, de al menos un producto derivado 
de este modelo de características, entonces F18 no es una falsa característica opcional y 
los resultados obtenidos por CauCos para este modelo son correctos. 
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4.5.2 Comparación con respecto al rendimiento 
La Figura 4-14 presenta el tiempo de ejecución en milisegundos que tomaron CauCos y 
FaMa, para identificar las correcciones de menor tamaño, en los 20 modelos de 
características analizados (ver Tabla 4-7). El eje x presenta el id de cada los modelos 
analizado, mientras que el eje y presenta el tiempo de ejecución en milisegundos.  
Figura 4-14. Comparación del tiempo de ejecución en milisegundos de FaMa y CauCos en una 
colección de modelos de características 
 
Como se puede observar en la Figura 4-14, CauCos tardó menos tiempo que FaMa en 
entregar resultados. Además, en todos los modelos, la identificación realizada por 
CauCos, se llevó a cabo en menos de 600 milisegundos, mientras que FaMa tardó 
siempre más de 1200 milisegundos (ver Tabla 4-7). 
Otros 20 modelos de características fueron ejecutados con FaMa y CauCos para 
comparar el rendimiento de ambas herramientas. Estos modelos tenían al menos un 
defecto y su tamaño estaba entre 30 y máximo 80 dependencias. La Figura 4-15 
presenta los resultados y la Tabla 4-8 presenta la información de cada modelo. La 
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Figura 4-15. Comparación del tiempo de ejecución (ms) de CauCos Vs FaMa por número de 
correcciones, para modelos entre 30 y 80 dependencias 
 
Como se puede observar en la Figura 4-15, en todas las pruebas ejecutadas, el tiempo 
de FaMa fue superior a 1000 ms y en algunos casos tardó incluso hasta más de 12.000 
ms. Por su parte el tiempo de ejecución de CauCos fue, en todas las pruebas ejecutadas, 
inferior a 2000 ms. Otro aspecto importante del rendimiento es que fueron encontrados 
dos modelos para los que FaMa, luego de una hora de espera no había entregado 
resultados, mientras que al analizarlos con CauCos, el tiempo de ejecución fue inferior a 
1200 ms. Estos modelos fueron excluidos de la Figura 4-15 para facilitar la lectura del 
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Tabla 4-8. Resultados de la comparación entre CauCos y FaMa analizando una colección de 20 modelos de características con más de 30 y 
menos de 81 dependencias 
Modelo #depen 
CauCos FaMa 
#def vac #CM #FO #corr 
tiempo 
(ms) 
#def vac #CM #FO #corr 
tiempo 
(ms) 
30Features30PercFeatureModel0 31 1 0 1 0 2 89 1 0 1 0 2 1550 
30Features30PercFeatureModel41 33 1 1 0 0 2 307 1 1 0 0 2 1617 
40Features30PercFeatureModel14 41 1 0 1 0 2 577 1 0 1 0 2 6510 
40Features30PercFeatureModel21 43 1 1 0 0 3 764 1 1 0 0 3 1297 
50Features25PercFeatureModel5 55 1 1 0 0 3 218 1 1 0 0 3 2205 
30Features30PercFeatureModel13 34 1 0 1 0 4 178 1 0 1 0 4 1303 
30Features30PercFeatureModel22 32 1 0 1 0 4 174 1 0 1 0 4 1318 
40Features30PercFeatureModel0 45 1 1 0 0 4 936 1 1 0 0 4 1902 
40Features30PercFeatureModel10 49 1 1 0 0 4 414 1 1 0 0 4 1315 
60Features25PercFeatureModel10 65 1 1 0 0 4 1880 1 1 0 0 4 2019 
30Features30PercFeatureModel49 34 1 1 0 0 5 214 1 1 0 0 5 1351 
75Features25PercFeatureModel37 80 1 1 0 0 5 382 1 1 0 0 5 12439 
30Features30PercFeatureModel23 32 1 0 1 0 7 256 1 0 1 0 7 1260 
30Features30PercFeatureModel44 34 1 1 0 0 7 265 1 1 0 0 7 1604 
40Features30PercFeatureModel44 44 1 1 0 0 7 294 1 1 0 0 7 5044 
60Features25PercFeatureModel3 66 1 1 0 0 7 534 1 1 0 0 7 2910 
40Features30PercFeatureModel27 46 1 1 0 0 8 737 1 1 0 0 8 1506 
60Features25PercFeatureModel11 66 1 1 0 0 12 1514 1 1 0 0 12 1567 
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Los resultados de la comparación entre FaMa y CauCos permiten concluir que CauCos 
identifica las mismas correcciones de menor tamaño que FaMa, pero en menor tiempo de 
ejecución. Incluso, en modelos para los que FaMa tardó más de una hora, CauCos 
entregó los resultados en milisegundos. 
Sin embargo, es importante resaltar que ambas herramientas usan diferentes solvers 
para los cálculos. Mientras que las modelos fueron analizados con SWI-Prolog en 
CauCos, FaMa usa Choco Solver (CHOCO Team, 2010) para identificar defectos y sus 
correcciones. Usar diferentes solvers puede relacionarse con los tiempos de ejecución de 
ambas herramientas, pero este factor no fue considerado cuando se comparó el 
rendimiento. Además, es posible que la diferencia de los tiempos de ejecución pueda 
relacionarse con las optimizaciones propuestas en el Algoritmo 3-2 que identifica MCSes. 
Tal y como se explicó en la Subsección 3.6.4, las optimizaciones evitan iteraciones 
innecesarias al recortar el espacio de solución, por lo que podrían influir en que CauCos 
termine más rápido de identificar las correcciones que FaMa. 
CauCos es una herramienta para el análisis de defectos en modelos de características 
que soporta más funcionalidades que FaMa. Particularmente, CauCos no sólo identifica 
las correcciones con el menor número de elementos para defectos de los modelos de 
características, sino que también identifica todas las correcciones mínimas que tengan 
los defectos del modelo, las causas de estos defectos y clasifica tanto las causas y las 
correcciones para facilitar el análisis de los resultados obtenidos. 
4.6 Conclusiones 
Este capítulo presentó la manera como se llevó a cabo la validación del método 
propuesto a partir de la evaluación de la exactitud, el rendimiento y la comparación con 
FaMa. Además, en la primera parte del capítulo se presentó la herramienta desarrollada 
para implementar el método.  
Los resultados de los experimentos empíricos en la validación permiten concluir que:  
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(i) el método presentado en esta tesis es exacto. En la inspección manual de los 
resultados no se encontró ningún falso positivo. Además, cuando se comparó 
el método con FaMa y los resultados fueron diferentes, la inspección de los 
resultados mostró que la información entregada por CauCos era correcta. 
(ii) la clasificación de los elementos comunes y no comunes es interesante a la 
hora de analizar las causas y correcciones presentadas por el método. 
Gracias a esta clasificación, es posible identificar, por ejemplo para el caso de 
estudio, que una redundancia y una falsa característica opcional del modelo 
estaban siendo originadas por las mismas dependencias, o que una 
corrección podría solucionar muchos de los defectos del modelo.  
(iii) es difícil estimar cuánto tiempo tardará CauCos en analizar un modelo de 
características, cuando la identificación de las causas y correcciones es 
completa. De acuerdo a los coeficientes de correlación, el tiempo de ejecución 
del método tiene relación con el número de defectos, el número de causas, el 
número de correcciones y el tamaño de las correcciones, pero esta 
información no se conoce sino después de analizar el modelo de 
características. La información que un diseñador conoce antes de analizar con 
CauCos, el modelo de características es el número de dependencias. Sin 
embargo, se evidenció que el tiempo de ejecución tiene baja relación con esta 
variable y por lo tanto, modelos de características con diferente número de 
dependencias, pueden tener el mismo tiempo de ejecución, y modelos con el 
mismo número de dependencias pueden tener diferentes tiempos de 
ejecución. 
(iv) el método propuesto identifica de manera general los mismos defectos y 
correcciones que FaMa, pero en menor tiempo de ejecución. Adicionalmente, 
el método propuesto identifica las causas de los defectos y clasifica las 




5. Conclusiones y trabajo futuro 
En los capítulos anteriores se presentó el problema de investigación abordado en esta 
tesis, sus elementos conceptuales, los antecedentes encontrados en la literatura, la 
solución propuesta y la validación de la solución.  
Para terminar, este capítulo presenta las conclusiones de la investigación y algunos 
trabajos de investigación futuros.  
5.1 Conclusiones 
El principal interés de esta tesis es proponer un método para identificar y clasificar las 
causas, que de manera individual o en conjunto, originan defectos en modelos de líneas 
de productos, representados con la notación de modelos de características. Para ello, se 
propone un método que no sólo identifica las causas de los defectos, sino que integra en 
una solución única la identificación de los defectos, la identificación y clasificación de las 
causas y la identificación y clasificación de las posibles correcciones.  
De una parte, cada causa de defecto identificada en un modelo de características 
corresponde a un subconjunto mínimo de dependencias contradictorias entre sí. De otra 
parte, cada corrección corresponde a la menor cantidad posible de dependencias que 
deben ser eliminadas, simultáneamente, del modelo para corregir al menos un defecto.  
A diferencia de los trabajos encontrados en la literatura, el método propuesto en esta 
tesis identifica todas las causas y correcciones que pueden identificarse a partir de la 
eliminación sistemática de dependencias de los modelos de características, para los 
modelos vacíos, los falsos modelos de líneas de productos, las características muertas, 
las falsas características opcionales y las redundancias. Así, el método entrega 
información para que los diseñadores identifiquen por qué un modelo de características 
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tiene defectos y decidan cuál de las correcciones posibles se ajusta mejor a sus 
intereses.  
Conocer las causas y las correcciones de los defectos de los modelos de características 
es importante, pues como se indica en diferentes trabajos de la literatura (Kang et al., 
1990; Lauenroth et al., 2010; Osman et al., 2009; Sun et al., 2005; Trinidad, Benavides, 
Duran, et al., 2008), cualquier información que permita guiar el proceso de corrección 
ahorra tiempo y costos en el desarrollo de las líneas de productos. 
Todos los pasos del método pueden realizarse de manera automática por medio de un 
computador. Particularmente, los pasos del método propuesto en esta tesis fueron 
implementados en Java y se creó una herramienta llamada CauCos, a partir de la cual se 
validó el método con un caso de estudio, cinco modelos tomados de la literatura y 27 
modelos generados automáticamente. Los resultados de la validación muestran la 
exactitud del método. Además, durante la validación se llevó a cabo un análisis del 
rendimiento de CauCos. Este análisis muestra que el tiempo de ejecución tiene (baja) 
relación con el número de dependencias, por lo que el método podría tardar tiempos 
diferentes en analizar modelos con el mismo número de dependencias.  
La identificación de algunos defectos de los modelos de características y la identificación 
de las correcciones de menor tamaño fue comparada con FaMa, una herramienta 
bastante referenciada en la literatura. Los resultados obtenidos indican que el método 
propuesto entrega resultados exactos, en menor tiempo de ejecución. 
Finalmente, a continuación se da respuesta a las preguntas de investigación presentadas 
en el Capitulo 1, Sección 1.3.  
1. ¿Cómo pueden identificarse las causas mínimas que originan defectos en 
los modelos de características? 
Un modelo de características con defectos puede expresarse como un programa de 
restricciones irresoluble. En esta tesis, para cada defecto identificado en los modelos de 
características, se crea un programa de restricciones irresoluble para el cual se 
identifican los Subconjuntos Mínimos Irresolubles (MUSes). Estos subconjuntos se 
consideran las causas que originan un defecto y corresponden a subconjuntos mínimos 
de dependencias que son contradictorias entre sí. 
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2. ¿Puede desarrollarse un único método para identificar las causas de los 
diferentes tipos de defectos semánticos que se abordarán en este trabajo?, 
o ¿debe desarrollarse un método para cada tipo de defecto semántico? 
El método desarrollado es, en términos generales, igual para identificar las causas y las 
correcciones de todos los tipos de defectos tratados en esta tesis. El único paso que 
varía es la identificación de correcciones, pues el algoritmo que identifica correcciones 
crea una restricción de verificación que cambia según el tipo de defecto. Además, para 
las redundancias el algoritmo excluye de los programas de restricciones, la restricción de 
la dependencia redundante. 
3. ¿Puede este método ser automático? 
Todos los pasos del método propuesto pueden realizarse de manera automática por un 
computador. CauCos es la herramienta en Java que se desarrolló para tal fin. 
4. ¿Puede este método proporcionar información que no sólo identifique las 
causas, sino que también ayude al proceso de corrección? 
El método propuesto aprovecha la dualidad entre Subconjuntos Mínimos de Corrección 
(MCSes) y Subconjuntos Mínimos Irresolubles (MUSes) para identificar tanto las causas 
como las correcciones de los defectos semánticos. Para ello, el método identifica, para 
cada defecto, la colección completa de correcciones (MCSes) y luego a partir de ese 
conjunto identifica la colección completa de causas (MUSes). Adicionalmente, para 
facilitarle al diseñador del modelo de características el análisis de la información 
obtenida, las causas y correcciones se clasifican en dos clases: comunes y no comunes. 
Gracias a esta clasificación, es posible detectar si existen defectos que son originados 
por las mismas causas o si existen correcciones que podrían solucionar más de un 
defecto del modelo de características 
5.2 Trabajo futuro 
Diferentes aspectos quedan pendientes por resolver en cuanto a la identificación de las 
causas y las correcciones de los modelos de características. Por esta razón se propone 
que una futura línea de investigación incluya los siguientes elementos: 
1. Generalidad: el método propuesto usa la programación de restricciones para 
identificar las causas y correcciones de los modelos de características. Los 
programas de restricciones son un lenguaje intermedio, el cual puede ser usado 
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para representar modelos de líneas de productos en otras notaciones. Por esta 
razón, es un trabajo futuro probar el funcionamiento del método en notaciones 
como los modelos de características extendidos (Benavides, Ruiz-Cortés, et al., 
2005), OVM (Pohl et al., 2005), DOPLER (Dhungana et al., 2007) o incluso en 
modelos de líneas de productos basados completamente en restricciones (Mazo, 
Salinesi, Diaz, Djebbi, et al., 2011). 
2. Análisis de correcciones: el método propuesto identifica todos los subconjuntos 
mínimos de dependencias del modelo de características, que podrían ser 
eliminados para corregir los defectos del modelo. Sin embargo, podrían existir 
otras correcciones que no impliquen eliminar dependencias, como por ejemplo la 
adición de nuevas dependencias o la modificación de las dependencias 
existentes. Además, es posible que del conjunto de correcciones identificadas, 
algunas correcciones sean mejores que otras. Presentar para cada corrección 
métricas que ayuden al diseñador del modelo de características a seleccionar 
aquellas que mejor se ajusten a sus intereses, podría agilizar la corrección de los 
defectos del modelo. Particularmente, con la clasificación que se realiza en el 
método propuesto, se le indica al diseñador el número de defectos que soluciona 
cada corrección identificada. Otros criterios que también se podrían considerar, 
son el número de productos derivables al aplicar la corrección, o si la corrección 
genera nuevos defectos en el modelo.  
3. Rendimiento: los principales pasos del método propuesto corresponden a la 
identificación de las causas y las correcciones de cada defecto de los modelos de 
características. Para tal fin, en esta tesis se propone un algoritmo para identificar 
las correcciones (MCSes) y fue adaptado el algoritmo propuesto por Liffiton y 
Sakallah (2008) para identificar las causas (MUSes). Sin embargo, el algoritmo 
para identificar MUSes requiere de heurísticas adicionales que eviten iteraciones 
innecesarias. Así mismo, sería interesante implementar en CauCos otros 
algoritmos para identificar MUSes, como por ejemplo las propuestas de Belov, 
Ivrii, Matsliah, y Marques-Silva (2012) y Marques-Silva y Lynce (2011), y evaluar 
los cambios que estas modificaciones tienen en el rendimiento del método. 
4. Usabilidad y aplicabilidad: CauCos, que es la herramienta que implementa el 
método propuesto en esta tesis, aún no tiene interfaz gráfica y este es un aspecto 
importante para facilitar su utilización. Abordar la manera de cómo visualizar 
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mejor los defectos, las causas y correcciones identificadas es un trabajo futuro a 
desarrollar. Así mismo, esta herramienta debe integrarse con VariaMos (Mazo et 
al., 2012) para crear una única herramienta para el análisis de modelos de 
variabilidad. Además, a pesar del amplio conjunto de experimentos llevados a 
cabo en la validación, aún se requiere evaluar con usuarios finales el método. si el 
método es, como se espera, útil para crear modelos de líneas de características 





A. Anexo: Resultados detallados 
análisis modelo de características de 
sitios web 
En este anexo se presentan en detalle los resultados obtenidos al analizar con el método 
propuesto en esta tesis el modelo de características de sitios web de la Figura 3-1. La 
Tabla A-5-1 muestra los defectos introducidos en el modelo de características. Luego, de 
la Tabla A-5-2 hasta la Tabla A-5-39 se muestran las causas y correcciones identificadas 
para cada defecto del modelo de características. Finalmente, en las Tablas Tabla A-5-40 
y Tabla A-5-42 se muestran las causas y correcciones clasificadas por el método en la 
categoría de comunes. Las causas y correcciones no comunes son todas aquellas que 
no se presentan en estas tablas.  
 
Tabla A-5-1. Defectos modelo de características del ejemplo de Sitios Web 
Tipo de defecto Defectos en el modelo Cantidad de defectos 
Características 
muertas 
ASP, Base de datos, Búsquedas, Dinámico, 






Archivo, Flash, FTP, Milisegundos, 
Protocolos, Servicios adicionales, Registro 
7 
Falso modelo de 
líneas de productos 





Dependencia transversal entre Archivo y FTP 
D26 
Dependencia transversal entre Contenido y 
Protocolos  
D28 
Dependencia transversal entre Servicios 
adicionales y Rendimiento 
3 
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I. Causas y correcciones de los defectos semánticos 
A continuación se presentan para cada defecto una tabla con las causas identificadas por 
el método y otra con las correcciones. En la primera parte de esta sección se presentan 
las causas y correcciones de las características muertas. Luego, en la segunda parte, se 
presentan las causas y correcciones de las falsas características opcionales. Finalmente, 
en la tercera parte, se presentan las causas y correcciones de las redundancias.  
 Causas y correcciones de las características muertas 
Tabla A-5-2. Causas característica muerta ASP 
Defecto Causas Tamaño Id causa 
ASP 
Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 
HTTPS, Dependencia obligatoria entre Sitio web y Servidor 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 
HTTPS, Dependencia obligatoria entre Servidor web y 
Contenido, Dependencia opcional entre Servidor web y 






Tabla A-5-3. Correcciones de la característica muerta ASP 
Defecto Correcciones Tamaño 
Id 
Corrección 
ASP Dependencia obligatoria entre Servicios 1 Corrección 1 
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Defecto Correcciones Tamaño 
Id 
Corrección 
adicionales y Reportes 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 4 
Dependencia grupal entre Dinámico y 
[ASP, PHP, JSP]  
1 Corrección 5 
Dependencia transversal entre HTTPS 
y Milisegundos, 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 8 
Dependencia transversal entre 
Dinámico y HTTPS 
1 Corrección 9 
Dependencia obligatoria entre Servidor 
web y Contenido, 
Dependencia opcional entre Contenido 
y Dinámico 
2 Corrección 10 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia opcional 
entre Servidor web y Protocolos, 
Dependencia opcional entre Contenido 
y Dinámico 
3 Corrección 11 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia grupal 
entre Protocolos y [FTP, HTTPS], 
Dependencia opcional entre Contenido 
y Dinámico 
3 Corrección 12 
 
Tabla A-5-4. Causas característica muerta Base de datos 
Defecto Causas Tamaño 
Id 
causa 
Base de datos 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia grupal entre Registro y [Base de datos, Archivo], 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 
transversal entre Reportes y Archivo, Dependencia obligatoria 






Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
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Dependencia grupal entre Registro y [Base de datos, Archivo], 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 
transversal entre Reportes y Archivo, Dependencia opcional 
entre Servidor web y Registro 
Causa2 
 
Tabla A-5-5. Correcciones de la característica muerta Base de datos 





Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia grupal entre Registro y 
[Base de datos, Archivo] 
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Archivo 
1 Corrección 8 
Dependencia obligatoria entre Sitio web 
y Servidor web, 
Dependencia opcional entre Servidor 
web y Registro 
2 Corrección 9 
 
Tabla A-5-6. Causas característica muerta Búsquedas 
Defecto Causas Tamaño Id causa 
Búsquedas 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia grupal entre Rendimiento y 
[Milisegundos, Segundos, Minutos], Dependencia 
transversal entre Reportes y Milisegundos, Dependencia 
transversal entre Búsquedas y Segundos, Dependencia 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia grupal entre Rendimiento y 
[Milisegundos, Segundos, Minutos], Dependencia 
transversal entre Reportes y Milisegundos, Dependencia 
transversal entre Búsquedas y Segundos, Dependencia 
transversal entre Estático y Flash, Dependencia obligatoria 
entre Servidor web y Contenido, Dependencia obligatoria 
entre Sitio web y Servidor web, Dependencia opcional entre 
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Estático, Dependencia obligatoria entre Servicios 
adicionales y Banners 
 
Tabla A-5-7. Correcciones de la característica muerta Búsquedas 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia grupal entre Rendimiento 
y [Milisegundos, Segundos, Minutos] 
1 Corrección 2 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 3 
Dependencia transversal entre 
Búsquedas y Segundos 
1 Corrección 4 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
Dependencia opcional entre Servicios 
adicionales y Búsquedas 
2 Corrección 5 
Dependencia opcional entre Banners y 
Flash 
Dependencia opcional entre Servicios 
adicionales y Búsquedas 
2 Corrección 6 
Dependencia opcional entre Servicios 
adicionales y Búsquedas 
Dependencia obligatoria entre Sitio web 
y Servidor web 
2 Corrección 7 
Dependencia opcional entre Servicios 
adicionales y Búsquedas 
Dependencia obligatoria entre Servidor 
web y Contenido 
2 Corrección 8 
Dependencia opcional entre Servicios 
adicionales y Búsquedas 
Dependencia obligatoria entre 
Contenido y Estático 
2 Corrección 9 
Dependencia opcional entre Servicios 
adicionales y Búsquedas 
Dependencia transversal entre Estático 
y Flash 
2 Corrección 10 
 
Tabla A-5-8. Causas característica muerta Dinámico 
Defecto Causas Tamaño Id causa 
Dinámico 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre HTTPS y Milisegundos, 
Dependencia transversal entre Estático y Flash, Dependencia 
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Defecto Causas Tamaño Id causa 
transversal entre Dinámico y HTTPS, Dependencia opcional 
entre Contenido y Dinámico 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre HTTPS y Milisegundos, 
Dependencia transversal entre Estático y Flash, Dependencia 
transversal entre Reportes y Milisegundos, Dependencia 
transversal entre Dinámico y HTTPS, Dependencia obligatoria 
entre Sitio web y Servidor web, Dependencia obligatoria entre 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre HTTPS y Milisegundos, 
Dependencia transversal entre Estático y Flash, Dependencia 
transversal entre Reportes y Milisegundos, Dependencia 
transversal entre Dinámico y HTTPS, Dependencia obligatoria 
entre Servidor web y Contenido, Dependencia opcional entre 
Servidor web y Protocolos, Dependencia grupal entre 





Tabla A-5-9. Correcciones de la característica muerta Dinámico 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 4 
Dependencia transversal entre HTTPS 
y Milisegundos 
1 Corrección 5 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 6 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 7 
Dependencia transversal entre 
Dinámico y HTTPS 
1 Corrección 8 
Dependencia obligatoria entre Servidor 
web y Contenido, Dependencia opcional 
entre Contenido y Dinámico 
1 Corrección 9 
Dependencia obligatoria entre Sitio web 2 Corrección 10 
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y Servidor web, Dependencia opcional 
entre Servidor web y Protocolos, 
Dependencia opcional entre Contenido 
y Dinámico 
 
Tabla A-5-10. Causas característica muerta Estadísticas 
Defecto Causas Tamaño Id causa 
Estadísticas 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia grupal entre Rendimiento y 
[Milisegundos, Segundos, Minutos], Dependencia 
transversal entre Reportes y Milisegundos, Dependencia 
transversal entre Estadísticas y Segundos, Dependencia 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia grupal entre Rendimiento y 
[Milisegundos, Segundos, Minutos], Dependencia 
transversal entre Reportes y Milisegundos, Dependencia 
transversal entre Estadísticas y Segundos, Dependencia 
transversal entre Estático y Flash, Dependencia 
obligatoria entre Servidor web y Contenido, Dependencia 
obligatoria entre Sitio web y Servidor web, Dependencia 
opcional entre Banners y Flash, Dependencia obligatoria 
entre Contenido y Estático, Dependencia obligatoria entre 





Tabla A-5-11. Correcciones de la característica muerta Estadísticas 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia grupal entre Rendimiento 
y [Milisegundos, Segundos, Minutos] 
1 Corrección 2 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 3 
Dependencia transversal entre 
Estadísticas y Segundos 
1 Corrección 4 
Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia 
opcional entre Servicios adicionales y 
Estadísticas 
2 Corrección 5 
Dependencia opcional entre Banners y 
Flash, Dependencia opcional entre 
Servicios adicionales y Estadísticas, 
2 Corrección 6 
Dependencia opcional entre Servicios 
adicionales y Estadísticas, Dependencia 
obligatoria entre Sitio web y Servidor 
web 
2 Corrección 7 
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Defecto Correcciones Tamaño 
Id 
Corrección 
Dependencia opcional entre Servicios 
adicionales y Estadísticas, Dependencia 
obligatoria entre Servidor web y 
Contenido 
2 Corrección 8 
Dependencia opcional entre Servicios 
adicionales y Estadísticas, Dependencia 
obligatoria entre Contenido y Estático 
2 Corrección 9 
Dependencia opcional entre Servicios 
adicionales y Estadísticas, Dependencia 
transversal entre Estático y Flash 
2 Corrección 10 
 
Tabla A-5-12. Causas característica muerta HTTPS 
Defecto Causas Tamaño Id causa 
HTTPS 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia opcional entre Banners 
y Flash, Dependencia obligatoria entre Servidor web y 
Contenido, Dependencia obligatoria entre Contenido y 
Estático, Dependencia transversal entre HTTPS y 
Milisegundos, Dependencia transversal entre Estático y 
Flash, Dependencia transversal entre Reportes y 





Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia opcional entre Banners 
y Flash, Dependencia obligatoria entre Servidor web y 
Contenido, Dependencia obligatoria entre Contenido y 
Estático, Dependencia transversal entre HTTPS y 
Milisegundos, Dependencia transversal entre Estático y 
Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia opcional entre Servidor web y 






Tabla A-5-13. Correcciones de la característica muerta HTTPS 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 4 
Dependencia obligatoria entre 1 Corrección 5 
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Defecto Correcciones Tamaño 
Id 
Corrección 
Contenido y Estático 
Dependencia transversal entre HTTPS 
y Milisegundos 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 8 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia opcional 
entre Servidor web y Protocolos 
2 Corrección 9 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia grupal 
entre Protocolos y [FTP, HTTPS]  
2 Corrección 10 
 
Tabla A-5-14. Causas característica muerta JSP 
Defecto Causas Tamaño Id causa 
JSP 
Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 
HTTPS, Dependencia obligatoria entre Sitio web y Servidor 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 
HTTPS, Dependencia obligatoria entre Servidor web y 
Contenido, Dependencia opcional entre Servidor web y 
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Tabla A-5-15. Correcciones de la característica muerta JSP 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 4 
Dependencia grupal entre Dinámico y 
[ASP, PHP, JSP]  
1 Corrección 5 
Dependencia transversal entre HTTPS 
y Milisegundos, 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 8 
Dependencia transversal entre 
Dinámico y HTTPS 
1 Corrección 9 
Dependencia obligatoria entre Servidor 
web y Contenido, 
Dependencia opcional entre Contenido 
y Dinámico 
2 Corrección 10 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia opcional 
entre Servidor web y Protocolos, 
Dependencia opcional entre Contenido 
y Dinámico 
3 Corrección 11 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia grupal 
entre Protocolos y [FTP, HTTPS], 
Dependencia opcional entre Contenido 
y Dinámico 
3 Corrección 12 
 
Tabla A-5-16. Causas característica muerta Minutos 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 
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Tabla A-5-17. Correcciones de la característica muerta Minutos 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Sitio web 
y Servidor web 
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 8 
 
Tabla A-5-18. Causas característica muerta PHP 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
Milisegundos, Dependencia transversal entre Dinámico y 
HTTPS, Dependencia obligatoria entre Sitio web y Servidor 




Dependencia obligatoria entre Servicios adicionales y Reportes, 
Dependencia obligatoria entre Servicios adicionales y Banners, 
Dependencia opcional entre Banners y Flash, Dependencia 
obligatoria entre Contenido y Estático, Dependencia grupal 
entre Dinámico y [ASP, PHP, JSP], Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre Reportes y 
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Defecto Causas Tamaño 
Id 
causa 
HTTPS, Dependencia obligatoria entre Servidor web y 
Contenido, Dependencia opcional entre Servidor web y 
Protocolos, Dependencia grupal entre Protocolos y [FTP, 
HTTPS]  
 
Tabla A-5-19. Correcciones de la característica muerta PHP 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 4 
Dependencia grupal entre Dinámico y 
[ASP, PHP, JSP]  
1 Corrección 5 
Dependencia transversal entre HTTPS 
y Milisegundos, 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 8 
Dependencia transversal entre 
Dinámico y HTTPS 
1 Corrección 9 
Dependencia obligatoria entre Servidor 
web y Contenido, 
Dependencia opcional entre Contenido 
y Dinámico 
2 Corrección 10 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia opcional 
entre Servidor web y Protocolos, 
Dependencia opcional entre Contenido 
y Dinámico 
3 Corrección 11 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia grupal 
entre Protocolos y [FTP, HTTPS], 
Dependencia opcional entre Contenido 
y Dinámico 
3 Corrección 12 
 
Tabla A-5-20. Causas característica muerta Segundos 
Defecto Causas Tamaño Id causa 
Segundos 
Dependencia obligatoria entre Servicios adicionales y 
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Defecto Causas Tamaño Id causa 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia grupal entre Rendimiento y [Milisegundos, 
Segundos, Minutos], Dependencia transversal entre Estático y 
Flash, Dependencia transversal entre Reportes y 
Milisegundos 
 
Tabla A-5-21. Correcciones de la característica muerta Segundos 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Sitio web 
y Servidor web 
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre 
Contenido y Estático, 
1 Corrección 6 
Dependencia grupal entre Rendimiento 
y [Milisegundos, Segundos, Minutos] 
1 Corrección 7 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 8 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 9 
 Causas y correcciones de las falsas características opcionales 
Tabla A-5-22. Causas falsa característica opcional Archivo 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 
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Tabla A-5-23. Correcciones de la falsa característica opcional Archivo 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Sitio web 
y Servidor web 
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 6 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Archivo 
1 Corrección 8 
 
Tabla A-5-24. Causas falsa característica opcional Flash 




Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 





Tabla A-5-25. Correcciones de la falsa característica opcional Flash 




Dependencia obligatoria entre Sitio web 
y Servidor web 
1 Corrección 1 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 2 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 3 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 4 
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Tabla A-5-26. Causas falsa característica opcional FTP 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 
transversal entre Reportes y Archivo, Dependencia transversal 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 
transversal entre HTTPS y Milisegundos, Dependencia 
transversal entre Contenido y Protocolos, Dependencia grupal 
entre Protocolos y [FTP, HTTPS], Dependencia transversal 





Tabla A-5-27. Correcciones de la falsa característica opcional FTP 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Sitio web y 
Servidor web 
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre Contenido 
y Estático 
1 Corrección 6 
Dependencia transversal entre Estático y 
Flash 
1 Corrección 7 
Dependencia grupal entre Protocolos y 
[FTP, HTTPS], 
Dependencia transversal entre Archivo y 
FTP 
2 Corrección 8 
Dependencia grupal entre Protocolos y 
[FTP, HTTPS], 
Dependencia transversal entre Reportes 
y Archivo 
2 Corrección 9 
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Defecto Correcciones Tamaño 
Id 
Corrección 
Dependencia transversal entre HTTPS y 
Milisegundos, 
Dependencia transversal entre Archivo y 
FTP 
2 Corrección 10 
Dependencia transversal entre HTTPS y 
Milisegundos, 
Dependencia transversal entre Reportes 
y Archivo 
2 Corrección 11 
Dependencia transversal entre Archivo y 
FTP, Dependencia transversal entre 
Contenido y Protocolos 
2 Corrección 12 
Dependencia transversal entre Archivo y 
FTP, 
Dependencia transversal entre Reportes 
y Milisegundos 
2 Corrección 13 
Dependencia transversal entre Contenido 
y Protocolos, 
Dependencia transversal entre Reportes 
y Archivo 
2 Corrección 14 
 
Tabla A-5-28. Causas falsa característica opcional Milisegundos 
Defecto Causas Tamaño Id causa 
Milisegundos 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia opcional entre 
Banners y Flash, Dependencia obligatoria entre Sitio 
web y Servidor web, Dependencia obligatoria entre 
Servidor web y Contenido, Dependencia obligatoria 
entre Contenido y Estático, Dependencia transversal 
entre Estático y Flash, Dependencia transversal entre 





Tabla A-5-29. Correcciones de la falsa característica opcional Milisegundos 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Sitio web 
y Servidor web 
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre 1 Corrección 6 
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Defecto Correcciones Tamaño 
Id 
Corrección 
Contenido y Estático 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Milisegundos 
1 Corrección 8 
 
Tabla A-5-30. Causas falsa característica opcional Protocolos 
Defecto Causas Tamaño Id causa 
Protocolos 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 




Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia transversal entre Estático y Flash, 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia opcional entre Banners y Flash, 
Dependencia transversal entre Reportes y Archivo, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia obligatoria entre Servicios adicionales y 
Banners, Dependencia grupal entre Protocolos y [FTP, 





Tabla A-5-31. Correcciones de la falsa característica opcional Protocolos 




Dependencia obligatoria entre Sitio web 
y Servidor web, 
1 Corrección 1 
Dependencia obligatoria entre Servidor 
web y Contenido, 
1 Corrección 2 
Dependencia obligatoria entre Servicios 
adicionales y Reportes, 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 3 
Dependencia obligatoria entre Servicios 
adicionales y Banners, 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 4 
Dependencia opcional entre Banners y 
Flash, 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 5 
Dependencia grupal entre Protocolos y 
[FTP, HTTPS], 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 6 
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Defecto Correcciones Tamaño 
Id 
Corrección 
Dependencia obligatoria entre 
Contenido y Estático, 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 7 
Dependencia transversal entre Estático 
y Flash, 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 8 
Dependencia transversal entre Archivo 
y FTP, 
Dependencia transversal entre 
Contenido y Protocolos, 
2 Corrección 9 
Dependencia transversal entre 
Contenido y Protocolos, 
Dependencia transversal entre 
Reportes y Archivo, 
2 Corrección 10 
 
Tabla A-5-32. Causas falsa característica opcional Registro 




Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios adicionales 
y Banners, Dependencia opcional entre Banners y Flash, 
Dependencia obligatoria entre Sitio web y Servidor web, 
Dependencia grupal entre Registro y [Base de datos, Archivo], 
Dependencia obligatoria entre Servidor web y Contenido, 
Dependencia obligatoria entre Contenido y Estático, 
Dependencia transversal entre Estático y Flash, Dependencia 





Tabla A-5-33. Correcciones de la falsa característica opcional Registro 




Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia obligatoria entre Sitio web 
y Servidor web 
1 Corrección 4 
Dependencia grupal entre Registro y 
[Base de datos, Archivo] 
1 Corrección 5 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 6 
Dependencia obligatoria entre 1 Corrección 7 
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Contenido y Estático 
Dependencia transversal entre Estático 
y Flash 
 Corrección 8 
Dependencia transversal entre 
Reportes y Archivo 
1 Corrección 9 
 Causas y correcciones de las redundancias 
Tabla A-5-34. Causas dependencia redundante Contenido-Protocolos 





Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia opcional entre 
Banners y Flash, Dependencia grupal entre Protocolos 
y [FTP, HTTPS], Dependencia obligatoria entre 
Contenido y Estático, Dependencia transversal entre 
Estático y Flash, Dependencia transversal entre 
Archivo y FTP, Dependencia transversal entre 
Reportes y Archivo 
8 
Dependencia 





Tabla A-5-35. Correcciones de la dependencia redundante Contenido-Protocolos 





Contenido y Protocolos 
Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia grupal entre Protocolos y 
[FTP, HTTPS]  
1 Corrección 4 
Dependencia obligatoria entre 
Contenido y Estático 
1 Corrección 5 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 6 
Dependencia transversal entre Archivo 
y FTP 
1 Corrección 7 
Dependencia transversal entre 
Reportes y Archivo 
1 Corrección 8 
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Tabla A-5-36. Causas dependencia redundante Servicios adicionales - Rendimiento 












Dependencia grupal entre Rendimiento y 
[Milisegundos, Segundos, Minutos], Dependencia 
obligatoria entre Servicios adicionales y Reportes, 









Tabla A-5-37. Correcciones de la dependencia redundante Servicios adicionales - Rendimiento 








Dependencia obligatoria entre Servicios 
adicionales y Reportes, 
Dependencia obligatoria entre Sitio web 
y Rendimiento 
2 Corrección 1 
Dependencia obligatoria entre Sitio web 
y Rendimiento, 
Dependencia grupal entre Rendimiento y 
[Milisegundos, Segundos, Minutos] 
2 Corrección 2 
Dependencia obligatoria entre Sitio web 
y Rendimiento, 
Dependencia transversal entre Reportes 
y Milisegundos 
2 Corrección 3 
 
Tabla A-5-38. Causas dependencia redundante Archivo-FTP 
Defecto Causas Tamaño Id causa 
Dependencia 
transversal entre 
Archivo y FTP 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia opcional entre 
Banners y Flash, Dependencia obligatoria entre Sitio 
web y Servidor web, Dependencia obligatoria entre 
Servidor web y Contenido, Dependencia obligatoria 
entre Contenido y Estático, Dependencia transversal 
entre Estático y Flash, Dependencia transversal entre 
HTTPS y Milisegundos, Dependencia transversal entre 
Contenido y Protocolos, Dependencia grupal entre 
Protocolos y [FTP, HTTPS], Dependencia transversal 





Archivo y FTP 
Causa1 
Dependencia obligatoria entre Servicios adicionales y 
Reportes, Dependencia obligatoria entre Servicios 
adicionales y Banners, Dependencia opcional entre 
Banners y Flash, Dependencia grupal entre Protocolos 





Archivo y FTP 
Causa2 
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Defecto Causas Tamaño Id causa 
Servidor web y Contenido, Dependencia obligatoria 
entre Contenido y Estático, Dependencia transversal 
entre HTTPS y Milisegundos, Dependencia transversal 
entre Estático y Flash, Dependencia transversal entre 
Contenido y Protocolos, Dependencia transversal 
entre Reportes y Milisegundos, Dependencia grupal 
entre Registro y [Base de datos, Archivo], 
Dependencia opcional entre Servidor web y Registro 
 
Tabla A-5-39. Correcciones de la dependencia redundante Archivo-FTP 




transversal entre  
Archivo y FTP 
Dependencia obligatoria entre Servicios 
adicionales y Reportes 
1 Corrección 1 
Dependencia obligatoria entre Servicios 
adicionales y Banners 
1 Corrección 2 
Dependencia opcional entre Banners y 
Flash 
1 Corrección 3 
Dependencia grupal entre Protocolos y 
[FTP, HTTPS]  
1 Corrección 4 
Dependencia obligatoria entre Servidor 
web y Contenido 
1 Corrección 5 
Dependencia obligatoria entre Contenido 
y Estático 
1 Corrección 6 
Dependencia transversal entre HTTPS y 
Milisegundos 
1 Corrección 7 
Dependencia transversal entre Estático 
y Flash 
1 Corrección 8 
Dependencia transversal entre 
Contenido y Protocolos 
1 Corrección 9 
Dependencia transversal entre Reportes 
y Milisegundos 
1 Corrección 10 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia opcional 
entre Servidor web y Registro 
2 Corrección 11 
Dependencia obligatoria entre Sitio web 
y Servidor web, Dependencia grupal 
entre Registro y [Base de datos, Archivo] 
2 Corrección 12 
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II. Clasificación causas y correcciones 
 Causas comunes 
El modelo de características de sitios web tiene seis causas clasificadas como comunes 
y 21 causas no comunes. A continuación, en la Tabla A-5-40 se muestran las causas 
clasificadas como comunes. La primera columna de esta tabla presenta un identificador 
para la causa común. La segunda columna presenta el identificador de la causa común 
de acuerdo al identificador que tiene cada causa en la columna id causa de las tablas 
presentadas anteriormente en este anexo. Luego, la tercera y cuarta columnas presentan 
para cuales y para cuantos defectos la causa es común. 
Tabla A-5-40. Causas comunes a más de un defecto del modelo de características de sitios web 
# Causa común Defectos 
# Defectos a los 
que es común 
1 ASP Causa1 
Causas comunes a las 
características muertas ASP, JSP, 
PHP 
3 2 ASP Causa2 
3 ASP Causa3 
4 
Base de datos 
Causa1 
Causa común a la característica 
muerta Base de datos y a la falsa 
característica opcional Registro 
2 
5 FTPCausa1 
Causa común a la falsa 
característica opcional FTP y a la 
dependencia redundante 
Dependencia transversal entre 





Causa común a la característica 
muerta Minutos y Segundos 
2 
 Correcciones comunes 
El método propuesto identificó 20 correcciones comunes y 36 correcciones no comunes. 
A continuación, en la Tabla A-5-41 se presenta una nomenclatura para los defectos 
identificados que es usada en las columnas de la Tabla A-5-42 para presentar los 
defectos para los que es común cada corrección. 





Tabla A-5-41. Nomenclatura defectos para la Tabla A-5-41  
Características muertas Falsas características opcionales Redundancias 
Defecto Id Defecto Id Defecto Id Defecto Id Defecto Id 





transversal entre  
Archivo y FTP 
R1 













Dinámico CM4 PHP CM9 Milisegundos F04     
Estadísticas CM5 Segundos CM10 Protocolos F05     
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Tabla A-5-42. Correcciones comunes a más de un defecto del modelo de características de sitios web 
Correcciones 
Características muertas Falsas características opcionales Redundan  
CM1 CM2 CM3 CM4 CM5 CM6 CM7 CM8 CM9 CM10 FO1 FO2 FO3 FO4 FO5 FO6 FO7 R1 R2 R3 #def 
Dependencia transversal entre 
Estático y Flash   
                  16 
Dependencia obligatoria entre 
Servicios adicionales y Reportes            
         16 
Dependencia obligatoria entre 
Contenido y Estático   
                  16 
Dependencia obligatoria entre 
Servicios adicionales y Banners   
                  15 
Dependencia opcional entre Banners y 
Flash                     15 
Dependencia obligatoria entre Servidor 
web y Contenido 
                    12 
Dependencia transversal entre 
Reportes y Milisegundos  
                   11 
Dependencia obligatoria entre Sitio 
web y Servidor web 
                    9 
Dependencia transversal entre HTTPS 
y Milisegundos  
                   6 
Dependencia transversal entre 
Reportes y Archivo 
                    4 
Dependencia transversal entre 
Dinámico y HTTPS  
                   4 
Dependencia grupal entre Rendimiento 
y [Milisegundos, Segundos, Minutos] 
                    4 
Dependencia obligatoria entre Servidor 
web y Contenido, 
Dependencia opcional entre Contenido 
y Dinámico 
                    4 
Dependencia obligatoria entre Sitio 
web y Servidor web, 
Dependencia opcional entre Servidor 
web y Protocolos, 
Dependencia opcional entre Contenido 
y Dinámico 
                    4 
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Dependencia obligatoria entre Sitio 
web y Servidor web, 
Dependencia grupal entre Protocolos y 
[FTP, HTTPS], 
Dependencia opcional entre Contenido 
y Dinámico 
                    4 
Dependencia grupal entre Dinámico y 
[ASP, PHP, JSP]  
                   3 
Dependencia grupal entre Registro y 
[Base de datos, Archivo] 
                    2 
Dependencia obligatoria entre Sitio 
web y Servidor web, 
Dependencia opcional entre Servidor 
web y Registro 
                    2 
Dependencia transversal entre 
Contenido y Protocolos, 
Dependencia transversal entre 
Reportes y Archivo 
                    2 
Dependencia transversal entre Archivo 
y FTP, 
Dependencia transversal entre 
Contenido y Protocolos 




B. Anexo. Programas de 
restricciones 
I. Programa de restricciones modelo de características 
de sitios web 
El siguiente es el programa de restricciones en GNU Prolog que representa el modelo de 
características de sitios web de la Figura 3-1con la característica muerta ASP. Este 
programa de restricciones es irresoluble y se ejecuta abriendo en GNU Prolog el 
programa de restricciones y escribiendo la instrucción “productline(L).” Este programa 
de restricciones es irresoluble y por esta razón cuando se ejecuta en GNU Prolog, el 











Sitio_Web #= 1, 
% Restriccion de verificacion 




Sitio_Web #>= Servicios_Adicionales, 
%D3 Obligatoria 
Sitio_Web #<=>Servidor_Web, 
%D4 Cardinalidad grupal 
Rendimiento #= Milisegundos + Segundos+ Minutos, 
%D5 Opcional 
Servicios_Adicionales #>= Busquedas, 
%D6 Opcional 
Servicios_Adicionales #>= Estadisticas, 
%D7 Obligatoria 
Servicios_Adicionales #<=>Reportes, 
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Servidor_Web #>= Protocolos, 
%D13 Opcional 
Servidor_Web #>= Registro, 
%D14 Opcional 
Contenido #>= Dinamico, 
%D15 Obligatoria 
Contenido #<=>Estatico, 
%D16 Cardinalidad grupal 
FTP + HTTPS #=< 2 * Protocolos, 
1 * Protocolos #=<FTP + HTTPS, 
%D17 Cardinalidad grupal 
Registro #= Base_de_datos + Archivo, 
%D18 Cardinalidad grupal 
ASP + PHP + JSP #=< 3 * Dinamico, 
 1 * Dinamico #=<ASP + PHP + JSP, 
%D19 Requerida 
 (1 - Busquedas) + Segundos #> 0, 
%D20 Requerida 
 (1 - Estadisticas) + Segundos #> 0, 
%D21 Requerida 
 (1 - Reportes) + Milisegundos #> 0, 
%D22 Exclusion 
 (1 - HTTPS) + (1 - Milisegundos) #> 0, 
%D23 Requerida 
 (1 - Reportes) + Archivo #> 0, 
%D24 Requerida 
 (1 - Estatico) + Flash #> 0, 
%D25 Requerida 
 (1 - Archivo) + FTP #> 0, 
%D26 Requerida 
 (1 - Contenido) + Protocolos #> 0, 
%D27 Requerida 
 (1 - Dinamico) + HTTPS #> 0, 
fd_labeling(L). 
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Figura B-1. Ejecución programa de restricciones en GNU Prolog 
 
II. MUS expresado en SWI Prolog de la característica 







% Restriccion fija 
Sitio_Web #= 1, 
% Restriccion de verificacion 






Banners #>= Flash, 
%D14 Opcional 
Contenido #>= Dinamico, 
%D15 Obligatoria 
Contenido #<=>Estatico, 
%D18 Cardinalidad grupal 
ASP + PHP+ JSP #=< 3 * Dinamico, 
%D21 Requerida 
 (1 - Reportes) + Milisegundos #> 0, 
%D22 Exclusion 
 (1 - HTTPS) + (1 - Milisegundos) #> 0, 
%D24 Requerida 
 (1 - Estatico) + Flash #> 0, 
%D27 Requerida 
 (1 - Dinamico) + HTTPS #> 0, 
fd_labeling(L). 
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III. MUS expresado en SWI Prolog de la característica 





L= [Control, HIS, Linea_de_poder, Luces], 
%Definicion dominio de las variables 
L ins 0..1,  
%Restriccion fija 
HIS #= 1, 
%Restriccion de verificacion 
Linea_de_poder #= 1, 
%Restricciones que representan las dependencias  
%que pertenecen a la causa 
%D3 Obligatoria 
HIS #<==>Control,  
%D8 Obligatoria 
Control #<==>Luces,  
%D13 Requerida 
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