The high level synthesis (HLS) 
Introduction
In high-level design, the task-specification can be transformed into some kind of data flow graphs. Various HLS (High Level Synthesis) algorithms and tools are available for optimizing the schedule and allocation of the graph. [3, 7, 9, [11] [12] [13] [14] [15] . The HLS framework presented in [7] for synthesizing a specific (taskdependent) multiprocessing structure demonstrates that how important is a realistic preliminary communication time estimation already in the decomposition phase. The HLS tools are rarely dealing with the communication between the nodes of the data flow graph; it is generally considered with zero-time execution. This solution is appropriate within an intra-FPGA (Field Programmable Gate Array) communication, but in case of more than one IP (Intellectual Property Unit or Intelligent Processor) it is not always applicable. In IPs containing microcontrollers or microprocessors, generally integrated communication peripherals are applied. Compared to the task-execution times of the processing units, especially significant communication times are required by the serial communication interfaces which are frequently used in microcontroller systems.
If the task-specification allows, each communication channel (line) can be represented by an extra node with an estimated or determined execution time representing the communication time.
A realistic preliminary estimation of the communication time would help to influence the scheduling and the allocation procedures in order to reduce the communication complexity between the processing units in the final structure.
Further on, we present an estimation method by analyzing four well-known serial communication interfaces (SPI, CAN, I 2 C, UART).
Calculating the communication time
Various types of serial channels are often used, because of the small number of pins and other resource constraints. In the following sections, we examine the frame structures of four frequently integrated serial communication interfaces.
Analysis of the simple interfaces (without protocol)
In the following, we calculate the communication time of the well known SPI and UART interfaces. These interfaces transmit data in typically 8 bit units and only specify timing requirements. Figure 1 and 2 show the timing diagrams of the data transfer. Based on these diagrams the communication time (T k ) can be easily calculated. 
where T k : communication time, T bit : clock period, T S S : sum of the selection/deselection time, b : the number of bits to be transmitted, N : number of bytes. 
where p : parity or control bit (0 or 1), s : stop bits (0, 1, 1.5, 2). These interfaces can operate in wide ranges of clock frequencies. The typical upper limit is 20MHz in case of SPI and 10MHz in case of UART. The values mostly depend on the transmission medium.
Analysis of an interface with simple protocol
In this case the specification of the interface contains some additional overhead bits and signals. A widespread example of such an interface is the Inter-IC bus [8] . Figure 3 shows the timing diagram of an I 2 C communication with 7 bit addressing.
Based on [8] and figure 3 the communication time of the I 2 C bus can be formulated. Assuming that we fix the time of the START and STOP bits as one bit period each, we can state concerning the number of the bits to be transmitted shown in Table 1 .
Tab. 1. Number of the bits to be transmitted 7bit address 10bit address framing 2 bit 2 bit
Total transmitted bits 11 + N · 9 20 + N · 9
Typical I 2 C bus speeds [4] are shown in Table 2 .
Tab. 2. Typical I 2 C speeds and bit times. *Note: The "high speed" modes require special handling [4] .
Speed mode
Max 
Analysis of an interface with multi layer protocol
The CAN (Control Area Network) is a multi layer serial communication protocol [1] which supports the real-time distributed control, at up to 1 Mbit/s speed. There are two types of CAN protocols: CAN V2.0A (standard format) which uses 11 bits, and the CAN V2.0B (extended format) which uses 11+18 = 29-bits as identifier in the transmission of messages. The devices, which can use the extended format, are able to communicate in the standard mode too. Thus, the different devices can work together, but only in the standard mode.
The structure of CAN messages are carefully detailed in [1] and [2] . Figure 4 shows the structure of the CAN data frame. At the three interfaces described above, the length of the message did not depend on the content. Because of the so called bitstuffing applied in the CAN system we can give only a worst case estimation for the communication time. We must estimate also the maximum bit number of the longest CAN message.
The length of the CAN message can vary depending on the transmitted data and the stuffed bits. The method of the bitstuffing is as follows: if the transmitter detects five consecutive bits of identical value in the bit stream. Figure 4 shows the structure of the CAN data frame. At the three interfaces described above, the length of the message did not depend on the content. Because of the so called bitstuffing applied in the CAN system we can give only a worst case to be transmitted it automatically inserts a bit of opposite value in the actual bit stream before the transmission [2] . The frame segments, start of frame, arbitration field, control field, data field and CRC sequence are coded by the method of bit stuffing [2] . To estimate the maximum number of the inserted bits, ignore the fixed control bit values (eg.: IDE, RB0, RB1, etc). The frame starts with a zero SOF bit, so we start also the sample sequence identifier with 0 bits. After five 0 bits (including the SOF), a 1-bit value will be inserted. Afterwards, the test series continues with 4 additional 1-bits, then again a 0 bit, and so on. Figure 5 shows the first 16 bits of the test sequence.
Of the above test series can be seen that for the transmission of 16 bits 4 stuffed bits were needed. The "#" character marked the inserted bits.
The maximum number of stuffed bits (s) can be estimated by dividing the bit number of the message bits by 4, and then the result is rounded up.
where F M : bit number of fix fields, AM : bit number of variable data field, AM = 8 · N, where N is the number of data bytes. According to the above considerations, the total number of bits in the frame (db) is as follows:
where E : number of non stuffed bits after the CRC at the end of the frame, E ≥ 13.
Taking into account the bit number of the fields (in the fix header and the variable lengths of data and the empty space (13 bits) at the end of frame and the stuffed bits), the following maximum number of bits can be calculated shown on Table 4 .
Transmission time estimation of the CAN interface
The maximum transmission time can be estimated, if we know the bit-time of the CAN interface. For this kind of estimation, the previously calculated message length is multiplied by the transmission time of one bit. Reordering the equation (8): As AM field size can be 0. . .8 bytes, the inserted bits can be maximum 2 of each byte. When N is the number of data bytes, the total bit number of the data field is: For example: at 1Mbit/s data transfer rate from Table 4 is shown in Table 5 .
By using the closed forms, the results presented above are summed up in Table 8 .
Using the results in HLS design systems
The HLS tools usually represent the task to be solved by forming a data flow graph (DFG). The Figure 6 shows a simple example, how to represent the communication channel (e 3 ) between the e 1 and e 2 elementary operations. In Figure 6 , t 1 and t 2 represent the duration of the operation e 1 and e 2 .
The execution time of the e 3 communication operation is t k . However, the communication time (T k ) presented in the previous chapters depends on the bit rate, so we have to transform it into the timing system used by the particular HLS tool. The communication time is characterized by the T bit and T k . In the HLS tools the time is generally modelled by the number of the clock periods. The two time domains should be scaled as follows:
where T denotes the length of the clock period and t k is T k expressed by the number of clock periods.
As an example for the practical usage of this method, we have chosen a sound source localisation structure from the reference [6] . Let a CAN communication network be assumed between the microcontrollers. In order to optimize the graph structure, we used the HLS tool PIPE [3] . The Elementary Operation Graph (EOG) of the task is shown in Figure 7 on the left. By applying the tool PIPE for scheduling and allocation, the allocated DFG is illustrated in Figure 7 on the right.
The execution times of the operations are assumed as shown in Table 6 .
In the example, it has been assumed that a restart time (initialisation period) R = 260 clock period ensures the desired pipeline throughput. To fulfil this requirement, the necessary numbers of operations are summarized in Table 7 . The results show that the HLS tool PIPE provided only two FFT blocks and only one CAN interface at the specified restart time. 
Results
The method presented in this paper can be applied to estimate the communication time in four frequently serial communication interfaces. Since such interfaces are byte-organized in most cases, so it is advisable to indicate the data to be forwarded (N) in bytes.
The results are summarized in Table 8 . N is the number of bytes (N = 1 . . . 8), T bit is the bit time. The N ≤ 8 limit is needed, because the maximum size of CAN messages can be 8 bytes. Figure 8 shows the message transmission time of various communication interfaces at T bit = 1 µ s bit time. The presented method can be applied in other types of interfaces as well.
