Integrated ecological models are of great potential as predictive tools in decision support of river management. Such models need to be transparent and consistent with the existing expert knowledge, and give the river manager adequate information regarding their inherent uncertainty. One way to fulfil these needs is through the use of Bayesian Belief Networks (BBNs). Such networks represent cause-and-effect assumptions between system variables in a graphical structure. To establish the potential of Bayesian Belief Networks in river management, a small-scale study was performed with the aim of assessing the success of prediction of macroinvertebrate taxa in rivers by means of a selected number of environmental variables. Gammaridae and Asellidae were chosen because of their high relative abundances in small and large brooks in contrast to other macroinvertebrate taxa. Based on one-layered BBN networks, the predictive capacity of the models was assessed by means of the number of Correctly Classified Instances (CCI) and Cohen's Kappa (K). The performance of these models was moderate to good for presence/absence classifications but showed a low to moderate performance when predicting abundance classes. When extending the former BBN network to a two-layered one, enhancing the number of links and variables, no obvious improvement in model performance was detected. The results indicate that thoughtful input variable selection as well as sensitivity analysis will improve the models for practical use in river restoration management.
Introduction
Biological monitoring as a tool for river quality assessment has a long history in Europe and beyond. The implementation of the EU Water Framework Directive (WFD) (EU 2000) , the aim of which is to reach a good ecological status in all water bodies by 2015, will require large investments of the members states in river management. Particularly in Flanders, Belgium, the river quality is still far from satisfactory and a lot of investment programmes still need to be carried out in the coming years. In 2002, 71% of the measuring points in Flanders did not reach the basic biological quality standard according to the Belgian Biotic Index (BBI) with a minimum of 7 on a scale of 10 (De Pauw & Vanhooren 1983) . Assuming that this basic water quality standard corresponds with a «good» ecological status as defined by the WFD (EU 2000) , obviously a great effort will be needed to reach this standard in all rivers in Flanders by 2015. Likely, such efforts should not be restricted to further emission reductions of point sources, but should also address the importance of diffuse pollution originating mainly from agricultural activities. Moreover, attention will have to be paid to physical restoration actions to create favourable biotopes for the biological communities (Maeckelberghe 2003) .
Because of the large-scale investments required, governments need reliable scientific decision support to set priorities for their environmental investments in order to reach a cost-effective restoration of the rivers and a drastic improvement of the river water quality. Nowadays, this decision support in river ecology is mainly based on biological assessment methods such as the Belgian Biotic Index, which is based on maAnn. 40 (3) , [181] [182] [183] [184] [185] [186] [187] [188] [189] [190] [191] Application of Bayesian Belief Networks for the prediction of macroinvertebrate taxa in rivers croinvertebrates (De Pauw & Vanhooren 1983) . Macroinvertebrates have been monitored for more than a decade by the Flemish Environment Agency (VMM) and used as a bio-indicator system for the assessment of running waters in Flanders. Generally, little use is made of the information hidden in the relative abundance levels of the macroinvertebrate taxa, and no use is made explicitly of the information provided by the absence of commonly occurring macroinvertebrate taxa itself. Advanced techniques of analysis can be used to maximise the information value gained from biological monitoring data by taking into account the difference in relative abundance levels between specific sites . The derived information can be either used for diagnostic or predictive purposes in water management. In particular, ecological models are of great interest as predictive tools in decision support and can be used for setting up monitoring networks, defining and interpreting river quality data and selecting appropriate restoration management actions (Goethals & De Pauw 2001) .
Predictive ecological models that are capable of establishing a scientifically sound link between the abiotic and biotic river components and meet the objectives of managers do however require some specific features (Reichert & Omlin 1999 , Reckhow 2002 , Borsuk et al. 2004 . First, these models should be meaningful to the broad range of persons involved in the decision making process and therefore a clear presentation of the model structure and the inference process is required. Second, the existing knowledge and data should be easy to integrate. Third, the models should explicitly incorporate uncertainties in their structure and in their predicted outcomes. Finally, such models should be able to reflect evolving scientific knowledge and policy needs.
A method that comes close at integrating all the above features is the application of Bayesian Belief Networks (BBNs) (Pearl 1988) . BBNs are models with a network structure that can focus on the explicit representation of cause-and-effect relationships between variables, representing in this case ecosystem components. The network architecture is linked to probability distributions that allow for dealing with variability and uncertainty in the models. This is particularly useful for the description of ecological systems (Regan 2002) . Despite some controversy (Dennis 1996) , Bayesian statistics have proven useful in ecology for evaluating and managing wildlife species and forests (Cohen 1988 , Haas et al. 1994 , Crome et al. 1996 , Lee & Riemann 1997 , and for other areas of environmental research and management (Olson et al. 1990 , Dixon & Ellison 1996 , Ellison 1996 , Wolfson et al. 1996 , Borsuk et al. 2002 , Tattari et al. 2003 , Borsuk et al. 2004 ). More recently, a computer-based BBN system with potential of operational use in river management to diagnose river health has been developed in the United Kingdom, under the authority of the Environment Agency (Trigg et al. 2000 .
Bayesian Belief Networks (Pearl 1988 ) are probabilistic models that may be based on expert knowledge, empirical data, or a combination of both. A BBN consists of a network of assumed causal relationships between variables and a set of conditional probability matrices that relates each variable to its assumed causal variables (Trigg et al. 2000) . Bayes' theorem lies at the heart of Bayesian inference and it is based on the use of probability to express knowledge and combine probabilities to characterise the advancement of knowledge. The simple logical expression of Bayes' theorem stipulates that, when combining information, the resultant (or posterior) probability is proportional to the product of the probability reflecting a priori knowledge (the prior probability) and the probability representing newly acquired knowledge (the sample information or likelihood) (Reckhow 2002) . Expressed more formally, Bayes' theorem states that the conditional probability y over the probabilistic outcome χ of the experiment (written p(y|χ)) is proportional to the probability of y before the experiment (written p(y|χ) times the probabilistic outcome of the experiment (written p(y|χ)) divided by the unconditional probability (written p(χ)).
The Bayesian analysis uses prior knowledge derived from data analysis, expert judgement, or a combination of both (Bernardo & Smith 1994 , Gelman et al. 1995 . Conditional probability distributions (CPD) for each node need to be specified and if the variables are discrete, these can be represented as a table (CPT) that lists the probabilities of the child nodes for each combination of values of its parent nodes. A new posterior likelihood distribution is then calculated from the new data. This new posterior distribution is intermediate to the prior likelihood and becomes zero where either the prior or the likelihood becomes zero. The flows connecting the nodes, indicated by the arrows in a graphical model, can represent causal relationships and represent conditional dependency (Reckhow 2002) . Conditional probability relationships can either be based on (1) experimental investigation, (2) collected field data, (3) process-based models, or (4) elicited expert judgement. When no appropriate and sufficient data exist, the elicited judgement of scientific experts
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(2) may be required to quantify some probabilistic relationships (Borsuk et al. 2002) . This paper aims at evaluating the use of BBNs for the prediction of two crustacean macroinvertebrate taxa, namely the Asellidae and Gammaridae, in rivers. Personal expert judgement was used to construct the causal network, and field data were used to calculate the conditional probability relationships. The predictive success of different BBN network architectures (one-and two-layered structures) and the dependence on specific criteria are compared. Finally, the possibilities of the further use of BBNs as decision support techniques in river management is discussed.
Material and Methods

Monitoring
The Zwalm river basin ( Fig. 1 ) which is part of the Upper-Scheldt basin and located in a hilly landscape, is characterized by the presence of numerous small brooks. Since 1999, the water quality in the Zwalm river basin has considerably improved due to investments in sewerage and the waste water treatment plants during the preceding years. The river basin is however still significantly disturbed, mainly because of diffuse pollution originating from agricultural activities (Goethals & De Pauw 2001) . The fauna in the upper parts of the Zwalm basin is of high natural value, and characterized, amongst others, by the presence of the Bullhead (Cottus gobio) and the Brook Lamprey (Lampetra planeri) and several vulnerable macroinvertebrates (e.g. mayflies of the family Heptageniidae).
During August and September 2000 , 2001 , once each year 60 sites within the Zwalm river basin were sampled (Fig. 1) . In 2002, 51 extra sites were monitored in three specific brooks in the Zwalm river basin (D'heygere et al. 2004) . Biological sampling consisted of collecting macroinvertebrates by means of a standard handnet (IBN 1984) . During five minutes, all major habitats within a stretch of 10 m are kick-sampled in a representative way (De Pauw & Vanhooren 1983) . In non-wadable sites (8 in total), artificial substrates, consisting of a plastic netting filled with pieces of brick, were used for macroinvertebrate sampling (De Pauw et al. 1994) . In addition, a number of environmental variables and habitat characteristics were measured (Table 1) .
Selected macroinvertebrate taxa and environmental variables
In a first step, a number of models has been developed based on expert judgement implementing a selected number of variables. Gammaridae and Asellidae were chosen because of their high relative abundances in small as well as large brooks in contrast to other macroinvertebrate taxa (Gammaridae and Asellidae were prevalent in respectively 79.20% and 48.49% of all sites examined). Moreover these taxa are used as bioindicators (e.g. De Pauw & Vanhooren 1983) . Besides, MacNeil et al. (2002) revealed that the Gammarus/Asellus ratio sometimes responded to changes in parameters linked to organic pollution, but also appeared to be correlated with variables such as conductivity and distance from the source. The main influencing environmental variables selected were based on the ecological preferences of the macroinvertebrate taxa with respect to channel morphology and river type (described by either width or stream velocity), and their tolerance to nutrient and organic load (described by conductivity, measuring the total ionic concentration in a watercourse, and dissolved oxygen concentration). Because of the high pressure of organic and nutrient enrichment in the study area and more general in Flanders, Belgium, conductivity can be used as a comprehensive parameter of river pollution. Dissolved oxygen concentration was selected for implementation in the BBN despite its strong fluctuations in time. This parameter however is part of the water quality assessment of rivers in Flanders by means of the Prati index for dissolved oxygen (PIO, Prati et al. 1971 , Maeckelberghe 2003 .
For each of the variables, a relevant number of classes has been defined. Environmental variables and macroinvertebrate abundances were divided into four categories and the boundaries were chosen to allow a uniform distribution of the number of data points of the environmental variables regarding the discrete categories. The classes used for the BBNs are as given in Table 2 . Macroinvertebrate sampling data were either divided into three discrete abundance classes (<2, 2-60, >60) or brought back to two classes (<2, ≥ 2), the latter corresponding with presence or absence of a specific taxon.
Data analysis
All BBNs were implemented using the Bayes Nets Toolbox (BNT) for MATLAB (Murphy 2001) . Based on this toolbox, prior and conditional probabilities were determined for respectively child and parent nodes in the network based on the Zwalm data set. Then, the developed network was used to calculate the conditional probabilities of newly added data (validation data set). This allowed the evaluation of the developed BBNs.
First, links between the different variables were established, allowing the development of a network, based on expert knowledge. Then, for each of the child nodes X i and parent nodes Pa i the conditional probability distribution (CPD) P(X i |Pa i ) is specified. The most simple form of a CPD is a table, the conditional probability table (CPT), that can be used assuming all nodes are containing discrete values. All variables in this study are discrete values, as such, use could be made from the CPT to specify the conditional probabilities of the child nodes. This CPT is based on a training data set of the Zwalm river basin as defined by the ten-fold crossvalidation (see later on 'model evaluation'). Assuming each parent node has the same number of classes, a CPT can be defined as a (n AP ×m)-matrix, with m the number of classes of a child node X i and AP the number of parents Pa i of X i and n the number of classes of Pa i .
In the one-layered Bayesian Belief Networks, only Gammaridae and Asellidae were determined as being child nodes, while in the two-layered network, dissolved oxygen concentration was added as a child node besides these two macroinvertebrate taxa. The CPT for these three variables was calculated (see Murphy 2001 ) based on the data from the Zwalm river basin. The effect of using the conditional or either the prior probability distribution for DO on the models predictive success was investigated to examine the effect of dseparation. The criterion of d-separation determines that the nodes connected to each other by a serial connection are dependent on each other when the condition of the intermediate node is unknown. For the parent nodes, the prior probability distribution was used. Prior probability distributions that were zero for a specific class were added a very small value (0.001) to allow further calculation of the conditional probability distributions. Once the BBN was developed, it could be used for inference. For BBN inference, several algorithms exist which differ in complexity, computational efficiency, generality and accuracy. In this study, the «junction-tree» algorithm (Lauritzen & Spiegelhalter 1988) was used. This algorithm works in two steps: in the first step a junction tree is constructed (only one path is possible from one node to another during calculation), and in the second step, messages are propagated through the junction tree. More information can be found in Murphy (2001) .
Model evaluation
To determine the predictive power of the models, ten-fold cross validation (Witten & Frank 2000) was used, which means that 9/10 of the data set was used to develop the BBN (training data) and 1/10 was used to evaluate the model by calculating its predictive performance (validation data). The predictive capacity of these networks was evaluated by means of (1) the CCI = the number of correctly classified instances (= matching coefficient, Buckland & Elston 1993 , Fielding & Bell 1997 ; the outcome of the class with the highest probability value was taken and was compared with the measured class (either an abundance class or presence/absence class); (2) Cohen's Kappa = an evaluation measure which takes account of chance factors depending on the prevalence of the taxon (Cohen 1960) ; (3) the average misclassification score for abundance class prediction based on a cost matrix (Table 4) , allowing an enhanced misclassification score the further the predicted outcome differs from the measured outcome; (4) entropy = a term used by scientists to measure the amount of randomness, disorder, or uncertainty in a population (Shannon & Weaver 1963) . The performance results of a presence/absence model are normally summarised in a confusion matrix (Table 3 ) (Fielding & Bell 1997) , however it is also applicable to evaluate prediction success of abundance class classification. (5) 185 Cohen's Kappa (K) and the number of correctly classified instances (CCI) are based on the confusion matrix and are calculated as follows CCI and Cohen's Kappa are expressed on a scale between 0 and 1. For Cohen's Kappa (K), in medical applications (Landis & Koch 1977) , values of K < 0.40 are considered to indicate slight to fair model performance, values of 0.40 < K < 0.60 moderate, 0.60 < K < 0.80 substantial and K > 0.80 excellent. However, these values are quite arbitrary and depend on the application (Manel et al. 2001) .
BAYESIAN BELIEF NETWORKS FOR THE PREDICTION OF MACROINVERTEBRATES
For the abundance classification of predictive models, the evaluation was based on the CCI, K and the average misclassification score for each site (see cost matrix in Table 4 ).
The entropy gives an indication of the way in which values are distributed over the considered classes: with p i .log 2 p i = 0 if p i = 0 where n is the number of classes and p i is the proportion of data points belonging to a certain class. For example a prediction which gives a probability of 0.50 for absence and 0.50 for presence gives an entropy value of 0, whereas a prediction of probability of 0 to class 1 and 1 to class 1 gives an entropy value of 0.
Results
Development of a one-layered Bayesian Belief Network
A one-layered BBN network for Gammaridae and Asellidae was developed including width or stream velocity, conductivity and dissolved oxygen concentration (Fig. 2) . The networks were developed to predict presence/absence as well as the abundance class for each of the taxa. Prediction performance of the developed BBN networks, evaluated by CCI, Cohen's Kappa and the average misclassification score was calculated, and these performance measures were plotted for each model in Fig. 3 . As shown in Fig. 3 the predictive success of the one-layered BBN was moderate to high for presence/absence models and low to moderate for the abundance classification scored by Cohen's Kappa. BBNs including width instead of stream velocity showed a better performance, mainly for Asellidae. The amount of uncertainty linked to each prediction with regard to both the presence/absence models and the models predicting abundance classes as measured by the entropy value, is given by box-whisker plots in Fig.  4 . Entropy scores, based on the posterior probability of each class at a classified site, showed a high trend towards very uncertain classifications (entropy up to 1), mainly for abundance class prediction, and when implementing stream velocity into the model.
Development of a two-layered BBN network
In a second part of the study, a two-layered network has been constructed for the least performing one-layered network (VCDO Gammaridae, Fig. 3 ). The primary aim was to analyse how much the model can be improved by including an extra layer into the network representing dissolved oxygen concentration by means of its causal variables chemical oxygen demand (COD), temperature (T) and stream velocity (V). The following networks were developed (Fig. 5): (1) ignoring the effect of stream velocity (Gammaridae 1) only analysing the effect of COD, T and conductivity (C), (2) analysing a two-layered network considering COD and T influencing DO and a direct influence of stream velocity on Gammaridae (Gammaridae 2), (3) analysing a two-layered network considering stream velocity, COD and T influencing DO (Gammaridae 3), (4) analysing a two-layered network considering COD and T influencing DO combined with a direct influence of stream velocity on Gammaridae (Gammaridae 4). For these four networks, probabilities were calculated through the network based on two different approaches. The condition of DO concentration was first assumed to be known, based on the monitoring data (DO data-based, Fig. 5 ) and in a second phase assumed unknown and calculated through the BBN network based on COD and T (DO predicted, Fig. 5 ). The predictive success evaluated by their CCI score for the four networks based on these two approaches is shown in Fig. 5 . The criterion of d-separation determines that the nodes connected to each other by a serial connection are dependent on each other when the condition of the intermediate node is unknown. If this condition is known (DO data-based), then Gammaridae are regarded independent from COD and T and only the DO condition is of importance for the prediction. As such, when the DO condition is data-based, CCI is the same for Gammaridae 1 and 2, both relying on conductivity and DO concentration, and also for Gammaridae 3 and 4, both relying on conductivity, stream velocity and DO (Fig. 5) . Unexpectedly, differences in performance of the one-and two-layered networks were very small. One could observe that the BBNs performed better when only relying on the effect of conductivity and dissolved oxygen concentration, as is shown by Gammaridae 1 (DO data-based), in contrast to Gammaridae 3 (DO data-based), actually resembling the former WCDO model (Fig. 3) . However, a slightly better performance was obtained when adding a direct link between stream velocity and Gammaridae, but only when DO values were predicted from COD and T.
Discussion
In this study the aim was to evaluate the abilities of BBN modelling networks based on simple networks for presence/abundance predictions of two bio-indicator macroinvertebrate taxa (Asellidae and Gammaridae), in relation to their main influencing environmental variables. The performances of one-and two-layered networks were compared, taking into account the uncertainty coupled to the classification, the input variable selection and their conditional dependence. In comparison with other predictive modelling techniques previously applied on data from the Zwalm river basin, such as ANNs (Dedecker et al. 2004a (Dedecker et al. , 2004b and fuzzy logic (Adriaenssens et al. 2003) , BBNs show a relatively good predictive success based on only three input variables. It has to be mentioned however that a large inherent uncertainty is present in these predictions. Other studies on the contrary have found BBNs to perform well as predictive models (Walley & Dzeroski 1995 , Trigg et al. 2000 , Fleishman et al. 2001 ). However, in many of these studies, the general evaluation was based on comparing the class with the highest predicted probability value to the measured class, ignoring the information inherent to the prediction outcome as expressed by probabilities or no rigorous validation was done at all (Fleishman et 2002). In the present study, validation of the model outcomes was done by means of the performance measures CCI, Cohen's Kappa and the average misclassification score. The uncertainty regarding the prediction by means of probabilities for each class was measured using the entropy. As expected, based on these performance measures, presence/absence models have a better performance than predictions based on abundance classes. However, in the case of Asellidae, a good performance was given by CCI and Cohen's Kappa as well as the average misclassification score when integrating width, conductivity and DO, revealing a good response of this macroinvertebrate taxon to these environmental variables with regard to abundance classes. This may indicate that Asellidae form a promising taxon for use as a bio-indicator. Considering the effect of prevalence by means of Cohen's Kappa gives a more objective evaluation of model prediction success. This is demonstrated by the relatively low Kappa coefficients for the Gammaridae models including width, although a high predictive success in terms of correctly classified instances was obtained (Fig. 3) . In this case the Kappa lowers the performance, giving more weight to the falsely positive classified instances. The predicted outcome is presented as a «degree of belief» to a certain class under specific environmental conditions, and as such a specific evaluation measure is needed for evaluating the probability attached to this classification. This was based on the entropy values of each classification site, that gives a measure of how crisp the prediction into a certain class could be. As such, entropy gives an expression of the uncertainty involved in the prediction. As can be seen from Fig. 4 , the entropy values for each of the models are spread over a large range and are relatively high for most of the models. Hence, the outcomes of the predictive models can be regarded as highly uncertain. Obviously, when prediction outcomes are coupled to decisions, this un- certainty should be considered as important information.
Predictive models allow to assess the role of specific direct and indirect variables with regard to the presence/abundance of a macroinvertebrate taxon. Width and conductivity are both indirect causal variables. Indirect predictors often score the best in the predictive models by embracing different types of pollution to which the organism is subjected. However, these variables should be linked to variables causing this pollution, because measurable variables naturally have an effect on the organism in a more direct way. As such, more variables and causal links are needed. In this study, the relatively small size of the data set restricted the number of variables and their discrete states as well as the number of causal links that could be established between these variables. This lack of training data distributed over different environmental conditions prevented the establishment of a prior probability distribution. Hence, the initial network was extended by incorporating the cause-effect relations from stream velocity, T and COD on DO, with COD aiming to assess the effect of enhanced organic enrichment in the river. At the same time, COD and T are pretended to be subjected to a smaller measurement variability than DO. This extended BBN using two-layers of variables show very small differences in predictive success (Fig. 5) . It is clear that the network relies mainly on conductivity and DO. Moreover, inclusion of stream velocity even has a negative effect on the predictive success of Gammaridae when used to calculate the probabilities of DO. A slightly better performance was obtained when adding a direct link between stream velocity and Gammaridae, hence only when DO values were predicted from COD and T. This means that in the prediction of abundance classes of Gammaridae, direct measurements of DO concentration combined with stream velocity as input parameter gave a less clear relation with the abundance of Gammaridae compared to the DO probability data calculated from COD and T measurements in combination with stream velocity. Furthermore, these results show that d-separation is a criterion for deciding, from a given causal graph, whether their should be «dependence» or «independence», or «connected-» or «unconnected-ness», between certain variables within the network (Pearl 2000) .
Besides the use of expert knowledge to construct the causal links between the variables as was done in this study, it is recommended to use expert knowledge for setting up prior probability curves in those cases where the data set does not give sufficient information concerning these conditions. Although the BBN technique is suitable for knowledge incorporation, the transformation of this knowledge into prior probabilities is considered to be difficult (Anderson 1998) . Therefore, one may recommend to put the BBN through a sensitivity analysis to find out what probabilities are being calculated trusting only on a few training data points, and to recognise for which variables expert knowledge should be included into the prior probabilities (Tattari et al. 2003) . Besides the determination of the influence of specific values of prior probabilities, input variable selection is needed to reveal the importance of each variable in the network. The exclusion of a variable after all means this variable is considered to have no impact on the results. This is not such a problem if the network is completely created by experts, since the elicited probability values can only be used to reflect the effects of the variables in the model. However, when prior probabilities are based on data, the causal effect of an excluded variable may have an impact on the conditional probability distributions, hence causing inconsistencies. Another, perhaps as important reason for thoughtful input variable selection in BBNs developed for river management is the considerably effort, and therefore cost, related to an intensive monitoring campaign (D'heygere et al. 2003) . It can be useful to start from simple models and then test if more complex ones would give significantly better predictions based on a selected number of data. However, a commonly applied technique is to use a kind of node absorption in a carefully structured way to create a hierarchy of abstractions of the network (Peot & Shachter 1991 , Delcher et al. 1996 . Several techniques exist to perform node abstraction and are explained more in detail in Vehtari & Lampinen (2002) .
Conclusion
A transparent ecological model such as a BBN can improve insight into cause-effect relationships between macroinvertebrates and their main influencing environmental variables and thus be of strong additional value for river management. However, the results indicate that despite the relatively good predictive success based on only a few input variables, the outcome of the BBN was accompanied by a high degree of uncertainty. This fact demonstrates the importance of objective model evaluation, taking into account the completeness of the data, the prevalence of the organism, the input variable selection and the propagation of uncertainty through the model. It may thus be expected that thoughtful input variable selection as well as sensitivity analysis will further improve the models which can be of use in river management.
