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NP/CMP Equivalence: A Phenomenon Hidden
among Sparsity Models l0 Minimization and lp
Minimization for Information Processing
Jigen Peng, Shigang Yue, Member, IEEE and Haiyang Li
Abstract— In this paper, we have proved that in every under-
determined linear system Ax = b there corresponds a constant
p∗(A, b) > 0 such that every solution to the lp-norm minimization
problem also solves the l0-norm minimization problem whenever
0 < p < p∗(A, b). This phenomenon is named NP/CMP
equivalence.
Index Terms— Information processing, Sparse representation,
Sparse recovery, lp minimization, Underdetermined linear sys-
tem.
I. INTRODUCTION
In sparse information processing, the following minimiza-
tion is commonly employed to model basic sparse problems
such as sparse representation and sparse recovery,
(P0) min
x
‖x‖0 subject to Ax = b (1)
where A is a real matrix of order m × n with m < n, b is
a nonzero real vector of m-dimension, and ‖x‖0 is the so-
called l0-norm of real vector x, which counts the number
of the non-zero entries in x [3], [13], [26]. Unfortunately,
although the l0-norm characterizes the sparsity of the vector x,
the optimization problem (P0) is actually NP-Hard because of
the discrete and discontinuous nature of the l0-norm. This has
resulted in many substitution models for (P0), where ‖x‖0
is replaced with functions that evaluate the desirability of a
would-be solution to Ax = b (see, e.g., [4], [11], [17], [20],
[26], and references therein). Because of the relationship
‖x‖0 = lim
p→0+
n∑
i=1
|xi|p = lim
p→0+
‖x‖pp, ∀x = (x1, x2, · · · , xn)T ,
(2)
the following minimizations seem to be the most natural
choice,
(Pp) min
x
‖x‖pp subject to Ax = b (3)
where 0 < p ≤ 1. Key work by Donho and Huo [10], and
Candes and Tao [5] on p = 1, and by Gribinoval and Nielsen
[19] on 0 < p < 1, has resulted in the optimization models
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described above gaining in popularity in the literature (see,
e.g., [7], [9], [14], [21], [23], [25], [27], [28]). However, there
remains a key issue with respect to these choices: to what
extent the minimizations (Pp) can achieve the same result as
the initial minimization (P0). A lot of excellent theoretical
work (see, e.g., [4], [10], [12], [19]), together with some
empirical evidence (see, e.g., [6]), has shown that, provided
some conditions are met, such as assuming the restricted
isometric property (RIP), the l1-norm minimization (P1) can
really make an exact recovery. The original notion of RIP
has received much attention and has already been tailored
to a more general case where 0 < p < 1 (see, e.g., [7],
[9], [20]). Work undertaken by Donoho and Tanner in [11]
using convex geometry demonstrated a surprising phenomenon
that for any real matrix A, whenever the nonnegative solution
to (P0) is sufficiently sparse, it is also a unique solution to
(P1). That is, there exists a certain equivalence between (P0)
and (P1). As the former is discrete and so NP-Hard, and the
latter is continuous and equivalent to a linear programming
(LP), this phenomenon was called NP/LP equivalence. This
relationship (3) together with its geometric illustration shown
in Figure 1 appears to indicate a more aggressive tendency of
(Pp) to drive its solution to be sparse as p decreases. However,
this is not true. For example, consider the underdetermined
system Ax = b, where
A =
 2 151765 4477306 − 4091 119170 15368 0−1 − 6291530 − 2873612 109
 , b = (1, 1.5,−1)T .
(4)
It is easy to verify that the sparsity solutions to Ax = b
are x0 = (1.5, 0, 0, 0.45), x1 = (0.01, 2, 0.04, 0) and x2 =
(0, 1.5, 0.2, 0.5). It can be seen from Figure 2 that when
t2 < p ≤ 1, x0 = (1.5, 0, 0, 0.45) is the solution to lp-norm
minimization; when t1 < p < t2, x1 = (0.01, 2, 0.04, 0) is
the solution to lp-norm minimization and when 0 ≤ p < t1,
x0 = (1.5, 0, 0, 0.45) is the solution to lp-norm minimization.
Nevertheless, based on the fact that (P0) and (P1) are just the
extremes of (Pp) with respect to p in the interval (0, 1), we still
believe that there exists a more general equivalence between
(P0) and (Pp). The aim of this paper is to demonstrate this
equivalence. Our paper is organized as follows. In Section 2
we first derive the constructions and locations of solutions to
(Pp) based on the classical Bauer maximum principle using a
decomposition of the n-dimension real space Rn with respect
to the system Ax = b. In section 3, we focus on proving the
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Fig. 1. The behavior of lp-norm for various values of p. See, e.g.
[3, p.38]
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main theorem, which establishes the equivalence between (Pp)
and (P0), named NP/CMP equivalence, where CMP stands
for continuous minimization problem. Finally, in section 4 of
the paper we summarize our findings.
For convenience, in this paper we denote by Rn the n-
dimension real space, and for a vector x ∈ Rn by xi its
ith component and by |x| its module vector (i.e., |x| =
(|x1|, |x2|, · · · , |xn|)T ). We also use Rn+ to represent the
positive cone {x ∈ Rn : xi ≥ 0, i = 1, 2, · · · , n}.
II. PRELIMINARIES: CONSTRUCTIONS AND LOCATIONS OF
SOLUTIONS TO (Pp)
This preliminary section focuses on exploring how to con-
struct the solutions to the problems (Pp) and where the
solutions locate. For the minimization problems (Pp), which
are subject to underdetermined linear systems, we first analyze
the constructions of solutions to the linear equation Ax = b,
where A is an m× n real matrix with m < n and b is an n-
dimension real vector. Without loss of generality, we assume
throughout this paper that A has full row rank. Clearly, by
the nature of the geometric aspect of A, we have construction
decomposition of solutions to Ax = b as shown below.
Lemma 1: Denote by N(A) the null space of A, and
R(AT ) the range of AT , which is the transposition of A. Then
it follows that the following space decomposition
Rn = N(A)⊕R(AT ), (5)
which means that, for every x ∈ Rn there uniquely exist xN ∈
N(A) and xR ∈ R(AT ) such that x = xN + xR. Therefore,
every solution to Ax = b can be explicitly expressed as x =
xN +AT (AAT )−1b with xN ∈ N(A).
For the sake of convenience, we will adopt the notation
〈x, y〉 to represent the inner product of real vectors x and y
hereafter.
Remark 1: Space decomposition (5) implies that each
xN ∈ N(A) can be written into the form xN = h −
AT (AAT )−1Ah with h = xN + AT b, and that the null of
A has such a parameterized expression as N(A) = {h −
AT (AAT )−1Ah : h ∈ Rn}. As a result, the constrained min-
imizations (Pp) for all p ≥ 0 can be equivalently transformed
into the global minimizations as follows
min
h∈Rn
‖h+AT (AAT )−1(b−Ah)‖pp. (6)
On the other hand, according to Lemma 1 for all p > 0 the op-
timal values to (Pp) are upper bounded by ‖AT (AAT )−1b‖pp,
i.e., ‖x‖pp ≤ ‖AT (AAT )−1b‖pp for every solution x to (Pp).
This means that the (Pp)s are actually constrained within
a bounded subset, for example, the l∞ ball B∞(r) :=
{x ∈ Rn : |xi| ≤ r, i = 1, 2, · · · , n} with r = n ·
sup
1≤i≤n
|(AT (AAT )−1b)i|. That is, (Pp) with p > 0 is equiva-
lent to the following minimization problem
(P ′p) min
Ax=b,x∈B∞(r)
‖x‖pp. (7)
It is important to note that the optimization problem (7) is
subject to a special constraint set, which is described as a
typical polytope in terms of the following definition.
Definition 1: [16] A polyhedron G in Rn is a subset of the
intersection of many finite halfspaces, where a halfspace refers
to a set of the form {x ∈ Rn : 〈h, x〉 ≤ γ} for some vector
h ∈ Rn and real number γ ∈ R. Moreover, a polyhedron is
called polytope if it is bounded.
By definition, a polyhedron can be compactly expressed as
G = {x ∈ Rn : Hx ≤ g} for matrix H and vector g of a cer-
tain dimension, where Hx ≤ g means that the corresponding
inequalities hold for all scale components (i.e., 〈Hi, x〉 ≤ gi,
where Hi is the ith row of H . Below we always adopt this
notation). Moreover, it is clear that a polytope is closed and
convex, and the intersection of many finite polyhedrons is a
polytope as long as some of those polyhedrons are bounded.
Obviously, the l∞ ball B∞(r) (see Remark 1), as well as
the set of solutions to Ax = b, is a polyhedron, and so its
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. , NO., 2015 3
intersection Ω = {x ∈ Rn : Ax = b, |xi| ≤ r, i = 1, 2, · · · , n}
is a polytope.
According to convex polytope theory [18], we know that
polytopes possess an important characteristic: that they can
be generated by convexifying a finite number of points, all
of which are extreme points. In convexity analysis, extreme
points always play vital roles. For example, the optimal solu-
tion to linear programming, whose constraint set is generally
a polytope (or polyhedron), can be achieved at some extreme
point (see, e.g.,[18], [24] and references therein). Below we
recall the definition of an extreme point.
Definition 2: [24, Chapt.8] Let Ω be a set of a vector space,
and x∗ ∈ Ω. Then, x∗ is called an extreme point of Ω if it does
not lie in the interior of any line-segment entirely contained
in Ω (i.e., x∗ necessarily coincides with x1 or x2 whenever
x∗ = αx1 + (1− α)x2 with x1, x2 ∈ Ω and α ∈ [0, 1]).
The famous Klein-Milman theorem [1] states that it is
necessary for every compact convex subset of a locally convex
topological vector space to possesses extreme point(s) and that
the vector space is just the closed convex hull of those extreme
points. As a particular case, the Minkowski-Caratheodory
theorem [24, Chap.8, p.126] states that every point from a
compact convex subset of Rn is a convex combination of at
most n + 1 extreme points. It is well-known that a polytope
possesses at most a finite number of extreme points (indeed,
if G = {x ∈ Rn : Hx ≤ g} is a polytope, then it has at most
2m extreme points, where m is the dimension of g (See, e.g.,
[22]). We previously mentioned that linear programming can
attain its optimal value at some extreme point of the constraint
set. In fact, H. Bauer [2] proved this assertion early in 1960
for a general convex maximization problem with a compact
constraint set. We state it as a lemma below.
Lemma 2: (Bauer’s Maximum Principle [1, Chapt.7,
p.298]) If G is a compact convex subset of locally convex
Hausdorff vector space, then every continuous convex function
on G has a maximizer that is an extreme point of G.
Recall that the function f on a convex set G is said to be
concave if there holds the inequality αf(x) + (1− α)f(y) ≤
f(αx+ (1− αy)) for all x, y ∈ G and α ∈ (0, 1). Lemma 2
means that every continuous concave real function defined on
a compact convex subset of locally convex Hausdorff vector
space, achieves its minimum value at some extreme points.
By definition, a linear function is not only convex but also
can be considered as being concave. This is why a linear pro-
gramming problem always reaches its optimal value at some
extreme point, whether it is a minimization or maximization
problem. For example, consider the minimization problem
(P1) under the additional nonnegative constrains x ≥ 0, or
equivalently the following linear programming
(LP ) min
x
〈1, x〉 subject to Ax = b, x ≥ 0, (8)
where 1 ∈ Rn is the vector whose components are all one.
Due to the nonnegativity assumption on the variable x, it
is easy to show that if the linear programming above has a
optimal solution, the optimal solution exists in a bounded set,
which would be a polytope. This is true whether the constraint
set of linear programming is bounded or not. So by Lemma
2 and Minkowski-Caratheodory theorem it is clear that the
minimization problem (P1) is solvable by searching for the
extreme points of the constraint set. However, the extreme
point set possesses up to 2m members, so searching throughout
all extreme points is an overwhelming task for large m, which
may be an implicit reason why (P0) is equivalent to (P1) in
some cases.
Before closing this section, we present a further remark on
Lemma 2, which is important in substantiating the proof of
our main result.
Remark 2: Recall that a concave function f is said to be
strict if the equality in αf(x)+(1−α)f(y) ≤ f(αx+(1−αy))
is available only for x = y. From this, it is easy to check that it
is necessary for every minimizer of a strictly concave function
on a compact convex set G to exist at a certain extreme point
of G. Obviously, the function fp(x) = ‖x‖pp with 0 < p < 1
is strictly concave in the positive cone Rn+.
III. MAIN RESULT: EQUIVALENCE BETWEEN
MINIMIZATIONS (P0) AND (Pp)
In this section, using the preparations provided in the
previous section, we will establish the equivalence between
(P0) and (Pp). In order to achieve this, we first consider the
minimization problems (Pp) for 0 < p ≤ 1 and present the
following lemma.
Lemma 3: Let A be an m × n real matrix of full row
rank, and b ∈ Rn. Suppose r is a sufficiently large positive
real number and define a subset of Rn as
G(r) = {z ∈ Rn : ∀i = 1, 2, · · · , n, 0 ≤ zi ≤ r, and
there is a solution x to Ax = b such that |x| ≤ z}, (9)
where |x| stands for the module vector of x. Then, G(r) is
a polytope in Rn.
Proof. Obviously, G(r) is bounded and closed. Below we
will prove that G(r) is a polyhedron. According to Lemma
1 (combined with Remark 1), we know that x ∈ Rn solves
the system Ax = b if, and only if, it bears the form x =
h−AT (AAT )−1Ah+AT (AAT )−1b for some h ∈ Rn. Denote
by Λ, the set of those vectors (zT , hT )T of Rn×Rn satisfying
the following two inequalities
−z − (I −AT (AAT )−1A)h ≤ AT (AAT )−1b, (10)
and
−z + (I −AT (AAT )−1A)h ≤ −AT (AAT )−1b. (11)
It is obvious that Λ is a polyhedron of the product space Rn×
Rn. Let P be the projection from Rn×Rn to the first part, i.e.,
P (z, y) = z. Then, by the projection property of a polyhedron
[16] we know that P (Λ) is also a polyhedron of Rn. Therefore,
to close the proof, we only need to show that G(r) = P (Λ)∩
B+∞(r), where B
+
∞(r) stands for the subset of nonnegative
elements of B∞(r).
In light of the discussion above, it is clear that G(r) ⊆
P (Λ) ∩ B+∞(r). For the converse containing relation, let z ∈
P (Λ) ∩B+∞(r). Then, 0 ≤ zi ≤ r for all i = 1, 2, · · · , n, and
there corresponds a h ∈ Rn such that (zT , hT )T ∈ Λ, that is,
the pair (z, h) satisfies both the inequalities (10) and (11). Let
x = h + AT (AAT )−1(b − Ah). Then, it is possible to show
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that x solves Ax = b, and it follows from the inequalities (10)
and (11) that |x| ≤ z. So z ∈ G(r). The proof is therefore
completed. ¤
Figure 3 displays basic shapes of G(r) in the plane R2,
except for several degenerate cases (e.g., the segment between
these two points (0, r)T and (r, r)T ).
Fig. 3. Shapes of the polytope G(r) defined as in (3) in the plane.
In order to prove the following theorem, which is the main
result of this paper, we will remark on the solutions to (P0).
Due to the integer-value virture of l0-norm, the optimal value
of (P0) is achieved in a bounded set. That is, there exists a
constant r0 > 0 such that
min
Ax=b
‖x‖0 = min
Ax=b,x∈B∞(r0)
‖x‖0. (12)
(Geometrically, it appears to be true that the optimal solutions
to (P0) locate at those intersections of the plane Ax = b with
coordinate axis or coordinate planes).
Theorem 1: There exists a constant p(A, b) > 0 such that,
whenever 0 < p < p(A, b), every solution to (Pp) also solves
(P0).
Proof. Let G(r1) be defined as in (3) with r1 = n ·
sup
1≤i≤n
|(A(AAT )−1b)i|. Then, by Lemma 3 we know that
G(r1) is a polytope and hence has a finite number of extreme
points. Denote by E(G(r1)), the set of extreme points of
G(r1), and define a constant rm(A, b) as follows
rm(A, b) = min
z∈E(G(r1)),zi 6=0,1≤i≤n
zi. (13)
Clearly, the defined constant rm(A, b) is finite and positive
(i.e., 0 < rm(A, b) < ∞), due to the finiteness of E(G(r1)).
(Here we pay attention to the fact that rm(A, b) only depends
on A and b. However, for simplicity we may draw out A, b
from rm(A, b) in the following discussion).
Let r0 be given as in (12), and r = max{r0, r1}. Then, we
have G(r1) ⊂ G(r), and similar to (7) we have
min
Ax=b
‖x‖pp = min
Ax=b,x∈B∞(r1)
‖x‖pp = min
Ax=b,x∈B∞(r)
‖x‖pp.
(14)
and
min
Ax=b
‖x‖0 = min
Ax=b,x∈B∞(r0)
‖x‖0 = min
Ax=b,x∈B∞(r)
‖x‖0.
(15)
For any given solution xp to (Pp), by Remark 1 we have
xp ∈ B∞(r1). Now, let zp = |xp|. Then, by Lemma 3 it is
clear to that zp ∈ G(r1) and solves the following minimization
problem
(P+p ) min
z∈G(r1)
‖z‖pp =
n∑
i=1
zpi . (16)
Moreover, since f(z) = ‖z‖pp is strictly concave in G(r1), it
follows by Lemma 2 and its Remark 2 that zp ∈ E(G(r1)).
Hence, by noting the fact that the mapping p → xp is
decreasing for x ∈ (0, 1) while increasing for x > 1, we
have
‖xp‖0 = ‖zp‖0
= lim
q↓0
[
zqp1 + z
q
p2 + · · ·+ zqpn
]
= lim
q↓0
[(
zp1
rm
)q
+
(
zp2
rm
)q
+ · · ·+
(
zpn
rm
)q]
≤
(
zp1
rm
)p
+
(
zp2
rm
)p
+ · · ·+
(
zpn
rm
)p
= r−pm min
z∈G(r1)
‖z‖pp = r−pm min
Ax=b,x∈B∞(r1)
‖x‖pp
= r−pm min
Ax=b,x∈B∞(r)
‖x‖pp
=
(
r
rm
)p
min
Ax=b,x∈B∞(r)
‖r−1x‖pp
≤
(
r
rm
)p
min
Ax=b,x∈B∞(r)
‖r−1x‖0
=
(
r
rm
)p
min
Ax=b,x∈B∞(r)
‖x‖0 =
(
r
rm
)p
min
Ax=b
‖x‖0,
where the last equality follows from (15). Because ‖xp‖0 is
an integer number, from the inequality above, it follows that
‖xp‖0 = min
Ax=b
‖x‖0 (that is, xp solves (P0)) when(
r
rm
)p
min
Ax=b
‖x‖0 < min
Ax=b
‖x‖0 + 1 (17)
Obviously, the inequality above is true whenever
p <
ln
(
min
Ax=b
‖x‖0 + 1
)
− ln
(
min
Ax=b
‖x‖0
)
ln r − ln rm . (18)
Therefore, with p(A, b) denoting the right side of the in-
equality above, we conclude that when 0 < p < p(A, b),
every solution xp to (Pp) also solves (P0). The proof is thus
completed. ¤
Remark 3: From the proof it is clear to see that the
parameters r0 and r1 are only used to bound the ranges of
solutions to (P0) and (P1) respectively. So, to obtain a better
p(A, b) we can replace the number r in the inequality (18)
with another number that bounds the solutions to (Pp) for all
0 ≤ p ≤ 1.
As is well known, (P0) is combinatorial and NP-hard in
general, while (Pp) for p > 0 is continuous and may be
polynomially computable. In [8], the authors proved that (Pp)
minimization could be completed by the iteration reweighted
least squares minimization algorithm (the IRLS algorithm in
brief), that the rate of local convergence of the algorithm
was superlinear and that the rate was faster for smaller p
and increased towards quadratic as p → 0. And, in [28],
the authors demonstrated that l0.5 regularization could be fast
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solved by the iterative half thresholding algorithm (the half
algorithm in brief) and that the algorithm was convergent when
applied to the k-sparsity problem. In addition, for the IRLS
algorithm, at each iteration, the solution of a least squares
problem is required, of which the computational complexity
is O(mN2). Moreover, at each iteration step of the half
algorithm, some productions between matrix and vector are
required, and thus the computational complexity is O(mN).
In this regard, the significance of the theorem lies in that it
really bridges the gap between a combinatorial problem and
a continuous one. To highlight the NP nature of (P0) and the
continuity feature of (Pp), we name the phenomenon stated by
Theorem 1 ”NP/CMP equivalence”. Correspondingly, we
call the maximal p(A, b) ”NP/CMP equivalence constant”,
and denote it by p∗(A, b).
Obviously, it is important to evaluate the NP/CMP equiv-
alence constant p∗(A, b) for us to choose an appropriate model
(Pp) substituting for (P0). However, this is hard and difficult
work even though the inequality (18) can be used to derive
a rudimentary estimation. With the relationship (2), it maybe
assumed that the constant p(A, b) is determined by some single
value (that is, if (Pp1) is equivalent to (P0), so are all (Pp)s
for p ≤ p1). However, the following example shows that it is
not true.
Example 1: Consider the minimization (Pp) with respect
to the underdetermined linear system Ax = b with
A =
 − 2029 1 3187 00 1 815 1
60
29 0
463
435 −1
 , b = (1, 2, 3)T . (19)
It is easy to show that the solutions x = (x1, x2, x3, x4)T have
the following parameterized form
x1 = t, x2 = − 427 + 4027 t,
x3 = 299
(
1− 2029 t
)
, x4 = 58135
(
1− 2029 t
)
. (20)
where the parameter t varies in R. Hence, lp-norm can be
computed from the following function of t,
‖x‖pp = |t|p +
∣∣∣∣− 427 + 4027 t∣∣∣∣p + ∣∣∣∣ 299 (1− 2029 t)∣∣∣∣p
+
∣∣∣∣ 58135 (1− 2029 t)∣∣∣∣p. (21)
Obviously, the unique solution to (P0) is x0 = (1.45, 2, 0, 0)T
(with respect to t = 1.45), and all the solutions to (Pp) for
0 ≤ p ≤ 1 exist in the set B∞(2). It is simple to confirm that
the constant rm(A, b) defined as in (13) equals 0.1. Hence,
from the inequality (18) we can derive that p∗(A, b) ≥ 0.135.
So, from Theorem 1 we know that x0 = (1.45, 2, 0, 0)T is
the unique solution to (Pp) for 0 < p < 0.135. Figure 4
demonstrates that the l0.08-norm and l0.135-norm reach their
minimums at t = 1.45, which corresponds to the unique
solution x0 = (1.45, 2, 0, 0)T .
Now we consider three cases where p = 0.8, 0.95, 1,
respectively. The behaviors of ‖x‖pp as the functions of t are
displayed in Figure 4 for those ps. By the formula (21) it is
easy to test that x0.8 = (0.1, 0, 3, 0.4)T solves (P0.8), while
x0.95 = x1 = (1.45, 2, 0, 0)T solves both (P0.95) and (P1),
respectively. But ‖x0.8‖0 = 3 > ‖x0.95‖ = 2 = ‖x0‖0. This
shows that p∗(A, b) < 0.8 in spite of the fact that (P0.95)
possesses the same unique solution as (P0).
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Fig. 4. Behaviors of the lp-norms as the functions of t for p =
0.08, 0.135, 0.8, 0.95 and 1, respectively.
It is worthwhile to note that the example above indicates
the same result as the example in section 2, i.e. that in the
whole interval (0, 1) of p it is not true that the smaller p is,
the sparser the solution to (Pp) is.
IV. CONCLUSION
Among the numerous substitution models for the l0 mini-
mization problem (P0), the lp-norm minimizations (Pp) with
0 < p ≤ 1 have been considered as the most natural choice.
However, the question ”to what extent these models (Pp) can
replace (P0)” has never been answered. In this paper, we have
clearly demonstrated the equivalence between (P0) and (Pp),
and in doing so have answered this question. The established
equivalence means that solving (P0) can be completely over-
come by solving the continuous minimization (Pp) for some
small p, while the latter is computable by some commonly
used means at least for some special p. However, it should
be pointed out that the main result obtained in this paper is
qualitative, and so has not given quantitative characterization
to the NP/CMP equivalence constant. The authors think this
is important for model choice and subsequently for algorithm
design. In conclusion, the authors hope that in publishing this
paper, a brick will be thrown out and be replaced with a gem.
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