We propose a density forecast evaluation method in the presence of instabilities, which are defined as breaks in any conditional moment of interest and/or in the functional form of the conditional density of the process. Within the framework of the autocontour-based tests proposed in González-Rivera et al. (2011 , 2015 , we construct Sup-and Ave-type tests calculated over a collection of subsamples in the evaluation period. These tests enjoy asymptotic distributions that are nuisanceparameter free, they are correctly sized and very powerful on detecting breaks in the parameters of the conditional mean and conditional variance. A power comparison with the tests of Rossi and Sekhposyan (2013) shows that our tests are more powerful across the models considered. We analyze the stability of a dynamic Phillips curve and find that the best one-step-ahead density forecast of changes in inflation is generated by a Markov switching model that allows state shifts in the mean and variance of inflation changes as well as in the coefficient that links inflation and unemployment.
Introduction
Generally, instability is understood as changes in the parameters of a proposed forecasting model over the forecasting horizon. For clarification purposes, consider a simple model y t+1 = β x t +σε t+1 with ε t ∼ i.i.d.N (0, 1). The model is unstable over time if the slope coefficients β can change over the forecasting sample, either smoothly or abruptly to contain one or multiple breaks. We may also entertain a time varying variance such that σ may be also subject to breaks, and we may have different conditional probability density functions, e.g. more or less thick tails, over different periods of time. This definition is general enough to account for most types of instability discussed in the current applied econometric literature. Up to today, the most comprehensive survey in the subject is Rossi (2014) in the Handbook of Economic Forecasting that reports extensive empirical evidence of instabilities in macroeconomic and financial data. Some examples follow.
The instability of predictive regressions, in which the significance of predictive regressors varies over different subsamples, has been documented in studies of predictability of stock returns (see Goyal and Welch, 2003 ; Paye and Timmermann, 2006; Rapach and Zhou, 2014) , in exchange rate predictions (see Rossi, 2006; Rogoff and Stavrakeva, 2008) and in output growth and inflation forecasts (see Stock and Watson, 2003; Rossi and Sekhposyan, 2010) . Naturally linked to this evidence is the econometric question on testing for parameter stability and structural breaks in the data, which has an illustrious history. From Chow (1960) test to most recent works such as Andrews (1993) , Andrews and Ploberger (1994) , Pesaran and Timmermann (2002) , among others, testing for breaks has mainly focused on the behavior of the conditional mean. Our contribution aims to extend testing for instabilities to the full conditional density forecast that includes not only any conditional measure of interest, e.g. mean, variance, duration, etc. but also the functional form of the assumed conditional density function. To our knowledge, the literature on this question is very thin. We only know of the work by Rossi and Sekhposyan (2013) who are also testing for the instability of the density model but with a different methodology from ours. In the forthcoming sections, we will explain the differences and will provide a comparison between both approaches.
The testing methodology that we propose is based on the AutoContouR (ACR) device introduced by González-Rivera et al. (2011, 2012) and generalized later on in González-Rivera and Sun (2015) .
A brief summary of this latter work follows. The null hypothesis is a correctly specified density forecast (joint hypothesis of correct dynamics in the moments of interest and correct functional form of the density). We calculate Rosenblatt (1952) Generalized AutoContouR (G-ACR) is a device (set of points) that is very sensitive to departures from the null in either direction and consequently, it provides the basis for very powerful tests.
More specifically, for a time series of PITs, we construct the G-ACRs as squares (in the univariate case) of different probability areas within the maximum square (area of 1) or as hyper-cubes (in the multivariate case) of different probability volumes within the maximum hyper-cube formed by a multidimensional uniform density [0, 1] n for n ≥ 2. By statistically comparing the location of the empirical PITs and the volume of the empirical G-ACRs with the location and volume of the population G-ACRs, we are able to construct a variety of tests for correct density forecast. Since the shapes of the G-ACRs can be visualized, we can extract information about where and how the rejection of the null hypothesis comes from. This testing framework is the foundation for the new stability tests, Sup-and Ave-type statistics, proposed in this manuscript. In a potentially unstable data environment, we will form rolling subsamples within the forecasting sample. For every subsample, we apply a battery of G-ACR tests, and to detect instabilities, we construct a Sup-and an Ave-type statistics. Though the limiting distribution of these tests is a function of Brownian motions, the tests are nuisance-parameter free and their distribution can be tabulated.
1
The paper is organized as follows. In section 2, we review the G-ACR approach to make the exposition self-contained and we introduce the new statistics with their asymptotic distributions. In 1 Though we focus on out-of-sample density forecasts, the methodology proposed in this paper can also be applied to in-sample specification testing. section 3, we assess the finite sample properties (size and power) of the tests. We offer an extensive assessment by considering (i) fixed, rolling, and recursive estimation schemes; (ii) different ratios of prediction sample size to estimation sample size; and (iii) break points that occur in different periods of the prediction sample. We also present a comparison of power of our tests with those of Rossi and Sekhposyan (2013) . In section 4, we apply the tests to assess the stability of the Phillips curve from 1958 onwards by evaluating the models proposed in Amisano and Giacomini (2007) .
We conclude in section 5. Appendix A contains mathematical proofs and Appendix B a description of the parametric bootstrap to correct the size of the tests. We also provide a supplementary file with additional simulation material.
Statistics and Asymptotic Distributions 2.1 Construction of the Statistics
The test statistics are based on the autocontour (ACR) and generalized autocontour (G-ACR) methodology proposed by González-Rivera et al. (2011, 2012, 2015 ) that provides powerful tests for dynamic specification of the conditional density model either in-sample or out-of-sample environments. In the present context, we adapt these tests to instances where instabilities may be present in the data so that, beyond the evaluation of the density model, we will also be able to detect unstable periods.
Let Y t denote the random process of interest with conditional density function f (y t |Ω t−1 ), where Ω t−1 is the information set available up to time t − 1. Observe that the random process Y t could enjoy very general statistical properties, e.g. heterogeneity, dependence, etc. The researcher will construct the conditional model by specifying a conditional mean, conditional variance or other conditional moments of interest, and making distributional assumption on the functional form of f (.). Based on the conditional model, she will proceed to construct a density forecast. If the proposed predictive density model for Y t , i.e. {f * t (y t |Ω t−1 )} T t=1 coincides with the true conditional density {f t (y t |Ω t−1 )} T t=1 , then the sequence of probability integral transforms (PIT) of {Y t } Rosenblatt (1952) , Diebold et al., 1998) .
In order to provide a self-contained exposition, we briefly review the approach in González-Rivera and Sun (2015) . We start by constructing the generalized autocontours (G-ACR) under i.i.d. , 1) , the G-ACR α i ,k is defined as the set B(.) of points in the plane (u t , u t−k ) such that the square with √ α i -side contains at most α i % of observations, i.e.,
G-ACR
We construct an indicator series I k,α i t as follows
Based on this indicator, González-Rivera and Sun (2015) proposed the following t-tests and chisquare statistics to test the null hypothesis H 0 :
, which is equivalent to testing for correct specification of the full conditional density model.
(1) t-ratio testing: for fixed autocontour α i and fixed lag k,
where
, and σ 2 k,i is the asymptotic variance of α i .
(2) chi-squared testing:
and Ω k the asymptotic variance-covariance matrix of the vector
, and Λ α i is the asymptotic variance-covariance matrix of the vector L α i .
The contribution of this work is to consider potentially unstable environments. We propose a new battery of tests that will be calculated within the following rolling subsample scheme. The total sample size T is divided into two parts: in-sample observations (R) and out-of-sample observations (P). We form subsamples of size r from t−r +1 up to t, where t = R+r, · · · , T . In each subsample, we evaluate the proposed predictive density by calculating the three statistics reviewed in (1), (2.1), and (2.2), which we call z, C and L. As a result, we obtain three sets of n ≡ T − r − R + 1 tests
. Finally, to detect instabilities, we construct Sup-type and Avg-type statistics by taking the supremum (S) and the average (A) respectively over each set
so that we obtain the following six statistics:
Asymptotic Properties of the Statistics
Under the following set of assumptions, we provide three propositions, which proofs are found in Appendix A.
• A1: For T → ∞, R → ∞, P → ∞, lim T →∞ P R = 0 ; and for r, P → ∞, lim T →∞
where r is the size of the rolling subsample in the evaluation set, m ∈ (0, 1), and k is the lag in the I k,α i t indicator.
2
2 According to several Monte Carlo studies (West, 2006 , and the references herein), the ratio P/R is considered sufficiently small such that parameter uncertainty will be almost negligible when P/R ≤ 10%. When lim T →∞ P R = 0,
This assumption is trivial as the second moments of the indicator are well defined as we will see next.
• A3: The data {y t } comes from a stationary and ergodic process. 
Given assumptions A1-A3, and under the null hypothesis of i.i.d U (0, 1) PITs, the asymptotic distribution of the tests, for P → ∞, is the following
where W (.) is a standard univariate Brownian motion.
parameter uncertainty will affect the asymptotic variance σ 2 k,αi of the statistic. By taking a mean value expansion around the true parameter values θ 0 and applying the Slutsky's theorem we obtain
The variance of the second term of the expansion as well as the covariance between the first and second terms will contribute to the asymptotic variance of the statistics. For calculation of these terms, see González-Rivera, Senyuz, and Yoldas (2011). In practice, these terms will be calculated by a fully parametric bootstrap procedure. 3 This assumption can be relaxed to include more general mixing processes because the relevant conditions to invoke limiting theorems as the FCLT are those of the indicator process.
Proposition 2 For a fixed lag
The Sup-and Avg-tests are
where Ω k is the asymptotic variance and covariance matrix of the random vector C k (J). Given assumptions A1-A3, and under the null hypothesis of i.i.d U (0, 1) PITs, the asymptotic distribution of the tests, for P → ∞, is the following
where W(.) is a standard C-variate Brownian motion.
Proposition 3 For a fixed autocontour
Avg-tests are
where Λ α i is the asymptotic variance and covariance matrix for the random vector L α i . Given assumptions A1-A3, and under the null hypothesis of i.i.d U (0, 1) PITs, the asymptotic distribution of the tests, for P → ∞, is the following
where W(.) is a standard K-variate Brownian motion.
We tabulate the percentiles of the asymptotic distributions of the tests provided in Propositions 1 In Table 1 , we report the percentiles of the distributions of the S |z| and A |z| statistics. In Table   2 , those for the S C and A C considering the Table 3 those for the S L and A L tests considering 5 lags.
[TABLES 1-3 ABOUT HERE]
Since a model can be considered misspecified whenever does not take into account breaks in the data, the proposed stability tests can be also viewed as statistics assessing jointly the specification and the time stability of the model. In practice, the tests will be most useful when models that are estimated with R observations, need to be validated over a new set of observations, in our case, over the prediction sample of P observations, and in doing so, we assess whether the model is stable over different time periods. In the following sections on Monte Carlo simulations and on the evaluation of the Phillips curve, we show how to use the stability tests.
Monte Carlo Simulations
We perform extensive Monte Carlo simulations to assess the finite sample properties (size and power) of the proposed statistics. For √ R-consistent estimators of the parameters of the model,
) with a well-defined asymptotic distribution, and under assumption A1, parameter uncertainty is asymptotically negligible. In this case, the critical values tabulated in Tables 1 to 3 can be used directly. Whenever the condition P/R → 0 is violated, we need to adjust the asymptotic variance of the tests, otherwise the size of the tests will be distorted. As we mention in the previous section, the adjustments to the variance will be difficult to calculate analytically because they are model dependent. For practical purposes, we propose to implement a fully parametric bootstrap procedure because the density model is fully known under the null hypothesis of correct dynamic specification and correct functional form of the conditional density,
i.e., stability of the density model over the prediction sample. The bootstrap procedure entails either to bootstrap the asymptotic variance and use the tabulated critical values or bootstrap directly the distribution of the proposed Sup-and Ave-tests to obtain their critical values. In Appendix B, we explain how we implement the parametric bootstrap to obtain bootstrapped critical values. In the following simulations, we also explore the effect of different values of the ratio P/R on the size of the tests. We consider fixed, rolling, and recursive forecasting schemes.
Size of the Tests
Under the null hypothesis of a stable density model, we consider the following data generating process: y t = α 1 + β 1 y t−1 + β 2 x t−1 + σ t where x t = φ 1 + φ 2 x t−1 + ν t , and ε t and ν t ∼ N (0, 1),
We consider sample sizes of T = 150
(with evaluation sample P =60), T = 375 (with P =150), and T = 750 (with P =300) observations, and for each sample size, we consider the proportion m = r/P equal to m = 1/3, m = 1/2 and m = 2/3. We maintain the ratio P/R constant and equal to 2/3. In total, we run nine experiments, of which we present here the two most extremes: small sample size with small subsample window replications is 1,000, the number of bootstrap samples is 500, and the nominal size is 5%.
[TABLES 4-5 ABOUT HERE]
The overall size of the tests is very good in the nine experiments considered. There are not substantial differences among the fixed, rolling, and recursive estimation schemes. We find some small size distortions (under-sized) when the sample is small (T = 150) and the autocontour levels are extreme (1% and 99%) but as the sample size increases, the distortion disappears. |z| , for which the average size is about 4%. The portmanteau tests S C , A C , S L , and A L have a size between 3 and 5%. Note that for this case we have a very small prediction sample P = 24 and the subsample window includes only 8 observations. For the case of P/R = 1/2, there is an overall improvement of the size for all tests, and for the case P/R = 3/4, most tests have a size around the nominal size of 5%. It seems that the small distortions that we observe are due to the small number of observations in the subsample window. As we increase the ratio P/R, the parametric bootstrap is properly taking care of the effect of parameter uncertainty in the variance of the tests and delivering tests with the correct size.
[TABLES 6-8 ABOUT HERE]
Power of the Tests
To assess the power of the tests, we generate data from four different processes, all of them containing a break point. The model that we maintain under the null hypothesis is the same as the one considered in the study of the size properties: y t = α 1 + β 1 y t−1 + β 2 x t−1 + σ t with x t = φ 1 + φ 2 x t−1 + ν t , ν t and ε t ∼ N (0, 1). The total sample size (T ) is 650, R = 350, P = 300, and m = 1/3. The break point happens at at R + τ P , where τ = 1/3, 1/2, and 2/3. In the following experiments, the number of Monte Carlo replications is 1000 and bootstrapped samples 500. We maintain a nominal test size of 5%.
The four data generating mechanisms are the following: DGP1: Break in the intercept of y t = α t + β 1 y t−1 + β 2 x t−1 + σ t , t ∼ N (0, 1): DGP2: Break in the variance of y t = α + β 1 y t−1 + β 2 x t−1 + σ t t , t ∼ N (0, 1):
DGP3: Breaks in the slope coefficients of y t = α + β 1,t y t−1 + β 2,t x t−1 + σ t , t ∼ N (0, 1): DGP4: Breaks in the intercept, variance and slope coefficients of y t = α t + β 1,t y t−1 + β 2,t x t−1 + σ t t , t ∼ N (0, 1):
Note that the breaks considered are not very extreme. We perform all the simulations under fixed, rolling, and recursive estimation schemes. We report the power results for the fixed and rolling schemes for the four DGPs with τ = 1/3 in Tables 9 to 12 and those for the recursive scheme in the supplementary material.
[
TABLES 9-12 ABOUT HERE]
Under the fixed scheme, the tests are most powerful (power of about 90%) to detect breaks in intercept and slope coefficients (DGP1, DGP3, and DGP4). Both Ave-and Sup-tests enjoy similar performance, either for single hypothesis (S |z| and A |z| ) or for joint hypothesis (
The power drops when testing for breaks in the variance (DGP2) with values of 10-60%
for the single hypothesis tests and of 60% for the joint hypothesis tests. Under the rolling scheme, as we expected the tests are overall less powerful because by rolling the estimation sample, the model adjusts slowly to the new parameters values. Nevertheless, the power of
A L is still very high (around 50-80%) for DGP1, DGP3, and DGP4, and around 40% for DGP2.
For all DGPs, the Ave-test is more powerful that the Sup. Under the recursive scheme, the tests performance is slightly worse than in the fixed scheme but slightly better than in the rolling scheme.
We move the location of the break, i.e., τ = 1/2 and 2/3 and we present the power results for DGP3 with a rolling scheme in Table 13 . The overall finding is that the power of the tests decreases as the break point moves towards the end of the prediction sample, which is expected. However, the decrease in power is not very abrupt. For instance, for the A C test the power moves from is a Kolmogorov-Smirnov-type statistics and the C P is a Cramer-von Mises-type statistic. Our G-ACR tests are based on the object "autocontour" and measure the dense-ness and uniform distribution of the PITs over a collection of squares in a two-dimensional space (u t−k , u t ). By construction, our tests exploit the independence properties of the PITs directly. The asymptotic distribution of the R&S tests is based on the statistical properties of an empirical process. Our tests are simpler in that rely on the properties of a binary indicator with well-defined moments.
When parameter uncertainty is non-negligible, the critical values of the R&S tests and the G-ACR tests are obtained by simulation.
We follow the same experimental design explained in section 4.2 of R&S article. Their tests κ P and C P are directly comparable with our tests S C and A C stacking all the 13 autocontour levels. We consider the same DGPs as in Table 2 1.00 1.00 1.00 1.00 2.5 1.00 1.00 1.00 1.00 DGP3 showed that inflation forecasts produced by the Phillips curve were more accurate than forecasts based on simple autoregressive or multivariate models but they also found parameter instabilities across different subsamples. Rossi and Skehposyan (2010) showed that the predictive power of the Phillips curve disappeared around the time of the Great Moderation. Based on scoring rules, Amisano annd Giacomini (2007) compared the density forecast accuracy of several models of the Phillips curve and concluded that the best density forecast is produced by a Markov-switching model. Since their comparisons are based on the average forecasting performance of competing models over time, they cannot directly address the instabilities widely documented in the literature.
In this section, we consider the models in Amisano annd Giacomini (2007) and we focus on their absolute density forecast performance in the presence of instabilities. Our starting model is a linear Phillips curve (Stock and Watson, 1999) , in which changes of the inflation rate depend on their lags and on lags of the unemployment rate i.e.,
where π t = 100 × ln(CP I t /CP I t−12 ); CP I t is the consumer price index for all urban consumers and all items; u t−1 is the civilian unemployment rate; and t ∼ N (0, 1). The data is collected from the FRED database; monthly CPI and unemployment series are both seasonally adjusted. The 
Evaluation of the Linear Phillips Curve
We present the evaluation results for the linear Phillips Curve in Table 14 under fixed and rolling estimation schemes. The recursive case is in the supplementary material.
[ TABLE 14 ABOUT HERE]
The portmanteau tests S C , A C , S L , and A L indicate a clear rejection of the linear model. On examining the individual tests S |z| and A |z| , the rejection comes from the middle autocontours, between 40% and 70% coverage, and from the 95-99% levels (large changes in inflation). In Figure   1 , we plot the t-and C-statistics over the evaluation period in a sequential fashion. 
Evaluation of Non-Linear Phillips Curve
Given the rejection of the linear Phillips curve, we proceed with a flexible specification by assuming that the coefficients in the linear model vary according to a Markov switching mechanism. We consider a two-state Markov switching model, i.e.,
where the unobserved state variable s t switches between two states, 1 or 2, with transition probabilities P r(s t = j|s t−1 = i) = p ij for i, j = 1, 2; and t is assumed to be a standard normal variate. to be state-dependent (Model 3), the density forecast of inflation changes will be more robust to unstable times. We report the testing results for Models 3 and 6 in Table 15 .
[ 
Conclusion
We have provided a battery of tests to assess the stability of the density forecast over time, which offer important advantages for the empirical researcher. These tests are nuisance-parameter free and their asymptotic distributions can be tabulated. If the tests reject the null hypothesis of a stable density forecast, the shapes of the empirical generalized autocontours can be visualized to extract information regarding the direction of the rejection. Regardless of the estimation scheme (fixed, rolling, or recursive), their finite sample properties are superior. In some instances, the Ave-tests tend to have a slightly better size than the Sup-tests. Both types are more powerful on detecting breaks in the intercept and slope coefficients than on detecting breaks in the variance.
The tests can also be easily applied to multivariate random processes of any dimension. We have The indicator function I k,α i t is a Bernoulli random variable with the following moments: 
where W (.) is the standard Brownian motion and the limiting distribution, in the last line, is a direct consequence of the FCLT. Finally, by the Continuous Mapping Theorem, we have:
Proof of Proposition 2
Let Ω k be the variance-covariance matrix of C k (J) whose typical element ω i,j is calculated as
α i < α j , and we have
If i > j, the above expressions hold by just switching the subindexes i and j.
Since the vector C k (J) is globally stationary, we can invoke a multivariate FLCT (see Theorem 7.29 and 7.30 in White (2001)). By following the same arguments as in Proposition 1, we have as
where W(s) is a C-variate Brownian process. By the Continuous Mapping Theorem, we have
Proof of Proposition 3: Let Λ α i be the variance-covariance matrix of L α i (J) whose typical element λ j,k is calculated as
Therefore, the vector L α i (J) is globally stationary, and we can invoke a multivariate FLCT (see we have as P → ∞,
where W(s) is a L-variate Brownian process. By the Continuous Mapping Theorem, we have
Appendix B
Description of the Parametric Bootstrap
Suppose that we are interesting in calculating the size of the test. Consider a DGP, e.g, y t = α + β 1 y t−1 + β 2 x t−1 + σε t with population parameters α = 1.5, β 1 = 0.5, β 2 = 0.6, σ = 1 and ε t → N (0, 1). The information on x t is predetermined, so it is known in advance. Assume a sample size, e.g., T = 750, that is split as R = 450 (estimation sample) and P = 300 (prediction sample), and r = 100 (m = 1/3) is the rolling subsample over the prediction sample. We run 1,000 Monte
Carlo replications, and 500 bootstrap samples within each Monte Carlo replication.The Monte Carlo/bootstrap procedure consists of the following steps:
1. One Monte Carlo replication: draw from the conditional density of ε t , e.g. from N (0, 1). With the population parameters inserted into the DGP, generate one Monte Carlo sample of observations
2. With the first replication of observations {y t }, estimate the model parameters, e.g.,θ = (α,β 1 ,β 2 ,σ) . Obtain the sequence of one-step-ahead density forecasts, i.e. f t (y t |Ω t−1 ,θ) and the corresponding PITs, i.e. u t = yt −∞ f t (ν t |Ω t−1 ,θ)dν t for the first subsample of size 100 in the prediction sample. With these PITs, construct the tests |z 1 |, C 1 , and L 1 . By rolling one observation at the time over the prediction sample, we have now a second subsample of size 100 and we construct again the one-step-ahead density forecasts, the corresponding PITs, and tests |z 2 |, C 2 , and L 2 . If we keep rolling the observations, for r = 100 over P = 300, we will have 201 statistics, that is, {|z j |} . Over these collections of tests, we calculate the supremum (S) and the average (A) to obtain the following six statistics S |z| , S C , S L and A |z| , A C , A L .
In order to take care of parameter uncertainty, we implement a bootstrap procedure within each of the Monte Carlo replications. We draw 500 bootstrap samples as follows:
3. We fixed the parameters to the estimated values in step 2, e.g.,θ = (α,β 1 ,β 2 ,σ) and draw from 
Tables: Asymptotic Distributions
In the following six tables, the percentiles are obtained from 2000 replications with a sample size of 20,000 observations in each replication. C stacking all 13 autocontours for one lag l = 1, 2, 3, 4, 5. 1000 Monte Carlo replications and 500 bootstrap samples. T=650, R=350, P=300, m = 1/3, and break point at R + τ P for τ = 1/3 C stacking all 13 autocontours for one lag l = 1, 2, 3, 4, 5. 1000 Monte Carlo replications and 500 bootstrap samples. T=650, R=350, P=300, m = 1/3, and break point at R + τ P for τ = 1/3 C stacking all 13 autocontours for one lag l = 1, 2, 3, 4, 5. 1000 Monte Carlo replications and 500 bootstrap samples. T=650, R=350, P=300, m = 1/3, and break point at R + τ P for τ = 1/3 C stacking all 13 autocontours for one lag l = 1, 2, 3, 4, 5. 1000 Monte Carlo replications and 500 bootstrap samples. T=650, R=350, P=300, m = 1/3, and break point at R + τ P for τ = 1/3 C stacking all 13 autocontours for one lag l = 1, 2, 3, 4, 5. 1000 Monte Carlo replications and 500 bootstrap samples. T=650, R=350, P=300, m = 1/3, and break point at R + τ P for τ = 1/2, 2/3 
