ABSTRACT In this paper, we propose a novel feature representation method by a new feature descriptor, named patterns of oriented motion flow (POMF) from the optical flow information, to recognize the proper facial expression from the facial video. The POMF computes different directional motion information and encodes the directional flow information with enhanced local texture micro patterns. As it captures the spatial temporal changes of facial movements through optical flow and enables us to observe both local and global structures, it shows its robustness in recognizing facial information. Finally, the POMF histogram is used to train the expression model through the hidden Markov model (HMM). To train through the HMM, the objective sequences are produced by the generation of a codebook using the K-means clustering technique. The performance of the proposed method has been evaluated over the RGB and depth camera-based video. Experimental results demonstrate that the proposed POMF descriptor is more robust in extracting facial information and provides a higher classification rate than other existing promising methods.
I. INTRODUCTION
Facial expressions provide non-verbal cues which are the representation of a person's emotions or intentions. We can easily capture anyone's behavior or reaction based on these natural indications. Facial expression recognition systems have attracted the researchers a lot in the last few decades because of the increasing demand in the field of automatic human-computer interaction system. Basically, the natural identity of facial expression makes it more applicable over other biometrics. An automatic facial expression recognition system refers to a computer system which tries to analyze and recognize the facial features from the visual perspective. During the last two decades, many methods have been proposed for different face-related problems, where different facial feature extraction techniques have been introduced. Based on the types of features used, facial feature extraction approaches can be approximately classified into two different categories: geometric feature-based methods and appearancebased methods.
In geometric feature-based methods, the feature vector is formed based on the geometric relationships, such as positions, angles or distances between different facial components (eyes, ears, nose etc.). Earlier methods for facial recognition were mostly based on these geometric feature representations. For facial expression recognition, facial action coding system (FACS) [1] , [2] is a popular geometric feature-based method which represents facial expression by means of a set of action units (AU). Each action unit represents the physical behavior of a specific facial muscle. Later, Zhang [3] proposed a feature extraction method based on the geometric positions of 34 manually selected fiducial points. A similar type of representation was employed by Guo and Dyer [4] , where they utilized linear programming in order to perform simultaneous feature selection and classifier training. Valstar et al. [5] and Valstar and Pantic [6] have studied facial expression analysis based on tracked fiducial point data and reported that geometric features provide similar or better performance than appearance-based methods in action unit recognition. However, the effectiveness of geometric methods is heavily dependent on the accurate detection of facial components, which is a difficult task in changing and unconstrained environment, thus making geometric methods difficult to accommodate in many scenarios [7] .
On the other hand, appearance-based methods extract the facial appearance by applying image filter or filter bank on the whole face image or some specific facial regions. Basically, two types of approaches can be observed in appearance-based methods. One type of approach tries to apply some feature reduction or class separation methods directly on the intensity values to minimize the feature size. Another type of approach uses any descriptor on the image intensity values and generate some key features from the image. In case of feature minimization or class separation approaches Principal Component Analysis (PCA) [8] , [9] , Linear Discriminant Analysis (LDA) [10] , [11] , Independent Component Analysis (ICA) [12] , [13] , Gabor wavelets [14] are the commonly-used appearance-based methods for facial expression recognition. On the contrary, key feature generation type approaches apply any descriptor on the image intensity values. These type of approaches try to generate some fruitful information from the neighborhood regions of an image and generate the key features. LBP [15] , LDP [16] , POEM [17] are some popular descriptors for the feature extraction in case of facial expression recognition system.
Besides, most of the time RGB camera is used to capture facial video. But nowadays, many of the researchers are attracted to the depth camera [18] , [19] . As depth camera provides the depth information of any image which highly exhibits important features of the facial image, so facial expression recognition can be more reliable and efficient on depth based facial video. Apart from this, the privacy of the individuals is also highly reserved in depth video which makes it more viable in the real life.
In this paper, a novel feature descriptor named Patterns of Oriented Motion Flow (POMF) is proposed to identify the facial expression from the depth video. The POMF computes different directional motion information and encodes those directional flow information with enhanced local texture descriptor. Both RGB and Depth camera-based experiments are performed with different conventional facial expression approaches and superior results are achieved using the POMF over the depth video images.
The rest of the paper is organized as follows: In section II, overall idea of our proposed POMF descriptor is discussed. Then, in section III, how to extract the POMF feature and how to model and recognize the system are explained. Later, in section IV, experimental setup, experimental results and performance analysis of our proposed descriptor with various promising methods are explicated. Finally, in section V, our research contributions are concluded pointing out its future potential developments.
II. PROPOSED MOTION FEATURE EXTRACTION BY POMF
Our proposed POMF descriptor works based on the motion changes of the images which are captured by the optical flow information. Later on, from the directional motion information, a robust pattern will be generated using local texture pattern.
A. OPTICAL FLOW ESTIMATION
Optical flow features have been used increasingly since the past decade in the field of any motion detection or object tracking. As it defines the changes in image from frame to frame, nowadays, it is being used for facial expression recognition from video [20] - [23] and already it has expressed its robustness. From the video image of expression, our first step is to calculate the motion change from frame to frame. And it is done by estimating optical flow.
The optical flow methods try to calculate the motion between two image frames which are taken at times t and t + t at every voxel position. For a 2D + t dimensional case (3D or n − D cases are similar) a voxel at location (x, y, t) with intensity I (x, y, t) will have moved by x, y and t between the two image frames, and the following image constraint equation can be given.
If we consider that the movement is very small, the image constraint at I(x,y,t) with Taylor series can be developed as follows:
Here, the main challenge of optical flow estimation is which property to track and how to track it. More precisely, it needs to track a property which includes motion information more robustly. Several image properties have been used for this purpose throughout different optical flow estimation methods [24] , [25] . From any optical flow estimation, two kinds of flow information are found which are known as horizontal flow (u) and vertical flow (v). Each of the u and v reveals two directional flow information from two consecutive images. The positive u and the negative u represent the flow information from left to right and right to left respectively. On the other hand, the positive v and the negative v represent the flow information from top to bottom and bottom to top respectively. In our method, we have used Lucas-Kanade [24] method to estimate the optical flow information.
B. LOCAL BINARY PATTERN (LBP)
Local Binary Pattern (LBP), a gray-scale invariant texture pattern has gained much popularity among the researchers for encoding the spatial information of image texture. The basic LBP [15] was developed based on the presumption that image texture will be represented by two aspects, a pattern, and its strength. It encodes the gray-scale structure of an image using a binary code. It generates a label for each pixel of an image by thresholding its neighbor values with the center value. The resulting pattern represents a binary number which is converted to a decimal number before assigning to each pixel according to the following equations.
Here, g c denotes the gray value of the center pixel (x c , y c ) and g p corresponds to the gray values of equally spaced pixels P on the circumference of a circle with radius R. This encoded pattern ensures the rotation invariance of the gray-scale structure of the image. For further improvement of rotation invariance and finer quantization of the angular space, a variation of LBP was also proposed which is known as Uniform LBP. As a certain local binary pattern appears frequently in the significant image area, they contain very few transitions from 0 to 1 and 1 to 0 in the circular bit sequence. Ojala et al. [15] observed that LBP patterns with U ≤ 2 are the fundamental properties of texture, which provide a vast majority of all the 8-bit binary patterns present in any texture image. Therefore, uniform patterns are able to describe significant local texture information, such as bright spot, flat area or dark spot, and edges of varying positive and negative curvature. All the other patterns (U > 2) are grouped under a miscellaneous label.
C. PATTERNS OF ORIENTED MOTION FLOW (POMF) DESCRIPTOR
In this paper, we propose a directional optical flow based descriptor which is called Patterns of Oriented Motion Flow (POMF). The rudimentary idea of the POMF is to discretize the motion change information and capture the encoded micro pattern from those motion changes. At first, discretized motion change will be enhanced by the local motion changes and then further incorporated by the selfsimilarity measurements of LBP micro pattern. Taking the directional changes of image information and encoding those directional image velocity by LBP in POMF descriptor, a robust pattern will be generated.
1) POMF CODE a) Optical Flow Computation and Orientation Quantization:
The first step in extracting the POMF feature is the computation of optical flow between consecutive two image frames from the video. The optical flow of the image produces the two flows information: horizontal (u) and vertical (v) for each pixel. From these motion flow information, four directional flows information are produced discretely over the u and v. Positive u p represents the horizontal flow from left to right whereas the negative u n represents the reverse direction. Similarly, positive v p represents the vertical flow from top to bottom and negative v n represents the reverse direction. As a facial expression starts from a neutral state and then exposes the expression, and again ends with a neutral expression, certainly a prominent motion change is elicited through the different facial part like mouth, eye, eyebrow, nose, chin, forehead etc. Fig. 1 shows prominent motion changes of two consecutive depth image frames. Here, the our main intention is to make some directional motion vectors from these horizontal and vertical motion information. A total number of four directional patterns are created which represent flow energy information in four discrete directions U p V p , U p V n , U n V n , U n V p . As a result, a robust pattern from the responses of the directional approach can be achieved (Fig. 2) . b) Local Flow Energy Accumulation: The second step is to introduce the motion flow information from the neighboring regions. A local histogram of the motion orientation over the cell pixels is estimated. Here, flow energy (u 2 + v 2 ) can be used as a vote weight or some func-8882 VOLUME 5, 2017 FIGURE 2. Responses of the two consecutive frames after discrete flow orientations. Flow energy response of two consecutive anger expressed depth video sample (upper row), directional flow U n V p (middle row, left), directional flow U p V p (middle row, right), directional flow U n V n (lower row, left), and directional flow U p V n (lower row, right).
tion of the flow energy. In our original POMF descriptor, flow energy is used. As a result, each significant motion pixel is identified as any of the four directional motion change contributing pixels where it contains the flow energy.
c) Global Self-Similarity Estimation: The last step of the POMF descriptor is to encode the accumulated directional flow information by a micropattern. The self-similarity of the cells in a global region is estimated by the LBP descriptor. LBP is a robust texture descriptor which is robust for encod- ing any pattern information providing the rotation invariance of the structure. In the original LBP descriptor [15] , a uniform LBP was suggested which was more robust with finer angular space. Since the significant facial expression appears frequently the uniform LBP is used in our experiment and it performs better than the LBP. We continue LBP encoding process on the accumulated flow energy across four different flow directions to build the final POMF descriptor. A POMF feature is calculated at every pixel position p over each discretized flow direction (Fig. 3) according to the following equation.
Here, θ i represents the directional flow at i, where
j are the directional optical flow values of central pixel p, and surrounding pixels respectively; S is the similarity function; B, C refer to the size of blocks and cells respectively; N is the number of pixels surrounding the considered central pixel p; and f is defined as:
Here, the value α is slightly larger than zero which ensures some stability in uniform regions. Finally, from two consecutive image frames, we get the descriptor which will be the concatenation of the unidirectional POMF of four directional motion flows as follows:
2) ROBUSTNESS OF POMF DESCRIPTOR POMF descriptor contains not only the local significant motion changes from two consecutive frames but also represents the directional motion information in neighboring regions. It determines the following properties:
• POMF is a directional approach. So it clarifies its robustness against any directional motion changes with different levels of accuracy.
• POMF descriptor reveals multi-resolution feature because of different scales of cells and blocks. At the same time it contains both local and global information.
• Introducing flow energy information at each pixel, it represents horizontal and vertical motion effects at the same time which makes it more robust for identifying proper motion changes.
• As the motion flow information from the image frames is considered, the facial problems like age, beard, pose, gender etc. can easily be overcome. Therefore, the POMF descriptor contains richer information from the facial expression video. It considers the relationship between frames by the directional optical flow. As a result, the expression changes from neutral status to final status is robustly represented through the POMF. Moreover, the rest of the part except the expression is almost same throughout the frames of any particular video, and so, only the expression exposed information will be captured which makes POMF robust against the variations like illumination, background pattern, beard, facial hair, gender, pose etc. 
III. FACIAL EXPRESSION RECOGNITION BASED ON POMF
Our proposed method starts with the optical flow information from image frames. For facial video, depth camera-based video is preferred. Then from the optical flow information, the proposed POMF feature will be generated and those will be trained by HMM. Finally, the desired expression will be recognized from the maximum likelihood response of HMM. Fig. 4 shows the general steps of the proposed Facial Expression Recognition (FER) system. 
A. POMF HISTOGRAM SEQUENCES FOR FACIAL EXPRESSION
For facial expression recognition from a video sequence, at first consecutive image frames are extracted from the video where an expression will be represented by some sequential static images. Here, image frame should be extracted in such a way that a significant motion change is present. As optical flow information will be used for POMF, the presence of significant motion change will provide better results. Then for every two consecutive image frames, an optical flow information is estimated. In our experiment, Lucas et al. [24] method is used for estimating the optical flow information. From the optical flow information, two kinds of motion flow information: horizontal (u) and vertical (v) are generated. On this u and v the proposed POMF code is applied and it produced the four directional encoded motion flow information. Now from each consecutive two image frames, a POMF feature vector is generated. Basically, from the optical flow information of each frame, four new directional frames will appear. Each of them is divided into multiple non-overlapping regions and the histogram is extracted from each region which will create the POMF-HS. So if the video is divided into an n number of image frames, then (n − 1) number of POMF Histogram (POMF-HS) will be generated. All the accumulated feature vectors are used as the feature representation of that particular facial expression from the video. Fig. 5 shows the steps of POMF feature extraction from two consecutive image frames.
B. MODELING AND RECOGNIZING THE EXPRESSION
After the POMF feature extraction, a left to right feed forward discrete HMMs are applied for expression training. Hidden Markov Model (HMM) [26] , [27] is doubly stochastic process based on discrete Markov process. It is not observable but can only be observed through another set of stochastic processes that produce the sequences of observed symbols. The observations are probabilistic functions of each state while state sequences are not known. The state sequence with the highest probability is obtained from another process.
It is known for its wide application in temporal pattern recognition especially in the field of machine learning and data mining. As HMM takes the observation sequences value, K-means [28] clustering technique is used to generate the desired observation sequences. K-means clustering technique takes all the samples and clusters the samples based on their features. For all type of expressions, all sequences are clustered by the codebook and observation symbol sequences are produced which is trained by HMMs.
A basic HMM is represented by a set of parameters λ = {π, A, B} where, π = prior probabilities of the states, A = transition probabilities of one state to another, B = observation symbol probability matrix. The main purpose of HMM is to find out the model type (λ k ) with the highest probability of the likelihood P(O|λ k ) for the observation sequence O. If we denote the states in the model by S = {s 1 , s 2 , . . . , s N } and different states at t-th time by Q = {q 1 , q 2 , . . . , q t }, then the HMM parameters can be presented as follows.
To test a sample video of facial expressions, at first proper feature vectors are extracted by POMF feature descriptor using the same procedure. Then each of the trained expression models (λ k ) is used to generate the likelihood response for the particular sample observation sequence (O). Finally, to determine the test observation sequence, highest likelihood response from all N -trained expression HMMs evokes the corresponding desired class of the facial expression as follows:
In our experiments, the Baum-Welch algorithm [29] was applied to estimate the parameters of the expression HMMs. 
IV. FACIAL EXPRESSION RECOGNITION EXPERIMENTAL RESULTS
Human is able to percept RGB images but we are dealing with Machine. Machine's perception is different than human. So we can provide some more information rich image to the Machine. Hence, the concept comes about depth image. In the depth image, high pixel value represents a near distance and low pixel value represents a far distance. Depth information greatly contributes to the facial expression. Besides, it also ensures the privacy of the individuals. The Depth database [18] of facial expression which was used in our experiment was built using Zcam [30] depth camera. Head motion was assumed to be small and neglected. Some threshold values were used empirically to extract the face from the video based on the depth information. The Depth database [18] was developed based on both RGB and Depth camera-based image sequences. Examples of different expressions of the Depth database are shown in Fig. 6 . In our experiment, there were six kinds of expressions to be recognized by system, which were anger, disgust, fear, happiness, sadness, and surprise. For each of the cases, the expression video clips were started and ended with a neutral expression.
In our experiments, a total of 120 video clips of variable length from all expressions were used in the experiment.
To train and test each facial expression model, 20 and 40 image sequences were applied respectively. To train HMM, the features were symbolized by the K-means clustering [28] technique using a cluster size of 40 and there were 5 intermediate hidden states throughout all the experiments which were selected empirically. For facial expression recognition, the performance of the proposed POMF was evaluated with some promising methods, namely Optical flow-PCA [31] , POEM [17] , LDP-PCA [18] . All these approaches were performed based on the same experimental setup. The recognition rates of these approaches on RGB faces are shown in Tables 1, 2 are shown in Tables 5, 6 , 7 and 8. Besides, the average recognition rates are also represented in Table 9 to draw the analogy among the different approaches. It is evident from the experimental results that all the approaches perform well on Depth video rather than RGB video and POMF shows its superiority over other approaches.
In the case of RGB video images, POEM and LDP-PCA show almost similar performance. POEM achieved 86.67% while LDP-PCA achieved 87.08%. Both of the approaches use a feature representation instead of intensity values. LDP uses the neighborhood edge responses values whereas, POEM considers the gradient value. On the other hand, proposed POMF outperforms others achieving the highest accuracy 87.91% while the direct Optical flow-PCA approach was only 76.67%.
On the contrary, in the case of Depth video images, all the approaches manifest a better recognition rate than the RGB video images. POEM and LDP-PCA both approaches reached a better recognition rate to 92.50% and 92.92% respectively. An improved recognition rate of 81.67% is also found for Optical flow-PCA approach than its prior RGB video. But POMF gave the best recognition rate of 94.17%. However, PCA-based method takes a higher computation time for large feature vector as it needs to calculate the covariance matrix for the computation of eigen vector and eigen value.
HMM is popular to decode time-sequential events and considered to be better than others [18] , [32] , [33] . Our depth image-based experiments are further enhanced in this work to show HMM's superiority over other traditional classifiers such as multiclass Support Vector Machine (SVM) [34] using polynomial kernel, K -Nearest Neighbours [35] and Nave-Bayes [36] classifier. Table 10 shows the comparative performance of different classifiers using POMF on Depth database [18] .
V. CONCLUSION
In this paper, an optical flow based facial expression recognition system is proposed where the directional pattern encoded information is used from the optical flow of consecutive depth images. We proposed a novel and robust facial descriptor called Patterns of Oriented Motion Flow (POMF). Using this descriptor POMF histogram is generated from the sample frames to produce the expression feature vectors. Finally, the objective sequences of the feature vectors are trained through the Hidden Markov Model (HMM) to produce the expression model. As we work with the optical flow information and it represents only the changing information from a video, the significant changes can be easily captured which occur because of the facial expression. Besides, different challenges of expression recognition such as age, gender, beard, and glasses can easily be suppressed. Moreover, the directional optical flow information ensures more robust feature description by generating an oriented pattern. An experimental analysis on both RGB and Depth camera based video images is performed including some salient approaches to evaluate the strength of our proposed method. From the empirical results, it is obvious that our proposed POMF descriptor represents better recognition rate for depth based facial expression recognition system. Besides, it also turns out that Depth image shows superior performance over RGB image. In our future work, we are planning to enhance the performance of POMF by introducing the solution for nonlinearity since human face images with large pose variation demonstrate significant nonlinearity.
