We consider the phenomenon of entropy concentration under linear constraints in a discrete setting, using the "balls and bins" paradigm, but without the assumption that the number of balls allocated to the bins is known. Therefore instead of frequency vectors and ordinary entropy, we have count vectors with unknown sum, and a certain generalized entropy. We show that if the constraints bound the allowable sums, this suffices for concentration to occur even in this setting. The concentration can be either in terms of deviation from the maximum generalized entropy value, or in terms of the norm of the difference from the maximum generalized entropy vector. Without any asymptotic considerations, we quantify the concentration in terms of various parameters, notably a tolerance on the constraints which ensures that they are always satisfied by an integral vector. Generalized entropy maximization is not only compatible with ordinary MaxEnt, but can also be considered an extension of it, as it allows us to address problems that cannot be formulated as MaxEnt problems.
Introduction
The phenomenon of entropy concentration was first demonstrated by E.T. Jaynes [Jay83] , who called it, perhaps more appropriately, "concentration of distributions at entropy maxima". Entropy concentration provides a powerful justification for the application of the maximum entropy principle (MaxEnt) in a variety of settings. In [OG16] we presented a discrete, combinatorial setting, entirely devoid of probabilities and asymptotics, for entropy concentration. From n units we constructed objects with m parts, which can be thought of as allocating n balls to m bins, and characterized the objects by their frequency vectors, defining the fraction of units allocated to each of the parts. Only certain allocations were admissible, those that satisfied a set of linear equalities and inequalities involving the m elements of the frequency vector.
In this purely combinatorial setting, the concentration phenomenon is that as n becomes larger, the overwhelming majority of the allocations which accord with the constraints have frequency vectors that are close to the m-vector which maximizes the entropy subject to the constraints; the closeness can be measured either by the entropy values of the vectors, or by the norm of their difference from the vector of maximum entropy. In a problem where the only available information is embodied in the constraints, and which otherwise admits a large number of solutions, the concentration phenomenon provides a powerful argument for selecting a particular solution, the one with maximum entropy, in preference to all others 1.1 .
Here we study a generalization, or relaxation, of this combinatorial setting, where there is no pre-specified number n of units to be allocated to the m parts. Instead of frequency vectors, we therefore deal with even more basic entities, count vectors. Linear equality and inequality constraints are placed on the counts. Different count vectors sum to different totals, but we assume that the constraints limit the possible sums to lie within a finite interval. This is equivalent to assuming that all the counts are bounded, so here we are dealing simply with the construction of bounded objects of a specified number of parts. The switch from frequency to count vectors also requires a new, generalized, entropy function in which the sum of the count vector whose entropy we are calculating plays a role. Like the ordinary, Shannon entropy, this generalized entropy is an approximation to the log of the multinomial coefficient giving the number of allocations that result in a particular count vector, except that here the numerator, which represents the sum, is also variable. The aim of this paper is to show that a concentration phenomenon arises even in this more general or relaxed setting, and to quantify the concentration in terms of various parameters without any asymptotic considerations, similarly to what was done in [OG16] .
For the discrete setting in which we are studying concentration, the "balls and bins" paradigm for the construction of our objects is very useful. We are given m labelled bins, and a large, but unspecified number of identical balls 1.2 . Balls are placed into the bins oneby-one, so that an assignment of balls 1, . . . , k corresponds to a sequence of k bin labels. Any assignment results in a certain number of balls in each bin, summarized in a count vector ν = (ν 1 , . . . , ν m ), with ν i 0. The total number ν 1 + · · · + ν m of balls that ends up in the bins after an assignment can be any number n allowed by the constraints. We are concerned with the assignments, or sequences of bin labels, whose count vectors satisfy the constraints.
We stress that this general setting is not the same as that of MaxEnt. With the extra freedom allowed by the absence of the normalization constraint, it is not a priori clear that any concentration should occur at all. And if it does, one might expect that it would do so when the number of balls is the largest allowable by the constraints. Example 1.1 You are given a large number of identical balls, and are asked to place them one-by-one in three bins which are colored red, green, and blue. The final numbers ν r , ν g , ν b of balls in the bins must satisfy ν r + ν g = 4 and ν g + ν b 6. Given these constraints, the 1. 1 The maximum entropy method, MaxEnt, solves the inference problem, not the decision problem. It does not claim that the maximum entropy object is the one to use no matter what application or context one has in mind.
1.2 The balls don't have to be indistinguishable, we just ignore distinguishing characteristics, if they have any. However, in modelling some situations, such as in Example 4.2, indistinguishability is essential.
total number of balls that may be put in the bins cannot be too small, e.g. 3, or too large, e.g. 20.
We can think of each assignment of balls to the bins as described by a sequence made out of the letters r, g, b. The number of rs plus the number of gs in the sequence must be 4 whereas the number of gs plus the number of bs must be at most 6; the sequence can be of any length consistent with these requirements. To each such sequence corresponds a count vector ν = (ν r , ν g , ν b ). Table 1 .1 lists all the count vectors that accord with the constraints, their sum n, and the number of realizations of each, i.e. the number of sequences or assignments that result in these counts; this number is given by a multinomial coefficient, e.g. 1  3  2  60  2  2  2  90  3  1  2  60  4  0  2  15  1  3  3  7 140  2  2  3  210  3  1  3  140  4  0  3 6, their sum n, and the number of realizations of each. If the second constraint is changed to an equality, only the highlighted rows are possible. If we knew that, e.g., ν r + ν g + ν b = n = 7, only that section of the table would apply and we would reduce to the MaxEnt problem studied in [OG16] .
At first sight, one may think that starting with the largest possible number of balls, 10 in this case, would lead to the greatest number of distinct assignments or realizations. But we see that this is incorrect: the count vector that can be realized in the greatest number of ways sums to 9. There are even vectors summing to 8 that have more realizations than the one summing to 10.
We will show in this paper that as the allowable counts become larger and larger, most assignments result in count vectors close, in some sense, to a particular vector ν * which (approximately) maximizes the generalized entropy, and has a particular sum n * . This count vector, to which we will refer as the MaxGEnt count vector, can then be regarded as solving a problem of inference from limited information, just like the MaxEnt frequency vector does.
We note that in the situation of Example 1.1 it does not seem possible to find a frequency vector that can be naturally associated with the problem. And without that one cannot think about maximizing the usual entropy. We explore this further in §2.1. Also, in the ordinary entropy problem where we have a single n, the distinction between count and frequency vectors doesn't really matter: there is a 1-1 correspondence. But here the distinction matters: if n = n , the sets of count vectors that sum to n and n are disjoint, but the corresponding sets of frequency vectors are not necessarily so; e.g. ν = (2, 2, 2) and ν = (3, 3, 3). Finally, the balls and bins model does not necessarily represent any real, physical process or mechanism. Rather it describes the reasoning process of the one performing the inference, when all the available information is embodied in the constraints. We believe that Jaynes ([Ros83] , [Jay03] ), as well as subsequent writers, have explained this 'information' view of physics sufficiently in connection with the maximum entropy method 1.3 .
To find the vector with the largest number of realizations in a problem like that of Example 1.1, we first assume that the problem does not admit arbitrarily large solutions. We will make this precise in a moment, but a necessary condition for it is that each element of ν appears in some constraint 1.4 . Next we disregard or relax the integrality requirement on the counts, and treat them as real numbers ("relaxed counts"). Then we set up a continuous maximization problem
(1.1) where G(x) is the generalized entropy of the real vector x 0 1.5 , and where the linear constraints on it are expressed via the real matrices A E , A I and vectors b E , b I . We assume that these constraints (a) are satisfiable, and (b) they bound the possible sums of the allowable x; this is equivalent to assuming that all x i are bounded. Thus the constraints define a non-empty polytope in R m and (1.1) is a concave maximization problem (see e.g. [BV04] ; G is shown to be concave in §2.1), which has a solution x * ∈ R m . We will refer to problem (1.1) as the "MaxGEnt problem", and to x * as "the MaxGEnt vector" or as "the optimal relaxed count vector". Since the function G is concave but not strictly concave, see Fig. 2 .1 in §2, it is not immediately clear that the solution x * is unique; however, we show that this is the case in §2.3. The boundedness assumption is that i x i lies between (finite) numbers s 1 and s 2 , determined by solving the linear programs
Given the effort required to solve the maximization problem (1.1), the additional effort required to solve these linear programs is minimal. (A technicality is that the constraints may force some elements of the solution x * to be 0; for reasons explained in §4 it is 1.3 Although we cannot say that this view is universally accepted. 1.4 But this is not sufficient: consider the case m = 2 and the constraints ν1, ν2 0 and ν1 − ν2 = 10.
1.5
denotes component-wise .
convenient to eliminate such elements, so that in the end all elements of the optimal relaxed count vector x * can be assumed to be positive reals.) Finally, from x * we derive an integral vector ν * , to which we refer as the "optimal, or MaxGEnt, count vector", by a process of rounding and adjusting explained in §4.
Because in the end we want the constraints to be satisfied by count vectors we will introduce, as explained in §4, tolerances on the satisfaction on the constraints governed by a parameter δ. These tolerances were also necessary for the frequency vectors studied in [OG16] . To describe the concentration we need two more parameters, ε specifying the 'strength' of the concentration and η or ϑ for the size of the region in which it occurs. The parameters are summarized in Table 1 .2.
δ: relative tolerance in satisfying the constraints ε: concentration tolerance, on number of realizations η: relative tolerance in deviation from the maximum generalized entropy value G * ϑ: absolute tolerance in deviation from the optimal relaxed count vector x * Lastly, when we have ordinary entropy and frequency vectors concentration occurs by increasing the number of balls n. With count vectors, this is replaced by increasing b E , b I , the vectors giving the values of the constraints. The increase we consider here consists in multiplying these vectors by a scalar c > 1, a process which we call scaling. The scaling results in larger and larger count vectors being admissible; more details are in §4.
Now we can describe the concentration phenomenon for count vectors. Given tolerances δ, ε, and η or ϑ, as described in Table 1 .2, consider all assignments of balls to the bins, equivalently all realizations of count vectors, that satisfy the constraints to accuracy δ. We will show that the single count vector ν * dominates with respect to number of realizations the entire set of count vectors that have entropies η-far from G * or are ϑ-far from x * in norm:
GC : We compute a numberĉ(δ, ε, η) 1 orĉ(δ, ε, ϑ) 1 such that if the problem data b E , b I is scaled by any factor c ĉ, the number of assignments that result in the optimal count vector ν * is at least 1/ε times greater than the number of all assignments that result in count vectors with entropy less than (1 − η)G * or farther than ϑ from x * in norm.
Based on this, it is not difficult to also show that the set of count vectors with entropies η-close to G * or norms ϑ-close to x * dominates in the same sense the entire set of count vectors that satisfy the constraints within tolerance δ:
If the problem data b E , b I is scaled by any factor c ĉ, all but a fraction ε of the assignments that satisfy the constraints result in count vectors with entropy at least (1 − η)G * or no farther than ϑ from x * in norm.
This statement emphasizes that not only the MaxGEnt vector, but also vectors close to it, are useful as solutions of the inference problem. (Loosely, we may think of x * as the 'mean', and of η or ϑ as the 'variance'.)
We believe that maximization of generalized entropy, MaxGEnt, can be considered to be a compatible extension of MaxEnt. The compatibility consists in the following: any MaxEnt problem over the reals with constraints A E x = b E , A I x b I can be formulated as a MaxGEnt problem of the form (1.1) with the same constraints, plus the constraint i x i = 1; both problems will have the same solution x * ∈ R m , and the maximum entropy H(x * ) will equal the maximum generalized entropy G(x * ). Another aspect of the compatibility is that if the constraints of the MaxGEnt problem either explicitly or implicitly specify a unique value for i x i , then the problem can be reduced to a MaxEnt problem over the reals. The extension consists in the fact that MaxGEnt addresses problems involving un-normalized vectors that cannot be formulated as MaxEnt problems, as seen in Example 1.1 above. Lastly, maximization of generalized entropy also enjoys the properties that are traditionally cited as intuitive justifications of MaxEnt: providing a solution that satisfies the constraints but is otherwise "maximally non-commital", and not introducing in the solution any unwarranted information, other than what is embodied in the constraints.
Related work
The Shannon entropy has been generalized or extended in many ways, notably to Rényi entropy, Tsallis entropy, etc, see for example [KK92] , [Sas15] . More recently, a broad generalization to what we may call "decision-theoretic entropies" was given in [GD04] , and these were even called by the same name we use here, generalized entropies 1.6 . All these extensions and generalizations pertain to probability distributions. On the other hand, our generalized entropy has combinatorial roots, and applies to arbitrary non-negative vectors.
This entropy, in the form of the log of a multinomial coefficient, appeared in [OS06] in connection with devising a cost measure for partially-known network traffic. In [Oik12] , the generalized entropy in the form (1.1) was used to solve inference problems in which the concept of "most likely" solution, i.e. one with the most realizations, was more general than "having maximum entropy" because the problems involved what we call here count vectors, with unknown sum.
The problem of inferring a non-negative real vector from information in the form of linear equalities was considered by Skilling [Ski89] , where such vectors were termed "positive additive distributions" or PADs, and by Csizsár, [Csi91] , [Csi96] . Both authors gave axiomatic justifications, which do not involve probabilities, for minimizing the I-divergence, a generalization of relative entropy to un-normalized vectors. We discuss a connection with generalized entropy in §3. With respect to concentration, a recent summary of the situation for the discrete, normalized case, was given in [OG16] . The continuous normalized case, for relative entropy, is examined in [Cat12] from the viewpoint of information geometry.
Summary
Having given an overview of the problem, in §2 we define the generalized entropy G for general non-negative vectors, list a number of its properties, compare them with those of the ordinary entropy H, and then examine in more detail the concavity of G and maximization under linear constraints. In §3 we discuss a relationship between maximizing G and minimizing the I-divergence, a form of relative entropy applicable to un-normalized vectors; minimization of I-divergence has been suggested for solving inference problems of the type we consider here. §4 contains some concepts basic to the rest of the paper. First we explain the necessity of introducing tolerances into the linear constraints, if we are to work in an entirely discrete setting. Next we introduce the mechanism of scaling the problem data (the right-hand sides of the constraints), which is the analogue of increasing the number of balls allocated to the bins when dealing with the ordinary entropy H. Most importantly we show that many aspects of the solution to the MaxGEnt problem behave linearly with this scaling. Finally, we define an optimal count vector ν * as an integral approximation to the solution x * of the continuous MaxGEnt problem. In §5 we investigate the concentration phenomenon when count vectors are assessed by how much their generalized entropy differs from the maximum subject to the constraints. We present a theorem specifying how to compute the minimum scaling factorĉ that appears in the statement GC about concentration around the vector ν * that we defined in §4. (Our results represent an attempt to minimize the required scaling factor, and the theorems are therefore not concise, analytically elegant statements, but read more like algorithms for computing this factor.) The theorem is illustrated with some examples, one of them supporting an intuition about how the tightness with which the constraints bound the allowable sums is related to concentration. In §6 we look at concentration when the measure is the norm of the difference of a count vector from the MaxGEnt vector x * . The norm measure is more intuitive, but the analysis here is more complicated than in §5 because we need additional relationships between variation in generalized entropy and variation in norm. Further, the tolerances δ and ϑ on the constraints and on the closeness in norm become dependent on one another. We present theorems that establish statement GC pertaining to the norm measure; one theorem shows how to minimize the required scaling factor by selecting an 'optimal' δ on the basis of the given ε, ϑ. We give examples for the theorems, one of them illustrating the boundary case in which the MaxGEnt solution sums to the maximum allowable by the constraints.
Our concluding remarks are in §7. Proofs of all results are collected in the Appendix.
The generalized entropy G
We introduce the generalized entropy G(x) of a real vector x 0:
Here H(x) is the usual entropy form, − i x i ln x i , with the convention 0 ln 0 = 0, extended to vectors in R m + that are not necessarily density vectors, and χ is the density, or normalized, or probability, vector corresponding to x. Fig. 2.1 shows an example plot of G(x) with m = 2.
Given a vector x, definition (2.1) says that there are two ways to look at G(x): it is the (extended) entropy of x plus the sum of x times its log, or the sum of x times the ordinary entropy of the normalized x. If x is a count vector ν, then χ is the corresponding frequency vector f . If x is already a density vector, then G(x) coincides with H(x). x 2 ). Note that G(x, x) = (2 ln 2)x, which destroys the strict concavity of G.
As far as terminology is concerned, we have already pointed out that the term "generalized entropy" is neither imaginative nor distinctive, and there are other 'generalized' entropy measures. In the same vein we note that [BV04] , Example 3.19 call the second form in (2.1) the "normalized entropy" of x; however, "normalized entropy" has been also used in the literature to refer to the function H(χ)/ ln m.
Basic properties
We list some important properties of the generalized entropy G:
P1. G is the log of the multinomial coefficient
to "second Stirling order": by using the first two terms of ln x! = x ln x − x + 1 2 ln x + ln √ 2π + ϑ 12x , ϑ ∈ (0, 1),we find that ln
This interpretation was given in [Oik12] , where it was used to derive "most likely" matrices, i.e. those with the largest number of realizations, from incomplete information.
P2. G is related to the ordinary entropy (of density vectors) and the extended entropy (of arbitrary non-negative vectors) H in the two ways specified in (2.1).
P3. Unlike the entropy of normalized vectors which is bounded by ln m, the generalized entropy G(x) increases without bound as the elements of x become larger. For any x, y, if y x then G(y) G(x). This is shown in Proposition 2.2. (One consequence is that if x, y are close in norm, i.e. x − y ζ, |G(x) − G(y)| cannot be bounded by an expression involving only ζ.) P4. G(x) is positive, unless x has just one non-0 element, in which case G(x) = 0. This follows from the second form in (2.1).
P5. Given any p.d. p = (p 1 , . . . , p m ) and any n-sequence σ with count vector ν, the probability of σ under p can be written as
where D(· | ·) is the divergence, also known as relative entropy, or cross-entropy, between two probability vectors and f = ν/n is the frequency vector corresponding to ν. By substituting G(ν) = nH(f ) we obtain the well-known expression for the same probability in terms of the ordinary entropy of a frequency vector.
P6. Like the ordinary or the extended H, G(x 1 , . . . , x m ) is concave over the domain
P7. The maximum of G(x 1 , . . . , x m ) subject just to the constraint i x i = s is s ln m. When s = 1, x is a density vector and this reduces to the well-known result for the maximum of the usual entropy H.
P8. What is the relationship between maximizing G and maximizing the extended H?
Consider maximizing the first form in (2.1), subject to A E x = b E , A I x b I , by imposing the additional constraint i x i = s and treating s as a parameter taking values in [s 1 , s 2 ]. For a given s, there will be a unique maximum since H is strictly concave, see §2.2 2.1 . Further, some s = s * will achieve max s max x (s ln s+H(x)) subject to A E x = b E , A I x b I , i x i = s; this maximum value will equal G(x * ). Using the second form in (2.1) we see that there is a similar relationship between maximizing G(x) and maximizing the function sH(x/s).
P9. G has a scaling (or homogeneity) property which H does not: for any c > 0 and any
. This is most easily seen from the second form in (2.1). As a consequence, unlike the (extended) entropy H, the generalized entropy G is concave, but not strictly concave. See Proposition 2.1.
P10. G has a further important scaling property: if x * maximizes G(x) under Ax b, then, for any c > 0, cx * maximizes G(x) under Ax cb. We show this in §4.2, Proposition 4.2.
Concavity properties
The extended ordinary entropy H is strictly concave, and in addition, strongly concave for any modulus γ 1/a when defined over [0, a] m . The generalized entropy G is also concave, but neither strictly concave, nor strongly concave for any modulus. However −G is sublinear, whereas −H is not. These properties are collected in the following proposition:
2. G is not strictly concave over R m + .
3. G is not strongly concave over R m + for any modulus γ > 0.
4. If the definition of G is extended over all of R m by setting G(x) = −∞ if any x i is < 0, then for all α, β > 0 and for all x, y ∈ R m , G(αx + βy) αG(x) + βG(y).
The last property is stronger than (implies) concavity since α, β are not required to sum to 1.
Maximization
We have already noted in property P3 in §2.1 that G is an increasing function. Further, if C(0) denotes the subset of R m defined by the constraints in (1.1) 2.2 , the point x * occupies a special location in this set, and as a consequence x * is the unique optimal solution of our entropy maximization problem, despite the fact that G is not a strictly concave function. We summarize these properties in Proposition 2.2 2.2 The reason for the "0" will be seen in §4.1, where we discuss tolerances on constraints.
1. For any x, y, if y x then G(y) G(x), and if the inequality is strict in some places, then G(y) > G(x).
2. The set C(0) does not contain any point x s.t. x x * with at least one strict inequality.
3. The point x * is the unique optimal solution of problem (1.1). Finally we look at the form of the solution x * in terms of Lagrange multipliers. The Lagrangean for problem (1.1) is
where λ E , λ I are the vectors of the Lagrange multipliers corresponding to the equality and inequality constraints. The solution x * will satisfy some of the inequality constraints with equality (and these are called binding or active at x * ), and some with strict inequality. It is known that multipliers λ I j corresponding to inequalities non-binding at x * will be 0, while the rest of them will be 0 (see, e.g., [HUL96] , Ch. VII, §2.4). Thus, denoting the sub-vector of λ I corresponding to binding inequalities by λ BI and the corresponding sub-matrix of A I by A BI , it follows from (2.2) that x * can be written as
This expression determines the elements of the density vector χ * = x * / i x * i in terms of the multipliers.
Remark 2.1 It is clear that the form (2.3) cannot express any elements of x * that are 0, if the multipliers λ are to be finite. To avoid introducing special cases in the sequel to handle the zeros, we will assume as a convenience that any elements of the solution to problem (1.1) that are forced to be exactly 0 by the constraints are eliminated from consideration either before or after the solution is found. We have already alluded to this after (1.2).
Thus, whenever we speak of x * in what follows we will assume that all of its elements are positive. See Example 6.3 in §6. A more detailed discussion of the issue of 0s is in [OG16] , §II.A.
Example 2.1 Returning to Example 1.1, it is possible to maximize G analytically under the given constraints. Introducing real variables x 1 , x 2 , x 3 corresponding to ν r , ν g , ν b and letting the constraints be x 1 + x 2 = a and x 2 + x 3 b, the solution turns out to be
Further, the bounds s 1 , s 2 of (1.2) on the possible sums are s 1 = a and s 2 = a + b. We see that the MaxGEnt solution to the problem is never trivial, in the sense that for all a, b, we have s 1 < s * < s 2 ; when a = b we have s * = 
Relation to I-divergence
If in the relative entropy or divergence D(x y) we take y to be a uniform vector each of whose elements is i x i we obtain −G(x), as defined in (2.1). However, this is only a formal relationship 3.1 ; minimizing D(x y) with y = ( i x i , . . . , i x i ) with respect to x cannot be given the same interpretation as minimizing D(x y) w.r.t. x given a fixed 'prior' y.
In turn, the divergence D(p q) is a special case of the more general
presented in e.g. [Csi96] . This divergence is defined for general, not necessarily normalized p, q 0, and reduces to D(p q) when p, q sum to 1 3.2 . In [Csi96] Csizsár describes a number of inference problems of which "problem (iii)" is to infer a non-negative function p(x), not necessarily summing or integrating to 1, given (a) that it belongs to a certain "feasible set" F of functions determined by linear equality constraints, and (b) a 'default' model q(x) 3.3 . It is shown that for this problem the maximum entropy solution is the p ∈ F that minimizes the I-divergence D(p q) defined in (3.1). Inference under equality constraints by minimum I-divergence has an axiomatic basis, presented in §7 of [Csi96] and references therein; this basis is also generalized to f -entropy 3.1 This is pointed out in [BV04] , Ch. 3, Example 3.19, and the name "normalized entropy" is suggested for −G.
3.2 Somewhat confusingly, [CK11] refers to D(p q) itself as "I-divergence".
3.3 The sense of 'default' is that if q is in F, then, in the absence of any constraints, the method should infer p * = q.
and minimization of the corresponding Bregman distance. [In this more general framework H(x) is an f -entropy with f (t) = t ln t, and D(x y) is the corresponding Bregman distance.] For solving the same inference problem, the function D(p q) is also derived in [Ski89] from a different set of axioms. Now in §3 and §7 of [Csi96] , Csizsár points out that the combinatorial, concentration rationale that we are advocating here, and which is well-known for ordinary MaxEnt, does not seem to apply to inference of un-normalized vectors by minimization of the I-divergence (3.1). Our purpose here is to point out a relationship between the minimum I-divergence and the MaxGEnt solutions to a given problem that may have some bearing on this issue.
Let p, q be m-element vectors, and take the 'prior' q to be uniform with all elements equal to α, which we will view as a parameter. Then it can be seen that the minimum I-divergence solution to a problem with constraints
Expressions (2.3) and (3.2) determine the same quantity, in the first case denoted x * j / i x * i and in the second case p * j /α, so in both cases the values of the Lagrange multipliers are the same, as indicated by the notation. A variety of solutions can be obtained from (3.2), depending on the choice of α ∈ (0, ∞). If we now ask if there is a preferred value for α, the similarity of (3.2) to (2.3) suggests α = i x * i . But then the 'optimal' α depends on the solution of the problem, and this implies that it is not proper to view α as a constant, independent of p. In Bayesian terms, one might say that the indicated q = ( i x * i , . . . , i x * i ) is a data-dependent prior. This feature of the prior may shed some light on the difficulty of finding combinatorial justifications for minimizing the I-divergence in the situation where an un-normalized vector is to be inferred.
Example 3.1 Suppose we try to solve the problem of Example 1.1 by minimizing the I-divergence D(p q). As above, we take q to be uniform with all q i = α. Then the solution has the same form as the MaxGEnt solution in Example 2.1,
dependent on the parameter α. Fig. 3 .1 shows a plot of this function of α. For α = s * = 8.606, σ * (α) equals s * and the MaxGEnt and I-divergence solutions (2.3) and (3.2) to the problem coincide. For very large α, the minimum I-divergence solution approaches (a, 0, b). 4 Constraints, scaling, and the optimal count vector
We discuss the necessity of introducing tolerances into the constraints defining the MaxGEnt problem, the scaling of the problem and some properties of this scaling, bounds implied by the constraints on the possible sums of counts vectors, and finally the optimal count vector , or MaxGEnt count vector ν * , obtained from the real vector x * solving problem (1.1).
Constraints with tolerances on real vectors
In posing problem (1.1) we allowed the matrices A E , A I and vectors b E , b I to have entries that are real numbers. Even if we restrict them to be natural numbers, the equality constraints may not have any integral solution. For example, x 1 − x 2 = 1, x 1 + x 2 = 4 is satisfied only for (x 1 , x 2 ) = (2.5, 1.5). Likewise even if we have only inequalities but allow real coefficients; e.g. 1.3 x 1 1.99. So the optimal solution x * ∈ R m to problem (1.1) may exist, but we are interested in count, i.e. integral, vectors that satisfy our constraints. In particular, we want to be able to exhibit the optimal count vector ν * that appears in the concentration statements GC and GC , and show that it 'dominates' other count vectors that also satisfy the constraints. For these reasons, we define the set of real m-vectors x that satisfy the constraints in (1.1) with a relative accuracy or tolerance δ 0:
where β E , β I are identical to b E , b I , except that any elements that are 0 are replaced by appropriate small positive constants. Note that problem (1.1) is solved over C(0), which we have assumed to be non-empty. The tolerances are only on the values b of the constraints, not on their structure A. To understand the tolerances on the inequality constraints better, if the inequalities are written as A I x − b I 0, it is clear that in (4.1) we are relaxing the r.h.s. by allowing small positive numbers. Additional discussion of the tolerance scheme is in [OG16] .
Example 4.1 When δ is 0 the equalities and inequalities in (4.1) together with x 0 define a polytope C(0) in R m , as we have assumed in §1. Even though we are dealing 'merely' with linear constraints, the introduction of a positive δ involves some subtleties: it can change the dimension of the polytope C(0). For example, let the constraints be just
,and x 1 , x 2 0. Then C(0) is a 0-dimensional polytope in R 2 , the point (2.5, 1.5). However, with δ = 0.05 the equalities turn into inequalities and C(0.05) is the 2-dimensional polytope shown in Fig. 4 .1 below. The new polytope also contains points at which G assumes values greater than G(x * ), its maximum over C(0). The main point about the introduction of tolerances is that
Given a real vector x in C(0), there is always a 'nearby' integral vector ν in C(δ): ν is simply the element-wise rounding [x] of x, where each x i is rounded up or down to the nearest integer. For [x] to be in C(δ) we need δ 1/(2ϑ ∞ ), where ϑ ∞ is a quantity dependent on the constraints, defined in the following proposition. The proposition says that if x satisfies the constraints exactly, i.e. is in C(0), then given a positive δ, any y close enough to x belongs to C(δ):
Proposition 4.1 If x is a point in C(0), any y ∈ R m such that y − x ∞ δ ϑ ∞ is in the set C(δ) of (4.1). Here
or ∞ if there are no constraints 4.1 , where β E , β I are defined after (4.1).
Intuitively it is clear that the expansion of C(0) to C(δ) makes all points of C(0) lie in the interior of C(δ). The proposition quantifies this by saying that for any point in C(0), C(δ) contains a hypercube of side 2δϑ ∞ around it (a "norm ball" of radius δϑ ∞ ). Now if y = [x] , by the definition of rounding y − x ∞ 1/2, so if 1/2 δϑ ∞ then [x] ∈ C(δ), as claimed above.
Note that as we add constraints to a given problem, the value of ϑ ∞ can only decrease, or at best stay the same.
Example 4.2 Fig. 4 .2 shows a network consisting of 6 nodes and 6 links. The links are subject to a certain impairment x; x i is the quantity of the impairment associated with link i. The impairment is additive, e.g. its value over the path AB consisting of links 4, 1, 6 is x 4 + x 1 + x 6 . Suppose that x is measured over the 3 paths AB, BC, CA, and it is also known that the access links 4, 5, 6 contribute no more than a certain quantity of the impairment, as shown in the figure. The structure matrices A E , A I and data vectors b E , b I for this problem are
We are interested in inferring the impairment vector x from the measurement vector b. Clearly, the values of the b i depend on the chosen units and can change under various conditions, whereas the elements of A E , A I are constants defining the structure of the network, and independent of any units. 
Scaling of the data and bounds on the sum
What happens when the size of the problem data increases? We establish a very important property of maximizing the generalized entropy G: if the problem data b is scaled by the factor c > 0, all aspects of the solution scale by the same factor. This was property P10 in §2.1.
Proposition 4.2 Suppose that the relaxed count vector x * maximizes G(x) under the linear constraints A E x = b E , A I x b I , which also imply that i x i is between the bounds s 1 , s 2 . Let c > 0 be any constant. Then the vector cx * maximizes G(x) under the scaled constraints A E x = cb E , A I x cb I , the maximum value of G is cG(x * ), and the new bounds on i x i are cs 1 , cs 2 .
How do the bounds s 1 and s 2 , defined in (1.2), on the possible sums of vectors that satisfy the constraints depend on the structure matrices A E , A I and the data b E , b I ? In general, the problem of finding bounds on s 1 or s 2 doesn't have a simple answer: by scaling the variables, any linear program whose objective function is a positive linear combination of the variables can be converted to one where the objective function is simply the sum of the variables. But in some special cases we can derive simple bounds on s 1 and s 2 : 
, is the smallest non-zero element of row i of A E , respectively A I , if that element is < 1, and otherwise α E i , α I i is 1.
Recall from §1 that "each x i occurs in at least one constraint" is a necessary condition for the problem to be bounded. The proposition applies to Example 4.2: we find that
4.3 The optimal count vector ν * Given the relaxed optimal count vector x * , we now construct from it a count vector ν * which is a reasonable approximation to the integral vector that solves problem (1.1) in the sense that (a) its sum is close to that of x * , and (b) its difference from x * is small in norm. These are properties that will be needed in §5 and §6.
We will require ν * to sum to n * , where
For any x 0, we define [x] to be the vector obtained by rounding each of the elements of x, up or down to the nearest integer. We construct ν * from x * by a process of rounding and adjusting:
Definition 4.1 Given x * , form the density vector χ * = x * /s * and setν = [n * χ * ]. Now construct ν * by adjustingν as follows.
Otherwise, if d < 0, add 1 to |d| elements ofν that were rounded down, and if d > 0, subtract 1 from |d| elements that were rounded up; let the resulting vector be ν * .
We will refer to ν * as "the optimal count vector" or "the MaxGEnt count vector" (even though it is not unique). It sums to n * , and does not differ too much from x * in norm:
Proposition 4.4 The optimal count vector ν * of Definition 4.1 is such that
There are other approximations to the integral solution of problem (1.1); for example, simply [x * ] achieves smaller norms than ν * : [
([x * ] is the point of N m that minimizes the Euclidean distance ν − x * 2 from x * ; see e.g. 4.2 We note that no integral vector can achieve 1 norm smaller than x * − [x * ] 1; this solution to the linear program ignores the constraint, and minimizes each term of the objective function individually.
Concentration w.r.t. entropy difference
It is not clear that concentration should occur at all in a situation like the one of Example 1.1. The fact that the function G has a global maximum G * over C(0) is not enough.
In this section we demonstrate that concentration around G * does indeed occur. More precisely, we establish both of the concentration statements GC and GC given in §1, as far as they pertain to entropies η-far from G * . We don't expend much effort in minimizing the required minimum scaling factorĉ and therefore make a number of simplifications that can be avoided. Even so, the results involve two non-linear equations that have to be solved numerically.
Consider the count vectors that sum to n and satisfy the constraints. We divide them into two sets, A n , B n , according to the deviation of their generalized entropy from G * : given δ, η > 0,
Irrespective of the values of δ and η, A n (δ, η) B n (δ, η) = N n ∩ C(δ). Now we discuss the possible range of n.
We have assumed that the problem constraints
, where the bounds s 1 , s 2 on the sum of x are found by solving the linear programs (1.2). So any integral vector that satisfies the constraints exactly, i.e. is in C(0), must have a sum n between n 1 = s 1 and n 2 = s 2 . We will use a slight modification of this definition
With n * defined by (4.2), we have n 1 n * n 2 . We may assume without loss of generality that n 1 n 2 + 1; otherwise all count vectors sum to a known n, and we reduce to the case of frequency vectors which was studied in [OG16] .
Remark 5.1 There is a certain degree of arbitrariness (or flexibility) in the definitions of n 1 , n 2 . Setting n 1 = s 1 , n 2 = s 2 says that the allowable sums are those of count vectors which belong to C(0); it does not say that the only allowable vectors are those in C(0). Now it could be argued that after introducing the tolerance δ, the numbers n 1 , n 2 should be allowed to become functions of δ. However, this would introduce significant extra complexity. Our definition makes concessions to simplicity by restricting somewhat the allowable sums, and by slightly adjusting the value of n 2 to handle the 'boundary' case s 2 < s * s 2 more easily.
Having defined the range of allowable sums n as n 1 n n 2 , with n 1 , n 2 given by (5.2), we will use the (disjoint) unions of the sets (5.1) over n ∈ {n 1 , . . . , n 2 } A n 1 :n 2 (δ, η)
Irrespective of δ and η we have
We note the following relationship among the numbers of realizations of the optimal count vector ν * and those of the sets A n 1 :n 2 (δ, η) and B n 1 :n 2 (δ, η): if ν * ∈ A n 1 :n 2 (δ, η), then #ν * #B n 1 :n 2 (δ, η)
(5.5) In other words, if the single vector ν * dominates the set B n 1 :n 2 w.r.t. realizations, then the set A n 1 :n 2 dominates the set N n 1 :n 2 ∩ C(δ) likewise.
Our main result is Theorem 5.1 in §5.3. It establishes the concentration statement GC we gave in §1: given δ, ε, η > 0 there is a numberĉ =ĉ(δ, ε, η) 1 such that when the data b E , b I are scaled by any factor c ĉ, then ν * ∈ A n 1 :n 2 (δ, η) and #ν * #B n 1 :n 2 (δ, η)
By virtue of (5.5), the above also establishes the concentration statement GC in §1.
We establish the inequality in (5.6) by finding a lower bound on #ν * in §5.1 and an upper bound on #B n 1 :n 2 (δ, η) in §5.2. Finally, in §5.3 we find the scaling factorĉ that ensures (5.6). Table 5 .1 describes our notation for the process of scaling the problem data.
Basic quantities
Derived quantities x * → cx * ν * s 1 , s 2 , s * → cs 1 , cs 2 , cs * n 1 , n 2 , n * G * → cG * ϑ ∞ → cϑ ∞ Table 5 .1: The data scaling process b → cb. The symbols x * , s 1 , s 2 , . . . on the left denote quantities before scaling. The symbols ν * , . . . on the right are quantities derived from the scaled basic quantities.
Lower bound on #ν *
By Theorem 11.1.3 of [CT06] , #ν * e G(ν * ) /(n * +1) m , where n * = i ν * i . The denominator is a simple upper bound to the number |N n * | of count vectors with sum n * , i.e. the number of solutions to ν 1 + · · · + ν m = n * , ν i 0. Using the exact expression
Now we derive a lower bound on G(ν * ) in terms of G * . By the 1 norm bound on entropy difference ([CT06], Theorem 17.3.3), for any two density vectors f, g such that
By Proposition 4.4 we have f * − χ * 1 3m/(4n * ) 3m/(4cs * ) by (4.2); the r.h.s. will be 1/2 if c 3m/(2s * ). Putting ϑ = 3m/(4cs * ) in the above inequality for the entropies, H(f * ) H(χ * ) − (3m/(4cs * )) ln(4cs * /3). Therefore from (2.1) , and the fact that n * cs * + 1, to eliminate G(ν * ) and n * from (5.7). The result is #ν * ((m − 1)/e) m−1 (cs * + m) m−1 (4cs * /3) 3m/4 e cG * .
(5.9)
Upper bound on #B
Now we turn to the set B n (δ, η), where n is a number between n 1 = cs 1 and n 2 = cs 2 . B n (δ, η) is a subset of N n ∩ C(δ), hence a subset of N n for any δ. So, independently of δ,
where the second inequality follows from the simple bound #f e nH(f ) given by Theorem 11.1.3 of [CT06] . Thus #B n 1 :n 2 (δ, η) = n 1 n n 2 #B n (δ, η) < e 
The scaling factor
Combining (5.9) and (5.10), #ν * #B n 1 :n 2 (δ, η) > m((m − 1)/e) 2m−2 ((cs 2 + m + 1) m − (cs 1 + m − 1) m )(cs * + m) m−1 (4cs * /3) 3m/4 e cηG * .
(5.11) The first factor in the denominator of the r.h.s. is
This is because the function f (c) = (s 2 + (m + 1)/c) m − (s 1 + (m − 1)/c) m always decreases when s 2 s 1 , so its maximum occurs at c = 1. An analogous inequality applies to the factor (cs * + m) m−1 = c m−1 (s * + m/c) m−1 . Using these inequalities we can factor c out of the denominator of the r.h.s. of (5.11): and where the symbol B is intended to remind us of the bound (5.10) on #B. By (5.6), the scaling factor c to be applied to the original problem must be such that the r.h.s. of (5.12) is 1/ε, and also such that ν * belongs to A n 1 :n 2 (δ, η). The first of these requirements translates into cηG * − (2.75m − 1) ln c ln(B/ε), (5.13)
If c 1 is the largest of the two solutions of the equation version of (5.13) 5.2 , the inequality (5.13) will hold for all c c 1 . The second requirement on c, that ν * ∈ A n 1 :n 2 (δ, η), which is really ν * ∈ A n * (δ, η), has two parts. For the first part we need ν * ∈ C(δ); by Proposition 4.1 this is ensured by ν * − cx * ∞ δcϑ ∞ , and since the l.h. Similarly to (5.13), if c 3 is the largest solution of the equation version of (5.15), the inequality (5.15) will hold for all c c 3 . Figure 5 .1 depicts the various sets used in the above derivation.
Figure 5.1: Concentration around ν * w.r.t. entropy difference. The MaxGEnt vector ν * has 1/ε times more realizations than the entire set B n1:n2 (δ, η), shown in gray. The relationship we show between ν − x * ∞ δϑ ∞ and A n1:n2 (δ, η) is not the only one possible.
We have now established how to compute the minimum scaling factorĉ required for concentration to occur around the vector ν * or in the set A n 1 :n 2 , to the extent specified by δ, ε, η:
Theorem 5.1 Given structure matrices A E , A I and data vectors b E , b I , let (x * , s 1 , s 2 ) be the optimal solution to problem (1.1). For any δ, ε, η > 0, set c max(c 1 , c 2 , c 3 ), where c 1 , c 2 , c 3 have been defined in (5.13)-(5.15). Then when the data b E , b I is scaled by a factor c ĉ, the count vector ν * of Definition 4.1 belongs to the set A n 1 :n 2 (δ, η), and we have #ν * #B n 1 :n 2 (δ, η)
where n 1 = cs 1 , n 2 = cs 2 and the sets A n 1 :n 2 , B n 1 :n 2 have been defined in (5.3).
The theorem makes precise the statements GC and GC in §1.
It is useful to know something about howĉ depends on the problem data and the parameters δ, ε, η without having to solve equations. A lower bound onĉ follows from (5.13) and (5.14):ĉ The r.h.s. of (5.17) is an upper bound on the solutions c 1 and c 3 to (5.13) and (5.15).
Typically, e.g. unless we have an extremely small δ, this will also be an upper bound onĉ; see the derivation of (5.17) in the Appendix for details. Also, for small enough ε, we will haveB = B/ε.
Remark 5.2 A drawback of Theorem 5.1 is that the constraint data A E , b E , A I , b I does not appear in the results (only implicitly, and to some extent, via s 1 , s 2 , and ϑ ∞ ), and intuition says that the concentration should depend on this data. The root of the issue is that the upper bound on #B n derived in §5.2 ignores the constraints when it bounds the number of lattice points in the polytope C(δ) simply by |N n |. Here is a sketch of how this issue may be addressed by an analytical bound, at least in a restricted case. Suppose that none of the constraints involve any negative coefficients. A typical inequality constraint for C(δ) then looks like j a ij x j (1 + δ)b i , and it follows that x k must be s.t. 0 x k (1 + δ)b i /a ik ; similarly if the constraint is an equality. Then we select the best such upper bound from all the constraints in which x k appears. Using the bound L(A, b, δ) for the number of lattice points resulting from the above argument in the development leading to (5.12), finally yields the form (1/B )e cηG * /c 2.75m , almost identical to (5.12), except for the constant B which contains L(A, b, δ) and is different from B.
There are also other, more complicated, bounds on the number of lattice points in a polytope, e.g. the analytical result of [GLS88] Lemma 3.1.33 for integral polytopes, and the entropy-based computational result of [Sha2010] for real polytopes. The tightness of all of the above bounds is another matter.
Examples
We give two examples. The first continues Example 4.2 and the second illustrates an intuitively-expected relationship between concentration and the bounds s 1 , s 2 . Thus n * = 30 and ν * = (6, 4, 14, 1, 2, 3). Also, ϑ ∞ = 2.233. Table 5 .2 shows what happens when the problem data b is scaled by the factorĉ dictated by the given δ, ε, η. We don't use a special notation for the quantities appearing in the unscaled vs. the scaled problem, so whenever we write x * , ν * , b E , etc. a scaling factor, which could be 1, is implied. For example, in the first row of Table 5 .2 we have x * − ν * ∞ = 0.496. Further, ν * satisfies the equality constraints with tolerance A E ν * − b E ∞ / min |b E | = 0.00063 and the inequality constraints with tolerance 0.0012. We see that the scaling factorĉ is quite sensitive to η and rather insensitive to ε; this can be surmised from (5.16).
For the first two rows of the One way to interpret the scaling is as a change in the scale of measurement of the data b, e.g. a change in the units. Then scaling by a larger factor means choosing more refined units, and the above results show that the concentration increases, as intuitively expected.
Example 5.2 Intuition says that the bounds s 1 , s 2 on the possible sums of the admissible count vectors have something to do with concentration: if they are wide, concentration should be more difficult to achieve. In (5.6) we are attempting to show that if the problem is scaled sufficiently, the single count vector ν * has many more realizations than a whole set of count vectors whose sums range between s 1 and s 2 . If, somehow, the MaxGEnt vector x * from which ν * is derived remains fixed, then the wider the range s 1 , s 2 allowed by the constraints, the larger should be the scaling factor required for ν * to dominate. We can see from the bound (5.16) that if s * is fixed while the difference between s 1 and s 2 increases, this is indeed true. Here is a simple situation in which this occurs.
Consider a 2-dimensional problem with box constraints b 1 Thus we widen the bounds s 1 , s 2 while leaving s * , G * unchanged, and the problem with the new box constraints requires more scaling than the original problem. The construction generalizes immediately to m dimensions, see §6.1.1.
Concentration w.r.t. norms
Roughly speaking, demonstrating concentration using difference in (generalized) entropies as a measure is easy, because one works directly with the exponent of the expression giving the number of realizations. When the norm of the difference from the optimal vector is the measure, things are more complicated.
Given an n and δ > 0, we would like to consider the count vectors in N n that lie in C(δ) and differ from x * by no more than some ϑ > 0 in 1 norm, and those that lie in C(δ) but differ from x * by more than ϑ in norm. The situation is not as straightforward as what we had in [OG16] with frequency vectors, for two reasons. First, given two real m-vectors, the norm of their difference can never be smaller than the difference of their norms, so it does not make sense to require that this norm be too small 6.1 . Second, we will be considering norms that can be large numbers, especially after scaling of the problem, so it will not do to consider a fixed-size region around x * . Taking these considerations into account, we define for ϑ > 0
This is more complicated that the definition for frequency/density vectors in [OG16] , but here ϑ is again a small number < 1. If n were equal to s * , (6.1) would say that the density 6.1 In the case of frequency vectors, this lower bound is 0. See Proposition 6.2 for more details.
vectors f and χ * are such that f − χ * 1 is ϑ or > ϑ. In general, (6.1) says that the norm of ν − x * is close to |n − s * |: if n s * , the bound is s * − (1 − ϑ)n, and if n > s * it is n − (1 − ϑ)s * .
We will consider the (disjoint) unions of the sets (6.1) over n ∈ {n 1 , . . . , n 2 }, where n 1 , n 2 are defined by (5.2):
(6.2) For any δ, ϑ, these two sets partition N n 1 :n 2 ∩ C(δ), the set of count vectors that sum to a number between n 1 and n 2 and lie in C(δ).
With these definitions, we will establish an analogue of (5.6) in §5: given δ, ε, ϑ > 0, there is a numberĉ =ĉ(δ, ε, ϑ) s.t. if the problem data b E , b I is scaled by any factor c ĉ, then the MaxGEnt count vector ν * is in the set A n 1 :n 2 (δ, ϑ) and has at least 1/ε times the realizations of all vectors in the set B n 1 :n 2 (δ, ϑ):
The main results of this section are Theorems 6.1 and 6.2, which provide an analogue of Theorem 5.1 in terms of closeness in norm, and Theorem 6.3 which is useful when one does not care to specify a particular δ but is interested in minimizing the required scaling factor c for given ε, ϑ.
There is one important difference with §5, that here the tolerances δ and ϑ cannot be chosen independently of one another, they must obey a certain restriction.
Remark 6.1 Recall that G * is the maximum of G over the domain C(0), with no tolerances on the constraints. Introducing a tolerance δ > 0 has the effect of widening this domain to C(δ), may move the vector that maximizes G from x * (0) to x * (δ), and may change the maximum value from G * (0) to G * (δ); see Fig. 4 .1. This was of no importance when we were studying concentration w.r.t. deviations from the value G * . However here we are looking for concentration in a region A of size ϑ around the point x * , and if the tolerance δ is too large, we cannot expect such a region to dominate the count vectors in C(δ) w.r.t. the number of realizations, since x * (δ) may even lie inside the set B [by Proposition 2.2, it already lies on the 'boundary' of C(0)]. If we consider ϑ as given, concentration in A requires an upper bound on the allowable δ.
In the setting of §5 there is no limitation on the magnitude of δ with respect to that of η. It is perfectly fine if the set A n (δ, η) contains ν with G(ν) > G * (0), but not if B n (δ, η) does. But B n (δ, η) can't contain any such ν by its definition (5.1): if there are any such ν, all of them have to be in A n (δ, η).
Closeness and farness w.r.t. norms
Here we show that if x is close to x * in the sense that x − x * is small, then G(x) is close to G(x * ), and conversely, if x is far from x * , then G(x) is far from G(x * ). For brevity, we denote x * (0), G * (0) simply by x * , G * .
Closeness
The results in §2.3 imply that if we have a hypercube in R m + , G(·) attains its maximum at the "upper right-hand" corner of the hypercube and its minimum at the "lower left-hand" corner. Specifically, Proposition 6.1 For any ζ > 0, let ζ denote the m-vector (ζ, . . . , ζ). Then for any x ζ and any y 0
Our 'closeness' result follows from this:
where s * is the sum of x * , and the last expression in ( ) is positive, unless all x * i are equal, in which case it is 0.
Note that the r.h.s. of the above bound does not depend on x, but only on x * . The proof of the lemma actually establishes a more general result, valid when x, x * are arbitrary y, x ∈ R m , and does not rely on x maximizing G over some domain such as C(δ).
Finally, since x − y 1 ζ ⇒ x − y ∞ ζ, Proposition 6.1 and Lemma 6.1 hold also when the infinity norm is replaced by the 1 norm.
Farness
We begin with a 'sensitivity' result, showing by how much the value of G can exceed G * due to the widening of the domain C(0) to C(δ):
Lemma 6.2 Let (λ E , λ BI ) be the vector of Lagrange multipliers in (2.3) corresponding to the solution G * = G * (0), x * = x * (0) of the maximization problem (2.1). Define
Then with δ 0, for any count vector ν ∈ C(δ)
where n = i ν i , f is the frequency vector corresponding to ν, and χ * is the density vector corresponding to x * .
Here the upper bound on G(ν) is at least (1 + δ)G * − nD(f χ * ). Also, when δ = 0 the lemma says simply that G * is the maximum of G over C(0). (An analogous result for the ordinary entropy H(·) was proved in [OG16] .) The D(· ·) term is positive, and equals 0 iff ν = αx * for some α > 0 6.2 . Leaving aside that this is possible only for special x * and α, Lemma 6.2 says that if the resulting ν is in C(δ), then G(ν) = αG * G * + Λ * δ, i.e. the allowable α is limited by δ. Also, if we have even one equality constraint, δ limits the size of the allowable α further.
Next we need a relationship between the norm of the difference of two real vectors and the norm of the difference of their normalized versions: Proposition 6.2 Let · be any vector norm, such as · 1 , · 2 , · ∞ etc. Then for any x, y ∈ R m and ϑ > 0,
.
Our 'farness' result follows by taking Lemma 6.2, bounding the divergence term D(· ·) in terms of the 1 norm, and then using Proposition 6.2 with the 1 norm and min( ν , x * )ϑ in place of ϑ:
Lemma 6.3 Given δ 0 and ϑ > 0, with the notation of Lemma 6.2, for any count vector ν ∈ C(δ) with sum n,
Here γ(χ * ) 1/2 is
and β(χ * ) 1/2 is a characteristic of χ * :
The bound on the divergence that we used above, D(p q) γ(q) p − q 2 1 , is the "distribution-dependent" improvement to Pinsker's inequality from [OW05] . The number β(q) is sometimes referred to as the "balance coefficient" and can be thought of as measuring 6.2 The only way the density vectors can be equal is if the un-normalized vectors are proportional.
how far away the density vector q is from having a partition 6.3 . For example, a q with a single dominant element will have a small β and a large γ. A perfectly balanced q will have β = γ = 1/2, and then the improved inequality reduces to Pinsker's inequality. There is a long series of improvements to Pinsker's inequality, as well as generalizations (see [Sas15] for references), but for our purposes the above improvement is the most useful: the bound is tight in the situation where the p.d. q in D(p q) is known.
Concentration around the optimal count vector
We want to establish an analogue of Theorem 5.1. To do this, we use the closeness results of §6.1.1 to put a lower bound on #ν * and the farness results of §6.1.2 to put an upper bound on #B n 1 :n 2 (δ, ϑ). These result in a lower bound on the ratio #ν * /#B n 1 :n 2 (δ, ϑ). We then look at what happens to this bound when the problem data is scaled as in §5.
Lower bound on the ratio of the numbers of realizations
Just like the number of realizations of a frequency vector and its entropy, the number of realizations #ν of a count vector ν is related to its generalized entropy: Proposition 6.3 Given ν ∈ N m , w.l.o.g. let ν 1 , . . . , ν k , k 1, be its non-zero elements (#ν does not change when ν is permuted). Then
where
These bounds are much tighter than what we used in (5.7) of §5.1, and hold even when k = 1 and #ν = 1. Now we use Proposition 6.3 to find a lower bound on #ν * in terms of G(ν * ). Since ν * has no elements equal to 0 (Remark 2.1),
Now as ν * − x * ∞ 1 by Prop. 4.4, Lemma 6.1 yields a lower bound on G(ν * ) in terms of G * = G(x * ). In addition, n * s * + 1. So where
Next we find an upper bound on #B n 1 :n 2 (δ, ϑ). By (6.2), this is the sum of #B n (δ, ϑ) for n ∈ [n 1 , n 2 ], so we start with an upper bound on #B n (δ, ϑ). By (6.1) and Proposition 6.3
The expression for S(ν) depends on the number k of non-0 elements of ν, so we partition N n into N 
Ignoring the constraint involving the norm, and the intersection of N (k) n with C(δ), from [OG16] , Appendix C we have
It follows that
Finally, using Γ(k/2) 2 k/2−2 we arrive at
Next,
(6.5) where in going from the 2nd to the 3d line we used (5.2).
Combining (6.4) with (6.5) we arrive at the desired lower bound:
and where the quantities γ(χ * ), Λ * have been defined in Lemmas 6.2 and 6.3.
We see from the theorem that if concentration is to occur, δ and ϑ must satisfy the condition
where the quantities γ(χ * ), s 1 , Λ * are determined by the solution of the original problem (1.1). We can ensure (6.6) by choosing small enough δ for the given ϑ or large enough ϑ for the given δ. This accords with intuition, given the meanings of the tolerances δ, ϑ; recall Remark 6.1.
Data scaling and concentration
As we did in §5.3, we now investigate what happens to the lower bound of Theorem 6.1 when the problem data b is scaled by a factor c 1. Table 5 .1 described how scaling the data affects the quantities appearing in the bound, but does not cover the quantity Λ * , which is new to §6.
Scaling the data has the effect x * → cx * , and from (2.3) in §2.3 we see that the Lagrange multipliers remain unchanged 6.4 . Then from the definition of Λ * in Lemma 6.2 of §6.1.2 we see that the end result of scaling is Λ * → cΛ * . From this and s 1 → cs 1 it follows that scaling by c multiplies the exponent γ(χ * )ϑ 2 s 1 − Λ * δ in Theorem 6.1 by c.
The effect of scaling on the the exponential factor appearing in the 'constant' C 1 (x * ) is s.t.
In conclusion, when the data b is scaled by the factor c Theorem 6.1 says that
To put the bound in a more convenient form we factor out c in the denominator:
where the inequality follows by the fact that c 1. Therefore
(6.8)
All quantities appearing in the constant C 3 pertain to the original, unscaled problem 6.5 . It follows from (6.7) that the concentration statement (6.3) will hold if the scaling factor c is such that
6.4 This also follows from expression (A.8) in the proof of Lemma 6.2, for G * in terms of the multipliers and G * → cG * . 6.5 A simple upper bound on C3 is given in the proof of Theorem 6.3 below.
This inequality is of the same form as (5.13), and will hold for all c greater than the larger of the two roots of the equality version of (6.9).
As was the case in §5.3, we also need to have ν * be in the set A n 1 :n 2 (δ, ϑ) of (6.2), more specifically in A n * (δ, ϑ). Two conditions must be satisfied for this. First, we must have ν * ∈ C(δ); this is ensured by c c 2 , where c 2 is defined in (5.14). Second, by the definition (6.1) of A n (δ, ϑ), we need ν * − x * 1 |n * − s * | + min(n * , s * )ϑ; by Proposition 4.4 this will hold if ϑ (3m/4 + 1)/(cs * ). Fig. 6 .1 depicts the various sets used in the above derivation of the scaling factorĉ. We have now established the desired analogue of Theorem 5.1 in terms of closeness in norm:
Theorem 6.2 Given structure matrices A E , A I and data vectors b E , b I , let (x * , s 1 , s 2 ) be the optimal solution of problem (1.1). Given δ, ϑ, suppose that they are s.t.
where Λ * , γ(χ * ) have been defined in Lemmas 6.2 and 6.3. Let
where c 2 is the same as in (5.14). Given ε > 0, let c 3 be the largest root c of
where C 3 is defined in (6.8). Finally, set c max(c 1 , c 2 , c 3 ).
Then when the data b E , b I is scaled by any c ĉ, the MaxGEnt count vector ν * of Definition 4.1 belongs to the set A n 1 :n 2 (δ, ϑ) of (6.2), specifically to A n * (δ, ϑ), and is such that #ν * #B n 1 :n 2 (δ, ϑ)
The second inequality in the claim of the theorem follows from the first by (5.5) in §5, which holds whether the sets A n 1 :n 2 and B n 1 :n 2 are defined as they were in §5 or as they were defined here.
By the requirement on ϑ in the theorem and definition (6.1), we see that for n > s * , the closeness in norm in the set A n (δ, ϑ) can be never be less than |n − s * | + 3m/4 + 1.
From the definition ofĉ in Theorem 6.2 we see that as δ increases, the constants c 2 and c 3 behave in opposite ways: c 2 decreases but c 3 increases. If one cares only about the tolerances ε and ϑ, and does not care to specify a particular δ, this opens the possibility of reducingĉ by choosing δ so as to minimize the largest of c 2 , c 3 :
where the various quantities are as in Theorem 6.2. Then the equation
, and we definê
Typically we will haveĉ = 1/(δ 0 ϑ ∞ ). Then when the data b E , b I is scaled by any c ĉ, the MaxGEnt count vector ν * of Definition 4.1 belongs to the set A n * (δ 0 , ϑ) of (6.1), and is such that #ν * #B n 1 :n 2 (δ, ϑ)
A simple lower bound on the required scaling factorĉ iŝ
where for the first expression we used
The ratio H/γ is small for imbalanced distributions χ * and approaches 2 ln m for perfectly balanced ones. The bound says thatĉ increases with ϑ −2 , which can be seen in Example 6.2 below.
Examples
We illustrate the results of this section with a few examples. The first two illustrate Theorems 6.2 and 6.3, while the third illustrates the removal of 0s from the solution mentioned in §2.3 and the 'boundary' case in which the MaxGEnt vector x * sums to the maximum allowable s * = s 2 . We have ϑ ∞ = 2.233, γ(χ * ) = 0.50012, and Λ * = G * = 43.76. The constraint on δ and ϑ is 13.25ϑ 2 > 43.76δ. This means that if we want small ϑ, we must have a correspondingly small δ, as we commented after (6.6). Example 6.2 Consider the same data as in Table 6 .1, except that only ε, ϑ are specified, and δ is chosen automatically in accordance with Theorem 6.3. If we don't care about a particular δ as long as it ensures that ν * ∈ A n * (δ, ϑ), the requiredĉ is often significantly reduced. The variation ofĉ with ϑ −2 implied by the lower bound (6.10) is evident.
Example 6.3 Fig. 6 .2 shows four cities connected by road segments. We assume that vehicles travelling from one city to another follow the most direct route, and that there is no traffic from a city to itself. The number of vehicles in city i is known, u i , which puts upper bounds on the number that leaves each city; also, from observations we have lower bounds l ij on the number of vehicles on the road segments 2 → 3, 3 → 1, and 3 → 4. From this information we want ĉ ϑ ε = 10 Table 6 .2:ĉ for given ϑ, ε with optimal selection of δ. Compare with Table 6 .1. So suppose the constraints on v are with sum s * = s 2 = 390 and maximum generalized entropy G * = 964.62 = Λ * , γ(χ * ) = 0.5. So here we have the boundary case in which the sum of x * is the maximum possible.
(Problems involving matrices subject to constraints of the above type, for which analytical solutions are possible, were studied in [Oik12] .) Applying Theorem 6.3 with ϑ = 0.04, ε = 10 −15 the 'optimal' δ is δ 0 ≈ 2.1 · 10 −5 and yieldsĉ = 2380.54. Using a scaling factor c = 2381 results in the count matrix 
Conclusion
We demonstrated an extension of the phenomenon of entropy concentration, hitherto known to apply to probability or frequency vectors, to the realm of count vectors, whose elements are natural numbers. This required introducing a new entropy function in which the sum of the count vector plays a role. Still, like the Shannon entropy, this generalized entropy can be viewed combinatorially as an approximation to the log of a multinomial coefficient. Our derivations are carried out in a fully discrete, finite, non-asymptotic framework, and do not involve any probabilities. All of the objects about which we make any claims are fully constructible. This discrete, combinatorial, non-probabilistic setting, with the absence of the normalization constraint on vectors, is an attempt to reduce the phenomenon of entropy concentration to its essence. We believe that the concentration phenomenon supports viewing the maximization of our generalized entropy as a compatible extension of the well-known MaxEnt method of inference. Our results on the minimum scaling factor required for concentration can no doubt be improved. Proof of Proposition 2.2
1. Given a y x, y can be reached from x by a sequence of steps each of which increases a single coordinate, and the value of G increases at each step because all its partial derivatives are positive. (The derivatives are 0 only at points x that consist of a single non-zero element; a direct proof can be given for that case.)
For a more formal proof, we note that the directional derivative G (ξ; u) of G at any point ξ is 0 in any direction u 0: G (ξ; u) = ∇G(ξ) · u = i u i ln
. So any move away from ξ in a direction u 0 will increase G. More precisely, by the mean value theorem, for any y that can be written as x + u for some u 0, there is a ξ on the line segment from x to x + u s.t. G(x + u) − G(x) = ∇G(ξ) · u 0. Finally, if some element of u is strictly positive, then ∇G(ξ) · u > 0.
2. Suppose there is a ball around x * contained in C(0); then this ball will contain points x * + u for sufficiently small u 0, and by part 1 of the proposition we will have G(x * + u) > G(x * ). But x * maximizes G over C(0), so there can be no such x * + u; in other words, C(0) cannot contain any x x * with any strict inequalities.
3. Let z be another point in C(0) such that G(z) = G(x * ); by part 2 above, at least one element of z must be strictly less than the corresponding element of x * . But then by part 1 we must have G(z) < G(x * ).
Proof of Proposition 4.1
Consider the equality constraints first. Writing them as |A E y −b E | δ|b E |, we see that this will be satisfied if max i |A E y − b E | i δ min i |b E i |, or A E y − b E ∞ δ|b E | min . Now for any y ∈ R m , A E y − b E = A E (y − x), since x ∈ C(0). Thus A E y − b E ∞ = A E (y − x) ∞ . But A E (y − x) ∞ A E ∞ y − x ∞ , where the (rectangular) matrix norm · ∞ is defined as the largest of the 1 norms of the rows A.1 . Therefore, to ensure A E y − b E ∞ δ|b E | min it suffices to require that y − x ∞ δ|b E | min / A E ∞ , as claimed. Turning to the inequality constraints, write them as A I (x + y − x) b I + δ|b I |, or A I x−b I A I (x−y)+δ|b I |. Since A I x−b I 0, this inequality will be satisfied if A I (y−x) δ|b I |. This will certainly hold if max i (A I (y − x)) i δ min i |b I i |, which is equivalent to A I (y − x) ∞ δ|b I | min . In turn, this will hold if we require A I ∞ y − x ∞ |b I | min .
For both types of constraints the final condition is stronger than necessary, but more so in the case of inequalities.
Proof of Proposition 4.2
From (2.3) we can write the elements of x * in the form x * j = ( i x * i ) E j ,where E j is an expression involving the vectors λ E , λ BI and the matrices A E , A BI . The elements of λ E , λ BI are determined by substituting the x * j into the constraints. Thus the kth equality constraint leads to an equation of the form Coming to the bounds on x 1 + · · · + x m , the fact that they scale with b is just a property of general linear programs. That is, if y is the solution to the linear program min x∈R m i α i x i subject to Ax b, then cy is the solution to min x∈R m i α i x i subject to Ax cb. Similarly for the maximum.
Proof of Proposition 4.3
For part 1, given A E x = b E , we have A E x 1 = b E 1 . Now, omitting the superscript to simplify the notation, Hence (A E ) T ∞ x 1 b E 1 , and since x 0, x 1 is simply the sum of the x i .
A.1 For any rectangular matrix A and compatible vector x, Ax ∞ A ∞ x ∞ holds because the l.h.s. is maxi |Ai.x|. This is maxi j |aijxj| maxi x ∞ Ai. 1 = x ∞ A ∞.
For part 2, any x ∈ R m satisfying A E x = b E , A I x b I will satisfy A E x b E , A I x b I as well. Divide each inequality in this system by the smallest non-0 element of the l.h.s., if that element is < 1, otherwise leave the inequality as is. Since each x i appears in some constraint, if we add all the above inequalities by sides the resulting l.h.s. will be x 1 + · · · + x m , and the r.h.s. will be i b E i /α E i + i b I i /α I i , where the α i are defined as in the Proposition.
Proof of Proposition 4.4
First, the adjustment performed onν is always possible: if d < 0 there must be at least |d| elements of n * χ * that were rounded to their floors, and if d > 0 to their ceilings. It is clear that the adjustment makes ν * sum to n * . Now suppose that k ∈ N and χ is an m-element density vector; then kχ sums to k, and the sum of the rounded version [kχ] differs by no more than m/2 from k. Thus d m/2.
For the bound on the 1 norm, we first show that ν * −n * χ * 1 3m/4. The adjustment ofν causes d of the elements of ν * to differ from the corresponding elements of n * χ * by < 1, and the rest to differ by 1/2, so ν * − n * χ Proof of Proposition 6.3
The main part of the Proposition follows immediately from eq. (3.6) in [OG16] . For the lower bound on S(ν), the maximum of √ ν 1 · · · ν k subject to ν 1 + · · · + ν k = n occurs at
as claimed.
Proof of Theorem 6.3
We minimize the max of c 2 (δ), c 3 (δ) by setting them equal to each other. Substituting the value (5.14) of c 2 for c into the equation in Theorem 6.2 defining c 3 , we get
Let f (δ) stand for the function of δ on the l.h.s. This function decreases for δ γ(χ * )s 1 ϑ 2 /(mϑ ∞ ), and from the condition between ϑ and δ of Theorem 6.2, we must have δ < δ max = γ(χ * )s 1 ϑ 2 /Λ * . So if γ(χ * )s 1 ϑ 2 /(mϑ ∞ ) δ max , which will hold if Λ * mϑ ∞ , then f (δ) will decrease over δ ∈ (0, δ max ). If f (δ max ) is less than the r.h.s. of (A.12) then (A.12) will have a root δ 0 ∈ (0, δ max ]. This condition on f (δ max ) boils down to
To make this condition somewhat more understandable, we can use a simple upper bound for C 3 in it. From (6.8), for any m 2. Thus the condition for the existence of the root δ 0 can be simplified to the one given in the theorem. Now since we have ensured c 2 (δ 0 ) = c 3 (δ 0 ), we can takê c = max(c 2 (δ 0 ), c 1 ), where c 1 is as in Theorem 6.2.
Finally, it is quite likely that c 2 (δ 0 ) > c 1 so thatĉ = c 2 (δ 0 ). Using the fact that δ 0 < γ(χ * )s 1 ϑ 2 /Λ * and Λ * mϑ ∞ , it can be seen that this will be so if γ(χ * )ϑ < s * /s 1 , or if ϑ < 1/γ(χ * ).
