There have been several attempts to extend the notion of conjugacy from groups to semigroups. One notion, which we will denote by ∼p, was originally introduced for free semigroups and popularized by Lallement's book. In a general semigroup, ∼p is reflexive and symmetric, but not transitive. However, one may consider the transitive closure ∼ * p of ∼p, which is an equivalence relation in any semigroup. Another notion of conjugacy, which we will denote by ∼o, was introduced by Otto for monoids presented by finite Thue systems. The relation ∼o is an equivalence relation in any semigroup, but it reduces to the universal relation if a semigroup has a zero; since there is a precise sense in which almost all finite semigroups have a zero, it follows that ∼o is not useful for almost all finite semigroups. Three authors of the present paper introduced another notion of conjugacy, denoted by ∼c, which is an equivalence relation in any semigroup; in addition, if a semigroup S does not have a zero, then ∼c = ∼o in S, but ∼c does not reduce to the universal relation when a semigroup has a zero. In order to decide which notion is the most satisfactory, in the sense that it allows the extension of the classic conjugacy results in groups and hence leads to strong and elegant results with interconnections with other parts of mathematics, it is necessary to carry out a deep study comparing and separating these three notions of conjugacy. This is the aim of our paper.
Introduction
The notion of conjugacy in groups has several formulations that avoid inverses, and as such can be applied to semigroups. For example, if G is a group, then a, b ∈ G are conjugate iff a = uv and b = vu (for some u, v ∈ G) iff ag = gb (for some g ∈ G). Lallement used the former formulation to define the following relation on a free semigroup S: a ∼ p b ⇔ ∃ u,v∈S 1 a = uv and b = vu.
If S is a free semigroup, then ∼ p is an equivalence relation on S [49, Corollary 5.2] , and so it can be considered as a conjugacy in S. In a general semigroup S, the relation ∼ p is reflexive and symmetric, but not transitive. If a ∼ p b in a general semigroup, we say that a and b are primarily conjugate [48] (hence the subscript in ∼ p ). Kudryavtseva and Mazorchuk [47, 48] defined the transitive closure ∼ * p of ∼ p as a conjugacy relation in a general semigroup. (See also [41] .) It is worth pointing out that Lallement himself credits this idea to Lyndon and Schützenberger [52] .
Another relation that can serve as a conjugacy in any semigroup is defined as follows:
a ∼ o b ⇔ ∃ g,h∈S 1 ag = gb and bh = ha. (1.2) This relation was defined by Otto for monoids presented by finite Thue systems [61] , but it is an equivalence relation in any semigroup. Its drawback -as a candidate for a conjugacy for general semigroups -is that it reduces to the universal relation S × S for any semigroup S that has a zero. For a more detailed discussion on the deficiencies of these notions we refer the reader to [14] .
To remedy the problems with the relations ∼ p and ∼ o , three authors of the present paper introduced a new notion of conjugacy [14] , which retains Otto's concept for semigroups without zero, but does not reduce to S × S if S has a zero. The main idea was to restrict the set from which conjugators can be chosen. For a semigroup S with zero and a ∈ S \ {0}, let P(a) be the set of all elements g ∈ S such that (ma)g = 0 for all ma ∈ S 1 a \ {0}. We define P(0) to be {0}. If S has no zero, we agree that P(a) = S for every a ∈ S. We will write P 1 (a) for P(a) ∪ {1}, where 1 is the identity in the monoid S 1 , which is obtained from S by adding, if necessary, an identity 1. Following [14] , we define a relation ∼ c on any semigroup S by a ∼ c b ⇔ ∃ g∈P 1 (a) ∃ h∈P 1 (b) ag = gb and bh = ha.
( 1.3)
The relation ∼ c is an equivalence relation on an arbitrary semigroup S. Moreover, if S is a semigroup without zero, then ∼ c = ∼ o ; and if S is a free semigroup, then ∼ c = ∼ o = ∼ p . In the case where S has a zero, the conjugacy class of 0 with respect to ∼ c is {0}. The aim of this paper is to further study, compare, and separate the conjugacies ∼ p , ∼ o , and ∼ c . We refer to ∼ p , ∼ * p , ∼ o , and ∼ c as the p-conjugacy, p * -conjugacy, o-conjugacy, and c-conjugacy, respectively. We begin with the study of the decidability and independence of the conjugacy problems. Let ∼ i be one of the conjugacy relations under consideration (i ∈ {p, o, c}). We say that the i-conjugacy problem for a finitely presented monoid M = M (Σ; R) is decidable if there is an algorithm that given any pair (u, v) of words in Σ * , returns YES if [u] M ∼ i [v] M and NO otherwise. If such an algorithm does not exists, we say that the i-conjugacy problem for M is undecidable. We have an analogous definition of the decidability of the word problem, in which case we check if [u] M = [v] M , and other decision problems. We say that decision problems P 1 and P 2 are independent if there exist finitely presented monoids M 1 and M 2 such that for M 1 , P 1 is decidable and P 2 is undecidable; and for M 2 , P 2 is decidable and P 1 is undecidable.
The conjugacy problem for finitely presented groups is undecidable; that is, there exists a finitely presented group for which the conjugacy problem is undecidable [58] . The relations ∼ p , ∼ o , and ∼ c reduce to group conjugacy when a semigroup is a group. It follows that the i-conjugacy problem, for i ∈ {p, o, c}, is undecidable. However, it is of interest to study decidability of the i-conjugacy problems in particular classes of finitely presented monoids. In Section 2, we discuss decidability in classes of monoids defined by various types of rewriting systems.
The word problem for groups is also undecidable [53, 59, 64] . However, for groups, the word problem is reducible to the conjugacy problem [61, page 225] , hence if the conjugacy problem for a group G is decidable, then the word problem for G is also decidable. Therefore, the word problem and the conjugacy problem for groups are not independent. The situation for monoids is different. Osipova [60] proved that for finitely presented monoids, the word problem, the p-conjugacy problem, and the o-conjugacy problem are pairwise independent. It is therefore of interest to find out if the c-conjugacy problem is independent of the three problems considered in [60] . In Section 3, we show that for finitely presented monoids, the word problem and the c-conjugacy problem are independent (Theorem 3.1) and that the p-conjugacy problem and the c-conjugacy problem are independent (Theorem 3.2). We do not know if the c-conjugacy problem and the o-conjugacy problem are independent.
In the remaining sections, we characterize and compare the relations ∼ p , ∼ o , and ∼ c in various types of semigroups. In Section 4, we describe ∼ c and ∼ p in the class of polycyclic monoids, and show that ∼ c ⊂ ∼ p in this class. In Section 5, we characterize ∼ c in the symmetric inverse monoid I(X) for a countable set X, and compare ∼ c and ∼ p in that monoid, proving that ∼ c ⊂ ∼ p when X is finite, and ∼ p and ∼ c are not comparable when X is countably infinite.
It is well known that the relation ∼ p is transitive in the class of free semigroups, but not in the class of all semigroups. The polycyclic monoids and the symmetric inverse monoids are interesting classes of inverse monoids with zero where the relation ∼ p is not transitive. Describing the classes of semigroups in which ∼ p is transitive is a problem yet to be solved. In Section 6, we show that the p-conjugacy is transitive in a class of semigroups that contains completely regular semigroups and their variants. This result extends to non-regular semigroups an outstanding result proved for completely regular semigroups by Kudryavtseva [45, Corollary 4] .
Recall that the relations ∼ o and ∼ c coincide in the class of semigroups without zero. In Section 7, we present an infinite family of semigroups with zero divisors in which the o-conjugacy is universal while the c-conjugacy is the identity. We also discuss the classes of semigroups in which some of these notions have extreme behavior. We first show that the semigroups where ∼ p is the identity are precisely the commutative semigroups, and that the semigroups where ∼ o is the identity are precisely the semigroups that are both commutative and cancellative. We conclude the section by showing that in a rectangular band, ∼ p is the universal relation. Conversely, we show that a semigroup S where ∼ p is the universal relation is a simple semigroup, and that if, in addition, S contains an idempotent, then it must be a rectangular band.
Finally, Section 8 lists open problems regarding the conjugacies under discussion.
Decidability
In this section, we discuss the decidability of i-conjugacy problems in some classes of monoids defined by rewriting systems. We first introduce some basic concepts and notation needed in this and in the following section. Let Σ be a non-empty set, called an alphabet. We denote by Σ * the set of finite strings (called words) of elements of Σ, including the empty word 1. For w ∈ Σ * and a ∈ Σ, we denote by |w| the length of the word w and by |w| a the number of occurrences of a in w. For example, if Σ = {a, b, c} and w = aabba ∈ Σ * , then |w| = 5, |w| a = 3, and |w| c = 0.
Any subset R of Σ * × Σ * is called a rewriting system (or a Thue system) on Σ. An element (x, y) of R is called a rewriting rule. If (x, y) ∈ R and u, v ∈ Σ * , we say that uxv reduces to uyv and we write uxv − → R uyv.
A word w is said to be irreducible if there is no w ′ ∈ Σ * , such that w − → A rewriting system R on Σ is special if every element of R is of the form (x, 1) with x = 1; it is monadic if every element of R is of the form (x, y) with y ∈ Σ ∪ {1} and |x| > |y|; it is length reducing if |x| > |y| for all (x, y) ∈ R; it is Noetherian if there is no infinite sequence w 1 , w 2 , w 3 , . . . of words in Σ * such that
and R is complete if it is both Noetherian and confluent. Note that if R is special or monadic, then it is length reducing, and if R is length reducing, then it is Noetherian. Every rewriting system R on Σ defines a monoid. The set Σ * with concatenation of words as multiplication is a monoid, called the free monoid (that is, M is isomorphic to M (Σ; R)). Then the pair (Σ; R) is a presentation of M with generators Σ and defining relations R, and we say that M is defined by (Σ; R) or simply by R. A presentation (Σ; R) is said to be finite if both Σ and R are finite. A monoid M defined by a finite presentation is called finitely presented.
We refer the reader to [23] for more details.
Rewriting systems on monoids with a zero: a separation paradigm.
If a monoid M is defined by a presentation (Σ; R) then the monoid M 0 , obtained from M by adding a zero element, is defined by the presentation (Σ∪{z}; T ) where z / ∈ Σ and T = R∪{(zx, z), (xz, z), (zz, z) : x ∈ Σ}. It is easy to see that [z] M 0 is the zero in M 0 and that M 0 = {[z] M 0 }. Regarding these presentations, we can deduce by [15, Proposition 3.1] that if the presentation (Σ; R) is complete, then so is the new presentation. More easily, we can also deduce that (Σ ∪ {z}; T ) is finite or monadic when (Σ; R) is finite or monadic, respectively.
One of the general themes of this paper is separation of the different notions of conjugacy. There will be more on that later. But we can immediately state a key observation. Let M be a monoid without zero. We deduce that for monoids defined by monadic rewriting systems, the relations ∼ c , ∼ p and ∼ o may be different, even when such systems are also finite and confluent.
Finite complete rewriting systems.
Narendran and Otto [56, Lemma 3.6 ] constructed a finite complete rewriting system (Σ; R) such that the o-conjugacy problem is undecidable for the monoid M = M (Σ; R). Using the above observation, we obtain the following result. Proposition 2.2. There is a monoid defined by a finite complete rewriting system for which the c-conjugacy problem is undecidable.
Proof. Consider the monoid M 0 obtained from the monoid M defined by Narendran and Otto in [56, page 35] which has undecidable o-conjugacy problem. Since M is defined by a finite complete rewriting system, the monoid M 0 is also defined by a finite complete rewriting system by [15, Proposition 3.1] . It can be seen that M does not have a zero. Thus ∼ Monoids defined by special rewriting systems.
It is easy to see that a monoid defined by a special rewriting system has a zero if and only if it is trivial. Hence, within this class we have ∼ c = ∼ o . Zhang [67, Theorem 3.2] proved that in every monoid M defined by a special rewriting system, the relations ∼ p and ∼ o also coincide. Otto [61, Theorem 3.8] proved that if M is a monoid defined by a finite, special, and confluent rewriting system, then the o-conjugacy problem for M is decidable (and so the p-conjugacy and c-conjugacy problems are also decidable for M ).
One-relator monoids.
A monoid M is called a one-relator monoid if it admits a finite presentation with one defining relation, which we will write as (Σ; u = v) instead of (Σ, {(u, v)}). Many decision problems have been studied in the class of one-relator monoids. For example, it is decidable whether a one-relator monoid has a zero [24, Proposition 14] . Moreover, a one-relator monoid M containing a zero admits a presentation ({a}; a k+1 = a k ), where k is a positive integer [24, the proof of Proposition 14] . It is easy to check that in this monoid
By the foregoing argument, if M is a one-relator monoid with a zero, then the c-conjugacy and o-conjugacy problems for M are decidable. If M has no zero, then ∼ c = ∼ o . Therefore, the c-conjugacy problem for such an M is decidable if and only if the o-conjugacy problem for M is decidable.
Some specific results concerning the decidability of the o-conjugacy problem for this class can be found in [67, 68] .
Independence
In this section, we prove that for finitely presented monoids, the word problem and the c-conjugacy problem are independent, and that the p-conjugacy problem and the c-conjugacy problem are independent.
Theorem 3.1. For finitely presented monoids, the word problem and the c-conjugacy problem are independent.
Proof. First, there are finitely presented groups with decidable word problem but undecidable conjugacy problem [22, 28] . Let G be a finitely presented group. A finite group presentation of G can be effectively converted to a finite (special) monoid presentation (Σ; R) such that G ∼ = M (Σ; R). It follows that there is a monoid M defined by a finite presentation for which the word problem is decidable and the c-conjugacy problem is undecidable.
We will construct a finitely presented monoid for which the converse is true. Let G = M (Σ; R) be a finitely presented group with undecidable word problem (see [59] ), where (Σ; R) is a monoid presentation. Let a, b be symbols not in Σ, and let M = M (A; T ) be the monoid defined by the rewriting system (A; T ), where
Notice that G is a subgroup of M . The word problem for M is undecidable (since otherwise it would be decidable for G). It is easy to see that M has no zero and that each congruence class [u] = [u] M has a representative of the form b p , aw, ab p , or w, where p is a positive integer and w ∈ Σ * . Observe that whenever a rewriting rule is applied, the number of occurrences of b does not change. Thus, for all
, and so |u| b = |v| b by the foregoing observation. But then s and t cannot contain a either since a word with a cannot be reduced to a word without a unless b is also present. It follows that [u 
The converse is clearly true. Since ∼ p in G is the group conjugacy and G has undecidable word problem (and so undecidable conjugacy problem), it follows that the p-conjugacy problem for M is undecidable. We have already established in the proof of Theorem 3.1 that the c-conjugacy problem for M is decidable.
We will now present a monoid that has decidable p-conjugacy problem and undecidable c-conjugacy problem. Osipova [60] showed that there exists a finitely presented monoid M that has decidable p-conjugacy problem and undecidable l-conjugacy problem, where the l-conjugacy stands for the following relation ∼ l : given a, b ∈ S, a ∼ l b if, and only if, there exists g ∈ S 1 such that ag = gb. Osipova's proof follows the following steps (we use the original notation): (i) she considers a finitely presented monoid Π 1 = M (U 1 ; B 0 ) with undecidable p-conjugacy problem; (ii) she extends the alphabet U 1 to U 3 = U 1 ∪{c, d, e 1 , . . . , e m }, where m = |U 1 | + 2|B 0 |, and builds a new finitely presented monoid Π 3 = M (U 3 ; B 3 ); (iii) she shows [60, Lemma 4] that for all words Q, R ∈ U * 1 , Q ∼ p R in Π 1 if and only if there exists X ∈ U * 3 such that XcQd = cRdX in Π 3 ; (iv) she concludes [60, Theorem 2] that the l-conjugacy problem for Π 3 is undecidable; (v) she shows [60, Theorem 3] We do not know if the c-conjugacy problem and the o-conjugacy problem are independent for finitely presented monoids. Consider a finitely presented monoid M without zero that has undecidable c-conjugacy problem. Let M 0 be the monoid M with a zero 0 adjoined. Then M 0 is finitely presented and the c-conjugacy problem for M 0 is undecidable (since for all a, b ∈ M , a ∼ c b in M 0 if and only a ∼ c b in M ). On the other hand, the o-conjugacy problem for M 0 is decidable since ∼ o = M 0 × M 0 . Now, suppose M is a finitely presented monoid that has undecidable o-conjugacy problem and decidable c-conjugacy problem. Then, it is undecidable whether or not M has a zero. If we knew that M has a zero, then the algorithm that always says YES would decide if [u 
On other hand, if we knew that M has no zero, then the algorithm that works for ∼ c would also work for ∼ o .
Conjugacy in polycyclic monoids
In this section, we describe the p-conjugacy and the c-conjugacy in the class of polycyclic monoids, an interesting class of inverse monoids. A semigroup S is called an inverse semigroup if for every a ∈ S, there exists a unique a −1 ∈ S (an inverse of a) such that aa −1 a = a and a [42, page 145] . In general, the p-conjugacy is not transitive in inverse semigroups. For instance, by [26, Proposition 4.2] , the p-conjugacy is not transitive in free inverse monoids . It will follow from our descriptions that in polycyclic monoids, the p-conjugacy is transitive for the elements not ∼ p -related to zero and that ∼ c ⊆ ∼ p .
The polycyclic monoids were introduced by Nivat and Perrot [57] . They correspond to the syntactic monoid of the restricted Dyck language on a set of cardinality n, that is, the language that consists of all correct bracket sequences of n types of brackets.
Let n ≥ 2. Consider the monoid P n with zero given by the presentation
The monoid P n is called the polycyclic monoid on n generators.
n }. Every nonzero element of P n can be uniquely expressed in the reduced form yx −1 , where y, x ∈ A * n , and if
i1 . Whenever we write a = yx −1 , it will be understood that x, y ∈ A * n . We will frequently use the following lemma, which follows from the unique representation of the nonzero elements of P n .
Lemma 4.1. For all x, y, u, v ∈ A * n :
The p-conjugacy.
For each nonzero element a = yx −1 ∈ P n , let a denote the reduced element obtained from x −1 y (or 0 if
n ) * if y is a prefix of x; and a = 0 otherwise.
The following lemma can be easily deduced.
Lemma 4.3. Let a ∈ P n . Then a ∼ p 0 if and only if either a = 0 or a = 0.
Proof. Suppose that a ∼ p 0 and a = 0. Then a = pq −1 · rs −1 and 0 = rs −1 · pq −1 , for some p, q, r, s ∈ A * n . The latter equality implies that neither p is a prefix of s nor s is a prefix of p. And the former implies that r = qt or q = rt, for some t ∈ A * n . Hence, a = pts
If pt is a prefix of s, then also p is a prefix of s; and if s is a prefix of pt, then either s is a prefix of p or p is a prefix of s. It follows that neither pt is a prefix of s nor s is a prefix of pt, which implies a = 0. By a similar argument, we obtain a = 0 if a = p(st) −1 . The converse follows from the fact that a ∼ p a. and b = sds −1 for some r, s ∈ A * n and d ∈ P n with d = 0.
Since a = 0, either x is a prefix of v or v is a prefix of x (by Lemma 4.1). Similarly, since b = 0, u is a prefix of y or y is a prefix of u.
Suppose first that x is a prefix of v and u is a prefix of y, that is, v = xp and y = uq for some p, q ∈ A * n . Hence a = uqx −1 xpu −1 = uqpu −1 , and so a = qp = 0, which is a contradiction. Similarly, we obtain a contradiction if we assume that v is a prefix of x and y is a prefix of u.
Suppose that x is a prefix of v and that y is a prefix of u, that is, v = xp and u = yq for some p, q ∈ A * n . Then a = yx
with pq −1 = a = 0 as required. In a similar way we obtain the intended result if v is a prefix of x and u is a prefix of y.
The converse follows easily by checking that a = rds
The following theorem determines the p-conjugacy in P n . We recall that ∼ p is transitive in any free monoid. For the polycyclic monoid, we have the following result.
Theorem 4.6. In the polycyclic monoid P n , we have: , and c = qeq −1 for some r, s, t, q ∈ A * n and d, e ∈ P n with d = e = 0. Since sds
, either s is a prefix of t or t is a prefix of s. We may assume that t is a prefix of s, that is, s = tx for some x ∈ A * n . Then txdx The relations ∼ p and ∼ * p are not equal in P n . For example, consider the polycyclic monoid P 2 with A 2 = {x, y}. Then, for a = xx −1 and c = yy
The c-conjugacy.
We begin with the description of the set from which the conjugators are chosen.
r is a prefix of x}.
Proof. Let rs −1 ∈ P(yx −1 ). Then yx −1 · rs −1 = 0, and so either r is a prefix of x or x is a proper prefix of r. Suppose that x is a proper prefix of r, that is, r = xp i t for some p i ∈ A n = {p 1 , . . . , p n } and t ∈ A * n . Let j ∈ {1, . . . , n} with j = i. Then (yp j )
= 0 since neither xp j is a prefix of r, nor r is a prefix of xp j . This contradicts the hypothesis that rs −1 ∈ P(yx −1 ). Therefore, r is a prefix of x. Now, let rs −1 be an element of P n and assume that r is a prefix of x. Then x = rz for some z ∈ A * n , which gives yx
The following theorem determines the c-conjugacy in P n . n such that rs −1 ∈ P(yx −1 ) and yx −1 · rs −1 = rs −1 · vu −1 . By Lemma 4.7, x = rz for some r ∈ A * n . By Lemma 4.1, either s is a prefix of v or v is a prefix of s.
Suppose v = sw for some w ∈ A * n . Then, yx
, and so y = rw.
, and so (b) holds. Suppose s = vw for some w ∈ A * n . Then, yx −1 ·rs −1 = y(sz) −1 (as in the previous case) and rs
, and so y = r and sz = uw. Since s = vw, we have vwz = uw, which implies that u = vt for some t ∈ A * n . Thus, uw = vtw, which implies vwz = vtw (since sz = uw and s = vw), and so wz = tw. By [49, Corollary 5.2], tw = wz implies t ∼ p z in A * n , and so
n , and so a ∼ c b in A * n . Hence (c) holds. Conversely, if (a) holds, then clearly a ∼ c b. Suppose that (b) holds. Then, by Lemma 4.7, rs −1 ∈ P(a), sr −1 ∈ P(b), and
n ) * , and so t ∼ c z A * n as well. Hence tw = wz and w ′ t = zw ′ for some w, w ′ ∈ A * n . By Lemma 4.7, y(vw ′ ) −1 ∈ P(a) and v(yw)
Hence a ∼ c b, which concludes the proof.
For sets A and B, we write A ⊂ B when A is a proper subset of B. To show that ∼ c is properly contained in ∼ p , consider two distinct generators x and y in A n . Let a = xxyx −1 and b = yyxy −1 in P n . Then a = xy and b = yx. Hence a ∼ p b in the free monoid A * n , and so a ∼ p b in P n by Theorem 4.5. On the other hand, it is straightforward to check that neither (b) nor (c) of Theorem 4.8 holds for a and b, and so a ∼ c b in P n .
We note that in the polycyclic monoid P n , ∼ o is the universal relation since P n has a zero.
Conjugacy in symmetric inverse monoids
The symmetric inverse monoid on a non-empty set X is the monoid I(X) of partial injective transformations on X under composition [42, page 148] . Every inverse semigroup can be embedded in I(X) for some X [42, Theorem 5. 1.7] . The role of I(X) in the theory of inverse semigroups is analogous to that of the symmetric group Sym(X) of permutations on X in group theory.
In this section, we determine the c-conjugacy in I(X) for a countable X (that is, X whose cardinality is at most ℵ 0 ). The p-conjugacy in I(X) for a countable X was described in [36] (for a finite X) and [47] (for a countably infinite X). It will follow from these descriptions and our result that in I(X), ∼ c ⊂ ∼ p if X is finite, and ∼ c and ∼ p are not comparable (with respect to inclusion) if X is countably infinite. We note that since the monoid I(X) has a zero, the o-conjugacy in I(X) is universal for every X.
To describe ∼ c in I(X), we will use the cycle-chain-ray decomposition of a partial injective transformation (see [44] ), which is an extension of the cycle decomposition of a permutation.
We will write functions on the right and compose from left to right; that is, for f : A → B and g : B → C, we will write xf , rather than f (x), and x(f g), rather than g(f (x)). Let α ∈ I(X). We denote the domain of α by dom(α) and the image of α by im(α). The union dom(α) ∪ im(α) will be called the span of α and denoted span(α). We say that α and β in I(X) are completely disjoint if span(α) ∩ span(β) = ∅.
Definition 5.1. Let M be a set of pairwise completely disjoint elements of I(X). The join of the elements of M , denoted γ∈M γ, is the element of I(X) whose domain is γ∈M dom(γ) and whose values are defined by
where γ 0 is the (unique) element of M such that x ∈ dom(γ 0 ). If M = ∅, we define γ∈M γ to be 0 (the zero in I(X)). If M = {γ 1 , γ 2 , . . . , γ k } is finite, we may write the join as
. . be pairwise distinct elements of X. The following elements of I(X) will be called basic partial injective transformations on X.
• A cycle of length k (k ≥ 1), written (x 0 x 1 . . . x k−1 ), is an element δ ∈ I(X) with dom(δ) = {x 0 , x 1 , . . . , x k−1 }, x i δ = x i+1 for all 0 ≤ i < k − 1, and x k−1 δ = x 0 .
• A chain of length
, is an element θ ∈ I(X) with dom(θ) = {x 0 , . . . , x k−1 } and
• A double ray, written . . . x −1 x 0 x 1 . . . , is an element ω ∈ I(X) with dom(ω) = {. . . , x −1 , x 0 , x 1 , . . .} and x i ω = x i+1 for all i.
• A right ray, written [x 0 x 1 x 2 . . . , is an element υ ∈ I(X) with dom(υ) = {x 0 , x 1 , x 2 , . . .} and x i υ = x i+1 for all i ≥ 0.
• A left ray, written . . .
By a ray we will mean a double, right, or left ray.
We note the following.
• The span of a basic partial injective transformation is exhibited by the notation. For example, the span of the right ray [1 2 3 . . . is {1, 2, 3, . . .}.
• The left bracket in "η = [x . . ." indicates that x / ∈ im(η); while the right bracket in "η = . . . x]" indicates that x / ∈ dom(η). For example, for the chain θ = [1 2 3 4], dom(θ) = {1, 2, 3} and im(θ) = {2, 3, 4}.
• A cycle (x 0 x 1 . . . x k−1 ) differs from the corresponding cycle in the symmetric group of permutations on X in that the former is undefined for every x ∈ X \ {x 0 , x 1 , . . . , x k−1 }, while the latter fixes every such x. We will call the join (5.4) the cycle-chain-ray decomposition of α. If η ∈ ∆ α ∪ Θ α ∪ Ω α ∪ Υ α ∪ Λ α , we will say that η is contained in α (or that α contains η). We note the following.
• If α ∈ Sym(X), then α = δ∈∆α δ ⊔ ω∈Ωα ω (since Θ α = Υ α = Λ α = ∅), which corresponds to the usual cycle decomposition of a permutation [66, 1.3.4 ].
• If dom(α) = X, then α = δ∈∆α δ ⊔ ω∈Ωα ω ⊔ υ∈Υα υ (since Θ α = Λ α = ∅), which corresponds to the decomposition given in [50] .
• If X is finite, then Notation 5.4. We will fix an element ⋄ / ∈ X. For α ∈ I(X) and x ∈ X, we will write xα = ⋄ if and only if x / ∈ dom(α). We will also assume that ⋄α = ⋄. With this notation, it will make sense to write xα = yβ or xα = yβ (α, β ∈ I(X), x, y ∈ X) even when x / ∈ dom(α) or y / ∈ dom(β). A directed graph (or a digraph) is a pair Γ = (A, R) where A is a set (not necessarily finite and possibly empty) and R is a binary relation on A. Any element x ∈ A is called a vertex of Γ, and any pair (x, y) ∈ R is called an arc of Γ. We will call a vertex y terminal if there is no x ∈ A such that (x, y) ∈ R.
Let Γ 1 = (A 1 , R 1 ) and Γ 2 = (A 2 , R 2 ) be digraphs. A mapping φ :
Definition 5.7. Let Γ 1 = (A 1 , R 1 ) and Γ 2 = (A 2
Any partial transformation α on a set X (injective or not) can be represented by the digraph Γ(α) = (A α , R α ), where A α = span(α) and for all x, y ∈ A α , (x, y) ∈ R α if and only if x ∈ dom(α) and xα = y.
The following proposition is a special case of [14, Theorem 3.8].
Proposition 5.8. For all α, β ∈ I(X), α ∼ c β if and only if there are φ, ψ ∈ I(X) such that φ is an r-homomorphism from Γ(α) to Γ(β) and ψ is an r-homomorphism from Γ(β) to Γ(α).
. . , and λ = . . . x 2 x 1 x 0 ]. For any η ∈ {δ, θ, ω, υ, λ} and any φ ∈ I(X) such that span(η) ⊆ dom(φ), we define ηφ * to be η in which each x i has been replaced with
. . , and λ = . . . 
(2) either there is a unique θ 1 ∈ Θ m β with m ≥ k such that θφ * is a terminal segment of θ 1 or there is a unique λ 1 ∈ Λ β such that θφ * is a terminal segment of λ 1 ; (3) either there is a unique υ 1 ∈ Υ β such that υφ * is a terminal segment of υ 1 or there is a unique ω 1 ∈ Ω β such that υφ * is a terminal segment of ω 1 .
Definition 5.11. Let α, β, φ ∈ I(X) such that φ is an r-homomorphism from Γ(α) to Γ(β). We define a mapping
if η ∈ Υ α and ηφ * is a terminal segment of υ 1 ∈ Υ β , ω 1 if η ∈ Υ α and ηφ * is a terminal segment of ω 1 ∈ Ω β .
Note that h φ is well defined (by Proposition 5.10) and injective (since φ is injective).
For a countable set X, we define two cardinal numbers that will be crucial in our characterization of the c-conjugacy in the monoid I(X). We denote by Z + the set of positive integers and by N the set Z + ∪ {0}.
Definition 5.12. Let X be countable and suppose α ∈ I(X). We define k α ∈ N ∪ {ℵ 0 } by
Lemma 5.13. Let X be countably infinite and let α, β ∈ I(X). Suppose that k α = k β = ℵ 0 . Then there exists an injective mapping p : Θ α → Θ β such that for every θ ∈ Θ α , if θ ∈ Θ k α and θp ∈ Θ m β , then m ≥ k.
Proof. Since k β = ℵ 0 , the set {k ∈ Z + : Θ k β = ∅} is unbounded, which implies that there is a sequence
Theorem 5.14. Suppose that X is countable. Let α, β ∈ I(X). Then α ∼ c β if and only if the following conditions are satisfied: Suppose Ω α is finite. Then g : Ω α → Ω β defined above is a bijection (since g is injective and |Ω α | = |Ω β |). Thus, for every ω 1 ∈ Ω β , there is ω ∈ Ω α such that ωh φ = ωg = ω 1 . Since h φ is injective, it follows that for every υ ∈ Υ α , υh φ ∈ Υ β , which implies |Υ α | ≤ |Υ β |. By symmetry, |Υ β | ≤ |Υ α |. Hence (2) holds.
Suppose Λ α is finite. Then, by the foregoing argument for Ω α and Υ α applied to Λ α and Θ α , we conclude that |Θ α | = |Θ β |and that for every θ ∈ Θ α , θh φ ∈ Θ β . Suppose to the contrary that k α = k β . We may assume that k α > k β . Then, there is k ∈ Z + such that k β < k ≤ k α and Θ k α = ∅. Select some θ ∈ Θ k α . Then θh φ is a terminal segment of some θ 1 ∈ Θ β . But this is a contradiction since k > k β , and so Θ
Let k α ∈ Z + . Suppose to the contrary that m α = m β . We may assume that m α > m β . Then, there is m ∈ {1, . . . , k α } such that m β < m ≤ m α and |Θ Conversely, suppose that conditions (1)-(3) are satisfied. We will define an injective homomorphism φ from Γ(α) to Γ(β). By (1), for every k ∈ Z + , there is an injective mapping
Suppose that both Ω α and Λ α are infinite. Then |Ω α ∪ Υ α | = |Ω β | = ℵ 0 and |Λ α ∪ Θ α | = |Λ β | = ℵ 0 , and so there are injective mappings g :
and θ ∈ Θ k α , we define φ on span(δ) ∪ span(ω) ∪ span(λ) ∪ span(υ) ∪ span(θ) in such a way that δφ * = δf k , ωφ * = ωg, λφ * = λh, υφ * is a terminal segment of υg, and θφ * is a terminal segment of θh. Note that this defines φ for every vertex x in Γ(α). By the definition of φ and Proposition 5.10, φ ∈ I(X) and φ is an r-homomorphism from Γ(α) to Γ(β).
Suppose that Ω α is finite and Λ α is infinite. Then |Υ α | = |Υ β | by (2), and so there exists an injective mapping j :
and h : Λ α ∪ Θ α → Λ β be the injective mappings defined in the previous paragraph. Since |Ω α | = |Ω β |, there exists an injective mapping g : Ω α → Ω β . We define φ as in the previous paragraph, except that υφ * = υj for every υ ∈ Υ α . Again, φ ∈ I(X) and φ is an r-homomorphism from Γ(α) to Γ(β).
Suppose that Ω α is infinite and Λ α is finite. Then
and g : Ω α ∪ Υ α → Ω β be the injective mappings defined in the case when both Ω α and Λ α are infinite. Since |Λ α | = |Λ β |, there exists an injective mapping h : Λ α → Λ β .
Suppose that k α = ℵ 0 . Then, by Lemma 5.13, there is an injective mapping p : Θ α → Θ β such that for every θ ∈ Θ α , if θ ∈ Θ k α and θp ∈ Θ m β , then m ≥ k. We define φ as in the case when both Ω α and Λ α are infinite, except that θφ * is a terminal segment of θp for every θ ∈ Θ α . Again, φ ∈ I(X) and φ is an r-homomorphism from Γ(α) to Γ(β).
Suppose that for every k > m. We define φ (whether k α is 0 or not) as in the case when both Ω α and Λ α are infinite, except that for every θ ∈ Θ α , θφ * is a terminal segment of θs if θ ∈ Θ k α with 1 ≤ k ≤ m, and θφ * is a terminal segment of θt k if θ ∈ Θ k α with k > m. As in the previous cases, φ ∈ I(X) and φ is an r-homomorphism from Γ(α) to Γ(β).
Finally, if both Ω α and Λ α are finite, we define an injective r-homomorphism φ from Γ(α) to Γ(β) as in the case when Ω α is infinite and Λ α is finite, except that υφ * = υj for every υ ∈ Υ α , where j : Υ α → Υ β is an injective mapping from the case when Ω α is finite and Λ α is infinite.
We have proved that there exists an injective r-homomorphism φ from Γ(α) to Γ(β). By symmetry, there exists an injective r-homomorphism ψ from Γ(β) to Γ(α). Hence α ∼ c β by Proposition 5.8.
Suppose that X is finite. Then for every α ∈ I(X), Ω α = Υ α = Λ α = ∅, k α = ℵ 0 , and m α = 0 if k α ∈ Z + . Thus Theorem 5.14 implies the following corollary, which generalizes the result for the symmetric group Sym(X) [ Proof. Let α, β ∈ I(X) and suppose that α ∼ c β. Then, by Corollary 5.15, α and β have the same cyclechain type, which implies that there exists σ ∈ Sym(X) such that σ −1 ασ = β. For µ = ασ and ν = σ −1 in I(X), we have µν = α and νµ = β, and so α ∼ p β.
We have proved that ∼ c ⊆ ∼ p . The inclusion is strict. Select x, y ∈ X with x = y. Then, for α = [x y] and β = 0 in I(X), α ∼ p β (since α = α(y) and β = (y)α) but (α, β) / ∈ ∼ c by Corollary 5.15.
Since ∼ p ⊆ ∼ * p in any semigroup, we also have ∼ c ⊂ ∼ * p in I(X) when X is finite. The relation ∼ * p in a finite I(X) was characterized by Ganyushkin and Kormysheva [36] (see also [47, Theorem 1] ): for all α, β ∈ I(X), α ∼ * p β if and only if α and β have the same cycle type (while there are no restrictions on the chain type of α and β). 
Transitivity of p-conjugacy
Recall that the p-conjugacy is reflexive and symmetric, but not transitive in general. It is known that ∼ p is transitive in groups and free semigroups. Theorem 4.6 shows that ∼ p is "almost" transitive in polycyclic monoids. Regarding the general problem of describing the classes of semigroups in which the p-conjugacy is transitive, a remarkable progress was made by Kudryavtseva [45, Corollary 4] , who proved that ∼ p is transitive in the important class of completely regular semigroups [63] .
In this section, we first reprove Kudryavtseva's result using the characterization of completely regular semigroups as semilattices of completely simple semigroups. The main result of this section, however, is to prove that ∼ p is transitive in a class of semigroups that strictly contains the class of completely regular semigroups and their variants. We note that a variant of a completely regular semigroup does not need to be regular, let alone completely regular.
We recall that a semilattice is a commutative semigroup consisting entirely of idempotents. A semilattice can also be defined as a partially ordered set (S, ≤) such that the greatest lower bound a ∧ b exists for all a, b ∈ S [42, Proposition 1.3.2]. For a semigroup S, we denote by E(S) the set of idempotents of S. The relation ≤ on E(S) defined by e ≤ f if ef = f e = e is a partial order on E(S) [42, page 69] . We say that S is simple if it has no proper ideals [42, page 66] . A simple semigroup S is called completely simple if it contains a primitive (that is, minimal with respect to ≤) idempotent [42, page 77] . By the well-known Rees Theorem, every completely simple semigroup is isomorphic to a semigroup S = I × G × Λ, where I and Λ are non-empty sets, G is a group, and multiplication is defined by We begin by proving that ∼ p is transitive in the class of completely simple semigroups.
Proposition 6.1. Let S be a completely simple semigroup. Then the p-conjugacy is transitive in S.
Proof. By the Rees Theorem, we can assume that S = I × G × Λ with multiplication as in (6.5) . Let (i, a, λ), (j, b, µ), (l, c, ν) ∈ S be such that (i, a, λ) ∼ p (j, b, µ) and (j, b, µ) ∼ p (l, c, ν). Then there exist (i, d, µ), (j, e, λ), (j, f, ν), and (l, g, µ) in S such that
Consider (i, dp µj f, ν) and (l, gb −1 e, λ). Then (i, dp µj f, ν)(l, gb −1 e, λ) = (i, dp µj · f p νl g · b −1 e, λ) = (i, dp µj · b · b −1 e, λ) = (i, dp µj e, λ) = (i, a, λ).
On the other hand, (l, gb −1 e, λ)(i, dp µj f, ν) = (l, gb
.
Transitivity of ∼ p in completely regular semigroups now follows from Proposition 6.1 and the fact that a completely regular semigroup is a semilattice of completely simple semigroups.
Theorem 6.2. Let S be a completely regular semigroup. Then the p-conjugacy is transitive in S.
Proof. Let {S α } α∈Y be the family of completely simple semigroups from a decomposition of S as a semilattice of completely simple semigroups. Suppose a, b ∈ S be such that a ∼ p b. Then a = xy and b = yx for some x ∈ S α and y ∈ S β , where α, β ∈ Y . Then a = xy ∈ S α S β = S αβ and b = yx ∈ S β S α = S βα . Since αβ = βα, it follows that any two p-conjugate elements in S belong to the same completely simple semigroup from the family {S α } α∈Y . Hence, ∼ p is transitive in S by Proposition 6.1.
The proof of the previous theorem relies on some deep results (the decomposition of completely regular semigroups as semilattices of Rees Matrix Semigroups) and on Proposition 6.1 whose key step (the identification of the triples (i, dp µj f, ν) and (l, gb −1 e, λ)) is extremely tricky; in addition, thanks to [45] , we had the advantage of already knowing that the result is true. Therefore, we find it a truly remarkable achievement that Kudryavtseva [45, Corollary 4] managed to find a direct proof for her result.
We now prove the transitivity of ∼ p for a class of semigroups that contains all completely regular semigroups and their variants. To this end, we will view the completely regular semigroups as the variety of unary semigroups (S, ·, −1 ) axiomatized by the associativity of · and the identities
We will also need an identity that comes from the theory of epigroups. A semigroup S is called an epigroup if for every x ∈ S, there is an integer k ≥ 1 such that x k lies in some subgroup of S [65] . If S is a completely regular semigroup, then every element x of S lies in some subgroup of S. Thus, every completely regular semigroup is an epigroup.
Let S be an epigroup, x ∈ S, and k ≥ 1 such that x k is in a subgroup of S. Then the H-class H of x k is a group (see [42, Chapter 2] ). Let e be the identity of H. Then xe is in H and we define the pseudo-inverse . Let (S, ·, −1 ) be a completely regular semigroup. Then for every x ∈ S, x −1 is the inverse of x in the group H-class of x [42, Proposition 4.1.1], and so x −1 is the pseudo-inverse of x when S is viewed as an epigroup. Hence identity (6.6) holds in every completely regular semigroup.
We now define a variety W of unary semigroups (S, ·, ′ ) by associativity of · and the following identities:
Using (6.6), the following is easy to see.
Proposition 6.3. Every completely regular semigroup is in W.
Theorem 6.4. Let (S, ·, ′ ) be a unary semigroup in W. Then ∼ p is transitive in S.
Proof. Suppose that a ∼ p b and b ∼ p c with a = u 1 v 1 , b = v 1 u 1 = u 2 v 2 , and c = v 2 u 2 . Set u 3 = u 1 u 2 and
using (6.7), and
using (6.8). Therefore, a ∼ p c as claimed.
Besides completely regular semigroups (see Proposition 6.3), the variety W includes all unary nil semigroups (that is, unary semigroups (S, ·, ′ ) with zero such that xy = x ′ = 0 for all x, y ∈ S). We will next show that W also includes all variants of completely regular semigroups, and is thus not just a purely formal generalization.
Let S be a semigroup and let a ∈ S. Then the pair (S, •), where • is a binary operation on S defined by x • y = xay, is called a variant of S. Variants of semigroups are semigroups. Variants give an easy way of constructing new semigroups from old ones. They also provide a nice interpretation for Nambooripad's natural partial order on regular semigroups [54] . (See [39, 40] and also [43, 46] ).
Since W is a variety of unary semigroups we need to introduce unary variants. Let (S, ·, −1 ) be a unary semigroup, and fix a ∈ S. Then the unary semigroup (S, •, * ), where for all x, y ∈ S, x • y = xay and x * = (xa) −1 x(ax) −1 , is called a unary variant of S. Since it should be always clear from the context, we will usually drop the word unary when referring to variants.
To prove that all variants of completely regular semigroups are in W, we first consider the variety V of unary semigroups (S, ·, −1 ) defined by associativity and the following identities:
11)
It is obvious that every completely regular semigroup is in V. Further, for every integer k ≥ 1, we denote by E k the variety of unary semigroups (S, ·, −1 ) axiomatized by the associativity, (6.9), (6.10), and the identity
Each E k is a variety of epigroups, and E 1 is the variety of completely regular semigroups [65, Proposition 2.10].
Proposition 6.5. The following proper inclusions of varieties hold:
Proof. We have E 1 ⊆ V since E 1 is the class of completely regular semigroups. Since V includes the unary nil semigroups, we have the proper inclusion E 1 ⊂ V. To see that V ⊆ E 2 , let (S, ·, −1 ) be a unary semigroup in V and compute
where we have used, in succession, (6.11), (6.11) again, (6.10), (6.9), and (6.12). Finally, to see that the proper inclusion V ⊂ E 2 holds, consider the semigroup S defined by the multiplication table and define 0 −1 = 1 −1 = 0 and 2 −1 = 2. Then, it is easily seen that (S, ·, −1 ) is in E 2 , but (1 −1 ) −1 · 2 = 0 · 2 = 0 = 1 = 1 · 2, so (6.11) does not hold.
The main reason we needed the digression into epigroups is the following result. Proposition 6.6. Let (S, ·, −1 ) be a unary semigroup in V. Then identity (6.6) holds in S.
Proof. By Proposition 6.5, (S, ·, −1 ) is an epigroup that satisfies the identity x 2 x −1 = x. Since (S, ·, −1 ) is in V, identities (6.9) and (6.10) hold in S. Thus, by [65, (2.1) and (2.2)], x −1 is the pseudo-inverse of x for every x ∈ S. Hence (6.6) holds in S.
To show that V ⊆ W, we need two more identities.
Lemma 6.7. Let (S, ·, −1 ) be a unary semigroup in V. Then the following identities hold:
Proof. For (6.14), we compute
using (6.12), (6.11), and (6.9). For (6.15), we compute
using, in succession, (6.14), (6.11), (6.9), (6.11), (6.14), (6.12), (6.11), (6.14), and (6.11). This completes the proof of the lemma.
Proof. Suppose (S, ·, −1 ) is in V. Then (6.7) holds in S because xyx(yx) −1 y = xy(xy) −1 xy = ((xy) −1 ) −1 = xy , using (6.6) (see Proposition 6.6), (6.14), and (6.15). The proof of the fact that (6.8) holds in S is similar. Hence (S, ·, −1 ) is in W.
Proposition 6.8 and Theorem 6.4 give us the following corollary.
Corollary 6.9. Let (S, ·, −1 ) be a unary semigroup in V. Then ∼ p is transitive in S.
We will now prove that every variant of a completely regular semigroup is in V.
Theorem 6.10. Let (S, ·, −1 ) be a completely regular semigroup, and fix a ∈ S. Let (S, •, * ) be the variant of S defined by a, that is, x • y = xay and
for all x, y ∈ S. Then (S, •, * ) is in V.
Proof. Note first that by (6.6), we may write x * in different equivalent forms:
This implies both ax * = (ax)
for all x ∈ S. Indeed, using (6.16) and complete regularity, ax
−1 , and the other identity of (6.17) is proved similarly. Using both parts of (6.17), we compute
which establishes (6.9). Using (6.17), (6.6), and (6.17) again, we have
which establishes (6.10). For (6.11), we compute
using (6.17) twice. The proof of (6.12) is similar. This completes the proof.
From Corollary 6.9 and Theorem 6.10, we obtain the desired generalization of Kudryavtseva's result [45, Corollary 4].
Corollary 6.11. The p-conjugacy ∼ p is transitive in every variant of a completely regular semigroup.
We observe that the previous result is not a particular case of Theorem 6.2.
Example 6.12. Let S = {0, 1} be the 2-chain. Then the variant of S induced by 0 is the null semigroup (xy = 0). It is obvious that S is a completely regular semigroup (in fact a semilattice) while its variant is not even regular, let alone completely regular. Thus we cannot use Theorem 6.2 to prove that in the variant p-conjugation is transitive, but the previous corollary ensures that.
Besides completely regular semigroups, another important class of semigroups is the class of inverse semigroups [62] . If S is both a completely regular and inverse semigroup, then it is called a Clifford semigroup In this semigroup, ∼ p is an equivalence relation with the equivalence classes {1}, {a}, {0, b, c}, and {e, f }. This is the smallest example of an inverse semigroup that is not completely regular (that is, not a Clifford semigroup), but in which the p-conjugacy is transitive. Note that ∼ c has equivalence classes {1}, {a}, {0}, {b, c}, and {e, f }, and therefore ∼ c ⊂ ∼ p .
In general, the p-conjugacy is not transitive in inverse semigroups, not even in the particularly well behaved class of E-unitary inverse semigroups. (An inverse semigroup S is E-unitary if for all e, a ∈ S, if e and ea are idempotents, then a is an idempotent). As we have already noticed, the p-conjugacy is not transitive in free inverse monoids, which are E-unitary.
For inverse semigroups with zero, there is a similar notion, namely of E * -unitary semigroups. (An inverse semigroup S is E * -unitary if for all e, a ∈ S, if e and ea are non-zero idempotents, then a is an idempotent.) The semigroup in Example 6.13 is a E * -unitary inverse monoid. The polycyclic monoids are E * -unitary inverse monoids where, as noticed in Section 4, the p-conjugacy is not transitive. It is well known that variants of groups are groups, but for other classes of semigroups, it is not necessarily true that a variant of a semigroup from a class C is also in C.
The main results of this section prompt a natural conjecture that the following example disproves. In general, it is not true that if the p-conjugacy is transitive in a regular semigroup S, then it is also transitive in all its variants. The p-conjugacy in S is an equivalence relation that induces the partition {{0, 1}, {2, 3, 4}}. However, the p-conjugacy in T is not transitive because 2 ∼ p 0 and 0 ∼ p 1, but (2, 1) / ∈ ∼ p .
Comparison results
In this section, we compare the three notions of conjugacy under discussion in various settings. Let S be a semigroup and let a, b ∈ S with a ∼ p b. Then a = xy and b = yx, for some x, y ∈ S 1 , and so ax = (xy)x = x(yx) = xb. Similarly, we can show that ya = by. Thus ∼ p ⊆ ∼ o . It follows that in every semigroup, ∼ p ⊆ ∼ * p ⊆ ∼ o and ∼ c ⊆ ∼ o . Regarding ∼ p and ∼ c , we have the following result. Theorem 7.1. For each of the following conditions: Our next result separates the c-conjugacy and Otto's o-conjugacy. As already mentioned ∼ o is the universal relation in any semigroup with zero and ∼ c = ∼ o in any semigroup without zero. Therefore, a trivial way of separating ∼ c and ∼ o is to consider any semigroup without zero and then adjoin a zero to that semigroup.
Less trivially, we can separate ∼ c and ∼ o in semigroups with proper zero divisors. The next theorem shows that the two notions might be different in such a semigroup in the most extreme way. As said above, a semilattice is a commutative semigroup consisting entirely of idempotents. Theorem 7.2. In a semilattice S that is an anti-chain with 0 and 1, ∼ o is universal, while ∼ c is the identity.
Proof. Observe that P 1 (1) = {1}, P 1 (0) = {0}, and P 1 (x) = {x, 1} for all x ∈ S \ {0, 1}. Therefore, in this semigroup ∼ c is the identity, while ∼ o is the universal relation.
The same result holds for every null semigroup, that is, a semigroup with zero in which the identity xy = 0 is satisfied. Table 7 .1 was produced using GAP's package smallsemi [29] . It contains data illustrating how common the extreme behavior of ∼ c is in monoids with zero divisors. In Table 7 .1, |S| is the order of the semigroup; the column labeled by "# of monoids with 0-divisors" contains the number of monoids of order |S| that have a zero and zero divisors; the column "∼ c is the identity" contains the number of such monoids in which ∼ c is the identity relation; the column "∼ c is 'universal' " contains the number of such monoids in which all nonzero elements form a single conjugacy class.
|S| # of monoids with 0-divisors ∼ c is the identity ∼ c is 'universal '  3  1  1  0  4  7  3  1  5  58  14  7  6  574  115  74  7  8742  3016  972   Table 7 .1: The c-conjugacy in small monoids with zero divisors
For a large proportion of the monoids from Table 7 .1, the c-conjugacy is the identity. Observe that in groups, the conjugacy is the identity if and only if the group is abelian. This is not the case for c-conjugacy in monoids, as the following monoid with proper divisors of zero shows: Every element in this monoid is only c-conjugate to itself, and the monoid is not commutative. This monoid can be retrieved in GAP's smallsemi using the command
SmallSemigroup(5,110);
However, the result analogous to group conjugacy holds for the p-conjugacy. Proof. If S is commutative and if x = uv and y = vu, then obviously x = uv = vu = y, and so ∼ p is the identity relation. Conversely, suppose each element of S is p-conjugate only to itself. For all a, b ∈ S, ab ∼ p ba, and so ab = ba by the assumption.
The corresponding result for Otto's o-conjugacy is as follows.
Theorem 7.4. Let S be a semigroup. Then, ∼ o is the identity relation in S if and only if S is commutative and cancellative.
Proof. We prove first the direct implication. Since x(yx) = (xy)x and (yx)y = y(xy), it follows that xy ∼ o yx in any semigroup. Thus if ∼ o is the identity relation in S, then xy = yx for all x, y ∈ S. If x ∼ o y then there exist g, h ∈ S 1 such that xg = gy and hx = yh. The condition that ∼ o is the identity relation just means that if there exist g, h ∈ S 1 such that xg = gy and hx = yh, then x = y. But in a commutative semigroup 'there exist g, h ∈ S 1 such that xg = gy and hx = yh' is equivalent to 'there exist g, h ∈ S 1 such that xg = yg and xh = yh' which is equivalent to 'there exists g ∈ S 1 such that xg = yg'. Thus statements 'there exist g, h ∈ S 1 such that xg = gy and hx = yh, then x = y' and 'there exists g ∈ S 1 such that xg = yg, then x = y' are equivalent; therefore in a semigroup in which ∼ o is the identity, the semigroup is right cancellative. Left cancellation follows by symmetry and the direct implication is proved.
Conversely, if S is commutative and cancellative, then xz = zy implies xz = yz (by commutativity), and hence x = y (by cancellativity).
In commutative semigroups, the p-conjugacy is the identity, and non-trivial cancellative semigroups cannot have a zero. Thus the following result holds.
Corollary 7.5. Let S be a commutative and cancellative semigroup. Then ∼ p , ∼ o , and ∼ c all coincide, and are equal to the identity relation. The next theorem describes the semigroups in which the p-conjugacy is the universal relation. The description is complete for semigroups with idempotents, and partial for semigroups without idempotents.
Theorem 7.7. Let S be a semigroup.
(1) If S is a rectangular band, then ∼ p is the universal relation.
(2) If ∼ p is the universal relation in S, then S is simple. If, in addition, S contains an idempotent, then S is a rectangular band.
Proof.
(1) Let S = I × Λ be a rectangular band. Given (i, λ), (j, µ) ∈ S we have
Thus any two elements in a rectangular band are p-conjugate.
(2) Let S be a semigroup in which ∼ p is the universal relation. We will show that S is simple. For a ∈ S, S 1 aS 1 is the principal ideal of S generated by a. We want to show that
so we may assume u 2 = a. Then, there exist u 3 , v 3 ∈ S such that a = u 3 v 3 , u 2 = v 3 u 3 , and so
Hence S 1 aS 1 = S, and so S is simple. Now suppose S has an idempotent e. We will show that S satisfies the identity x 3 = x 2 . This is trivial for x = e, so suppose x = e. Since x ∼ p e, there exist u, v ∈ S with x = uv, e = vu. Then xxx = uvuvuv = ueev = uev = uvuv = xx .
Next we show that e (and hence every idempotent) is primitive. Suppose f ∈ S is an idempotent with ef = f e = f . Since S is simple, e = af b for some a, b ∈ S 1 , and so
Thus f bb = (f af b)bb = f af bbb = f af bb = f b , (7.19) using (7.18) twice and the identity x 3 = x 2 . Therefore, f = f af b = f af bb = f b , using (7.18) twice and (7.19) . By a dual argument, we also have af = f . But then e = af b = f b = f , as desired.
We have shown that S satisfies the identity x 3 = x 2 and is a completely simple semigroup, say S = I × G × Λ in Rees form. Let 1 be the identity in the group G. Then for all i ∈ I and λ ∈ Λ,
so 1(p λi 1) 2 = 1p λ,i 1, and hence p λi = 1. It follows that the matrix P associated to our Rees matrix semigroup has 1 in all its entries, and hence S is a rectangular band.
Example 7.8. By Theorem 7.7, if ∼ p is universal in a semigroup S, then S is simple. If S does not have an idempotent, then the converse is not necessarily true. Let X be a countably infinite set. Denote by Γ(X) the semigroup of all injective mappings from X to X. For α ∈ Γ(X), let im(α) denote the image of α. The set S consisting of all α ∈ Γ(X) such that X \ im(α) is infinite is a subsemigroup of Γ(X), called the Baer-Levi semigroup [27, §8.1]. The Baer-Levi semigroup is simple without idempotents [27, Theorem 8.2] . Partition the set X as follows: 
Then (α, β) ∈ ∼ p by [47, Proposition 4] , so ∼ p is not the universal relation.
Open problems
We conclude this paper with some natural questions related to conjugacy and rewriting systems.
As we have noticed in the introduction, the independence between the c-conjugacy and the o-conjugacy is deeply related to the decidability of a monoid having a zero. Hence whether the o-conjugacy problem and the c-conjugacy problem are independent hinges on the answer to the following question.
Problem 8.1. Does there exist a finitely presented monoid M for which it is undecidable if it has a zero, the o-conjugacy problem for M is undecidable, and the c-conjugacy problem for M is decidable?
The word problem is decidable for certain restricted classes of finitely presented monoids, in particular those admitting a finite complete rewriting system. It is then natural to consider this property as a useful tool in proving decidability results. In the class of monoids defined by finite, length-reducing, and confluent rewriting systems, the o-conjugacy problem is decidable [55, Corollary 2.7] . It is also decidable if such monoids have a zero. However, the p-conjugacy problem is undecidable in this class [56 In Section 5, we characterized the c-conjugacy in the symmetric inverse monoid I(X) for a countable set X. Descriptions of the p-conjugacy in this monoid are contained in [36] and [47] .
Problem 8.4. Characterize the relations ∼ c and ∼ p in I(X) for an uncountable set X.
A characterization of the c-conjugacy in the full transformation monoid T (X) on any set X was obtained in [14] . For a finite set X, the p-conjugacy in T (X) was described in [47] . The partition monoid P X on a set X (see [31] and [32] ) has both T (X) and the symmetric inverse monoid I(X) as its submonoids.
Problem 8.5. Characterize the relations ∼ c and ∼ p in P X .
We proved in Section 6 that the p-conjugacy is transitive in the completely regular semigroups and their variants.
Problem 8.6. Find other classes of semigroups in which the p-conjugacy is transitive. Describe inverse semigroups in which the p-conjugacy is transitive. Ultimately, classify the class of semigroups in which ∼ p is transitive.
Recall that in Theorem 4.6 it is proved that in the polycyclic monoid we have ∼ p • ∼ p = ∼ * p . The results in this paper suggest that ∼ c ∩ ∼ p could be a very satisfactory notion of conjugation for semigroups, except that it has the same drawback as ∼ p : lack of transitivity in general. Therefore the following problem turns out to be very natural. In this paper we study conjugation in a class of well-known transformation semigroups, but there are many other transformation semigroups, or endomorphism monoids of some relational algebras that may be considered.
Problem 8.9. For ∼ c , ∼ p and ∼ p ∩ ∼ c , characterise the conjugacy classes and calculate their number, for other transformation semigroups such as, for example, those appearing in the problem list of [13, Section 6] or those appearing in the large list of transformation semigroups included in [33] . Especially interesting would be a characterization of the conjugacy classes in the centralizers of idempotents [10, 11] , or in semigroups whose group of units has an especially rich structure [5, 6, 7, 19] .
The previous results have linear analogous and hence can be extended to the slightly more general setting of independence algebras. Problem 8.10. Characterize ∼ c , ∼ p and ∼ p ∩ ∼ c in the endomorphism monoid of a (finite or infinite dimensional) independence algebra. In [4] a problem on independence algebras is solved using their classification theorem; the same trick can certainly be used to solve the problem proposed here. (For historical notes on how a problem on idempotent generated semigroups [16, 20] led to these algebras, see [8, 9] ; for definitions and basic results, see [1, 2, 3, 17, 21, 25, 34, 35, 37] .)
Similarly interesting would be the characterisation of the conjugacy classes for the endomorphism monoids of free objects [18] or for the endomorphisms of algebras admitting some general notion of independence [21] . Regarding the latter, we propose the problem of calculating the conjugacy classes in the endomorphisms of M C-algebras, M S-algebras, SC-algebras, and SC-ranked algebras [21, Chapter 8] . A first step would be to solve the conjugacy problem for the endomorphism monoid of an SC-ranked free M -act [21, Chapter 9] , and for an SC-ranked free module over an ℵ 1 -Noetherian ring [21, Chapter 10] .
Since all the varieties of bands are known, especially interesting would be the description of the conjugacy classes of the endomorphism monoid of the free objects of each variety of bands (for details and references see [12] ).
To prove the main results of Section 6, it was essential to know that every unary semigroup in V satisfies identity (6.6) (see Proposition 6.6). In the proof of this result, we used the fact that every unary semigroup in V is an epigroup. Problem 8.11. Let (S, ·, −1 ) be a unary semigroup in V. Prove that identity (6.6) holds in S, directly from identities (6.9)-(6.12).
By Corollary 6.9 we know that ∼ p is transitive in every semigroup in V. To complete the picture it would be interesting to know if ∼ p is transitive in every variant of V.
Problem 8.12. Is it true that ∼ p is transitive in the variants of V?
If the previous problem turns out to have a positive answer, then the following will present itself as a natural question too.
Problem 8.13. Is it true that ∼ p is transitive in the variants of W?
We have proved that if a semigroup S has an idempotent, then ∼ p is the universal relation in S if and only if S is a rectangular band. We have also proved that every semigroup in which ∼ p is universal is simple, and that there are simple semigroups without idempotents in which ∼ p is not universal.
Problem 8.14. Describe the simple semigroups without idempotents in which the p-conjugacy is the universal relation.
We know that the o-conjugacy is universal in the semigroups with zero.
Problem 8.15. Describe the semigroups without zero in which the o-conjugacy (and so the c-conjugacy) is the universal relation.
We will say that a given notion of conjugacy ∼ is partition covering if for every set X and for every partition τ of X, there exists a semigroup S with universe X such that the ∼-conjugacy classes on S induce the same partition as τ . We have used GAP's package smallsemi [29] to check that this is true for all X = {1, . . . , n}, where 1 ≤ n ≤ 6. We will be happy to send the models by e-mail to any interested reader. As smallsemi contains all semigroups up to order 8, the following problem might take a longtime to compute, but it is certainly computationally feasible. Problem 8.17. Is it true that the c-conjugacy [o-conjugacy, p-conjugacy] is a partition-covering relation for all sets of size at most 8?
