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Abstract
In this paper we study a periodic allocation problem which is a generalization of the dynamic
storage allocation problem to the case in which the arrival and departure time of each item is
periodically repeated. These problems are equivalent to the interval coloring problem on weighted
graphs in which each feasible solution corresponds to an acyclic orientation, and the solution
value is equal to the length of the longest weighted path of the oriented graph. Optimal solutions
correspond to acyclic orientations having the length of longest weighted path as small as possible.
We prove that for the interval coloring problem on a class of circular arc graphs, and hence
for a periodic allocation problem, there exists an approximation algorithm that 4nds a feasible
solution whose value is at most two times the optimal. ? 2001 Elsevier Science B.V. All rights
reserved.
Keywords: Periodic allocation; Multiprocessor task scheduling; Interval coloring; Circular arc
graphs; Helly property; Clique partition; Approximation result
1. Introduction
In the dynamic storage allocation problem [2] it is given a set J of n items to be
stored and, for each item j ∈ J , an arrival time r(j) ∈ Z+0 , a departure time d(j) ∈ Z+,
and a size s(j) ∈ Z+ are known. Let T (j) = [r(j); d(j)) be the time interval in which
item j has to be stored; two items i, j are in con@ict if the corresponding time intervals
intersect, i.e. T (i) ∩ T (j) = ∅. Let  : J → {1; 2; : : : ; D} be a function, such that, for
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every j ∈ J , the allocated storage interval is I(j)= [(j); (j)+1; : : : ; (j)+ s(j)− 1]
of width s(j). A feasible storage allocation for J is a function , such that, for all
j ∈ J , I(j) is contained in [1; : : : ; D], and for all couple of items i; j ∈ J in con@ict,
I(i) ∩ I(j) must be empty. The objective of the problem is to allocate all the items
minimizing the storage size D.
Any problem instance of the dynamic storage allocation problem can be represented
by the (weighted) intersection graph of the item time intervals, that is a weighted
interval graph G = (V; E), where V ≡ J , with weight w(j) = s(j) for each j ∈ V , and
with (i; j) ∈ E if and only if T (i) ∩ T (j) = ∅.
The dynamic storage allocation problem is known to be NP-hard in the strong
sense [8]. An approximation result for this problem, with performance ratio 80, has
been given by Kierstead [14], then improved by the same author to 6 [15]. Recently,
a performance ratio of 5 has been achieved by Gergov [11].
The periodic allocation problem is a generalization of the dynamic storage allocation
problem to the case in which the arrival and departure times of each item are peri-
odically repeated. Formally, there is a period ¿ r(j), ∀j ∈ J , and each item j ∈ J
must be stored at time intervals Tk(j) = [r(j) + k; d(j) + k), for k = 0; 1; : : :. In this
case, two items i; j ∈ J are said to be in con@ict if there exist two indices h¿1 and
l ∈ {h− 1; h; h+ 1}, such that Th(i) ∩ Tl(j) = ∅.
We can represent the item time intervals as a set {aj | j ∈ J} of |J | arcs on a circle,
with perimeter of length ; hence, any problem instance of the periodic allocation
problem can be represented by the (weighted) intersection graph of these arcs, that is
a weighted circular arc graph G = (V; E), where V ≡ J , with weight w(j) = s(j) for
each j ∈ V , and (i; j) ∈ E if and only if the arcs ai; aj intersect. Notice that circular
arc graphs are a generalization of interval graphs.
At the best of our knowledge the periodic allocation problem has never been studied
before, and no approximation results are known.
In this paper we study the periodic allocation problem represented by a class of
circular arc graphs: the Helly proper circular arc graphs. Structural properties of circular
arc graphs have been studied by Tucker [18] and Gavril [10]. For characterization and
algorithms the reader can see [13]. These graphs are not perfect, but the maximum
weighted clique can be found in polynomial time [10] (linear time if a representation
in terms of ordered arcs is given). A Helly proper circular arc graph G is a circular arc
graph for which there exist two (not necessarily distinct) circular arc representations
where no arc properly contains another, and the Helly property is satis4ed, respectively.
Note that the Helly property is a natural property of a circular arc representation,
and it can be expected that its imposition does not constitute a strong restriction for
realistic problem instances; in particular, we show that if each arc of the circular arc
representation, on a circle of perimeter , has length at most =3, the representation
satis4es the Helly property. Moreover, the requirement that each arc of a circular arc
representation does not contain another arc may be considered a genuine restriction.
The problem studied in this paper is NP-hard also in the particular case in which
there is only one period, and no item time interval properly contains another one [3,4].
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One of the applications of the periodic allocation problem is a generalization of
the register allocation problem, mentioned by Garey et al. [9] as application for the
coloring problem of circular arc graphs. Consider a loop in a computer program, and
regard the @ow control around the loop as being described by a circle. In the register
allocation problem exactly one of a set of memory registers has to be allocated to a
variable within the loop for its lifetime, and the objective is to minimize the size of
the total allocated memory. The generalization of this problem to the case in which
to a variable of size s(j), let us say an array, are allocated exactly s(j) consecutive
registers, or memory locations, is an application of the periodic allocation problem.
Another application from the computer 4eld is the following one. Consider a set
of tasks to be processed periodically at given time intervals by a shared memory
multiprocessor system. In order to be executed, each task requires a set of consecutive
memory locations. The objective is to minimize the total shared memory usage. In
particular, in the case in which task time intervals are no longer than one-third of the
time period, and no one properly contains another one, the results of this paper can be
applied.
The periodic allocation problem can be regarded as an optimization problem on
weighted circular arc graphs: the interval coloring problem. An interval coloring of
a weighted graph G = (V; E) maps each vertex j ∈ V onto an interval I(j) of the
real line of width w(j), such that adjacent vertices are mapped to disjoint intervals.
Let |⋃j∈J I(j)| be the number of hues of the coloring. The interval coloring problem
on G consists in 4nding an interval coloring with minimum number of hues (interval
chromatic number of G) needed to color the vertices of G [13]. Therefore, each feasible
solution of a periodic allocation problem instance corresponds to an interval coloring
of the weighted circular arc graph representing the given instance, and vice versa;
moreover, the storage size D is equal to number of hues of the coloring. Hence, the
periodic allocation problem is equivalent to the interval coloring problem of a weighted
circular arc graph.
In this paper, we provide an approximation algorithm for the interval coloring prob-
lem of Helly proper circular arc graphs, and hence for a periodic allocation problem,
that 4nds a feasible solution whose value is at most two times the optimal, regardless
of the vertex weight (i.e., item size for the allocation problem) function.
The examined graph model also extends the results by Dell’Olmo et al. [5] where the
application to a scheduling problem was considered. In that case a particular class of
Helly proper circular arc graphs (odd-length cycles) is considered for representing the
con@icts (non-simultaneous processing) of a set of non-preemptive duo-processor tasks
(i.e. tasks requiring the simultaneous allocation of two prespeci4ed processors). While
in previous mentioned applications the objective is minimizing the resource (memory)
usage, in this problem the objective is to minimize the time required to execute all
the tasks, that is minimizing the length of the schedule. Optimal solutions of the
scheduling problem correspond to optimal interval colorings of odd-length cycles. A
proof of NP-hardness of the problem, and an approximation result which tends to 32
as the length of the cycles goes to in4nity were given. The results presented in this
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work can be seen also as a generalization of that model, where the processors are
arranged in a ring and each task requires the simultaneous usage of a 4xed number k
of consecutive set of processors out of the set of m processors. By varying both m and
k, with k6m=3, one can obtain a set of Helly proper circular arc graphs for which
the theorems given in this paper can be applied. The approximation result which we
give for the Helly proper circular arc graphs is 2, which is worse than the bound given
in [5]; however not only the graph class considered here is much more general, but
it should be recalled that the performance ratio of our solutions holds for any weight
function, that is the algorithm can be applied also (or especially) when task durations
are dynamic random variables or are completely unknown.
Associated with any interval coloring of a weighted graph G=(V; E) there exists an
acyclic orientation A of G, which is obtained by directing an edge toward the vertex
whose coloring interval is to the right of the other, on the real line, that is, (x → y) ∈ A
if and only if I(x) precedes I(y), for all (x; y) ∈ E. The number of hues of the coloring
is equal to the length l(A) of the longest weighted (oriented) path A in the oriented
graph H = (V; A); the interval chromatic number is equal to the minimum of l(A)
between all the possible acyclic orientations [13].
Therefore, optimal interval colorings of a graph correspond to its acyclic orientations
having the length of the longest weighted path as small as possible; we call these
orientations optimal. Any clique of the graph, once oriented, produces a path of length
equal to the weight of the clique, therefore the weight of the maximum weighted clique
is a valid lower bound on the optimal solution value. If G is a comparability graph,
then it admits a transitive orientation that can be found in polynomial time [13], in
which, by transitivity, each path is contained in a maximal clique of G, hence any such
orientation is optimal. In all other cases, even for perfect graphs, any acyclic orientation
has a path that is contained in more than one maximal clique, and 4nding the optimal
orientation is in general a stronglyNP-hard problem [6]. For some graph classes, one
can attempt to obtain in polynomial time paths whose length can be limited. This could
be achieved, for example, by providing an orientation for which one can guarantee that
any path is contained in a limited number k of maximal cliques. Therefore, the value
of this orientation (i.e. the length of the longest weighted path) would be at most k
times the optimum, for any vertex weight function.
The main contributions of our work are as follows. We start by considering a Helly
proper circular arc graph G and prove that the induced subgraph obtained by removing
the vertices of one of its maximal cliques Q, called cut-clique, is a proper interval
graph GPI. Relying on this property, we show how to partition the vertex set of a
Helly proper circular arc graph into cliques, in order to orient the graph such that each
path in the oriented graph is contained in a limited number of maximal cliques, in
particular in two maximal cliques. Such an orientation is obtained in two phases.
First, we give an orientation to the proper interval graph GPI obtained by removing
from the Helly proper circular arc graph G the cut-clique Q. In particular, we partition
the vertex set of a proper interval graph GPI into the cliques V1; : : : ; Vp, in order to
orient the graph GPI such that each path is contained in at most two maximal cliques
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of GPI. The problem of partitioning the vertex set of a proper interval graph has been
studied in [3,4]; however, in this paper the partition algorithm is quite diLerent with
respect to these previous works because the partition elements have to satisfy additional
properties with respect to the cut-clique Q, which are exploited in partitioning the whole
graph G.
Secondly, we consider the whole Helly proper circular arc graph G, and we an-
alyze the adjacency properties between the cut-clique Q and the partition elements
V1; : : : ; Vp. We prove that Q is adjacent only to a subset of partition elements, and
then, that it is possible to orient the remaining edges of the Helly proper circu-
lar arc graph G such that each path is contained in at most two maximal cliques
of G. This latter result allows us to state that there exists a two approximation al-
gorithm for the interval coloring problem on Helly proper circular arc
graphs.
The paper is organized as follows. Section 2 provides the de4nitions and properties
used throughout the paper. In Section 3 we study how to partition the vertex set of
a Helly proper circular arc graph. In Section 4 we analyze the adjacency property of
these partition elements. Finally, in Section 5 we show how to orient a Helly proper
circular arc graph G, such that each path in the oriented graph is contained in at most
two maximal cliques of G.
2. Basic denitions and properties
A graph is a pair G=(V; E), where V is a 4nite set of n=|V | elements called vertices,
and E⊆{(x; y) ∈ V × V | x = y} is a set of m = |E| unordered vertex pairs called
edges. For two distinct vertices x; y we say that x is adjacent to y (or equivalently, y
is adjacent to x) if (x; y) ∈ E; otherwise, they are said to be independent.
Given G = (V; E) and a subset X ⊆V , the graph G(X ) = (X; E(X )) is the subgraph
of G induced by X if E(X ) = {(x; y) ∈ E | x; y ∈ X }.
If we orient an existing edge (x; y) of G=(V; E) from x to y, we write (x → y). If
all edges in E are oriented, they are called arcs, and the resulting graph is called an
oriented (directed) graph.
A path of length k in an undirected graph G=(V; E) (a directed graph H=(V; A)) is
a sequence of distinct k vertices (x1; x2; : : : ; xk) of V , such that (x1; x2); : : : ; (xk−1; xk) ∈
E((x1 → x2); : : : ; (xk−1 → xk) ∈ A).
An orientation of a graph G = (V; E) is the set of arcs A (or, generally speaking,
the oriented graph H = (V; A)) such that |A| = |E|, and for each (x; y) ∈ E either
(x → y) ∈ A, or (y → x) ∈ A. An orientation H = (V; A) of G = (V; E) is acyclic if
there is no path (x1; x2; : : : ; xk) in H such that x1 ≡ xk .
An orientation H=(V; A) of G=(V; E) is transitive if for each (x → y); (y → z) ∈ A
then (x → z) ∈ A; hence, a transitive orientation is also acyclic. A graph G = (V; E)
which is transitive orientable is called a comparability graph. Comparability graphs
can be recognized and transitively oriented in polynomial time [13].
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A set V ′⊆V of vertices is a clique of G if the subgraph G(V ′) of G induced by V ′
is a complete graph. A maximal clique of G is a clique not properly contained in any
other clique of G. A maximum clique of G is a (maximal) clique with largest number
of vertices among all cliques.
The intersection graph of a 4nite family of non-empty sets is a graph where each
vertex represents a set, and two vertices are joined by an edge if and only if the
corresponding sets have a non-empty intersection.
A graph G is an interval graph if G is the intersection graph of a 4nite collection of
intervals of the real line; this collection is an interval representation of G. An interval
graph G is a proper interval graph if there exists an interval representation such that
no interval properly contains another one.
A graph G is a circular arc graph if G is the intersection graph of a 4nite collection
of arcs on a circle; this collection is a circular arc representation of G. It is known
that any interval graph is a circular arc graph [13].
A family {Xi}i∈I of subsets of a set X is said to satisfy the Helly property if J ⊆ I
and Xi ∩ Xj = ∅, for all i; j ∈ J , implies that
⋂
j∈J Xj = ∅.
A circular arc graph G is a Helly circular arc graph if there exists a circular arc
representation for G which satis4es the Helly property. For example, the Helly property
is satis4ed by a special family of arcs, as shown next.
Claim 1. Given a family A= {A1; : : : ; An} of n arcs; with length l(Ai); on a circle of
perimeter ; if l(Ai)6 3 ; ∀i = 1; : : : ; n; then A satis=es the Helly property.
Proof. Let us prove the claim by induction. For k = 2 mutually intersecting arcs ob-
viously there exists at least a point on the circle intersecting both these arcs. Let us
suppose that this is true for a set {Ai1 ; : : : ; Aik} of k¿2 mutually intersecting arcs, that
is
⋂
j=1; :::; k Aij is not empty. Under this hypothesis, being the length of each arc at
most equal to 3 , the length of the arc S =
⋃
j=1; :::; k Aij is less than 2=3. Now, given
another arc Aik+1 intersecting each Aij , for j = 1; : : : ; k, let us show that there exists
a point r on the circle intersecting all of these k + 1 arcs. By contradiction, let us
suppose that there is no point r ∈ ⋂j=1; :::; k Aij , belonging to arc Aik+1 . This implies that
the arc S =
⋃
j=1; :::; k Aij can be subdivided in three disjoint arcs S1; S2; S3, in clockwise
order, where S2 =
⋂
j=1; :::; k Aij , such that Aik+1 ∩ S2 is empty, and there exists an arc Aih
not contained in S3 and an arc Ail not contained in S1, with h; l ∈ {1; : : : ; k}. Since
Aik+1 intersects all the arcs in {Ai1 ; : : : ; Aik}, in particular Aik+1 intersects both Aih and




A circular arc graph G is a proper circular arc graph if there exists a circular arc
representation for G such that no arc properly contains another arc.
A circular arc graph G is a Helly proper circular arc graph if there exists a circular
arc representation for G which satis4es the Helly property, and a circular arc repre-
sentation for G such that no arc properly contains another arc. Note that, these two
representations may be distinct.
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The class of proper circular arc graphs properly contains the class of Helly proper
circular arc graphs [7]; in fact, for example, the K6 without a perfect matching is a
proper circular arc graph, but it is not a Helly proper circular arc graph.
It is known that an interval graph G is a proper interval graph if and only if G is
claw-free [16]. For proper circular arc graphs, we also have that:
Theorem 1. If G is a proper circular arc graph; then G does not contain claws.
Proof. This simply follows from [18, p. 172], since the claw is one of the forbidden
structures of proper circular arc graphs.
Although a proper circular arc graph does not contain claws, a claw-free circular arc
graph does not have to be necessarily a proper circular arc graph (for example, the
complement of HajNos graph [1,7]).
Since Helly proper circular arc graphs are contained in the class of proper circular
arc graphs, it results that a Helly proper circular arc graph is claw-free. We use this
property in Section 4.
For interval graphs it is known that:
Theorem 2 (Gilmore and HoLman [12]). An undirected graph G is an interval graph
if and only if the maximal cliques of G can be linearly ordered such that; for every
vertex x of G; the maximal cliques containing x occur consecutively.
Obviously, this also holds for a proper interval graph. Unfortunately, in general this
result does not hold for proper circular arc graphs. However, a similar result holds
only for Helly circular arc graphs. In fact it is known that:
Theorem 3 (Gavril [10]). An undirected graph G is a Helly circular arc graph if and
only if the maximal cliques of G can be linearly ordered such that; for every vertex
x of G; the maximal cliques containing x occur in a circular consecutive order.
The circular consecutive order property for the maximal cliques obviously also holds
for Helly proper circular arc graphs. Such a property is crucial for deriving the results
presented in this paper.
3. Partitioning Helly proper circular arc graphs
Let us start by showing that, for a given Helly circular arc graph G, the induced
subgraph obtained by removing the vertices of a maximal clique Q of G is an interval
graph; in particular, if G is a Helly proper circular arc graph, then the interval graph
is proper.
Theorem 4. Given a maximal clique Q of a Helly circular arc graph G= (V; E); the
subgraph G(V \Q) is an interval graph.
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Proof. By de4nition, given a Helly circular arc graph G=(V; E), there exists a circular
arc representation on a circle for G which satis4es the Helly property. For each maximal
clique Q of G, there exists an intersection point pQ on the circle belonging to all the
arcs related to vertices of Q, such that no other arc contains pQ otherwise Q is not
maximal. Thus, removing a maximal clique Q of G, that is, removing all the arcs
related to the vertices of Q, we obtain a family of intervals on the real line. Hence,
the graph G(V \ Q) is an interval graph.
Since a Helly proper circular arc graph G is claw-free, it follows that
Corollary 1. Given a maximal clique Q of a Helly proper circular arc graph G =
(V; E); the subgraph G(V \ Q) is a proper interval graph.
Let us call a maximal clique Q of a Helly proper circular arc graph G a cut-clique
of G.
Now, let us give a partition into cliques of the vertex set of the proper interval graph
GPI =G(V \Q). W.l.o.g., let us consider a connected proper interval graph GPI. Given
C= (C1; : : : ; Cq), the list of all the maximal cliques of GPI, linearly ordered according
to Theorem 2, let P= (V1; : : : ; Vp) be a vertex partition of GPI obtained as follows:
• V1 = Cj1 , where j1 = 1;
• Vi = Cji \ Cji−1 , for i = 2; : : : ; p− 1,
where ji =
{
h if Ch+1  ⊃Ch \ Cji−1 ;
h+ 1 otherwise;
with h=maxk¿ji−1 [k : ∃x ∈ (Cji−1 ∩ · · · ∩ Ck)];
• Vp = Cjp \ Cjp−1 , where jp = q.
Let us show that P is a partition of the vertices of GPI.
Lemma 1. Let GPI=(V; E) be an interval graph; and C=(C1; : : : ; Cq) be the list of all
the maximal cliques of GPI; linearly ordered according to Theorem 2. GPI is proper
if and only if; for any vertex x ∈ V contained in k+1 maximal cliques (Ch; : : : ; Ch+k)
of GPI; with k¿2; any vertex y ∈ Cj; with h¡j¡ (h + k); belongs; at least; to Ch
or to Ch+k .
Proof. Given an interval graph GPI = (V; E), let us suppose that GPI is proper. Let
us consider a vertex x and let (Ch; : : : ; Ch+k), with k¿2, be the ordered list of all
the maximal cliques containing it. Let us suppose, by contradiction, that there exists a
vertex y ∈ Ch+t , with 0¡t¡k, such that y ∈ Ch ∪Ch+k . Being Ch; : : : ; Ch+k maximal
cliques, there exists a vertex u ∈ V , such that u ∈ Ch and u ∈ Ch+1, and a vertex
v ∈ V , such that v ∈ Ch+k−1 and v ∈ Ch+k ; note that (u; v) ∈ E, because (by Theorem
2) there is no maximal clique containing both u and v. For the same reason, (u; y) ∈ E
and (y; v) ∈ E, hence GPI contains a claw of vertices x, u, y and v, and this contradicts
the hypothesis that GPI is proper.
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Conversely, let us suppose that GPI is not proper, and then there exists in GPI a claw
of vertices x; u; y; v. Without loss of generality, let x be the vertex adjacent to the other
vertices of the claw, and let (Ch; : : : ; Ch+k) be the ordered list of all the maximal cliques
containing x. As u; y; v are adjacent to x, there are at least three maximal cliques Ch+i,
Ch+t , Ch+k−j, containing x, which contain u; y; v, respectively. Moreover, since {u; y; v}
is a set of mutually independent vertices, without loss of generality we can consider
06i¡ t¡k − j, where j¿0 and k¿2; hence, as all the maximal cliques containing
y are listed consecutively, y ∈ Ch ∪Ch+k which contradicts the theorem statement.
Theorem 5. If GPI = (V; E) is a proper interval graph then P = (V1; : : : ; Vp) is a
partition of V .
Proof. Given C = (C1; : : : ; Cq), by construction it follows that the elements of P are
mutually disjoint. Therefore, we have only to show that P is a covering of V . Let us
suppose that P is not a covering, that is there exists at least a vertex y not covered
by P. In this case, following the procedure used to obtain P, there exists at least
one maximal clique Ct containing y such that ji ¡ t¡ ji+1, and, being y not covered
by P, y ∈ (Cji ∪ Cji+1). By construction of P, given Cji and h = maxk¿ji [k : ∃x ∈
(Cji ∩ · · · ∩ Ck)], we have two cases: (i) Ch+1  ⊃Ch \ Cji ; (ii) otherwise. In the 4rst
case (ji+1 = h), there exists an x ∈ (Cji ∩ : : : ∩ Cji+1), while in the latter (ji+1 = h+ 1)
there exists an x ∈ (Cji ∩ : : : ∩ Cji+1−1) and since, by hypothesis, y ∈ (Cji ∪ Cji+1), by
construction it results in particular that y ∈ (Cji ∪ Cji+1−1). Hence, in both cases, for
Lemma 1 GPI is not proper.
4. Adjacency properties of partition elements
Given a Helly proper circular arc graph G = (V; E) and a maximal clique Qc
called cut-clique, suppose w.l.o.g. Qc is the last clique of the linearly ordered list
Q= (Q1; : : : ; Qc) of maximal cliques of G. In the previous section we showed that the
subgraph G(V \Qc) is a proper interval graph, and its vertex set can be partitioned into
the cliques (V1; : : : ; Vp). Hence, it results that V=(V1; : : : ; Vp; Qc) is a vertex partition
into cliques of all the vertices of G. In the sequel we study the adjacency properties
of the elements of V.
Proposition 1. Given the partition P=(V1; : : : ; Vp) of the proper interval graph G(V \
Qc) = (VPI; EPI); there is no couple of partition elements (Vi; Vi+k); with k¿2; such
that there exist two vertices x ∈ Vi and y ∈ Vi+k ; with (x; y) ∈ EPI.
Proof. Given C= (C1; : : : ; Cq), by construction, for k¿2, it results Vi+k ∩ Cji+k−1 = ∅,
and it is simple to verify that Cji ∩ Cji+k = ∅, hence Cji ∩ Vi+k = ∅. By contradiction,
suppose that there exist two vertices x ∈ Vi and y ∈ Vi+k such that (x; y) ∈ EPI. In
this case, since the maximal cliques containing x occur consecutively, and knowing
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that both Vi+k ∩ Cji+k−1 and Vi+k ∩ Cji are empty, there must be a maximal clique
C- containing both x and y, with ji ¡-¡ji+k−1; but this implies that the maximal
cliques containing y are not consecutively ordered.
Given a proper interval graph GPI, besides the property that the maximal cliques
of GPI can be linearly ordered such that the cliques containing a given vertex occur
consecutively, similarly we can linearly order the vertices of GPI. In fact, it results
that:
Theorem 6 (Roberts [17]). An undirected graph GPI is a proper interval graph if and
only if its vertices can be linearly ordered such that the vertices contained in the
same maximal clique occur consecutively.
In particular, given C = (C1; : : : ; Cq), such a vertex linear order is provided by the
following procedure.
Vertex Ordering Algorithm
For i = 1 to q do
for each x ∈ Ci \ Ci−1, with C0 = ∅, let .(x) =
∑q
j=i |{x} ∩ Cj|,
that is the number of maximal cliques Cj, with j¿i, containing x;
order the vertices of Ci \ Ci−1 according to non decreasing values of .(x).
Let us therefore consider that also the vertices of the proper interval graph GPI are
linearly ordered according to Theorem 6. This implies a linear order of the vertices
contained in the set Vi of the partition P.
According to such a vertex linear order, let vi be the 4rst vertex in Vi; it results
that:
Proposition 2. Given the partition P= (V1; : : : ; Vp) of a proper interval graph GPI =
(VPI; EPI); and considering the =rst vertex vi in Vi; according to the vertex linear
ordering de=ned by Theorem 6; for each vertex ui+1 ∈ Vi+1 it results that (vi; ui+1) ∈
EPI; for all i = 1; : : : ; p− 1.
Proof. By construction of P, it results that ui+1 ∈ Cji , otherwise ui+1 ∈ Vi; moreover,
vi ∈ Cji+1, otherwise Cji is not a maximal clique. Since the list of all the maximal
cliques of GPI is linearly ordered according to Theorem 2, it results that ui+1 ∈ Cji−k ,
for all k¿0, and that vi ∈ Cji+l, for all l¿1. Then, there is no clique in GPI that
contains vi and ui+1, hence (vi; ui+1) ∈ EPI.
Moreover, since by Proposition 1, we know that (vi; vj) ∈ E for j= i+ k, with k¿2,
from Proposition 2 it follows that:
Proposition 3. Let P=(V1; : : : ; Vp) be the partition of a proper interval graph GPI =
(VPI; EPI); and v1; : : : ; vp be the =rst vertices in V1; : : : ; Vp; respectively; with Vi ordered
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according to Theorem 6; for all i=1; : : : ; p. Then; it results that (vi; vj) ∈ EPI; for all
i; j ∈ {1; : : : ; p}; with i = j.
Now, we will show that the vertices of the cut-clique Qc of G can be adjacent only
to a proper subset of the vertices of the proper interval graph GPI = G(V \ Qc).
Given a Helly proper circular arc graph G = (V; E), according to Theorem 3, let
Q = (Q1; : : : ; Qc) be the linearly ordered list of all the maximal cliques of G, such
that for every vertex x of G, the maximal cliques containing x occur in a circular
consecutive order.
Let C = (C1; : : : ; Cq), with Ck = Q′ik ⊆Qik be the linearly ordered list of all
the maximal cliques of the proper interval graph G(V \ Qc) according to Theorem 2;
the list C obviously maintains the property that for every vertex x of G(V \ Qc), the
maximal cliques containing x occur consecutively.
Moreover, let us consider the vertices of the proper interval graph G(V \Qc) being
also linearly ordered according to Theorem 6, and let us apply the partition algorithm
of Section 4 to G(V \Qc); let P=(V1; : : : ; Vp) be the partition of the vertex set V \Qc.
Proposition 4. Given the Helly proper circular arc graph G=(V; E); and the partition
P= (V1; : : : ; Vp); with p¿4; of the proper interval graph G(V \Qc); for each couple
of vertices y; u2 belonging to Qc; V2; respectively; it results (y; u2) ∈ E.
Proof. Let Q = (Q1; : : : ; Qc) be the linearly ordered list of all the maximal cliques of
G, such that for every vertex x of G, the maximal cliques containing x occur in a
circular consecutive order.
Let us suppose, by contradiction, that there exists a couple of vertices y; u2 belonging
to Qc; V2, respectively, for which it results (y; u2) ∈ E. Since u2 ∈ Qc, there exists a
clique Qh = Qc such that {y; u2}⊆Qh. Considering the ordered list C = (C1; : : : ; Cq)
of all the maximal cliques of G(V \ Qc), let Qi1 ; : : : ; Qiq be the maximal cliques of
G, containing C1; : : : ; Cq, respectively. Being u2 ∈ Cj1 = C1, and since u2 ∈ Qc, we
have that u2 ∈ Qi1 , and then i1¡h. By construction of the partition P =(V1; : : : ; Vp),
u2 ∈ Cjp−1+l, with l¿1; moreover, since u2 ∈ Qc, the previous fact implies that
u2 ∈ Qijp−1+l , and then h¡ ijp−1+1. Therefore, we have that 16i1¡h¡ijp−1+1¡c.
We have two cases: either there exists an index k, with h¡k ¡c, such that y ∈ Qk ,
or for each index k, with h6k6c, y ∈ Qk . In both cases, we will show that there
must exist a claw in G, contradicting, by Theorem 1, the hypothesis that G is a proper
circular arc graph.
In the 4rst case, for the circular consecutive property of the clique list Q, for all index
s, with 16s6h it results y ∈ Qs, hence, in particular, y ∈ Qi1 ; since V1⊆Cj1 ⊆Qi1 ,
by considering the 4rst vertex v1 of V1, we have that (v1; y) ∈ E. Moreover, since,
by hypothesis, (u2; y) ∈ E, for the linear ordering of the vertices of G(V \ Qc), there
exists a clique Cj2 ⊆Qij2 of G(V \Qc) containing the 4rst vertex v2 of V2 with ij26h,
and hence (v2; y) ∈ E. Furthermore, there exists a vertex z ∈ Qc such that (v1; z) ∈
E, otherwise Qc is not maximal. Since, by Proposition 3, (v1; v2) ∈ E, the vertices
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{y; z; v1; v2} do not induce a claw in G only if (v2; z) ∈ E. But if (v2; z) ∈ E, and
knowing that (v1; z) ∈ E, for the circular consecutive property of the clique list Q there
must be two cliques containing {vp−1; z}; {vp; z}, respectively, with vp−1; vp being the
4rst vertices in Vp−1; Vp, respectively; that is, both (vp−1; z) and (vp; z) belong to
E, but in this case, since by Proposition 3 v2; vp−1; vp are mutually independent, the
vertices {z; v2; vp−1; vp} induce a claw in G.
In the latter case (i.e., for each index k, with h6k6c, y ∈ Qk), we have that y ∈
Qijp−1+1 and (vp; y) ∈ E. First, let us show that also (vp−1; y) ∈ E. By contradiction let
us suppose that this is not true. This implies that y ∈ Qijp−1 , that is ijp−1 ¡h6k6c. For
the circular consecutive properties of the cliques of G, u2 ∈ Qijp−1 , hence (u2; vp−1) ∈
E, where, by Proposition 3, u2 has to be distinct from the 4rst vertex v2 of V2. Since
(u2; v2) ∈ E and, by Proposition 3, (v2; vp−1) ∈ E, the vertices {u2; v2; vp−1; y} do
not induce a claw in G only if (v2; y) ∈ E. Therefore, for the circular consecutive
property of the cliques of G, there must be a clique containing {v1; y}, with v1 being
the 4rst vertex in V1. Since (y; vp) ∈ E and, by Proposition 3, v1; v2; vp are mutually
independent, the vertices {y; v1; v2; vp} induce a claw in G contradicting the hypothesis
on G.
Hence, let us consider that (vp−1; y) ∈ E. Furthermore, there exists a vertex w ∈
Qc such that (vp; w) ∈ E, otherwise Qc is not maximal. Since, by Proposition 3,
(vp; vp−1) ∈E, the vertices {y; w; vp; vp−1} do not induce a claw in G only if (vp−1; w)∈
E. But if (vp−1; w) ∈ E, and knowing that (vp; w) ∈ E, for the circular consecutive
property of the clique list Q there must be two cliques containing {v1; w}; {v2; w},
respectively; that is, both (v1; w) and (v2; w) belong to E, but in this case the vertices
{w; v1; v2; vp−1} induce a claw in G.
In a similar way, it is possible to prove that:
Proposition 5. Given the Helly proper circular arc graph G=(V; E); and the partition
P= (V1; : : : ; Vp); with p¿4; of the proper interval graph G(V \Qc); for each couple
of vertices y; up−2 belonging to Qc; Vp−2; respectively; it results (y; up−2) ∈ E.
From the previous two propositions and from Theorem 3 it follows that:
Theorem 7. Given the Helly proper circular arc graph G = (V; E); and the partition
P=(V1; : : : ; Vp); with p¿4; of the proper interval graph G(V \Qc); for each couple of
vertices y; ui belonging to Qc; Vi; respectively; with 1¡i¡p−1; it results (y; ui) ∈ E.
Now, let us prove the following results.
Proposition 6. Given the Helly proper circular arc graph G=(V; E); and the partition
P=(V1; : : : ; Vp); with p¿4; of the proper interval graph G(V \Qc); if there exists a
couple of vertices y; up−1 belonging to Qc; Vp−1; respectively; such that (y; up−1) ∈ E;
then Vp ∪ {y} is a clique of G.
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Proof. Let Q=(Q1; : : : ; Qc) be the linearly ordered list of all the maximal cliques of G,
such that for every vertex x of G, the maximal cliques containing x occur in a circular
consecutive order, and let P =(V1; : : : ; Vp) be the vertex partition of the proper interval
graph G(V \ Qc), where we know that Vk ⊆Qik .
Let us suppose that there exists a couple of vertices y; up−1 belonging to Qc; Vp−1,
respectively, such that (y; up−1) ∈ E, that is, there exists a maximal clique Qh, with
ip−16h6ip ¡c, such that {y; up−1} ∈ Qh.
By contradiction, let us suppose that there exists a vertex up ∈ Vp such that (y; up) ∈
E, that is, y ∈ Qip , and hence with h¡ ip. Therefore, from Theorem 3, being y ∈
Qc, it results that y ∈ Qj, for each j with 16j6h; but this is not possible for
Theorem 7.
Let us de4ne Q′c⊆Qc as set of vertices of Qc that are adjacent to at least a vertex
of Vp−1, and let Q′′c = Qc \ Q′c. From Proposition 6 it results that:
Corollary 2. The set Vp ∪ Q′c; with p¿4; is a clique of G.
Proposition 7. Given a Helly proper circular arc graph G= (V; E); and the partition
P = (V1; : : : ; Vp); with p¿3; of the proper interval graph G(V \ Qc); the subgraph
G(Qc ∪ V1) is also a proper interval graph.
Proof. By construction of P, it results that V2∪V3 contains a maximal clique Q of G,
and, by Corollary 1, G(V \Q) is a proper interval graph. Knowing that if we remove
a vertex x from a proper interval graph GPI = (U;D) the subgraph G(U \ {x}) is also
a proper interval graph, it results that G(Qc ∪ V1) is a proper interval graph.
From the previous proposition it follows that:
Corollary 3. Given a Helly proper circular arc graph G = (V; E); and the partition
P = (V1; : : : ; Vp); with p¿3; of the proper interval graph G(V \ Qc); the subgraphs
G(Q′c ∪ V1) and G(Q′′c ∪ V1) are also proper interval graphs.
5. The approximation result
As mentioned in the introduction, we achieve the approximation result by 4nding an
acyclic orientation of a Helly proper circular arc graph G such that each path in the
oriented graph is contained in at most two maximal cliques of G. Given a Helly proper
circular arc graph G, let Qc be a maximal clique of G. Let us consider P=(V1; : : : ; Vp)
be the vertex partition of the proper interval graph G(V \Qc) according to the partition
algorithm given in Section 3. Moreover, let us recall that Q′c⊆Qc is the set of vertices
of Qc that are adjacent to at least a vertex of Vp−1, and that Q′′c = Qc \ Q′c.
In this section, we start by showing how to orient the proper interval graph G(V \Qc).
Successively, we will show how to orient the remaining edges of G, after proving some
additional properties for the whole graph G.
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Fig. 1. The orientation of G in the case of p¿4 and even.
Fig. 2. The orientation of G in the case of p¿4 and odd.
Let us show how we can obtain an acyclic orientation of G(V \ Qc), by using the
vertex partition P=(V1; : : : ; Vp) into cliques. Let the odd cliques and the even cliques
be the cliques in P with odd and even indices, respectively. Proposition 1 states that
for two vertices ui; uj belonging to diLerent partition sets Vi; Vj there can be an edge
(ui; uj) only if j = i + 1; in particular, this implies that there is no edge between any
vertex of an even (odd) clique and any vertex of another even (odd) clique.
Therefore, we can acyclically orient G(V \ Qc) = GPI = (VPI; EPI) as follows. First,
orient the edges of G(V \Qc) from vertices of odd cliques to vertices of even cliques.
More precisely, orient all the edges (x; y) ∈ EPI, from x to y, with x belonging to an
odd clique, and y belonging to an even clique (see Figs. 1 and 2). Then, orient the
edges between vertices of the same clique Vi, according to any transitive orientation of
the complete subgraph G(Vi); such an orientation can be simply derived by ordering
G. Confessore et al. / Discrete Applied Mathematics 112 (2001) 53–72 67
the vertices in Vi (e.g., the linear order given to all the vertices of G(V \Qc) according
to Theorem 6).
In this way we have oriented all the edges of G(V \Qc), the orientation so obtained
is acyclic, and each (maximal) path in the oriented graph goes from a vertex of an
odd clique to a vertex of an even clique and exactly contains all the vertices of these
two cliques. Therefore, each path of the oriented graph is contained in at most two
maximal cliques of G(V \ Qc).
In particular, we can do better in the case in which the vertex set of the proper
interval graph can be partitioned into two cliques as proved next.
Proposition 8. Given a proper interval graph GPI = (U1 ∪ U2; D); with U1 and U2
disjoint cliques of GPI; there exists a transitive orientation of GPI in which each edge
(u1; u2) ∈ D; with u1 ∈ U1 and u2 ∈ U2; is oriented from u2 to u1.
Proof. Let W = (W1; : : : ; Wt) be the ordered list of all the maximal cliques of GPI,
and, w.l.o.g, let us suppose that U1⊆W1 and U2⊆Wt . Let us consider the vertices
of U1 ∪U2 linearly ordered according to the Vertex Ordering Algorithm of Section 4.
After orienting each edge (u1; u2) ∈ D, with u1 ∈ U1 and u2 ∈ U2, from u2 to u1, let
us orient the remaining edges between each couple of vertices ui1 , uj1 of U1 (ui2 , uj2
of U2) from ui1 to uj1 (from ui2 to uj2 ) if ui1 precedes uj1 (ui2 precedes uj2 ) in the
vertex linear order.
Let us show that this orientation is transitive; this can be proved showing that for
each oriented path of three vertices (x; y; z), it results (x; z) ∈ E, with (x → z). This is
obviously true if all x; y; z belong to the clique U1(U2). Let us therefore consider the
case in which x; y; z do not belong to the same clique U1(U2); in this case, it results
that x ∈ U2 and y; z ∈ U1 (x; y ∈ U2 and z ∈ U1). According to the vertex linear order,
we know that each vertex of U1 precedes each vertex of U2; moreover, on the basis of
the choices for edge orientation, the oriented path (x; y; z) derives from the fact that y
precedes z (x precedes y), while both y and z precede x (z precedes x and y). Since
(x; y) ∈ E((y; z) ∈ E), there exists a clique X containing both x and y (y and z);
moreover, if the vertices are linearly ordered in such a way that the vertices of each
clique occur consecutively, it results that also z (x) belongs to X , hence (x; z) ∈ E.
Finally, since x ∈ U2 and z ∈ U1, it results (x → z).
Let us now study the properties of the whole Helly proper circular arc graph G, in
order to orient the remaining edges of G. The analysis is related to the size p of the
partition P=(V1; : : : ; Vp) of G(V \Qc); in particular, we 4rst analyze the general case
in which p¿4, and then the special cases for p= 1; 2; 3.
Let us start with the general case p¿4.
By de4nition of Q′c and Q
′′
c , and by Theorem 7, there can be edges only between
vertices of Q′c and vertices of V1; Vp−1; Vp; Q
′′
c , and between vertices of Q
′′
c and vertices
of V1; Vp; Q′c (see Figs. 1 and 2).
Let us consider the following two cases: (i) p is even; (ii) p is odd.
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In the 4rst case (p even), let us orient the remaining edges in the following way
(see Fig. 1): from vertices of V1 to vertices of Q′c and Q
′′
c ; from vertices of Q
′′
c
to vertices of Vp and Q′c; from vertices of Q
′
c to vertices of Vp; 4nally, from ver-
tices of Vp−1 to vertices of Q′c. Moreover, let us orient the edges between ver-
tices of the same clique Q′c, according to any transitive orientation of the complete
subgraph G(Q′c).
Finally, since by Corollary 3, G(Q′′c ∪ V1) is a proper interval graph, Proposition 8
states that there exists a transitive orientation of G(Q′′c ∪V1) in which all edges between
couples of vertices belonging to V1 and Q′′c , respectively, are oriented from vertices of
V1 to vertices of Q′′c ; in particular, such an orientation can be obtained by orienting
the edges between vertices of the clique V1 and between vertices of the clique Q′′c ,
respectively, as described in the proof of Proposition 8.
In the latter case (p odd), let us orient the remaining edges in the following way (see
Fig. 2): from vertices of V1 to vertices of Q′c and Q
′′
c ; from vertices of Q
′
c to vertices




c . Moreover, let
us orient the edges between vertices of the same clique Q′′c , according to any transitive
orientation of the complete subgraph G(Q′′c ).
Finally, since by Corollary 3, G(Q′c ∪ V1) is a proper interval graph, Proposition 8
states that there exists a transitive orientation of G(Q′c∪V1) in which all edges between
couples of vertices belonging to V1 and Q′c, respectively, are oriented from vertices of
V1 to vertices of Q′c; again, such an orientation can be obtained by orienting the edges
between vertices of the clique V1 and between vertices of the clique Q′c, respectively,
as described in the proof of Proposition 8.
Since, by Corollary 2, Vp ∪Q′c is a clique, and, by Proposition 8, G(Q′′c ∪V1) in the
case of p even (G(Q′c∪V1) in the case of p odd) is transitive orientable, it results that,
for p¿4, the orientation of G above described is acyclic, and each path is contained
in at most two maximal cliques.
To complete the description of the acyclic orientation of G, let us consider the
special cases p= 1; 2; 3.
The orientation of G in the case p=1 is trivial since the vertices of G are partitioned
into two cliques V1; Qc. Therefore, orienting the edges between vertices of V1 and
vertices of Qc from vertices of V1 to vertices of Qc, and orienting the edges of G(V1)
and G(Qc), respectively, in any transitive way, we obtain an acyclic orientation of G
in which each path is contained in at most two maximal cliques.
In the case p = 2, the vertices of G are partitioned into cliques V1; V2; Qc. By
Proposition 8, the proper interval graph G(V \Qc)=G(V1 ∪V2) is transitive orientable
with edges between vertices of V2 and vertices of V1 oriented from vertices of V2 to
vertices of V1, and orienting the edges between vertices of the clique V1 and between
vertices of the clique V2, respectively, as described in the proof of Proposition 8.
Finally, orienting the edges between vertices of V1∪V2 and vertices of Qc from vertices
of V1 ∪ V2 to vertices of Qc, and orienting G(Qc) in any transitive way, we obtain
an acyclic orientation of G in which each path is contained in at most two maximal
cliques.
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For the last special case p= 3 we need to consider some additional properties. We
recall that in this case the vertices of G are partitioned into cliques V1; V2; V3; Qc, and
let v1; v2; v3 be the 4rst vertices in V1; V2; V3, respectively. Let again Q′c be the subset
of Qc containing all the vertices adjacent to vertices of Vp−1 ≡ V2, and Q′′c =Qc \Q′c.
Proposition 9. Given the Helly proper circular arc graph G=(V; E); and the partition
P=(V1; V2; V3); of the proper interval graph G(V \Qc); if there exists a vertex y ∈ Q′c;
such that V3∪{y} is not a clique of G; then V1∪{y} is a clique; and the edge (y; v2)
belongs to E.
Proof. Let Q = (Q1; : : : ; Qc) be the linearly ordered list of all the maximal cliques of
G, such that for every vertex x of G, the maximal cliques containing x occur in a
circular consecutive order, and let P =(V1; V2; V3) be the vertex partition of the proper
interval graph G(V \Qc), where we know that Vk ⊆Qijk , being Qijk the maximal clique
of G containing the maximal clique Cjk of G(V \ Qc).
Let y be a vertex as in the statement of the proposition; by hypothesis, there exists
a vertex u2 ∈ V2 such that (y; u2) ∈ E, that is, there exists a maximal clique Qh, with
1¡ij26h6ij3 ¡c, such that {y; u2} ∈ Qh.
Moreover, by hypothesis, there exists a vertex u3 ∈ V3 such that (y; u3) ∈ E; this
implies that y ∈ Qij3 , and hence h¡ ij3 ¡c. Therefore by Theorem 3, being y ∈ Qc,
it results that y ∈ Ql, for each l with 16l6h; that is, in particular, y ∈ Q1 ≡ Qij1 ,
and y ∈ Qij2 ; hence, V1 ∪ {y} is a clique, and (y; v2) ∈ E.
Proposition 10. Given the Helly proper circular arc graph G=(V; E); and the partition
P=(V1; V2; V3); of the proper interval graph G(V \Qc); if there exists a vertex y ∈ Q′c;
such that V3 ∪ {y} is not a clique of G; then (y; u3) ∈ E; for all u3 ∈ V3.
Proof. From Proposition 9, we have that both (y; v1); (y; v2) belong to E. Let u3 be
any vertex in V3; by Proposition 1, it results (v1; u3) ∈ E; moreover, by Proposition 3,
(v1; v2) ∈ E, and, by Proposition 2, (v2; u3) ∈ E. Therefore, (y; u3) ∈ E otherwise the
subgraph G({y; v1; v2; u3}) is a claw, and this cannot happen by Theorem 1.







c, such that X1 = V1 ∪ OQ
′
c and X3 = V3 ∪ OOQ′c are cliques.
Moreover, by Proposition 10, there is no edge between vertices of V3 and vertices
of OQ
′
c. Therefore, the possible edges between vertices of diLerent partition elements
are shown in Fig. 3.
Let us orient such edges as follows (see Fig. 3): from vertices of V1; V3; Q′c to
vertices of V2; Q′′c ; from vertices of X1; V3 to vertices of
OOQ′c. Moreover, let us orient
the edges between vertices of the same cliques V2; V3; Q′′c , respectively, according to
any transitive orientation. Finally, by Corollary 3, the subgraph G( OOQ′c ∪ X1) is proper
interval; therefore, by Proposition 8, G( OOQ′c ∪ X1) is transitive orientable with edges
between vertices of X1 and vertices of OOQ′c oriented from vertices of X1 to vertices
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Fig. 3. The orientation of G in the case of p = 3.
of OOQ′c, and by orienting the edges between vertices of the clique
OOQ′c and between
vertices of the clique X1, respectively, as described in the proof of Proposition 8.
Since, X3 = V3 ∪ OOQ′c is a clique, and G( OOQ′c ∪ X1) is transitive orientable, it results that
the given orientation of G for the case p= 3 is acyclic and each path is contained in
at most two maximal cliques.
Summarizing, we have that:
Theorem 8. There exists an acyclic orientation of a Helly proper circular arc graph
G in which each path of the oriented graph is contained in at most two maximal
cliques of G.
Since the interval coloring problem on a weighted graph is equivalent to 4nd an
acyclic orientation of the graph having the length of longest weighted path as small as
possible, the latter result allows us to state that there exists a two approximated solution
for the interval coloring problem on Helly proper circular arc graphs; moreover, the
performance ratio of our solution holds for any vertex weight function.
6. Conclusions
In this paper we have studied a periodic allocation problem which is a generalization
of the dynamic storage allocation problem to the case in which the arrival and departure
time of each item is periodically repeated. These problems are equivalent to the interval
coloring problem on weighted graphs in which each feasible solution corresponds to an
acyclic orientation, and the solution value is equal to the length of the longest weighted
path of the oriented graph. Optimal solutions correspond to acyclic orientations having
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the length of longest weighted path as small as possible. For the interval coloring
problem on a class of circular arc graphs, namely the Helly proper circular arc graphs,
and hence for a periodic allocation problem, we provide an approximation algorithm
that 4nds a feasible solution, in terms of graph acyclic orientation, whose value is at
most two times the optimal, regardless of the vertex weight (i.e., item size for the
allocation problem) function.
Although the results require the Helly property to hold, it can be expected that its
imposition does not constitute a strong restriction for realistic problem instances. Even
if this analysis goes beyond the scope of this paper, we show for example that this
property holds for circular arc representations with arc lengths at most equal to one
third of the perimeter of the circle.
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