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Abstract: The classic likelihood ratio test for testing the equality of two covariance
matrices breakdowns due to the singularity of the sample covariance matrices when
the data dimension p is larger than the sample size n. In this paper, we present
a conceptually simple method using random projection to project the data onto
the one-dimensional random subspace so that the conventional methods can be
applied. Both one-sample and two-sample tests for high-dimensional covariance
matrices are studied. Asymptotic results are established and numerical results are
given to compare our method with state-of-the-art methods in the literature.
Key words and phrases: Covariance matrices, High-dimensional, likelihood ratio
test, random projection, subspace, large p small n.
1. Introduction
One-sample and two-sample testing problems for high-dimensional covari-
ance matrices are considered in this paper. In high-dimensional setting, the
conventional methods fail usually due to the singularity of the sample covariance
matrices. Consider one-sample test and let X1, . . . ,Xn follow a p-dimensional
normal distribution Np(0,Σ). We want to test
H10 : Σ = I, (1.1)
where I is a p × p identity matrix. Note that for a given covariance matrix Σ0
we can always test (1.1) based on the transformed data X˜k = Σ
−1/2
0 Xk.
The likelihood ratio test statistic for (1.1) is given by
T1 = n · (tr(S)− log |S| − p), (1.2)
where S =
∑n
k=1XkX
⊺
k/n is the sample covariance matrix and tr(S) denotes
the trace of S. The likelihood ratio test performs poorly when p increases as
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n tends to infinity. It has been shown numerically that the size of the test
based on (1.2) is 100% in the case (p, n) = (300, 500) ([3]). Further, the test
statistic is undefined when p > n due to the singularity of the sample covariance
matrix. Bai et. al. [3] proposed a corrected likelihood ratio test (CLRT) with
a condition p/n → c ∈ (0, 1). They established the asymptotic normality result
for a corrected version of T1 using random matrix theory. Some related works
on CLRT can be found in [11] and [12]. Instead of using the sample covariance
matrix, Chen et. al. [7] proposed an one-sample test based on more accurate
estimators of tr(Σ) and tr(Σ2) with the assumption tr(Σ4) = o(tr2(Σ2)).
In two-sample test, let X1, . . . ,Xn1 follow a p-dimensional normal distri-
bution Np(0,Σ1) and Y1, . . . , Yn2 follow a p-dimensional normal distribution
Np(0,Σ2). We want to test
H20 : Σ1 = Σ2. (1.3)
The likelihood ratio test statistic
T2 = −2 log |S1|
n1/2 · |S2|n2/2
|c1S1 + c2S2|(n1+n2)/2
, (1.4)
where S1 and S2 are the sample covariance matrices of {Xk}n1k=1 and {Yk}n2k=1,
respectively, and cj = nj/(n1 + n2), j = 1, 2, encounters the same problem that
the sample covariance matrices are singular when p > n.
There have been advances in the field of testing high-dimensional covariance
matrices. We recognize three approaches in this field. The limiting distribution of
extreme eigenvalues of the sample covariance matrix is derived in [1] and [2] based
on random matrix theory. Bickel and Levina [5, 6] and Li and Chen [15] derive
consistent and better estimators to the population covariance matrices. The
regularized covariance estimator is proposed by solving a maximum likelihood
estimation problem subject to a constrain on the condition number [22]. There
is the line of work of using random projections for testing two-sample means in
high-dimension [18, 20].
In this paper, we study the random projection method with focus on project-
ing the data onto only one-dimensional subspace. Therefore, any one-dimensional
test can be used on the projected data. Surprisingly, the one-dimensional random
projection turns out to be quite remarkable on certain class of covariance ma-
trices. The foundation of random projection method is the lemma in [13] where
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the distances between projected data points are approximately preserved. The
reason for adopting the method is three folds: (i) conceptually simple, (ii) easy to
program and (iii) efficient in computation. We will illustrate the method based
on some conventional statistics. We want to emphasize that by reducing the
dimension using random projection, we do not require any explicit relationship
between p and n, unless otherwise mentioned.
This rest of the paper is organized in the following way. In Section 2, the
one-sample test is considered. In Section 3, the two-sample test is considered.
Numerical results to compare our method with two other well-known methods
are given in Section 4. Summary and discussion are given in Section 5.
2. One-sample tests
Let X1, . . . ,Xn follow a p-dimensional normal distribution Np(0,Σ). We
want to test
H10 : Σ = I. (2.1)
Given a p× 1 random projection vector R, the projected data is given by
Yk = R
⊺Xk, k = 1, . . . , n, (2.2)
where Yk, conditioned on R, follows N(0, σ
2 = R⊺ΣR). Note that for notational
simplicity the subscript p for one-dimensional normal distribution is suppressed.
Before we continue to develop any tests for the one-dimensional projected data,
we briefly discuss about the choice of the random projection vector R. In practice,
we may use any random projection R⊺ = (r1, . . . , rp) with mean 0 and E(rirj) =
0, i 6= j. A particular choice is the normalized random vector with independent
N(0, 1) entries. The advantage of using such a random projection is three folds:
(i) it is easy to interpret, (ii) the convergence rate is fast and (iii) the random
vector is well studied [8]. The reasoning is as follows. Given a vector R, the
problem is reduced to test if the variance of the projected data, σ2, is equal to 1,
since R⊺IR = 1 under the null hypothesis. Simulations under different choices
of random projection vectors were conducted and the results have indicated that
the convergence rate of the asymptotic normality based on the normalized version
is better than the one based on the non-normalized random vector.
Note that, for computational efficiency, Srivastava, Li and Ruppert [20] also
proposed the use of “one permutation + one random projection”, a variant which
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borrowed the idea from “very sparse random projections” in [16] and “one per-
mutation hashing” in [17].
The danger of using only one projection is that the conclusion may be com-
pletely opposite (low power) for the same data set using different projections.
The following example is unrealistic but clearly illustrates the problem. Let the
covariance matrix be
Σ =


3 2.5 2
2.5 2 1.5
2 1.5 1

 ,
and the projection vector is R⊺ = (0, 0, 1). Rejecting the null hypothesis is
unlikely since σ2 = R⊺ΣR = 1. One solution is to use m random projections as
follows:
1. Sample m independent random vectors, R1, . . . , Rm.
2. For each Ri, i = 1, . . . ,m, compute the projected data Y
i
k , k = 1, . . . , n and
the statistic T in.
3. The maximum value T1,n = max1≤i≤m T in is used as test statistic for (2.1).
In the sequel, we develop the test statistic and the asymptotic properties for
one-sample test. Given the data and the random projection Ri, the conventional
statistic
n∑
k=1
Y ik
2
(2.3)
is used, where Y ik is given in (2.2). The statistic in (2.3) is sufficient and chi-square
distributed with n degrees of freedom. It follows that the standardized statistic
T˜ in =
∑n
k=1 Y
i
k
2−n√
2n
converges in distribution to the standard normal N(0, 1). I.e.,
P (T˜ in < x)− Φ(x) = o(1). (2.4)
However, it is a known fact that the convergence of (2.4) is slow. Hence, here we
apply the square root transformation
T in =
√√√√2 n∑
k=1
Y ik
2 −√2n− 1. (2.5)
The following lemma is a well-known result due to [9].
Tests for High-Dimensional Covariance Matrices Using Random Matrix Projection
Lemma 1. As n→∞,
T in =
√√√√2 n∑
k=1
Y ik
2 −√2n − 1 D→ N(0, 1),
where
D→ denotes the convergence in distribution.
To develop the asymptotic distribution of the test statistic, we need some
quadratic form results. Assume x ∼ N(0,Σ) and A and B to be symmetric
matrices. Then
• E(x⊺Ax) = tr(AΣ). (2.6)
• Cov(x⊺Ax, x⊺Bx) = 2tr(AΣBΣ). (2.7)
Note that equation (2.6) does not require normality.
Lemma 2. Under H10 , for any k ∈ {1, . . . , n} and i 6= j ∈ {1, . . . ,m},
Cov(X⊺kRiR
⊺
iXk,X
⊺
kRjR
⊺
jXk) = 2/p. (2.8)
Proof. It follows from (2.6) and (2.7) that
Cov(Y ik
2
, Y jk
2
) = E(Cov(Y ik
2
, Y jk
2|Ri, Rj)) + Cov(E(Y ik
2|Ri), E(Y jk
2|Rj))
= E(Cov(X⊺kRiR
⊺
iXk,X
⊺
kRjR
⊺
jXk|Ri, Rj))
= 2E(tr(RiR
⊺
iRjR
⊺
j ))
= 2E(E(R⊺jRiR
⊺
iRj)|Ri)
= 2E
(
tr
(
RiR
⊺
i
1
p
I
))
=
2
p
E(R⊺iRi)
=
2
p
.
The proof is completed.
Lemma 3. For i 6= j, T˜ in and T˜ jn are asymptotically independent.
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Proof. It is easy to see that T˜ in and T˜
j
n are asymptotically normally distributed
with standard deviation 1. We now show the covariance between T˜ in and T˜
j
n is 0
as p→∞. It follows from Lemma 2 that
Cov(T˜ in, T˜
j
n) =
1
2n
Cov
(∑
k
X⊺kRiR
⊺
iXk,
∑
k
X⊺kRjR
⊺
jXk
)
=
1
2
Cov(X⊺kRiR
⊺
iXk,X
⊺
kRjR
⊺
jXk)
= 1/p→ 0, as p→∞.
The covariance is independent of n and this completes the proof.
Theorem 1. Under H10 ,
T1,n
D→ max
1≤i≤m
Zi, (2.9)
where Z ′is are independent standard normal.
Proof. Based on multivariate central limit theorem [21], it follows from (2.3) and
(2.5) that we have
(T 1n , . . . , T
m
n )
D→ N(0,ΣT ), (2.10)
where (ΣT )ij = Cov(T
i
n, T
j
n). It follows from Lemma 3 that the covariance ma-
trix is approaching identity matrix as p → ∞. I.e., they are asymptotically
independent. This completes the proof.
Remark 1. To account for finite p, the exact covariance matrix can be obtained
numerically via (5.5.7) in [10].
Remark 2. If we want to test H10 : Σ = I against H
1
a : Σ − I is a pos-
itive (negative) definite matrix, the test statistic max1≤i≤m T in (min1≤i≤m T
i
n)
is a natural choice. For general alternative hypothesis, we may use the modi-
fied test statistic (max1≤i≤m T in,min1≤i≤m T
i
n) and reject the null hypothesis if
max1≤i≤m T in ≥ cmax or min1≤i≤m T in ≤ cmin, where cmax and cmin satisfy
P
(
max
1≤i≤m
T in > cmax or min
1≤i≤m
T in ≤ cmin
)
= α, (2.11)
and can be chosen to be z1−(1−α/2)1/m and −z1−(1−α/2)1/m , respectively, at a given
α level. We denote by zα the upper α × 100 percentile of the standard normal
distribution. The test using (2.11) is referred to as two-sided test, while the test
using max1≤i≤m T in (or min1≤i≤m T
i
n) is referred to as one-sided test.
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2.1 Approximation of covariance between different random projections
Based on Lemma 3, we understand that the covariance between different
random projections tends to 0 as p → ∞. Knowing the convergence rate would
give more insight into our theorems. With additional assumptions given below,
we can approximate the convergence rate of the covariance matrix ΣT using
method of moments.
Assumption 1 Let λi, i = 1, . . . , p, be eigenvalues of
1
n
∑n
k=1XkX
⊺
k . The aver-
age 1p
∑p
i=1 λi of eigenvalues is uniformly integrable.
Assumption 2 Let n→∞ and p→∞ in such a way that pn → y, 0 ≤ y <∞.
It follows from the definition of covariance that
Cov(T in, T
j
n) = 2Cov

( n∑
k=1
Y ik
2
)1/2
,
(
n∑
k=1
Y jk
2
)1/2
= 2Cov

( n∑
k=1
R⊺iXkX
⊺
kRi
)1/2
,
(
n∑
k=1
R⊺jXkX
⊺
kRj
)1/2
= 2
{
E

( n∑
k=1
R⊺iXkX
⊺
kRi
)1/2( n∑
k=1
R⊺jXkX
⊺
kRj
)1/2
− E
(
n∑
k=1
R⊺iXkX
⊺
kRi
)1/2
E
(
n∑
k=1
R⊺jXkX
⊺
kRj
)1/2}
= 2(A −B),
and
A = E

E


(
n∑
k=1
R⊺iXkX
⊺
kRi
)1/2 ∣∣∣∣X

E


(
n∑
k=1
R⊺jXkX
⊺
kRj
)1/2 ∣∣∣∣X



 ,
where X = (X1, . . . ,Xn).
Let Sn =
1
n
∑n
k=1XkX
⊺
k and λi, i = 1, . . . , p, be the eigenvalues of Sn and
k1 =
∑p
i=1 λi and k2 = 2
∑p
i=1 λ
2
i . Using Patnaik’s approximation [10] by match-
ing moments, the moments of quadratic forms can be approximated by the mo-
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ments of a scaled chi-squared distribution:
E

( n∑
k=1
R⊺iXkX
⊺
kRi
)1/2 ∣∣∣∣X

 ≈ E(Y 1/21 ),
where Y1 ∼ a1 · χ2ν1 and a1 = k22k1 , ν1 =
2k2
1
k2
. One can show that
E(Y
1/2
1 ) =
(
k2
k1
)1/2 Γ(k21k2 + 1/2
)
Γ
(
k2
1
k2
) . (2.12)
It follows from [14] that k1/p → 1 and k2/p → 2(1 + y) in probability. By
the asymptotic representation of gamma function, the following ratio of gamma
functions can be approximated by
Γ(a+ 1/2)/Γ(a) =
(
a1/2 − 1
8
a−1/2
)
(1 +O(a−3/2)). (2.13)
Substituting (2.13) into (2.12) and using Assumption 1, we can interchange
the limit and expectation and obtain
A ≈ p− 1 + y
2
+O(p−1/2) and B ≈ p− 1 + y
2
+O(p−1/2). (2.14)
Therefore, Cov(T in, T
j
n) ≈ O(p−1/2).
3. Two-sample tests
Let X1, . . . ,Xn1 follow a p-dimensional normal distribution N(0,Σ1) and
Y1, . . . , Yn2 follow a p-dimensional normal distribution N(0,Σ2). Let S1 and
S2 be the sample covariance matrices calculated from {Xk}n1k=1 and {Yk}n2k=1,
respectively. We want to test
H20 : Σ1 = Σ2. (3.1)
We project the two samples Xk and Yk using normalized Gaussian random
vectors Ri, i = 1, . . . ,m. Thus, given Ri, the projected data X
i
k = R
⊺
iXk ∼
N(0, R⊺iΣ1Ri = σ
2
1) and Y
i
k = R
⊺
i Yk ∼ N(0, R⊺iΣ2Ri = σ22) are one-dimensional.
Given Ri, we are interested in testing the equality of the two variances of the
projected data. In doing so, the conventional statistic
Fi = s
i
1/s
i
2
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is used, where si1 =
1
n1
∑n1
k=1R
⊺
iXkX
⊺
kRi and s
i
2 =
1
n2
∑n2
k=1R
⊺
i YkY
⊺
k Ri are the
sample variances of the projected data {Xik} and {Y ik}, respectively. For each
Ri, we have, under H
2
0 ,
P (Fi < t) = P (s
i
1/s
i
2 ≤ t) = P
(∑
Xik
2
/(n1σ
2
1)∑
Y ik
2
/(n2σ22)
≤ t
)
= EP
(∑
Xik
2
/(n1σ
2
1)∑
Y ik
2
/(n2σ22)
≤ t|Ri
)
= EP (Fn1,n2 < t)
= P (Fn1,n2 < t),
where Fn1,n2 has a F-distribution with degrees of freedom n1 and n2. Therefore,
Fi has a F-distribution with degrees of freedom n1 and n2. The testing proce-
dure is the same for one-sample and two-sample cases. To test H20 based on m
projections, the test statistic is given by
max
1≤i≤m
Fi. (3.2)
A random variable F having F-distribution with degrees of freedom n1 and n2
can be written as
F =
Un1
n1
Vn2
n2
, (3.3)
where Un1 and Vn2 are two independent chi-square random variables with degrees
of freedom n1 and n2, respectively. To derive the asymptotic normality, we use
natural logarithm, ln, function
F ∗ = ln(F ) · (2/n1 + 2/n2)−1/2 , (3.4)
which is commonly known as the variance stabilizing transformation [19]. Under
normal population, one can show that the variance of ln(Un1) is approximately
2/n1 ([4]). It can be shown that the two chi-square random variables n1s
i
1/σ
2
i and
n2s
i
2/σ
2
i are asymptotically independent in the sense that, after normalization,
both statistics are asymptotically normally distributed with covariance equal
to zero. The transformed F ∗ is thus asymptotically normally distributed with
variance approximately 2/n1 + 2/n2. Finally, the test statistic
T2,m = max
1≤i≤m
F ∗i , (3.5)
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is used for testing the null hypothesis H20 in (3.1).
Theorem 2. Under H20 , suppose the common covariance matrix is Σ such that
tr(Σ) = O(p). As min(n1, n2)→∞ and p→∞,
T2,m
D→ max
1≤i≤m
Zi, (3.6)
where Z ′is are normally distributed with mean 0 and Cov(Zi, Zj) = Cov(F
∗
i , F
∗
j ).
Proof. The convergence to multivariate normal is straightforward according to
multivariate central limit theorem. We show now the covariance Cov(si1/σ
2
1 , s
i
2/σ
2
2) =
0. It follows from the definition that
Cov(si1/σ
2
1 , s
i
2/σ
2
2) =
1
n1n2
∑
k
∑
h
Cov
(
R⊺iXkX
⊺
kRi
R⊺iΣRi
,
R⊺i YhY
⊺
hRi
R⊺iΣRi
)
.
Using the property of conditional expectation, we have
Cov
(
R⊺iXkX
⊺
kRi
R⊺iΣRi
,
R⊺i YhY
⊺
hRi
R⊺iΣRi
)
= EE
(
R⊺iXkX
⊺
kRi
R⊺iΣRi
· R
⊺
i YhY
⊺
hRi
R⊺iΣRi
∣∣∣Ri
)
−
{
EE
(
R⊺iXkX
⊺
kRi
R⊺iΣRi
∣∣∣Ri
)}2
= E
{
E
(
R⊺iXkX
⊺
kRi
R⊺iΣRi
∣∣∣Ri
)
E
(
R⊺i YhY
⊺
hRi
R⊺iΣRi
∣∣∣Ri
)}
−
{
E
(
tr(RiRiΣ)
RiΣRi
)}2
= E
{(
tr(RiRiΣ)
RiΣRi
)
·
(
tr(RiRiΣ)
RiΣRi
)}
− 1
= 1− 1 = 0.
With the assumption tr(Σ) = O(p), we then can apply Lemma 2 and 3 on this
two-sample case. Together with Lemma 3 it follows that Z ′is are asymptotically
independent. This completes the proof.
Remark 3. If we are interested in testing whether the difference of two covari-
ance matrices Σ1 − Σ2 is positive (or negative) definite, we may use the test
statistic max1≤i≤m F ∗i (or min1≤i≤m F
∗
i ). Otherwise, we may use a two-sided
test.
4. Simulations
Simulations are conducted to evaluate the empirical sizes and powers of the
one-sample and two-sample tests based on 1000 replicates. The underlying dis-
tribution are assumed to be independent Gaussian distributions with mean 0 and
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standard deviation 1. The focus of the simulations study is on the two-sample
case where we compare our method with two other well-known methods in the
literature.
4.1 One-sample tests Table 1 gives the sizes of the one-sample test for various
m and p. It can be seen that the sizes are controlled well for all m ≤ 1, 000 and
for very large p compared to n.
Table 1: (Two-sided) Empirical sizes for various p and m.
n1 = n2 p m = 10 m = 100 m = 1, 000
50 32 0.053 0.044 0.051
64 0.042 0.036 0.061
128 0.043 0.043 0.059
256 0.062 0.057 0.063
512 0.054 0.045 0.06
1024 0.04 0.039 0.05
2048 0.045 0.048 0.041
4096 0.054 0.05 0.06
100 32 0.038 0.05 0.052
64 0.051 0.053 0.048
128 0.055 0.054 0.043
256 0.053 0.048 0.049
512 0.051 0.049 0.059
1024 0.054 0.047 0.055
2048 0.052 0.051 0.049
4096 0.058 0.045 0.06
200 32 0.04 0.043 0.047
64 0.044 0.05 0.039
128 0.044 0.047 0.055
256 0.041 0.047 0.053
512 0.054 0.043 0.048
1024 0.04 0.054 0.062
2048 0.06 0.039 0.061
4096 0.051 0.045 0.057
4.2 Two-sample tests
In this section, empirical powers are evaluated to show the performance of
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our method based onhe two scenarios. First, we consider the models (4,.1) and
(4.2) in [15] as the null and alternative hypotheses, respectively. Under (4.1), the
first population is set according to
Xij = Zij + θ1Zij+1,
and under (4.2) the second population is set according to
Yij = Zij + θ1Zij+1 + θ2Zij+2,
where θ1 = 2 and θ2 = 1. The second scenario is that two population covariance
matrices are of the forms
Σ1 =


d1 ρ1 · · · ρ
p−2
1
ρ
p−1
1
ρ1 d1 · · · ρ
p−3
1
ρ
p−2
1
...
...
. . .
...
...
ρ
p−2
1
ρ
p−3
1
· · · d1 ρ1
ρ
p−1
1
ρ
p−2
1
· · · ρ1 d1


p×p
and Σ2 =


d2 ρ2 · · · ρ
p−2
2
ρ
p−1
2
ρ2 d2 · · · ρ
p−3
2
ρ
p−2
2
...
...
. . .
...
...
ρ
p−2
2
ρ
p−3
2
· · · d2 ρ2
ρ
p−1
2
ρ
p−2
2
· · · ρ2 d2


p×p
.
(4.1)
We want to test whether these two covariance matrices are equal or not. Note
that if d1 = d2, then the eigenvalues of Σ1−Σ2 sum to 0 or Σ1−Σ2 is singular.
We consider three cases such that the covariance matrices are positive definite:
(i) (d1, ρ1, d2, ρ2) = (1.2, 0.1, 1, 0.1), (ii) (d1, ρ1, d2, ρ2) = (1.5, 0.5, 1, 0.6) and (iii)
(d1, ρ1, d2, ρ2) = (1.1, 0.2, 1, 0.24). In case (i), two covariance matrices differ in
the diagonal. The two covariance matrices are entirely different by a smaller
amount in case (ii) and by a larger amount in case (iii), indicating that the
signals are weak and stronger, respectively.
The cut-off for the upper-tailed test statistics is the 100× (1−α) percentile
of maxi≤m Zi. Since Z ′is are independent identically distributed ( i.i.d.), the cut-
off value at the level α can be given explicitly by z1−(1−α)1/m . By symmetry,
the cut-off value for the lower-tailed test statistic based on mini≤m Zi is equal
to −z1−(1−α)1/m . Table 2 gives the upper-tailed cut-off values for various m at
different α levels. Under the null hypothesis, we assume independent standard
Gaussian. Table 2 gives the cut-off values for various m and α values. The
empirical sizes of the two-sample test are given in Table 3 and it can be seen that
the sizes are controlled fairly well for all m ≤ 1, 000.
Tests for High-Dimensional Covariance Matrices Using Random Matrix Projection 13
Table 2: The upper-tailed cut-off values for various m and significance levels α.
α m = 10 m = 100 m = 1, 000
0.01 3.0889 3.7178 4.2638
0.025 2.8034 3.4774 4.0527
0.05 2.5679 3.2834 3.8844
0.1 2.3087 3.0748 3.7058
Table 3: (One-sided) Empirical sizes for various p and m.
n1 = n2 p m = 10 m = 100 m = 1, 000
50 32 0.051 0.065 0.0737
64 0.0473 0.0603 0.0713
128 0.0527 0.058 0.0813
256 0.057 0.0497 0.0827
512 0.0577 0.0583 0.0727
1024 0.0547 0.075 0.0737
2048 0.0547 0.0657 0.0733
4096 0.0547 0.0627 0.068
100 32 0.0497 0.0533 0.0593
64 0.047 0.0627 0.0673
128 0.0517 0.061 0.0623
256 0.047 0.0543 0.0623
512 0.061 0.053 0.0677
1024 0.0507 0.063 0.0673
2048 0.0513 0.0623 0.0627
4096 0.052 0.063 0.062
200 32 0.0493 0.0537 0.049
64 0.0517 0.0487 0.0507
128 0.046 0.0497 0.059
256 0.05 0.0523 0.0583
512 0.059 0.0507 0.047
1024 0.0497 0.055 0.056
2048 0.0507 0.061 0.0563
4096 0.055 0.0517 0.058
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In Table 4, the random projection approach performs worse than CLRT
and Li & Chen’s method, while in Tables 5-7 our method performs better for
all m even for weak signal. We want to emphasize that the expected value
of σ1 − σ2 under the null hypothesis is equal to the sum of all eigenvalues of
Σ1−Σ2. Hence, the worst scenario for our method is when the difference of the
two covariance matrices is singular, i.e. the sum of all the eigenvalues is equal
to 0. In this case, the two projected data sets become indistinguishable in terms
of their variances. On the contrary, our method is particularly suitable when
the difference between two covariance matrices is a positive (negative) definite
matrix. In the first scenario of our simulations, the difference of two covariance
matrices is close to be singular and the differences of Σ1 and Σ2 for the three
cases in the second scenario are all positive definite matrices. This explains why
our method performs well in the second scenario.
5. Summary and discussion
We present a simple method to test the high-dimensional covariance matrices
for both one-sample and two-sample cases using random projection. In general,
a random projection method is to project data from Rp to Rk, 1 ≤ k < n. In this
paper, we focus on k = 1. The reason we opt to use k = 1 is that the random pro-
jection method only processes the one-dimensional data so that it is very efficient
in computation and easy to use. In addition, the interpretation is simple. We
then illustrate our method based on the likelihood ratio test statistics and derive
the asymptotic normality for the null distributions. The asymptotic results hold
when both n and p go to infinity, and there is no relationship required between
n and p. However, by adding some minor conditions, we can obtain the approx-
imate convergence rate of the covariance between different random projections.
Finally, simulations are conducted to compare our method with [15]’s method
and CLRT introduced by [3]. Surprisingly, our method performs very well in a
certain class of covariance matrices. The derivation and numerical results show
that the random projection method is advantageous when the difference between
two covariance is almost positive definite (negative) and disadvantageous when
the difference is almost singular. By almost positive (negative) definite we mean
most of the eigenvalues are positive (negative) or the sum of the eigenvalues
is large (small), and by almost singular we mean the sum of the eigenvalues
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Table 4: Empirical powers for various p and m with models (4.1) and (4.2) in [15].
n1 = n2 p CLRT Li & Chen m = 10 m = 100 m = 1, 000
50 32 1 0.7603 0.2503 0.3563 0.5143
64 0.7983 0.199 0.3827 0.5363
128 0.8217 0.208 0.3777 0.5597
256 0.8377 0.213 0.3673 0.5323
512 0.8487 0.2327 0.3783 0.546
1024 0.8503 0.2597 0.3717 0.536
2048 0.8513 0.2477 0.3933 0.5387
4096 0.8497 0.247 0.38 0.5483
100 32 1 0.9963 0.4567 0.6117 0.8163
64 1 0.9997 0.344 0.6207 0.845
128 1 0.3347 0.635 0.8323
256 0.9997 0.3487 0.6033 0.8303
512 1 0.3753 0.6197 0.8117
1024 0.9997 0.3697 0.6037 0.8047
2048 0.9997 0.384 0.6103 0.809
4096 1 0.4107 0.5937 0.808
200 32 1 1 0.7737 0.9227 0.9937
64 1 1 0.579 0.9203 0.9953
128 1 1 0.555 0.915 0.9957
256 1 0.553 0.915 0.996
512 1 0.5973 0.92 0.994
1024 1 0.6167 0.9047 0.9963
2048 1 0.625 0.9133 0.996
4096 1 0.6493 0.9133 0.9927
is close to zero. If the difference of two covariance matrices is almost positive
(negative) definite, then the strength of the signal (difference) is well-preserved
by random projection onto the one-dimensional space. If the difference of two
covariance matrices is singular, then the signal is then completely masked by
random projection. For example, our method is not suitable for testing two co-
variance matrices having the same diagonal. In such a case, no matter how large
the signals are on the off-diagonal entries, the difference of the two variances of
the projected data is zero on average.
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Table 5: Empirical powers for various p and m with case (i).
n1 = n2 p CLRT Li & Chen m = 10 m = 100 m = 1, 000
50 32 0.0750 0.11 0.248 0.356 0.474
64 0.1213 0.238 0.3657 0.508
128 0.1067 0.2793 0.3753 0.5103
256 0.116 0.258 0.373 0.5263
512 0.109 0.2617 0.3727 0.5223
1024 0.105 0.2573 0.3877 0.5417
2048 0.097 0.264 0.3827 0.5403
4096 0.1013 0.2447 0.3687 0.5287
100 32 0.1830 0.2033 0.37 0.5553 0.705
64 0.0960 0.199 0.3877 0.5787 0.7563
128 0.2023 0.3967 0.5907 0.7883
256 0.2043 0.413 0.6113 0.7937
512 0.2067 0.4007 0.5983 0.7953
1024 0.188 0.3913 0.602 0.786
2048 0.202 0.4047 0.6153 0.7973
4096 0.1973 0.395 0.596 0.7973
200 32 0.4400 0.505 0.609 0.8397 0.9463
64 0.3140 0.486 0.63 0.882 0.9777
128 0.2070 0.474 0.6587 0.89 0.9863
256 0.4927 0.6593 0.895 0.9887
512 0.477 0.646 0.9067 0.9903
1024 0.4807 0.6497 0.8997 0.9933
2048 0.476 0.6457 0.9113 0.9923
4096 0.487 0.6427 0.91 0.992
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Table 6: Empirical powers for various p and m with case (ii).
n1 = n2 p CLRT Li & Chen m = 10 m = 100 m = 1, 000
50 32 0.983 0.4773 0.7993 0.9757 0.9983
64 0.49 0.8113 0.9773 0.9997
128 0.5017 0.8097 0.9707 1
256 0.4933 0.8283 0.9723 1
512 0.5007 0.7983 0.9737 0.9993
1024 0.48 0.763 0.966 0.9997
2048 0.4887 0.748 0.9633 1
4096 0.4893 0.7447 0.9623 0.9993
100 32 1 0.935 0.9827 1 1
64 1 0.9437 0.9877 1 1
128 0.9473 0.984 1 1
256 0.946 0.9897 1 1
512 0.942 0.9777 1 1
1024 0.948 0.973 1 1
2048 0.9437 0.9687 1 1
4096 0.949 0.9687 1 1
200 32 1 1 1 1 1
64 1 1 1 1 1
128 1 1 1 1 1
256 1 1 1 1
512 1 1 1 1
1024 1 1 1 1
2048 1 0.9997 1 1
4096 1 0.9997 1 1
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Table 7: Empirical powers for various p and m with case (iii).
n1 = n2 p CLRT Li & Chen m = 10 m = 100 m = 1, 000
50 32 0.0880 0.0687 0.1373 0.1677 0.2283
64 0.0743 0.1397 0.1773 0.2423
128 0.0643 0.1403 0.172 0.2313
256 0.071 0.1313 0.1737 0.2377
512 0.0667 0.1407 0.186 0.235
1024 0.066 0.1307 0.186 0.2437
2048 0.06 0.144 0.1773 0.2413
4096 0.063 0.14 0.1733 0.244
100 32 0.1070 0.0927 0.1887 0.228 0.3013
64 0.0810 0.083 0.1953 0.2343 0.3233
128 0.0827 0.174 0.236 0.3083
256 0.083 0.1723 0.235 0.323
512 0.0873 0.1643 0.232 0.307
1024 0.08 0.1753 0.236 0.306
2048 0.089 0.1817 0.239 0.311
4096 0.0813 0.1813 0.2433 0.3113
200 32 0.2650 0.1617 0.3013 0.3787 0.4847
64 0.2040 0.1407 0.2897 0.381 0.4947
128 0.1330 0.1327 0.279 0.3803 0.52
256 0.152 0.2567 0.377 0.499
512 0.1457 0.2613 0.382 0.4947
1024 0.137 0.2377 0.3723 0.503
2048 0.1453 0.259 0.358 0.4943
4096 0.154 0.2513 0.359 0.502
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