The punctured neighbourhood theorem can be interpreted as saying that if 0 E C is on the boundary of the spectrum of a Fredholm operator then it must be an isolated point of that spectrum. This extends to semi-Fredholm operators, in particular to operators with closed range and finite dimensional null space. In this note we generalise both the finite dimensionality of the null space and the scalars involved in the definition of an isolated point of the spectrum.
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If T is a linear operator on a vector space X we shall write for the operator induced by 5. If also 5 is invertible then by [3,7.8.3.4] 
T(X) = f) T"(X)
n
( T -\
so that the null space of T -S is the same as that of (T -5)
A . It is also well known that if the null space of T is finite dimensional then the restriction of T to its hyperrange is onto.
LEMMA. // T is bounded and linear on a Banach space X and if there is k e N for which then

1.2
Proof. Ifys T m (X), there is (x n ) in X for which y = T"x n , for each n e N. Now if T~\y) n T k (X) is finite dimensional, then there is N > k (depending on y) for which
x N e T-\y) H T N (X) = T~\y) D T"(X). D
ROBIN HARTE AND WOO YOUNG LEE
If the null space of an operator is finite dimensional and the range is closed, then all the powers of T have closed range. Laursen and Mbekhta [7] have noticed that this is also true when the null space is "disjoint" from the range; their argument ( [7, Corollary] 
S(Y) and S~l(0) + T(X) closed => ST(X) closed =>S'^O) + T(X) closed and
S-\0) + T(X) closed and S~\0) D T(X) finite dimensional => T(X) closed.
Proof. Most of this is set out in Theorem 1 of [4] . The first part of (2.1) is a lemma of Kato Evidently W is well-defined, linear, bounded, and onto with finite dimensional null space: hence there is W: Y-+Z, also bounded and linear, for which W = WW'W. Now observe that
E = TW'.Y->Y satisfies E = E 2 and T(X) = E(Y) = (I -E)~\0) is closed.
• We need also a modification of the second part of (2.1).
LEMMA. // S:Y^>X and T :X -+ Y are bounded and linear between Banach spaces, then
T~'(0) + ST(X) closed 3> (TS)~\0) + T(X) closed.
Proof. If v e cl((7"5)~1(0) + T(X)), then there are sequences (z n ) and (x n ) such that z n + Tx n ->y with TSz n = 0, giving Sy = lim(5z n + STx n ) e c\(T-\0) + ST(X)). 
(X). D
The case T = I shows that (3.1) cannot be reversed. The punctured neighbourhood theorem now follows. 
THEOREM. / / T is bounded and linear on a Banach space X with k e N for which
T~l(0) + T k {X) is closed and T~\0) D T"(X) is finite dimensional, and if S, S' are invertible, commute with T and have sufficiently small norm, then we have
4.2 dim(r -S)~\0) = dim(7 -S')-\0) < »,
.) gives the inductive step, which shows that T"(X) is closed for all n^.k. Hence also the hyperrange T°°(X) is closed and therefore complete. It follows that, since also T" is onto, the operator (T -S)
A is onto for S with sufficiently small norm commuting with T. At the same time, if 5 is invertible and commutes with T, then the null space of (T -S)
A
is the same as that of T -S. Thus if 5 is invertible, commutes with T and is of sufficiently small norm, then (T -S)"
1^) is finite dimensional and we can write
using the continuity of the Fredholm index on the Banach space T"{X). This shows that the dimension of the null space of T -S is to a certain extent independent of 5, which is the first part of (4.2). For the closedness of the range of T -S observe that the restriction of T to T" (X) is also upper semi-Fredholm for each n s k, and hence also the restriction of T -S for 5 of sufficiently small norm commuting with T. Now The operator T of (5.1) satisfies the second part of condition (4.1), but by (5.6) and (5.7) fails the "punctured neighbourhood" property of Theorem 2 from [9] ; it also fails the conclusion of Lemma 5 of [8] .
T~k(T -S)T k (X) = T-"T k (T -S)(X) = (T-S)(X) + T~k(0) = (T-
Theorem 4 gives a genralization of the "Riesz-Schauder theorem" [13, Proposition 2.6, 2.7] for semi-Fredholm operators: if in addition to the condition (4.1) T is "of finite ascent", in the sense that for some k e N the null spaces of T k and T* +1 coincide, then 0 cannot be an accumulation point of the approximate point spectrum of T. This is clear from the proof of Theorem 4, remembering [3, (6.5.4.6), (7.8.4.1)], the isomorphism
(ST)-\0)/T-\0) = S~l(0) D T(X),
