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Based on a plausible requirement for the ground state density, we introduce a novel one-
dimensional (1D) atomic model potential for the 1D simulation of the quantum dynamics of a
single active electron atom driven by a strong, linearly polarized few-cycle laser pulse. The form of
this density-based 1D model potential also suggests improved parameters for other well-known 1D
model potentials. We test these 1D model potentials in numerical simulations of typical strong-field
physics scenarios and we find an impressively increased accuracy of the low-frequency features of
the most important physical quantities. The structure and the phase of the high-order harmonic
spectra also have a very good match to those resulting from the three-dimensional simulations,
which enables to fit the corresponding power spectra with the help of a simple scaling function.
I. INTRODUCTION
Atomic and molecular physics has witnessed a revolu-
tion due to the appearance of attosecond pulses [1–14].
The true understanding of the phenomena in attosecond
and strong-field physics often needs the quantum evo-
lution of an involved atomic system driven by a strong
laser pulse [15–21]. However, analytical or even numer-
ically exact solution of the corresponding Schrödinger
equation is beyond reach in this non-perturbative range,
except for the simplest cases. Therefore, approximations
are unavoidable and very important.
For linearly polarized pulses, the main dynamics hap-
pens along the electric field of the laser pulse which un-
derlies the success of some one-dimensional (1D) approx-
imations [22–33]. These typically use various 1D model
potentials to account for the behavior of the atomic sys-
tem. However, the particular model potential chosen
heavily influences the 1D results and their comparison
with the true three-dimensional (3D) results is usually
non-trivial. One of these important deviations is that
the dipole moment, created by the same electric field,
may have much larger or much smaller values in the 1D
than in the 3D simulation.
In the present paper, we introduce and test novel 1D
atomic model potentials for strong-field dynamics driven
by a linearly polarized laser pulse. Our key idea is to
require the ground state density of the 1D model to be
equal to the reduced 3D ground state density, obtained
by integrating over spatial coordinates perpendicular to
the direction of the laser polarization. According to den-
sity functional theory, this 1D ground state density de-
termines the corresponding 1D model potential up to a
constant, which we set by matching the ground state en-
ergies. Comparison of the resulting new formula with
well-known 1D model potentials inspires us to use some
of the latter with improved parameters. Then we test
these improved 1D model potentials by applying them in
careful numerical simulations of strong-field ionization by
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a few-cycle laser pulse. Based on these results we make
a conclusion about the best of these novel 1D model po-
tentials. We use atomic units in this paper.
II. 3D AND 1D MODEL SYSTEMS
A. 3D reference system
First, we define the 3D system which we aim to model
in 1D. We write the Hamiltonian H3D0 of a 3D hydrogen
atom or hydrogen-like ion in cylindrical coordinates ρ =√
x2 + y2 and z as
H3D0 = Tz + Tρ −
Z√
ρ2 + z2
(1)
where Z is the charge of the ion-core (Z = 1 for hy-
drogen) and the two relevant terms of the kinetic energy
operator are given by
Tρ = − 1
2µ
[
∂2
∂ρ2
+
1
ρ
∂
∂ρ
]
, Tz = − 1
2µ
∂2
∂z2
, (2)
where µ denotes the (reduced) mass of the reduced sys-
tem. By solving the equation
H3D0 ψ100(z, ρ) = E0ψ100(z, ρ) (3)
we get the well known ground state energy and wavefunc-
tion of the Coulomb problem [34, 35] as
E0 = −µZ
2
2
, ψ100(z, ρ) = N e−µZ
√
ρ2+z2 , (4)
where N is a real normalization factor. We consider the
action of a linearly polarized laser pulse on this atomic
system in the dipole approximation by the potential
Vext(z, t) = z · Ez(t), (5)
and seek solutions of the time-dependent Schrödinger
equation
i
∂
∂t
Ψ3D (z, ρ, t) =
[
H3D0 + Vext(z, t)
]
Ψ3D (z, ρ, t) (6)
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2that start from the ψ100(z, ρ) ground state at t = 0, and
we compute it up to a specified time Tmax. This time-
dependent Hamiltonian still has axial symmetry around
the direction of the electric field of the laser pulse which
makes the use of cylindrical coordinates practical. For
the efficient numerical solution of the time evolution
in real space, we use the algorithm described in [36]
which incorporates the singularity of the Hamiltonian di-
rectly, using the required discretized Neumann and Robin
boundary conditions.
B. 1D model system
In order to model the above described 3D time-
dependent process in 1D, it is customary to assume a
1D atomic Hamiltonian of the following form:
H1D0 = Tz + V
1D
0 (z) (7)
where V 1D0 (z) is an atomic model potential of choice, and
then to seek solutions of the time-dependent Schrödinger
equation
i
∂
∂t
Ψ1D (z, t) =
[
H1D0 + Vext(z, t)
]
Ψ1D (z, t) (8)
where the external potential Vext(z, t) is given in (5).
In this article we are going to introduce a new form of
V 1D0 (z) to model strong-field processes physically as cor-
rectly as possible. But before doing so, let us shortly
recall some of the 1D potentials used earlier. We shall
then propose certain improvements of these known for-
mulas aiming that the resulting 1D simulations reproduce
the 3D system’s strong-field response quantitatively cor-
rectly.
C. Conventional 1D model potentials
There are a number of well-known 1D atomic model
potentials in the literature [26–28], having their advan-
tages and disadvantages. Here we summarize the basics
of two of these, which we think to be the most important
for the modeling of strong-field phenomena.
The soft-core Coulomb potential is defined as
V 1D0,Sc(z) = −
Z√
z2 + α2
(9)
where the smoothing parameter α is usually adjusted to
match the ground state energy to a selected single elec-
tron energy. For µ = 1, Z = 1, and α2 = 2, its ground
state energy and ground state can be used as a 1D model
hydrogen atom:
E0,Sc = −1
2
, ψ0,Sc(z) = NSc
(
1 +
√
z2 + 2
)
e−
√
z2+2
(10)
where NSc is the normalization factor. The most im-
portant features of this model potential are that it is a
smooth function, it has an asymptotic Coulomb form and
Rydberg continuum. The energy of its first excited state
is E1,Sc = −0.2329034.
The 1D Dirac-delta potential [29–31]
V 1D0,DD(z) = −Zδ(z) (11)
has the following ground state energy and ground state:
E0,DD = −Z
2
2
, ψ0,DD(z) =
√
Ze−Z|z| (12)
for µ = 1. The singularity of V 1D0,DD(z) at z = 0 is some-
times considered as a disadvantage, but this gives rise to
a Robin boundary condition, just like the Coulomb sin-
gularity does in 3D. Hence, this potential has its ground
state with the same exponential form and cusp, and
ground state energy as that of the 3D hydrogen atom
(with Z = 1).
Despite these facts, the experience shows that (9) and
(11) do not give strong field simulation results that would
be quantitatively comparable to those of the reference
3D system (cf. [28, 37, 38]) therefore the model system
parameters need to be manually adjusted, for example
by changing the strength of Vext(z, t).
III. DENSITY BASED MODEL POTENTIALS
A. Derivation of the 1D analytical model potential
We are going to derive now a new formula for V 1D0 (z),
and based on its peculiarities we will suggest certain im-
provements in other known 1D model potentials.
Our inspiration of deriving this new 1D model poten-
tial originated from the ground state density functional
theory of multielectron atoms. More specifically, the fol-
lowing derivation is analogous to the derivation of the
Kohn-Sham potential of a helium atom with a single or-
bital: knowing the correct reduced (single particle) den-
sity [39] one can invert the Schrödinger equation to deter-
mine the Kohn-Sham potential [40]. In this way one can
model the ground state of the system as accurately as it
is possible with a single orbital. However, in the present
paper we consider just single active electron atoms and
we make the analogous reduction from the 3D electron
coordinates to the z coordinate of the single electron.
For developing our 1D model potential, we need the 1D
reduced density of the 3D ground state that is defined by
%100z (z) = 2pi
ˆ ∞
0
|ψ100(z, ρ)|2ρdρ. (13)
After the substitution of (4) for the integrand, we can
perform this integral analytically which yields the closed
form
%100z (z) =
µZ
2 (2Zµ|z|+ 1) e−2Zµ|z|. (14)
3Our key idea is now to require the 1D model system to
have its ground state density identical with %100z (z). Ac-
cording to density functional theory, this 1D ground state
density determines the corresponding 1D model potential
V 1D0,M(z) up to a constant. We can calculate this potential
straightforwardly: we define the ground state of the 1D
model atom obviously as ψ0(z) =
√
%100z (z), i.e.
ψ0(z) =
√
µZ
2
√
2µZ|z|+ 1e−µZ|z| (15)
and then we invert the eigenvalue equation of H1D0 as
V 1D0,M(z) = E0,M +
1
ψ0(z)
1
2µ
∂2
∂z2
ψ0(z). (16)
After performing the differentiation we get
V 1D0,M(z) = E0,M +
2µ3Z4|z|2 − µZ2
(2µZ|z|+ 1)2 . (17)
In order to determine the ground state energy, we rewrite
this potential as
V 1D0,M(z) = E0,M +
µZ2
2
(2µZ|z|+ 1) (2µZ|z| − 1)− 1
(2µZ|z|+ 1)2 ,
(18)
and then we impose the asymptotic value
lim
|z|→∞
V 1D0,M(z) = 0, (19)
which yields the ground state energy
E0,M = E0 = −µZ
2
2
. (20)
Using this value, after some algebraic manipulations
we arrive at the following instructive form of our new
density-based 1D atomic model potential:
V 1D0,M(z) = −
1
2µ
1
22
(
|z|+ 12µZ
)2 − 12Z|z|+ 12µZ . (21)
Let us make a few important notes. It is the asymptotic
tail of the reduced 1D ground state density %100z (z) that
determines the ground state energy E0,M in such a non-
trivial way that it is identical to the ground state energy
of the 3D system, E0. The asymptotic tail of %100z (z) also
determines the regularized 1D Coulomb potential with
effective charge 12Z which is the second term in (21).
This term is dominant over the short range first term of
(21) not only in the asymptotic tail but also around the
center at least by a factor of 2, see the corresponding
curves of Fig. 1. The minima of both of the two terms
of V 1D0,M(z) at z = 0 decrease with increasing Z or µ. For
Z = 1 and µ = 1, the energy of its first excited state is
E1,M = −0.0904408 approximately.
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Figure 1. Plot of the analytic potential (21) (in purple) and its
regularized Coulomb part (second term of (21), in cyan), for
Z = 1, µ = 1. We also plot the difference V˜ 1D0,M(z)− V 1D0,M(z),
(see the discussion in section IV) calculated with for ∆z = 0.2,
and magnified by a factor of 5 (in red). This is to illustrate
the numerical correction to be introduced by Eq. (26).
B. Improved 1D model potentials
The results of Sec. III A, especially the somewhat sur-
prising value of an effective charge of 12Z, suggested by
the second term of the analytical model potential (21), in-
spire us to use the 1D soft-core Coulomb potential and a
1D regularized Coulomb potential with accordingly mod-
ified values of their parameters. As we will see, these
modifications lead indeed to improved results in strong-
field simulations.
We use 12Z in the nominator of the soft-core Coulomb
potential, which then requires to change also the param-
eter α in order to maintain that its ground state energy
matches the 3D ground state energy. These lead us to the
following formula of the improved 1D soft-core Coulomb
potential with µ = 1:
V 1D0,M,Sc(z) = −
1
2Z√
z2 + 14Z2
with E0,M,Sc = −Z
2
2
, (22)
that has the correct 12Z/|z| asymptotic behavior when|z| → ∞. The energy of its first excited state is E1,M,Sc =
−0.1058670.
We also introduce the improved 1D regularized
Coulomb potential as
V 1D0,M,C(z) = −
1
2Z
|z|+ a, (23)
where the value of the parameter a is determined by re-
quiring that the ground state energy is E0,M,C = −µZ
2
2 .
For Z = 1 we set a ≈ 0.32889 which yields E0,M,C ≈
−0.5000007 (for µ = 1). We note that this has been com-
puted numerically with the spatial step size ∆z = 0.2.
4The sophisticated numerical method to be outlined in
the next section will enable us to make additional refine-
ments regarding the 1D density based potential, as well
as the 1D delta potential. These improvements will be
explained below especially by the formulas given in Eqs.
(26) and (27).
IV. NUMERICAL METHODS OF THE
SOLUTION
Usually, the time-dependent Schrödinger equation (8)
must be solved numerically in the non-perturbative
regime. We discretize the time variable with time steps
∆t as tk = k∆t, and the spatial coordinate with steps ∆z
as zj = j∆z (k, j are integer indices). The discretized
wave function is written as Ψ1D(zj , tk). We write the
discretized form of the 1D atomic model Hamiltonian as
H˜0 = T˜z + V
1D
0 (zj), (24)
where, based on our experiences detailed in [36, 38], we
use the following 11-point finite difference method [41]
for the discretization of the kinetic energy operator Tz:
T˜zΨ(zj , tk) = − 1
2µ
5∑
s=−5
c
(5)
|s|Ψ
1D(zj + s∆z, tk), (25)
see Table 1 of [41] for the coefficients c. This is accurate
up to ∆z10 for smooth functions (it is also limited by the
Fourier representation). Then, the discrete Hamiltonian
becomes an 11-banded diagonal matrix which operates
on the column vector of the discretized wave function
in coordinate representation. Regarding the use of the
atomic model potential in numerical simulations, this is
the most important step since it defines the numerical
eigensystem of the atom.
Regarding the time evolution, we use a 3 step splitting
of the U(t, t+ ∆t) evolution operator which has an accu-
racy of ∆t4, and each of its substeps are propagated using
the usual second order Crank-Nicolson method [42] with
a discrete second order effective Hamiltonian, the partic-
ular formulas can be found in Sec 3.1 and Sec 4.1 in [36].
We find ground states and ground state energies perform-
ing imaginary time propagation [43, 44]. For integrations,
we use the quadrature formula
´
f(z)dz ≈ ∑j f(zj)∆z
because the numerical time evolution is unitary with re-
spect to this summation.
When using the potential (22) the method described
above can be applied without further complications. In
the case of our density-based model potential a refine-
ment is necessary as (21) is not differentiable in the ori-
gin, just as the true 3D Coulomb potential. Therefore
the ground state and energy of the discrete Hamiltonian
(24) with V 1D0,M(zj) is accurate only up to ∆z
2. This is
the reason why its ground state density does not equal
%100z (zj) accurately enough, unless ∆z is extremely small.
We avoid this inaccuracy in the following way: instead
of V 1D0,M(zj), we use its following discretized form in the
computations:
V˜ 1D0,M(zj) = E0 −
1
ψ0(zj)
T˜zψ0(zj). (26)
This definition of V˜ 1D0,M(zj) ensures that the discretized
ground state vector ψ0(zj) is the eigenvector of (24) with
V˜ 1D0,M(zj) and the corresponding energy is E˜0,M = E0, nu-
merically exactly. The energy of the corresponding first
excited state (with ∆z = 0.2) is E˜1,M = −0.0904385,
which is close enough to E1,M. We have plotted the dif-
ference V˜ 1D0,M(z)−V 1D0,M(z) in Fig. 1, magnified by a factor
of 5.
The discretized form of the analytical model potential,
V˜ 1D0,M(zj) suggests also a modified discretization of the
Dirac-delta potential that we introduce as
V˜ 1D0,DD(zj) = E0,DD −
1
ψ0,DD(zj)
T˜zψ0,DD(zj) (27)
using the corresponding exact ground state ψ0,DD(zj)
and energy E0,DD. This is a finite discretized poten-
tial which eliminates any singular feature from the cor-
responding Hamiltonian matrix. As we show it in Ap-
pendix B, such definitions enable consistent and accurate
simulations with high order finite differences, therefore it
is a valid choice to define a potential using numerical
inversion from its ground state.
V. RESULTS AND COMPARISON OF THE 1D
AND 3D CALCULATIONS
In this section, we present and compare the results of
strong-field simulations based on the 1D model poten-
tials discussed in the previous sections. We selected the
mean value of the dipole moment 〈z〉 (t) and its standard
deviation σz(t), the mean value of the velocity 〈vz〉 (t),
and the ground state population loss g(t) to character-
ize the dynamics resulting from the solutions of (8) with
the various model potentials and from the solution of (6)
as a reference. We also investigate the relation between
the resulting various dipole power spectra p(f), which is
one of the most important quantities for high order har-
monic generation [17, 45, 46] and attosecond pulses. For
the formulas of these physical quantities and for some
details about the numerical accuracy of the simulations,
see Appendix A and B.
In these simulations, we model the linearly polarized
few-cycle laser pulse with a sine-squared envelope func-
tion. The corresponding time-dependent electric field has
non-zero values only in the interval 0 ≤ t ≤ NCycleT ac-
cording to the formula:
Ez(t) = F · sin2
(
pit
2NCycleT
)
cos
(
2pit
T
)
, (28)
5where T is the period of the carrier wave, F is the peak
electric field strength and NCycle is the number of cycles
under the envelope function. Unless otherwise stated, we
set NCycle = 3 and T = 100, the latter corresponds to a
ca. 725 nm near-infrared carrier wavelength. From Fig.
2 on, the vertical dashed lines denote the zero crossings
of the respective Ez(t) electric field.
We consider hydrogen in most of the simulations, i.e.
we use Z = 1 and µ = 1 if not otherwise stated explicitly.
We set typically ∆z = 0.2 and ∆t = 0.01 since these
are sufficient for the numerical errors to be within line
thickness. We use box boundary conditions and we set
the size of the box to be sufficiently large so that the
reflexions are kept below 10−8 atomic units.
The 3D reference results (i.e. the simulation results of
the true 3D Schrödinger equation (6)) are plotted in Figs.
2 to 8 in blue and are labeled “3D reference”. The 1D
simulation results and their respective colors are plotted
as follows: our density-based model potential from nu-
merical inversion (26) in purple, our improved soft-core
Coulomb potential (22) in gold, our improved regularized
Coulomb potential (23) in red, the conventional soft-core
Coulomb potential (9) in green and the discretized Dirac-
delta potential (11) in dark blue.
A. Low frequency response
First, we discuss the results of a moderately strong
laser pulse having a peak electric field value of F = 0.1.
We plot the corresponding time-dependent mean values
〈z〉 (t) (the magnitude of which equals the dipole moment
in atomic units) and their standard deviations σz(t) in
Fig. 2, the time-dependent mean velocities 〈vz〉 (t) and
the ground state population losses g(t) in Fig. 3 for all
the 1D model systems listed above. These curves justify
that the simulation results obtained with our density-
based model potential and the improved model potentials
are already quantitatively comparable to the 3D results,
i.e. these model potentials capture the essence of the 3D
process. This fact is in strong contrast with the poor
results of the conventional 1D soft-core and 1D Dirac-
delta potentials, which is caused mainly by their too weak
and too strong binding force, respectively.
The graphs of the improved soft-core Coulomb poten-
tial are clearly at the closest to the 3D reference in most
of these cases, i.e. this potential provides the quantita-
tively best model of the 3D case, despite that its ground
state density is not the exact reduced density of the 3D
case. The results of our numerical density-based model
potential are somewhat less close to the 3D reference.
Although these simulations start from the exact reduced
density of the 3D case, the electron is somewhat stronger
bound to the ion-core than optimal. The results obtained
using the improved regularized Coulomb potential are
very close to those of the density-based model potential,
but the former potential is even somewhat stronger than
needed.
In a typical strong-field simulation, the ground state
population loss g(t) is close to the probability of ioniza-
tion. Due to the presence of the transverse degrees of
freedom in 3D, it is then reasonable that the g(t) values
are somewhat larger in a 3D simulation than in 1D. Note
that the g(t) curves of the 1D simulations follow very well
the 3D reference curve in accordance with this.
The lack of the transverse degrees of freedom affects
the 〈vz〉 (t) curves of the 1D simulations in a different
way: These exhibit the high-frequency oscillations with
larger amplitude than the 3D reference curve. This can
be explained by taking into account that rescattering on
the ion-core is a much stronger factor in 1D, and that
the integration over the transverse directions decreases
the effect of the 3D density oscillations on the reduced
mean values. We will analyze this in more detail in the
next subsection.
In order to demonstrate the capabilities of these novel
1D model potentials, we selected the time-dependent
dipole moment 〈z〉 (t) to present the results of 4 different
scenarios in Fig. 4 and Fig. 5. Since the curves corre-
sponding to the density-based model potential are very
close to those corresponding to the improved regularized
1D Coulomb potential, we do not plot the 〈z〉 (t) of this
latter potential in all of our Figures.
In Fig. 4 (a) we plot our simulation results for hy-
drogen, now with a weaker field of F = 0.05 which is in
the tunnel ionization regime of hydrogen, while Fig. 4
(b) corresponds to a stronger field of F = 0.15. Both of
these figures clearly show that the improved 1D soft-core
Coulomb potential provides the best results. Note that
the change of F in the above range results in more than
2 orders of magnitude change in the peak value of 〈z〉 (t).
Fig. 5 (a) shows the results for a Ne atom driven by
a field of F = 0.15. Here we model the 3D Neon atom
in the single active electron approximation [17] simply
by setting the Coulomb-charge Z(SAE)Ne = 1.25929 in or-
der to match the ionization potential to the experimen-
tal value. (For the improved regularized Coulomb po-
tential V 1D0,M,C we set a
(SAE)
Ne ≈ 0.26707525 which yields
E0,M,C ≈ −0.792905.)
The accuracy of these 1D results is somewhat lower
around the peak and in the last half-period of the laser
pulse than in the case of hydrogen, and the improved soft-
core Coulomb potential performs considerably better in
overall than the two other model potentials. By changing
the Coulomb charge Z within a reasonable range in order
to model different noble gas atoms, we have obtained
similarly accurate results.
Fig. 5 (b) shows 〈z〉 (t) for a hydrogen atom, now
driven by a longer laser pulse of shorter carrier wave-
length, corresponding to the parameters T = 80, F = 0.1,
and NCycle = 6. The 1D model potentials work similarly
accurately for this longer laser pulse as in the case pre-
sented in Fig. 2 (b), until the recollisions with the ion-
core gradually decrease the match between the 1D and
3D cases in the last 2 periods of the pulse.
Our density-based 1D model potential and both of the
6improved 1D model potentials exhibit an impressive im-
provement in the accuracy of the low-frequency response
of typical strong-field processes, in contrast to the two
conventional model potentials. These results are even
more convincing if we take into account that 〈z〉 (t), σz(t)
and g(t) are very sensitive to almost any change in the
physical parameter values.
B. High order harmonic spectra
In strong-field physics, the accurate computation of
the high order harmonic spectrum is especially impor-
tant, because this represents the highly nonlinear atomic
response to the strong-field excitation, with well-known
characteristic features [6, 45–48]. Besides the high-order
harmonic yield, the suitable phase relations enable to
generate attosecond pulses of XUV light [1–3, 49–52].
In Fig. 6 (a), we plot the power spectrum of the dipole
acceleration (see Eq. A7) for the parameters correspond-
ing to Figs. 2 and 3.
In agreement with the previous subsection, the power
spectra obtained using the 1D model potentials agree
very well with the 3D reference simulation result up to
the 5th harmonic. For higher frequencies, the 1D spec-
tra gradually deviate and give 1-2 orders of magnitude
larger values than the 3D reference values. The expla-
nation given for the oscillations of the 〈vz〉 (t) curves in
Fig. 3 (b) applies also here: 1D simulations exaggerate
the effect of the ion-core, mainly via rescattering, while
the effect of the 3D density oscillations weakens in the
reduced mean values obtained from the 3D simulation.
However, the structure of the spectra in Fig. 6 (a) is
remarkably similar and the match of the spectral phase,
shown in Fig. 6 (b), is very good, especially in the higher
frequency range, which is of fundamental importance for
isolated attosecond pulses. These inspired us to create
a scaling function which transforms the spectra obtained
with the 1D simulation to fit the 3D reference spectrum
as correctly as possible. Since the improved soft-core
Coulomb potential (22) gives the best low-frequency re-
sults, we focus only on this model potential in the follow-
ing.
Examination of the ratio of the magnitudes of the 1D
power spectrum to the 3D power spectrum in our simula-
tions with different parameters revealed that the scaling
function
s(f) = min
(
1 + 0.03 (100f − 1)2 , 1 + |100f − 1|
)
(29)
transforms the magnitude of the power spectra obtained
using the improved 1D soft-core Coulomb potential to
properly fit the corresponding 3D power spectra. In Fig.
7 (a) we plot the scaled 1D power spectrum p(f)/s(f)
which gives a very good match between the 3D and 1D
results in the case of the improved soft-core Coulomb
potential. (Here and in the following figures we plot the
scaled power spectrum of the density-based 1D model
potential for completeness only.) In Fig. 7 (b) and Fig.
8 (a) and (b) we present this comparison for three other
scenarios, corresponding to the parameters of Fig. 4 (b)
and Fig. 5 (a) and (b), respectively. These plots clearly
show that the scaling function (29) works very well also
in these cases.
VI. DISCUSSION AND CONCLUSIONS
The results presented in the previous section demon-
strate that it is possible to quantitatively model the true
3D quantum dynamics with the help of the density-based
1D model potential V˜ 1D0,M(zj) and the accordingly im-
proved soft-core Coulomb potential V 1D0,M,Sc(z). The best
results are obtained with the improved soft-core Coulomb
potential (22) which is also very easy to use numerically.
This means that we can perform quantum simulations of
a single active electron atom driven by a strong linearly
polarized laser pulse during a couple of minutes and ob-
tain a fairly accurate low-frequency response and a reli-
able HHG spectrum with the help of the scaling function
(29). The simple form of this scaling is based on the
good agreement between the structure and phase of the
1D and the 3D HHG spectra.
In achieving these results, the physical requirement
about the 1D and 3D ground state densities was the
important starting idea. This led to the construction
of the density-based 1D model potential, which then in-
spired the improved parametrization of the 1D soft-core
Coulomb potential with effective charge 12Z. Both of
these have the same asymptotic tail which ensures that
their ground state energy is identical to that of the 3D
system. The discretization of the density-based 1D model
potential gave important lessons also about the numerical
aspects of non-differentiable 1D Coulomb-like potentials
and the 1D delta potential.
Considering the obvious differences between the 1D
and the 3D quantum dynamics and their effects, dis-
cussed already in connection with Figs. 3 (b) and 6 (a),
it is not surprising that the high-frequency response of
these 1D simulations is much stronger than that of the
corresponding 3D case. The fact that the scaling function
(29) has different frequency-dependence in the lower fre-
quency domain than in the higher frequency domain, and
that this seems to be independent of the other physical
parameters, may hint at a deeper connection between the
true 3D quantum dynamics and its best 1D model given
by the improved soft-core Coulomb potential (22).
We expect that this improved soft-core Coulomb po-
tential can be successfully used as a building block also in
the 1D model of somewhat larger atomic systems, like a
He atom, driven by a strong linearly polarized laser pulse.
The method of construction of the reduced density-based
1D model potential could be used as well to create proper
1D model potentials for strong-field simulation of simple
molecules, like H+2 or H2.
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Appendix A: Comparable physical quantities in 1D
For completeness, we list here the physical quantities
that we use for characterizing the strong-field process,
both in 1D and 3D.
From the 3D wave function we can calculate the 1D
reduced density as
%3Dz (z, t) = 2pi
ˆ ∞
0
∣∣Ψ3D(z, ρ, t)∣∣2 ρdρ. (A1)
In 1D this is
%1Dz (z, t) =
∣∣Ψ1D(z, t)∣∣2 . (A2)
We calculate the mean value of z as
〈z〉 (t) =
ˆ ∞
−∞
z%z(z, t)dz, (A3)
the standard deviation of z as
σz(t) =
√
〈z2〉 (t)− 〈z〉2 (t), (A4)
the mean value of the z-velocity and the z-acceleration
using the Ehrenfest theorems as
〈vz〉 (t) = ∂ 〈z〉
∂t
, 〈az〉 (t) = ∂ 〈vz〉
∂t
, (A5)
in both the 3D and the 1D cases. It is also interesting to
determine the ground state population loss
g(t) = 1− |〈Ψ(0)|Ψ(t)〉|2 , (A6)
even though this refers to the population losses of two
completely different states in 1D and 3D.
We calculate the spectrum from the dipole acceleration
〈az〉, and then the power spectrum as
p(f) = |F [〈az〉] (f)|2 (A7)
where F denotes the Fourier transform and f is its fre-
quency variable.
Appendix B: Accuracy of the numerical inversion
1. Density-based 1D model potential
We stated previously that the numerical construction
(26) yields the exact numerical eigensystem of that po-
tential, but that does not give us the whole picture about
how numerically accurate the construction really is. If we
look at the eigenenergy of its respective first excited state
calculated with ∆z = 0.2 we see that it is 4-5 digit ac-
curate, but that alone does not determine the usefulness
in strong-field simulations. To get the whole picture, we
performed some numerical simulations using the atomic
potential (26) and a 3-cycle laser pulse of form (28) with
F = 0.1 with different ∆z parameters. We subtracted
from them the results of a very accurate reference nu-
merical solution using the analytical potential (21) with
∆z = 0.0001, which gave us information about the (ap-
proximate) numerical errors of the construction.
The results can be seen on Fig. 9, where we plotted
the errors of mean values 〈z〉 (t) and the ground state
population losses g(t) compared to reference versus time.
We can see that if we decrease the spatial step ∆z of
the inversion (26) from 0.4 (orange) to 0.2 (purple) the
error decreases approximately by a factor of 16, in the
case of both 〈z〉 (t) and g(t). We verified this using also
other integrated quantities: we can clearly assert that the
numerical inversion (26) is around ∆z4 accurate i.e. it
shows high order accuracy (required that the kinetic en-
ergy operator is also at least ∆z4 accurate). To illustrate
what this means, we also plotted the results obtained by
the usual 3-point finite difference Crank-Nicolson method
(CN3) using the analytical potential (21) as the atomic
potential, which are known to be ∆z2 accurate. We
briefly note that we tested the direct use of (21) with
our 11-point finite difference scheme but it was not any
better, also ∆z2 accurate (since the potential is not dif-
ferentiable), so we only plotted the results of the CN3
scheme in Fig. 9 with green lines. The accuracy of this
method using ∆z = 0.2 is around 320 times better than
the direct use of the analytical non-differentiable poten-
tial with ∆z = 0.05. So in other words it requires 26
more spatial gridpoints (∆z ≈ 0.003) than the numerical
inversion. Using the formula (26) to numerically repre-
sent the (nonsingular) model potentials is very efficient
and shows high order convergence.
2. Delta potential
In the following, we discuss the accuracy tests of the
numerically constructed potential (27) using strong-field
simulations with the same 3-cycle laser pulse of form
(28) with F = 0.1 and different ∆z parameters. For
comparison we use a properly implemented method from
[30] that uses the proper Robin boundary condition at
z = 0, which overrides the Crank-Nicolson equations at
that grid point. Its results are at least ∆z2 accurate.
8We calculate the errors of the mean values 〈z〉 (t) and
the ground state population losses g(t) compared to a
very accurate reference solution obtained by this correct
method (uses ∆z = 0.001). We can see the results on
Fig. 10. Surprisingly, we can observe that the errors of
(27) with ∆z = 0.2 are actually not far from the errors of
results obtained by the ∆z2 accurate proper method at
∆z = 0.05. If we decrease the ∆z step from 0.4 (orange)
to 0.2 (dark blue) we see a factor 4 error decrease: we can
conclude that the non-singular construction (27) is actu-
ally correct numerical representation, and converges with
∆z2 even for the singular delta potential. It is also of im-
portance because of the following: we can run simulations
with singular potentials using non-singular Hamiltonians,
and the point of singularity is not have to be on the spa-
tial grid, it can even move. It has even more interesting
consequences in 2D or more, since there is no reason not
to work with the true singular Coulomb potentials.
In conclusion, it is a valid choice to define potentials
using numerical inversion from its ground state. It can
provide a consistent and accurate method with high or-
der finite differences to represent our (21) non-singular
and non-differentiable atomic potential in 1D, and even
achieve ∆z4 convergence. The method is robust enough
to provide ∆z2 convergence for the case of the singular
1D delta potential using (27).
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Figure 2. Time-dependence of the mean values 〈z〉 (t) (a) and the standard deviations σz(t) (b) using different 1D model
potentials, under the influence of the same external field with F = 0.1, NCycle = 3 and T = 100. Results of the corresponding
3D simulation are plotted in blue.
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Figure 3. Time-dependence of the ground state population loss g(t) (a) and the mean velocities 〈vz〉 (t) (b) using different
1D model potentials, under the influence of the same external field with F = 0.1, NCycle = 3 and T = 100. Results of the
corresponding 3D simulation are plotted in blue.
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Figure 4. Time-dependence of mean values 〈z〉 (t) using different 1D model potentials, under the influence of the external field
with F = 0.05 (a) and F = 0.15 (b), NCycle = 3 and T = 100. Results of the corresponding 3D simulations are plotted in blue.
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Figure 5. Time-dependence of mean values 〈z〉 (t) using different 1D model potentials. Panel (a): single active electron model of
a neon atom with Z(SAE)Ne = 1.25929, driven by the external field with T = 100, F = 0.15, NCycle = 3. Panel (b): hydrogen with
Z = 1 using the driven by the external field with T = 80, F = 0.1, NCycle = 6. Results of the corresponding 3D simulations
are plotted in blue.
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Figure 6. Panel (a): Logarithmic plot of the power spectra vs. the harmonic order, i.e. p(nf1) (where f1 = 1/T = 0.01 a.u. is
the fundamental frequency). Panel (b): Phase of the dipole acceleration spectra vs. the harmonic order (up shifted by 2pi for
the 3D case). We plot the results for the density-based 1D model potential (purple) and for the improved soft-core Coulomb
potential (gold) in comparison with the 3D reference (blue). The parameters F = 0.1, NCycle = 3, T = 100 and Z = 1 are the
same as for Figs. 2 and 3.
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Figure 7. Logarithmic plots of the scaled power spectra p(nf0)/s(nf0) using the model systems of Fig. 6 with F = 0.10 (a),
F = 0.15 (b), in comparison with the 3D reference (blue).
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Figure 8. Logarithmic plots of the scaled power spectra p(nf0)/s(nf0) obtained using the density-based 1D model potential
(purple) and the improved soft-core Coulomb potential (gold), in comparison with the 3D reference (blue). Panel (a): single
active electron model of a neon atom with Z(SAE)Ne = 1.25929 driven by the external field with T = 100, F = 0.15, NCycle = 3.
Panel (b): hydrogen with Z = 1, driven by the external field with T = 80, F = 0.1, NCycle = 6.
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Figure 9. Time-dependence of the numerical mean value errors
∣∣∣〈z〉 (t)− 〈z〉num,ref (t)∣∣∣ (a) and ground state population loss
errors |g(t)− gnum,ref(t)| (b) using different realizations of the density-based model potentials, under the influence of the same
external field with F = 0.1, NCycle = 3. We plotted in purple and orange the results using the potential V˜ 1D0,M from numerical
inversion formula (26) with ∆z = 0.2, and ∆z = 0.4, respectively. Note that the values of these two curves are magnified by a
factor of 320 and 20 as indicated. For comparison, we plotted in green the results directly using the analytic formula (21) as
the atomic potential in an usual Crank-Nicolson solution.
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Figure 10. Time-dependence of the numerical mean value errors
∣∣∣〈z〉 (t)− 〈z〉num,ref (t)∣∣∣ (a) and ground state population loss
errors |g(t)− gnum,ref(t)| (b) using different implementations of the Dirac-delta model potential, under the influence of the
same external field with F = 0.1, NCycle = 3. We plotted in dark blue and orange the results using the potential V˜ 1D0,DD from
numerical inversion formula (27) with ∆z = 0.2, and ∆z = 0.4, respectively. For comparison, we plotted in green the results
using the implementation in [30] that uses the proper Robin boundary condition to represent the singularity of (11).
