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STRONG AND WEAK CONVERGENCE RATES OF A SPATIAL
APPROXIMATION FOR STOCHASTIC PARTIAL DIFFERENTIAL
EQUATION WITH ONE-SIDED LIPSCHITZ COEFFICIENT∗
JIANBO CUI † AND JIALIN HONG †
Abstract. Strong and weak approximation errors of a spatial finite element method are analyzed
for stochastic partial differential equations(SPDEs) with one-sided Lipschitz coefficients, including
the stochastic Allen–Cahn equation, driven by additive noise. In order to give the strong conver-
gence rate of the finite element method, we present an appropriate decomposition and some a priori
estimates of the discrete stochastic convolution. To the best of our knowledge, there has been no
essentially sharp weak convergence rate of spatial approximation for parabolic SPDEs with non-
globally Lipschitz coefficients. To investigate the weak error, we first regularize the original equation
by the splitting technique and derive the regularity estimates of the corresponding regularized Kol-
mogorov equation. Meanwhile, we present the regularity estimate in Malliavin sense and the refined
estimate of the finite element method. Combining the regularity estimates of regularized Kolmogorov
equation with Malliavin integration by parts formula, the weak convergence rate is shown to be twice
the strong convergence rate.
Key words. one-sided Lipschitz coefficient, stochastic Allen–Cahn equation, finite element
method, strong and weak convergence rate, Kolmogorov equation, Malliavin calculus
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1. Introduction. Both strong and weak convergence rates of numerical approx-
imations for SPDEs with globally Lipschitz continuous and regular nonlinearities have
been studied over past decades. In contrast to the Lipschitz coefficient case, strong
and weak convergence rates of numerical approximations for SPDEs with non-globally
Lipschitz continuous nonlinearities, especially the stochastic Allen–Cahn equation, be-
come more involved recently (see, e.g., [3, 4, 5, 6, 8, 13, 23, 24, 25, 26, 33]) and are far
from well-understood. We refer to [4, 5, 6, 24, 25, 26, 33] and references therein for
the strong convergence rate results of many different temporal and spatial approxima-
tions, and to [9, 12] for the weak convergence rate results of temporal splitting type
schemes. Up to now, there has been no essentially sharp weak convergence rate result
of spatial approximation for parabolic SPDEs with non-globally Lipschitz coefficients.
The present work makes further contributions on the strong and weak convergence
rates of spatial approximations for SPDEs with non-globally Lipschitz continuous
nonlinearities but one-sided Lipschitz nonlinearities driven by additive noise.
Let O = [0, L] and H = L2(O) be the real separable Hilbert space endowed with
the usual inner product. In this article, we mainly focus on the following semilinear
parabolic SPDE,
dX(t) +AX(t)dt = F (X(t))dt+ dW (t), t ∈ [0, T ],(1)
X(0) = X0,
where 0 < T < ∞, −A is the Laplacian operator on O under homogenous Dirichlet
boundary condition, F is the Nemytskii operator defined by F (X)(ξ) := f(X(ξ)), ξ ∈
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O, where f is a real-valued nonlinear function and satisfies Assumption 2.3. In partic-
ular, Eq. (1) is the stochastic Allen–Cahn equation if F (X) = X−X3. The stochastic
process {W (t)}t≥0 is a generalized Q-Wiener process on a filtered probability space
(Ω,F , {Ft}t≥0,P). Under further assumptions on X0, Q, f and ‖Aβ−12 ‖L02 < ∞,
β ∈ (0, 1], similar arguments in [6, 26] yield that there is a unique mild solution X of
Eq. (1), which possesses the optimal spatial regularity E
[
‖X(t)‖p
Hβ
]
≤ C(T,Q,X0, p),
p ≥ 1. For the numerical study of SPDE with one-sided Lipschitz coefficient driven
by the multiplicative noise under enough spatial regularity assumptions, we refer to
[19, 25]. In this work, we do not consider the case of the multiplicative noise with low
spatial regularity assumption, since it is more involved and beyond the scope of this
article.
One main contribution of this article is applying the variational approach, com-
bined with an appropriate error decomposition, to deduce the strong convergence rate
of the spatial finite element method for Eq. (1) with one-sided Lipschitz coefficients
under the mild assumption on X0. The corresponding finite element approximation
Xh satisfies
dXh(t) + AhX
h(t)dt = P hF (Xh(t))dt+ P hdW (t),(2)
X(0) = Xh0 ,
where P h is the Galerkin finite element projection and Ah is the discretization of A.
Recently, the authors in [19] prove strong convergence with sharp rates of the finite
element method for stochastic Allen–Cahn equation with gradient-type multiplicative
noise. The authors in [26] deduce the optimal strong convergence rate of the finite
element method for stochastic Allen–Cahn equation driven by additive trace-class
noise. To the best of our knowledge, there exists no sharp strong convergence rate
result of the finite element method approximating Eq. (1) driven by general additive
noise. As the considered noise in Eq. (1) could be very rough, a priori estimate of
stochastic convolution is needed. We make use of the properties of Sh and P h to get
the non-uniform estimate of the approximated stochastic convolution Zh, and obtain
the sharp strong convergence rate, for X0 ∈ C(O), T > 0, p ≥ 1,
E
[
‖X(T )−Xh(T )‖p
H
]
≤ C(X0, T, p, γ)(1 + T−
γ
2 )phγp,
where γ ≤ β, if β ∈ (12 , 1] and γ < β, if β ∈ (0, 12 ]. We remark that this approach to
deduce the strong convergence rate of the numerical approximation is also available
for more general case (see Remark 3.3).
Another main contribution is about the weak convergence rate of the finite ele-
ment method for Eq. (1) with one-sided Lipschitz coefficient. In recent years, there
already exist many different strategies on the weak error analysis for many different
numerical schemes approximating parabolic SPDEs with Lipschitz coefficients. We
refer to e.g. [2, 7, 18, 21, 22] for the error analysis based on the associated Kol-
mogorov equation, to e.g. [10, 20] for applying the mild Itoˆ formula approach and
to e.g. [1, 32] for other techniques. However, no essentially sharp weak convergence
rate of spatial approximation is established for parabolic SPDEs with non-globally
Lipschitz coefficients. There are three key points to deduce the weak convergence
rate of numerical approximations for Eq. (1) with non-sided Lipschitz coefficients: to
give the regularity estimates of the corresponding Kolmogorov equation, to deduce
the uniform estimate of the spatial approximation and to get rid of the irregular terms
This manuscript is for review purposes only.
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in the weak error estimate. Inspired by [9] where the authors shows the weak con-
vergence order of the two temporal splitting type schemes approximating stochastic
Allen–Cahn equation driven by space-time white noise, we propose a regularizing pro-
cedure through a splitting strategy. Then we utilize the properties of Sh, P h and Ah
(see Section 2), as well as the non-uniform estimate of the approximated stochastic
convolution Zh to get a priori estimate of the finite element approximation. At last,
by using the Malliavin integration by parts, together with the regularity estimates
of the regularized Kolmogorov equation and a priori estimate of the finite element
approximation, we derive the essentially sharp weak convergence rate result of Xh,
for φ ∈ C2b (H), X0 ∈ C(O), T > 0, γ < β,∣∣∣E[φ(X(T ))− φ(Xh(T ))]∣∣∣ ≤ C(X0, T, γ, φ)(1 + T−γ)h2γ .
The outline of this paper is as follows. In the next section, some preliminaries
are listed. Section 3 is devoted to giving the a priori estimates of Eq. (1), the strong
convergence rate of the finite element method, as well as the a priori estimates of
the finite element method and semi-discretized stochastic convolution. In Section 4,
we propose a new regularizing procedure and give an approach to study the weak
convergence rate of the finite element method by Malliavin calculus.
2. Preliminaries. In this section, we give assumptions on A, F and W (t), the
abstract functional analytical framework of the considered equation and finite element
method, and a brief introduction to Malliavin calculus.
Given two separable Hilbert spaces (H, ‖ ·‖H) and (H˜, ‖ ·‖H˜), denote by L(H, H˜)
and L1(H, H˜) the Banach spaces of all linear bounded operators and the nuclear
operators from H to H˜ , respectively. The trace of an operator T ∈ L1(H) is tr[T ] =∑
k∈N+〈T fk, fk〉H, where {fk}k∈N+ (N+ = {1, 2, · · · }) is any orthonormal basis of
H. In particular, if T ≥ 0, tr[T ] = ‖T ‖L1 . Denote by L2(H, H˜) the space of
Hilbert–Schmidt operators from H into H˜ , equipped with the usual norm given by
‖ · ‖
L2(H,H˜)
= (
∑
k∈N+ ‖ · fk‖2H˜)
1
2 . The following useful property and inequality (see
e.g. [2]) hold
〈T ,S〉
L2(H,H˜)
= tr[T ∗S] = tr[ST ∗], T , S ∈ L2(H, H˜),(3)
|tr[ST ∗]| ≤ ‖ST ∗‖L1 ≤ ‖S‖‖T ‖L1 , S ∈ L(H, H˜), T ∈ L1(H, H˜),
where T ∗ is the adjoint operator of T . Let Ckb (H, H˜), k ∈ N+ be the space of k times
continuous differentiable mappings from H to H˜ with uniformly bounded Fre´chet
derivatives up to order k. We endow Ckb (H, H˜) with the seminorm | · |Ck
b
(H,H˜), defined
as for g ∈ Ckb (H, H˜), |g|Ck
b
(H,H˜) is the smallest constant C such that
sup
x∈H
‖Dmg(x) · (φ1, · · · , φm)‖H˜ ≤ C‖φ1‖H · · · ‖φm‖H, ∀φ1, · · · ∈ H, φm ∈ H,m ≤ k.
Given a Banach space (E , ‖ · ‖E), we denote by γ(H, E) the space of γ-radonifying
operators endowed with the norm defined by ‖T ‖γ(H,E) = (E˜‖
∑
k∈N+ γkT fk‖2E)
1
2 ,
where {γk}k∈N+ is a Rademacher sequence on a probability space (Ω˜, F˜ , P˜). For
convenience, we denote ‖ · ‖ = ‖ · ‖H and 〈·, ·〉 = 〈·, ·〉H. Let Lq = Lq(O), 1 ≤
q < ∞ and E = C(O) equipped with the usual norms. We also need the following
This manuscript is for review purposes only.
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Burkerholder inequality in martingale-type 2 Banach spaces (see, e.g., [30, Lemma
2.1]), for Lq, q ∈ [2,∞) and p ≥ 1, there exists Cp,q ∈ (0,∞) > 0 such that∥∥∥ sup
t∈[0,T ]
∥∥∥ ∫ t
0
φ(r)dW˜ (r)
∥∥∥
Lq
∥∥∥
Lp(Ω)
≤ Cp,q‖φ‖Lp(Ω;L2([0,T ];γ(H;Lq)))(4)
≤ Cp,q
(
E
( ∫ T
0
∥∥∥ ∑
k∈N+
(φ(t)ek)
2
∥∥∥
L
q
2
dt
) p
2
) 1
p
,
where {W˜ (t)}t≥0 is the H-valued cylindrical Wiener process and {ek}k∈N+ is an or-
thonormal basis of H.
2.1. Main assumptions. In this subsection, we introduce some useful notations
and our main assumptions on A, F andW . Throughout this article, the initial datum
X0 is assumed to be a deterministic function and belongs to E for convenience. We
use C to denote a generic constant, independent of h, which differs from one place to
another.
Assumption 2.1. Let O = (0, L), L > 0 and −A : D(A) ⊂ H → H be the
Laplacian operator under the homogeneous Dirichlet boundary condition, i.e., Au =
−∆u, u ∈ D(A).
Such assumption implies that −A generates an analytic and contraction C0-
semigroup S(t), t ≥ 0 in H and Lq. It is also well known that the assumption on
O implies that the existence of the eigensystem {λk, ek}k∈N+ of H, such that λk > 0,
Aek = λkek and lim
k→∞
λk =∞. Let Hr be the Hilbert space equipped with the norm
‖ · ‖Hr := ‖A r2 · ‖H for the fractional power A r2 , r ≥ 0.
Assumption 2.2. Let W (t) be a Wiener process with covariance operator Q,
where Q is a bounded, linear, self-adjoint and positive definite operator on H. Assume
that ‖Aβ−12 ‖L02 < ∞ with 0 < β ≤ 1, where L02 = L2(U0,H), U0 = Q
1
2 (H). In the
case that β ≤ 12 , in addition assume that Q commutes with A.
Assumption 2.3. Let K ∈ N+ and Lf > 0. Assume that f : R→ R satisfies
|f(ξ)| ≤ Lf(1 + |ξ|K), f ′(ξ) ≤ Lf , |f ′(ξ)| ≤ Lf(1 + |ξ|K−1).
Let F : L2K → H be the Nemytskii operator defined by F (X)(ξ) = f(X(ξ)).
The above assumption ensures that F : L2K → H satisfies for some constant
L = L(Lf ,K),
〈F (u)− F (v), u− v〉 ≤ Lf‖u− v‖2, u, v ∈ L2K ,
‖F (u)− F (v)‖ ≤ L(1 + ‖u‖K−1E + ‖v‖K−1E )‖u− v‖, u, v ∈ E,
where ‖ · ‖E is the supremum norm. We remark that in the analysis of strong con-
vergence rates, the assumption about the upper bound of the derivative of f could be
weakened to the monotone condition. We also point out that when studying the weak
convergence rates, more restricted condition on F is needed. The typical example of
f is a cubic polynomial
f(ξ) = a3ξ
3 + a2ξ
2 + a1ξ + a0, a3 < 0, a2, a1, a0 ∈ R.
In this case, Eq. (1) corresponds to the stochastic Allen–Cahn equation. We remark
that Assumptions 2.1-2.3 could be extend to d ≤ 3 and more general noise case (see
Remark 3.3 in Section 3). We also mention that the weak convergence rate of a full
discretization of Eq. (1) will be studied in [16].
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2.2. Finite element method. Let (Th)h∈(0,1) be a quasi-uniform family of
triangulations of O, i.e., Th is a partition of O, the parameter h is the mesh size
of Th, and the length of each subinterval is bounded below by ch for a constant
c > 0. Let (Vh)h∈(0,1) be a family of spaces of continuous piecewise linear functions
corresponding to (Th)h∈(0,1), and Nh be the dimension of Vh. Denote P
h : H→ Vh the
orthogonal projection and Ah : Vh → Vh the discrete Laplacian satisfying 〈Ahu, v〉 =
〈∇u,∇v〉, u, v ∈ Vh. It is well known that the semi-discretization −Ahuh = P hf is
finite element approximation of −Au = f and that ‖u− uh‖ = ‖A−1h P hf −A−1f‖ ≤
Ch2‖f‖ (see e.g. [28]). The operator−Ah generates an analytic semigroup (Sh(t))t≥0.
In particular, there is an orthonormal eigenbasis {ehi }Nhi=1 in V h equipped with the H
norm, with eigenvalues 0 < λh1 ≤ λh2 ≤ · · · ≤ λhNh such that
Sh(t)vh =
Nh∑
i=1
e−λ
h
i t〈vh, ehi 〉ehi , vh ∈ Vh, t ≥ 0.
We will often use the equivalence of the following two norms for vh ∈ Vh, γ ∈ [− 12 , 12 ],
c‖Aγhvh‖ ≤ ‖Aγvh‖ ≤ C‖Aγhvh‖,(5)
the interpolation space (Hβh)β∈[−1,1] and the properties of the Ritz projection R
h :
H
1 → Vh and P h (see, e.g., [2], [28, Chapter 3]),
‖A s2 (I −Rh)A− r2 ‖L(H) ≤ Chr−s, 0 ≤ s ≤ 1 ≤ r ≤ 2,(6)
‖A s2 (I − P h)A− r2 ‖L(H) ≤ Chr−s, 0 ≤ s ≤ 1, 0 ≤ s ≤ r ≤ 2.
In the setting of strong convergence rate result, we will need the error of the
semigroups Gh(t) := Sh(t)P h − S(t), t ≥ 0, (see, e.g., [26, Section 3] or [28, Chapter
3]) for h ∈ (0, 1],
‖Gh(t)x‖ ≤ Chut−u−v2 ‖x‖Hv , x ∈ Hv, t > 0, 0 ≤ v ≤ u ≤ 2,(7)
‖Gh(t)x‖ ≤ Ct ρ2 ‖x‖H−ρ , x ∈ H−ρ, t > 0, 0 ≤ ρ ≤ 1,
‖Gh(t)x‖ ≤ Ct−1h2−ρ‖x‖H−ρ , x ∈ H−ρ, t > 0, 0 ≤ ρ ≤ 1,
‖
∫ t
0
Gh(s)xds‖ ≤ Ch2−ρ‖x‖H−ρ , x ∈ H−ρ, t > 0, 0 ≤ ρ ≤ 1,(∫ t
0
‖Gh(s)x‖2ds
) 1
2 ≤ Ch1+ρ‖x‖Hρ , x ∈ Hρ, t > 0, 0 ≤ ρ ≤ 1.
Besides the above properties of finite element methods, the other important parts
for our analysis are the smoothing effect of Sh (see, e.g., [28, Chapter 3])
‖AγhSh(t)Ph‖L(H) ≤ Cγt−γ , γ ≥ 0, t > 0,(8) ∫ t
0
‖A
1
2
hS
hPhx‖2ds ≤ C‖x‖2, x ∈ H,
and the boundedness of P h (see, e.g., [29, Lemma 2.3])
‖P h‖L(Lp) ≤ C, 1 ≤ p <∞, ‖P h‖L(E) ≤ C.
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2.3. Malliavin calculus. In order to get the weak convergence rate, we recall
some preliminary about Malliavin calculus in Hilbert space (see e.g., [2, Section 2]),
which will be used to deal with the singular term appeared in the weak error. Since Q
is a bounded, linear, self-adjoint and positive definite operator on H, the correspond-
ing Cameron-Martin space is U0 = Q
1
2 (H). Let I : L2([0, T ];U0) → L2(Ω) be an
isonormal process, i.e., for any ψ ∈ L2([0, T ];U0), I(ψ) is the centered Gaussian vari-
able and E[I(ψ1)I(ψ2)] = 〈ψ1, ψ2〉L2([0,T ];U0), ψ1, ψ2 ∈ L2([0, T ];U0). Let C∞p (RN ) be
the space of all real-valued C∞ functions on RN with polynomial growth. We denote
the family of smooth real-valued cylindrical random variables by
S =
{
X = g(I(ψ1), · · · , I(ψN )) : g ∈ C∞p (RN ), ψj ∈ L2([0, T ];U0), j = 1, · · · , N
}
,
and the family of smooth cylindrical H-valued random variables by
S(H) =
{
G =
M∑
i=1
Xi ⊗ hi : Xi ∈ S, hi ∈ H,M ≥ 1
}
.
Then the Malliavin derivative of G =
∑M
i=1 gi(I(ψ1), · · · , I(ψN )⊗ hi is defined by
DsG =
M∑
i=1
N∑
j=1
∂jgi(I(ψ1), · · · , I(ψN ))⊗ (hi ⊗ ψj(s)).
Since the derivative operator D is closable (see, e.g., [2, section 2]), we denote D1,2(H)
the closure of S(H) with respect to Malliavin derivative equipped with the norm
‖G‖D1,2(H) =
(
E[‖G‖2] + E[
∫ T
0
‖DsG‖2ds]
) 1
2
,
where DsG is the Malliavin derivative of G. The key in the analysis of weak conver-
gence rate is the following integration by parts formula(see, e.g., [18, Section 2]). For
any random variable G ∈ D1,2(H) and any predictable process Θ ∈ L2([0, T ];L02), we
have
E
[〈 ∫ T
0
Θ(t)dW (t), G
〉]
= E
[ ∫ T
0
〈
Θ(t),DtG
〉
L02
dt
]
.(9)
Moreover, we also need the chain rule of the Malliavin derivative. Let V be another
separable Hilbert space and σ ∈ C1b (H,V). Then we have σ(G) ∈ D1,2(V),
Dyt (σ(G)) = Dσ(G) · DytG, y ∈ U0, G ∈ D1,2(H),
Dt(σ(G)) = Dσ(G)DtG, G ∈ D1,2(H),
where DytG := DtGy is the derivative of G in the direction of y ∈ U0.
3. A priori estimate and strong convergence rate. In this section, we
present the strong convergence rate of the finite element method, as well as the a
priori estimate of the discrete stochastic convolution and the finite element method.
3.1. A priori estimate. Combining the equivalence of Eq. (1) and the following
random PDE
dY +AY dt = F (Y + Z)dt, Y (0) = X0,
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dZ +AZdt = dW (t), Z(0) = 0,
with the similar arguments in the proofs of [17, Theorem 7.7] and [6, Lemma 3.3], we
get the following a priori estimate on the exact solution of Eq. (1).
Lemma 3.1. Under Assumptions 2.1-2.3, there exists a unique mild solution X
of Eq. (1). Moreover, for t ∈ (0, T ], p ≥ 1, there exists a constant C(T, p) > 0 such
that
sup
s∈[0,t]
E
[
‖X(s)‖pE
]
≤ C(T, p)(1 + ‖X0‖pE),
E
[
‖X(t)‖p
Hβ
]
≤ (1 + t− βp2 )C(T, p)(1 + ‖X0‖p).
Now, we are in a position to derive a priori estimate for the semi-discretization
Eq. (2). At first, we prove the smoothing property of Sh(t), t ≥ 0.
Lemma 3.2. For t > 0 and 2 ≤ p ≤ ∞, there exists a positive constant C such
that for f ∈ H,
‖Sh(t)P hf‖Lp ≤ Ct−
1
2 (
1
2−
1
p
)‖f‖.
Proof. Since Sh(t)P hf ∈ V h, we have
Sh(t)P hf =
Nh∑
i=1
e−λ
h
i t〈f, ehi 〉ehi .
Then the uniform boundness of ehi and ci
2 ≤ λhi ≤ Ci2, 1 ≤ i ≤ Nh in [2, Section]
yield that
‖Sh(t)P hf‖E = ‖
Nh∑
i=1
e−λ
h
i t〈f, ehi 〉ehi ‖E ≤ (
Nh∑
i=1
e−2λ
h
i t)
1
2 ‖f‖ ≤ Ct− 14 ‖f‖,
and
‖Sh(t)P hf‖ ≤
∥∥ Nh∑
i=1
e−λ
h
i t〈f, ehi 〉ehi
∥∥ ≤ C‖f‖.
The Riesz–Thorin interpolation theorem (see e.g. [27]) leads to the desired result.
The other tool to get the a priori estimate is the weak discrete maximum principle
in [11, Lemma 3.4].
Lemma 3.3. Under the assumptions on T h and Vh, there exists a positive constant
C such that, for any vh ∈ Vh,
‖Sh(t)vh‖L∞ ≤ C‖vh‖L∞ , t > 0.(10)
We remark that in the case of higher dimension, the similar boundedness results
of finite element methods still hold (see e.g. [28, Chapter 6]). Next, we give the a
priori estimate of the semi-discretized stochastic convolution Zh, which satisfies
dZh(t) +AhZ
h(t) = P hdW (t), Zh(0) = 0.
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Lemma 3.4. Let V = E or L2q (q ≥ 1). Under Assumptions 2.1-2.2, there exists
a constant C(T, p) > 0 such that the discretized stochastic convolution Zh satisfies
that for t ∈ (0, T ] and p ≥ 1,
E
[
‖Zh(t)‖pV
]
≤ C(T, p), if β > 1
2
,
E
[
‖Zh(t)‖pV
]
≤ C(T, p)(1 + log( 1
h
))
p
2 , if 0 < β ≤ 1
2
.
Moreover, if Q = I, β ∈ [0, 12 ), then for t ∈ (0, T ] and p ≥ 1, there exists a constant
C(T, p) such that
E
[
‖Zh(t)‖pV
]
≤ C(T, p).
Proof. The a priori estimate in the case that β > 12 is directly proven by us-
ing the Sobolev embedding theorem, the Burkholder inequality, and the smoothing
property of Ah (8). Now we focus on the case β ≤ 12 and take V = L2q, q ≥ 1
as example. Similar arguments yield the case V = E. Notice that Zh(t, ξ) =∑
k∈N+
∫ t
0
∑Nh
i=1 e
−λhi s〈√qkek, ehi 〉ehi (ξ)dβk(s), where {ek, qk}k∈N+ is the eigensystem
of Q. The Fubini theorem, Fourier transform, Burkholder inequality (4) and uniform
boundedness of ehi , 1 ≤ i ≤ Nh in E (see e.g. [31, Appendix]) yield that
E
[
‖Zh(t)‖p
L2q
]
≤ CE
[( ∫ t
0
∥∥∥ ∑
k∈N+
( Nh∑
i=1
e−λ
h
i s〈√qkek, ehi 〉ehi
)2∥∥∥
Lq
ds
) p
2
]
≤ CE
[( ∫ t
0
∥∥∥ Nh∑
i,j=1
e−(λ
h
i +λ
h
j )s〈Q 12 ehi , Q
1
2 ehj 〉ehi ehj
∥∥∥
Lq
ds
) p
2
]
≤ CE
[( ∫ t
0
Nh∑
i,j=1
e−(λ
h
i +λ
h
j )s‖ehi ‖E‖ehi ‖‖ehj ‖E‖ehj ‖ds
) p
2
]
≤ CE
[( ∫ t
0
Nh∑
i,j=1
e−(λ
h
i +λ
h
j )sds
) p
2
]
.
By ci2 ≤ λhi ≤ Ci2, 1 ≤ i ≤ Nh and Nh ≤ O( 1h ), we have
E
[
‖Zh(t)‖p
L2q
]
≤ CE
[(∫ t
0
Nh∑
i,j=1
e−(λ
h
i +λ
h
j )sds
) p
2
]
≤ CE
[(∫ t
0
(Nh)2∑
i=1
e−icsds
) p
2
]
≤ CE
[(∫ hl
0
1
h2
ds
) p
2
]
+ CE
[(∫ t
hl
∫ ∞
1
e−cξsdξds
) p
2
]
≤ C(hl−2 + (log(1 + t) + log( 1
h
))
p
2 )
≤ C(1 + (log(1 + t)) p2 + (log( 1
h
))
p
2 ),
for a large l ∈ N+. In particular, if Q = I, then the logarithmic factor can be
eliminated as
E
[
‖Zh(t)‖p
L2q
]
≤ CE
[(∫ t
0
∥∥∥ ∑
k∈N+
( Nh∑
i=1
e−λ
h
i s〈ek, ehi 〉ehi
)2∥∥∥
Lq
ds
) p
2
]
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≤ CE
[(∫ t
0
∥∥∥ ∑
k∈N+
Nh∑
i,j=1
e−(λ
h
i +λ
h
j )s〈ek, ehi 〉〈ek, ehj 〉ehi ehj
∥∥∥
Lq
ds
) p
2
]
≤ CE
[(∫ t
0
∥∥∥ Nh∑
i,j=1
e−(λ
h
i +λ
h
j )s〈ehi , ehj 〉ehi ehj
∥∥∥
Lq
ds
) p
2
]
≤ CE
[(∫ t
0
∥∥∥ Nh∑
i=1
e−2λ
h
i s(ehi )
2
∥∥∥
Lq
ds
) p
2
]
≤ Ct p4 .
Summing up all the estimates, we finish the proof.
The following a priori estimate is very useful for deducing the weak convergence
rate in Section 4 and has its own interest.
Proposition 3.1. Let V = E or L2q (q ≥ 1). Under Assumptions 2.1-2.3 with
K < 5, there exists C(p, T,X0) > 0 such that the unique mild solution X
h of Eq. (2)
satisfies
sup
t∈[0,T ]
E
[
‖Xh(t)‖pV
]
≤ C(p, T,X0)(1 + (log( 1
h
)))
K2p
2 , for p ≥ 1.
Proof. For convenience, we only prove the case V = E. By the equivalence of the
stochastic PDE
dXh +AhX
hdt = P hF (Xh)dt+ P hdW (t), Xh(0) = P hX0,
and the random PDE
dY h +AhY
hdt = P hF (Y h + Zh)dt, Y h(0) = P hX0,
dZh +AhZ
hdt = P hdW (t), Zh(0) = 0
and Lemma 3.4, it suffices to bound E
[
‖Y h(t)‖pE
]
. The higher regularity of Y h and
the dissipativity of F imply that
‖Y h(t)‖2 + 2
∫ t
0
〈∇Y h,∇Y h〉ds
= ‖Xh(0)‖2 + 2
∫ t
0
〈F (Y h + Zh), Y h〉ds
= ‖Xh(0)‖2 + 2
∫ t
0
〈F (Y h + Zh)− F (Zh), Y h〉ds+ 2
∫ t
0
〈F (Zh), Y h〉ds
≤ ‖Xh(0)‖2 + C
∫ t
0
‖Y h‖2ds+ C
∫ t
0
(1 + ‖Zh‖2KL2K )ds.
The p-moment boundedness of ‖Zh‖E and the Gronwall’s inequality yield that for
p ≥ 1,
sup
t∈[0,T ]
‖Y h(t)‖2p + ( ∫ T
0
‖∇Y h‖2ds)p
≤ C(p, T )(1 + ‖Xh(0)‖2p +
∫ T
0
‖Zh‖2Kp
L2K
ds).
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Next, based on the above estimates and Lemma 3.4, we are in position to prove
the desired result. The mild form of Y h, Lemmas 3.2 and 3.3, together with the
Gagliardo–Nirenberg–Sobolev inequality ‖f‖L2K ≤ C‖∇f‖
K−1
2K ‖f‖K+12K , lead to
‖Y h(t)‖E ≤ ‖Sh(t)P hX0‖E +
∫ t
0
‖Sh(t− s)P hF (Y h + Zh)‖Eds
≤ C‖X0‖E + C
∫ t
0
(t− s)− 14 ‖F (Y h + Zh)‖ds
≤ C‖X0‖E + C
∫ t
0
(t− s)− 14 (1 + ‖Y h‖KL2K + ‖Zh‖KL2K )ds
≤ C‖X0‖E + C
∫ t
0
(t− s)− 14 (1 + ‖Zh‖KL2K )ds
+ C
∫ t
0
(t− s)− 14 ‖∇Y h‖K−12 ‖Y h‖K+12 ds.
Taking the pth moment on both sides, together with the Ho¨lder and Young inequalities
and the boundedness of
∫ T
0 ‖∇Y h‖2ds and Zh, yields that for p ≥ 1 and K < 5,
E
[
sup
t∈[0,T ]
‖Y h(t)‖pE
]
≤ C‖X0‖pE + C(T, p)(1 + log(
1
h
))
Kp
2
+ CE
[
(
∫ t
0
(t− s)− 14 ‖∇Y h‖K−12 ds)p sup
s∈[0,T ]
‖Y h(s)‖ (K+1)p2
]
≤ C
√
E
[(
sup
t∈[0,T ]
∫ t
0
(t− s)− 14 ‖∇Y h‖K−12 ds)2p]√E[ sup
s∈[0,T ]
‖Y h(s)‖(K+1)p
]
+ C(X0, T, p)(1 + log(
1
h
))
Kp
2
≤ C(X0, T, p)(1 + log( 1
h
))
(K+1)Kp
4
√
E
[(
sup
t∈[0,T ]
∫ t
0
‖∇Y h‖2ds) (K−1)p2 ]
+ C(X0, T, p)(1 + log(
1
h
))
Kp
2
≤ C(X0, T, p)(1 + log( 1
h
))
K2p
2 .
Using the fact that
E
[
sup
t∈[0,T ]
‖Xh(t)‖pE
]
≤ CpE
[
sup
t∈[0,T ]
‖Y h‖pE
]
+ CpE
[
sup
t∈[0,T ]
‖Zh(t)‖pE
]
,
together with the a priori estimate on Y h above and Zh in Lemma 3.4, we complete
the proof.
Remark 3.1. Under the assumptions of Proposition 3.1, if in addition assume
that ‖Aβ−12 ‖L02 <∞, β > 12 or that Q = I, we have the following optimal estimate
sup
t∈[0,T ]
E
[
‖Xh(t)‖pV
]
≤ C(p, T,X0).
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The above a priori estimate of Xh in V is a crucial part to derive the weak convergence
rate in Section 4. This is the main reason why we require that Assumption 2.3 holds
for K < 5 in Proposition 3.1.
3.2. Strong convergence rate. In this subsection, we aim to give the strong
convergence result of the finite element method. We also remark that this approach
to get strong convergence rates does not require the additional a priori estimate of
the spatial approximation Xh.
Theorem 3.1. Under Assumptions 2.1-2.3, the finite element approximation Xh(t)
is strongly convergent to X(t), t ∈ (0, T ] and satisfies, for p ≥ 1,
E
[
‖X(t)−Xh(t)‖p
]
≤ C(X0, T, p)(1 + t−
β
2 )phβp, for β >
1
2
,
E
[
‖X(t)−Xh(t)‖p
]
≤ C(X0, T, p)(1 + t−
β
2 + (log(
1
h
))
(K−1)
2 )phβp, for β ≤ 1
2
.
Proof. Since A does not commute with P h, we could not use the usual strategy
which divides the strong error X(t)−Xh(t) into (I − P h)X(t) and P hX(t)−Xh(t).
Thus, we introduce a new auxiliary process Y˜ h which satisfies
dY˜ h +AhY˜
hdt = P hF (Y + Z)dt, Y˜ h(0) = Xh(0).
Now, we split strong error as
X(t)−Xh(t) = Y (t)− Y h(t) + Z(t)− Zh(t)
= (Y (t)− Y˜ h(t)) + (Y˜ h(t)− Y h(t)) + (Z(t)− Zh(t)),
and estimate the three terms, respectively. Using the estimates (6) of Gh(t) :=
Sh(t)P h − S(t), t ≥ 0 and Burkholder inequality, we get
E
[
‖Z(t)− Zh(t)‖p
]
≤ CpE
[(∫ t
0
‖Gh(t− s)‖2
L02
ds
) p
2
]
≤ CpE
[(∫ t
0
‖(Rh − I)S(t− s)‖2
L02
ds
) p
2
]
≤ CpE
[(∫ t
0
‖(Rh − I)A− β2 ‖2L‖A
1
2S(t− s)Aβ−12 ‖2
L02
ds
) p
2
]
≤ C(T, p)‖Aβ−12 ‖p
L02
hβp.
The mild forms of Y and Y˜ h, together with the a priori estimates of Y and Z and
the properties (7) of finite element method, yield that for 0 ≤ u < 2,
E
[
‖Y (t)− Y˜ h(t)‖p
]
≤ CpE
[
‖Gh(t)X0‖p
]
+ CpE
[∥∥∥ ∫ t
0
Gh(t− s)F (Y + Z)ds
∥∥∥p]
≤ Cphupt−
up
2 ‖X0‖p + CpE
[∥∥∥ ∫ t
0
Gh(t− s)F (Y + Z)ds
∥∥∥p]
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≤ Cphupt−
up
2 ‖X0‖p + C(p, T )E
[(∫ t
0
hu(t− s)−u2 ‖F (Y (s) + Z(s))‖ds
)p]
≤ Cphupt−
up
2 ‖X0‖p + C(p, T )hupE
[
sup
s∈[0,T ]
(
1 + ‖Y (s)‖KL2K + ‖Z(s)‖KL2K
)p]
≤ C(X0, T, p)hup(1 + t−
up
2 ).
Notice that the similar arguments as in the proof of [6, Lemma 3.1] yield that
E
[
‖Y˜ h(t)‖pE
]
≤ C(p, T,X0). Next we deal with the term Y˜ h(t)− Y h(t). The random
PDE forms of Y˜ h(t) and Y h(t) lead to
‖Y˜ h(t)− Y h(t)‖2
≤ −2
∫ t
0
‖∇(Y˜ h(s)− Y h(s))‖2ds
+
∫ t
0
2〈F (Y (s) + Z(s))− F (Y h(s) + Zh(s)), Y˜ h(s)− Y h(s)〉ds
≤
∫ t
0
2〈F (Y (s) + Z(s))− F (Y˜ h(s) + Zh(s)), Y˜ h(s)− Y h(s)〉ds
+
∫ t
0
2〈F (Y˜ h(s) + Zh(s))− F (Y h(s) + Zh(s)), Y˜ h(s)− Y h(s)〉ds.
For β ≤ 12 , by the monotonicity of F and Lemma 3.4, we have
sup
s∈[0,t]
‖Y˜ h(s)− Y h(s)‖2
≤ C
∫ t
0
sup
s∈[0,r]
‖Y˜ h(s)− Y h(s)‖2dr + C
( ∫ t
0
(‖Y (r) − Y˜ h(r)‖ + ‖Z(r)− Zh(r)‖)(1+
‖Y (r)‖K−1E + ‖Y˜ h(r)‖K−1E + ‖Z(r)‖K−1E + ‖Zh(r)‖K−1E
)‖Y˜ h(r) − Y h(r)‖dr)
≤ C
∫ t
0
sup
s∈[0,r]
‖Y˜ h(s)− Y h(s)‖2dr + ǫ sup
r∈[0,t]
‖Y˜ h(r) − Y h(r)‖2
+ C(ǫ)
( ∫ t
0
(‖Y (r) − Y˜ h(r)‖ + ‖Z(r)− Zh(r)‖)(
1 + ‖Y (r)‖K−1E + ‖Y˜ h(r)‖K−1E + ‖Z(r)‖K−1E + ‖Zh(r)‖K−1E
)
dr
)2
.
Taking the pth moment yields that for 0 ≤ µ < 2,
E
[
sup
s∈[0,t]
‖Y˜ h(s)− Y h(s)‖2p
]
≤ Cp
∫ t
0
E
[
sup
s∈[0,r]
‖Y˜ h(s)− Y h(s)‖2p
]
dr + C(X0, T, p)
(
1 + log(
1
h
)
)(K−1)p
×
((∫ t
0
hµ(1 + s−
µ
2 )ds
)2p
+ h2βp
)
≤ C
∫ t
0
E
[
sup
s∈[0,r]
‖Y˜ h(s)− Y h(s)‖2p
]
dr + C(X0, T, p)
(
1 + log(
1
h
)
)(K−1)p
h2βp.
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Then the Gronwall inequality leads to
E
[
‖Y˜ h(t)− Y h(t)‖2p
]
≤ C(X0, T, p)(1 + log( 1
h
))(K−1)ph2βp.
For β > 12 , similar arguments, together with Lemma 3.4 and the boundedness of
‖Y˜ h(t)‖E imply that
E
[
‖Y˜ h(t)− Y h(t)‖2p
]
≤ C(X0, T, p)h2βp.
Combining the strong error estimates of Y (t)− Y˜ h(t), Y˜ h(t)−Y h(t) and Z(t)−Zh(t)
together, we finish the proof.
Remark 3.2. Under the assumptions of Theorem 3.1, if in addition X0 ∈ Hβ,
then the term t−
β
2 in the strong convergence rate result can be eliminated. When
Q = I, the logarithmic factor in the strong error estimate can also be eliminated.
We also remark that the approach to deduce strong convergence rates of numerical
schemes is also available for SPDEs with non-monotone coefficients (see e.g. [15]).
Remark 3.3. Assume that O ⊂ Rd, d ≤ 3 is a bounded open domain with
smooth boundary, {W (t)}t≥0 satisfies ‖Aβ−12 ‖L02 < ∞ for some β ∈ [
(K−1)d
2K , 2], and
supt∈[0,T ] ‖
∫ t
0
S(t− s)dW (s)‖
Lp0(Ω,L2K2) <∞ for a sufficient large number p0 ∈ N+.
Then for X0 ∈ Hβ, p ≥ 1, it holds that
E
[
‖X(t)−Xh(t)‖p
]
≤ C(X0, T, p)hβp.
In this case, the proof of the strong convergence rate result does not rely on the a
priori estimates of the finite element method. The key ingredients lie on using the
Sobolev embedding Hγ →֒ L2K , γ ∈ [ (K−1)d2K , 1] and the dissipativity of −A and −Ah.
4. Regularity of Kolmogorov equation and weak convergence rate.
4.1. Regularity of Kolmogorov equation. Denote C2b (H) := C2b (H,R). Set
U(t, x) = E[φ(X(t, x))], then formally, U is the solution of the Kolmogorov equation
associated with Eq. (1):
∂U(t, x)
∂t
= 〈−Ax+ F (x), DU(t, x)〉 + tr[Q 12D2U(t, x)Q 12 ].
To give rigorous meaning of the Kolmogorov equation, we follow the approach in [9].
We first apply the splitting strategy inspired by [6, 8] to regularize the original equa-
tion and get a regularized Kolmogorov equation. Then making use of the regularity
of the regularized Kolmogorov equation and integration by parts formula in Malliavin
sense, we obtain the weak convergence rate of the finite element method.
Now, we are in a position to give the rigorous meaning of the regularized Kol-
mogorov equation and regularity estimates of DU and D2U . The following lemma is
useful in constructing the regularized PDE and its corresponding Kolmogorov equa-
tion. For a function f on R, we denote the first derivative and second derivative by
f ′ and f ′′.
Lemma 4.1. Let Lf > 0, K ∈ N+ and f : R→ R satisfy
|f(ξ)| ≤ Lf(1 + |ξ|K), |f ′(ξ)| ≤ Lf (1 + |ξ|K−1),
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f ′(ξ) ≤ Lf , |f ′′(ξ)| ≤ Lf (1 + |ξ|(K−2)∨0).
Then the phase flow Φt of the differential equation
dx(t) = f(x(t))dt, x(0) = ξ ∈ R,(11)
satisfies for all ξ ∈ R,
|Φt(ξ)| ≤ C(f, t)(1 + |ξ|), Φ′t(ξ) ≤ C(f, t), |Φ′′t (ξ)| ≤ C(f, t)(1 + |ξ|(K−2)∨0).
Proof. From the properties of f and the Young inequality, it follows that
|x(t)|2 = |ξ|2 +
∫ t
0
2(f(x(s)) − f(0))x(s)ds+
∫ t
0
2f(0)x(s)ds
≤ |ξ|2 +
∫ t
0
(L2f + (1 + 2Lf)|x(s)|2)ds.
Then Gronwall’s inequality implies that |Φt(ξ)| = |x(t)| ≤ C(f, t)(1 + |ξ|). Similarly,
using the differentiable dependence on initial data, we obtain
Φ′t(ξ) = 1 +
∫ t
0
f ′(Φs(ξ))Φ
′
s(ξ)ds,
which, together with Gronwall’s inequality, yields that 0 ≤ Φ′t(ξ) ≤ eLf t. Similar
arguments lead to
|Φ′′t (ξ)|2 ≤ 2
∫ t
0
f ′(Φs(ξ))|Φ′′s (ξ)|2ds+ 2
∫ t
0
f ′′(Φs(ξ))(Φ
′
s(ξ))
2Φ′′s (ξ)ds
≤
∫ t
0
(2Lf + 1)|Φ′′s (ξ)|2ds+
∫ t
0
|f ′′(Φs(ξ))|2|Φ′s(ξ)|4ds,
which indicates that |Φ′′t (ξ)| ≤ C(f, t)(1 + |ξ|(K−2)∨0).
With the help of Lemma 4.1, we introduce our regularizing procedures. Based on
the strategy of splitting method in [8], we split the Eq. (1) into two sub-systems
dX1 = F (X1)dt, dX2 = −AX2dt+ dW (t).
Then given a fixed time step size δt > 0, the splitting method is defined as
X˜n+1 := S(δt)Φδt(X˜n) +
∫ tn+1
tn
S(tn+1 − s)dW (s)
= SδtX˜n + δtSδtΨδt(X˜n) +
∫ tn+1
tn
S(tn+1 − s)dW (s),
for 0 ≤ n ≤ N − 1, Nδt = T, tn = nδt where Ψt(x) := Φt(x)−xt , t > 0 and Ψ0(x) =
F (x). Notice that the splitting method can be used to approximate SPDE with non-
monotone coefficients in strong and weak convergence senses (see, e.g., [12, 14]). Based
on the idea that {X˜n}n=1,··· ,N is the exponential Euler method applied to SPDE in
[6, 8], we introduce the auxiliary problem as
dXδt +AXδtdt = Ψδt(X
δt)dt+ dW (t), Xδt(0) = X0.(12)
The differentiability of Ψδt is listed on the following lemma, which generalizes the
case in [8, Lemma 2.1].
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CONVERGENCE OF FEM FOR NON-SIDED LIPSCHITZ SPDE 15
Lemma 4.2. Under the conditions of Lemma 4.1, for δt0 ∈ (0, 1], there exists
C(δt0, f) > 0 such that for all δt ∈ [0, δt0] and ξ ∈ R,
Ψ′δt(ξ) ≤ eCδt0 , |Ψ′δt(ξ)| ≤ C(δt0)(1 + |ξ|K−1),
|Ψ′′δt(ξ)| ≤ C(δt0)(1 + |ξ|(2K−3)∨(K−1)), |Ψδt(ξ)−Ψ0(ξ)| ≤ C(δt0)δt(1 + |ξ|2K−1).
Proof. By the definition of Ψδt and the properties of Φδt in Lemma 4.1, we have
Ψ′δt(ξ) =
Φ′δt(ξ) − 1
δt
=
∫ δt
0 f
′(Φs(ξ))Φ
′
s(ξ)ds
δt
≤ C(f, δt0),
|Ψ′δt(ξ)| ≤
| ∫ δt0 f ′(Φs(ξ))Φ′s(ξ)ds|
δt
≤ C(f, δt0) sup
s∈[0,δt]
(1 + |Φs(ξ)|K−1)
≤ C(f, δt0)(1 + |ξ|K−1),
|Ψ′′δt(ξ)| ≤
| ∫ δt0 f ′′(Φs(ξ))(Φ′s(ξ))2 + f ′(Φs(ξ))Φ′′s (ξ)ds|
δt
≤ C(f, δt0)(1 + |ξ|(2K−3)∨(K−1)),
|Ψδt(ξ)−Ψ0(ξ)| ≤
| ∫ δt0 ∫ 10 f ′(θΦs(ξ) + (1− θ)ξ)(Φs(ξ)− ξ)dθds|
δt
≤ sup
s∈[0,δt]
∫ 1
0
|f ′(θΦs(ξ) + (1− θ)ξ)|dθ sup
s∈[0,δt]
|(Φs(ξ)− ξ)|
≤ C(f, δt0)δt(1 + |ξ|2K−1).
Based on Lemma 4.2, the coefficient Ψδt(·) of Eq. (12) is globally Lipschitz due
to the fact that Ψt(ξ) =
Φt(ξ)−ξ
t
. However, the Lipschitz coefficients of Ψt, t ≥ 0 are
not uniformly bounded with respect to t (see, e.g., [9]). Indeed, the solution of Eq.
(12) is strongly convergent to that of Eq. (1), whose proof is similar to [8, Proposition
4.8].
Lemma 4.3. Let Assumptions 2.1-2.3 hold. Then the solution Xδt of Eq. (12) is
strongly convergent to the solution X of Eq. (1) and satisfies, for any p ≥ 1,
E
[
‖Xδt(t)‖pE
]
≤ C(T, p)(1 + ‖X0‖pE),∥∥∥ sup
t∈[0,T ]
‖Xδt(t)−X(t)‖
∥∥∥
Lp(Ω)
≤ C(X0, T, p)δt.
The idea of deducing the sharp weak convergence rate lies on the decomposition
of E
[
φ(X(t))−φ(Xh(t))
]
into E
[
φ(X(t))−φ(Xδt(t))
]
and E
[
φ(Xδt(t))−φ(Xh(t))
]
.
The first term is estimated by Lemma 4.3 and possesses the strong convergence rate
with respect to the parameter δt. The second error is estimated by utilizing the
regularity of Kolmogorov equation with respect to Eq. (12) and integration by parts
in the sense of Malliavin calculus. Similar to [9, 10], to get the rigorous regularity
result of the Kolmogorov equation, the noise term dW (t) is regularized as eδAdW (t),
δ > 0. For convenience, we omit the procedure of regularizing the noise since the
following proposition allows us to take the limit δ → 0.
Next, we give the regularity of Kolmogorov equation with respect to Eq. (12)
∂U δt(t, x)
∂t
= LδtU δt(t, x) = 〈−Ax+Ψδt(x), DU δt(t, x)〉(13)
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+
1
2
tr[Q
1
2D2U δt(t, x)Q
1
2 ].
Proposition 4.1. Let φ ∈ C2b (H). For every α, β, γ ∈ [0, 1), β + γ < 1, there
exist C(T, δt0, α) and C(T, δt0, β, γ) such that for δt ∈ [0, δt0], x ∈ E, y, z ∈ H and
t ∈ (0, T ],
|DU δt(t, x).y| ≤
C(T, δt0, α)(1 + |x|K−1E )|φ|C1b
tα
‖A−αy‖,(14)
|D2U δt(t, x).(y, z)| ≤ C(T, δt0, β, γ)(1 + |x|
(5K−6)∨(4K−4)
E )|φ|C2b
tβ+γ
‖A−βy‖‖A−γz‖.
(15)
Proof. Similar arguments in [9, Theorem 4.1] prove (14) and that for 0 ≤ α < 1,
‖ηy(t, x)‖ ≤ C(T, δt0, α)
tα
sup
t∈[0,T ]
‖Ψ′δt(Xδt(t, x))‖E‖A−αy‖,(16)
where ηy satisfies
dηy(t, x) = (−A+Ψ′δt(Xδt(t, x))ηy(t, x)dt, ηy(t, x) = y.
Here we give a short proof for (15) which is different from the dual argument in [9].
Notice that
D2U δt(t, x).(y, z) = E[Dφ(Xδt(t, x)).ζy,z(t, x)]
+ E[D2φ(Xδt(t, x)).(ηy(t, x), ηz(t, x))],
where ζy,z satisfies
dζy,z(t, x) = (−A+Ψ′δt(Xδt(t, x))ζy,z(t, x)dt+Ψ′′δt(Xδt(t, x))ηy(t, x)ηz(t, x).
Thus it suffices to prove the regularity of ζy,z thanks to (16). Due to the fact that
ζy,z(t, x) =
∫ t
0
V (t, s)
(
Ψ′′δt(X
δt(s, x))ηy(s, x)ηz(s, x)
)
ds,
where
dV (t, s)z = (−A+Ψ′δt(Xδt(t, x)))V (t, s)zdt, V (s, s)z = z,
we need to deduce more refined estimate of V (t, s)z, 0 ≤ s < t ≤ T . The property
of Ψ′δt in Lemma 4.2, combined with a energy estimate, yields that ‖V (t, s)z‖2 ≤
C(T, δt0)‖z‖2. Moreover, we claim that for 0 ≤ s < t ≤ T , 0 ≤ α < 1,
‖V (t, s)y‖ ≤ C(T, δt0, α)
(t− s)α supr∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖E‖A−αy‖.(17)
Indeed, let V˜ (t, s)y = V (t, s)y − e−(t−s)Ay, 0 ≤ s ≤ t ≤ T . Then we have for t > s,
dV˜ (t, s)y = (−A+Ψ′δt(Xδt(t, x)))V˜ (t, s)ydt+Ψ′δt(Xδt(t, x))e−(t−s)Aydt,
V˜ (s, s)y = 0,
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and
‖V˜ (t, s)y‖ ≤
∫ t
s
∥∥∥V (t, r)(Ψ′δt(Xδt(r, x))e−(r−s)Ay)∥∥∥dr
≤ C(T, δt0) sup
r∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖E
∫ t
s
‖e−(r−s)Ay‖dr
≤ C(T, δt0, α) sup
r∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖E(t− s)1−α‖A−αy‖,
which implies that the estimate (17) holds. Now, we are in a position to prove (15).
Based on (17) and Sobolev embedding theorem, we have for α > 14 ,
‖ζy,z(t, x)‖ ≤
∫ t
0
‖V (t, s)Ψ′′δt(Xδt(s, x))ηy(s, x)ηz(s, x)‖ds
≤ C(T, δt0, α)
∫ t
0
sup
r∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖E(t− s)−α∥∥∥A−α(Ψ′′δt(Xδt(s, x))ηy(s, x)ηz(s, x))∥∥∥ds
≤ C(T, δt0, α)
∫ t
0
sup
r∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖E(t− s)−α‖Ψ′′δt(Xδt(s, x))‖E
‖ηy(s, x)‖‖ηz(s, x)‖ds
≤ C(T, δt0, α) sup
r∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖E sup
r∈[0,T ]
‖Ψ′′δt(Xδt(r, x))‖E∫ t
0
(t− s)−α‖ηy(s, x)‖‖ηz(s, x)‖ds.
Now using the estimation (16), the growth of Ψδt, and stability of X
δt, we obtain
E[‖ζy,z(t, x)‖] ≤ C(T, δt0, α, β, γ)
∫ t
0
(t− s)−αs−β−γds‖A−βy‖‖A−γy‖
E
[
sup
r∈[0,T ]
‖Ψ′δt(Xδt(r, x))‖3E sup
r∈[0,T ]
‖Ψ′′δt(Xδt(r, x))‖E
]
≤ C(T, δt0, α, β, γ)t−β−γ(1 + ‖x‖(5K−6)∨(4K−4)E )‖A−βy‖‖A−γy‖,
which completes the proof.
Remark 4.1. The Sobolev embedding inequality ‖y‖L∞ ≤ C‖y‖
H
d
2
+ǫ , y ∈ H d2+ǫ,
ǫ > 0, d ≤ 3, yields that ‖A−d2−ǫy‖ ≤ C‖y‖L1. Thus the regularity result of Kol-
mogorov equation in Proposition 4.1 can be generalized to the higher dimensional case
(d=2,3) and more regular noise case.
4.2. Weak convergence rate. Before studying the weak convergence rate, we
show that the numerical solution Xh is differentiable in Malliavin sense and prove
some estimates of Xh needed later similar to [2, Lemma 3.1].
Proposition 4.2. Let Assumptions 2.1-2.3 hold. Then the Malliavin derivative
of Xh satisfies, for some constant C(T, β,X0,K),
E
[
‖A
β−1
2
h DsXh(t)‖2L02
]
≤ C(T, β,X0,K)
(
1 + log(
1
h
)
)2(K−1)K2
, 0 ≤ s ≤ t ≤ T.
This manuscript is for review purposes only.
18 JIANBO CUI AND JIALIN HONG
Proof. Similar to the well-posedness of Eq. (2), we have that for 0 ≤ s ≤ t ≤ T ,
y ∈ U0,
DysXh(t) = Sh(t− s)P hy +
∫ t
s
Sh(t− r)P hDF (Xh(r)) · DysXh(r)dr
satisfies
dDysXh(t) = −AhDysXh(t)dt + P hDF (Xh(t)) · DysXh(t)dt,(18)
DysXh(s) = P hy.
In order to get the estimate of ‖A
β−1
2
h DsXh(t)‖L02 , we first estimate ‖A
−γ
h DsXh(t)y‖,
0 ≤ γ ≤ 12 and define η˜s(t, y) = DsXh(t)y − Sh(t− s)P hy. Then η˜s(t, y) satisfies the
following equation
dη˜s(t, y) = −Ahη˜s(t, y)dt+ P h(DF (Xh(t)) · η˜s(t, y))dt
+ P h(DF (Xh(t)) · Sh(t− s)P hy)dt,
η˜s(s, y) = 0,
and
η˜s(t, y) =
∫ t
s
V̂ (t, r)P h(DF (Xh(r)) · Sh(r − s)P hy)dr,
where V̂ (t, r)z solves for z ∈ V h,
dV̂ (t, r)z = −AhV̂ (t, r)zdt+ P h(DF (Xh(t))V̂ (t, r)z)dt, V̂ (r, r)z = z.
The energy estimate, combined with the Gronwall’s inequality, yields that for s ≤ r ≤
t,
‖V̂ (t, r)z‖2 ≤ C(T )‖z‖2.
This implies that
‖η˜s(t, y)‖ ≤ C(T )
∫ t
s
‖P h(DF (Xh(r)) · Sh(r − s)P hy)‖dr
≤ C(T, γ) sup
r∈[0,T ]
[
1 + ‖Xh(r)‖K−1E
] ∫ t
s
(r − s)−γdr‖A−γy‖.
Combining with the fact that for 0 ≤ γ ≤ 12 ,
‖Sh(t− s)P hy‖ ≤ C(T, γ)(t− s)−γ‖A−γy‖,
we get
‖DysXh(t)‖ ≤ C(T, γ) sup
r∈[0,T ]
[
1 + ‖Xh(r)‖K−1E
]
(t− s)−γ‖A−γy‖.
Thus by the mild form of DsXh(t)y and the equivalence of norms in (5), we obtain
for 0 ≤ γ ≤ 12 ,
‖A−γDysXh(t)‖ ≤ ‖A−γSh(t− s)P hy‖
This manuscript is for review purposes only.
CONVERGENCE OF FEM FOR NON-SIDED LIPSCHITZ SPDE 19
+
∫ t
s
‖Sh(t− r)P hDF (Xh(r)) · DysXh(r)‖dr
≤ C(γ)‖A−γh Sh(t− s)P hy‖
+ C(T, γ) sup
r∈[0,T ]
[1 + ‖Xh(r)‖K−1E ]
∫ t
s
‖DysXh(r)‖dr
≤ C(T, γ)‖A−γy‖
(
1 + sup
r∈[0,T ]
[1 + ‖Xh(r)‖2K−2E ]
∫ t
s
(r − s)−γds
)
≤ C(T, γ)
(
1 + sup
r∈[0,T ]
‖Xh(r)‖2K−2E
)
‖A−γy‖.
Now, taking −γ = β−12 , 0 < β ≤ 1, y = Q
1
2 ei, i ∈ N+, together with the stability
result of Xh in Proposition 3.1, yields that
E
[∥∥∥Aβ−12 DsXh(t)∥∥∥2
L02
]
≤ C(T, β)
∑
i∈N+
E
[(
1 + sup
r∈[0,T ]
‖Xh(r)‖4(K−1)E
)
‖Aβ−12 Q 12 ei‖2
]
≤ C(T,X0, β)
(
1 + (log(
1
h
))2(K−1)K
2)
,
which completes the proof.
Now, we turn to estimate the weak error of
∣∣∣E[φ(Xδt(t))− φ(Xh(t))]∣∣∣.
Theorem 4.1. Let Assumptions 2.1-2.3 hold. Assume in addition that |f ′′(ξ)| ≤
Lf (1+ |ξ|K−2), 2 ≤ K < 5, then for every test functions φ ∈ C2b (H), T > 0, β ∈ (0, 1]
and γ < β, there exists C(X0, T, β, φ) such that∣∣∣E[φ(Xδt(T ))− φ(Xh(T ))]∣∣∣ ≤ C(X0, T, β, φ)(h2γ + δt(log( 1
h
))
(3K−2)K2
2
)
.
Proof. Based on the property E
[
φ(Xh(T ))
]
= E
[
U δt(0, Xh(T ))
]
, we split the
weak error as∣∣∣E[φ(Xδt(T ))− φ(Xh(T ))]∣∣∣ ≤ ∣∣∣E[φ(Xδt(T ))]− E[U δt(T,Xh(0))]∣∣∣
+
∣∣∣E[U δt(T,Xh(0))]− E[φ(Xh(T ))]∣∣∣.
By the regularity of DU δt(t, x) (14) in Proposition 4.1, we bound the first error as for
0 ≤ α < 1,∣∣∣E[φ(Xδt(T ))]− E[U δt(T,Xh(0))]∣∣∣
=
∣∣∣U δt(T,X(0))− U δt(T,Xh(0))∣∣∣
= C(T, δt0)
∣∣∣ ∫ 1
0
DU δt(T, θX(0) + (1 − θ)Xh(0))dθ · ((I − P h)X(0))
∣∣∣
≤ C(T, δt0, α, φ)T−αE
[(
1 + ‖X0‖K−1E + ‖Xh(0)‖K−1E
)]
‖(−A)−α(I − P h)X(0)‖
≤ C(T, δt0, α, φ,X0)T−αh2α,
where we use the fact ‖A−α(I−P h)‖L(H) = ‖A−α(I−P h))∗‖L(H) = ‖(I−P h)A−α‖L(H)
and the estimation (6).
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Next, we aim to estimate the left error
∣∣∣E[U δt(T,Xh(0))] − E[φ(Xh(T ))]∣∣∣. We
recall the Markov generator Lh of Xh,
(LhU)(x) = 〈−Ahx+ P hF (x), DU(x)〉 + 1
2
tr[P hQP hD2U(x)],
where U ∈ C2(H,R), x ∈ Vh. Then Itoˆ formula and corresponding Kolmogorov equa-
tion (13) yield that
E
[
U δt(T,Xh(0))
]
− E
[
φ(Xh(T ))
]
= E
[
U δt(T,Xh(0))− U δt(0, Xh(T ))
]
= −E
[ ∫ T
0
(
− U˙ δt(T − t,Xh(t)) + LhU δt(T − t,Xh(t))
)
dt
]
= E
[ ∫ T
0
((Lδt − Lh)U δt(T − t,Xh(t)))dt].
Based on the expressions of Lδt and Lh, we obtain∣∣∣E[U δt(T,Xh(0))]− E[φ(Xh(T ))]∣∣∣
≤
∣∣∣E[ ∫ T
0
〈
(A−Ah)Xh(t), DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
+
∣∣∣E[ ∫ T
0
〈
Ψδt(X
h(t))− P hF (Xh(t)), DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
+
1
2
∣∣∣E[ ∫ T
0
tr
{
QD2U δt(T − t,Xh(t))− P hQP hD2U δt(T − t,Xh(t))
}
dt
]∣∣∣
=: e1(T ) + e2(T ) + e3(T ).
The relation Rh = A−1h P
hA implies that
〈(A −Ah)Xh(t), DU δt(T − t,Xh(t))〉
= 〈(AP h − P hAh)Xh(t), DU δt(T − t,Xh(t))〉
= 〈Xh, (P hA−AhP h)DU δt(T − t,Xh(t))〉
= 〈Xh, AhP h(A−1h P hA− I)DU δt(T − t,Xh(t))〉
= 〈Xh, AhP h(Rh − I)DU δt(T − t,Xh(t))〉.
The above equality and the mild form of Xh lead to
e1(T )
≤
∣∣∣E[ ∫ T
0
〈
Sh(t)Xh(0), AhP
h(Rh − I)DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
+
∣∣∣E[ ∫ T
0
〈∫ t
0
Sh(t− s)P hF (Xh(s))ds,AhP h(Rh − I)DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
+
∣∣∣E[ ∫ T
0
〈∫ t
0
Sh(t− s)P hdW (s), AhP h(Rh − I)DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
This manuscript is for review purposes only.
CONVERGENCE OF FEM FOR NON-SIDED LIPSCHITZ SPDE 21
=: e1,1(T ) + e1,2(T ) + e1,3(T )
Applying the regularity estimate of DU δt (14), the smoothing property of Sh (8) and
the stability of Xh in Proposition (3.1), it follows that for small ǫ > 0, ǫ < α < 1,
e1,1(T ) =
∣∣∣E[ ∫ T
0
〈
A1−ǫh S
h(t)Xh(0), AǫhP
h(Rh − I)A−α
AαDU δt(T − t,Xh(t))
〉
dt
]∣∣∣
≤ E
[ ∫ T
0
∥∥∥A1−ǫh Sh(t)Xh(0)∥∥∥∥∥∥AǫhP h(Rh − I)A−α∥∥∥
L(H)∥∥∥AαDU δt(T − t,Xh(t))∥∥∥dt]
≤ C(T, ǫ)h2α−2ǫ
∫ T
0
t−1+ǫ‖X0‖E
[∥∥∥AαDU δt(T − t,Xh(t))∥∥∥]dt
≤ C(T, ǫ, α, φ)h2α−2ǫ
∫ T
0
t−1+ǫ(T − t)−α‖X0‖ sup
t∈[0,T ]
E
[
1 +
∥∥∥Xh(t)∥∥∥K−1
E
]
dt.
Similar arguments yield that
e1,2(T ) =
∣∣∣E[ ∫ T
0
〈∫ t
0
A1−ǫh S
h(t− s)P hF (Xh(s))ds,AǫhP h(Rh − I)A−α
AαDU δt(T − t,Xh(t))
〉
dt
]∣∣∣
≤ E
[ ∫ T
0
∫ t
0
∥∥∥A1−ǫh Sh(t− s)P hF (Xh(s))∥∥∥ds∥∥∥AǫhP h(Rh − I)A−α∥∥∥
L(H)
∥∥∥AαDU δt(T − t,Xh(t))∥∥∥dt]
≤ C(T, ǫ, α)h2α−2ǫ sup
t∈[0,T ]
√
E
[
‖F (Xh(t))‖2
]
∫ T
0
∫ t
0
√
E
[
‖AαDU δt(T − t,Xh(t))‖2
]
(t− s)−1+ǫdsdt
≤ C(T, ǫ, α, φ)h2α−2ǫ sup
t∈[0,T ]
√
E
[
1 + ‖Xh(t)‖2KE
]
sup
t∈[0,T ]
√
E
[
1 + ‖Xh(t))‖2K−2E
] ∫ T
0
∫ t
0
(T − t)−α(t− s)−1+ǫdsdt.
To deal with e1,3(T ), we make use of the integration by parts formula in Malliavin
sense (9) and the chain rule to get
e1,3(T ) =
∣∣∣E[ ∫ T
0
〈∫ t
0
Sh(t− s)P hdW (s), AhP h(Rh − I)DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
=
∣∣∣E[ ∫ T
0
∫ t
0
〈
Sh(t− s)P h,
AhP
h(Rh − I)D2U δt(T − t,Xh(t))DsXh(t)
〉
L02
dsdt
]∣∣∣.
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Then by the property of Hilbert–Schmidt operator and Cauchy–Schwarz inequality,
we have
e1,3(T )
=
∣∣∣E[ ∫ T
0
∫ t
0
〈
A
1+β
2 −ǫ
h S
h(t− s)A
1−β
2
h A
β−1
2
h P
h,
A
1−β
2 +ǫ
h P
h(Rh − I)A− 1+β2 +ǫA 1+β2 −ǫD2U δt(T − t,Xh(t))DsXh(t)
〉
L02
dsdt
]∣∣∣
≤ E
[ ∫ T
0
∫ t
0
∥∥∥A1−ǫh Sh(t− s)P h∥∥∥
L(H)
‖A
β−1
2
h P
h‖L02
∥∥∥A 1−β2 +ǫh P h(Rh − I)
A−
β+1
2 +ǫ
∥∥∥
L(H)
∥∥∥A 1+β2 −ǫD2U δt(T − t,Xh(t))A 1−β2 ∥∥∥
L(H)
∥∥∥Aβ−12 DsXh(t)∥∥∥
L02
dsdt
]
.
Combining the regularity result of DU δt (14) and D2U δt (15), the smoothing property
of Sh, ‖A
β−1
2
h P
h‖L02 ≤ C‖A
β−1
2 ‖L02 and the stability of Xh together, we obtain
e1,3(T ) ≤ C(T, ǫ)h2β−4ǫ
∫ T
0
∫ t
0
(t− s)−1+ǫ
√
E
[∥∥∥Aβ−12 DsXh(t)∥∥∥2
L02
]
√
E
[∥∥∥A 1+β2 −ǫD2U δt(T − t,Xh(t))A 1−β2 ∥∥∥2
L(H)
]
dsdt
≤ C(T, ǫ)h2β−4ǫ
∫ T
0
∫ t
0
(t− s)−1+ǫ(T − t)−1+ǫ
√
E
[∥∥∥Aβ−12 DsXh(t)∥∥∥2
L02
]
sup
t∈[0,T ]
√
E
[
1 + ‖Xh(t)‖10K−12E
]
dsdt.
Proposition 4.2 yields that
e1,3(T ) ≤ C(X0, T, ǫ, β)h2β−4ǫ
(
1 + log(
1
h
)
) (7K−8)K2
2
.
Thus we conclude that e1(T ) ≤ C(X0, T, ǫ, β)(1 + T−β + (log( 1h ))
(7K−8)K2
2 )h2β−4ǫ.
Next, we turn to focus on e2(T ). From Ψ0 = F , it follows that
e2(T ) ≤
∣∣∣E[ ∫ T
0
〈
Ψδt(X
h(t))−Ψ0(Xh(t)), DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
+
∣∣∣E[ ∫ T
0
〈
(I − P h)F (Xh(t)), DU δt(T − t,Xh(t))
〉
dt
]∣∣∣
=: e2,1(T ) + e2,2(T ).
By the continuity of Ψt with respect to t in Lemma 4.2 and the regularity ofDU
δt(14),
it leads to
e2,1(T ) ≤ E
[ ∫ T
0
∣∣∣〈Ψδt(Xh(t))−Ψ0(Xh(t)), DU δt(T − t,Xh(t))〉∣∣∣dt]
≤ E
[ ∫ T
0
∥∥∥DU δt(T − t,Xh(t))∥∥∥∥∥∥Ψδt(Xh(t)) −Ψ0(Xh(t))∥∥∥dt]
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≤ C(T, δt0)δt
(
1 + sup
t∈[0,T ]
‖Xh(t)‖3K−2E
)
.
The regularity of DU δt (14), the estimate (6), the growth of F and the stability of
Xh yield that
e2,2(T ) ≤ E
[ ∫ T
0
∥∥∥(I − P h)A−1+ǫ∥∥∥
L(H)
∥∥∥A1−ǫDU δt(T − t,Xh(t))∥∥∥
L(H)
‖F (Xh(t))‖dt
]
≤ C(T, ǫ)h2−2ǫ
∫ T
0
(T − t)−1+ǫ
√
E
[
‖F (Xh(t))‖2
]√
E
[
1 + ‖Xh(t)‖2K−2E
]
dt
≤ C(T, ǫ)h2−2ǫ sup
t∈[0,T ]
E
[
1 + ‖Xh(t)‖2K−1E
]
.
Summing up the estimations of e2,1 and e2,2, we deduce that
e2(T ) ≤ C(X0, T, ǫ)
(
h2−2ǫ(1 + (log(
1
h
))
(2K−1)K2
2 ) + δt(1 + (log(
1
h
))
(3K−2)K2
2 )
)
.
For the last term e3(T ), we have
e3(T ) =
1
2
∣∣∣E[ ∫ T
0
tr
{(
IQ(I − P h) + (I − P h)QP h)D2U δt(T − t,Xh(t))}dt]∣∣∣
≤ 1
2
∣∣∣E[ ∫ T
0
tr
{
IQ(I − P h)D2U δt(T − t,Xh(t))
}
dt
]∣∣∣
+
1
2
∣∣∣E[ ∫ T
0
tr
{
(I − P h)QP hD2U δt(T − t,Xh(t))
}
dt
]∣∣∣
=: e3,1(T ) + e3,2(T ).
The properties of trace and Hilbert–Schmidt operator lead to
e3,1(T ) =
1
2
∣∣∣E[ ∫ T
0
tr
{
IQ(I − P h)D2U δt(T − t,Xh(t))A 1−β2 Aβ−12
}
dt
]∣∣∣
=
1
2
∣∣∣E[ ∫ T
0
tr
{
A
β−1
2 Q(I − P h)D2U δt(T − t,Xh(t))A 1−β2
}
dt
]∣∣∣
=
1
2
∣∣∣E[ ∫ T
0
tr
{
A
β−1
2 QA
β−1
2 A
1−β
2 (I − P h)A− 1+β2 +ǫ
A
1+β
2 −ǫD2U δt(T − t,Xh(t))A 1−β2
}
dt
]∣∣∣
≤ 1
2
∫ T
0
E
[
‖Aβ−12 ‖2
L02
∥∥∥A 1−β2 (I − P h)A− 1+β2 +ǫ∥∥∥
L(H)∥∥∥A 1+β2 −ǫD2U δt(T − t,Xh(t))A 1−β2 ∥∥∥
L(H)
]
dt.
Then the regularity of D2U δt (15), the estimate (6) and Proposition 3.1 yield that
e3,1(T ) ≤ C(T, β, ǫ)‖Aβ−12 ‖2
L02
h2β−2ǫ
∫ T
0
(T − t)−1+ǫ sup
t∈[0,T ]
E
[
1 + ‖Xh(t)‖5K−6E
]
dt
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≤ C(T,X0, β, ǫ)h2β−2ǫ
(
1 + (log(
1
h
))
(5K−6)K2
2
)
.
Similarly, we have
e3,2(T ) =
1
2
∣∣∣E[ ∫ T
0
tr
{
A−
β+1
2 +ǫ(I − P h)A 1−β2 Aβ−12 QAβ−12
A
1−β
2 P hA
β−1
2 A
1−β
2 D2U δt(T − t,Xh(t))A 1+β2 −ǫ
}
dt
]∣∣∣
≤ CE
[ ∫ T
0
‖Aβ−12 ‖2
L02
∥∥∥A 1−β2 (I − P h)A− 1+β2 +ǫ∥∥∥
L(H)
∥∥∥A 1−β2 P h
A
β−1
2
∥∥∥
L(H)
∥∥∥A 1−β2 D2U δt(T − t,Xh(t))A 1+β2 −ǫ∥∥∥
L(H)
dt
]
≤ C(T,X0, β, ǫ)h2β−2ǫ
∫ T
0
∥∥∥A 1−β2 P hAβ−12 ∥∥∥
L(H)
(T − t)−1+ǫdt
≤ C(T,X0, β, ǫ)h2β−2ǫ
(
1 + (log(
1
h
))
(5K−6)K2
2
)
,
where we use the property
∥∥∥Aβ−12 P hA 1−β2 ∥∥∥
L(H)
≤ C proven by the equivalence of
norms (5),∥∥∥Aβ−12 P hA 1−β2 ∥∥∥
L(H)
≤ C
∥∥∥Aβ−12h P hA 1−β2 ∥∥∥
L(H)
≤ C
∥∥∥Aβ−12 A 1−β2 ∥∥∥
L(H)
≤ C.
The estimations of e3,1(T ) and e3,2(T ) indicate
e3(T ) ≤ C(T,X0, β, ǫ)h2β−2ǫ
(
1 + (log(
1
h
))
(5K−6)K2
2
)
.
Summing up all the estimations of
∣∣∣E[φ(Xδt(T ))]−E[U δt(T,Xh(0))]∣∣∣, e1(T ), e2(T )
and e3(T ), we obtain that for any small ǫ1 > ǫ,∣∣∣E[φ(Xδt(T ))− φ(Xh(T ))]∣∣∣
≤ C(X0, T, ǫ, β)h2β−4ǫ
(
1 + T−β + (log(
1
h
))
(7K−8)K2
2
)
+ C(X0, T, ǫ)δt
(
1 + (log(
1
h
))
(3K−2)K2
2
)
≤ C(X0, T, β, ǫ)
(
h2β−4ǫ1 + δt(log(
1
h
))
(3K−2)K2
2
)
,
which, combined with a standard argument, finishes the proof.
Combining Lemma 4.3 with Theorem 4.1, we deduce the essentially sharp weak
convergence rate of the finite element method approximating Eq. (1). The essen-
tially sharp weak convergence rate is in the sense that the weak convergence rate is
essentially twice the strong convergence rate. We remark that even if the logarithmic
factor can be eliminated when β > 12 or Q = I, the weak convergence rate can not be
improved (see e.g. [2, Theorem 1.1]).
Theorem 4.2. Let T > 0. Under the assumptions of Theorem 4.1, for φ ∈ C2b (H),
β ∈ [0, 1), γ < β, there exists C(X0, T, β, φ) > 0 such that∣∣∣E[φ(X(T ))− φ(Xh(T ))]∣∣∣ ≤ C(X0, T, β, φ)h2γ .
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Proof. By the triangle inequality, Lemma 4.3 and Theorem 4.1 and taking δt =
O(h2β), we have∣∣∣E[φ(X(T ))− φ(Xh(T ))]∣∣∣ ≤ ∣∣∣E[φ(X(T ))− φ(Xδt(T ))]∣∣∣
+
∣∣∣E[φ(Xδt(T ))− φ(Xh(T ))]∣∣∣
≤ C(X0, T, p)δt
+ C(X0, T, β)
(
h2γ + δt(log(
1
h
))
(3K−2)K2
2
)
≤ C(X0, T, p)h2γ ,
which completes the proof.
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