We develop a framework for approximating collapsed Gibbs sampling in generative latent variable cluster models. Collapsed Gibbs is a popular MCMC method, which integrates out variables in the posterior to improve mixing. Unfortunately for many complex models, integrating out these variables is either analytically or computationally intractable. We efficiently approximate the necessary collapsed Gibbs integrals by borrowing ideas from expectation propagation. We present two case studies where exact collapsed Gibbs sampling is intractable: mixtures of Student-t's and time series clustering. Our experiments on real and synthetic data show that our approximate sampler enables a runtime-accuracy tradeoff in sampling these types of models, providing results with competitive accuracy much more rapidly than the naive Gibbs samplers one would otherwise rely on in these scenarios.
Introduction
A common task in unsupervised learning is to cluster observed data into groups that are similar. One principled approach is to infer latent cluster assignments in a hierarchical probabilistic model. Hierarchical latent variable models have the benefit of allowing for both (i) more flexible and complex models to be built from simpler distributions and (ii) statistical strength to be shared within clusters for inference. Examples of latent variable models for clustering include mixture models [15, 14] , topic models [9, 8] , and network block models [36, 3] . However, a key obstacle in fitting these latent variable models is searching over the combinatorial number of different clustering assignments.
For simple conjugate models, a variety of methods have been proposed for Bayesian inference of the latent cluster assignments, including variational inference [10] and Markov chain Monte Carlo (MCMC) [7] . In this paper, we focus on MCMC and present an approximation algorithm in a similar spirit to other recent approximate MCMC techniques (cf., [19, 28] ). Although variational methods have seen great advances recently, proving quite powerful and scalable [18] , there are still known drawbacks such as underestimation of uncertainty, a key quantity in a full Bayesian analysis.
In terms of MCMC methods, the simplest is Gibbs sampling, which iteratively draws individual cluster assignments and model parameters from the posterior conditioned on all other variables. While such naive Gibbs sampling is theoretically guaranteed to converge, in practice, it is known to mix slowly in high dimensions [39] . A popular modification is collapsed Gibbs sampling, which iteratively draws from marginals of the posterior by integrating out variables. Integrating out variables reduces the dimension of the posterior and often eliminates local modes arising from tightly coupled variables [24] . Unfortunately, for complex models, sampling from the marginal posterior can be analytically intractable or computationally prohibitive.
For example, in the time series clustering model of Ren et al. [33] , collapsed Gibbs sampling requires running a computationally intensive Kalman smoother per iteration that scales cubically in the number of series per cluster. Another common example is mixture modeling with non-conjugate emissions. One example is the Student-t, which is popular in robust modeling due to its ability to capture heavy-tails. In such cases, the emission parameters cannot be directly integrated out due to non-conjugacy. In these two cases, which we use as illustrative of the challenges faced in many models appropriate for real-data analyses, collapsed Gibbs sampling is either infeasible or impractical.
A recently popular alternative MCMC technique to Gibbs sampling is the class of Hamiltonian Monte Carlo (HMC)-like algorithms [29] and their scalable variants (cf., [25] ). These algorithms utilize (stochastic) gradient information about the target posterior and simulate continuous dynamics to efficiently explore the distribution. However, these methods only apply to fixed-sized continuous parameter spaces. In our setting, the discrete latent cluster indicator variables must be marginalized out. The resulting nonconjugate marginalized log-likelihood terms can be handled using auto-differentiation. However, these methods require handling "label switching", do not apply to nonparametric mixtures, and are slow for large clusters with complex likelihoods. As such, this class of MCMC techniques does not maintain the spirit of collapsed Gibbs. One such approximately collapsed method is 'griddy Gibbs'; however it is limited to univariate variables [34] .
We instead stay within the collapsed Gibbs framework and aim to address how to handle the challenging required integrals in many scenarios. We draw inspiration from expectation propagation (EP) [27, 35] and approximate the intractable integrals in cases where moments can be matched. Traditionally, EP is a method of approximating a target distribution with a distribution from a fixed simpler family of distributions, usually an exponential family. In our case, instead of using EP to directly approximate the posterior of cluster assignments [16] , we use EP to approximate the conditional posterior of the nuisance parameters we wish to collapse out. By selecting an appropriate family of distributions for our EP approximation, we can efficiently integrate out parameters, leading to quicker mixing. Importantly, through the use of EP, we still integrate over an approximation of our uncertainty when collapsing the nuisance variables.
Our experiments for the time series clustering model and mixture of Student-t model demonstrate the effectiveness of our proposed approach. More generally, we expect this approach to be useful in cases where collapsing involves a large number of latent variables.
Background

Latent Variable Models for Clustering
We first present the general abstract framework we assume when clustering data using latent variable models. We are interested in clustering N observations y = y 1:N into K groups. We assume that each observation y i has an associated latent variable z i ∈ {1, . . . , K} denoting its cluster assignment. We denote the cluster-specific parameters defining the observation distribution as φ = φ 1:K . The distribution over the assignment variables is defined by parameters π = π 1:K . Given φ, π,
The form of p φ , p π and the domains of φ, π depend on the application. A Bayesian approach then specifies priors on π, φ. The generative process can be visualized as a graphical model in Fig. 1 
Gibbs Sampling
The classic sampling approach for Bayesian inference in the latent variable model of Sec. 2.1 is Gibbs sampling, which (eventually) draws from the posterior by iteratively sampling from full conditionals.
Naive Gibbs Sampling
The naive Gibbs sampler targets Pr(z, π, φ | y) and iteratively samples each variable from the posterior conditioned on the current value of all other variables:
• Sample z 
Because we condition on the parameters φ, π, the observation y i and assignment z i are conditionally independent of y −i , z −i (see Figure 1 (top)). Therefore, in naive Gibbs we sample z (s+1) i by simply taking the product of the prior p π and likelihood p φ for each possible cluster assignment and then normalizing. This computation can be distributed across i in an embarrassingly parallel manner. One drawback of this naive Gibbs sampling scheme is that it can mix (i.e. move between regions of the posterior) extremely slowly. This also impacts the speed at which we escape from poor initializations.
Collapsed Gibbs Sampling
To improve the mixing of naive Gibbs sampling, collapsed Gibbs targets Pr(z | y) integrating out π, φ and then iterates
In contrast to naive Gibbs, here things do not decouple across i as dependencies are introduced in the marginalization of π, φ:
Pr(y i |y −i , z) = p φ (y i |z i , φ) Pr(φ|y −i , z −i ) dφ .
When the integrals of Eqs. (3) and (4) are tractable (e.g. due to conjugacy), sampling z from a collapsed Gibbs sampler can be considered. However when either of the integrals is intractable, we cannot fully perform collapsed Gibbs sampling. In practice, we integrate (or collapse) out the variables that are analytically tractable and condition on those that are not [39, 24] .
Approximate Collapsed Gibbs Sampling
Our goal is to develop efficient approximate collapsed Gibbs samplers when the required integrals, Eqs. (3) and (4), are intractable. Generically, we can write the intractable integrals of interest as
where for Eqs. We assume that Eq. (5) is intractable as p(θ|ζ −i ) either does not have an analytic form or is computationally intractable to calculate. Because p(θ|ζ −i ) is intractable, integral approximation methods, such as the Laplace approximation, cannot be immediately applied to Eq. (5) .
Our key idea is to replace p(θ|ζ −i ) with an approximate distribution q(θ|ζ −i ) such thatF
is a good approximation to F (ζ i ) in Eq. (5) . To do this, we borrow ideas from EP, an iterative method for minimizing the Kullback-Leibler (KL) divergence between an approximation q and a posterior p.
Review of Expectation Propagation
We briefly review EP before describing how we use these ideas to form the approximation in Eq. (6) . Traditionally, EP has been used to approximate the posterior for some θ given all observations y
where p 0 (θ) is the prior for θ. The EP idea is to approximate the likelihood terms f j (y j , θ) with site approximationsf j (θ) that are conjugate to the prior. For example, if the prior p 0 (θ) is Gaussian, theñ
where N (·|µ, Σ) denotes a multivariate Gaussian density with mean µ and variance Σ and C is a scaling constant. Note thatf j is a likelihood approximation, not a probability density, thus its parameterization does not necessarily integrate to one. See [35] . The resulting approximation q(θ|y) is then
To construct good site approximationsf 1:N for f 1:N , EP attempts to minimize KL(p(θ|y)||q(θ|y)). Directly minimizing this KL divergence is intractable due to the integral with respect to p(θ|y). Instead, EP iteratively selects eachf i to minimize a local KL divergence [27] :
Here, q(θ|y −i ) is the cavity distribution for site i, which take the form of Eq. (9) with f i (θ) removed. Minimizing each local KL divergence, Eq. (10) , is equivalent to matching θ's sufficient statistics' moments. This can be done analytically for a wide class of distributions [35] . EP iteratively updatesf i until convergence, which can be ensured by damping [17, 38] .
EP for Approximate Collapsed Gibbs
There are a couple of necessary leaps to see how we apply EP to approximate the integrals of Eqs. (3) and (4) . First, instead of approximating the posterior p(θ|y) with q(θ|y), we are interested in approximating p(θ|ζ −i ) with the cavity distribution q(θ|ζ −i ) for each i. Recall from Eq. (5) that ζ i can consist of just z i or y i as well; neither of these is typically targeted by EP.
Note that our target distribution p(θ|ζ i ) is conditioned on the sampled latent variables z −i . In contrast to a fixed target distribution p(θ|y), our target distribution p(θ|ζ (s) −i ) changes as we sample z (s) at every iteration s. Therefore, the fixed points of our update scheme, the best EP approximation q * (θ|ζ (s) ), change at each iteration. To ensure stable performance, one approach would be to run EP to convergence at every iteration
) by updating all site approximationsf j (θ) until convergence.
At each iteration, at most one latent variable z i changes; therefore we only need to update the site approximationsf j (θ) belonging in z
. However, this is computationally costly as updating all sites in both clusters would take O(N ) time.
Instead, we choose a second approach that leverages our existing approximation q (s) (θ|ζ (s) ) and only updates site approximationf i after sampling z i . That is,
) by updating only site approximationf i (θ).
• Periodically (e.g. after a full pass), update all site approximations until convergence.
By not updating all site approximations to convergence, we introduce some error between our new approximation q (s) (θ|ζ (s) ) and the best EP approximation q * (θ|ζ (s) ). This error arises due to using 'stale' site approximations. The idea is similar in spirit to "Parameter Server" methods that infer global parameters by passing 'stale' sufficient statistics between machines [22, 1] . Intuitively, we expect this error to be small when our approximating family closely resembles the likelihood and when the latent variables z change slowly. By periodically including full EP update passes, we can bound the convergence error between this sparse update scheme and full EP (up to model specific constants). A more precise description and analysis of this convergence error, including illustrative synthetic experiments, can be found in the Appendix C. In our experiments (Sec. 5), we found that it was even sufficient to omit the full pass and only update the local site approximation at each iteration.
Mixture of Multivariate Student-t
The multivariate Student-t (MVT) distribution, is a popular method for handling robustness [32, 30, 6, 4] . To perform robust Bayesian clustering of data y = y 1:N in R d , we use MVT as the emission distributions:
where µ k , Σ k , ν k are the mean, covariance matrix and degrees of freedom parameter for cluster k, respectively. A common construction of the MVT arises from a scale mixture of Gaussians
For this paper, we focus on the case where ν is known and learn z, µ, Σ by Gibbs sampling. However, all of the following sampling strategies can be extended to learn ν by adding a Metropolis-Hasting step.
'Naive' and Collapsed Gibbs: Because the MVT likelihood is non-conjugate to standard exponential family priors, the posterior conditional distribution for µ, Σ does not have a closed analytic form. However, by exploiting the representation of a MVT as a scale mixture of Gaussians, Eq. (12), we can use data augmentation to construct a Gibbs sampler with analytic steps [23, 11] . By introducing auxiliary variables u = {u i,k } for each observation-cluster pair i, k, we can replace the MVT likelihood with a Gaussian conditioned on u.
The naive Gibbs sampler can be straightforwardly derived on the expanded space of z, µ, Σ, u as
where the specific form of the parameters τ is given in the Appendix A.
Conditioned on u, the posterior for µ, Σ is conjugate to the likelihood of y. Therefore, we can integrate out µ, Σ when sampling z. We cannot completely collapse out µ, Σ as they are required for sampling u (which is required for sampling z). The result is a (partially collapsed) blocked Gibbs sampler that samples
For further details, see the Appendix A. Although the data-augmentation method allows us to construct analytic Gibbs samplers for a mixture of MVTs, this approach has serious drawbacks. By expanding the representation of the MVT with u, we (i) increase the number local modes and (ii) increase computation by sampling N K auxiliary parameters. For these reasons, the data-augmentation approach is not commonly used beyond small K.
Approximate Collapsed Gibbs:
We can handle the non-conjugacy of the MVT likelihood (Eq. (11)) using our framework by approximately collapsing out µ, Σ without introducing auxiliary variables u.
Using the Gaussian scale mixture representation of the MVT, the collapsed likelihood term for z i is
dµ dΣ (13) By selecting our approximation family q(µ k , Σ k |ζ) to be a D-dimensional normal inverseWishart, and by swapping the order of integration, our approximation to Eq. (13) becomes a 1-dimensional integral over ũ
Because the integrand is a ratio of normal inverse-Wishart normalizing constants, which are analytically known, this 1-dimensional integral can be calculated numerically. Similary, the moments required for EP are also calculated as a 1-dimensional integral of weighted normal inverse-Wishart sufficient statistics. For complete details, see the Appendix A. For the MVT, the key innovation is using EP to keep track of an approximation q(θ | ζ −i ) (here a normal inverse-Wishart) for p(θ | ζ −i ), thus allowing Eq. (14) to be numerically tractable. This approach allows us to approximately collapse out µ, Σ, which in turn enables us to avoid sampling the auxiliary variables u introduced in the naive and blocked samplers.
Time Series Clustering
Given a collection of time series, we are interested in finding clusters of series such that series within a cluster are correlated and between clusters are independent. We take motivation from a housing application analyzed by Ren et al. [33] . The goal is to estimate housing price trends at fine spatial resolutions. The series cannot be analyzed independently while providing reasonable value estimates due to the scarcity of spatiotemporally localized house sales observations. The time series clustering helps handle this data scarcity by sharing information across regions discovered to be related.
Let
be a collection of N observed time series of length T (different lengths and missing data can also be accommodated). The individual series follow a state space model:
Here, x i,t ∈ R. Clusters of correlated time series are induced by introducing latent cluster assignments z and taking i,t to follow a cluster-specific latent factor process η zi,t with factor loading λ i :
Marginalizing over η k,t , Cov( i,t , j,t |z) = λ i λ j + σ 2 x 1 i=j if z i = z j = k and 0 otherwise. Combining Eq. (15) and (16) , an equivalent representation for the individual latent series dynamics is
'Naive' and Collapsed Gibbs: The simplest Gibbs sampler is to iteratively sample all variables, including the latent states x. Instead, as in Ren et al. [33] , we exploit the time series structure of the state space model and always integrate out x using a Kalman smoother [5, 7] with a slight modification to account for the time-varying mean term λ i η zi :
See Fig. 1 (center) for a visualization of this partially collapsed likelihood. In this model, the Dirichlet prior p π over cluster assignments z is conjugate and can be analytically marginalized. We refer to this partially collapsed scenario that conditions on the latent factor processes η 1:K,1:T as naive Gibbs. Note that running the Kalman smoother on one series has a runtime complexity of O(T ) [5] . By evaluating this for each potential cluster assignment, sampling z i has a total runtime complexity of O(T K). Unfortunately, this naive sampler is sensitive to initialization and exhibits poor performance. To overcome this, Ren et al. [33] constructed a collapsed Gibbs sampler that additionally integrates out η. From the state space model of Eq. (17), collapsing out η induces dependencies between the latent states x assigned to the same cluster (see Fig. 1(right) ). The conditional covariance structure is specified under Eq. (16) . As a result, calculating the collapsed likelihood term requires running the Kalman smoother on all series y j assigned to the same cluster. Although analytically tractable, the computational complexity of the Kalman smoother scales cubically in the number of series [5] . Therefore, the collapsed likelihood is computationally prohibitive for large cluster sizes. We refer to this sampler as collapsed Gibbs.
Approximate Collapsed Gibbs:
We apply our framework of Sec. 3 to reduce the computational overhead by calculating an approximation to the collapsed likelihood term
e., as a T -dimensional diagonal Gaussian, we can factorize q over t and approximate Eq. (19) with
This integrand has the same graphical model form as in the naive Gibbs case ( Fig. 1(center) ) and can be calculated in O(T ) time using the Kalman smoother modified to account for η. To update the site approximationsf i (η) ∈ {C i N T (η | µ i , diag(σ i ))}, we must calculate the marginal mean and variance of η k,t . Fortunately, the moments of η k,t can be calculated given the pairwise distribution of (x t , x t+1 ) extracted from the Kalman smoother. For further details, see the Appendix B.
Experiments
To assess the computational complexity and cluster assignment mixing of our sampling methods, we perform experiments on both synthetic and real data from the considered models of Secs. 4.1 and 4.2.
To evaluate our sampling methods, we measure the normalized mutual information (NMI) of the inferred cluster assignment to the ground truth when known. When the clustering is not known, we compare to the clustering associated with the MAP of the exact collapsed sampler run for a long time. NMI is an information theoretic measure of similarity between cluster assignments [40] . NMI is maximized at 1 when the assignments are equal up to a permutation and minimized at 0 when the assignments share no information.
Mixture of Multivariate Student-t
We consider fitting mixtures of MVT to synthetic data and a low-dimensional variational auto-encoder embedding of the MNIST dataset. We compare the naive Gibbs, blocked Gibbs and approximate collapsed EP Gibbs samplers of Sec. 4.1. For this model, the exact collapsed sampler is not available.For our synthetic experiments, we generated data from a mixture of MVTs with ν = 5, K = 20, and N = 600. The cluster mean and variance parameters µ, Σ were drawn from the normal inverse-Wishart. We considered three different signal-to-noise (SNR) settings by increasing the variance of µ ranging from hard to easy. Fig. 2 shows the performance of each sampler. From the iteration plot (top), we see that all methods have similar performance. From the runtime plot (bottom), we see that EP Gibbs > blocked Gibbs > naive Gibbs.
For our real dataset example, we consider clustering a R 3 embedding of MNIST handwritten digit images [21] , where the ground truth cluster assignments are taken to be the true digit-labels. A simple past approach to clustering MNIST consists of running PCA to learn a low dimensional embedding followed by clustering. Instead of PCA, we use variational autoencoders (VAEs), an increasingly popular and flexible method for unsupervised learning of complex distributions [20] . VAEs learn a probabilistic encoder to infer a latent embedding such that the latent embedding comes from a simple distribution (usually an isotropic Gaussian). In practice, when we the data come from different classes, the VAE warps the clusters apart making them non-Gaussian.
We trained a simple VAE on the MNIST dataset with latent embedding dimension 3 using the same architecture as in [20] . The scatter plot, Fig. 3 (left), visualizes the VAE embedding, with separate colors for each digit.
We fit the MVT samplers from Sec 4.1 using ν = 5 and K = 10 on a stratified subset of MNIST (N = 10000). In addition, we also fit a Gaussian mixture model using a collapsed Gibbs sampler to illustrate the potential advantage of the more robust MVT likelihood. In Fig. 3 , we present the results comparing each sampler's clustering assignment with the ground truth labels. Fig. 3 (middle) plots NMI vs iteration. We see that the MVT EP Gibbs and blocked Gibbs methods out perform the Gaussian mixture model per iteration (on average). Fig. 3 (right) is NMI vs runtime. We see that EP Gibbs is much faster than the alternative data-augmentation MVT samplers (due to sampling u i,k ). We expect the runtime improvements of EP over data-augmentation Gibbs to be greater for larger K.0. 
Time Series Clustering
For synthetic data drawn from the model of Sec. 4.2, we first demonstrate that our approximate collapsed sampler EP Gibbs is competitive with naive Gibbs' running time and with collapsed Gibbs' mixing rate. We simulate data using
95, and λ = 1. Aside from K, we treat all parameters as unknown in our sampling.
For our first experiment, in Fig. 4 (left) we compare the runtime per iteration as the number of series N , and thus number of series per cluster, varies. We clearly see that collapsed Gibbs scales super-linearly, while the other two methods have linear scaling. This validates that collapsed Gibbs is intractable for large datasets and motivates considering faster approximate samplers.
For our second experiment, we fix N = 300 and measure the performance of all three samplers in terms of log-likelihood versus Gibbs iteration. From Fig. 4 (center), we see that on average, collapsed Gibbs and our EP Gibbs samplers both mix quickly to a higher log-likelihood than naive Gibbs, which slowly explores its high dimensional parameter space and is sensitive to local modes. Importantly, when scaling the x-axis by the average runtime per iteration of each method, we clearly see in Fig. 4 (right) that our EP Gibbs sampler handily outperforms both competitors. Collapsed Gibbs is particularly poor on these axes because of the high per-iteration runtime. Trace plots and box plots of model parameters, rather than resulting log-likelihood, are provided in the Appendix D and show that the approximate Gibbs sampler produces similar results to Gibbs in terms of sampled mean and variance of parameters.
To demonstrate the accuracy of our approximate sampler on real time series data, we replicate the experiment of Ren et al. [33] to predict house prices in the city of Seattle. The data consists of 124,480 housing transactions in 140 census tracts (series) of Seattle from 1997 to 2013, partitioned into a 75-25 train test split stratified by series. Each transaction consists of a sales price, our prediction target, and house-specific covariates such as 'lot square-feet' or 'number of bathrooms'. We first remove a global trend and jointly fit the time series clustering model with series-specific regressions on individual transaction covariates. Full details can be found in the Appendix E.
We compare fitting this model using our approximate sampler to the collapsed Gibbs sampler of Ren et al. using the same error metrics as in that paper: root mean-squared error (RMSE) in price, and mean / median / 90th percentile of absolute percent error (APE). The performance of our approximate sampler EP Gibbs and the collapsed Gibbs sampler are presented in Table 1 ; we include NMI comparisons to the MAP of the collapsed Gibbs in Fig. 5 . We see that both algorithms for time series clustering produce similar results on all metrics (within a standard deviation). However, EP Gibbs achieves superior performance much more rapidly. As such, we view our algorithm as an attractive alternative in this case. Furthermore, note that our gains would only increase with the size of the dataset, e.g., number of regions N , a limitation of [33] . 
Conclusion
We presented a framework for constructing approximate collapsed Gibbs samplers for efficient inference in complex clustering models. The key idea is to approximately marginalize the nuisance variables by using EP to approximate the conditional distributions of the variables with an individual observation removed; by approximating this conditional, the required integral becomes tractable in a much wider range of scenarios than that of conjugate models. Our use of this EP approximation takes two steps from its traditional use: (1) we approximate a (nearly) full conditional rather than directly targeting the posterior, and (2) our targeted conditional changes as we sample the cluster assignment variables. For the latter, we provided a brief analysis and demonstrated the impact of the changing target, drawing parallels to previously proposed samplers that use stale sufficient statistics. We demonstrated how to apply our EP-based approximate sampling approach in two applications: mixtures of Student-t distributions and time series clustering. Our experiments demonstrate that our EP approximate collapsed samplers mix more rapidly than naive Gibbs, while being computationally scalable and analytically tractable. We expect this method to provide the greatest benefit when approximately collapsing large parameter spaces.
There are many interesting directions for future work, including deriving bounds on the asymptotic convergence of our approximate sampler [31, 13] , considering different likelihood approximation update rules such as power EP [26] , and extending our idea of approximately integrating out variables to other samplers. For the analysis, [12] showed that EP with Gaussian approximations is exact in the large data limit; one could extend these results to consider the case of data being allocated amongst multiple clusters. Another interesting direction is to explore our EP-based approximate collapsing within the context of variational inference, possibly extending the set of models for which collapsed variational Bayes [37] is possible. Finally, there are many ways in which our algorithm could be made even more scalable through distributed, asynchronous implementations, such as in [1] .
Appendix A Mixture of Multivariate Student-t
This section provides additional details for Sec. 4.1 on multivariate Student-t distributions (MVT). We first provide the details for the naive and blocked (partially collapsed) Gibbs sampler based on data augmentation. We then provide the details on how to approximate the collapsed log-likelihood and moments required for our EP approximation.
A.1 Naive Sampler Steps
For notation, we will let 2α be the degrees of freedom of the MVT distribution and reserve ν for the degrees of freedom in the inverse-Wishart distribution.
Sampling z
which can be evaluated for each z i = k and then normalized.
and
when (µ 0 , κ 0 , ν 0 , Ψ 0 ) are the parameters of the prior.
where α *
For the correctness of the sampler, we must to sample a separate u i,k for each observation-cluster pair (i, k).
A.2 Blocked Sampler Steps
Given a conjugate prior for µ, Σ (normal inverse-Wishart), the posterior over µ, Σ for fixed z and u is normal inverse-Wishart (see Eq. (A.22)).
Therefore we can integrate out µ and Σ in the likelihood of Eq. (A.21) to obtain
Taking the integral, we obtain
where t is a MVT distribution with mean µ p , covariance matrix
and degrees of freedom 2α p = ν p − d + 1.
A.3 EP Approximate Log-likelihood
We now present how to approximate the collapsed likelihood, approximating p(µ, Σ|y, z, u) with a normal inverse-Wishart q(µ, Σ).
The normalizing constant (a.k.a. the likelihood approximation) for fixed u is given by the block sampler where our prior is our cavity distribution q(µ zi , Σ zi | y −i ).
Therefore we can (tractably) estimate the normalizing constant by numerically integrating out (the univariate) u i,k : the integrand is a MVT evaluated at y i with changing variance Σ p (u i,k ) (see (A.24)).
A.4 EP Moment Update
To update our EP approximation q(µ, Σ) we must calculate the moments of the sufficient statistics of µ, Σ. For a normal inverse-Wishart the sufficient statistics and their moments are
where ψ d is the multivariate digamma function. If u was a point mass, then the titled moments would be straightforward to calculate; just plug in the appropriate µ, κ, ν, Ψ as function of u. Because we must integrate with respect to Γ(u | α, α), we can approximate the integral with a Riemann sum. The moments can be calculated efficiently for a vector of u by recognizing they all differ by at most a rank-one update to the parameters µ, κ, ν, Ψ and using the Woodbury matrix identity and determinant matrix lemma.
All that remains is to solve for the new posterior parameters by matching moments. This can be done by solving a system of equations. Note that for ν, we must solve a 1-dimensional root finding problem to handle the digamma function ψ d , which can be done quickly.
B Time Series Clustering
This section provides additional details for Sec. 4.2 on time series clustering. We describe how to calculate log-likelihoods using the Kalman smoother and how to calculate the posterior moments of η for our EP approximation.
We consider time series clustering model is given by Eq. (17) . For the rest of this section, we assume conditioning on all parameters except x, z, and η (i.e. a, λ, σ 2 x , σ 2 y ), unless otherwise noted. The Gibbs sampling distribution for these other likelihood parameters can be found in the appendix of Ren et al. [33] .
B.1 Naive Log-likelihood
Collapsing only x, the naive Gibbs sampler likelihood for z i is given by Eq. (18), which is
By assumption, both the conditional distribution of y i,t given x i,t and the conditional distribution of x i,t given x i,t−1 are Gaussian
The likelihood Eq. B.25 is then calculated using the Kalman filter [7] , which consists of iteratively applying 'predict' and 'update' steps. Due to the perturbations λ i η zi,t there is a slight adjustment in the predict step [33] .
Let µ t|t−1 , σ 2 t|t−1 denote the predictive mean and variance of x i,t given y i,1:t−1 , η zi and let µ t|t , σ 2 t|t denote the filtered mean and variance of x i,t given y i,1:t , η zi . We can iteratively calculate the predictive and filtered parameters by applying 'predict' and 'update' steps.
The predict step is
The update step is
where K t is Kalman gain
We calculate the log-likelihood of y i by factorizing over time
where Pr(
B.2 Collapsed Log-likelihood
Collapsing both x and η, the collapsed Gibbs sampler likelihood for z i is Pr(y i |z,
(B.31) Although the distribution Pr(η zi |y −i , z −i ) is known to be a T -dimensional multivariate Gaussian, computing its parameters and directly evaluating this integral, Eq. (B.31), is computationally prohibitive even for moderate sizes of T : inverting the covariance matrix requires O(T 3 ) computation. Ren et al. [33] exploited the time-series structure of Fig. 1 (bottom-right) to calculate the collapsed likelihood by factorizing over time
where each conditional distribution in the product Pr(y i,t |y −i,t , y 1:t−1 ) can be calculated from the joint distribution
Here, we let y t and x t denote the vector of values at time t for series in cluster z i .
Recall that the values of other series z j = z i are conditionally independent. The predictive distribution Pr(x t | y 1:t−1 ) is calculated by the predict step of the multivariate generalization of the Kalman filter [7, 33] .
Let µ t|t−1 , Σ t|t−1 denote the predictive mean and variance of x t given y 1:t−1 and let µ t|t , Σ t|t denote the filtered mean and variance of x t given y 1:t . We can iteratively calculate the predictive and filtered parameters by applying 'predict' and 'update' steps.
where A = diag(a). Note that the additional covariance term λλ T couples the series together and is due to collapsing out η t .
Note that we must solve linear systems in the update step and in calculating the conditional likelihood. As these linear systems are of dimension O(N k ), practical numerical solvers have a runtime complexity O(N 
B.3 EP Approximate Log-likelihood
To approximate the collapsed likelihood, we use EP to keep track of a diagonal Gaussian approximations q(η k |z) for Pr(η k |y, z). Because q is diagonal, it factorizes over time
To calculate the cavity distribution q(η k |z −i ), we remove the site approximationf i (η k ) from q(η k |z). This can be done by subtracting the natural parameters (mean-precision and precision).
, then the mean and diagonal variance of the cavity distribution is
Our approximation for the collapsed likelihood is
(B.38)
Note that the integral product of Eq. (B.38) (second line) is similar in form to the naive likelihood (Eq. (B.25)); both take the form
The only difference (between Eq. (B.38) (third line) and Eq. (B.27)) is that latent process x i is 'smoothed' by marginalizing over the cavity distribution of η zi , the variance is a bit larger (λ Our modified predict step (replacing Eq. (B.28)) is
B.4 EP Moment Update
After selecting a new cluster assignment z i , we update our likelihood approximationf i (η). We do this by selecting the parameters off i (η) to minimize the local KL divergence (Eq. (10)) between the tilted distributionp(η|z)
and the approximate distribution q(η|z) ∝f i (η)q(η|z −i ). For Gaussian approximations (and more generally exponential families), minimizing the KL divergence is equivalent to matching the expected values of q(η|z)'s sufficient statistics. Because our approximation is a diagonal Gaussian, its sufficient statistics are the marginal means and variances at each time point t. Therefore, we learn parameters of q(η|z) to match the marginal means and variances ofp(η t |z) and then solve forf i by removing the cavity distribution q(η|z −i ) from q(η|z) in a similar manner to Eqs. (B.36) and (B.37).
Finally, the marginal mean and variance of the tilted distributionp(η|z) can be efficiently calculated using the forward and backward messages passed in the Kalman smoother [7] .
The forward message is the filtered distribution of x t from the Kalman filter
The backward message is the likelihood of future observations
Then, the marginal distribution at time τ of η τ is 
C EP Convergence
This document outlines convergence analysis of our approximate collapsed EP sampler. We first review standard EP's convergence guarantees and its dual representation (leading to a convergent inner-outer optimization). We then bound the error for our approximations when performing our sampler.
Our task is to analyze the approximation accuracy of our EP approximation q (t) for the posterior p(φ | y, z).
C.1 Notation
This subsection is for reference and can be skipped.
Variables:
are the latent cluster assignments
are the cluster parameter to collapse Cluster Parameter Posteriors:
be the 'optimal' exponential family approximation for assignment z Likelihood/Site Approximations:
i (φ) be the likelihood ('site') approximation at time t •˜ * i (φ | z) be the 'optimal' likelihood approximation for assignment z Exponential Family Parameters:
i be the parameters of the site approximation˜ 
C.2 Review of Standard EP's Theory
The goal of Expectation Propagation (EP) is to find a distribution q restricted to exponential family Q
such that it minimizes the KL-divergence from a target posterior p(φ|y)
This is accomplished by approximating likelihood terms with 'site' approximations
) (without the restriction that λ i ∈ Θ or that˜ i can be normalized).
The site approximations are calculated by projecting the 'tilted' or hybrid distribution and removing the 'cavity' distributioñ
where q \i is the cavity distribution
andp i is the tilted distributioñ
Standard EP works, by applying Eq. (C.44) until convergence. However, standard EP is not guaranteed to converge and may have multiple fixed points. To understand why this happens, its useful to consider the optimzation problem EP implicitly solves. By minimizing the KL-divergence to the tilted-distribtions, the fixed points of EP are equivalent to maximizing the log-marginal probability using the Bethe entropy approximation [38, 17] 
where H(·) is entropy. This objective is not concave in q (allows for multiple fixed points). Furthermore, because EP applies the (simple to compute) "coordinate-ascent" update (Eq. (C.44)), it's possible to fall into limit-cycles.
To overcome these problems, Heskes and Zoeter introduced an inner-outer "double"-loop algorithm by optimizing the equivalent to the dual problem
where θ are the parameters of the global approximation q, λ i are the parameters of the site approximations˜ i and A i is the log-partition function of the tilted distributionp i . This dual problem is concave in the site approximation parameters λ and by taking damped updates, it guaranteed to converge to a local optima. The problem is that because this is a saddle-point problem (min λ, max θ), the (correct) outer loop updates to θ requires waiting until λ converge. This was further extended to allow for distributed/parallel computation using stochastic natural gradients by Teh et al. [38] .
Finally, EP has recently been shown to be consistent and exact in the large data limit for the Gaussian approximating family [12] . This was done by showing standard EP asymptotically behaves like the CCG (Laplace approximation) of Newton-method's method iterates to the mode. Solving EP's convergence and fixed point issues is a paper in itself; however, we can show that the error between our Gibbs sampler EP-approximation is not far off from what would happen if we ran EP to convergence after each step of our Gibbs sampler.
C.3 Sampling Gibbs
We now consider our case where our target distribution is changing p (t) , as it depends on the sampled assignment
We first review what happens at each iteration and then discuss error bounds.
Suppose
k )) is our approximation for p(φ | y, z (t) ). Our sampling algorithm proceeds as follows:
= k proportional to the prior and collapsed likelihood 5. Calculate the new site approximation λ
cavity parameters 6. Update the global approximations
Note that one step of our sampler only changes θ z
and λ i . Outside of the iteration, we periodically (e.g. after one scan through the data) run a full EP update without resampling a z i .
C.3.1 Error Bounds
There are many types of error bounds that we could consider:
k (φ k )) divergence between the exact posterior and our current approximation
k (φ k )) divergence between the best and our current approximation
k ) distance in terms of parameters θ k ↔ q k between the best and our current approx
i (φ)) divergence between the exact likelihood and our current site approximations
i (φ)) divergence between the best and our current site approximation
i ) distance in terms of parameters λ i ↔˜ i between the best and our current site approx
The first three quantities (B1-B3) (roughly) bound the global error between our current approximation. The last three quantities (B4-B6) (roughly) bound the local error of each site approximation. Note that the local bounds are stronger than the global bounds, as the global parameter θ 
C.3.2 Global Approximation Bound
Suppose z i was selected to be resampled at step (t). If z i does not change then, we have the standard EP update and its convergence guarantees (or lack thereof).
If z i changes between time (t) and (t + 1), then we can bound the norm in term of parameters d(θ k , θ k ) at time (t + 1) in terms of the norm at time (t). There are three cases depending on k:
, then there were no changes to cluster k's approximation or target (i.e. θ
i ) and by applying the triangle equality we have
therefore, the error increases by at most d(λ
i approximates the loss of p(y i |z i , φ) in the optimal global approximation parameters.
) and by applying the triangle equality we have
approximates the addition of p(y i |z i , φ) in the optimal global approximation parameters.
In summary, the global approximation parameter error only grows in the two cluster changed and the increase in error depends only on how well λ 
C.4 Empirical Experiments
The section describes a series of experiments to quantify the error induced by only updating local sites compared against running full EP at each iteration. For this experiment, we consider components that are GSM.
We measure the distance between our approximation q (t) and q * at time (t) (by running EP to convergence when z (t) is fixed) using KL divergence and the percent error of recovering the posterior means and variances for φ.
In our experiments, we vary the proportion probability r from [0, 0.5], the mean difference ∆ = (φ 1 − φ 2 )/ Var(y), and scale ratio C. Varying r and C determines how difficult the likelihood is to approximate with a site approximation, while varying ∆ determines how rapidly z changes. When r = 0, the problem is conjugate, so the error is zero and when ∆ is large, z rarely changes.
In all cases we find the error incurred by only using local updates does indeed level off (e.g. does not grow unbounded) as there number of iterations increase. Furthermore this size of this error depends on the setting r, ∆, C. Fig. 6 presents KL results for n = 100 when starting the site approximations from the prior (i.e. flat). Note that after one pass, the approximation roughly level off (this includes the setting of ∆ = 0, where z is rapidly changing). Fig. 7 presents KL results for n = 100 when starting the site approximations from full EP. In this case, the error grows until it levels off at the same constant KL as starting from flat approximations. In Figs. 8(a-d) , we plot the mean squared error (MSE) between the sampled parameter θ and the true parameter θ * of the synthetic data. We can see that the collapsed sampler and our approximately collapsed EP sampler have similar performance. In Fig. 9 , we plot box-plots comparing 'collapsed' and 'EP', showing it accurately estimates both the mean and variance. 
D Synthetic Time Series Trace Plots
E Seattle Housing Data
This section provides additional details for the Seattle housing data example Sec. 5.2.
E.1 Data Details
We use the same dataset as Ren et al. [33] . This consists of 124,480 transactions in 140 US census-tracts of the city of Seattle from July 1997 to September 2013. The time index for each transaction is at the monthly level, therefore T = 194, with multiple observations for in certain series-month pairs, an no observations for other series-month pairs. Each housing transaction contains the following house-specific covariates: (i) number of bathrooms, (ii) finished square-feet, and (iii) lot-size square-feet. We convert the house-specific covariates into feature variables by taking their log-values and applying B-splines with knots at their quartiles. Let u denote the collection of features for house .
E.2 Housing Price Model
To predict housing prices, we copy the model used by Ren et al. [33] x i,t = a i x i,t + λ i η zi,t + i,t (E.51)
where y i,t, denotes the log-price of house in region i at time t. The model for y i,t, , (Eq. (E.52)), consists of four parts: (i) a global housing price trend g t based on monthly seasonality, (ii) a series-specific regression β i u , (iii) the latent residual process x i,t , (iv) white noise ν i,t, .
The global trend g t is removed in a preprocessing step by the following regression for parameters α g and β g y i,t, ≈ g t = α g S(t) + β g u , (E.53)
where S(t) is a smooth spline basis over time t. After learning α g and β g in the preprocessing step, the global trend g t is fixed. After removing the global trend, the residual process is modeled as the combination of region-specific regression and a latent AR(1) process. Inference over β i and x i,t as well as all other model parameters is achieved by Gibbs sampling. Ren et al. provide the complete Gibbs sampling formulas [33] .
The difference between our two methods, collapsed and EP, is in how we sample the series cluster assignments z i . For collapsed Gibbs, we run the expensive Kalman filter over individual clusters, while for EP Gibbs, we use the approximate likelihood described in Sec. 4.2 and Sec. B.
E.3 Additional Results
We now present some diagnostics on the training data and the metrics of baseline models on the test data.
The other baseline models are:
• 'global', the global trend g t from Eq. (E.53).
• 'global+reg', the global trend g t plus individual series-specific regression β i u . The metrics on the training data are presented in Table 4 . The metrics on the test data are presented in Table 5 .
In both cases, the algorithms using the time series clustering model (collapsed and EP) vastly outperform the spline regression based models ('global' and 'global+regression'). 
