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Abstract 
Monitoring and evaluating natural disasters are one of important applying fields of remote sensing. In this 
paper, the authors monitor dynamically the change and move laws of landslide making use of high-
revolution remote sensing imageries; they construct the multi-variable regression relation, and put 
forward to applying the optimum regression method based on multi-variable regression analysis in 
landslide disaster monitoring. It is proved that the good results are obtained. 
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1. Introduction 
Landslides are one kind of common, large-scale, dangerous and complicated natural disasters, there are 
some laws  in the occurences of landslides however. Remote sensening discribes the obejects locatedly, 
qualifiedly and quantitedly by detecting the objects remotely, processing and analysizing the detected 
information. Monitoring dynamically the landslides making use of remote sensing, and furthemore 
forecasting , foretelling the disasters and  making precautions is one of the important tasks of geospatial 
information technology. 
 
∗ Corresponding author. Tel.: 86-13696261625; fax: 86-816-6089453. 
E-mail address: wangweihong@swust.edu.cn. 
Available online at www.sciencedirect.com
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of International Materials Science Society.
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
Wenjun Zhang et al. / Energy Procedia 16 (2012) 190 – 196 191 Wenjun Zhang/ Energy Procedia 00 (2011) 000–000 
Multiple Regression Analysis (MRA) has the unique advantage in analyzing and processing the remote 
sensing imageries. In this research, the authors accomplish Multiple Regression Analysis and construct 
the optimum regression expressions, taking weathering degree, geoligical rock layer, land use etc, as 
criterion variables and the DN values of remote sensing imageries after ratio operation as explanation 
variables; and put the results into the application of landslide monitoring.  
2. Principle of Multivariable Multiple Regression Analysis 
MRA determines a linear regression function expression through comparison between dependent and 
independent variables. In this study, we use SPSS13.0 and self-developed Quantification Theory 
Ⅱprogram and treat weathering degree, superficial geology and land use as independent variables. 
Multiple regression analysis (MRA) is performed by stepwise variable introduction. MRA mainly 
involves the following steps[1][2]:  
① Based on a set of data, establish quantitative relations among several variables, i.e. establish a 
mathematic model and estimate unknown parameters. A common method for estimation is Least Square 
Method (LSM). 
② Credibility of those relations is tested by F or t-test.  
③In a relation where a number of independent variables affect a dependent variable, it is necessary to 
determine which independent variable (or independent variables) has (or have) significant influence and 
which doesn’t (or don’t). Introduce variables with significant influence into the model, and eliminate 
those with no significant influence. 
④Monitor and predict the landslide process using the derived relations. 
3. Multivariable Multiple Regression Analysis on Remote Sensing and Monitoring of Landslide 
Features 
3.1. Landslide Factor Analysis 
Many factors (or variables) may affect landslide stability. It is necessary to identify those that play a 
decisive role. The application of factor analysis in analyzing landslide monitoring materials provides a 
quantitative analytical method for discussing the interactions among landslide factors. Procedures for 
factor analysis are described as follows[3]:  
m variables are expressed as a linear combination of several factors, thus forming a landslide factor 
analysis model. It can be written in the following matrix form: 
CUAFX +=           (1) 
Where： X  is a 1×p matrix, an original variable; 
F is a 1×k matrix, a common factor ( pk < ); 
A is a kp× matrix, a factor loading matrix. 
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 is the loading matrix for a single factor. 
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U is a 1×p matrix, a unique matrix, i.e. the special factor for each variable. 
In principal component analysis (PCA), principal factor model can be expressed as: 
AFX =            (2) 
Where X is a 1×p matrix, the original variable. 
F is a 1×k matrix, the principal component or principal factor. 
A is a kp× matrix, a factor loading matrix. 
For closely related variables, a few principal components (or principal factors) can be identified 
through PCA. Replacing the original variables with them won’t cause much information loss. A small 
number of principal factors (or new variables) contain most information within the original variables, 
which greatly simplifies the structure of original data and is helpful to identify the principal contradiction 
and their intrinsic connections when studying complex geological phenomena. 
3.2. Remote Sensing and Monitoring Method for Landslide Features 
Hiroshima, Japan is one of the areas landslides occur frequently by virtue of geological, environmental 
factors, heavy rains, earthquakes, and typhoons, etc. In this study, Hiroshima was the research area. 
Remote sensing images of landslide bodies were first subject to geometric correction, spatial registration, 
image enhancement and image mosaicing; then these images were categorized in detail, extracting 
location, size, type and boundary information; finally, influence factors and influence degree of landslide 
were summarized through optimal regression analysis (ORA). Furthermore, various subject maps were 
formed based on remote sensing images. On this basis, the interactions among various influence factors 
including inclination, vegetation index, weathering degree, saturation level, land use and superficial 
geology were intuitively and comprehensively represented. In this way, landslide hazard degree was 
explicitly determined, accomplishing the goal of landslide forecast.  
3.3. Processing of Remote Sensing Images of Landslide Features 
Due to seasonal variation in slope, aspect, shade, solar altitude and intensity, brightness value of the 
same object or target on the surface varies. Image calculation across the wave bands can, to a certain 
extent, reduce the influence of environmental conditions, so that images contain distinctive information 
that any single wave band does not. This is very helpful in differentiating between soil and vegetation 
information. 
In this study, image calculations across the wave bands enhanced the image effect to a certain degree. 
By recombining of different wave bands, the influence of shades and clouds on image quality was 
removed. The following expression was adopted: 5.02/)/()( ++− FileYFileXFileYFileX ; the 
expression for image compression and conversion is )2/1415.3/()tan(255 ra× . Ratio operation 
between every two bands yields 12 types of ratio operations (4 wave bands, 4*3=12), denoted as RATIO-
XY. 
3.4. Multivariable Analytical method-Optimal Regression Analysis 
In multiple linear regression analysis, a large number of independent variables leads to larger 
regression sum of squares (RSS) and smaller residual sum of squares (RSS). The use of more variables in 
fitting regression equations reduces equations’ stability, and interval error accumulation for each 
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independent variable will affect the overall error, resulting in low reliability and precision using these 
equations in forecast. However, the adoption of variables with less influence on dependent variable Y 
while neglecting those with more influence will cause shift and inconsistency in the estimated value. 
Therefore, optimal regression equation (ORE) shall be taken into account. ORE refers to equations 
involving all variables with significant influence on Y, but not those with insignificant influence. That is 
to say, independent variables are introduced into the regression equation one by one, in the order of their 
influence on Y. When the independent variable previously introduced becomes less significant due to 
subsequent variables introduced, the former will eliminated. Introducing a new variable or eliminating an 
old one is regarded as one step in stepwise regression. Each step will undergo F-test, to ensure that 
equation only involves variables with significant influence before a new one is introduced. This process is 
repeated for several times, until no variables with insignificant influences are eliminated. Meanwhile, 
type II quantitative analytical method can be used to determine landslide hazard degree depending on the 
property of landslide data. The landslide hazard degree can be classified as high, medium or low, which 
can later be used as external reference in determining the hazard degree of landslide data. 
Quantification Theory ⅡAnalysis can be used to accomplish the discriminant analysis for the 
landslide’s risk index[4]. The external standards which be applied are weathering degree, land slope, 
geoligical rock layer, topography, soil, landuse, vegetation index[5]. The discriminant formula is:  
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Where  ki ",2,1= (factors); 
iI"，，21=α （the risk index scope）; 
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The values of the samples are calculated with the formula (4): 
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The samples are classified with regard to the external standards; and the dispersal degree among the 
samples from each set can be termed as correlation 2η , which are obtained with formula (5): 
 
222 /σση B=           (5) 
 
Where  2Bσ is the dispersity among the samples, and 2σ is the total dispersity of )(vry . 
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4. Optimal Regression Analysis Results on Landslide Remote Sensing 
4.1. An Overview of Research Area 
In this study, the research area was located at 9 chome, Gui Mountain in the north of Anzo, Hiroshima. 
Landslide due to rainstorm occurred about 150 m on Fu Wong Temple Mountain with an elevation of 
505.5 m. The landslide body was about 350 m in length. 
4.2. ORA Study on Landslide in Research Area 
Images processed based on regression are closely related to real map data. New images fully reflecting 
various surface subjects in landslide area can be obtained from optimal regression equations built by 
MRA[6]. Single-band images, after being processed by ratio operation, can be used to extract 
characteristic data which reflects surface status, though its precision is low. Thus, data obtained from ratio 
operation are treated as independent variables and surface data as dependent variables. Maps reflecting 
different surface subjects can be thus obtained through MRA. 
Tab.1 The result of regression analysis 
Thematical 
map 
Total 
correlation 
coefficient 
Contribution 
rate 
Adjusted 
contribution 
rate 
Geological 
feature 
0.999 0.997 0.992 
F test 
(Significance 
leval α) 
t  test 
(Significance 
lLeval α) 
Explanation 
variable
（XN） 
Patial 
correlation 
coefficient 
0.1% Constant：
0.1% 
R-12:0.9% 
R-13:0.8% 
R-14:0.3% 
R-23:0.9% 
R-43:0.3% 
X1:R-12 
X2:R-13 
X3:R-14 
X4:R-23 
X5:R-43 
Constant 
-0.510 
1.047 
-0.195 
-0.682 
-0.309 
98.332 
Optimum 
regression 
equation 
-0.510X1+1.047X2-0.195X3-0.682X4-
0.309X5+98.332 
Take superficial geological factor (SGF) as an example. Superficial geological differentiation index 
can be easily determined utilizing remote sensing image data and superficial geological maps (SGM) 
(basic research map on land types). Performing ratio operation (Atan conversion) for analytic object 
followed by MRA, superficial geological differentiation map of the research area can be obtained. 
Superficial geological differentiation degree determined from the point data recorded on the SGM are 
treated as dependent variables; 12 types of variables derived from ratio operation are treated as 
independent variables. Their values are replaced by the corresponding DN values of image.  Depending 
on superficial geological differentiation type, 3 geological types can be identified for the analytic object, 
i.e. deep-seated rock (denoted as HY0=3), consolidated sediment (denoted as HY0=6) and unconsolidated 
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sediment (denoted as HY0=9). Data inputs in MRA are DN values of points (Column, Line) on the image 
after ratio operation. 
And the updated geological thematic map is shown in Fig.1;  Tab.2 can be referred to understand the 
map. 
 
 
Fig.1 The updated geological thematic map 
 
Moreover, weathering degree differentiation map and land use differentiation map can be obtained 
through MRA. Multiple correlation coefficients for images after regression are 0.999 (weathering degree), 
0.999 (superficial geology) and 0.997 (land use), respectively. Besides, weathering hazard degree of 
0.1~0.2%, superficial geological hazard degree of 0.1~0.9% and land use hazard degree of 0.1% can be 
obtained from F-test and t-test. They can also be verified through various superficial differentiation maps 
derived from MRA. In addition, after eliminating DN values with less contribution to analytic image, 
stepwise variable introduction is adopted to deriving the relation between surface differentiation degree 
and image DN values. This is a new approach to use topographic factors to monitor landslide. 
 
Tab.2 The geological features and their occupying percent 
Geological features DN values Image Color Occupying 
percent（%）
Consolidated sedits 0-50 Black 8.8 
Platonic rock 50-80 Green 64.55 
Unconsolidated sedits 80-130 Red 20.22 
5. Conclusion 
Based on analysis on landslide image features and effective elimination of part of the noises in the 
original image through ratio operation, this study creates various surface subject maps by using optimal 
regression algorithm, including weathering degree differentiation map, superficial geological 
differentiation map, land use differentiation map and vegetation differentiation map. Calculation of 
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multiple correlation coefficients, F and t-test as well as type II analytic quantitative method yield 
landslide hazard degrees for various surface types. This method provides a new way for monitoring 
landslide features. 
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