This paper describes a three{dimensional simulator for semiconductor devices in stationary state developed on a message passing multiprocessor. A Gummel style nonlinear iteration was used, and the Poisson and the continuity equations were discretized using the nite element method. A new iterative scheme was introduced in order to solve the non{linear Poisson equation. The nonsymmetric continuity equations were solved using a Conjugate Gradient type method, the Bi{CGSTAB. We carried out the parallelization of these approaches and their mapping onto a multiprocessor system. We introduce a new method for the distribution of the nite element sparse matrices over the multiprocessor. This method leads to highly e cient algorithms, because it obtains a good load balance and limits all the communications to length one.
Introduction
The numerical simulation of semiconductor devices is an essential tool for integrated circuit designers. These simulators lead to an important reduction in the time and cost required for the design of new devices, as they permit the determination of the electrical behaviour before actually implementing the device. Until a few years ago, most commercial simulators could only handle two dimensional devices. However, new advances in integrated technology, which have led to submicron devices, make the inclusion of three dimensional e ects in the simulation process unavoidable.
The main problem of three dimensional simulation is the huge computational cost it implies, a consequence of the large amounts of information and the enormous quantity of calculations that must be carried out. For example, the simulation of the behaviour of a three dimensional transistors might require the solution of more than 100:000 coupled equations. This leads to many problems in performing an adequate simulation in conventional computers, even in the most powerful. In order to solve this problem we have made use of parallel machines, designing algorithms that are appropriate for obtaining the maximum performance and acceptable simulation times with adequate precision.
In this work we address the design of three dimensional semiconductor devices, introducing techniques aimed at obtaining a good e ciency in its parallel implementation. We introduce a new technique for the distribution of sparse matrices which permits maintaining locality in communications, leading to highly e cient algorithms. The simulator has been developed an Intel iPSC/860 hypercube, although, as we will see, it can be easily adapted to other topologies such as mesh or ring. We have obtained results for the simulation of three dimensional MOSFET devices with meshes of more than 38:000 vertices, analysing the performance of the algorithms we have designed.
The rest of the article is structured as follows. In section 2 we introduce the basic set of equations for semiconductor devices. In section 3 we present the nite element discretization of the PDEs, as well as the di erent methods for solving the algebraic equation systems generated. In section 4 we concentrate on the parallelization of the sparse matrix{vector product, as it is the basic kernel of the algorithms. Finally, in section 5 we present numerical results of the simulation process obtained using Intel's iPSC/860 hypercube, and in section 6 we present the main conclusions and contributions of this work.
The Basic Semiconductor Device Equations
Using the scaling presented in 14] , and considering the drift{di usion model as the approximation for the current densities, we nd that the di erential equations in partial derivatives that describe the electrical behaviour of a semiconductor can be expressed as : 2 r 2 = n ? p ? C(x) (1) r( n (rn ? nr )) ? @n @t = R (2) r( p (rp + pr )) ? @p @t = R (3) where , n, p and C respectively represent the electric potential, electron and hole concentrations and the doping pro le, and R is the recombination{generation rate.
The parameter , whose square multiplies the Laplacian of the potential in the scaled Poisson equation (1) , is given by:
= D l ; D = s " s V T q e C (4) being l the characteristic device length, e C the characteristic doping concentration, V T the thermal voltage, " s the silicon permittivity, q the elementary charge and D the characteristic Debye length of the device under consideration.
In addition, the carrier concentrations can be expressed through Fermi's quasipotentials ' n and ' p for electrons and holes: n = (6) In order to complete the characterization of the device it is necessary to introduce a set of boundary conditions on the boundary of the domain de ned by the semiconductor. If we consider a three dimensional MOSFET transistor such as the one shown in gure 1, we will have to take into account three types of boundaries: arti cial (or lateral), ohmic and oxide-semiconductor interface. The rst type of boundary presents Neumann type boundary conditions for the potential and the carrier concentrations. On the other hand, we can de ne Dirichlet type conditions for the ohmic contacts. These conditions determine the values taken by , n and p in the contacts. For the oxide{semiconductor interface, the use of mixed boundary conditions permits, under certain conditions on the maximum thickness of the oxide layer, neglecting the oxide in the simulation process, simplifying it signi cantly. Expressions for these conditions can be found in 18, 15, 26] .
Resolution methodology
The set of equations (1), (2) and (3), together with the associated boundary conditions make up a coupled equations system. A classical method for solving this system is due to Gummel 11] . The method consists in a Gauss-Seidel type iteration, which solves the three equations separately until a given convergence criterion is satis ed. Gummel's method has been shown to be very useful in practice. Convergence can be achieved even when starting from bad initial conditions, and in many cases it can be very fast. However, in some applications, as for example in high injection situations, the method may not converge. It also presents problems in those situations in which the recombination{generation rate has a large weight.
At this point, the nite element analysis of this equation system implies performing a discretization of the problem domain into a set of subregions, and choosing a group of base functions ( i , i = 0; 1; : : : ; N ?1; where N is the number of vertices of the discretization) piecewise de ned over these subdomains. The elements can present varied shapes, and we must choose the shape that better ts the geometry of the domain. Good results are obtained by means of tetrahedric elements, which are the ones we have employed in our three dimensional simulator.
The discretization of the Poisson equation is carried out using the standard nite element method. However, it is well known that these standard discretization techniques fail when handling current equations due to the arisal of thin layers of fast potential and carrier concentration variations. It is more adequate to consider that the current densities do not present layered behaviours and consequently can be taken as constant within each element of the mesh. This leads to a scheme for the discretization of equations (2) and (3), which was initially suggested by Scharfetter and Gummel for a one dimensional diode in nite di erences 25].
This way, and using Galerkin's approximation for the nite elements, the di erential equations in stationary state result in the following set of algebraic equation systems:
which must be sequentially solved until convergence is achieved. In this system , n, p and F are N element vectors, whereas K, M, H n and H p are sparse matrices of dimension N N. These matrices present certain interesting properties. Thus if the nite element mesh is of the acute type we can prove that the following is veri ed: a. K is a Stieltjes type matrix (K is symmetric, positive de nite and K ij 0 if i 6 = j). 
Solution of the equation systems
Gummel's method implies solving two types of equation systems: one is non{linear, associated with the Poisson equation and two are linear non{symmetric and derive from the continuity equations. The non{linear system (10) is the one that is going to imply a higher computational cost, and, consequently, we must seek methods that permit solving it with an adequate cost. On the other hand, the linear systems can be solved by means of some appropriate direct or iterative method.
The Poisson Equation
The classical formulation for solving system (10) is based on using Newton's method for linearizing the equations. This method presents important problems, mainly due to the fact that it does not guarantee global convergence and that it implies a large use of computational resources as a linear equation system must be solved in each Newton iteration (generally by means of a nonstationary iterative method, such as Preconditioned Conjugate Gradient).
In this work we present a new iterative method for solving this system that signi cantly reduces this computational cost. The method is based on the one presented in 15] and 19] for a nite di erent approximation to two dimensional devices in thermal equilibrium. We have extended the method to non{equilibrium situations with a nite element discretization 20], and, in this work we present its application to three dimensional devices. The method can be stated as follows.
In order to simplify the notation, we are going to eliminate index k which denotes the number of the Gummel This new method presents the following advantages with respect to conventional methods:
It guarantees global convergence for any selection of initial values (unlike Newton's method which only guarantees local convergence).
It is an in place algorithm which permits updating the potential in each vertex of the mesh using explicit formulae. This is, unlike conventional methods (such as the Newton{Raphson method or methods of the Conjugate Gradient type) the solution of simultaneous algebraic equations is not needed. This is going to lead to a signi cant reduction in the memory cost.
The updating of the potential can be concurrently carried out for all the vertices of the mesh. This way, we minimize communications costs when the algorithm is implemented on a distributed memory multicomputer system. The implementation of the algorithm is going to imply four nested loops. The outermost and innermost loops are iterative and are associated with the Gauss{ Seidel and Newton{SOR type equations, respectively. The intermediate loops update the value of the potential in each vertex of the mesh using the value of the potential in the rest of the vertices (each value is used when it has been updated, corresponding to a Gauss{Seidel iteration).
Given expression (15), the value for E is computed by making E i = F i ? (20) where operator takes the form of: ? = K ? +M(ue ? ? pe ? ? C) (21) From these expressions it can be deduced that the process of computing the term E presents the algorithmic structure of the matrix{vector product. In addition, and as K and M are sparse, operator will be a sparse operator, and consequently the algorithm will correspond to the product of a sparse matrix times a vector. Each iteration implies a single matrix{vector product. The remaining operations are scalar.
Continuity Equations
Systems (8) and (9) are linear and thus it is possible to use some standard direct or iterative method in order to solve them. Direct methods, such as Gaussian elimination, LU factorization or Cholesky factorization may be excessively costly in terms of computational time and memory, specially in three dimensional problems. Due to these problems, iterative methods 31, 33, 12] are generally preferred for the solution of large sparse systems.
In this work we have chosen a non stationary iterative method, the BiConjugate Gradient Stabilized 30] . Bi{CGSTAB is one of the methods that obtains better results in the solution of non{symmetric linear systems, avoiding the irregular convergence problems of the Conjugate Gradient Squared 27] and requiring less memory than the GMRES 23] .
The implementation of BiCGSTAB implies two sparse matrix{vector products and four inner products in each iteration. We see that as in the case of the non{linear Poisson equation, the sparse matrix{vector product appears as the main operation of the algorithm.
In order to reduce the number of iterations needed in the Bi{CGSTAB process, it is convenient to precondition the matrices. This is, instead of solving the original system Ax = b we solve the system:
(22) where K 1 and K 2 are appropriate matrices. The selection of the matrices must be carried out so that an eigenvalue spectrum that is more adequate for the iterative process than that of the original matrix A is obtained for the preconditioned matrix ? K ?1 1 AK ?1 2 . The preconditioning can be applied in two ways: either we solve the explicitly preconditioned system (22) using the normal algorithm, or we introduce the preconditioning process in the iterations of the Bi{CGSTAB. In this work, we have chosen to employ the algorithm without preconditioning over the explicitly preconditioned system using a diagonal preconditioner (of the Jacobi type). This simple preconditioner is adequately for our application.
So, instead of solving the systems (8) and (9) we solve:
where D n and D p store the diagonals of matrices H n and H p respectively, being vector e R equal to: e R = MR (25) The production of each one of the preconditioned systems (23) and (24) implies just one matrix{vector product, as we can write: (27) where D n is a vector that stores the diagonal of H n . We obtain the same result for the holes. The products D
1=2
n n and D ?1=2 n e R are obtained as:
(28) and the same for the rest. Consequently, diagonal preconditioning only implies performing a matrix{vector product before the application of Bi{CGSTAB. 4 Parallel sparse matrix{vector product As we have shown, the main operation to be implemented in the simulation process is the product y = A x, where A is a sparse matrix and x is a dense vector. In order to optimize our system we must concentrate on nding an optimal algorithm for this product so that the computational load is balanced among the processors and the communications cost is limited 22].
The sparsity pattern of matrix A is given by to the one of the adjacency matrix of a nite element graph. So, the problem of distributing A over a multiprocessor can be formulated as that of the mapping of a nite element graph onto the multiprocessor system.
Graph mapping
Let us consider a nite element graph T = (V T ; E T ) with N vertices and a system with P processors. The mapping of the graph over the processors can be considered an embedding of the nite element graph into the graph P = (V P ; E P ), with P vertices, de ned by the multiprocessor system. This way, to obtain the optimum mapping consists in nding a function : V T ! V P that minimizes the execution time for the algorithm.
The mapping process implies two consecutive steps:
To carry out a P{partition of the graph and obtain the quotient graph Q.
To distribute the P vertices of Q among the P processors.
In general, these steps must be carried out trying to satisfy the following criteria: a. The computation/communication ratio for a processor must be maximized. b. Communications should only occur between adjacent processors. c. The computational load must be balanced among the processors. d. The temporal cost associated to the control of communications and the complexity of the storage must be minimized.
Thus, if assigns all the vertices of T to a single processor, we will be optimizing a, b, d, as the cost of communications is nil. However, this is done at the expense of c, so that the computation time is very high. On the other hand, if tries to optimize the load balance, it may be that the resulting algorithm is not very e cient due to the high communications cost.
To nd an optimum mapping is a complex problem. In fact, Bokhari 2] has proven that no algorithm of polynomial complexity exists for solving the graph mapping problem. This is so because if we take the number of vertices of the graph as equal to the number of processors, then the problem of nding an optimum mapping is equivalent to the graph isomorphism problem (determining if two graphs are isomorphs), which is known to be NP{complete 9] . Consequently, it is necessary to nd heuristic techniques which permit obtaining suboptimal solutions in a reasonable amount of time.
In the last few years, a large number of techniques for solving this problem have been developed. These di erent techniques can be divided into three groups 32]:
a. Coordinate bisection techniques, which use information on the coordinates of each vertex. b. Graph bisection techniques, based on the graph structure.
c. Spectral bisection techniques, based on the spectral partitioning algorithm 21, 3] Out of these techniques, spectral bisection obtains the best results with respect to the reduction of the number of data items participating in the communication stages. However, the locality in communications is not always achieved. In addition, obtaining the spectrum of the matrix may be an excessively slow process.
Among the graph bisection techniques we nd those called strip partitioning.
These techniques are based on the decomposition of the graph into a set of P strips, where P is the number of processors, all with the same computational load, and where each strip only needs to communicate with its two neighbouring strips. These strips are distributed onto the parallel computer so that neighbouring strips are located in adjacent processors. Consequently, this technique is specially adequate for linear architectures, or other architectures that can emulate them (hypercube, mesh, etc...). 1{D Strip Partition 24] starts in a corner of the graph and counts vertices along the smallest dimension until the number of vertices that must be assigned to the processor is reached. This number is n = dN=Pe, where N is the total number of vertices and P the number of processor. This partition guarantees the balancing of the computational load among the processor and insures communications only between adjacent processors. Its main drawbacks are that it can only be applied to planar graphs (so it could be useless for three dimensional graphs) and that it requires a limited number of processors in order to guarantee that all communications are of length 1. In addition it does not worry about maximizing the computation/communications ratio, so that the number of data to be communicated each step may be very large. This factor is compensated by the fact that all the communications are of length 1.
Generalizations of the 1{D Strip Partition technique are the so called 2{D Strip Partition 24] and 2{Way Strip Partition 4, 5]. These techniques avoid the restriction in the number of processors and maintain the load balance criterion. However, they do not guarantee the locality of communications. The 2{D Strip Partition is executed in two stages: rst the graph is decomposed into subgraphs of di erent computational load, but allowing a distribution with communications close to the optimum. In the second stage, the boundaries between subgraphs are re ned so that a balancing of the computational load is achieved at the expense of adding communications. The method de ned by the 2{Way Strip Partition works in the same way: a rst stage performs a mapping, optimizing communications, and the balancing of the load is achieved in a second stage through heuristics for exchanging vertices among processors.
As a general technique of graph mapping, in this work we have employed the 1{Way Strip Partition 20] . This technique generalizes the 1{D Strip Partition, and it can be applied to any type of nite element graph, including non{planar graphs. In addition, it guarantees a good balance of the load and communications are restricted to neighbouring processors maximizing the computation/communications ratio. The main drawback it presents is that the number of processors is again bounded. However, it is not as restrictive as the 1{D Strip Partition, and in general it is going to be possible to apply it to most real graphs.
1{Way Strip Partition
The process of decomposing the producty = A x must be addressed so as to obtain an e cient load balance and low communications costs. In gure 2 we present a nite element graph de ned over the surface of a two dimensional MOSFET. The numbering of the vertices of the graph is arbitrary. In gure 3, we present the structure of the adjacency matrix of this graph as well as the dense vectors x and y participating in the product.
The distribution of the vectors can be contemplated from the viewpoint of graph theory. Let G = (V; E) be the nite element graph. A block distribution of vector x among the P processors can be taken as a P{partition of G, P = fV 0 ; : : : ; V P?1 g, where V i = fu k g with i dN=Pe k < (i+1) dN=Pe. Later, the quotient graph Q G is distributed onto the processors using the function b (V i ) = i (binary indexing of the processor indices).
It is clear that a mapping of the graph de ned this way leads to a distribution with a good load balance, as it assigns the same number of vertices to all the processors, but it does not maintain the locality of communications. In order to achieve this locality we can carry out a rearrangement of the vertices of the graph so that each one of the elements of the quotient graph only needs to communicate with two neighbouring elements. This way we will maintain the locality of communications if we distribute the quotient graph onto the processors using functions g (V i ) = g(i), where g(i) returns the Re ected Binary Gray code associated with integer i. Theorem 2 If an order of the vertices of the graph is established so that the adjacency matrix veri es that , 8i, 0 i < N: B r i < 2 N P + i mod N P (29) it is possible to obtain a mapping of the graph maintaining locality in the communications.
Proof: The proof can be found in 18].2
This theorem indicates that in order to obtain an adequate distribution it is necessary to establish an order in the graph that reduces the bandwidth of matrix A. The problem of reducing the bandwidth is NP-complete 28], and consequently approximate heuristic methods have to be found 6, 10]. For our purposes we will use a method of the direct Cuthill{McKnee type 7, 8] .
This approach begins by choosing an arbitrary vertex of the graph and assigning level l to it, with l = 0. After this, all the neighbours of this vertex that do not have a level assigned to them are assigned level l + 1. The process continues until all the vertices have a level assigned to them. This way, a hierarchical level structure, such as the one shown in gure 4 for the graph of gure 2, in which vertex 2 has been taken as the initial one, is created. We thus obtain an order vector that indicates the distribution of the vertices of the graph in this hierarchy going through the tree from top to bottom and from left to right. Using this vector we will rearrange the elements of vectors x and y, as well as the rows and columns of matrix A. This way, we convert the product y = A x into the productŷ =Â x withx i = x i , y i = y i andÂ ij = A i; j .
Once the graph has been arranged this way, we will carry out a P{partition of it and we will distribute the quotient graph onto the hypercube using function g . In order to preserve the locality in communications, it is necessary that, 8i; j, 0 i; j < P: This condition guarantees that for a vertex u i , all of its neighbours are going to be located in the same processor as u i or in the processors immediately before or after (in Gray order). The condition is less restrictive than the one presented in theorem 2, and is based on the band structure of matrixÂ. Also, if N is increased (re ning the mesh), dN=Pe is proportionally increased, whereas max 0<i<2 q i does not go as fast, and thus the method is useful for realistic situations, with a very large number of vertices in the graph. In addition it is possible to check if this condition is veri ed as the hierarchy is being generated. This permits stopping the process and starting again with another initial vertex if the condition is not met.
With this ordering and using a block distribution, elementsx i ,ŷ i are stored in position (i mod n) of the local vectors of the processor with index r = g(bi=nc), being n = dN=Pe the number of vertices assigned to each processor. On the other hand, the i{th row of matrixÂ is stored in row (i mod d) of the local matrix of processor r = g(bi=nc). Each processor is thus assigned n rows of matrix A.
In gure 5 we show the e ects of the redistribution of the rows and columns of the original matrix A. The numbers indicate the position of each row and column in the primitive matrix. We also indicate the distribution of the matrix and the vectors over a 2{dimensional hypercube. Now the storage of matrixÂ is carried out by substituting the matrix by a set of vectors of di erent lengths A i , storing in each one of them the non{null elements of the rows ofÂ. In order to simplify the preconditioning in the algorithm for the solution of the non{symmetric systems, the diagonal ofÂ is stored in an independent vector D, and the non diagonal elements of each row are stored in vectors A i . It is necessary to use a pointer p i that indicates for each A i j which column the element occupies inÂ.
Thus, for example, in gure 5, for row 7 of the local matrix of processor r = 1 (which corresponds to row 0 of the original matrix A), we will have D 7 The parallel algorithm presents a structure that is identical to that of the sequential algorithm, so that if we reduce the number of processors to 1 we will obtain the original algorithm. The external loop is parallelized so that each processor goes through it n times. The only communications stage is carried out outside all of the loops and consequently only implies a very small penalty. Also, this stage can be executed in a simple step (all the processors in parallel).
It is necessary to determine what values ofx assigned to each processor must be sent to the neighbouring processors. Before carrying out the matrix{vector multiplication, processor r must receive from its neighbouring processors (the one immediately before and after in Gray order), the elements of vectorx associated with all the neighbours of the vertices of the graph assigned to the processor. It is easy to see that processor r must receive from the one before it the valuesx j of its local vector, with min In gure 6 we present the buses that participate in the transmissions for a 4{ dimensional hypercube. It can be observed that all the transmissions can be carried out in parallel. This implies that the computational cost due to communications is going to be very low and independent from the dimensions of the hypercube. Considering the interprocessor communication mechanisms employed by the iPSC/860 system we have used, the exchange process is carried out in two stages:
1. Each processor sends the data to its next neighbour and receives data from the previous one. 2. Transmission to the previous neighbour and reception from the next. Each one of this stages is executed by all the processors in parallel. Because of this parallelism, the cost in each stage will be determined by the maximum value of the cost for each processor. Thus, the function to be minimized in order to achieve the best computation/communication ratio is:
? T max
c QG (hV i ; V j i) (32) where Q G = (P G ; E G ) is the quotient graph, de ned in the partition of the original graph. This implies that we must try to balance the communications cost among the processors.
As we have seen, the number of data items that are exchanged depend on the bandwidth of the reordered matrix, or equivalently, on the number of levels of the hierarchy. This width is going to depend signi cantly on the graph vertex chosen as parent in the hierarchy. The selection of the best vertex is a complex problem that has been addressed by several authors 10, 13]. We have chosen to carry out a check in order to determine which of the vertices minimizes function ? T if it is taken as the initial vertex. This check implies a high computational cost if the number of vertices is very large. However, we have experimentally seen that the best behaviour is obtained with the vertices in the periphery of the graph. We will consequently restrict our search to these vertices. On the other hand, if the graphs are obtained by means of successive re nements of coarser graphs (with less vertices) we have seen that the vertices which produce the best results for the coarse graphs behave in the same way in the new ons. Thus it is possible to seek the vertex that minimizes ? T in a coarse graph and use this vertex as the initial one in successive re nements of the graph.
In table 1 we present the value of parameter ? T for several sizes of the three dimensional mesh (N n. vertices), and as a function of the number of processors used. The CPU time we indicate corresponds to the transmission of the coordinates of the vertices together with the information about which boundary they are located on. Consequently, it is the time needed for exchanging four vectors (three for coordinates XY Z and one in the boundary). The change in the value of ? T between two and four processors is due to the fact that for two processors communications are only in one direction (processor 0 transmits to processor 1 and viceversa). On the other hand, for more than two processors, communications have to be carried out in both directions.
Numerical Results
We have combined the algorithms presented in section 3 with the data distribution technique introduced in section 4.1.1 in order to obtain a parallel simulator which has been used to simulate the electrical behaviour of a channel n MOSFET transistor with a typical geometry such as the one shown in gure 1. The simulation process can be applied to any other type of device, such as bipolar diodes or transistors.
The For the simulation we have de ned a simple Gaussian type 26] doping pro le in the three dimensional semiconductor, although more realistic pro les can be designed using programs such as SUPREM 1] . In gure 7 whe show the impurity distribution for a section of the three dimensional device.
The simulation process is carried out in two stages. rst we solve the thermal equilibrium problem, that is, with all the applied potentials set to zero. Under these conditions the Fermi quasipotentials can be taken as constant. This way it is only necessary to consider the Poisson equation. The values for the potential obtained under these conditions are used as the initial values for the non equilibrium problem. In this case we iteratively solve the three equation systems until convergence is achieved.
Thermal Equilibrium Simulation
The rst stage of the simulation process solves the equations of the semiconductors under the thermal equilibrium condition. In this stages ,the current densities can be neglected and, consequently, the Fermi quasipotentials are constant. We can set the value of these quasipotentials to zero, leading to the following relationship between the potential and the carrier density (eq. (5) Equation (34) is solved by adapting the method presented in 3.1.1 to this equilibrium situation. Although this method presents, as we have seen, global convergence, in order to accelerate the process it is better to use adequate initial values for the potential.
A good selection for the initial value for the potential can be obtained taking into account that the Poisson equation written as (equation (1) (34) is iteratively solved. We have solved the problem for the three dimensional device using three types of meshes with 9945, 18785 and 38025 vertices, being the number of elements 49152, 98304 and 196608 respectively for each case. In gures 8 and 9 we present the values of the potential and the concentrations in thermal equilibrium for a section of the MOSFET.
In table 2 we present the number of iterations of the outermost loop as well as the total simulation time for the three di erent meshes (N is the number of vertices in each case) using the 32 processors of the hypercube. the communications have been carried out assuming double precision for all the values. In this example the convergence condition we have imposed is: In gure 10 we show the e ciency of the iterative algorithm for solving the non{linear Poisson equation. The lines that are missing in the graph correspond to those cases in which it was impossible to take measurements due to the memory limitations of the processors. In these situations, the measure of the e ciency is carried out by taking as a reference the time with the smallest number of processors. This explains the anomalous behaviour of the graphs in the point where the curve for N = 9945 is higher than that for N = 18785.
In this graph we see that for N = 9945 vertices, there is a superlinearity phenomenon, that is T 2 > 2T s . This phenomenon is mainly due to the variation in the number of iterations of the innermost loop (the loop associated with the Newton{ SOR iteration). The convergence of this loop is in uenced by the order in which the operations are carried out and by the structure of the parallel Gauss{Seidel algorithm. Let us assume a mesh with 200 vertices. In the sequential algorithm, the potential of vertex 50 is updated using new values for vertices 0 to 49 and old values for vertices 51 to 199. In the parallel algorithm with two processors and 100 vertices per processor, the process for updating the potential of vertex 50 uses updated values for vertices 0 to 49 and 100 to 149 and old values for the remaining vertices. That is, the parallel algorithm uses more recent values than the sequential one, in uencing the convergence speed and leading to a superlinearity phenomenon. this phenomenon is not shown for 18785 and 38045 vertices because we have not been able to obtain data on the sequential time.
Non{equilibrium situation
In a non{equilibrium situation (for instance, with a potential applied to a contact) the electron and hole current densities cannot be neglected and we must therefore solve the continuity equations together with the Poisson equation. GummelUs algorithm converges slowly, specially for high potentials. In order to accelerate convergence, it is necessary to combine it with a continuation process that permits solving the problem with good initial values. this technique uses the values obtained for the potential in a thermal equilibrium situation as initial values for GummelUs method. With this values, the complete equation system is solved for a reduced potential in the contacts. The values obtained are used again as initial data and the potential is increased a little. Continuing with this process, we can extend the range of potential values for which GummelUs method converges.
Recent works 29, 16] indicate that the useful range of values for the increase of the potential in the continuation process oscillates between 0.2 and 0.5 volts. However, we have seen that the direct solution of the non-linear Poisson equation, instead of solving the linearized system, permits increasing this range of values up to 1 volt. This obviously leads to an important reduction of the simulation times as it permits obtaining results for high potentials in very few steps.
In table 3 we display the number of iterations of each one of the solution processes as well as the values of the residues for the Bi{CGSTAB and the total residue. These values correspond to a simulation of the three dimensional MOSFET device using a mesh with 18785 vertices and 98304 elements, and a drain potential of 1 volt, that is, with an inversely polarized junction. The initial values were those of the potential and initial concentrations in thermal equilibrium, and the recombination{ generation term was computed using the Shockley{Read{Hall term 26]. As we see in the table, there is an important change in the value of the nal residue between step two and three and from three on. This can be explained as follows: in the rst Gummel iteration the value of the potential is barely modi ed, as the change in the boundary conditions does not a ect it very much. However, the carrier concentrations are modi ed by a signi cant amount. These modi ed concentrations produce changes in the potential during the second Gummel iteration, and these potential changes modify the values of n and p. In the third iteration, the values of , n and p are more stable, leading to a lower value for the residue.
The condition we have imposed for the convergence of the algorithm that solves the Poisson equation during the rst three Gummel iterations is the one shown in equations (39) and (40), but with values for e = 10 ?2 V T and i = 10 ?1 V T . From the third iteration on, the value of the potential approaches that of the nal solution, and thus we need a stricter condition in order to obtain more approximate values. In gures 11 and 12 we show the values of the potential and the concentration for a section of the MOSFET, with a potential of 2 volts in the drain contact and 1 volt in the gate.
In order to obtain measurements of the e ciency, we have only considered three Gummel iterations because, as we have already pointed out, in the third iteration there is an important reduction of the residue. We have measured the e ciencies of the di erent stages of the simulation process. In table 4 we present the CPU time for the complete simulation process, including the three Gummel loops. We see that it is a very short time, even for very dense meshes.
In gure 13 we present, for the three dimensional simulation, the value of the e ciency of the whole algorithm together with the e ciency of the process for solving the non{linear system. It can be observed that the e ciency of the whole algorithm is more than 75% even with relatively sparse meshes and 32 processors, achieving 90% for ner meshes. This total e ciency can be taken as a combination of the e ciency of the iterative algorithm for solving the Poisson equation and that of the parallel algorithm which implements the Bi{CGSTAB, and, consequently, will take an intermediate value.
The e ciencies of these algorithms are shown in gure 14. It can be observed that, even though the e ciency is still high, these algorithms present a lower performance than the one we have designed for solving the non{linear system. The decrease of e ciency is due to the fact that each iteration of the Bi{CGSTAB implies two exchange processes for the matrix{vector products and three conjunction processes for the vector products. Even with this communications cost, the eciency is still over 60% for sparse matrices and 32 processors, surpassing 80% if we consider denser meshes.
Conclusions
In this paper we have described a parallel simulator of three dimensional semiconductor devices using nite elements. In the design of the di erent parts of the simulator we have always taken into account the need for using highly parallel algorithms, in order to obtain a very e cient implementation. For this reason we have concentrated on the use of iterative methods. The non{linear Poisson equation has been solved using methods of the Gauss{Seidel and Newton{SOR type. We have proven that this method presents global convergence and a very small computational cost per iteration. The continuity equations were solved using the preconditioned Bi{CGSTAB.
The basic operation for the iterative processes is the sparse matrix{vector product. We have introduced a new scheme for the distribution of the problem that permits implementing the algorithm in a highly e cient manner, as it combines a good computational load balance with a limitation on the communications cost. In addition, the scheme is su ciently exible to be easily adapted to di erent topologies such as hypercube, mesh or ring.
The combination of this scheme with the iterative methods de ned has allowed us to obtain adequate simulation times with acceptable results. These good results show that simulation processes can be adequately adapted to parallel systems and are an indication of the e ciency of multiprocessors in the eld of simulation of semiconducting devices. Table 2 : Number of external iterations and CPU times for a 3D simulation. Table 4 : CPU times (in seconds) for the three dimensional simulation. 
