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ABSTRACT 
Expressed sequence tags, abbreviated ESTs, are DNA molecules experimentally derived 
from expressed portions of genes. Clustering of ESTs is essential for gene recognition, un-
derstanding important genetic variations such as those resulting in diseases and removing 
redundancies in gene indices. 
Currently, the software programs that are mostly widely used for EST clustering are those 
that are developed for solving the related problem of fragment assembly. Due to the differences 
in the nature of the problems and the input the fragment assembly programs are not an ideal 
match for clustering large EST data sets. 
In this thesis, we present the design and development of a parallel software system that 
targets large-scale EST clustering. The novel features of our approach include 1) design of space 
efficient algorithms to keep the space requirement linear in the size of the input data set, 2) a 
combination of algorithmic techniques to reduce the total work without sacrificing the quality 
of EST clustering, and 3) use of parallel processing to reduce the run-time and facilitate the 
clustering of large data sets. Using a combination of these techniques, we report the clustering 
of 144,870 Arabidopsis ESTs in 9.5 minutes on a 64-processor IBM xSeries cluster with 512 
MB memory per processor, a problem that does not execute on 512 MB due to insufficient 
memory using CAP3, a state-of-the-art fragment assembly sequential software and takes 247 
minutes to run when the memory is increased to 1 GB. We also clustered 327,632 rat ESTs in 
47 minutes on 64 processors with 512 MB memory per processor. 
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CHAPTER 1. INTRODUCTION 
DNA is a sequence composed of four different types of nucleotides, denoted by A, C, 
G and T. For computational purposes, it can be considered as a string over the alphabet 
~ = {A, C, G, T}. The term genome refers to all DNA molecules found in the nucleus of 
a cell of an organism. Certain contiguous stretches along genomic DNA, known as genes, 
encode the information for building proteins. A cell mechanism makes a copy of a gene as an 
RNA molecule, called the pre-messenger RNA, or pre-mRNA for short. Genes are composed 
of alternating segments called exons and intrans. The intrans are spliced out from the pre-
mRN A and the resulting molecule is called mRNA. The mRNA essentially contains the coded 
recipe for manufacturing the corresponding protein. Because of the intron/exon phenomenon, 
the term genomic DNA is used for the entire gene and the term complementary DNA, cDNA 
for short, is used for DNA molecules that are artificially manufactured using the mRNA as a 
template. Due to the limitations of the experimental processes involved and due to breakage 
of sequences in chemical reactions, several cDNAs of various lengths are obtained instead of 
just full-length cDNAs. Part of the cDNA fragments of average length about 500 - 600 can be 
sequenced. The sequencing can be done from either end. The resulting sequences are called 
ESTs (Expressed Sequence Tags) and were first introduced by Adams et al. [1]. For a simplified 
diagrammatic illustration, see Figure 1.1. In practice, the EST sequences also contain errors, 
due to the nature of experiments involved in deriving and sequencing them. Similar to a DNA, 





.. exon1 exon3 .. ··· 
exon1 · · ·. exon2 . · · · exon3 
mRNA··----~---~----
ES Ts 
Figure 1.1 A simplified diagrammatic illustration of genomic DNA, mRNA 
and ESTs. 
1.1 The EST clustering problem 
5' 
3' 
An EST database consists of ESTs drawn from multiple cDNAs and there could be po-
tentially many ESTs drawn from each cDNA. Given such a database, the EST clustering 
problem is defined as follows: The ESTs should be partitioned into clusters such that ESTs 
from each gene are put together in a distinct cluster. A further complication arises due to the 
fact that DNA is a double stranded molecule and a gene could be part of either strand. The 
two strands are related according to the following nucleotide pairings: A ++ T and C ++ G. 
Each strand has a directionality as well, with the two ends identified as 5'-end and 31-end re-
spectively. It is customary to write a DNA molecule as the sequence of nucleotides of one of the 
strands from the 5'-end to the 3'-end. The two strands of a DNA have opposite directionality. 
Thus, one strand can be obtained from the other using a reverse complementation operation, 
where complementation refers to substituting according to the pairing A++ T and C ++ G. For 
example, if one strand is represented by ATGACCT, then the other strand is AGGTCAT, 
and both are representations of the same DNA. mRNA is a single stranded molecule and the 
corresponding cDNA is obtained by experimentally converting it to its corresponding double 
stranded molecule. 
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1.2 Motivation for research 
EST clustering is an actively pursued problem of current interest [9, 13, 17, 23, 24, 25, 
26, 31, 36, 47]. The motivation for developing an efficient parallel EST clustering software 
system sterns from the wide range of current and future biological applications that require 
EST clustering and the pervasive nature of such applications in furthering knowledge in modern 
molecular biology. Sarne important biological applications of EST clustering are highlighted 
here, as a motivation for the work presented in the remainder of this paper: 
• Gene identification: The importance of current and recently completed projects in 
sequencing the genomes of various organisms cannot be overemphasized. However, this 
is only a step towards the goal of identifying genes and finding the function of the 
corresponding proteins. ESTs provide the necessary clues to gene identification. 
• Gene expression studies: In EST sequencing, genes that are expressed more will result 
in more ESTs. Thus, the number of ESTs in a cluster indicates the level of expression 
of the corresponding gene. 
• Differential gene expression: ESTs collected from various organelles of an organism 
(such as leaf, root and shoot of a plant) reveal the expression levels of genes in the 
respective organelles, and provide clues to their possible function. 
• SNP identification: The same gene is present in slight variations, known as alleles, 
among different rnernbers of the same species. Many of these alleles differ in a single 
nucleotide, and some of these differences are the cause of genetic diseases. ESTs from 
multiple rnernbers of a species help identify such disease causing Single Nucleotide Poly-
morphisms, or SNPs. 
• Design of microarrays: Microarrays, also called DNA chips, are a recent discovery 
allowing gene expression studies of thousands of genes simultaneously. ES Ts can be used 
in designing rnicroarrays to detect the level of expression of the corresponding genes. 
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A repository of ES Ts collected from various organisms is maintained at the National Center 
for Biotechnology Information (http://www.nicb.nlm.nih.gov/dbEST). With the number of 
ESTs for some organisms running into a few million, we believe that parallel processing is 
essential to cluster such large collections of ESTs. 
In this thesis, we present parallel algorithms and a software system built to address directly 
the problem of EST clustering. The system overcomes various limitations of the existing 
approaches. The primary contribution of this work include space-efficienct algorithms, superior 
run-time results and good parallel scaling and speed-up. 
1.3 Organization of the thesis 
The rest of the thesis is organized as follows: In Chapter 2, we describe current practices in 
EST clustering and a review of relevant literature. We report comparitive studies of systems 
outlining their strengths and limitations. Chapter 3 presents our main algorithmic ideas used 
in developing time and space efficient parallel clustering software and details of our parallel 
algorithms and run-time analysis. Experimental results are presented in Chapter 4. Conclusion 
and future work are presented in Chapter 5. 
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CHAPTER 2. REVIEW OF LITERATURE AND EXISTING 
APPROACHES 
2.1 Sequence comparison algorithms 
The primary information available to cluster ESTs is the potential overlaps between ESTs 
drawn from the same gene. However the overlaps need not be exact as the experiments involved 
in sequencing ESTs are error-prone and also as there are genetic variations if ESTs are drawn 
from different organisms. Thus the basic operation in clustering is comparing pairs of ESTs for 
similarity taking errors into account. Similarity between two sequences that may contain errors 
can be computed by various pairwise alignment algorithms using dynamic programming. Most 
of these dynamic programming algorithms typically use a matrix representation for computing 
an alignment. The books by Waterman [43] and Setubal and Meidanis [37] discuss in depth, 
sequence comparison issues, optimal alignments, distance and scoring metrics, and many re-
lated alignment algorithms. Needleman and Wunch [34] contributed the first global alignment 
algorithm using dynamic programming. Smith and Waterman [38] tailored the global align-
ment algorithm to work for local alignment. Even though the original Needleman and Wunch 
algorithm operated in cubic time, it was later shown that both the local and global alignment 
algorithms can be solved in quadratic run-time and space. 
Myers and Miller [33], and Huang, Hardison and Miller [21] presented variations of the 
optimal alignment algorithms that work in quadratic time and linear space, using a technique 
developed by Hirschberg [19]. Variations of the local and global alignment problems with affine 
gap penalty functions are discussed in [16]. The KBand algorithm that computes only bands 
in the matrix representing the two sequences being compared reduces the quadratic run-time 
and is discussed in [37]. Semi-global alignments that do not penalize for end-gaps in sequences 
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are also discussed in [37]. 
Methods that use an exact word matching strategy to determine sequence alignments in-
clude FASTA and FASTP programs [28, 35, 46]. These methods use the idea of hashing, by 
recording fixed length words starting at every position of each sequence, in order to build larger 
alignments. This alignment strategy avoids computation of the whole matrix, but instead looks 
for exact overlapping portions and tries to extend them either side, and is adopted by search 
tools like Basic Local Alignment Search Tool (BLAST) [2] that do sequence searches in genomic 
databases. While the original version of BLAST computes an ungapped alignment between 
two sequences, the current version of BLAST is capable of handling gapped alignments. 
In addition to pairwise alignment, multiple sequence alignment used in genome sequencing 
applications attempt to construct a target sequence from a set of overlapping smaller length 
sequences. Discussions on multiple sequence alignment and the sum-of-pairs scoring measure 
can be found in [27, 37, 44]. It has been shown that computing multiple sequence alignment is 
NP-complete [42]. An improvement in the average run-time using a heuristic was introduced by 
Carrillo and Lipman [8]. An approximation multiple sequence algorithm using star alignments 
is presented in [3]. 
2.2 Software and methods for EST clustering 
Many software programs currently used for clustering ESTs are actually developed for 
solving a related problem known as fragment assembly which arises in genome sequencing. 
Fragment assembly is used to discover long stretches of genomic DNA from the sequences of 
several small fragments of it. Once again, the assembly is based on detecting overlapping 
fragments, making the software useful for EST clustering as well. Fragment assembly software 
will actually assemble ESTs from the same gene into full length cDNAs (ideally), or into 
contiguous stretches of cDNAs (or contigs). 
The most popular software programs used for EST clustering are Phrap [15], TIGR As-
sembler [39] and CAP3 [22], all originally designed for fragment assembly. Hence, the output 
of these programs are contigs corresponding to the resulting clusters. Recently, researchers at 
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TIGR (The Institute for Genome Research) evaluated the quality of EST clustering generated 
by the three programs and found that CAP3 produces the least number of erroneous clusters, 
while being tolerant to random sequencing errors of the input, yet successfully distinguishing 
ESTs from related genes [26]. 
The modus operandi of these fragment assembly tools vary in the algorithms and metrics 
they use but agree in the order of the main tasks performed in creating the contigs. The 
primary tasks are as follows: 
• Removal of uninformative low quality regions: Low quality regions are located 
on the 5' and 3' ends of DNA fragments. In ESTs these low quality regions correspond 
to the end regions introduced during post-transcriptional modification of mRNAs and 
contain contiguous stretches of the nucleotide A (or T). Each such end region is referred 
to as a poly-A (or poly- T) tail. The first step of these assembly programs is to either 
remove or mask these end regions from the input fragments so that they do not wrongly 
contribute to alignment results later. 
• Fast computation of promising pairs: A multiple sequence alignment of all input 
fragments would ideally give the intended genomic DNA sequence. But due to its expo-
nential nature, pairwise alignment is used to collect fragments that must have come from 
adjacent locations in the source DNA sequence, so that multiple sequence alignment can 
be run on each of these clustered set of fragments. To detect significantly overlapping 
pairs of fragments, a brute-force algorithm that computes pairwise alignment using dy-
namic programming on all pairs of fragments can be deployed. But as the number of all 
pairs is quadratic, approximate overlap detection algorithms are used for fast identifica-
tion of pairs of fragments with potential for good quality overlap. We refer to these pairs 
as "promising pairs". The dynamic programming algorithm is then run on the promising 
pairs. 
The computation of these promising pairs is typically done by a fast mechanism that 
detects and reports only those pairs of fragments which show potential for a good overlap. 
CAP3 does this by concatenatating all the input fragments into one long string with a 
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special character delimiter and quickly identifying high scoring chains of segment pairs of 
each fragment with the concatenated string, similar to a method adopted in BLAST [2]. 
A segment pair is an alignment without gaps and is initially computed by looking at all 
exact word matches of a specified length and extending the matches in either direction. 
The program reports only those pairs that have a chain score greater than a specified 
threshold value. Phrap computes the promising pairs by building a list containing exact 
word matches of a specified length starting from each position in each fragment sequence, 
and then sorting the list such that all pairs that have these exact word matches can 
be reported in the order of the pairs, by traversing the list. For each such pair, it 
computes a band containing the word matches and reports only those pairs whose band 
score is above a certain threshold value. TIGR Assembler reports promising pairs by 
performing pairwise sequence comparison using a hashing technique for all possible pairs 
of fragments. 
Although the above methods are faster than the brute-force method of aligning all possi-
ble pairs, there are significant problems associated with run-time and space when run on 
ESTs as input. Because ESTs are derived from expressed portions of genes, the number 
of ESTs that correspond to a gene depends on the level of expression of the gene. Also as 
the ESTs are derived from either end of cDNAs, the coverage is non-uniform. As a result 
it is experimentally observed that the number of promising pairs generated by EST data 
sets is quadratic in the number of ESTs. 
Moreover the procedure of looking at word matches of an exact length, say w, as the 
criteria to pair-up ESTs, results in generation of the same pair multiple times. For 
instance, if two pairs share a substring of length l > w, the pair is generated l - w + 1 
times corresponding to the l - w + 1 substrings of length w that are common between 
the pairs. Such duplicates must be removed before the pairs are considered for pairwise 
alignment. Also the methods require storing of all the promising pairs before advancing 
to the next step, making the space requirement quadratic as well. 
• Construction of contigs and sequence alignment: The general procedure deployed 
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Table 2.1 Run-times (in minutes) of TIGR Assembler, Phrap and CAP3 
runs on different portions of the complete 144,870 Arabidopsis 
benchmark data set. 'n' denotes the number of ESTs and 'X' 
denotes that 512 MB memory was not sufficient for the software 
to complete execution. 
II n TIGR Assembler Phrap CAP3 
50,009 262 48 75 
100,001 1,200 91 150 
144,870 x x x 
by the assembly programs for construction of contigs involves computation of pairwise 
alignment of promising pairs using dynamic programming techniques. The results are 
used to decide whether or not to merge two contigs. As contigs are merged, sequence 
alignment results are incorporated into building of a consensus sequence from the EST 
collection within each contig to result in the final assemblies. In addition, Phrap heavily 
relies on quality values, which are values that indicate the level of confidence for each 
nucleotide appearing in each position of the input sequence. As EST data usually lacks 
quality values, Phrap's output of contigs lacks quality [22, 26]. 
We tested the performance of each of the three sequential programs using an Arabidopsis 
thaliana benchmark data set of 144, 870 ESTs. The test runs are done on an IBM xSeries 
processor with 512 MB memory so that the results can be compared with our parallel software. 
The results are shown in Table 2.1. Compounding the problem of large run-times, the memory 
requirement for these software programs scales quadratically with the input size. For instance, 
for the 144, 870 data set, 512 MB memory is not sufficient for the programs to complete 
execution. However when the memory was increased to 1 GB CAP3 takes 247 minutes and 
Phrap 170 minutes while TIGR Assembler still ran out of memory. 
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2.3 String data structures 
For applications that operate on large data sets of sequences, there is a need for sustaining 
on available space while being able to run in affordable time. Computationally this can be 
made possible by using string data structures that consume little space, and yet allow fast 
access to perform different types of queries on the stored strings. Discussed here are some such 
widely used tree data structures for storing strings. 
A trie is a tree for storing a set of strings [14, 20]. It has two properties: every prefix of 
each string is represented as a node, and if two strings share a common prefix then they share 
a common path from the root to the node corresponding to the prefix. PATRIC I A tree is 
a compacted representation of a trie obtained by removing all nodes with one child. It was 
introduced by Morrison [32]. Another variation of a PATRICIA tree which is a very useful 
data structure in string matching problems is the suffix tree. Knuth conjectured in 1970 that 
a linear time algorithm for the longest common substring would not be possible but such a 
solution follows immediately from application of a suffix tree data structure. 
Suffix tree is a PATRICIA tree for all suffixes of a string [16]. Linear time construction 
algorithms are given in [30, 41, 45]. Ukkonen's algorithm [41] allows on-line generation of 
suffix trees. The myriad applications of suffix trees in pattern matching are discussed in detail 
in [4, 10, 16]. Parallel algorithms for construction of suffix trees are presented in [5, 11, 18]. 
These algorithms take advantage of the CRCW /CREW PRAM model, but their run-times on 
distributed memory clusters incur a very high communication overhead. 
A variation of a suffix tree built on all suffixes of multiple strings is referred to as a General-
ized Suffix Tree [7], abbreviated as GST. The applications of GSTs to biological sequences are 
discussed in [6, 7]. A linear-time construction of GST follows from the linear-time construction 
of suffix trees [16]. 
Suffix array is a data structure with a smaller space cost. It is a lexicographically sorted 
array representation of suffixes, and was introduced by Manber and Myers [29]. Suffix arrays 
contain less information than suffix trees, but along with the longest common prefix array, 
they are equivalent to suffix trees (in the sense that one can be constructed from the other 
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in linear time). Suffix arrays can be constructed in linear-time by depth-first search traversal 
of the leaves of a suffix tree (provided the edges leaving each internal node of the suffix tree 
is stored left to right in the lexicographical order). But if space reduction is intended during 
construction of suffix arrays, a direct construction algorithm such as the one presented by 
Manber and Myers [29] is preferred even though it runs in O(n log n) time. Many pattern 
matching algorithms using suffix trees have an equivalent algorithm using suffix arrays. 
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CHAPTER 3. SPACE AND TIME EFFICIENT EST CLUSTERING 
In light of experience with current software, the focus of our research is on developing 
memory-efficient algorithms and developing algorithmic strategies to minimize run-time with-
out affecting quality. In addition, we focused on parallel processing to achieve the twin objec-
tives of further reducing run-time and facilitating clustering of large EST data sets by taking 
advantage of scaling of memory with the number of processors. 
As opposed to the use of fragment assembly software, our effort specifically addresses 
the problem of EST clustering. Though fragment assembly software is often used for EST 
clustering, there are important reasons why it is not a perfect solution. Fragment assembly 
software attempts to combine overlapping sequences into contigs, a technique that does not 
always make sense for ESTs for the following reasons: EST sequence data is often collected 
from many different individuals, or even different strains in a population. In addition, multiple 
mRNAs may be produced from the same gene through events such as intron-retention and/or 
exon-skipping, and this phenomenon is known as alternative splicing. It does not even make 
sense to attempt to form a single consensus sequence from ESTs of an alternatively spliced 
gene. On the other hand, such variations represent a valuable source of biological information, 
and often the reason why ESTs are sequenced and clustered. Moreover, the coverage over a 
cDNA sequence by a typical set of ES Ts derived from it is not uniform. This is attributable to 
the experimental limitations that ESTs get sequenced from either ends of a cDNA sequence, 
thus resulting in more coverage at either ends than in the middle. 
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3.1 Our approach to EST clustering 
Experimentation with current software indicates that storing all promising pairs is memory-
intensive and computing pairwise alignments over the pairs is run-time-intensive. Also the 
generation and elimination of duplicates of promising pairs incurs a high cost in both time and 
space. Consider the following alternative approach to EST clustering: Initially, each EST can 
be thought of as a cluster by itself. Two EST clusters can be merged provided an EST from 
each cluster can be identified that show strong overlap using the pairwise alignment algorithm. 
This process is continued until no further merges are possible. If a pair of identified ESTs do 
not show strong overlap, the corresponding clusters cannot be merged, and the effort in testing 
is wasted. Note that it may still be the case that the two clusters should be merged and our 
choice of the pair does not reflect that. 
Significant savings in run-time can be achieved by fast identification of pairs that would 
likely yield a positive outcome when the pairwise alignment algorithm is run. A positive 
outcome causes merging of two clusters. As a result, it is no longer necessary to test pairs of 
ESTs where each is drawn from one of the two clusters. Thus, instead of merely finding all 
pairs that meet certain test criteria (such as sharing a substring of length 20 or more), we are 
interested in defining a suitable metric and producing the promising pairs in decreasing order 
of quality according to the metric. 
A simple metric for the quality of overlap between a pair of strings is the length of a 
maximal common substring. Maximal common substring of a pair of strings is a substring 
common to both the strings that cannot be extended at either end to result in a longer match. 
Ideally, a greedy algorithm with minimal memory requirements that produces promising pairs 
in decreasing order of length of maximal common substring is sought. To minimize the mem-
ory requirements, an on-demand algorithm that remembers its state and produces the next 
set of pairs on demand is ideal. This obviates the need to generate and store all promising 
pairs, before evaluating them for pairwise alignment. Also an important problem is to avoid 
generation of the same pair multiple times even though it is not possible to check for duplicates 
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Figure 3.1 Organization of our parallel EST clustering software. 
3.2 Organization of our software 
The organization of our parallel EST clustering software and the interactions between 
various components is depicted in Figure 3.1. We use generalized suffix tree data structure 
to store and retrieve information about the input ESTs. After pruning the EST data of 
uninformative end regions, there are two main phases in our system: (i) Building a distributed 
representation of the GST data structure in parallel, and (ii) Parallel phase involving cluster 
management, promising pair generation and pairwise alignment. The GST data structure 
is used for on-demand generation of promising pairs in decreasing order of length of maximal 
common substring. The pair generation itself is done in parallel, and the algorithm is such that 
each processor needs access only to the portion of the suffix tree within itself. Maintaining and 
updating of the EST clusters is handled by a single processor, which acts as a master processor 
directing the remaining processors to both generate batches of promising pairs and perform 
pairwise alignment on promising pairs. It is not mandatory to perform pairwise alignment of 
each generated pair because the current set of EST clusters may obviate the need to do so. 
Hence, the master processor is also responsible for the selection of pairs to be aligned and is a 
necessary intermediary between pair generation and alignment. To provide an added degree of 
flexibility in balancing the load, we do not require that a pair generated on a slave processor 
be allocated to the same processor for pairwise alignment. Our algorithms for each of the 




s1 : apple 
s2: maple 
Figure 3.2 Generalized suffix tree for strings apple and maple. The nota-
tion (si, k) denotes the suffix of string Si starting at position 
k. 
3.3 Generalized suffix tree and promising pairs 
3.3.1 Basic definitions and notation 
Let s be a string of length m over alphabet ~. A suffix tree for s is a rooted directed tree 
with m-leaves numbered 1 through m [16]. Each internal node has at least two children. Each 
edge is labeled with a non-empty substring of s. No two edges leaving an internal node have 
labels beginning with the same character. The path-label of a node v, denoted path-label(v), is 
the concatenation of the edge labels on the path from root to v. The tree has the property that 
the path-label of the leaf labeled i is the suffix starting at position i of s. If a suffix is a prefix 
of another suffix, a tree satisfying the above properties does not exist. To avoid this problem, 
the string is appended with a unique termination character '$' and the tree is constructed for 
the resulting string. The string-depth of v, also denoted as string-depth(v), is the number of 
characters in its path-label. A generalized suffix tree (GST) for a set of n strings is a suffix 
tree constructed using all suffixes of the n strings. If N is the total number of characters in 
all then strings, the GST has at most N leaves, exactly N leaf labels, O(N) size, and can be 
constructed in O{N) time [16]. An example of a GST for two strings is shown in Figure 3.2. 
We use the following notation throughout the remainder of the paper: Let n be the number 
of ES Ts and the set [, = { ei, e2, ... , en} denote the ES Ts. The total number of characters in 
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all the ESTs is denoted by N. Let l be the average length of an EST, i.e., l = -ff. Because of 
the double stranded nature of DNA, each EST and its reverse complement must be considered. 
Let S = { s 1 , s 2 , ... , s 2n} denote the 2n strings such that ei = s2i-l and ei = s2i, where ei 
denotes the reverse complement of ei. We use the terms string and sequence, and substring 
and subsequence in an equivalent manner. 
3.3.2 Parallel construction of GST 
We perform a parallel construction of the GST for S, and this data structure is used 
for on-demand pair generation. Parallel algorithms for construction of suffix trees using the 
CRCW /CREW PRAM model presented in [5, 11, 18] are practically not efficient on a dis-
tributed memory architecture. This is due to the assumptions underlying the PRAM model 
with respect to accessing remote memory. Moreover, the average length of an EST is a fixed 
number (500-600) irrespective of the number of ESTs. Because of this, we use the following 
approach: 
Bucketing: 
Initially, the ESTs are distributed across processors such that each processor has an ap-
proximately equal share of the total input, measured in number of characters. Each processor 
scans its ESTs and their reverse complements, and partitions their suffixes into at most IL:lw 
buckets based on the first w characters. The total number of suffixes in each bucket over all 
the processors is computed using a parallel summation algorithm in O(logp) communication 
steps, where p is the number of processors. The buckets are then distributed to the processors 
such that 1) all the suffixes in a bucket are allocated to the same processor and 2) the total 
number of suffixes in all the buckets allocated to a processor is as close to 2; 1 as possible. 
Care should be taken in choosing w such that it is neither too large nor too small. Assigning 
a large value to w may result in the loss of some potential overlapping pairs. This is because 
the experiments for sequencing ESTs are prone to errors. On the other hand, assigning a low 
value will result in a small number of buckets for distribution among processors. A value of 10 
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will allow us to generate as many as 410 > 1, 000, 000 buckets, enough to distribute them in a 
load-balanced fashion on multiprocessor systems. 
Local GST construction from buckets: 
For each bucket, the processor responsible for it constructs the tree for all the suffixes 
in the bucket. Note that a sequential suffix tree construction algorithm can no longer be used 
because all suffixes of a string do not fall in the same bucket, unless the string is a repetition of a 
single character. To construct the tree, we use the simple approach of scanning all suffixes of a 
bucket one character at a time. As a result, a bucket is further subdivided into smaller buckets 
which are recursively subdivided, until each suffix is assigned a separate bucket. Assuming 
each processor receives approximately 2; 1 total suffixes, the run-time for tree construction is 
0 ( n;2 ) = 0 ( ~l). This algorithm works well in practice because l is the length of an average 
EST, and is independent of the number of ESTs. Note that the tree for each bucket is a 
subtree in the GST for S. The collection of trees across all the processors can be thought of 
as a distributed representation of the GST except for the top portion consisting of nodes with 
string-depth < w. We denote the collection of trees in each processor by r. 
3.3.3 GST storage 
Because of concern for space-efficiency, each tree in each r is stored as follows: The nodes 
are generated and stored in the order of the depth-first search traversal of the tree. Each node 
stores its string-depth and a single pointer to the rightmost leaf node in its subtree. All the 
children of a node can be retrieved using the following procedure - The first child of a node 
is stored next to it in the array. The next sibling of a node can be obtained by following the 
pointer to its rightmost leaf and taking the node in the next entry of the array. If a node and 
its parent have identical rightmost leaf pointers, the node has no next sibling. A leaf is one 
whose rightmost leaf pointer points to itself. 
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3.3.4 On-demand pair generation 
We define promising pair to be a pair of strings that have a maximal common substring of 
length at least equal to a threshold value 7/J. The goal of the on-demand pair generation algo-
rithm is to report on-the-fly, in the decreasing order of length of maximal common substring, 
the set of promising pairs from the portion of the GST in each processor. Ideally each such pair 
should be generated only once, because a reported pair is evaluated for alignment obviating the 
need to generate it again. However, this may require storing of the pairs generated so far. As 
a tradeoff, we generate at no additional storage cost, a promising pair at most as many times 
as the number of distinct maximal substrings common to the pair. The algorithm operates 
on the following idea - If two strings share a maximal common substring a, then the leaves 
corresponding to the suffixes of the strings starting with a will be present in the subtree of the 
node with path-label a. Thus the algorithm can generate the pair at that node. 
Terms and notation: 
A substring a of a string is said to be left-extensible (alternatively, right-extensible) 
by character c if c is the character to the left (alternatively, right) of a in the string. If the 
substring is a prefix of the string, then it is said to be left-extensible by A, the null character. 
Let subtree(v) represent the set of nodes present in the subtree of a node v (including itself). 
Let f be a suffix of a string and leaf(!) denote the leaf whose path-label is f. Let leaf-
set( v) ~ S represent the set of strings that have a suffix f such that leaf(!) E subtree( v). 
The leaf-set(v) of a node vis partitioned into five sets, lA(v), lc(v), lc(v), lr(v) and l.>,(v), 
and we refer to these sets as l sets ( v). If a string s is in le ( v) (for c E L: U {A}), then the 
string has a suffix f such that leaf(!) E subtree ( v) and f is left-extensible by c. 0 bserve 
that such a partition need not be unique because a string s could have two suffixes f and f' 
such that leaf(!) and leaf(!') both are in subtree(v) and f is left-extensible by Ci and f' is 
left-extensible by Cj, for Ci, Cj E L: U { ,\} and Ci f:. Cj. Then s could be either in lei ( v) or lei ( v). 
Any of these partitions will work for the pair generation algorithm. 
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Algorithm 1 Pair Generation 
GeneratePairs(Forest of local GST subtrees with roots of string-depth < 'If;) 
1. Compute the string-depth of all nodes in local GST subtrees. 
2. Sort nodes with string-depth ;:::: 'If; in decreasing order of string-depth. 
3. For each node v in that order 
IF v is a leaf THEN 
ProcessLeaf( v) 
ELSE 
ProcessinternalN ode ( v) 
ProcessLeaf(Leaf: v) 
1. Compute 
Pv = U(e;,ej) le; (v) X lei (v), V(q,, Cj) s.t., Ci < Cj or Ci = Cj = >. 
ProcessinternalNode(Internal Node: v) 
1. Traverse all lsets of all children u1, u2, ... , Um of v. If a string is present in 
more than one lset, all but one occurrence of it are removed. 
2. Compute 
Pv = U(uk,uz) U(e;,ej) le; (uk) X lei (uz), V(uki uz), V(q,, Cj) s.t., 
1 :::; k < l :::; m, Ci -=f. Cj or Ci = Cj = >. 
3. Create all lsets at v by computing : 
For each Ci E E U { >.} do 
le;(v) = Uuk le;(uk), 1:::; k:::; m 
Figure 3.3 Algorithm for generation of promising pairs. 
Let c1,c2,c3,c4,c5 indicate each of the character in EU{>.}. Without loss of generality, 
assume an ordering of these characters. Let u1, u2, ... , Um denote each child of an internal 
node v. Note that, by definition of a suffix tree, m :::; !El+ 1 (as $is appended to each string). 
Without loss of generality, assume an ordering of these child nodes. 
Algorithm for pair generation: 
The algorithm for generation of pairs is given in Figure 3.3. Recall that each processor 
has a collection of subtrees that represents a portion of the GST of S. The nodes in local 
subtrees with string-depth ;:::: 'If; are sorted in decreasing order of string-depth, and processed 
in that order. The lsets at leaf nodes are computed directly from the leaf labels. Because of 
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appending each string with $ ~ ~' multiple labels at a leaf must necessarily be from different 
strings. Hence, there is no need to find and eliminate duplicates in forming these lsets. 
The set of pairs generated at node v is denoted by Pv. If v is a leaf, a cartesian product of 
each of the [sets at v corresponding to A, C, G, T, >. with every other lset of v corresponding 
to a different character is computed. In addition, a cartesian product of l.>.. ( v) with itself is 
computed. The union of these cartesian products is taken to be Pv. 
If v is an internal node, the lsets of the children of v are traversed to eliminate multiple 
occurrences of the same string in the lsets of different children of v. Note that the lsets at a 
child of v may no longer represent a partition of the leaf-set of the child. After the elimination, 
a cartesian product of each lset corresponding to A, C, G, T, >. of each child of v with every 
other lset corresponding to a different character in every other child node is computed. In 
addition, a cartesian product of the lset corresponding to >.of each child node with each of the 
lsets corresponding to >. of every other child node is computed. The union of these cartesian 
products is taken to be Pv. The lset for a particular character at v is obtained by taking a 
union of the lsets for the same character at the children of v. Because of the elimination of 
multiple occurrences, the lsets at v will now constitute a partition of leaf-set( v). 
Traversing lsets of all child nodes to eliminate multiple occurrences of a string, is imple-
mented to run in time proportional to the sum of the cardinalities of those lsets. A global 
array of size 2n, indexed by string id number, is maintained. Let v be an internal node being 
processed. When a string is encountered in an lset at a child node of v, the entry in the array 
for this string is checked to see if it is marked v. If not, the array entry is marked v. If it is 
already marked, the occurrence of this string from this lset is removed. A linked list imple-
mentation of the lsets allows the union in Step 3 of ProcesslnternalNode to be computed 
using 0(1~1 2 ) concatenation operations. At this point, the lsets at the internal node's children 
are removed. This limits the total space required for storing lsets to O(N), linear in the size 
of the input. 
A pair generated at a node v is discarded if the string corresponding to the smaller EST id 
number is in complemented form. This is to avoid duplicates such as generating both ( ei, ej) 
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and ( ei, ej), or generating both ( ei, ej) and ( ei, ej) for some 1 :=::; i, j :=::; n. Thus without loss 
of generality, we will denote a pair by (s, s'), where s = ei and s' is either ej or ej for some 
i < j. The relative orderings of the characters in L; U { >.} and the child nodes, avoid duplicate 
generation of both ( s, s') and ( s', s) at the same node. 
In summary, if v is a leaf, 
and if v is an internal node, 
Proof of correctness and run-time analysis: 
The following lemmas are intended to prove the correctness and run-time characteristics 
of the algorithm: 
Lemma 1 Let v be a node with path-label a. A pair (s, s') is generated at v only if a zs a 
maximal common substring of s and s'. 
Proof: At a leaf node v, if the algorithm generates a pair (s, s'), it is because the strings are 
either from lsets representing different characters or from the lset representing >.. In either 
case, a is a maximal common substring. 
For an internal node v, the algorithm implies thats E lci(uk) ands' E lcj(u1), where Uk 
and u1 are distinct children of v and Ci =I- Cj unless Ci = >.. Thus s and s' must have suffixes 
f and f' respectively, corresponding to leaves x E subtree(uk) and y E subtree(u1). These 
suffixes have the prefix a and f is left-extensible by Ci in s and J' is left-extensible by Cj in 
s'. If Ci =I- c1, then the prefix a is not left-extensible by the same character in s and s'. If 
Ci = Cj = >., then a is a prefix common to both s and s'. Also, since Uk =I- u1, the prefix a 
is not right-extensible by the same character in s and s'. Thus, the prefix a of f and J' is 
a maximal common substring of s and s'. Figure 3.4 illustrates the proof for the case of an 
internal node. • 






Figure 3.4 Illustration of the proof for Lemma 1. 
Note that the converse of Lemma 1 need not hold because the elimination of multiple occur-
rences of strings while processing an internal node may remove the corresponding occurrences 
that would otherwise lead to the generation of a pair. This could happen only in the case where 
a maximal common substring of the pair is contained in another maximal substring common 
to the same pair. 
Corollary 2 The number of times a pair is generated is at most the number of distinct max-
imal common substrings of the pair. 
Proof: Follows directly from Lemma 1 and the fact that a pair is generated at a node at 
most once. The latter is true because for any internal node, the algorithm retains only one 
occurrence of a string before generating pairs, and for any leaf there can be at most one 
occurrence of any string in its [sets. While this bounds the maximum number of times a pair 
is generated, a pair may not be generated as many times. • 
Lemma 3 A pair (s, s') is generated at least once if it has a maximal common substring of 
length ::'.'.: 'I/;, where 'I/; is the threshold value. 
23 
Proof: Consider o:, a largest maximal substring of length 2:: 1j; common to strings s and s'. 
As a is maximal, there exists either a leaf v or an internal node v with path-label o:. Also 
there exist suffixes f and J' of s and s' respectively that belong to subtree( v) and that have 
a as a prefix, which is neither left-extensible nor right-extensible by the same characters in 
both s and s'. Thus if a is the path-label of a leaf, then s and s' will be present in the leaf's 
lsets corresponding to different characters or the lset corresponding to >., implying that the 
algorithm will generate the pair at this leaf. If a is the path-label of an internal node, then the 
fact that a is a largest maximal common substring ensures that s ands' will be present in the 
lsets of different children even after elimination of duplicates, and the lsets will correspond 
either to different characters or to >.. Thus the algorithm will generate the pair at this internal 
node. • 
Lemma 4 The algorithm runs in time proportional to the number of pairs generated plus the 
cost of sorting the nodes of the GST. 
Proof: Once the nodes are sorted by string-depth, each node of string-depth 2:: 1j; is processed 
exactly once. For every pair generated and reported at any node, there is an equivalent reverse 
complemented pair which is generated and discarded elsewhere. This increases the run-time 
by a constant factor of 2. At an internal node, eliminating duplicate string ids reduces the 
total size of all lsets of all its children by at most a factor of (12;1 + 1). This is because a 
string is present in at most one lset of each child node and the number of children is bounded 
by (12;1 + 1). The total size of all the lsets of all the children after duplicate elimination is 
bounded by the number of pairs generated at the node. Taken together, this implies that the 
cost of elimination by traversing the lsets of the child nodes is bounded by a constant multiple 
of the number of pairs generated at the node (assuming I I: I is finite). • 
Prior to pair generation, each processor sorts the nodes in its local portion of GST in de-
creasing order of string-depth. Therefore, the order in which the promising pairs are generated 
on a processor is guaranteed to be in the decreasing order of their maximal common substring 
length only with respect to the local GST. Though one can merge the lists of pairs generated 
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on different processors into one list that reflects decreasing order on the entire GST, such an 
effort is not likely to improve run-time significantly. Note that the quality of clustering is 
unaffected by the order of pair generation. 
3.4 Parallel clustering 
Our parallel EST clustering algorithm makes use of the master-slave paradigm. A master 
processor is responsible for maintaining the clusters, and for receiving/ allocating new work 
from/to its slave processors. Pairwise alignment is treated as the basic unit of work. In 
this context, 'work' refers to the set of pairs selected for alignment from the set of promising 
pairs. The pairs to be aligned are dispatched in units of batchsize by the master processor 
to perform pairwise alignments and return the results. The slave processors process and send 
the results of the work supplied by the master processor, in addition to generating new work 
for re-distribution by the master processor. Thus each slave processor interacts only with the 
master processor. A slave processor is said to be passive if it has completed generating all its 
promising pairs, and active otherwise. 
3.4.1 The master processor 
Data containers: 
The master processor maintains two data containers: 
• The work buffer (WORKBUF): WORKBUF is a large buffer of pairs yet to be 
processed for alignment. Each slave processor contributes to this buffer and the master 
processor distributes new work to slave processors from this buffer. It is implemented as 
a circular queue. 
• The EST cluster set (CLUSTERS): The EST clusters are maintained by the master 
processor in this buffer, using the union-find data structure [40]. Initially, each EST is in 
a cluster of its own. We require two operations - 1) to find the cluster of an EST (find) 
and 2) to merge two clusters (union). The amortized run-time per operation using the 
more work left 





Figure 3.5 Activity diagram of the master processor for processing a mes-
sage from a slave processor. 
union-find data structure is given by the inverse Ackermann's function [40], a constant 
for all practical purposes. 
Tasks of a master processor: 
We define an interacton of the master processor with a slave processor as the period 
between two successive receives on the master processor, the first of which is from the slave 
processor. The activity diagram for a master processor is presented in Figure 3.5. The master 
processor starts by entering a loop of interactions with the set of slave processors. During each 
interaction with a slave processor, the master processor performs a sequence of well-defined 
tasks as follows: 
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• Receive message: The master processor receives a message sent by a slave processor. 
The message comprises of two components, (i) P promising pairs, and (ii) R results. 
The value P is the number of promising pairs reported by the slave processor as per 
the request from the master processor during their previous interaction. Once the slave 
processor runs out of promising pairs, P becomes zero and continues to be zero for that 
slave processor. The value R is the number of pairs the slave processor processed using 
pairwise alignment as a result of their previous interaction. R will be zero, if the master 
processor had no work to be issued during their previous interaction. 
• Interpret results: The master processor incorporates the R alignment results returned 
by a slave processor and updates CLUSTERS. Four types of alignment patterns are 
shown in Figure 3.6b. A result that indicates any one of these alignment patterns with an 
alignment score above a certain threshold value, is accepted by merging the clusters con-
taining the corresponding ESTs. Otherwise, the corresponding clusters are unchanged. 
If an accepted result indicates containment of an EST in another, the contained EST is 
marked. Apart from using the results of pairwise alignment, additional processing can 
be done by the master to decide if the pair of ESTs should belong in the same cluster. 
Examples of such processing include 1) detection of alternative splicing, 2) consulting 
protein databases to see if the two ESTs have homology to the cDNA of the same pro-
tein etc. The additional processing can be used to enhance the quality of EST clustering, 
and can even be organism specific, if so desired. 
• Filter pairs for work: Once the results are incorporated, the master processor se-
lectively adds to WORKBUF, only those pairs out of the P promising pairs whose 
corresponding ES Ts are in different clusters and none of the two ESTs have been marked 
as a contained EST. This is to eliminate unnecessary work. Let P' denote the number 
of pairs added to the W 0 RK BU F. 
• Calculate pairs to request: The master processor calculates the number of promising 
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Figure 3.6 Figure showing pairwise alignment strategy of extending a max-
imal common substring match at both ends. Note that the 
matches need not be exact. Also shown are the four types of 
overlaps accepted as indication to merge clusters, and their cor-
responding optimal paths in the dynamic programming table. 
of the total number of promising pairs received from the slave processor in the current 
interaction to the number of these pairs actually added to WORKBUF, ie., µ = ]:,. 
It also calculates the ratio 8 of the total number of slave processors to the number of 
them that are still active. Let nfree denote the number of free slots in WORKBUF 
during this interaction. Then, Eis determined by 8 x min(µ x batchsize, nt;ee). This is 
to receive approximately 8 x batchsize number of useful promising pairs from each slave, 
without running the risk of overflowing the buffer in case all the received pairs are added 
to the buffer. The 8 factor ensures that there is enough work generated by the active 
slaves to let the master assign close to batchsize pairs to the passive slaves, keeping them 
busy doing alignments as well. If the current interaction is with a passive slave, then E 
is set to zero. 
• Extract work: Let W = min(batchsize, IWORKBUF\), where IWORKBUFI denotes 
the number of pairs in WORKBUF. The master processor extracts W pairs out of 
WORKBUF to be assigned to the slave processor for processing. 
• Dispatch message: Based on the values of Wand E, the master processor prepares a 
composite message that has the W pairs extracted for work, and the number E. This 
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message is then dispatched to the slave processor. It might happen that both W and E 
are zero. This happens if the slave is passive and the master processor has run out of 
work. In this case, the master processor does not send any message to the slave processor, 
instead, places the slave processor in a wait-queue. Later in one of the ensuing interations, 
if there is work left in WORKBUF even after allocation to another slave, the master 
processor assigns the remaining work in batchsize units or less, to the slave processors in 
the wait-queue, thus removing them from the queue. Either after successfully dispatching 
messages or after placing the slave processor in the wait-queue, the master processor loops 
back waiting for a new message from a slave processor, ending the current interaction. 
The interactions are done iteratively until all slave processors have become passive and all 
work in WORKBUF have been processed and their results interpreted. At termination the 
master processor broadcasts a termination message to all the slave processors and outputs the 
set of clusters from CLUSTERS. 
3.4.2 The slave processor 
Data containers: 
Each slave processor maintains the following data containers: 
• Local GST (f): r refers to the forest of subtrees corresponding to the local GST 
already constructed during the GST construction phase. 
• Buffer for new pairs (PAI RBU F): PAI RBU F stores the promising pairs as they 
are generated on-demand by the slave processor from r and supplies them to the master 
processor as requested. It is implemented as a circular queue. 
• Next batch of work (N EXTWORK): This is an array of size batchsize which stores 





Figure 3. 7 Activity diagram of a slave processor for processing a message 
from the master processor. 
Tasks of a slave processor: 
Based on the definition of an interaction of the master processor with a slave processor, 
we define an interaction on the slave processor as the period between two successive sends by 
the slave processor to the master processor. The activity diagram for a slave processor that 
depicts the various activities possible during each interaction is presented in Figure 3. 7. During 
an interaction, each slave processor performs a sequence of well-defined tasks as follows: 
• Dispatch message: Each slave processor prepares a composite message that consists 
of two parts: (i) P new promising pairs, and (ii) R results of the pairwise alignments 
performed on the work assigned by the master processor during the previous interaction. 
As an initial case to get the process started, each slave processor generates 3 x batchsize 
number of pairs, consisting of three equal portions of batchsize number of pairs. The 
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processor computes pairwise alignment on the first portion. Once the results of the first 
portion are obtained, it sends the results along with the third portion to the master 
processor, marks the second portion as the set of pairs to be processed next (through the 
N EXTWORK buffer) and enters a loop of interactions. Henceforth, the slave processor 
always has the next batch of pairs to work on, between submitting the results of the 
previous batch and receiving another set of pairs from the master processor. Much 
of the overhead in communication is masked by this overlapping of computation and 
communication. 
• Process work: After a message is dispatched to the master processor, a slave pro-
cessor does pairwise alignments on the pairs supplied as work by the master processor. 
Alignment is done using dynamic programming techniques on each of the pair present 
in NEXTWORK buffer and the results are stored, so that they can be reported during 
the subsequent dispatch to the master processor. 
To perform pairwise alignment, recall that a maximal common substring of each pair 
is already known. Figure 3.6a shows the dynamic programming table corresponding to 
computing the pairwise alignment. Instead of aligning entire strings, we reduce work by 
merely extending the maximal substring match at both ends using gaps and mismatches. 
This limits the area of the table to be computed as shown in the figure. Care is taken such 
that end-gaps are not penalized [37]. To further limit work, we use a variant of the KBand 
algorithm [37], where the band size is determined by the number of errors tolerated and 
fixed, without iterating to get to the optimal score. As a result the alignment is computed 
only for the band of the determined size. Quality can be controlled by the usual set of 
parameters, such as match and mismatch scores, and gap opening and gap continuation 
penalties [37]. In addition we define difference threshold which is the maximum allowed 
difference of an obtained alignment score from its ideal score consisting of all matches, 
expressed as a ratio to the ideal score. 
• Receive message: Once the pairwise alignments are computed, a processor waits for 
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the next message from the master processor. In lieu of doing a busy wait, it continues 
generating more promising pairs from r, until either the message arrives, or the buffer 
that stores the pairs (PAI RBU F) is full, or all promising pairs have been generated 
from r. This mode of waiting ensures that the slave is not idle until the master processor 
responds. Also by generating pairs at this time, the slave processor has a better chance 
of supplying E pairs immediately and not delay the response to the master processor. 
A message received at a slave processor from the master processor has two parts: (i) W 
pairs to be aligned, and (ii) E, the number of pairs requested in return. The W pairs 
are immediately stored in the N EXTWORK buffer so that they can be processed in 
the next interaction. 
• Generate pairs on-demand: Recall that promising pairs are generated from r in the 
decreasing order of maximal common substring length, as per the algorithm described 
in Chapter 5. Pair generation could happen while waiting (as seen above) or could be 
prompted once a message arrives from the master processor. In either case, the generated 
pairs are inserted into the PAI RBU F queue. If a message has just arrived bearing the 
requested number E, then there are two cases: E :::=; IP AI RBU Fl and E > IP AI RBU Fl, 
where IP AI RB U FI is the current number of pairs in PAI RB U F. In the former case, 
the first E pairs are extracted from the PAI RBU F and assigned as the set of promising 
pairs to be sent, and P is set to E. In the latter case, the pair generation algorithm 
is called on the subsequent nodes of r, until either IP AI RBU Fl = E, or all promising 
pairs have been generated from r. The set of promising pairs to dispatch, and P are set 
accordingly. 
The interactions are done iteratively until the master processor sends a termination message 
to all slave processors before it terminates. 
32 
CHAPTER 4. EXPERIMENTAL RESULTS 
We implemented our parallel EST clustering framework using C and MPI. We report results 
on the quality of EST clustering produced by the software and its run-time performance using 
an IBM xSeries cluster with sixty four 1.26 GHz Intel Pentium III processors, 512 MB memory 
per processor, connected by Myrinet. 
4.1 Quality assessment 
The accuracy of the results is assessed using benchmark data sets consisting of ESTs from 
Arabidopsis thaliana, and their correct clustering. This benchmark has been developed by 
Prof. Volker Brendel, Department of Zoology and Genetics, Iowa State University. Because 
the complete genome of this plant is available and is relatively small, correct clustering can be 
obtained through alternative means. Using a spliced alignment program, each EST is directly 
aligned to the genome. ESTs that do not align at all (because of defects in the alignment 
program or the genome), or that align in multiple positions are discarded. The ES Ts are then 
clustered by walking along the genome. While this procedure has the potential drawback of 
eliminating some interesting cases, like those ES Ts derived from duplicate genes, it ensures that 
correct clusters are generated. Notice that this method is not applicable when the genome is 
not available. Further, it is not suitable when the genome size is large and/or the EST collection 
is very large (both are true in the case of human data). 
We compared the clusters generated by our software and CAP3 against the "correct" set of 
clusters generated using the above approach. To make a comparison, we adopted the following 
approach: For a given cluster of ESTs, generate all pairs of ESTs with the property that both 
ESTs of a pair are from the cluster. Based on the number of such pairs generated the following 
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Table 4.1 Quality assessment results of our software and CAP3 using dif-
ferent portions of the benchmark data sets. 
n 50,009 100,001 144,870 
Ours I CAP3 Ours I CAP3 Ours I CAP3 
OQ 93.20 94.54 92.96 91.65 92.46 91.67 
SP 98.07 99.76 98.25 99.69 97.07 99.23 
SE 94.94 94.76 94.53 91.92 95.11 92.33 
cc 96.49 97.23 96.37 95.72 96.09 95.72 
u 
Figure 4.1 Diagram illustrating the measurements True Positives (TP), 
True Negatives (TN), False Positives (FP) and False Negatives 
(FN). 'U' refers to the set of all possible pairs of the input ES Ts. 
For the Result and Benchmark, two ESTs are paired if they are 
in the same cluster. 
measurements are defined (illustrated in Figure 4.1): A pair according to output is called a 
true positive ( TP) if it is also paired in the correct clustering, and is called a false positive (FP) 
otherwise. A pair that is not corresponding to output is called a true negative (TN) if it is also 
not paired according the correct clustering, and is called a false negative (FN) otherwise. Based 
on these measurements quality metrics are defined as follows [12]: Overlap quality indicates 
the ratio of the number of TPs to the total number of unique pairs extracted from clusters of 
both results, and is given by OQ = TP+~:+FN' Specificity is the fraction of predicted pairs 
that are correct, and is given by SP= rl:pp· Sensitivity is the fraction of the correct pairs 
predicted, and is given by SE = T J:F N. Overall performance is given by the correlation 
coefficient CC= TP.TN-FP.FN . Ideally 0Q=SP=SE=CC=100%. 
' yf(TP+FP).(TN+FN).(TP+FN).(TN+FP) 
The results of assessing the quality of our software and CAP3 using the benchmark data 
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Size distribution of clusters for 144,870 Arabidopsis ESTs 
105~~~~~~~~~~~~~~~~ 
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Number of ESTs in cluster 
Figure 4.2 Also shown are the number of clusters as a function of the clus-
ter size for 144, 870 ESTs. 
sets are shown in Table 4.1. Note that CAP3 ran out of memory for the 144, 870 data set with 
512 MB memory and the clustering results shown are a result of running it on a machine with 
1 GB memory. Observe that our results are very close to the results of CAP3. In general, 
the specificity is greater than sensitivity and this is attributable to the conservative nature 
of clustering criteria used. The results presented are solely based on the quality of particular 
types of pairwise alignments as shown in Figure 3.6. These results are based on the choice 
of quality threshold experimentally found to result in the least number of false positives and 
false negatives. We used the following parameter values: match score = 2, mismatch score 
= -2, gap opening = -4, gap continuation = -1 and difference threshold = 0.2. Also only 
pairs of ES Ts that share a maximal common substring of length at least a minlen threshold = 
30 are reported as promising pairs. For CAP3 we used 85% identity as the quality threshold 
parameter value. 
As mentioned before, quality can be further improved by using additional criteria for re-
jecting or accepting a pair, such as taking care of alternative splicing effects. We are working 
on adding such features to enhance the quality of EST clustering produced by the software. 
Figure 4.2 shows the number of clusters as a function of the cluster size for 144, 870 ESTs. 
Approximately 45% of the clusters formed contain a single EST, and we refer to these clusters 
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Table 4.2 Table showing distribution in the number of clusters as singletons 
and non-singletons for 144, 870 ESTs. 
Cluster set Number of singleton clusters Number of non-singleton clusters 
Benchmark 10,433 17,457 
CAP3 16,065 17,675 
Ours 13,592 17,753 
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Figure 4.3 The graph to the left shows parallel run-times for EST cluster-
ing as a function of the number of processors. The run-times as 
a function of the data size for a fixed number of processors are 
shown in the graph to the right. 
15 
x 104 
as singleton clusters. A few clusters contain as many as several hundred ESTs. Table 4.2 
shows a comparison in the number of singletons and non-singletons for the benchmark clusters 
and the set of clusters generated by CAP3 and our software. This non-uniformity in the size 
distribution of clusters is the primary reason why fragment assembly software has large space 
and run-time requirements when applied to EST clustering. 
4.2 Run-time assessment 
The software is run for various subsets of the Arabidopsis EST database using different 
numbers of processors. The total run-times as a function of the number of processors are 
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Table 4.3 Time (in seconds) spent in various components of parallel EST 
clustering for 20,000 ESTs. 
p Partitioning Construction Sorting Pairwise Alignment Total 
of GST Nodes Time 
4 11 684 8 91 794 
8 6 298 4 29 337 
16 2 141 1 16 160 
32 1 66 1 9 77 
64 0.5 44 0.5 5 50 
shown in Figure 4.3a. A window size of nine is used in partitioning the ESTs into buckets for 
parallel GST construction. The unit of work given by a master processor to perform pairwise 
alignments on a slave is chosen to be sixty pairs. As can be observed, the run times scale with 
the number of processors. We are also interested in the growth of run-time as a function of 
the data size for a fixed number of processors. While the memory required scales linearly with 
the problem size, the total run-time cannot be analytically determined and depends on the 
input data set. These run-times for various subsets of the Arabidopsis data set are also shown 
in Figure 4.3b. 
A subdivision of the run-times into the time spent in various components of the software 
for 20, 000 ESTs is shown in Table 4.3. Asymptotically, the largest contributor to run-time is 
the time spent in performing the necessary alignments. The next time-consuming component 
is parallel GST construction. Notice that the time spent in pairwise alignments is significantly 
reduced because our algorithm 1) avoids unnecessary duplicates in generating promising pairs 
and 2) processes the more promising pairs first which has the effect of eliminating other promis-
ing pairs from further consideration. In fact, for smaller data sizes, the clustering phase which 
includes computation of pairwise alignments runs faster than the GST construction phase as 
seen from Table 4.3. 
The total number of promising pairs and the number of pairs on which the pairwise align-
ment algorithm is run as a function of the data size are shown in Figure 4.4a. This clearly 
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5 x 10s Number of promising pairs vs. Number of ESTs 
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Run-time vs. Batch size (Number of ESTs=20,000, p=32) 
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Figure 4.4 The number of pairs generated and the number of pairs that are 
aligned as a function of data size. Also shown is the run-time 
as a function of batchsize. 
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explains the reduction in run-time achieved as a consequence of generating the promising pairs 
in decreasing order of maximal common substring length, as opposed to the traditional way 
of generating them in an arbitrary order. Because of the nature of master-slave interactions 
during EST clustering, the number of pairs that are actually aligned varies slightly as the 
number of processors changes. We found the variation to be insignificant. 
The effect on the run-time as the batchsize is varied for clustering 20, 000 ESTs on 32 proces-
sors is shown in Figure 4.4b. If the batchsize is small, the master processor must communicate 
often with the slave processors, increasing the communication overhead. If the batchsize is 
large, the slave processors will generate more latency in generating subsequent pairs. Also, a 
slave processor does not take advantage of the latest clustering information available to deter-
mine if alignment of a pair is necessary. The optimal batchsize, which is expected to increase 
with increase in the number of processors, can be found by experimentation. We found the 
optimal batchsize to be in the range of 40-60 for the range of processors used in our experi-
ments. When the batchsize is fixed and the number of slave processors is increased, there is 
a gradual increase in the percentage of the total time the master is busy and the percentage 
is well under 2% even on 128 processors. Thus using a single master processor will not be a 
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bottleneck even for a large number of slave processors. 
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CHAPTER 5. CONCLUSION AND FUTURE WORK 
We reported on the development of a parallel software system for EST clustering. In 
creating this software, our overarching goal has been to facilitate fast and accurate clustering 
of large EST datasets, which is accomplished through the use of memory-efficient algorithms, 
algorithmic heuristics and parallel processing. We presented a simple algorithm to construct a 
distributed representation of a generalized suffix tree in parallel, taking advantage of the length 
property of ESTs. We also presented an algorithm for generation of promising pairs in the 
decreasing order of their maximal common substring length. To summarize, our algorithms 
achieve the following: 1) reduce the worst-case memory requirement from quadratic to linear, 
2) generate promising pairs in decreasing order of maximal common substring length and 
cluster ESTs such that the number of pairwise alignments is reduced by an order magnitude 
without affecting the quality of clustering, and 3) significantly reduce the number of duplicates 
generated for each promising pair. However there is scope of improvement in quality, space 
and run-time, motivating further research and development. 
5.1 Future work 
5.1.1 Improving space and run-time requirements 
Although linear, the space usage of the software is associated with a huge constant. This 
is attributed chiefly to following reasons: (i) During the GST construction phase, the initial 
bucketing distributes approximately 0( ; 1) suffixes of ES Ts to each processor as buckets. To 
build a subtree corresponding to every bucket, each processor requires access to the set of ES Ts 
whose suffixes correspond to leaves in the subtree for the bucket. In the worst-case all suffixes 
in a bucket can correspond to distinct strings and the size of a bucket (measured in the number 
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of suffixes) can be O(n1) in which case, the algorithm acquires all these ESTs in the memory, p 
incurring a space complexity of O(n1\ The average length of an EST (l) is usually 500 p 
which is a large constant. However from our experiments, we observed the size of the largest 
bucket to be much smaller than 0(;1), and thus in practice, the peak space usage during GST 
construction requires much less space than min(O(n;2 ), O(nl)) per processor. However change 
is required to take care of the worst-case scenario, which can occur when the program is run 
on very large EST data sets such as the human EST collection. (ii) The the storage for lsets 
and nodes incurs a constant factor close to 100 associated with the space for the GST. We 
are currently working on pair generation algorithms that involve less amount of storage, by 
possibly using other data structures such as suffix arrays without increasing the run-time. 
From the experimental results, it can be observed that our clustering strategy has led to 
a significant reduction in the number of promising pairs that are required to be aligned. For 
instance, Figure 4.4a illustrates that for 144, 870 ESTs, the total number of promising pairs 
generated to be around 4.8 million, out of which only close to 1 million. However the algorithm 
still incurs run-time in generating all the promising pairs. We are currently working on ways 
to further reduce run-time by not generating pairs that correspond to ESTs that have already 
been clustered together during the course of execution of the program. 
5.1.2 Improving quality of clustering 
The prediction accuracy of the software can be improved by doing additional processing 
before accepting or rejecting a pair. Such additional processing may include detection of 
alternative splicing, consulting of protein databases, etc. 
Alternative splicing can be accommodated by making the pairwise alignment more flexible. 
Currently the only patterns of alignment sought include suffix-prefix alignments and contain-
ments. Alignment of pairs of ESTs that come from alternatively spliced versions of the same 
gene will have significantly aligning portions interspersed by non-aligning portions in one or 
both the ESTs. To detect such patterns, the pairwise alignment module can compute such 
aligning portions provided their relative orderings in each of the two ESTs are preserved. Care 
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should be taken that this does not lead to wrong merging of clusters resulting in an increase 
in the number of false positives. 
Due to the nature of experiments involved in generating ES Ts, lack of coverage of the ES Ts 
over the corresponding cDNA is an issue that should be addressed as well. Lack of coverage 
can be handled by consulting protein databases to see if two ESTs have homology to the cDNA 
of the same protein and if so, merge the clusters containing them. Also, if available, addition of 
full-length cDNA sequences will address the coverage issue. As cDNA sequences typically are 
of length 3, 000-4, 000 the current version of the software is capable of taking cDN A sequences 
as input in addition to EST sequences. 
By addressing alternative splicing and lack of coverage we intend to improve on sensitivity 
of the software. However the results of the specificity need improvement as well. We observe 
that with an increase in the data size, the specificity of our software is likely to deteriorate 
faster than the specificity of CAP3. This is due to wrong merging of clusters suggesting that 
the level of confidence sought in evidence to merge clusters needs refinement. Currently we 
merge two clusters, if the pairwise alignment of a pair of ESTs taken from each cluster shows 
a significant overlap. To make the evidence stronger, we can look for double linkage where two 
such pairs of significantly overlapping ESTs are required to be identified to merge two clusters. 
A more adaptive approach will be to make the number of evidences to merge two clusters a 
function of the size of the two clusters. This will ensure that merges happening in the latter 
phase of execution of the algorithm are done at the nearly same level of confidence as those 
happening in the early phase. This approach will address problems relating to chimeras as 
well, where the input comprises of ESTs derived from concatenated cDNA sequences usually 
representing two distinct genes. Such cases may be detected and masked by looking for two 
large distinct clusters connected by a single linkage. Other changes such as detecting repeat 
sequences within ESTs are measures to increase the signal-noise ratio of the input and can 
lead to further improvements in specificity of the software. 
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5.2 Open questions 
Several other interesting problems remain, whose solution can be used to improve the 
run-time and functionality of the software: 
• Designing a parallel algorithm for construction of GST with optimal parallel 
run-time for a practical model of parallel computation: Though CRCW /CREW 
PRAM algorithms for suffix tree construction have been developed, a straightforward 
implementation incurs a significant communication overhead on a distributed memory 
cluster. Thus algorithms with new ideas or adaptations of the existing algorithms or 
both need to be designed. 
• On-line construction of EST clusters: Is there a way to incrementally adjust the 
EST clusters when a new batch of ESTs is sequenced, instead of the current method 
of clustering all the ESTs from scratch? The current version of the software is for 
non-incremental clustering. Assuming that both the GST and the set of clusters corre-
sponding to the existing set of ESTs, can be stored on a persistent storage, one way to 
do incremental clustering when a new batch of ESTs arrives is as follows: Insert the new 
batch of ESTs into the existing GST data structure. Traverse only those subtrees of the 
GST that are modified as a result of the insert and record the set of ESTs that have 
suffixes represented as leaves in those subtrees. Extract out only those clusters which 
have such ESTs as members. Form a new set of ESTs from such collected clusters and 
run the non-incremental version of clustering software only on this subset of ESTs. The 
resulting set of clusters can be recorded to replace the old clusters that were extracted. 
Moreover both the new GST and the new set of clusters can be saved back to the disk 
so that they can be used for the next batch of incremental processing. 
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