The theory of uniquely decipherable (UD) codes has been widely developed in connection with automata theory, combinatorics on words, formal languages, and monoid theory. Recently, the concepts of multiset decipherable (MSD) and set decipherable (SD) codes were developed to handle some special problems in the transmission of information. Unique decipherability is a vital requirement in a wide range of coding applications where distinct sequences of code words carry different information. However, in several applications, it is necessary or desirable to communicate a description of a sequence of events where the information of interest is the set of possible events, including multiplicity, but where the order of occurrences is irrelevant. Suitable codes for these communication purposes need not possess the UD property, but the weaker MSD property. In other applications, the information of interest may be the presence or absence of possible events. The SD property is adequate for such codes. Lempel (1986) showed that the UD and MSD properties coincide for two-word codes and conjectured that every three-word MSD code is a UD code. Guzmán (1995) showed that the UD, MSD, and SD properties coincide for two-word codes and conjectured that these properties coincide for three-word codes. In an earlier paper (2001), Blanchet-Sadri answered both conjectures positively for all three-word codes {c 1 ,c 2 ,c 3 } satisfying |c 1 | = |c 2 | ≤ |c 3 |. In this note, we answer both conjectures positively for other special three-word codes. Our procedures are based on techniques related to dominoes.
Introduction. Let
The words in C are called code words. A message on C is a word in A * that is a concatenation of code words. The sequence of these code words is a decoding or factorization of the message. The code C is called • uniquely decipherable, if every message on C has a unique factorization into code words; • multiset decipherable, if any two factorizations of the same message on C yield the same multiset of code words; • set decipherable, if any two factorizations of the same message on C yield the same set of code words. Every UD code is MSD, and every MSD code is SD. It has been shown that these relationships are proper. The code C = {0, 0111110, 10101, 1111} on {0, 1} is an example of a proper MSD code (i.e., an MSD code that is not UD). In fact, the message
(0111110)(10101)(1111)(0) = (0)(1111)(10101)(0111110)
(1.1)
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Guzmán presents a complete list of proper MSD and proper SD four-word codes on {0, 1} with code words of length less than or equal to 7 [3] . It is decidable whether or not a code C is UD [1, 5, 6, 9] (resp., MSD [5] ). For two-word codes, the UD, MSD, and SD properties coincide [3, 7] . For three-word codes, it is an open question whether or not they coincide. Lempel [7] conjectured that every three-word MSD code is a UD code, and Guzmán [3] conjectured that the UD, MSD, and SD properties coincide for three-word codes. We answered both conjectures positively for all three-word codes {c 1 ,c 2 ,c 3 } satisfying |c 1 | = |c 2 | ≤ |c 3 | [2] . In this note, we give (in Section 1.1) a brief overview of Head's and Weber's domino technique [5] , and give (in Section 2) an application of this approach by proving that Lempel's and Guzmán's conjectures are true for some special three-word codes.
A domino technique.
Let A be an alphabet and C a code on A. The set of all prefixes of words in C will be denoted by Prefix(C). The domino graph associated with C is the directed graph G = (V , E) where 4) and
where
(1.5)
The domino function associated with C is the mapping the backlog of the first (resp., second) decoding as against the second (resp., first) one. Guzmán [4] suggested to look at the simplified domino graph and the domino function of C. The simplified domino graph of C is a subgraph of the domino graph of C. [5] .
• C is not SD if and only if there is a path p in G(C) from open to close such that d 1 (p) and d 2 (p) do not have the same set of code words [3] .
As an example, we consider the code c = {c 1 [8] ). Let C = {u, v} be a two-word on an alphabet A. The UD, MSD, and SD properties are equivalent to the following properties: 2. Some special three-word codes. We show that the UD, MSD, and SD properties are equivalent to the special three-word codes described in Theorems 2.1, 2.2, and 2.3.
Let C = {c 1 ,c 2 ,c 3 } be a three-word SD code on alphabet A satisfying |c For the rest of the discussion, we can assume that u or v is a prefix of c 1 (otherwise, it is not difficult to see that there is no path in G(C) from open to close). Since u is not a prefix of v and |u| < |v|, u and v cannot be both prefixes of c 1 . In either case, |u| < |c 1 |. To simplify the notation, put x |u| = x, and whenever |v| < |c 1 |, put x |v| = y. In the rest of the note, we assume that u is a prefix of c 1 The following points enable us to assume that |z| < |u| and z is a prefix of u whenever z is a prefix of c 1 and c 3 = w i c 1 :
• if |z| = |u|, then z = u = u , a contradiction;
• if |z| > |u|, then put z = ut = t u fore some t, t ≠ . Here, c 1 = utx 1 = tx 1 u = t u x 1 implies that t = t . We also have x = tx 1 = x 1 t and c 1 = ux 1 t = x 1 tu = tu x 1 . These equalities cannot hold simultaneously by Lemma 1.5(1). If c 3 = w i c 2 and |z| = |u|, we have z = u and z is not a prefix of v. In this case, if q < k−1, u = u , a contradiction, and if q ≥ k−1, C is not SD (c 1 c 3 = c 2 c q−k+1 1 c 2 ). The above and the following points enable us to assume that |z| < |u|, z is a prefix of u, and q > k− 1 whenever z is a prefix of c 1 and c 3 = w i c 2 :
• if |z| > |u|, then put z = ut = t u for some t, t ≠ . Here, c 1 = utx 1 = tx 1 u = x 1 u t and t = t . These equalities cannot hold simultaneously by Lemma 1.5(1);
• if |z| < |u|, then put u = zt = t z for some t, t ≠ , and put u = z t . In this case, if q < k, then c is added in case z is a prefix of u. Note that no E 3 -nor E 4 -edge leaves x , and no E 3 -nor E 4 -edge leaves the vertices in Figure 2 .3 other than the edges discussed above.
In the rest of the discussion, whenever u is a proper prefix of z, we put z = ur where r ≠ and x is not a prefix of r , and whenever u is a prefix of z, we put z = u r . It is not difficult to see that r ∈ Prefix(C) \ { } (otherwise, ur = z is a prefix of ux = c 1 and therefore z is a prefix of u, a contradiction). Note the following points:
• No E 3 -edge leaves • No E 3 -nor E 4 -edges leave
• For q > k and i = q−k−1, no E 3 -edge leaves • No E 3 -nor E 4 -edges leave We now state and prove our main results. . In either case, we then also add
Second, assume that q > k. Add 
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