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Abstract
In this paper, we study the dynamics of Riccati foliations over non-compact
finite volume Riemann surfaces. More precisely, we are interested in two closely
related questions: the asymptotic behaviour of the holonomy map Holt(ω) de-
fined for every time t over a generic Brownian path ω in the base; and the
analytic continuation of holonomy germs of the foliation along Brownian paths
in transversal complex curves. When the monodromy representation is parabolic
(i.e. the monodromy around any puncture is a parabolic element in PSL2(C)),
these two questions have been solved respectively in [DD2] and [Hus]. Here, we
study the more general case where at least one puncture has hyperbolic mon-
odromy. We characterize the lower-upper, upper-upper and upper-lower classes
of the map Holt(ω) for almost every Brownian path ω. And we prove that the
main result of [Hus] still holds in this case: when the monodromy group of the fo-
liation is “big enough”, the holonomy germs can be analytically continued along
a generic Brownian path.
1 Introduction.
Let us consider the following differential equation in C2:
dy
dx
=
P (x, y)
Q(x, y)
(1)
where P and Q are polynomials in C[X, Y ] without common factors. The solutions of
(1) define a singular holomorphic foliation of complex dimension 1 in C2 which can be
extended to a singular holomorphic foliation F of CP2. Very few is known about the
dynamics of such a foliation. For example, we do not know if all the leaves accumulate
on the singular set. We should mention, nevertheless, two important results of the
theory: the minimality and Lebesgue-ergodicity of the leaves on an open set of the
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set Fd of all foliations of degree d [LR], the existence and uniqueness of a harmonic
current [FS] for a generic foliation of Fd. To study the dynamics of a foliation, we
can put a metric along the leaves and try to understand the asymptotic of a generic
Brownian path in a leaf. It is the so called L. Garnett’s theory of harmonic measures
[Gar]. This approach turned out to be very fruitful (at least in the non-singular case):
see for example [Ghy], [DK].
This paper was motivated by the two following questions:
1. What is the asymptotic behaviour of the holonomy map along a generic Brownian
path in the leaves?
2. What can be said about the analytic continuation of holonomy germs of the
foliation along a generic Brownian path in a transversal?
In this paper, we restrict our study of these questions to the case of Riccati foliations
that we think as examples of the general case of holomorphic foliations of CP2. In this
particular case, we answer partially to the first question and totally to the second one.
Before stating the theorems, let us explain in more details the two questions in the
general context of holomorphic foliations of CP2.
Question 1: Fix a Riemannian metric along the leaves varying countinuously in the
transverse parameter. Then, we can define the Brownian motion along the leaves. If
L is a leaf and ω : [0,∞[→ L is a Brownian path in L, take two discs Dω(0) and Dω(t)
transverse to the foliation containing ω(0) and ω(t). If the discs are small enough, we
can define a holonomy map Holt(ω) : Dω(0) → Dω(t) by “sliding”along the leaves. A
natural question is the following: what is the asymptotic of the map Holt(ω) for a
generic path ω? In the non-singular case, Deroin-Kleptsin [DK] prove the following
exponential contraction property: if (M,F) is a compact manifold endowed with a
transversely holomorphic foliation without singularities and if there is no transverse
invariant measure, then there exists λ < 0 such that for all x in M and almost every
Brownian path ω starting et x, we have:
1
t
log |Holt(ω)′(x)| −→
t→∞
λ. (2)
It is known that a generic holomorphic foliation of CP2 has no transverse invariant
measure. Hence, it is natural to ask if a similar contraction property holds for a
generic foliation of CP2.
Very recently, V.A. Nguyen proved the existence of such a Lyapunov exponent
λ for a generic foliation of CP2. Let us state this remarkable result. Let F be a
holomorphic foliation of CP2 with hyperbolic singularities and without any invariant
algebraic curve. According to Soares and Lins-Neto [LNS], these two conditions are
generic. Under these assumptions, all the leaves are hyperbolic [Glu]. Hence, there
is a natural metric along the leaves: the Poincare´ metric. According to a theorem of
Candel and Go´mez-Mont, this family of metric along the leaves varies continuously in
the transverse parameter [CGM]. Moreover, according to [FS], the foliation supports a
unique harmonic measure µ (in the sense of Garnett [Gar]) associated with this metric.
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The result of Nguyen is the following [Ngu, Corollary 1.3]: there exists λ ∈ R such that
(2) holds for µ almost every base point x and Px-almost every Brownian path starting
at x. Note that it is not known if λ < 0.
Question 2: The dynamics of a foliation can be encoded by the dynamics of its
holonomy pseudo-group. The elements of this pseudo-group are local homeomorphisms
between two small transversals. In our context, these holonomy maps are local biholo-
morphisms. Hence, it would be interesting to understand their nature with respect to
analytic continuation. More precisely, take two non invariant algebraic lines L1 and L2
in CP2 and let h : (L1, p1)→ (L2, p2) be a holonomy germ of F . In [L], F. Loray conjec-
tured that h can be analytically continued along any path which avoids a countable set
called the singularities (see also [Il] for a conjecture in the same vein). In [CDFG], the
authors show that, if the foliation has sufficiently rich contracting dynamics, Loray’s
conjecture does not hold. More precisely, they prove:
1. A generic foliation of CP2 has a holonomy germ from an algebraic line to an
algebraic curve whose singular set contains a Cantor set.
2. A Riccati foliation whose monodromy group is dense in PSL2(C) has holonomy
germs between algebraic lines with full singular set.
Recall that a point z is a singularitie for analytic continuation of a germ h : (L1, p1)→
(L2, p2) if there exists a continuous path α : [0, 1]→ L1 with α(0) = p1, α(1) = z such
that h can be analytically continued along α([0, 1 − ε]) for every ε > 0 but h cannot
be analytically continued along α([0, 1]). According to Calsamiglia-Deroin-Frankel-
Guillot, in general, there are germs h : (L1, p1) → (L2, p2) with a lot of singularities.
Hence it is natural to ask if a generic Brownian path in L1 leads to a singularitie. More
precisely, for almost every Brownian path ω : [0,∞[→ L1 with ω(0) = p1, does there
exist a time T (ω) <∞ such that h cannot be analytically continued along ω([0, T (ω)])?
Riccati foliations with non hyperbolic monodromy. These two questions have
been solved in the case of Riccati foliations with non-hyperbolic monodromy. Let us
explain the results in this case. Firstly, Recall that a Riccati equation is:
dy
dx
=
a(x) + b(x)y + c(x)y2
p(x)
(3)
where a, b, c and p are polynomials in C[X ]. Compactifying in CP1 × CP1 instead
of CP2, such foliations are characterized by the following geometric propertie: the
foliation is transverse to all the vertical projective lines {x} × CP1 except for a finite
set S (the zeroes of p) of values of x for which {x}×CP1 is invariant for the foliation and
contains the singularities. Hence a loop in CP1 \ S based in a point a can be lifted via
the projection on the first factor in the leaves of the foliation defining a biholomorphism
of the fiber {a}×CP1. This holonomy map only depends on the homotopy class of the
loop, hence we obtain a morphism ρ : π1(CP
1 \ S)→ PSL2(C) called the monodromy
representation of the foliation.
More generally, we will call Riccati foliation the data of a complex 2-dimensional
compact manifold M which is a CP1-fiber bundle over a compact Riemann surface Σ
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endowed with a complex 1-dimensional singular foliation F which is transverse to all
the fibers except a finite number of them which are invariant for the foliation. As in the
case of Riccati equations in CP1 × CP1, a Riccati foliation comes with a monodromy
representation ρ : π1(Σ \ S)→ PSL2(C) where S is the set of points in Σ whose fibers
are invariant. Later on, a Riccati foliation will be denoted (M,Π,F ,Σ, ρ,S) where
Π :M → Σ is the natural projection of the fiber-bundle.
The monodromy representation is said to be non-hyperbolic if for any α ∈ π1(Σ\S)
making one loop around a puncture, the image ρ(α) is not a hyperbolic matrix in
PSL2(C) (i.e. ρ(α) is parabolic or elliptic).
The monodromy representation is said to be non-elementary if there is no proba-
bility measure on CP1 invariant by the action of the monodromy group ρ(π1(Σ \ S)).
In the context of Riccati foliations, the map Holt is defined in the following way.
Consider a smooth family of metrics with curvature +1 in the fibers compatible with
their conformal structure. Assume that Σ\S is hyperbolic. Endow it with the Poincare´
metric. Fix a base point a and consider a Brownian path ω starting at a. The leaves
being transverse to the fibers over Σ \ S, we can lift ω in the leaves. This defines
a holonomy biholomorphism Holt(ω) : Π
−1(ω(0)) → Π−1(ω(t)). Then we can define
||Holt(ω)|| by supz∈Π−1(ω(0)) |Holt(ω)′(z)| where the modulus of the derivative is with
respect to the conformal metrics defined in the fibers.
In this case, the answer to Question 1 is given in [DD2, Proposition 2.5 and Propo-
sition A]: there exists a constant λ > 0 (the Lyapunov exponent), such that for almost
every Brownian path ω starting at a:
1
t
log ||Holt(ω)|| −→
t→∞
λ. (4)
The proof is essentially the following: denote by P(·) = ∫ Px(·) ·dvol(x) the probability
measure on the set of infinite continuous paths in Σ\S where Px is the Wiener measure
for the set of continuous paths starting at x and vol is the volume measure associated
with the Poincare´ metric in Σ \ S. The norm || · || being submultiplicative, the family
of functionals ω 7→ log ||Holt(ω)|| defines a subadditive cocycle. If∫
log ||A1(ω)||dP(ω) < +∞, (5)
then by application of Kingman’s subadditive ergodic theorem, we obtain a constant
λ (the Lyapunov exponent), such that (4) is satisfied for almost every Brownian path
ω. It turns out that the integrability condition (5) is equivalent to the monodromy
representation ρ being non-hyperbolic.
Concerning the second question, we proved in [Hus] that even when the set of
singularities is big (Cantor or full), it is possible that the Brownian motion does not
see this full set of singularities. More precisely, we proved:
Theorem 1.1. Let (M,Π,F ,Σ, ρ,S) be a Riccati foliation. Assume that the mon-
odromy representation is non-elementary and non-hyperbolic. Let F be a non invariant
fiber and let s0, s1 be two holomorphic sections of the bundle. Denote by S0 and S1
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the images of Σ by s0 and s1. Endow F , S0 and S1 with complete metrics in their
conformal class. Assume moreover that the developing map associated with S0 is onto.
1. If h : (F, p)→ (S0, p0) is a holonomy germ, then h can be analytically continued
along almost every Brownian path in F starting at p.
2. If h : (S1, p1)→ (S0, p0) is a holonomy germ, then h can be analytically continued
along almost every Brownian path in S1 starting at p1.
Remark 1.2. 1. The theorem is stated in [Hus] only in the parabolic case (i.e. when
the image ρ(α) of any α ∈ π1(Σ \ S) making one loop around a puncture is a
parabolic matrix) but it is easy to see that it is still true if we allow ρ(α) to be
elliptic.
2. One of the key points of the proof of the theorem is the existence and positivity
of the Lyapunov exponent.
3. The hypothesis “the developing map associated with S0 is onto”refers to the nat-
ural complex projective structure on S0 \ s0(S) induced by the foliation. The
notion of complex projective structure and the link with Riccati foliations will be
explained later. As it will be clear from the definition of the developing map D0,
if the action of the monodomy group ρ(π1(Σ \ S)) on CP1 is minimal, then D0
is onto (this is because the image of D0 is an open set invariant by the action
of ρ(π1(Σ \ S))). Hence, we can replace the hypothesis “the developing map as-
sociated with S0 is onto”in the theorem by “the action of the monodomy group
is minimal”in order to have hypothesis depending only on the monodromy of the
foliation and not depending on the underlying complex projective structures.
The two main results. Firstly, we give a (partial) answer to the first question for
Riccati foliations whose base Σ \ S contains a loop α0 around a puncture such that
ρ(α0) is a hyperbolic matrix.
Theorem A. Let (M,Π,F ,Σ, ρ,S) be a Riccati foliation. Assume that the monodromy
representation is non-elementary and that there exists a loop α0 around a puncture such
that ρ(α0) is a hyperbolic matrix. Let h be a nondeacresing positive function. For all
a ∈ Σ \ S and for almost every ω ∈ Ωa, we have:
1.
lim inf
t→∞
log ||Holt(ω)||
t · log t < +∞.
2. If
∫∞
1
dt
h(t)
< +∞, then
lim sup
t→∞
log ||Holt(ω)||
h(t)
= 0.
3. If
∫∞
1
dt
h(t)
= +∞, we have:
lim sup
t→∞
log ||Holt(ω)||
h(t)
= +∞.
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This answer is only partial because this gives no information about the lower-lower
class of ||Holt||. We ask the following question:
Question 1.3. Do we have almost surely, lim inft→∞
log ||Holt||
t log t
> 0? It could be easier
to answer the weaker following question: do we have
lim inf
t→∞
log ||Holt(ω)||
t
= +∞?
Secondly, we give an answer to the second question for all Riccati foliations (with
non-elementary monodromy representation):
Theorem B. Theorem 1.1 is still true if we delete the hypothesis: “the monodromy
representation is non-hyperbolic”.
On the length of the homotopic Brownian word. The proof of theorem A is
based on the study of the asymptotic of the length of the homotopic Brownian word
in a hyperbolic non-compact finite volume Riemann surface. More precisely, let S be
such a Riemann surface. Fix a base point a ∈ S and fix a set of generators of π1(S, a).
Take a generic Brownian path (with respect to the Poincare´ metric of S) starting at
a. For every time t, append ω|[0,t] with the smallest geodesic going back to a. This
defines a loop based in a which can be written in a unique way as a reduced word in
the generators. Denote by Lt(ω) the length of this word. In the case where S is the
thrice punctured sphere, Gruet [Gru] proved:
Theorem 1.4 (Gruet). 1. Almost surely,
lim inf
t→∞
Lt
t log t
= cst > 0.
2. If t 7→ h(t) is a positive increasing function such that ∫ +∞
1
dt
h(t)
< +∞, then
almost surely:
lim sup
t→∞
Lt
h(t)
= 0.
3. If t 7→ h(t) is a positive increasing function such that ∫ +∞
1
dt
h(t)
= +∞, then
almost surely:
lim sup
t→∞
Lt
h(t)
= +∞.
The proof he gives of Items 2 and 3 (see [Gru, Theorem 3.1]) can be reproduced
verbatim in our general case of a hyperbolic non-compact finite volume Riemann sur-
face. We think that Item 1 also holds in the general case. Nevertheless, the proof of
Gruet is specific to the case of the thrice punctured sphere since he deduces his theorem
from the analogous result for the geodesic flow and uses the Jacobi elliptic function as
a universal cover of the thrice punctured sphere in order to make the link between the
geodesic word length and the continued fraction digits problem. Using ideas already
present in the paper of Gruet, we prove that the following weaker results hold:
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Proposition C. Let S be a hyperbolic non-compact finite volume Riemann surface.
Let a be a base point in S and consider the Wiener measure Pa associated with the
Poincare´ metric of S. Then, we have:
1. Pa- almost surely,
lim inf
t→∞
Lt
t log t
<∞.
2. There exists C > 0 such that:
lim
t→∞
Pa
(
Lt
t log t
≤ C
)
= 1.
Remark 1.5. Note that even if we were able to prove that lim inf
t→∞
Lt
t log t
> 0 in the
general case of a hyperbolic non-compact finite volume Riemann surface, we would not
know how to deduce from this that lim inft→∞
log ||Holt(ω)||
t log t
> 0.
Complex projective structures. In the main theorem, there is an hypothesis
concerning the developing map associated with S0. This hypothesis relies on the notion
of complex projective structures that we explain briefly now. Let S be a Riemann
surface. A branched complex projective structure on S is a (PSL2(C),CP
1)-structure on
S. Equivalently, it is the data of a couple (D, ρ) where D is a non-constant holomorphic
mapD : S˜ → CP1 from the universal cover of S to CP1 and ρ is a morphism ρ : π1(S)→
PSL2(C) satisfying the following equivariance relation:
∀γ ∈ π1(S), D ◦ γ = ρ(γ) ◦ D.
The map D is called developing map, the morphism ρ monodromy representation, and
the group ρ(π1(S)) monodromy group.
The main theorem B is a direct consequence of the following one concerning complex
projective structures.
Theorem D. Let S = H/Γ be a hyperbolic Riemann surface of finite volume. Let
(D, ρ) be a complex projective structure on S. Assume that D is onto and that the
monodromy group ρ(Γ) is non-elementary.
Then, for all x0 ∈ H, for almost every Brownian path ω starting at x0 (for the
Poincare´ metric in H), D(ω(t)) does not have any limit when t goes to ∞.
Organisation of the paper. In section 2, we prove some precise estimates making
the link between the norm of an element of PSL2(C) and the way this element acts
geometrically on CP1. These estimates will be used in section 4 and 5 where we
prove respectively theorems A and D. Section 3 is the probabilistic background: we
explain the discretization procedure of Furstenberg-Lyons-Sullivan which associates
to the Brownian motion on a finite volume Riemann surface, a random walk in its
universal cover. In this section, we also prove proposition C. Finaly, in section 6, we
prove that theorem B is a direct consequence of theorem D.
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2 The action of PSL2(C) on CP
1.
In this section, we prove some easy lemmas about the action of an element of
SL2(C) on the Riemann sphere which will be usefull for the proof of theorems A and
D.
If γ ∈ SL2(C), ||γ|| = sup
||X||=1
||gX||, where ||X|| is the euclidean norm of the vector
X ∈ C2. We introduce the chordal distance in CP1 = C ∪ {∞} defined by:
d(z1, z2) =
|z1 − z2|√
1 + |z1|2
√
1 + |z2|2
if z1, z2 ∈ C ⊂ CP1,
d(z,∞) = d
(
1
z
, 0
)
=
1√
1 + |z|2 .
We denote by D(z, α) the open disc centered in z with radius α, by D(z, α)c its
complementary set and by D(z, α) its closure. Recall the Cartan decomposition: if
γ ∈ SL2(C), then there exists a triple (k, k′, a) where k, k′ belong to the special uni-
tary group SU2(C), a is the diagonal matrix a =
(
λ 0
0 λ−1
)
with |λ| ≥ 1 and γ = kak′.
Moreover, the points s = k′−1(0) and n = k(∞) are uniquely determined by γ. It can
be easily checked that ||γ|| = |λ|.
Lemma 2.1. Let γ ∈ SL2(C) with ||γ|| > 1. Then, for every α ∈]0, 1[:
γ(D(s, α)c) = D(n, α)⇐⇒ ||γ|| =
√
1− α2
α
(6)
and
γ
(
D(s, α)
)
= D
(
n,
1
2
)c
⇐⇒ α =
√
3
3 + ||γ||4 . (7)
Furthermore, if ||γ||4 ≥ 3
2
, then:
γ
(
D
(
s,
1
||γ||2
))
⊂ D
(
n,
1
2
)c
(8)
Proof. Write the Cartan decomposition γ = kak′. The matrix k and k′ belonging to
SU2(C), they are isometries for the chordal distance d. We deduce that:
γ(D(s, α)c) = D(n, α)⇐⇒ a(D(0, α)c) = D(∞, α)
⇐⇒ a(∂D(0, α)) = ∂D(∞, α).
But, we have
z ∈ ∂D(0, α)⇐⇒ d(z, 0)2 = α2 ⇐⇒ |z|
2
1 + |z|2 = α
2 ⇐⇒ |z|2 = α
2
1− α2 (9)
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and
a(z) ∈ ∂D(∞, α)⇐⇒ d(a(z),∞)2 = α2 ⇐⇒ 1
1 + |λ|4|z|2 = α
2
Using the fact that ||γ|| = |λ|, a direct calculation gives (6). A similar reasonning gives
(7). In order to prove (8), note that ||γ||4 ≥ 3
2
⇐⇒ 1||γ||2 ≤
√
3
3+||γ||4 . So, if ||γ||4 ≥ 32 :
γ
(
D
(
s,
1
||γ||2
))
⊂ γ
D(s,√ 3
3 + ||γ||4 )
 = D(n, 1
2
)c
.
Lemma 2.2. Let γ ∈ SL2(C) with ||γ|| > 1. If there exist y, z ∈ CP1 and α ∈]0, 13 [
such that γ(D(y, α)c) ⊂ D(z, α) then:
||γ|| ≥
√
1− 9α2
3α
Proof. We still denote by s (resp. n) the south pole (resp. north pole) of γ obtained
with Cartan decomposition.
Firstly, we claim that D(y, α)∩D(s, α) 6= ∅. Indeed, assume on the contrary that
D(s, α) ⊂ D(y, α)c. Then, on the one hand, we have:
γ(D(s, α)) ⊂ γ(D(y, α)c) ⊂ D(z, α). (10)
And on the other hand, we have:
γ(D(s, α)) = kak′(D(s, α)) = ka(D(0, α)). (11)
As |λ| = ||γ|| > 1, there exists β > 1 such that:
a(D(0, α)) ⊃ D(0, βα). (12)
From (11) and (12), we deduce:
γ(D(s, α)) ⊃ k(D(0, βα)) = D(k0, βα).
Hence, using (10), we deduce that D(k0, βα) ⊂ D(z, α) which is clearly absurd since
β > 1.
So we have D(y, α) ⊂ D(s, 3α). By the hypothesis of the lemma, this implies that
γ(D(s, 3α)c) ⊂ γ(D(y, α)c) ⊂ D(z, α). As γ(D(s, 3α)c) = D(n, ǫ) for some ǫ > 0, we
deduce that D(n, ǫ) ⊂ D(z, α), hence ǫ ≤ α. So γ(D(s, 3α)c) ⊂ D(n, α) ⊂ D(n, 3α).
So, according to lemma 2.1, we have ||γ|| ≥
√
1−9α2
3α
.
If γ is a hyperbolic element of SL2(C), we denote by λ the eigenvalue with |λ| > 1
and let y0 (resp. z0) be the repulsive (resp. attractive) fixed point of γ. We have:
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Lemma 2.3. For every hyperbolic element γ ∈ SL2(C), there exists C1 > 0 such that
for all n ∈ N:
γn(D(y0, C1|λ|−n)c) ⊂ D(z0, C1|λ|−n).
Proof. Write γ = P−1aP with P ∈ GL(2,C) and a =
(
λ 0
0 λ−1
)
, |λ| > 1.
||an|| = |λ|n ≥
√
1−|λ|−2n
|λ|−n . Hence according to lemma 2.1:
an(D(0, |λ|−n)c ⊂ D(∞, |λ|−n).
Let C1 = supx,y∈CP1
d(P−1(x),P−1(y))
d(x,y)
. We have:
γn(D(y0, C1|λ|−n)c) = P−1anP (D(y0, C1|λ|−n)c)
⊂ P−1an(D(0, |λ|−n)c)
⊂ P−1D(∞, |λ|−n)
⊂ D(z0, C1|λ|−n).
Lemma 2.4. There is a universal constant C2 such that for all γ ∈ SL2(C) with
||γ|| > 1, the restriction of γ to D(s, ||γ||−1)c is C2-Lipschitz for the chordal distance.
Proof. Let us write again the Cartan decomposition of γ: γ = k1ak2 with k1, k2 ∈
SU2(C) and a =
(
λ 0
0 λ−1
)
The modulus of the derivative of a in z with respect to the
spherical metric |dz|
1+|z|2 writes:
|a′(z)|sph = |a
′(z)|eucl · (1 + |z|2)
1 + |a(z)|2 =
|λ|2(1 + |z|2)
1 + |λ|4|z|2 .
If z ∈ D(0, ||γ||−1)c, then |z| ≥ ||γ||−1 = |λ|−1 which is equivalent to:
|a′(z)|sph ≤ 1.
For i = 1, 2, we have ki ∈ SU2(C), hence |k′i(z)|sph = 1 for all z ∈ CP1. Moreover, recall
that k2(D(s, |λ|−1)c) = D(0, |λ|−1)c and |λ| = ||γ||. We deduce that |γ′(z)|sph ≤ 1 for
all z ∈ D(s, |λ|−1)c). Hence the restriction of γ to D(s, ||γ||−1)c is a contraction for
the spherical distance associated with the spherical metric. The result follows from the
fact that the chordal and spherical distances are equivalent.
3 The probabilistic background.
Brownian motion. Let M be a Riemannian manifold with complete metric. The
Brownian motion on M is defined as the Markov process with transition probability
pt(x, y)dvol(y) where dvol(y) is the volume element and the heat kernel satisfies:
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– ∂
∂t
pt(x, ·) = ∆pt(x, ·)
– lim
t→0
pt(x, .) = δx
This process is a diffusion with continuous sample paths. So it gives rise, for every
x ∈ M , to a probability measure Px (called the Wiener measure) on the set Ωx of all
continuous paths ω : [0,∞[→ M such that ω(0) = x. When ν is a measure on M ,
we denote by Pν :=
∫
M
Pxdν(x) the measure on the set Ω of all the continuous paths
ω : [0,∞[→M .
Discretization. In the most general context, this procedure associates to the Brow-
nian motion in a Riemannian manifold (M, g) a Markov chain in a discret ∗-recurrent
set E ⊂ M with time homogeneous transition probabilities [LS]. Here, we explain
the discretization in the case where M = H is the universal covering space of a finite
volume hyperbolic Riemann surface S = H/Γ and E = Γ · x0 is the orbit of a base
point x0. We follow the presentation of [KL].
The fundamental group Γ of S acts on H by isometry for the Poincare´ metric of
H. Fix a base point x0 ∈ H. For all X ∈ Γ, we define FX = X.DH(x0, δ) and
VX = X.DH(x0, δ′) with δ < δ′ and δ′ small enough so that the VX are pairwise disjoints.
Let (Ωx,Px) be the set of Brownian paths starting at x in H with the Wiener measure
associated with the Poincare´ metric.
⋃
X∈Γ
FX is a recurrent set for the Brownian motion
(because S has finite volume). Let X ∈ Γ. For x ∈ FX , consider ε∂VXx the hitting
measure of ∂VX for a Brownian motion starting at x. The Harnack constant CX of the
couple (FX , VX) is defined by:
CX = sup
{
dε∂VXx
dε∂VXy
(z); x, y ∈ FX , z ∈ ∂VX
}
(13)
where dε
∂VX
x
dε
∂VX
y
is the Radon-Nikodym derivative. Notice that, as elements of Γ act iso-
metrically on H, the Harnack constant of (FX , VX) does not depend on X ∈ Γ (i.e.
there is a constant C such that for all X ∈ Γ, CX = C).
If ω ∈ Ωx0 , we define recursively:
S0(ω) = inf {t ≥ 0;ω(t) ∈ ∂VId}
and, for n ≥ 1:
Rn(ω) = inf {t ≥ Sn−1(ω);ω(t) ∈ ∪FX}
Sn(ω) = inf {t ≥ Rn(ω);ω(t) ∈ ∪∂VX}
We also define Xn(ω) by:
X0(ω) = Id and w(Rn(ω)) ∈ FXn(ω) for n ≥ 1
κn(ω) =
1
C
 dǫ∂VXn(ω)Xn(ω).0
dǫ
∂VXn(ω)
ω(Rn(ω))
(ω(Sn(ω)))
 (14)
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By definition of C and κn, note that:
1
C2
≤ κn ≤ 1. (15)
Now, define (Ωx0 × [0, 1]N,Px0 ⊗ leb⊗N) = (Ω˜, P˜). Let
Nk : Ω˜ −→ N
(ω, α) = (ω, (αn)n∈N) = ω˜ 7−→ Nk(ω˜)
be the random variable defined recursively by:
N0(ω˜) = 0
Nk(ω, α) = inf {n > Nk−1(ω, α);αn < κn(ω)}
The following theorem is stated in [LS] in the cocompact case but it is observed in [K,
Proposition 4] that it is also valid in the general set-up:
Theorem 3.1. [LS, Theorem 6] The distribution law of XN1 defines a probability
measure µ on Γ which satisfies for any Borel set A in H:
P˜(XN1 = Y1; · · · ;XNk = Yk;ω(SNk) ∈ A) = µ(Y1)µ(Y −11 Y2) · · ·µ(Y −1k−1Yk)ε
∂VYk
Yk·x0(A)
Corollary 3.2. [LS] (XNk)k∈N is the realisation of a right random walk in Γ with law
µ, in other words (γNk := X
−1
Nk−1
XNk)k∈N∗ is a sequence of independent, identically
distributed random variables with law µ.
We will need the following proposition:
Proposition 3.3. 1. There is a real T > 0 such that P˜ almost surely
SNk
k
converges
to T when k goes to infinity (see [KL, Corollaire 3.4]).
2. The measure µ is symmetric, i.e. for every γ ∈ Γ, µ(γ) = µ(γ−1) (see [BL,
Proposition 2.3]).
Random walks. The idea of the proof of theorem D (and of the similar theorem in
[Hus]) is to push forward (via the monodromy representation ρ) the measure µ obtained
with the discretization procedure in order to get a right random walk in PSL2(C). Let
us recall briefly some basic facts about random walks in such matricial groups. The next
two assertions were present in the original paper of Furstenberg [Fur]. The reader could
find a more recent presentation for example in [BLa]. Let G be a finitely generated
subgroup of PSL2(C). Let µ˜ be a probability measure on G. Choose randomly with
law µ˜ and independently a sequence (γn)n≥1 of elements of G and consider the product
Yn = γ1 · γ2 · · · γn.
If the group generated by the support of µ˜ is non-elementary and µ˜ satisfies the
integrability condition (the situation we have in [Hus])∫
γ∈G
log ||γ||dµ˜(γ) < +∞,
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then there exists λ > 0 such that almost surely,
lim
n→∞
1
n
log ||Yn|| = λ.
When the integrability condition is not satisfied anymore (the situation we have in
the present paper), we do not know at what speed ||Yn|| goes to ∞, but at least, we
know that it goes:
Proposition 3.4. If the group generated by the support of µ˜ is non-elementary, then
almost surely,
lim
n→∞
||Yn|| =∞.
proof of proposition C. Let S be a hyperbolic Riemann surface of finite volume
with at least one puncture. Write S = H/Γ where Γ is a subgroup of PSL2(R) and
denote by p : H −→ CP1 the universal covering map. Fix a base point x0 ∈ H and let
F be the Dirichlet fundamental domain of x0 (i.e. F = {x ∈ H s.t. ∀γ ∈ Γ; d(x, x0) ≤
d(x, γx0)}). The set G := {γ ∈ Γ s.t. γ ·F ∩F 6= ∅} is a (symmetric) set of generators
of Γ. If a, b ∈ H, then there exists γa, γb ∈ Γ such that a ∈ γa · F and b ∈ γb · F . The
element γ−1a γb writes in an unique way as a reduced word in the elements of G. We
denote by L[a,b] the length of this word. There is a little ambiguitie in this definition
because a (or b) could belong to the edges of the tesselation (γ · F )γ∈Γ in which case
there exist two elements γa such that a ∈ γa · F . Then L[a,b] can differ of at most
two depending on the choices we make. But, this will not affect the next results since
we will be interested in the asymptotic of a big word. To simplify the notations, if
ω ∈ Ωx0 is a Brownian path (for the Poincare´ metric) starting at x0, we denote by
Lt(ω) = L[ω(0),ω(t)] and L[t1,t2](ω) = L[ω(t1),ω(t2)]. We want to prove that:
1. Px0-a.s.: lim inf
t→∞
Lt
t log t
<∞ and
2. There exists C > 0 such that lim
t→∞
Pa
(
Lt
t log t
≤ C
)
= 1.
In the sequel, it will be usefull to think the Brownian motion running in the surface
S instead of running in its universal cover H. For each puncture pα, let dα and Dα be
two closed horodiscs around pα with dα ( Dα, the Dα being choosen small enough so
that p(x0) /∈ ∪αDα and the Dα are pairwise disjoint. Assume moreover that all the dα
(resp. Dα) are of the same size. For every x ∈ S \ ∪αdα and every ω ∈ Ωx, we define
recursively two random sequences of times Un and Vn by:
U1(ω) = inf {t ≥ 0;ω(t) ∈ ∪α∂dα}
and, for n ≥ 1:
Vn(ω) = inf {t ≥ Un(ω);ω(t) ∈ ∪α∂Dα}
Un+1(ω) = inf {t ≥ Vn(ω);ω(t) ∈ ∪α∂dα}
We have
LVn ≤
n∑
k=1
L[Uk,Vk] + L[0,U1] +
n−1∑
k=1
L[Vk,Uk+1] (16)
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Proof of Item 1. Firstly, the number of “big”loops (i.e. the number of loops during
the portions of trajectory between the Vk and the Uk+1) before time Vn is of the order
of n. More precisely we have the following lemma:
Lemma 3.5. There is a constant L > 0 such that Px0-almost surely:
L[0,U1] +
∑n−1
k=1 L[Vk ,Uk+1]
n
−→
n→∞
L.
Proof. We cannot apply directly the strong law of large numbers because the (L[Vk,Uk+1])k≥1
are not independent and not identically distributed with respect to Px0 . But we remark
that (ω(Vk))k≥1 is a stationary Markov process whith values in the compact set ∪α∂Dα.
Hence, there is a unique probability measure ν on ∪α∂Dα which is stationary for the
Markov process, i.e. which satisfies for every Borel set in ∪α∂Dα
ν(A) =
∫
∪i∂Di
Px(ω(V1) ∈ A)dν(x).
Moreover, ν has a continuous positive density with respect to the measure εp(x0) defined
by εp(x0)(A) = Pp(x0)(ω(V1) ∈ A). As ν is the unique stationary measure on ∪α∂Dα
for the Markov process, Pν is an invariant ergodic measure for the time-shift σV1 . So
if L[0,U1] is Pν-integrable, by Birkhoff ergodic theorem, we obtain the result Pν-almost
surely. The measure ν having a continuous positive density with respect to εp(x0), this
implies the result Pεp(x0)-almost surely, which implies the result Pp(x0)-almost surely
(and thus Px0-almost surely) by the strong Markov property. It remains to prove that
L[0,U1] is Pν-integrable :
Eν [L[0,U1]] ≤ sup
z∈∪α∂Dα
Ez[L[0,U1]]
≤ cst · sup
τ∈p−1(∪α∂Dα)
Eτ [dH(ω(0), ω(U1))]
The following inequality is classical (see for exemple [DD2, lemma 2.11]). There exist
constants K > 0 and α1 > 0 such that for all τ ∈ H and for all times t ≥ 0:
Pτ
(
sup
0≤s≤t
dH(ω(0), ω(s)) ≥ K · t
)
≤ e−α1t (17)
On the other hand, there exists 0 < p < 1 and a time t0 such that for every x ∈ S, we
have Px
(
U1 ≥ t0
)
< p. Then, by the strong Markov property, we deduce that for all t,
we have:
Px
(
U1 ≥ t0 + t
) ≤ Px(U1 ≥ t) · sup
z∈S
Pz
(
U1 ≥ t0
)
≤ p · Px
(
U1 ≥ t
)
.
This implies that there exist positive constants C, α2 such that for every x ∈ ∪α∂Dα:
Px
(
U1 ≥ t
) ≤ Ce−α2t (18)
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For every t ≥ 0 and every τ ∈ p−1(∪α∂Dα), we have:
Pτ
(
dH(ω(0), ω(U1)) ≥ K · t
) ≤ Pτ( sup
0≤s≤t
dH(ω(0), ω(s)) ≥ K · t
)
+ Pp(τ)
(
U1 ≥ t
)
Thus, according to inequalities (17) and (18), this quantitie decreases exponentially
fast with t. This implies that for all τ ∈ p−1(∪α∂Dα), Eτ [dH(ω(0), ω(U1))] is finite and
thus Eν [L[0,U1]] is also finite.
Secondly, for every α, there is a conformal bijective map from Dα to Deucl(0, 1) \
{0} ⊂ C identifying dα with some disc Deucl(0, r) \ {0} (0 < r < 1). For an Euclidean
Brownian motion starting at a point of ∂Deucl(0, r), let θt be a local continuous deter-
mination of the winding around 0. If V denote the hitting time of ∂Deucl(0, 1), then it
is classical that the law of θV is that of a Cauchy law with paramater a = log
1
r
(i.e.
the distribution law of θV is
1
pi
· a
a2+x2
). Moreover, it is well known that a sequence Xn
of i.i.d. random variables with Cauchy laws with parameter a satisfies the following
(see [FP]):
lim inf
n→∞
∑n
k=1 |Xk|
n log n
−→
n→∞
a · 2
π
From this and the conformal invariance of the Brownian motion, we deduce that:
lim inf
n→∞
∑n
k=1 L[Uk,Vk]
n logn
−→
n→∞
cst
From this, lemma 3.5 and inequalitie (16) we deduce that:
lim inf
n→∞
LVn
n logn
< +∞
Using exactly the same arguments as in the proof of proposition 3.3 given by Karlsson-
Ledrappier, we can prove that there exists a constant S > 0 such that Px0-almost
surely, Vn
n
converges to S when n goes to infinity, this implies that:
lim inf
n→∞
LVn
Vn log Vn
< +∞
and proposition C Item 1 is proved.
proof of Item 2. Fix t > 0. Assume firstly that t ∈ [Vn, Un+1] for some n. Then:
Lt ≤
n∑
k=1
L[Uk,Vk] + L[0,U1] +
n−1∑
k=1
L[Vk,Uk+1] + L[Vn,t].
We have seen that L[Uk,Vk] = |Xk| where (Xk)k≥0 is a sequence of i.i.d. Cauchy variables
with parameter a > 0. As it is mentioned in [Gru, p 506], by computation of the
characteristic functions, we deduce that:∑n
k=1L[Uk,Vk]
n
− 2a
π
logn− 2a
π
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converges in law to aA where A is a totally asymmetric Cauchy random variable with
characteristic function:
φ(u) = exp
(
−|u|(1 + 2i
π
sgn(u) log |u|)) .
So, if C > 2a
pi
, then:
Px0
(∑n
k=1 L[Uk,Vk]
n logn
≤ C
)
= Px0
(∑n
k=1L[Uk,Vk]
n
≤ C log n
)
= Px0
(∑n
k=1L[Uk,Vk]
n
− 2a
π
logn− 2a
π
≤ (C − 2a
π
) logn− 2a
π
)
= Px0
(
aA ≤ (C − 2a
π
) logn− 2a
π
)
−→
n→∞
1
By lemma 3.5, almost surely:
L[0,U1] +
∑n−1
k=1 L[Vk,Uk+1]
n logn
−→
n→∞
0.
This implies that, for every ε > 0:
Px0
(
L[0,U1] +
∑n−1
k=1 L[Vk,Uk+1]
n logn
> ε
)
−→
n→∞
0.
As t ∈ [Vn, Un+1] for some n, we have for every ε > 0:
Px0
(
L[Vn,t]
n logn
> ε
)
≤ Px0
(
sups∈[Vn,Un+1] L[Vn,s]
n log n
> ε
)
≤ sup
z∈∪α∂Dα
Pz
(
sups∈[0,U1] Ls
n logn
> ε
)
−→
n→∞
0.
Let C > 2a
pi
and ε > 0 small enough so that C − ε > 2a
pi
. We have:
Px0
(
Lt
n log n
≤ C
)
≥ Px0
(∑n
k=1 L[Uk,Vk]
n logn
+
L[0,U1] +
∑n−1
k=1 L[Vk,Uk+1] + L[Vn,t]
n log n
≤ C
)
which is bigger than the probability of the intersection of the events:{∑n
k=1L[Uk,Vk]
n logn
≤ C − ε
}
and {
L[0,U1] +
∑n−1
k=1 L[Vk ,Uk+1] + L[Vn,t]
n logn
≤ ε
}
.
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The probability of the two previous events going to 1 when n goes to ∞, we deduce
that:
Px0
(
Lt
n log n
≤ C
)
−→
n→∞
1. (19)
Let C ′ > 2a
pi
· 1
S
where S is the limit of Vn
n
. Write C ′ = 2aα0
pi
· α1
S
with α0 > 1 and
α1 > 1. By assumption t ∈ [Vn, Un+1] for some n, hence:
Px0
(
Lt
t log t
≤ C ′
)
≥ Px0
(
Lt
Vn log Vn
≤ C ′
)
= Px0
(
Lt
n logn
· n log n
Vn log Vn
≤ C ′
)
≥ Px0
({
Lt
n log n
≤ 2aα0
π
}
∩
{
n logn
Vn log Vn
≤ α1
S
})
≥ 1− Px0
(
Lt
n log n
>
2aα0
π
)
− Px0
(
n log n
Vn log Vn
>
α1
S
)
−→
n→∞
1,
by inequality (19) and the fact that, almost surely n logn
Vn log Vn
−→
n→∞
1
S
.
Now, if t ∈ [Un, Vn] for some n, then we have:
Lt ≤
n−1∑
k=1
L[Uk,Vk] + L[0,U1] +
n−1∑
k=1
L[Vk,Uk+1] + L[Un,t]
and we have for every ε > 0:
Px0
(
L[Un,t]
n logn
> ε
)
≤ Px0
(
sups∈[Un,Vn] L[Un,s]
n log n
> ε
)
= Pz
(
sups∈[0,V ] Ls
n logn
> ε
)
−→
n→∞
0.
where z is any point belonging to some ∂dα and V denote the hitting time of ∂Dα and
we conclude by the same reasoning as in the case t ∈ [Vn, Un+1].
4 Proof of theorem A.
Firstly, remark that there exists λ > 0 such that for any continuous path ω :
[0,∞[→ Σ \ S with ω(0) = a, we have:
||Holt(ω)|| ≤ eλLt(ω). (20)
Then from Item 1 in Proposition C and Item 2 in theorem 1.4, we deduce immediatly
Items 1 and 2 in theorem A.
The proof of Item 3 is more complicated essentially because, in general, we can find
elements X of π1(Σ \ S) which write as reduced words with arbitrarily big length and
such that ||ρ(X)|| is small.
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Write Σ \ S = H/Γ and let XNk be the sequence of elements of the fundamental
group Γ defined by the discretization procedure. By hypothesis, there exists a loop
α0 around a puncture p0 such that γ0 = ρ(α0) is a hyperbolic element. We denote
by y0 (resp. z0) the repulsive (resp. attractive) fixed point of γ0 and by s(ρ(XNk))
(resp. n(ρ(XNk))) the south (resp. north) pole of ρ(XNk) coming from the Cartan
decomposition of ρ(XNk). We have:
Lemma 4.1. Let (βk)k∈N be a sequence with βk −→
k→∞
0 and let (Ek)k≥1 be the sequence
of events defined by:
Ek = {d(s(ρ(XNk−1)), z0) ≥ βk}.
We have:
P˜(Ek) −→
k→∞
1.
Proof. To simplify the notations, we denote by Yk = ρ(XNk−1). We have:
P˜
(
d(s(Yk), z0) < βk
)
= P˜
(
d(n(Y −1k ), z0) < βk
)
= P˜
(
d(n(Yk), z0) < βk
)
The first equality is due to the fact that s(Yk) = n(Y
−1
k ) and the second one is due to
the fact that for every Y ∈ ρ(Γ), P˜(Yk = Y ) = P˜(Y −1k = Y ) which is a consequence of
the fact that the measure µ˜ is symmetric (see proposition 3.3).
Note that there exists Z(ω) ∈ CP1 such that almost surely n(Yk) −→
k→∞
Z. Moreover
Z is distributed on CP1 with respect to a µ˜-stationary measure ν.
Let ε > 0. As ν is non atomic, there exists α > 0 such that, for k big enough,
ν(D(z0, 2α)) < ε. Moreover, for k big enough, we have βk < α and hence the event
{d(n(Yk)), z0) < βk} is contained in {d(n(Yk)), z0) < α} which is equal to the union of
the events
{d(n(Yk), z0) < α} ∩ {d(z0, Z) < 2α}
and
{d(n(Yk), z0) < α} ∩ {d(z0, Z) ≥ 2α}.
This implies that:
P˜
(
d(n(Yk), z0) < βk
) ≤ P˜(d(z0, Z) < 2α)+ P˜(d(n(Yk), Z) > α).
Almost surely, n(Yk) −→
k→∞
Z. So, for k big enough, P˜
(
d(n(Yk), Z) > α
)
< ε. And
we also have P˜
(
d(z0, Z) < 2α
)
= ν(D(z0, 2α)) < ε.
This concludes the proof of the lemma.
Let t 7→ h(t) be as in the hypothesis of theorem A Item 3. Let t 7→ h˜(t) be
a nondecreasing positive function such that lim
t→∞
h˜(t) = +∞, lim
t→∞
h˜(t)
h(t)
= +∞ and∫∞
1
dt
h˜(t)
= +∞.
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Lemma 4.2. Let (Bk)k≥1 be the sequence of events defined by:
Bk = {X−1Nk−1XNk = αn0 with n ≥ h˜(k)}
We have:
P˜(Bk) ≥ cst
h˜(k)
.
Proof. The proof is a little bit technical but the lemma is essentially a consequence
of the following simple fact. Consider an Euclidean Brownian motion in C starting
at z = 1
2
. Let V be the hitting time of |z| = 1. For any Brownian path ω starting
at z = 1
2
, append ω|[0,V (ω)] with the geodesic going back to z = 12 . With probability
1, ω|[0,V (ω)] does not visit z = 0 and ω(V (ω)) 6= −1. Hence, this defines an element
α(ω) of π1(D
∗). Denoting by α0 a generator of π1(D∗), there exists n(ω) ∈ Z such that
α(ω) = α
n(ω)
0 . It is not difficult to see that n(ω) is distributed with respect to a Cauchy
law. By a simple calculation, this implies that:
P(n(ω) ≥ l) ∼l→∞ 1
l
.
Now, let us give a formal proof. Denote by d0 and D0 the two closed horodiscs
around the puncture p0 corresponding to the loop α0. Let B
′
k = {XN1 = αn0 with n ≥
h˜(k)}. We have:
P˜(B′k) = P˜(Bk).
Moreover,
B′k ⊃ {X1 = αn0 with n ≥ h˜(k)} ∩ {N1 = 1}
By the definition of the sequence Nk and inequality (15), we have:
{N1 = 1} = {α1 ≤ κ1} ⊃ {α1 ≤ 1
C2
},
we deduce that:
P˜(Bk) ≥ 1
C2
· Pm
({X1 = αn0 with n ≥ h˜(k)}),
where m is the Lebesgue measure on ∂VId.
Recall that, for the discretization procedure, we fixed a base point x0 ∈ H. As
at the beginning of the proof of proposition C, let us fix a Dirichlet fundamental
domain D associated with this base point and denote by p : H → H/Γ = Σ \ S the
universal covering map. For every X ∈ π1(Σ \ S), we denoted by FX = X ·DH(x0, δ)
and VX = X · DH(x0, δ′) with δ < δ′. We can choose δ′ small enough so that VId is
included in the interior of the Dirichlet fundamental domain. On the probability space
(Ω,Pm =
∫
Px · dm(x)), define the set B′′k as the set of Brownian paths
1. hitting p−1(d0) before hitting the boundary of D,
2. then hitting the boundary of p−1(D0) at a point of αn0 ·D with n ≥ h˜(k),
3. and then hitting Fαn0 before hitting ∪α6=αn0Fα.
19
By construction, we have Pm
({X1 = αn0 with n ≥ h˜(k)}) ≥ Pm(B′′k). Using the no-
tation TA for the hitting time of a closed set A and recalling that LT stands for the
length of the homotopic word between the times 0 and T , we have by the strong Markov
property:
Pm(B
′′
k) ≥
∑
n≥h˜(k)
Pm
(
Tp−1(d0) ≤ T∂D
) · 1
2
inf
y∈D∩∂p−1(d0)
Py
(
LT
∂p−1(D0)
= n
)
· inf
z∈αn0D∩∂p−1(D0)
Pz
(
TFαn
0
≤ T∪γ 6=αn
0
Fγ
)
.
As αn0 is an isometry, we have:
inf
z∈αn0D∩∂p−1(D0)
Pz
(
TFαn
0
≤ T∪γ 6=αn
0
Fγ
)
= inf
z∈D∩∂p−1(D0)
Pz
(
TFId ≤ T∪γ 6=IdFγ
)
,
and we deduce:
Pm(B
′′
k) ≥ Pm
(
TD∩p−1(d0) ≤ T∂D
) · inf
z∈D∩∂p−1(D0)
Pz
(
TFId ≤ T∪γ 6=IdFγ
)
· 1
2
∑
n≥h˜(k)
inf
y∈D∩∂p−1(d0)
Py
(
LT∂p−1(D0)
= n
)
= Pm
(
TD∩p−1(d0) ≤ T∂D
) · inf
z∈D∩∂p−1(D0)
Pz
(
TFId ≤ T∪γ 6=IdFγ
)
· 1
2
inf
y∈D∩∂p−1(d0)
Py
(
LT∂p−1(D0)
≥ h˜(k)).
One convinces easily that there is a constant C > 0 such that:
Pm
(
TD∩p−1(d0) ≤ T∂D
) · inf
z∈D∩∂p−1(D0)
Pz
(
TFId ≤ T∪γ 6=IdFγ
) ≥ C
In order to evaluate the last term infy∈D∩ 1
2
p−1(d0)
Py
(
LT
∂p−1(D0)
≥ h˜(k)), it is easier
to think the Brownian motion running on the surface Σ instead of thinking it on its
universal cover H. As in the proof of proposition C, we identify D0 (resp. d0) with
Deucl(0, 1)\{0} ⊂ C (resp. Deucl(0, r)\{0} with 0 < r < 1) by some bijective conformal
map. For an Euclidean Brownian motion starting at a point τ of ∂Deucl(0, r), let θt
be a local continuous determination of the winding around 0. If V denotes the hitting
time of ∂Deucl(0, 1), then we have:
inf
y∈D∩p−1(d0)
Py
(
LT
∂p−1(D0)
≥ h˜(k)) = Pτ(θV ≥ 2πh˜(k)).
As the law of θV is that of a Cauchy law with parameter a = log
1
r
(i.e. the distribution
law of θV is
1
pi
· a
a2+x2
), a simple calculation gives that
Pτ
(
θV ≥ 2πh˜(k)
) ∼ 1
h˜(k)
and the lemma is proved.
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End of the proof of the theorem. We start with the following general result from
probability theory:
Lemma 4.3. Let (An)n≥1 and (Bn)n≥1 be two sequences of events. Assume that:
1. The two sequences (An)n≥1 and (Bn)n≥1 are independent.
2. Almost surely, Bn is realized infinitely often.
3. P(An) −→
n→∞
1.
Then, almost surely An ∩ Bn is realized infinitely often.
Proof. Almost surely, Bn is realized infinitely often. Hence, for almost every ω, there
exists a subsequence Nk(ω) such that ω ∈ BNk(ω) for every k ∈ N∗. Define the event
Ck = {ω ∈ ANk(ω)}. We are going to prove that P(Ck) −→
k→∞
1. It is an easy exercice
to check that this implie that almost surely, Ck is realized infinitely often. The result
follows immediatly.
P(Ck) =
∑
l≥1
P({ω ∈ ANk(ω)} ∩ {Nk(ω) = l})
=
∑
l≥1
P(Al ∩ {Nk(ω) = l}).
The sequences An and Bn being independent, we deduce that the sequences An and
Nk are also independent. And then, we get:
P(Ck) =
∑
l≥1
P(Al) · P(Nk = l).
Let ε > 0. By the third hypothesis, there exist l0 ∈ N∗ such that for every l ≥ l0, we
have: P(Al) ≥ 1− ε. Take k ≥ l0, we have:
P(Ck) =
l0−1∑
l=1
P(Al) · P(Nk = l) +
∑
l≥l0
P(Al) · P(Nk = l).
As (Nk) is a subsequence, we have Nk ≥ k. So if l ≤ l0 − 1 and k ≥ l0, we have:
P(Nk = l) = 0. Hence we get for k ≥ l0:
P(Ck) ≥ (1− ε) ·
∑
l≥l0
P(Nk = l) = 1− ε.
By lemma 4.2, we have P˜(Bk) ≥ cst
h˜(k)
. As
∑
k≥1
cst
h˜(k)
= ∞ and the Bk are indepen-
dent, we deduce by Borel-Cantelli lemma that almost surely Bk is realized infinitely
often.
On the other hand, define Ak by:
Ak = {D
(
z0, C1|λ|−h˜(k)
) ∩D(s(ρ(XNk−1)), ||ρ(XNk−1)||−1) = ∅.}
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where λ is the eigenvalue of γ0 with |λ| > 1 and C1 is the positive constant associated
with γ0 given by lemma 2.3. As ||ρ(XNk)|| −→
k→∞
∞ and h˜(k) −→
k→∞
∞, we deduce that:
P˜(Ak) = P˜
(
d(z0, s(ρ(XNk−1))) > C1|λ|−h˜(k) + ||ρ(XNk−1)||−1
)
−→
k→∞
1,
by lemma 4.1.
As (Ak)k≥1 and (Bk)k≥1 are independent, we deduce from lemma 4.3 that almost
surely Ak ∩Bk is realized infinitely often. So, almost surely, for infinitely many values
of k, there exists an integer n ≥ h˜(k) such that:
1. ρ(XNk) = ρ(XNk−1) · γn0 (21)
2. D
(
z0, C1|λ|−h˜(k)
) ∩D(s(ρ(XNk−1)), ||ρ(XNk−1)||−1) = ∅. (22)
Fix k satisfying the two previous items. By lemma 2.3, we have:
γn0
(
D
(
y0, C1|λ|−h˜(k)
)c) ⊂ D(z0, C1|λ|−h˜(k)). (23)
Let C2 ≥ 1 be a constant satisfying lemma 2.4. We have:
ρ(XNk)
(
D
(
y0, C1|λ|−h˜(k)
)c)
= ρ(XNk−1) · γn0
(
D
(
y0, C1|λ|−h˜(k)
)c)
⊂ ρ(XNk−1)
(
D
(
z0, C1|λ|−h˜(k)
))
⊂ D(ρ(XNk−1)z0 , C1C2|λ|−h˜(k)).
The first line comes from (21), the second one from (23) and the third one from (22)
and lemma 2.4. As C2 ≥ 1, this implies that:
ρ(XNk)
(
D
(
y0, C1C2|λ|−h˜(k)
)c) ⊂ D(ρ(XNk−1)z0 , C1C2|λ|−h˜(k)),
which implies, by lemma 2.2:
||ρ(XNk)|| ≥
√
1− (3C1C2|λ|−h˜(k))2
3C1C2|λ|−h˜(k)
≥ AeBh˜(k)
for some positive constants A and B. This implies that:
1
h(k)
· log ||ρ(XNk)|| ≥
logA
h(k)
+B · h˜(k)
h(k)
.
The last inequalitie being true for infinitely many values of k ans as h˜(k)
h(k)
−→
k→∞
∞, we
deduce:
lim sup
k→∞
1
h(k)
· log ||ρ(XNk)|| =∞.
The theorem follows from the facts thatHolSNk = (ρ(XNk))
−1, ||ρ(XNk)|| = ||ρ(XNk)−1||
and
SNk
k
−→
k→∞
T > 0.
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5 Proof of theorem D.
This theorem was proved in [Hus, Theorem 6.1] in the non-hyperbolic case. From
now on, assume that we are in the hyperbolic case (i.e. there exists a loop around a
puncture with hyperbolic monodromy). The idea of the proof in this case is the same
as in the non-hyperbolic case. Hence, for more details, we refer the reader to [Hus].
Let ω˜ = (ω, α) ∈ Ω˜. The path ω can be written as an infinite concatenation of
paths:
ω = β0 ∗ ω0 ∗ β1 ∗ ω1 ∗ · · ·,
where β0 = ω|[0,SN0 ], for k ≥ 0, ωk = ω|[SNk ,RNk+1 ] and for k ≥ 1, βk = ω|[RNk ,SNk ]. Let
ck(t) = X
−1
Nk
· ωk(t − SNk). The (ck)k∈N form a family of portions of Brownian paths
independent and identically distributed: the distibution law of their starting point is
the hitting measure of ∂VId = ∂D(x0, δ
′) for a Brownian motion starting at x0 and
they are stopped at time RNk+1 − SNk .
ω = β0 ∗XN0c0 ∗ β1 ∗XN1c1 ∗ · · ·
Because of the ρ-equivariance, we have:
D(ω) = D(β0) ∗ ρ(XN0)D(c0) ∗ D(β1) ∗ ρ(XN1)D(c1) ∗ · · ·
Now, we are going to push forward the right random walk XNk by ρ in order to
obtain a right random walk in the monodromy group ρ(Γ). For this, we write µ˜ = ρ∗µ
(where µ is the probability measure in Γ defined by the discretization procedure) and
YNk = ρ(XNk). The process (YNk)k≥0 is a realisation of a right random walk in ρ(Γ)
with law µ˜.
We have:
Lemma 5.1. Let λ′ > λ · C · T where the constants λ, C and T are given respectively
by (20), propositions C and 3.3 and let:
Ak =
{
||YNk|| ≤ eλ
′k log k
}
.
Then, P˜(Ak) −→
k→∞
1.
Proof. By (20), we have ||YNk|| = ||HolSNk || ≤ e
λLSNk . Hence:
P˜(Ak) ≥ P˜
(
e
λLSNk ≤ eλ′k log k
)
= P˜
(
LSNk
k log k
≤ λ
′
λ
)
= P˜
(
LSNk
SNk log SNk
· SNk logSNk
k log k
≤ C · λ
′
λCT
T
)
≥ P˜
({
LSNk
SNk log SNk
≤ C
}
∩
{
SNk logSNk
k log k
≤ λ
′
λCT
T
})
≥ 1− P˜
(
LSNk
SNk log SNk
> C
)
− P˜
(
SNk logSNk
k log k
>
λ′
λCT
T
)
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As
SNk
k
−→
k→∞
T and λ
′
λCT
> 1, we deduce that P˜
(
SNk logSNk
k log k
> λ
′
λCT
T
)
−→
k→∞
0. And, by
proposition C, we have P˜
(
LSNk
SNk logSNk
> C
)
−→
k→∞
0. The proof is complete.
Lemma 5.2. Let:
Bk = {D(ck) ∩D(sk, e−2λ′k·log k) 6= ∅} ∩ {D(ck) ∩ (D(sk, ||YNk||−1))c 6= ∅.}
where sk is the south pole of YNk coming from Cartan’s decomposition. Then almost
surely, Bk occurs infinitely often.
Proof. Let Fk be the canonical filtration associated with the sequence (Bk)k≥0 (i.e Fk
is the σ-field generated by B0, · · · , Bk). By the second Borel-Cantelli lemma (see [Dur,
Theorem 5.3.2]), it is enough to prove that almost surely:∑
k≥0
P˜(Bk/Fk−1) =∞.
As ||YNk||−1 −→
k→∞
0, the event {D(ck) ∩ (D(sk, ||YNk||−1))c 6= ∅.} is certain for k big
enough. Hence:
P˜(Bk/Fk−1) = P˜(D(ck) ∩D(sk, e−2λ′k·log k) 6= ∅/Fk−1).
Note also that by construction, sk depends only on the set XN1, · · · , XNk (i.e. it
depends on the set γN1 , · · · , γNk) and ck depends only on X−1NkXNk+1 = γNk+1. As the
γNi are mutually independent, we deduce that sk and ck are independent. Hence almost
surely:
P˜ (Bk/Fk−1) ≥ inf
y∈CP1
P˜
(
D(ck) ∩D(y, e−2λ′k log k) 6= ∅/Fk−1
)
.
As D(ck) and Fk−1 are independent, we deduce that almost surely:
P˜
(
D(ck) ∩D(y, e−2λ′k log k) 6= ∅/Fk−1
)
= P˜
(
D(ck) ∩D(y, e−2λ′k log k) 6= ∅
)
.
As D is onto, there is a compact K ∈ H and a positive constant α such that for every
y ∈ CP1, and every k big enough, D−1 (D(y, e−2λ′k·log k))∩K contains a disc Dk,y with
radius e−αk log k. Hence,
P˜(Ek/Fk−1) ≥ inf
y∈CP1
P˜
(
ck ∩ D−1(D(y, e−2λ′k log k) 6= ∅
)
≥ inf
y∈CP1
P˜ (ck ∩Dk,y 6= ∅)
≥ inf
y∈CP1
Pεx0
(
TDk,y ≤ T∪Fγ
)
where εx0 is the hitting measure of ∂VId for a Brownian motion starting at x0 and TA
is the hitting time of A. As for every y ∈ CP1, the disc Dk,y has radius e−αk log k and
is included in the compact K, this last probability is bigger than cst
k log k
(this is a direct
adaptation of [Hus, Lemma 6.6]). As
∑
k∈N∗
1
k log k
=∞, the proof is complete.
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Proposition 5.3. Almost surely, for infinitely many values of k, we have:
1. YNk
(
D(sk, ||YNk||−1)c
) ⊂ D(nk, ||YNk||−1),
2. D(ck) ∩ (D(sk, ||YNk||−1))c 6= ∅,
3. YNk
(
D(sk, e−2λ
′k log k)
) ⊂ D (nk, 12)c ,
4. D(ck) ∩D(sk, e−2λ′k log k) 6= ∅.
Proof. By lemmas 5.1, 5.2 and 4.3, we have that almost surely Ak∩Bk occurs infinitely
often. Choose k ∈ N such that Ak ∩ Bk occurs. Then Item 2 and 4 are satisfied. We
also have ||YNk || ≤ eλ
′k log k. Hence, applying (8) in lemma 2.1, we obtain:
YNk
(
D(sk, e−2λ
′k·log k)
)
⊂ YNk
(
D(sk, ||YNk||−2)
)
= D
(
nk,
1
2
)c
.
So Item 3 is satisfied. To check that Item 1 is also true, let αk =
1√
1+||YNk ||2
(which is
equivalent to ||YNk|| =
√
1−α2
k
αk
). Noticing that αk ≤ ||YNk||−1 and using (6) in lemma
2.1, we obtain:
YNk
(
D(sk, ||YNk||−1)c
) ⊂ YNk(D(sk, αk)c)
= D(nk, αk)
⊂ D(nk, ||YNk||−1).
End of the proof of Theorem D. The previous proposition implies that almost
surely, for infinitely many values of k, the portion ρ(XNk)D(ck) of the path D(ω) visits
D(nk, ||YNk||−1) and D
(
nk,
1
2
)c
. As ||YNk||−1 −→
k→∞
0, this proves that D(ω(t)) does not
have limit when t goes to infinity.
6 Proof of theorem B.
We repeat the proof of [Hus]. Let (M,Π,F ,Σ, ρ,S) be a Riccati foliation. Let F be
a non invariant fiber, s0 a section of Π and denote by S0 := s0(Σ). By sliding along the
leaves, We can transport the unique complex projective structure defined on F ∼= CP1.
We obtain a branched complex projective structure on S0 \ s0(S) ∼= Σ \ S whose mon-
odromy representation is the monodromy representation of the foliation (the branched
points are the points of S0 where the foliation is tangent to S0). By definition, if p0 ∈ S0
is not a branched point and if h : (F, p)→ (S0, p0) is a holonomy germ of the foliation,
the analytic continuation of h−1 defines a developing map D0 of the complex projective
structure on S0 \ s0(S). By assumption, D0 is onto, then we can apply theorem D: for
almost every Brownian path ω ∈ Ωp0 , the path (D0(ω(t)))t≥0 does not have limit when
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t goes to ∞. By conformal invariance of Brownian motion, this is equivalent to the
following: h can be analytically continued along almost every Brownian path ω ∈ Ωp.
This finishes the proof of Item 1.
For the proof of the second item, consider another section s1 of Π and denote by
S1 := s1(Σ) and let h : (S1, p1)→ (S0, p0) be a holonomy germ.
First case: p1 (and then p0) does not belong to Π
−1(S). Then h can be written
h = D−10 ◦ D1 where D1 is also a developing map associated with the branched
projective structure on S1\s1(S). By conformal invariance, the image of a generic
Brownian path starting at p1 by D1 is a Brownian path in CP1 (possibly stopped
at a stopping time T < ∞ because we did not assume that D1 is onto) along
which D−10 can be analytically continued by Item 1.
Second case: p1 (and then p0) belongs to Π
−1(S). Then, h is the germ of a holonomy
biholomorphism between two small neighborhood of p1 in S1 and p0 in S0. We
conclude by the first case and the strong Markov property.
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