Abstract-Detecting and segmenting salient objects in natural scenes, also known as salient object detection, has attracted a lot of focused research in computer vision and has resulted in many applications. However, while many such models exist, a deep understanding of achievements and issues is lacking. We aim to provide a comprehensive review of the recent progress in this field. We situate salient object detection among other closely related areas such as generic scene segmentation, object proposal generation, and saliency for fixation prediction. Covering 256 publications we survey i) roots, key concepts, and tasks, ii) core techniques and main modeling trends, and iii) datasets and evaluation metrics in salient object detection. We also discuss open problems such as evaluation metrics and dataset bias in model performance and suggest future research directions.
INTRODUCTION
H UMANS are able to detect visually distinctive (so called salient) scene regions effortlessly and rapidly (pre-attentive stage). These filtered regions are then perceived and processed in finer details for extraction of richer high-level information (attentive stage). This capability has long been studied by cognitive scientists and has recently attracted a lot of interest in the computer vision community mainly because it helps find the objects or regions that efficiently represent a scene and thus harness complex vision problems such as scene understanding.
One of the earliest saliency models, which generated the first wave of interest across multiple disciplines including cognitive psychology, neuroscience, and computer vision, is proposed by Itti et al. [1] (see Fig. 1 ). This model is an implementation of earlier general computational frameworks and psychological theories of bottom-up attention based on center-surround mechanisms (e.g., Feature Integration Theory (FIT) by Treisman and Gelade [2] , Guided Search Model by Wolfe et al. [3] , and Computational Attention Architecture by Koch and Ullman [4] ). In [1] , Itti et al. show examples where their model is able to detect spatial discontinuities in scenes. Subsequent behavioral (e.g., [5] ) and computational studies (e.g., [6] ) start to predict fixations with saliency maps to verify saliency models and to understand human visual attention. A second wave of interest (our main focus in this paper) appears with works of Liu et al. [7] , [8] and Achanta et al. [9] who define saliency detection as a binary segmentation problem. These works themselves are inspired by some earlier models striving for detecting regions (e.g.,
• A. Borji Ma and Zhang [10] , Liu and Gleicher [11] , and Walther et al. [12] ). Since then a plethora of saliency models have emerged that have blurred the boundary between these two category of models. Further, it has been less clear where this new definition stands, as it shares many concepts with other established computer vision areas such as image segmentation algorithms (e.g., [13] , [14] ), category independent object proposal generation approaches (e.g., [15] , [16] ), fixation prediction models (e.g. [6] , [17] - [20] ), and object detection methods (e.g., [21] , [22] ). One of our main goals here is to thoroughly review the literature, clarify less understood challenges, and offer learned lessons from existing works.
In addition to the fast, bottom-up, involuntary, and stimulus-driven stage of attention which is of main interest in computer vision community, there exists a slower, topdown, voluntary, and goal-driven stage of attention which is relatively less explored due to the complexity and variety of daily tasks and behaviors (see for example [23] - [25] ). Further, subjective factors such as age, culture, and experience regulate attention. For example, a detective sees a crime scene differently than a policeman or a pedestrian.
Some related topics, closely or remotely, to visual saliency include: object importance [26] - [28] , memorability [29] , scene clutter [30] , video interestingness [31] - [34] , surprise [35] , image quality assessment [36] , [37] , scene typicality [38] , [39] , aesthetic [33] , and attributes [40] .
An enormous amount of research has been undertaken to study attention through discovering where people look in an image (e.g., [1] , [4] , [41] ). Previous research has shown that eyes are drawn to informative and salient areas in a scene (e.g., [1] , [5] , [6] ). Fewer studies, however, have addressed what explicitly stands out in a scene, and therefore contribute more to perception, understanding, and representation of a scene. Elazary and Itti [42] , analyzing LabelMe annotation data [43] , demonstrate that human observers tend to annotate more salient objects first. They hence conclude that salient objects are interesting. Masciocchi et al. [44] address decision processes by which humans choose points in a scene as the most interesting ones by mouse clicking on 5 most interesting locations. Using a large observer population (>1000 in a web-based study), they find that interest selections are correlated with eye movements, and both types of data correlate with bottomup saliency. Recently, Borji et al. [45] conduct two experi-
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The First Wave [1998 -2007] The Second Wave [2007-Present] ments in which they asked 70 observers to explicitly choose the most outstanding (i.e., salient) object in a scene. In the first experiment, observers view scenes with only two objects. In the second experiment they ask observers to draw a polygon around the most salient object (see Fig. 2 ). These experiments reveal that: 1) observers agree in their judgments, and 2) observers' judgments agree with saliency and eye movement maps. Similar results have been shown by Koehler et al. [46] . As in [44] , [45] , they ask observers to click on salient locations in natural scenes. While the most salient [45] , important [26] , or interesting [34] , [42] , [47] objects may tell us a lot about a scene, eventually it might be a subset of objects that can minimally describe a scene. This has been addressed in the past somewhat indirectly in contexts of saliency [48] , language and attention [49] , and phrasal recognition [40] , [50] .
What is Salient Object Detection about?
"Salient object detection" or "Salient object segmentation" is commonly interpreted in computer vision as a process that includes two stages: 1) detecting the most salient object and 2) segmenting the accurate boundary of that object. Rarely, however, have models explicitly distinguished these two stages (with few exceptions such as [51] - [53] ). Following the traditional works by Itti et al. [1] and Liu et al. [7] , models adopt saliency concept to simultaneously perform two stages together. This is witnessed by the fact that these stages have not been separately evaluated and area-based scores have often been employed for model benchmarking (e.g., Precision-recall). The first stage does not necessarily need to be limited to one object. The majority of existing models have attempted to segment the most salient object, although their prediction maps can be used to find several objects in the scene. The second stage falls in the realm of classic segmentation problems in computer vision but has certain differences. For example, here accuracy is mainly determined by the most salient object. In the next section, we briefly review what people perceive as the most salient, interesting, or outstanding in a scene from a cognitive perspective. Finally, in the discussion section, we will get back to these points and propose new ways to address salient object detection. [45] . Left (right) column shows a case where humans are less (more) consistent in choosing the object that stands out the most in the scene. Dots represent 3-second free-viewing fixations.
In general, it is agreed that for good saliency detection a model should meet at least the following three criteria: 1) good detection: the probabilities of missing real salient regions and falsely marking background as salient regions should be low; 2) high resolution: saliency maps should have high or full resolution to accurately locate salient objects and retain original image information; and 3) computational efficiency: as front-ends to other complex processes, these models should detect salient regions quickly.
Closely Related Research Areas
Here, we briefly explain similarities and differences of some closely related areas to salient object detection. Fig. 3 shows an illustration of models in these categories.
Fixation prediction
The emergence of salient object detection models is driven by the requirement of saliency-based applications (e.g., content-aware image resizing [48] , [58] , [59] ), while fixation prediction models are constructed originally to understand human visual attention and eye movement prediction [1] , [4] . Salient object detection and fixation prediction models have two fundamental differences. First, the former models aim to detect and segment the most salient object(s) as a whole by drawing pixel-accurate silhouettes, while the latter models only aim to predict points that people look at (freeviewing of natural scenes usually for 3-5 seconds). In theory, a model that works very well on one problem should not work well on the other. For example, salient object detection models segment the whole salient object and will generate a lot of false positives when evaluated with human fixations. On the contrary, fixation prediction models will miss a lot of points inside the salient object, leading to numerous false negatives when evaluated with salient object masks. Second, due to the existence of noise in eye tracking or observers' saccade landing (typically around 1 degree ∼ 30 pixels), highly accurate pixel-level saliency maps are less desired in fixation prediction. In fact, due to these noises, sometimes blurring/smoothing prediction maps increases the model performance [52] , [60] . On the contrary, salient object detection producing maps that can accurately distinguish object boundaries are highly desirable, especially in
Sample results produced by different models: (b) salient object detection [54] , (c) fixation prediction [1] , (d) image segmentation (regions with various sizes) [55] , (e) image segmentation (superpixels with comparable sizes) [56] , and (f) object proposals (true positives) [57] .
applications. Note that a typical ground-truth fixation map includes several fixation dots, while a typical ground-truth salient object map usually contains several positive regions composed of many pixels.
In practice, models, whether they address salient object segmentation or fixation prediction, are applicable interchangeably as both entail generating similar saliency maps. For example, several researches have been thresholding their saliency maps, originally designed to predict fixations, to detect and segment salient proto-objects (e.g., [18] , [61] , [62] ). Also different evaluation and benchmarks have been recently devoted for comparing models in these categories.
Image Segmentation
Image segmentation (including semantic scene labeling or semantic segmentation) is one of the very-well researched areas in computer vision (e.g., [63] ). Their aim is to assign each pixel a label indicating the object or background it belongs to. In contrast, salient object detection models only care about the most salient object(s) and treat the segmentation task as a binary labeling problem similar to the classic figure-ground problem in segmentation literature (although they generate smooth maps with confidence levels at each point). The aim is to tell whether a pixel belongs to the most salient object. In practice, it is possible to first segment the entire scene and then choose the object that is the most salient one. This approach, however, has not been followed in the past due to two possible reasons: 1) highly accurate general segmentation algorithms still do not exist and 2) such approach will be slow while detecting and segmenting salient objects should be fast since this process is often a preprocessing stage to more complex operations (i.e., salient object detection is often not the sole goal). To balance between these two challenges, recently salient detection models have taken advantage of superpixels (useful intermediate representation of a scene that extracts homogeneous regions) which are not very accurate in segmenting objects (often over-or under-segment the scene) but are very fast to compute.
Object Proposal Generation
Object proposal generation models or objectness measures attempt to generate a small set (e.g., a few hundreds or thousands) of object regions, so that these regions cover every objects in the input image, regardless of the specific categories of those objects (i.e., generic over categories) [57] , [64] - [67] . When compared to traditional sliding window based object detection paradigm [22] , [68] , estimating object proposals in a pre-processing stage has three major advantages: 1) better accords with our human mental recognition behavior which quickly perceives objects before identifying them [69] , [70] ; 2) greatly speeds up the computation by reducing the search locations (e.g., from typically a few millions to less than a few thousands), especially when the number of object classes that need to be detected is high [71] , and 3) also improves the detection accuracy by allowing the usage of stronger classifiers during testing [72] .
Object proposal generation and salient object detection approaches are tightly linked. On one hand, the former approaches consider saliency as an useful cue for measuring objectness of a region [15] , [64] . In other words, an object is more likely to be salient than a region on the background. This is based on a finding that image background is usually more structured and homogeneous (thus less salient) than objects [42] , [45] . On the other hand, the latter approaches use objectness measures to assign higher saliency values to objects rather than the background (e.g., [73] ).
Organization of the Paper
In Sec. 2, we critically and exhaustively review the salient object detection literature as well as closely related topics such as segmentation, fixation prediction, and object proposal generation models. In Sec. 3, we review common datasets, evaluation measures and issues pertaining to models, and, finally, in Sec. 4 and 5, we discuss the probable challenges and summarize learned lessons and highlight future directions to advance the field.
SURVEY OF THE STATE OF THE ART
In this section, we review related works in 3 categories, including: 1) salient object detection models; 2) models in related areas such as fixation prediction, image segmentation, and object proposal generation; and 3) applications of salient object detection. Note that many of these models are inherently correlated and in many cases a model can be interpreted from multiple perspectives. Thus our review will be mainly guided by the major "waves" in the chronicle of salient object detection (as shown in Fig. 1 ). Here, we use terms "salient object detection" and "salient region detection" interchangeably. Note that there is no sharp boundary among these models and often model predictions can be used for several purposes. Our categorization here is mainly based on the author's use of the original model.
Salient Object Detection Models
In the past decades, a lot of approaches have been proposed for detecting salient or interesting objects in images. Except for several studies on segmenting object-of-interest (e.g., [74] - [76] ), most of these approaches aim to identify the salient subsets 1 from images first (i.e., compute a saliency 1 . Visual subsets could be pixels, blocks, superpixels and regions. Blocks are rectangular patches uniformly sampled from the image (pixels are 1 × 1 blocks). Superpixel and region are perceptually homogeneous image patches that are aligned with intensity edges. In the same image, superpixels often have comparable but different sizes, while the shapes and sizes of regions may change remarkably. map) and then integrate them to segment the whole salient objects. Generally, these approaches share the following two major attributes:
(1) Block-based vs. Region-based analysis. In existing works, there are mainly two kinds of visual subsets, including blocks and regions 2 , that are used to detect salient objects. Blocks are usually adopted by many early approaches, while regions are increasingly popular with the development of superpixel algorithms.
(2) Intrinsic cues vs. Extrinsic cues. When detecting salient objects, a key step is to distinguish salient targets from distractors. Toward this end, some approaches propose to extract various cues only from the input image itself to pop-out targets and suppress distractors (i.e., the intrinsic cues). However, other approaches argue that targets and distractors may share some common visual attributes and the intrinsic cues are often insufficient to distinguish them. Therefore, they incorporate extrinsic cues such as user annotations, depth map, or statistical information of similar images to facilitate detecting salient objects in the image.
Since most of the existing models aim to produce saliency maps, in this review we divide most of existing salient object detection approaches into three major subgroups according to such two attributes, including block-based models with intrinsic cues, region-based model with intrinsic cues, and models with extrinsic cues. In these groups, we focus on reviewing how to compute saliency maps. Salient object segmentation can be achieved by binarizing a saliency map with a fixed or adaptive threshold. Meanwhile, some other researchers concentrate on more sophisticated segmentation or localization algorithms. There also exist several approaches that can not be simply assigned to any of previous three subgroups. We categorize them as other models and review them in a separate subgroup. In the rest part of this section, we review models from all the four subgroups and provide algorithm details of the representative ones. A complete list of the reviewed models are illustrated in Fig. 4, Fig. 5 , and Fig. 6 .
Block-based Models with Intrinsic Cues
In this subsection, we mainly review salient object detection models which utilize intrinsic cues extracted from blocks. Following the seminal work of Itti et al. [1] , salient object detection is widely defined as capturing the uniqueness, distinctiveness, or rarity of a scene.
In early stages [9] - [11] , uniqueness is widely studied as pixel-wise center-surround contrast. Hu et al. [77] represent the input image in a 2D space using polar transformation of its features so that each region in the images can be mapped into a 1D linear subspace. After that, the Generalized Principal Component Analysis (GPCA) [78] is used to estimate the linear subspaces without actually segmenting the image. Finally, the attentive (salient) regions are selected by measuring feature contrasts as well as geometric properties of regions. Rosin [79] proposes an efficient approach for detecting salient objects. The whole approach is parameter-free and requires only very simple pixel-wise operations such as edge detection, threshold decomposition and moment preserving binarization. Valenti et al. [80] propose an isophotebased framework where the saliency map is estimated by 2 . In this review, the term "block" is used to represent pixels and patches, while "superpixel" and "region" are used interchangeably.
linearly combining the saliency maps computed in terms of curvedness, color boosting, and isocenters clustering.
In an influential study, Achanta et al. [81] adopt a frequency-tuned approach to compute full resolution saliency maps by simply measuring the pixel-wise color difference between the smoothed image pixels and average color of the image. The saliency of pixel x is computed as:
where Iµ is the mean pixel value of the image (e.g., RGB/Lab features) and Iω hc is a Gaussian blurred version of the input image (e.g., using a 5 × 5 kernel). Without any prior knowledge of the sizes of salient objects, multi-scale contrast is frequently adopted for robustness purpose [7] , [11] . To that end, a L-layer Gaussian pyramid is first constructed in [7] , [11] . Let I (l) be the image at the lth-level of the pyramid, the saliency score of pixel x is defined as:
where N (x) is a 9 × 9 neighboring window centered at x. Even with such multi-scale enhancement, intrinsic cues derived on pixel-level are often too poor to support object segmentation. The contrast analysis is thus extended to the patch level. Following the center-surround mechanism suggested in [1] , the contrast of a patch is always defined as its contrast with the surrounding patches [7] , [9] , [82] , [83] 3 . Given a rectangle R(x) centered at pixel x and its surrounding strip RS(x) with the same area of R(x), the uniqueness of x can be measured by the difference between R(x) and RS(x) (e.g., the χ 2 distance of color histograms). In the implementation, the most distinct rectangle R * (x) and R * S (x) are found by enumerating a large number of candidate aspect ratios and sizes for R and RS until the largest center-surround difference is reached. As a consequence, the saliency score of a pixel x can be computed as:
where w xx is a Gaussian weight between two pixels, which has small value if they are far away. Later in [82] , such center-surround contrasts are computed in an information-theoretic way by using the Kullback-Leibler Divergence on difference features such as intensity, color and orientation.
Li et al. [83] study the center-surround contrast as a costsensitive max-margin classification problem. In particular, the center patch is thought of as a positive sample while the surrounding patches are all used as negative samples. The saliency of the center patch is determined by its separability from surroundings based on the trained cost-sensitive Support Vector Machine (SVM).
Patch uniqueness is also defined as its global contrast with others [48] . Intuitively, a patch is considered to be salient if it is remarkably distinct from its most similar patches, while their spatial distances are taken into account.
In a recent work [84] , Margolin et al. propose to define the uniqueness of a patch by measuring its distance to the average patch based on the observation that distinct 3 . Though [7] is categorized as an extrinsic model in our review, the extraction of salient object features only involves intrinsic cues.
patches are more scattered than non-distinct ones in the high-dimensional space. To further incorporate the patch distributions on each single image, the uniqueness of a patch is measured by projecting its path to the average patch onto the principal components of the image. To this end, the saliency score of a patch px centered at pixel x is defined as
wherepx is the coordinates of px in the PCA coordinated system. To sum up, approaches in Sec. 2.1.1 aim to detect salient objects based on pixels or patches where only intrinsic cues are utilized. These approaches usually suffer from two shortcomings: i) high-contrast edges usually stand out instead of the salient object, and ii) the boundary of the salient object is not preserved well (especially when using large blocks). To overcome these issues, more and more methods propose to compute the saliency map based on regions. This offers two main advantages. First, the number of regions is far less than the number of blocks, which implies the potential to develop highly efficient algorithms. Second, more sophisticated features can be extracted from regions, leading to better performance. These region-based approaches will be discussed in the next subsection.
Region-based Models with Intrinsic Cues
Saliency models in the second subgroup adopt intrinsic cues extracted from image regions to estimate their saliency scores. Different from the block-based models, region-based models often segment an input image into regions aligned with intensity edges first and then compute a regional saliency map.
As an early attempt, in [11] , the regional saliency score is defined as the average saliency scores of its contained pixels, defined in terms of multi-scale contrast. Yu et al. [85] propose a set of rules to determine the background scores of each region based on observations from background and salient regions.
Saliency, defined as uniqueness in terms of global regional contrast, is widely studied in existing approaches [86] - [90] . In [86] , a region-based saliency algorithm is introduced by measuring the global contrast between the target region with respect to all other regions in the image. Generally, the input image is first fragmented into N regions {ri} N i=1 . Saliency value of the region ri can be measured as:
where Dr(ri, rj) captures the appearance contrast between two regions. Higher saliency scores will be assigned to regions with large global contrast. wij is a weight term between regions ri and rj, which can serve as spatial weighting purpose by giving farther regions less contributions to the saliency score than close ones. Sometimes, wij is also introduced to account for the irregular size of the region ri depending on the method used for segmentation (e.g., the graph-based segmentation [91] , mean-shift [55] algorithm, or clustering). It is often uniformly set if compact superpixels are generated using such as SLIC [56] or Turbopixel [92] algorithms. Perazzi et al. [54] demonstrate that if Dr(ri, rj) is defined as Euclidean distance of colors between ri and rj, the global contrast can be efficiently computed using a Gaussian blurring kernel. In specific, Eq. 5 can be re-written as follows:
where ci is the average color of ri. The first term is a constant while the later two can be evaluated using a Gaussian blurring kernel on the color cj and squared color c 2 j . If wij is a Gaussian spatial weighting term, the complexity of evaluating (6) for all elements can be reduced from O(N 2 ) to O(N ) by evaluating (7) using efficient filtering based techniques [93] .
In addition to color uniqueness, distinctiveness of complementary cues such as texture [88] and structure [94] are also considered for salient object detection. Margolin et al. [84] propose to combine the regional uniqueness and patch distinctiveness to form the saliency map.
Instead of maintaining a hard region index for each pixel, a soft abstraction is proposed in [89] to generate a set of large scale perceptually homogeneous regions using histogram quantization and a global Gaussian Mixture Model (GMM). By avoiding the hard decision boundaries of superpixels, such soft abstraction provides large spatial support and can more uniformly highlight the salient object.
In [97] , Jiang et al. propose a multi-scale local region contrast based approach, which calculates saliency values across multiple segmentations for robustness purpose and combines these regional saliency values to get a pixel-wise saliency map. Specifically, the input image is segmented with the algorithm in [91] using Ns different groups of parameters. Denote r n i as the ith superpixel coming from the nth segmentation. Its saliency is computed as:
Unlike global contrast, the uniqueness is only captured in a local range N (r n i ), which is the set of neighbor regions of r n i . α n ij is the normalized ratio between the area of r n j and total area of N (r n i ), accounting for the influence of irregular regions. As the salient object usually lies near the center of the image, known as center prior for salient object detection, a Gaussian weight w n i is used to emphasize regions around the image center. Finally, regional saliency scores across multiple segmentations are combined to get the pixel-wise saliency map.
where N (n) is the number of regions in the nth segmentation. c(x, r n i ) is defined as the normalized color similarity of the region r n i and its contained pixel x. A similar idea of estimating regional saliency on multiple/hierarchical segmentations is adopted in [87] , [102] to increase the detection reliability.
Li et al. [83] extend the pairwise local contrast by building a hypergraph, constructed by non-parametric multiscale clustering of superpixels, to capture both internal consistency and external separation of regions. The salient object detection is casted as finding salient vertices and hyperedges in the hypergraph. Salient objects, in terms of uniqueness, can also be defined as the sparse noises in a certain feature space where the input image is represented as a low-rank matrix [98] , [106] , [107] . The basic assumption is that non-salient regions (background) can be explained by the low-rank matrix while the salient regions are indicated by the sparse noises. Formally, each region ri is described by a feature vector fi. By stacking fi together, we can get the feature matrix representation of the entier image
where D is the dimension of the feature vector. F can be decomposed into two parts, the low-rank matrix L = [l1, l2, · · · , lN ] ∈ R D×N and the sparse matrix
where λ is a coefficient to balance L and S. L represents the background while S corresponds to the salient object. Thus the saliency of ri is can be defined as:
Based on such a general low-rank matrix recovery framework, Shen and Wu [98] propose a unified approach to incorporate traditional low-level features with higher-level guidance, e.g., center prior, face prior, and color prior, to detect salient objects based on a learned feature transformation 4 . Instead, Zou et al. [106] propose to exploit bottomup segmentation as a guidance cue of the low-rank matrix recovery for robustness purpose. Similar to [98] , high-level priors are also adopted in [107] , where a tree-structured sparsity-inducing norm regularization is introduced to hierarchically describe the image structure with the aim to more uniformly highlight the entire salient object.
In addition to capturing the uniqueness, more and more priors are proposed for salient object detection as well. Spatial distribution prior [7] implies that the wider a color is distributed in the image, the less likely a salient object contains this color. In [7] , [89] , pixels in the input image I are quantized by a GMM {wc, µc, Σc} C c=1 , where {wc, µc, Σc} are the weight, mean color and the covariance matrix of the cth component. Each pixel x is assigned to a color component with the probability
The horizontal spatial variance of the component c is:
4. Though extrinsic ground-truth annotations are adopted to learn high-level priors and the feature transformation, we put this model in intrinsic models to better organize the low-rank matrix recovery based approaches. Additionally, we tend to treat face and color priors as universal intrinsic cues for salient object detection.
where x h is the x-coordinate of the pixel x and |P |c = x P(c|Ix). The vertical variance Vv(c) is defined similarly. Finally, the saliency of each pixel p is defined as:
where V (c) is the spatial variance of the component c, defined as V (c) = V h (c) + Vv(c). D(c) = x P(c|Ix) · dx is a center-weighted normalization term to balance the border cropping effect and dx is the distance from pixel x to the image center. The spatial distribution of superpixels can be efficiently evaluated in linear time using the Gaussian blurring kernel as well, in a similar way of computing the global regional contrast in Eq. 5. Such a spatial distribution prior is also considered in [94] evaluated in terms of both color and structure cues.
Center prior assumes that a salient object is more likely to be put near the image center. In other words, the background tends to be far away from the image center. To this end, the backgroundness prior is adopted for salient object detection [99] , [101] - [103] , assuming that a narrow border of the image is the background region, i.e., the pseudo-background. With this pseudo-background B as a reference, regional saliency can be computed as the contrast versus "background". In [99] , a undirected weighted graph G = (V, E) is built, where the vertices are the regions (or patches) plus the pseudo-background B, i.e., V = {ri} ∪ B. There are two kinds of edges where the internal edges connect all adjacent regions and the boundary edges connect image border regions to the pseudo-background, E = {(ri, rj)|ri is adjacent to rj} ∪ {(ri, B)|ri is on the image border}. The geodesic distance between ri and r k is defined as the accumulated edge weights along the shortest path from ri to r k :
Dr(ri j , ri j+1 ).
The saliency score of ri is defined as its geodesic distance to the pseudo-background node B on the graph G,
In [101] , a two-stage saliency computation framework is proposed based on the manifold ranking on an undirected weighted graph. In the first stage, the regional saliency scores are computed based on the relevances given to each side of the pseudo-background queries. In the second stage, the saliency scores are refined based on the relevances given to the initial foreground which is segmented using an adaptive threshold on the saliency scores obtained from the first stage.
In [102] , saliency computation is formulated as the dense and sparse reconstruction errors w.r.t. the pseudobackground. The dense reconstruction error of each region is computed based on the Principal Component Analysis (PCA) basis of the background templates, while the sparse reconstruction error is defined as the residual based on the sparse representation of the background templates. These two types of reconstruction errors are propagated to pixels on multiple segmentations, which will be fused to form the final saliency map by Bayesian inference.
Jiang et al. [103] propose to formulate the saliency detection via absorbing Markov Chain where the transient and absorbing nodes are superpixels around the image center and border, respectively. The saliency of each superpixel is computed as the absorbed time for the transient node to the absorbing nodes of the Markov Chain.
Beyond these approaches, the generic objectness prior 5 is also exploited to facilitate the detection of salient objects by leveraging the object proposal generation model [15] . Chang et al.
[73] present a computational framework by fusing the objectness and regional saliency into a graphical model. These two terms are jointly estimated by iteratively minimizing the energy function that encodes their mutual interactions. In [104] , regional objectness is defined as the average objectness values of its contained pixels, which will be incorporated for regional saliency computation. Jia and Han [105] compute the saliency of each region by comparing it to the "soft" foreground and background according to the objectness prior. Regional saliency of ri, called the diverse density score, is computed as:
where o(ri) is the objectness score of region ri, computed as spatially weighted average objectness scores of its contained pixels. A higher saliency score will be assigned to a region if it is distinct from the potential background or similar to the potential foreground.
Salient object detection relying on the pseudo-background assumption sometimes may fail, especially when the object touches the image border. To this end, boundary connectivity prior is explored in [86] , [109] . Intuitively, salient objects are much less connected to the image border than the ones in the background. Thus, the boundary connectivity score of a region could be estimated according to the ratio between its length along the image border and the spanning area of this region [109] , which are computed based on its geodesic distances to the pseudo-background and other regions, respectively. Such a boundary connectivity score is then integrated into a quadratic objective function to get the final optimized saliency map. It is worth pointing out that similar ideas of boundary connectivity prior are also investigated in [106] as segmentation prior and as surroundness in [110] .
The focusness prior, reflecting the fact that a salient object is often photographed in focus to attract more attention, has been investigated in recent works [104] , [111] . Jiang et al. [104] define the focusness from the degree of focal blur. By modeling such a de-focus blur as the convolution of a sharp image with a point spread function, approximated by a Gaussian kernel, the pixel-level focusness is casted as estimating the standard deviation of the Gaussian kernel by scale space analysis. Regional focusness score can be computed by propagating the focusness and/or sharpness at the boundary and interior edge pixels. The saliency score is finally derived from the non-linear combination of uniqueness (global contrast), objectness, and focusness scores.
Performance of salient object detection based on regions might be affected by the segmentation parameters. In addi- 5 . Although it is learned from training data, we also tend to treat it as a universal intrinsic cue for salient object detection. tion to other approaches based on multi-scale regions [83] , [87] , [97] , single-scale potential salient regions are extracted by solving the facility location problem in [90] . An input image is first represented as an undirected graph on superpixels, where a much smaller set of candidate region centers are then generated through agglomerative clustering. On this set, a submodular objective function is built to maximize the similarity. By applying a greedy algorithm, the objective function can be iteratively optimized to group superpixels into regions whose saliency values are further measured via the regional global contrast and spatial distribution.
The Bayesian framework is studied for saliency computation [100] , [112] , which is formulated as estimating the posterior probability of being foreground at each pixel x given the input image I. Denote s(x) as sx for short, the posterior probability in [100] is computed as
where P(sx = 0|Ix) = 1 − P(sx = 1|Ix). To estimate the saliency prior, a convex hull H is first estimated around the detected interest points. To leverage the regional information, superpixels are grouped into larger regions based on a Laplacian sparse subspace clustering method. Suppose the pixel x belongs to the region r after grouping, the saliency prior P(sx = 1) is defined as
The convex hull H, which divides the image I into the inner region RI and outside region RO, provides a coarse estimation of foreground as well as background and can be adopted for likelihood computation. With the color representation [l(x), a(x), b(x)] for each pixel x in the CIELab color space, color histograms for RI and RO are constructed on each channel. Assuming each channel is independent, the likelihood at pixel x can be computed as
Liu et al. [108] adopt an optimization-based framework for detecting salient objects. Similar to [100] , a convex hull is roughly estimated to bipartite an image into pure background and potential foreground. Then saliency seeds are learned from the image, while a guidance map is learned from background regions as well as human prior knowledge. Under the assistance of these cues, a general Linear Elliptic System with Dirichlet boundary is introduced to model the diffusions from seeds to other regions to generate a saliency map.
Among all the models reviewed in this subsection, there are mainly three types of regions adopted for saliency computation. Irregular regions with varying sizes can be generated using the graph-based segmentation algorithm [91] , mean-shift algorithm [55] , or clustering (quantization). On the other hand, with recent progress on superpixels algorithms, compact regions with comparable sizes are also popular choices using the SLIC algorithm [56] , Turbopixel algorithm [92] , etc. The main difference between these two types of regions is whether the influence of region size should be taken into account. Furthermore, soft regions are also considered for saliency analysis, where every pixel maintains a probability belonging to each of all the regions (components) instead of only a hard region label (e.g., fitted by a GMM). To further enhance robustness of segmentation, regions can be generated based on multiple segmentations or in a hierarchical way. Generally, single-scale segmentation is faster while multi-scale segmentation can improve the overall performance.
To measure the saliency of regions, uniqueness, usually in the form of global/local regional contrast, is still the most frequently used feature. In addition, more and more complementary priors for the regional saliency are investigated to improve the overall performance, such as backgroundness, objectness, focusness and boundary connectivity. Compared with the block-based saliency models, the extension of these priors is also a main advantage of the region-based saliency models. Furthermore, regions provide more sophisticated cues (e.g., color histogram) to better capture the salient object of a scene in contrast to pixels and patches. Another benefit of defining saliency upon region is related to the efficiency. Since the number of regions in an image is far less than the number of pixels, computing saliency at region level can significantly reduce the computational cost while producing full-resolution saliency maps.
Notice that the approaches discussed in this subsection only utilize intrinsic cues. In the next subsection, we will review how to incorporate extrinsic cues to facilitate the detection of salient objects.
Models with Extrinsic Cues
Models in the third subgroup adopt the extrinsic cues to assist the detection of salient objects in images and videos. In addition to the visual cues observed from the single input image, the extrinsic cues can be derived from the groundtruth annotations of the training images, similar images, the video sequence, a set of input images containing the common salient objects, depth maps, or light field images. In this section, we will review these models according to the types of extrinsic cues. Fig. 5 lists all the models with extrinsic cues, where each method is highlighted with several pre-defined attributes.
Supervised salient object detection. While machine learning approaches have been widely studied in other areas of computer vision and state-of-the-art performance are achieved, e.g., in the fields of object recognition and image classification, it is somehow surprising that few research interests are attracted to salient object detection. All of existing learning-based works focus on the supervised scenario, i.e., learning a salient object detector given a set of training samples with ground-truth annotations which aims to separate the salient elements from the background elements.
Each element (e.g., a pixel or a region) in the input image will be represented by a feature vector f ∈ R D , where D is the feature dimension. Such a feature vector is then mapped to a saliency score s ∈ R + based on the learned linear or non-linear mapping function f : R D → R + . One can assume the mapping function f is linear, i.e., s = w T f, where w denotes the combination weights of all components in the feature vector. Liu et al. [7] propose to learn the weights with the Conditional Random Field (CRF) model trained on the rectangular annotations of the salient objects. In a recent work [116] , the large-margin framework is adopted to learn the weights w. Due to the highly non-linear essence of the saliency mechanism, however, the linear mapping might not perfectly capture the characteristics of saliency. To this end, such a linear integration is extended in [113] , where a mixture of linear Support Vector Machines (SVM) is adopted to partition the feature space into a set of sub-regions that are linearly separable using a divide-and-conquer strategy. In each region, a linear SVM, its mixture weights, and the combination parameters of the saliency features are learned for better saliency estimation. Alternatively, other non-linear classifiers are also utilized; the boosted decision trees (BDT) [114] , [117] and the random forest (RF) [115] .
Generally speaking, supervised approaches allow richer representations for the elements compared with the heuristic methods. In the seminal work of the supervised salient object detection, Liu et al. [7] propose a set of features including the local multi-scale contrast, regional centersurround histogram distance, and global color spatial distribution. Similar to the models with only intrinsic cues, the region-based representation for salient object detection becomes increasingly popular as more sophisticated descriptors can be extracted in region level. Mehrani and Veksler [114] demonstrate promising results by considering standard regional generic properties, e.g., color and shape, which are widely used in other applications like image classification. Jiang et al. [115] propose a regional saliency descriptor including the regional local contrast, regional backgroundness, and regional generic properties. In [116] , [117] , each region is described by a set of features such as local and global contrast, backgroundness, spatial distribution, and the center prior. The pre-attentive features are also considered in [116] .
Usually, the richer representations result in feature vectors with higher dimensions, e.g., D = 93 in [115] and D = 75 in [117] . With the availability of a large collections of training samples, the learned classifier is capable of automatically integrating such richer features and picking up the most discriminative ones. Therefore, better performance can be expected compared with the heuristic methods.
Salient object detection with similar images. With the availability of increasingly larger amount of visual content on the web, salient object detection by leveraging the visually similar images to the input image has been studied in recent years. Generally, given the input image I, K similar images CI = {I k } K k=1 are first retrieved from a large collection of images C. The salient object detection on the input I can be assisted by examining these similar images.
In some studies, it is assumed that saliency annotations of C is available. Specifically, Marchesotti et al. [118] propose to describe each indexed image I k by a pair of descriptors (f
denote the feature descriptors (Fisher vector) of the salient and non-salient regions according to the saliency annotations, respectively. To compute the saliency map, the input image is represented as a set of patches {px} P x=1 and each patch px is described by a fisher vector fx. For robustness, the saliency score is computed for a neighborhood Nx of px,
where
. Finally, the saliency of Nx is propagated to its contained pixels,
where wN x is a normalized Gaussian weight measuring the spatial distance of the pixel x to the geometrical center of the neighborhood region Nx. Alternatively, based on the observation that different features contribute differently to the saliency analysis on each image, Mai et al. [120] propose to learn the image specific rather than universal weights to fuse the saliency maps that are computed on different feature channels. To this end, the CRF aggregation model of saliency maps is trained only on the retrieved similar images to account for the dependence of aggregation on individual images 6 . Similar image retrieval works well if large-scale image collections are available. Saliency annotation is time consuming, tedious, and even intractable on such collections, however. To this end, some methods try to leverage the unannotated similar images. With the web-scale image collections C, Wang et al. [119] propose a simple yet effective saliency estimation algorithm. The pixel-wise saliency map is computed as:
whereĨ k is the geometrically warped version of I k with the reference I. The main insight is that similar images offer good approximations to the background regions while the salient regions might not be well-approximated. Siva et al. [121] propose a probabilistic formulation for saliency computation as a sampling problem. A patch px is considered to be salient if it has the low probability of being sampled from the images CI ∪ I. In another word, higher saliency scores will be given to px if it is unique among a bag of patches extracted from the similar images.
Co-salient object detection. Instead of concentrating on computing saliency on a single image, co-salient object detection algorithms (or namely, co-saliency detection) focus on discovering the common salient objects shared by multiple input images
. That is, such objects can be the same object with different view points or the objects of the same category sharing similar visual appearances. Note that the key characteristic of co-salient object detection algorithms is that their input is a set of images, while classical salient object detection models only need a single input image.
Co-saliency detection is closely related to the concept of image co-segmentation that aims to segment similar objects from multiple images [130] , [131] . As stated in [127] , three major differences exist between co-saliency and cosegmentation. First, co-saliency detection algorithms only 6 . We will discuss more technical details about [120] in Sect. 2.1.4.
focus on detecting the common salient objects while the similar but non-salient background might be also segmented out in co-segmentation approaches [132] , [133] . Second, some co-segmentation methods, e.g., [131] , need user inputs to guide the segmentation process under ambiguous situations. Third, salient object detection often serves as a pre-processing step, and thus more efficient algorithms are preferred than co-segmentation algorithms, especially over a large number of images.
Li and Ngan [125] propose a co-saliency detection method from an image pair that contain some objects in common. The co-saliency is defined as the inter-image correspondence, i.e., low saliency values should be given to the dissimilar regions. Similarly in [126] , Chang et al. propose to compute the co-saliency by exploiting the additional repeatedness property across multiple images. Specifically, the co-saliency score of a pixel is defined as the multiplication of its traditional saliency score [48] and its repeatedness likelihood over the input images.
Fu et al. [127] propose a cluster-based co-saliency detection algorithm by exploiting the well-established global contrast and spatial distribution concepts on a single image. Additionally, the corresponding cues over multiple images are introduced to account for the saliency co-occurrence. In specific, KC clusters
. Pixels in the image I j are denoted as {x
. To obtain the saliency with the corresponding cue, a M -bin histogram
is adopted to describe the distribution of the cluster C k in M images:
where n k is the pixel number of the cluster C k . The corresponding cue is then defined as:
where var(q k ) measures the variance of the histogram q k . Finally, the co-saliency score of C k is obtained as:
where wg(C k ) and ws(C k ) are the saliency derived from the global contrast and spatial distribution cues, respectively, in a similar way to the single image.
Salient object detection on videos. In addition to the spatial information in a single image, video sequence provides the temporal cue, e.g., motion to facilitate salient object detection. Zhai and Shah [122] first estimate the keypoint correspondences between two consecutive frames. Denote p i as the i-th keypoint and p i its corresponding keypoint in the consecutive frame, its saliency is defined as:
where n is the number of correspondences. Dm(p i , p j ) captures the motion contrast between p i and p j . For simplicity, the motion model is assumed to be homography. Specifically, MH homographies {Hm} 
where p j ∈ Lm. (p i , Hm) = ||p i −p i || measures the projection error of p i given Hm, wherep i is the projected keypoint of p i . Finally, the saliency for the target keypoint p is defined as:
αj ∈ [0, 1] is the normalized spanning area of Hj introduced to suppress the background regions which have larger areas but less keypoints. The average saliency value of all the inliers of each homography is then assigned to its corresponding spanning region to get the final saliency map. Liu et al. [123] extend their original spatial saliency features [7] to the motion field resulting from the optical flow algorithm. With the colorized motion field as the input image, the local multi-scale contrast, regional center-surround distance, and global spatial distribution are computed and finally integrated in a linear way. Rahtu et al. [112] integrate the spatial saliency into the energy minimization framework by considering the temporal coherence constraint.
Li et al. [124] extend the regional contrast-based saliency to the spatio-temporal domain. Given the oversegmentation of the frames of the video sequence, spatial and temporal region matchings between each two consecutive frames in a frame are estimated based on their color, texture, and motion features in a interactive manner on an undirected un-weighted matching graph. The regional saliency is determined by computing its local contrast to the surrounding regions not only in the present frame but also in the temporal domain.
Salient object detection with depth. Human beings live in real 3D environments, where stereoscopic contents provide additional depth cues for understanding the surroundings and play an important role in visual attention. This is further validated by Lang et al. [134] through experimental analysis of the importance of depth cues for eye fixation prediction. Recently, researchers have started to study how to exploit the depth cues for salient object detection [128] , [129] , which might be captured from either the stereo images indirectly or the depth camera (e.g., Kinect) directly.
The most straightforward extension is to adopt the widely used hypotheses introduced in sections 2.1.1 and 2.1.2 to the depth channel, e.g., the global contrast on the depth map [128] , [129] . Furthermore, Niu et al. [128] demonstrate how to leverage the domain knowledge in stereoscopic photography to compute the saliency map. The input image is first segmented into regions {ri}. In practice, the content of interest is often given small or zero disparities to minimize the vergence-accommodation conflict. Therefore, the first type of regional saliency based on the disparity is defined as:
where dmax and dmin are the maximal and minimal disparities.di is the average disparity in region ri. Additionally, objects with negative disparities are perceived popping out from the scene. The second type of Fig. 6 . Salient object detection models that are not covered in Fig. 4 and Fig. 5. regional stereo saliency is then defined as:
The stereo saliency is linearly computed with an adaptive weight. Salient object detection on light field. Recently the light field for salient object detection is proposed in [111] . A light field, which is captured using the specifically designed camera, e.g., Lytro, can be essentially viewed as an array of images captured by a grid of cameras towards the scene. The light field data offers two benefits for salient object detection: 1) it allows synthesizing a stack of images focusing at different depths, 2) it provides an approximation to scene depth and occlusions.
With this additional information, Li et al. [111] first utilize the focusness and objectness priors to robustly choose the background and select the foreground candidates. Specifically, the layer with the estimated background likelihood score is used to estimate the background regions. Regions, coming from Mean-shift algorithm, with the high foreground likelihood score are chosen as salient object candidates. Finally, the estimated background and foreground are utilized to compute the contrast-based saliency map on the all-focus image.
Other Models
In previous sections, we review models that compute a saliency map for the input image, which might be useful for some applications like image re-targeting. There exist some algorithms which aim at directly segmenting or localizing salient objects with bounding boxes, or whose main research effort is not on the saliency map computation.
Localization models. For localization purpose, the final output of [7] is rectangles around the salient objects by converting the binary segmentations to bounding boxes.
Feng et al. [135] define saliency for each sliding window as its composition cost using the remaining parts of the image. Based on an over-segmentation of the input image, the local maxima, which can efficiently be found among all the sliding windows in a brute-force manner, are believed to be corresponding to salient objects.
The basic assumption of previous approaches that at least one salient object exists in the input image may not always hold as some background images contain no salient objects at all. In [136] , Wang et al. investigate the problem of detecting the existence and the location of salient objects on thumbnail images. Specifically, each image is described by a set of saliency features extracted on multiple channels. The existence of salient objects is formulated as a binary classification problem. For localization, a regression function is learned via the Random Forest regressor on training samples to directly output the position of the salient object.
Segmentation models. Segmenting salient objects is closely related to the figure-ground problem, which is essentially a binary classification problem by separating the salient object from the background. Yu et al. [95] utilize the complementary characteristics of imperfect saliency maps generated by different contrast-based saliency models. Specifically, two complementary saliency maps are first generated for each image, including a sketch-like map and an envelope-like map. The sketch-like map can accurately locate parts of the most salient object (i.e., skeleton with high precision), while the envelope-like map can roughly cover the entire salient object (i.e., envelope with high recall). With these two maps, the reliable foreground and background regions can be detected from each image first to train a pixel classifier. By labeling all the other pixels with this classifier, the entire salient object can be detected as a whole. It is extended in [138] by learning the complementary saliency maps for salient object segmentation.
Lu et al. [96] exploit the convexity (concavity) prior for salient object segmentation, which assumes that the region on the convex side of a curved boundary tends to belong to the foreground. Based on this assumption, concave arcs are first found on the contours of superpixels. For a concave arc, its convexity context is defined as the windows which are tightly around the arc. An undirected weight graph is then built over the superpixels with concave arcs, where the weights between vertices are determined by the summation of concavity context on different scales in the hierarchical segmentation of the image. Finally the Normalized Cut algorithm [141] is performed to separate the salient object from the background.
In order to more effectively leverage the contextual cues, Wang et al. [137] propose to integrate an auto-context classifier [142] into an iterative energy minimization framework to automatically segment the salient object. The auto-context model is a multi-layer Boosting classifier on each pixel and its surroundings to predict if it is associated with the target concept. The subsequent layer is built on the classification of the previous layer. Hence through the layered learning process, the spatial context is automatically incorporated for more accurate segmentation of the salient object.
Aggregation and optimization models. To leverage the output saliency maps of existing salient object detection algorithms, some models focus on aggregating them more effectively. Given M saliency maps {Si} M i=1 which may come from different salient object detection models or are computed on hierarchical segmentations of the input image, aggregation models try to integrate them to form a more accurate map to facilitate the detection of salient objects.
Denote Si(x) as the saliency value at pixel x of the ith saliency map. In [139] , Borji et al. propose a standard saliency aggregation method as follows:
where fx = (S1(x), S2(x), . . . , SM (x)) is the saliency scores for pixel x and sx = 1 indicates x is labeled as salient. ζ(·) is a real-valued function which can take the following forms:
Inspired by the aggregation model in [139] , Mai et al.
[120] propose two aggregation solutions. The first solution also adopts the pixel-wise aggregation:
where λ = {λi|i = 1, . . . , M + 1} is the set of model parameters and σ(z) = 1/(1+exp(−z)). However, it is noted that one potential problem of such direct aggregation is its ignorance of the interaction between neighboring pixels. Inspired by [8] , they propose the second solution by using the CRF in aggregating saliency analysis results from multiple methods to capture the relation between neighboring pixels. The parameters of the CRF aggregation model are optimized on the training data and the saliency aggregation result for each pixel is the posterior probability of being labeled as salient with the trained CRF. To account for the different contributions of different kinds of saliency maps on each individual image, the training data is collected only from the most similar images to the input one. Alternatively, Yan et al. [87] integrate the saliency maps computed on the hierarchical segmentations of the image into a tree-structure graphical model, where each node corresponds to a region in every hierarchy. Due to the tree structure, the saliency inference can efficiently be conducted using the belief propagation. In fact, solving the three layer hierarchical model is equivalent to applying a weighted average to all single-layer maps. Different from naive multilayer fusion, this hierarchical inference algorithm can select optimal weights for each region instead of global weighting.
Li et al. [140] propose to optimize the saliency values of all superpixels in an image to simultaneously meet several saliency hypotheses on visual rarity, center-bias and mutual correlation. Based on the correlations (similarity scores) between region pairs, the saliency value of each superpixel is optimized by quadratic programming when considering the influences of all the other superpixels. Based on the correlations (similarity scores) wij of two regions ri and rj, the saliency values {si} N i=1 (denote s(ri) as si for short) can be optimized by solving:
and
where dD is half the image diagonal length. dij and di are the spatial distances from the ri to rj and the image center, respectively. In the optimization, the saliency value of each superpixel is optimized by quadratic programming when considering the influences of all the other superpixels. Similarly, Zhu et al. [109] also adopt such optimization-based framework to integrate multiple foreground/background cues as well as the smoothness terms to automatically infer the optimal saliency values. The Bayesian framework is adopted to more effectively integrate the complementary dense and sparse reconstruction errors [102] . A fully-connected Gaussian Markov Random Field between each pair of regions is constructed to enforce the consistency between salient regions [105] , which leads to an efficient computation of the final regional saliency scores.
Active models: Inspired by the interactive segmentation models (seen Sec. 2.2.2) and to tackle the bias of salient object datasets, a new trend has emerged recently by explicitly decoupling two stages of saliency detection mentioned in Sec. 1.1: detecting the most salient object and segmenting it. Instead, some studies propose to perform active segmentation which utilize the advantage of both fixation prediction and segmentation models. As a representative model of active segmentation, Mishra et al. [51] combine multiple cues (e.g., color, intensity, texture, stereo and/or motion) to predict fixations. As a result, the "optimal" closed contour for salient object around the fixation point is segmented in polar space. Li et al. [52] propose a salient object segmentation model containing two components: a segmenter that proposes candidate regions and a selector that gives each region a saliency score with fixation models. Similarly, Borji [53] proposes to first roughly locate the salient object at the peak of the fixation map (or its estimation using a fixation prediction model) and then segment the object using superpixels. The last two algorithms adopt annotations to determine the upper-bound of the segmentation performance, propose datasets with multiple objects in scenes, and provide new insight to the inherent connections of fixation prediction and salient object segmentation.
Models in Closely Related areas

Fixation Prediction Models
Reviewing all fixation prediction models goes beyond the scope of this paper (See [46] , [143] - [145] for reviews and benchmarks of these models). Here we give pointers to the most important trends and works in this domain. Inclusion of these models here is to measure their performance versus salient object detection models.
Over the years, a large body of fixation prediction models have been proposed, most of which base themselves on lowlevel image features like color, intensity and orientation. Such models basically analyze visual uniqueness, unpredictability, rarity, or surprise of a region, and is often attributed to variations in image attributes like color, gradient, edges, and boundaries (e.g., the most famous model proposed by Itti et al. [1] ). As opposed to salient object detection models, these models often produce higher saliency values near edges instead of uniformly highlighting salient objects which is not good as some studies have claimed that people look at the center of objects [146] .
Fixation prediction models have been used to predict where people look during free-viewing of static natural scenes (e.g., [17] , [19] , [20] , [147] or dynamic scenes/vidoes (e.g., [148] - [150] ) by employing motion, flicker, optical flow (e.g., [151] ), or spatiotemporal interest points learned from image regions at fixated locations (e.g., [152] used for action recognition). It is believed that at early stages of free viewing (first few hundred milliseconds), mainly image-based conspicuities guide attention and later on, high-level factors (e.g., actions and events in scenes) direct eye movements [5] , [153] . These high-level factors may not necessarily translate to bottom-up saliency (e.g., based on color, intensity, or orientation). For instance, a human's head may not stand out from the rest of the scene but may attract attention. Thus, combining high-level concepts and low-level features Fig. 7 . Fixation prediction models. JOV = Journal of Vision.
has been used to scale up current models and reach the human performance. Some top-down factors in free-viewing are already known although active investigation still continues to discover and explain more semantic factors and reduce the semantic gap between models and humans. For instance, Einhäuser et al. [154] propose that objects are better predictors of fixations than bottom-up saliency. Although we have shown that this study has some shortcomings [155] , there is evidence that object might be important in guiding attention and fixations [146] , [156] - [158] . Cerf et al. [159] show that faces and text attract human gaze. Li et al. [160] propose a saliency model (denoted as SP) that can effectively predict human fixation by incorporating the prior knowledge learned from millions of unlabeled images. Subramanian et al. [161] , by recording eye fixations over a large affective image dataset, observe that fixations are directed toward emotional and action stimuli and duration of fixations are longer on such stimuli. Similarly, Judd et al. [17] , by plotting image regions at the top salient locations of the human saliency map (made of fixations), observe that humans, faces, cars, text, and animals attract human gaze probably because they convey more information in a scene. Borji et al. [157] have shown that gaze direction guides eye movements in free-viewing of natural scenes. Alongside, some personal characteristics such as experience, age, gender, and culture change the way humans look at images (e.g., [162] , [163] ). Some models can handle both fixation prediction and salient object detection (e.g., BMS [110] ). Some authors have thresholded their saliency maps (e.g., top 20% of activation) to detect proto-objects (e.g., COV [62] models). Fig. 7 provides a list of fixation prediction models considered in this study. All of these models are based on pure low-level mechanisms and have shown to be very efficient in previous fixation prediction benchmarks [144] , [145] .
Image Segmentation Models
Segmentation is a fundamental problem studied in computer vision and usually adopted as a pre-process step to image analysis. Without any prior knowledge of the content of the scene, the task of segmentation is to partition an image into perceptually coherent regions. Many algorithms have been proposed in last several decades. Typical approaches are graph-based, where pixels of the image are connected to form a weighted graph. This graph is partitioned into components by minimizing a cost function of the inter and/or intra components, e.g., Minimum Cut [167] , Normalized Cut [141] , and Ratio Cut [168] . A representative graph-based image segmentation algorithm is [91] , which adopts a local optimization criteria and conducts a bottom-up strategy to heuristically aggregate data points into more compact clusters. In addition to graph-based approaches, there also exist other methods. Among these, Mean-Shift [55] is a non-parametric clustering algorithm, which iteratively seeks the mode in the feature space by finding the local maxima of a density function. Pixels that converge to the same mode belong to the same region. Recently, hierarchical segmentations have been generated based on the gPb edge detector [13] by converting the ultrametric contour map (UCM) into a hierarchical region tree using oriented watershed transformation (OWT).
Since visual cues utilized in these algorithms, such as intensity, color, and texture, are usually low-level, none of the current segmentation algorithms can produce reliable partitioning of a natural image. Therefore, parameters of these algorithms are tuned to generate an oversegmentation of the image, forming a set of superpixels. The local boundaries of the image will be well preserved by the superpixels, which gives the chance of other algorithms to group these superpixels into larger valid regions by considering more powerful cues. To more efficiently generate reliable superpixels, several algorithms have been proposed recently. Quick-Shift [169] , as a variant of the Mean-Shift algorithm, simply moves each point in the feature space to the nearest neighbor to seek the mode where an increment of the density can be achieved. SLIC (Simple Linear Iterative Clustering) algorithm [56] generates superpixels efficiently by clustering the pixels in terms of color and spatial distance using the k-means algorithm. Turbo pixels [92] , a geometricflow based algorithm, iteratively refines the boundaries between regions starting from the initial seeds. In addition to the superpixels, high-level tasks can also benefit from the multiple segmentations by segmenting the image with different parameters or increasingly grouping superpixels. For example, various levels of spatial support resulting from multiple segmentations are adopted for surface layout prediction [170] and object detection [171] .
Interactive segmentation algorithms have also been developed in recent years, where the goal is to separate the foreground object from the background with the help of users. Some scratches [172] or a bounding box [173] are usually drawn on the image to mark the candidate foreground and background regions. These provided marks will serve as foreground and background seeds to refine the rest of the image, maybe along with the further interaction of the user. To make the cutted foreground object look more natural, alpha matting algorithm [174] is usually adopted to post-process the foreground. Mortensen and Barrett [9] have proposed a boundary-based interactive segmentation method that requires the user to control the mouse along the boundary of the object and place several marks. They then used Dijkstra's shortest path algorithm to finish the segmentation of the object. Another example is the active contour method [10] , which is able to capture salient image contour. In this method, an initial contour is placed near the boundary of the object of interest and the contour is evolved to catch the object boundary. A recent computerassisted annotation system has been proposed by Maire et al., for recovering hierarchical scene structure [175] .
Object Proposal Generation Models
Recently, some researchers have started to concentrate on generating a small set of category-independent object proposals, in terms of either bounding boxes or segments (regions), each of which contains an object rather than other stuff without any category-specific information. Compared with the huge amount of sliding windows (e.g., 1, 000, 000) or regions of various scales, a relatively small set of (e.g., 1000) object proposals can be generated with these models in the pre-processing stage, which have high degrees of objectness or object plausibility. More computational budget with high-level, category-specific prior knowledge can then be put on the later stage to get efficient object detections.
Object proposal generation models fall in between general object detection and salient object detection literatures. On one hand, generic object detection models always exploit category-specific information to train an object detector. The object proposal models is usually utilized as a preprocessing step to accelerate the object detection. On the other hand, while saliency can be used as a visual cue to determine the objectness, a generic object is not necessarily to be visually salient. Siva et al. [121] demonstrate the saliency map can be utilized to generate object proposals by sampling. It is worth noting that the salient object localization algorithms also aim to directly predict a bounding box around the salient object while the goal of object proposal generation methods is to generate a set of candidate proposals to speed up further category-specific object detection. Moreover, salient object localization approaches tend to fail on complicated images where many objects exist and they are usually not dominant.
Following the seminal work of objectness [15] , each bounding box is jointly described by a set of features. Alexe et al. [15] argue that some generic characteristics, such as boundary closure, high local contrast, and sometimes visual saliency, are shared by objects of any categories. Boundary edge distribution and window symmetry [177] , binarized normed gradients (BING) feature resized to a fixed size (e.g., 8 × 8) [57] , and the number of contours intersecting the box's boundary [185] are investigated in later works. These features are fed into a trained classifier, e.g., the Naive Bayes classifier [15] or the linear SVM [57] , to determine how likely it is for a bounding box to contain an object of any class.
In addition, Ristin et al. [180] demonstrate that randomly sampled local patches may provide contextual information to estimate the prior distribution of object locations. Recently, the Deep Neural Network (DNN) is adopted to generate bounding box object proposals [183] , where proposal generation is defined as a regression problem to the coordinates and objectness scores of output bounding boxes.
Meanwhile, some other researchers focus on ranking the segments (regions) of the input image, where a set of object hypotheses are generated as a set of figure-ground seg-(a) Content aware resizing [59] (b) Image collage [191] (c) View selection [192] (d) Unsupervised learning [193] (e) Mosaic [194] (f) Image montage [195] (g) Object manipulation [196] (h) Semantic colorization [197] Fig . 9 . Sample applications of salient object detection. Images are reproduced from corresponding references.
mentations of the input image. Initially, object hypotheses are first automatically extracted by solving a sequence of constrained parametric min-cut problems (CPMC) on the pixel grids [176] or labeling the superpixels as foreground or background on the CRF framework based on seed regions [16] . Such coarse region proposals are then learned to rank using the Random Forest [176] or the structured learning framework [16] . In [186] , object proposals are generated by adaptively thresholding the signed geodesic distance transform based on the constructed foreground and background masks, which are derived from learned seed superpixels.
Another possible way of generating regional object proposals is to merge the superpixels resulting from an oversegmentation of the input image. The selective search algorithm [178] gradually merges adjacent regions to form hierarchical segmentations to generate object proposals. In [181] , the proposals are defined as the random partial spanning trees of an undirected graph where the vertices correspond to superpixels and the weights capture the similarity that two neighboring superpixels. In [184] , multi-scale regions coming from hierarchical segmentations of the image will be grouped to generate object region proposals by efficiently exploiting their combinatorial grouping space. The local selective search strategy by grouping and the global search strategy by figure-ground segmenting the image are combined to form object proposals in a recent work [182] .
Alternatively, object proposals can be generated by leveraging an auxiliary dataset. Kim and Grauman [179] introduce a global category-independent shape prior for object proposal generation. By performing a series of figureground segmentations using graph-cuts based on the shape priors that are derived from the associated exemplar shapes of the database, a set of object proposals is generated. Similarly, large collections of example object regions are also maintained in [187] . Objectness score of each segment of the input image can be computed based on its nearest neighbors in the database by combining multiple properties of each exemplar region.
Those models discussed above are all working on a single input image. Object proposals can also be generated to leverage the spatio-temporal cues [188] , [190] and multimodal data [189] . Similar to still images, video object proposals can be generated in a global way as figure-ground segmentations of each frame based on the seed spatiotemporal object hypotheses [188] , which are obtained by linking object proposals [16] independently extracted at each frame. Alternatively, supervoxels can be randomly merged to form video object proposals [190] in a local manner. Karpathy et al. [189] generate object proposals from 3D meshes of indoor environments. The scene is first decomposed into a set of candidate mesh segments. Several intrinsic shape cues are then extracted to jointly compute the objectness score of each segment. Fig. 8 provides a list of reviewed object proposal generation models. With more and more research effort put on this direction, it is hard to tell which kind of proposal output is more advantageous. Regular bounding boxes may allow efficient feature extraction, e.g., the binary features in [57] . On the other hand, region proposals are more natural for object representation. It is worth pointing out that region object proposals can be converted to bounding boxes by fitting a tight rectangle around the segment.
Applications of Salient Object Detection
The value of salient object detection models lies on their applications in many fields of computer vision, graphics, and robotics. Salient object detection models have been utilized for several applications such as object detection and recognition [198] - [204] , image and video compression [205] , [206] , video summarization [207] - [209] , photo collage/media re-targeting/cropping/thumb-nailing [191] , [210] , [211] , image quality assessment [212] - [214] , image segmentation [215] - [218] , content-based image retrieval and image collection browsing [195] , [219] - [221] , image editing and manipulating [192] , [194] , [196] , [197] , visual tracking [222] - [228] , object discovery [189] , [229] , and human-robot interaction [230] , [231] . Fig. 9 shows some example applications.
DATASETS AND EVALUATION METRICS
Datasets for Salient Object Detection
As more models have been proposed in the literature, more datasets have been introduced to further challenge saliency detection models. Early attempts aim to collect images with salient objects being annotated with bounding boxes (e.g., MSRA-A and MSRA-B [7] ), while later efforts annotate such salient objects with pixel-wise binary masks (e.g., ASD [81] and DUT-OMRON [101] ). Typically, images, which can be annotated with accurate masks, contain only limited objects (usually one) and simple/clear background regions. On the contrary, recent attempts have been made to collect datasets with multiple objects and complex/cluttered backgrounds (e.g., [45] , [52] , [53] ). As we mentioned in the introduction section, a much more sophisticated mechanism is required to determine which is the most salient object when several candidate objects are presented in the same scene. For example, Borji [53] and Li et al. [52] use the peak of human fixation map to determine which object is the most salient one (i.e., the one that humans look at the most; see section 1.2).
In this section, we review the most influential datasets in the field of salient object detection. We have listed 21 salient object datasets in Fig. 10 , which contains 20 datasets with still images and only 2 dataset for evaluating salient object detection models in video. This fact implies that more video datasets are required in the literature 7 . Note that all images or video frames in these datasets are annotated with binary masks or rectangles, while some image datasets also provide the fixation data for each image collected during free-viewing conditions. When annotating these datasets, subjects are asked to label the salient object only in each scene (e.g., [7] ) or annotate the most salient one among several candidates (e.g., [45] )
MSRA and Its Descendants
• MSRA-A & MSRA-B [7] 8 : This is the first "large-scale" dataset in the literature for quantitative evaluation of salient object detection models. It contains two parts: MSRA-A consisting of 20,840 images and MSRA-B containing 5,000 highly unambiguous images selected from MSRA-A. These images cover a large variety of scenarios such as flowers, fruits, animals, indoor and outdoor scenes. In the annotation, each image is resized to have a maximum side length of 400 pixels and the salient object(s) is manually annotated by rectangles (3 subjects for MSRA-A and 9 subjects for MSRA-B). Since the bounding box is inaccurate and often fails to reveal the accurate object boundaries, this dataset can be best used for salient object localization rather than pixel-wise model evaluation. Moreover, a major shortcoming of this dataset is that most images only contain one object that is highly biased to image centers. Consequently, some other datasets built upon the images from this dataset also suffer from this drawback.
• ASD [81] 9 : This dataset (a.k.a., MSRA1K) is the most popular dataset in the literature. It contains 1000 images from the MSRA-B with a binary pixel-wise object mask for each image. When selecting images from the MSRA-B dataset, one standard is the minimum ambiguity on salient objects. Therefore, images in this dataset often have only one salient object and clean background, leading to extremely high performances even using simple algorithms. Actually, recent approaches seem to reach an "upper bound" on the ASD dataset, which poses a pressing demand for larger datasets with more complex images (e.g., multiple objects in a cluttered background). 7 . Some spatio-temporal salient object detection models proposed to use the surveillance video with foreground targets annotated by rectangles for quantitative evaluation 8. http://research.microsoft.com/en-us/um/people/jiansun/ 9. http://ivrgwww.epfl.ch/supplementary material/RK CVPR09/
• MSRA5K [115] 10 : In a recent work, Jiang et al. fully annotate the 5,000 images from the MSRA-B dataset with pixel-wise binary masks.
• MSRA10K [86] 11 : This dataset contains 10,000 images sampled from both MSRA-A and MSRA-B datasets with annotations for all pixels. Such a large-scale benchmark makes it very challenging and also suitable for more comprehensive model evaluation as well as performance analysis. A model benchmark on this dataset can be found in [86] .
Other Datasets
• SOD [234] 12 : This dataset is a collection of salient object boundaries based on Berkeley Segmentation Dataset (BSD) [14] . In the annotation process, seven subjects are asked to choose one or multiple salient objects in each image. For each object mask from each subject, a consistency score is computed from the labeling results of the other six subjects. Following [99] , a binary salient object mask in each image is finally obtained by removing all labeled objects whose consistency scores are smaller than a threshold (set to 0.7 empirically) and combining the masks of objects with the highest intersubject consistency.
• iCoSeg [131] 13 : This dataset is originally introduced for the co-segmentation of foreground objects from a group of related images. It contains totally 643 images in 38 groups. Each image has a pixel-wise annotation that may cover one or multiple salient objects. It is used for evaluating the salient object detection models in [115] .
• SED [233] 14 : This dataset consists of two parts. The first part, denoted as the "single-object database" (SED1), consists of 100 images with only one salient object in each image (i.e., similar to the ASD dataset). The second part, denoted as "two-objects database" (SED2), contains another 100 images with exactly two salient objects in each image. In the quantitative studies conducted in [139] , Borji et al. demonstrate that saliency object detection models usually perform significantly worse on SED2 than on the simple datasets (e.g., ASD). In their recent work [45] , Borji et al. further ask 70 observers to select the most salient objects among the two objects in each image of SED2.
• CSSD & ECSSD [87] 15 : Since images in the ASD dataset often contain only one object and simple background, a new dataset, denoted as Complex Scene Saliency Dataset (CSSD), is proposed in [87] . It is expanded to the Extended Complex Scene Saliency Dataset (ECSSD) containing 1000 semantically meaningful but structurally complex images. Images in these two datasets are acquired from the BSD dataset [14] , PASCAL VOC [242] and the Internet. The binary masks for the salient objects are produced by 5 subjects.
• ImgSal [223] 16 : Since the problems of salient object detection and fixation prediction are tightly correlated with each other, it would be valuable to construct an 10 Fig. 10 . Overview of popular salient object datasets (sorted based on the year). Top: image datasets, Bottom: video datasets.
image dataset with both binary masks and human fixations. Toward this end, Li et al. introduce a dataset in [223] with these two kinds of information. In particular, they divide the 235 images from this dataset into 6 categories, including: 1) images with large salient regions, 2) images with intermediate salient regions, 3) images with small salient regions, 4) images with cluttered backgrounds, 5) images with repeating distractors, and 6) images with both large and small salient regions. For these images, 19 subjects are asked to choose the salient objects and a pixel will become salient if it has been selected more than 50% subjects. One advantage of this dataset is that it provides rich information for each image, such as fixation data, object masks and category information. However, one major drawback is that it contains only 235 images and the limited number of scenes may lead to over-fitting when using the learning-based algorithms.
• THUR15K [243] 17 : This dataset, containing a set of categorized images, is originally introduced for evaluating sketch-based image retrieval algorithms. Around 3,000 images are crawled from Flickr c for each of the 5 keywords, including "butterfly", "coffee mug", "dog jump", "giraffe" and "plane." Totally, around 15,000 images are collected. For each image, if there exists an object that is perfectly matched with the query keyword, such an object will be manually annotated with pixel-wise mask. Note that only the salient objects that are almost fully visible get labeled since partially occluded objects are often less useful for shape matching. As a consequence, some images have no salient region in this dataset.
• DUT-OMRON [101] 18 : This dataset also aims to overcome the drawbacks of the ASD dataset (i.e., limited objects and simple background). It contains 5,168 high-quality images manually selected from more than 140,000 natural images. These images have one or more salient objects and relatively complex backgrounds. In 17 . http://mmcheng.net/gsal/ 18. http://ice.dlut.edu.cn/lu/dut-omron/homepage.htm the annotation process, each image is resized to have a maximum side length of 400 pixels. Both bounding boxes and pixel-wise object masks are provided for each image. Additionally, the fixation data is also recorded using an eye tracking device. These three kinds of user data makes this dataset suitable for simultaneously evaluating salient object localization and detection models as well as fixation prediction models, which could provide a feasible way to explore the latent connections between these three research fields.
• Bruce-A & Judd-A [45] , [53] 19 : These datasets were created by Borji et al., mainly for checking generality of salient object detection models over complex scenes with several objects and high background clutter. These two datasets (Bruce also known as Toronto [6] and Judd also known as MIT [17] ) have been frequently used for fixation prediction. Note that these datasets are center-biased (in terms of fixations) and also salient objects often fall at the image center. This means that eye movement center-bias in these datasets is due to photographer bias which is the tendency of photographers to frame salient objects at the image center [153] .
• PASCAL-S [52] 20 : In a similar effort to [45] , this dataset contains annotations of the most salient objects over complex scenes taken from PASCAL VOC [242] dataset, which consists of 20 object categories labeled over a large collection of photos. Each photo has been annotated by one subject and checked by another subject. One drawback of this dataset is that objects beyond the chosen 20 categories are not annotated. Contrary to Bruce-A and Judd-A, Li et al. take annotations of the PASCAL dataset and recorded eye movements of observers on them.
In addition to salient object datasets listed in Fig. 10 , there exist some other datasets where objects, instead of "salient" objects, are manually annotated (e.g., [43] , [244] ). Since objects in these datasets often have well annotated binary masks, a feasible way to turn them into salient object datasets is to acquire the saliency scores from multiple subjects on the object level. Similar to [45] , by summarizing 19 . http://ilab.usc.edu/borji/ 20. http://yinli.cvpr.net/ these subjective saliency score on objects, the most salient objects can be easily inferred.
Beyond the object dataset, there also exist a number of fixation benchmarks that are publicly available. With simple post-processing, these fixation datasets can also be turned into salient object datasets. Intuitively, the object around the peak of the fixation density map can be selected as the most salient one (as in [53] , UCSB [46] , [156] and OSIE [156] ). Note that acquiring the fixation data could also become a necessary prerequisite step to annotate the most salient object in a scene with complex content.
What is a representative suitable dataset for salient object evaluation? We believe that for model benchmarking, it is important to assess models over a large number of scenes as well as complex scenes with multiple objects. So far such a dataset satisfying two conditions does not exist, mainly because annotation of multiple objects (as in [243] ) or tracking human fixations (as in [52] ) is time consuming. In particular, when processing images with multiple foreground objects and a complex background, the subjective annotations from various users may diversify from each other (as in [45] ). Toward this end, existing studies often adopt several datasets with different properties for model evaluation.
Evaluation Measures
Here, we explain three universally-agreed, standard, and easy-to-understand measures for evaluating the salient object detection model. The first two evaluation metrics are based on the overlapping area between subjective annotation and saliency prediction, including the precision-recall (PR) and the receiver operating characteristics (ROC). From these two metrics, we also report the F-Measure, which jointly considers recall and precision, and AUC, which is the area under the ROC curve. Moreover, we also introduce the third measure which directly compute the mean absolute error (MAE) between the estimated saliency map and groundtruth annotation. For the sake of simplification, we use S to represent the predicted saliency map normalized to [0, 255] and G be the ground-truth binary mask of salient objects. For a binary mask, we use | · | to represent the number of non-zero entries in the mask.
Precision-recall (PR).
For a saliency map S, we can convert it to a binary mask M and compute P recision and Recall by comparing M with ground-truth G:
From this definition, we can see that the binarization of S is the key step in the evaluation. Usually, there are three popular ways to perform the binarization. In the first solution, Achanta et al. [81] propose the image-dependent adaptive threshold for binarizing S, which is computed as twice the mean saliency of S:
where W and H are the width and the height of the saliency map S, respectively. The second way to bipartite S is to use a fixated threshold which changes from 0 to 255. On each threshold, a pair of (P recision, Recall) scores are computed, which are finally combined to form a precision-recall (PR) curve to describe the model performance at different situations.
The third way to perform the binarization is to use the GrabCut-like algorithm (e.g., in [86] ). In this solution, the PR curve is first computed and the threshold that leads to 95% recall is further selected. With this threshold, the initial binary mask is generated, which can be used to initialize the iterative GrabCut segmentation [173] . After several iterations, the binary mask can be gradually refined.
F-measure. Often, neither P recision nor Recall can comprehensively evaluate the quality of a saliency map. To this end, the F-measure is proposed as a weighted harmonic mean of P recision and Recall with a non-negative weight β 2 :
As suggested by many salient object detection works (e.g., [81] ), β 2 is often set to 0.3 to raise more importance to the P recision value. The reason for weighting precision more than recall is that recall rate is not as important as precision (see also [8] ). For instance, 100% recall can be easily achieved by setting the whole region to foreground.
According to the different ways of binarizing a saliency map, there exist two ways to compute F-Measure. When the adaptive threshold or GrabCut algorithm is used for the binarization, we can generate a single F β for each image and the final F-Measure is computed as the average F β . If a unique PR curve is generated on all the testing images, we compute a F β for each precision-recall pair and report the average. As defined in (Eq. 40), F-Measure is a weighted harmonic mean of precision and recall, thus share the same value bounds as precision and recall values, i.e., [0, 1].
Receiver operating characteristics (ROC) curve. In addition to the P recision, Recall and F β , we can also report the false positive rate (F P R) and true positive rate (T P R) when binarizing the saliency map with a set of fixed thresholds:
whereM andḠ denote the opposite of the binary mask M and ground-truth G, respectively. The ROC curve is the plot of T P R versus F P R by testing all possible thresholds.
Arear under ROC curve (AUC).
While ROC is a twodimensional representation of a model's performance, the AUC distills this information into a single scalar. As the name implies, it is calculated as the area under the ROC curve. A perfect model will score an AUC of 1, while random guessing will score an AUC of around 0.5.
Mean absolute error (MAE).
The overlap-based evaluation measures introduced above do not consider the true negative saliency assignments, i.e., the pixels correctly marked as non-salient. This favors methods that successfully assign high saliency to salient pixels but fails to detect non-salient regions. Moreover, in some application scenarios [58] , the quality of the weighted, continuous saliency maps may be of higher importance than the binary masks. For a more comprehensive comparison it is recommended to also evaluate the mean absolute error (MAE) between the continuous saliency map S and the binary ground-truth G, both normalized in the range [0, 1]. The MAE score is defined as:
DISCUSSIONS
Design Choices
In the past decades, hundreds of methods for salient object detection have been proposed and a large number of design choices have been explored. Our detailed method summarization (see Fig. 4 & 5) does suggest some clear messages about the commonly used design choices, which are valuable for the design of future algorithms:
Block-based vs. Region-based
From the chronologically ordered method summarization Fig. 1 , we observed a consistent evolution from block-based analysis to region-based analysis. Behind this evolution is the significant performance advantage of region level analysis, which we believe comes from three major reasons. First, the number of regions is typically much smaller than pixels or blocks, making the computation of high order feature or relations computationally feasible (e.g.all pairs correlations). Second, decomposing an image into perceptually homogeneous elements helps to abstract out unnecessary details and is important for high quality saliency detection [54] , [89] . Third, the region itself contains some important cues which could be missing at pixel/patch level, such as shapes, aspect ratios, and perimeter [115] . As a result, the region-based method, RC [86] , achieves 90% segmentation precision in the most widely used benchmark [81] . It outperforms previously best-reported results (75% segmentation precision in the pixel-based method FT [81] ) by a large margin. This suggests that region based analysis tends to be preferred over pixel-level analysis when designing future salient object detection algorithms.
Intrinsic vs. Extrinsic
The effectiveness of intrinsic cues (see Sec. 2.1 for definition) has been validated in the past, indicated by the fact that there are 3 purely intrinsic cues based methods (CA, RC, and CB) among the top 5 methods (see [139] ). There is a consistent trend of moving from local cues to global cues, possibly because the latter tends to assign similar saliency values across similar image regions rather than highlighting only the boundary regions. Furthermore, some regional priors have been widely studied in recent works, e.g., the backgroundness prior, which is tightly correlated with the center prior of salient objects. (Some others might prefer to treat it as the center-bias of the dataset. See more discussions in Sec. 4.3.) Compared to intrinsic cues, the usage of extrinsic cues such as salient object training data, similar images and saliency co-occurrence is still less explored. How to efficiently use these cues in different application scenarios remains an open question.
Heuristic vs. Learning From Data
Like the early stages of other areas [245] , [246] , most existing saliency studies still focused on creating effective features and using heuristic models to detect salient object [54] , [81] , [86] , [101] . To date, various features have been shown to be helpful to salient object detection (see Fig. 4 and Fig.  5 ), including the local contrast, global contrast, edge density, backgroundness, focuses, objectness, convexity, spatial distribution, spareness, etc. It is becoming more and more challenging to design heuristic models which is able to fully explore the potentials of these rich features. By contrast, a classifier is capable of easily integrating multiple cues and automatically discovering the discriminative ones.
The simplicity and training-free properties of many successful salient object detection models has been an attractive advantage for their popularity in many application areas (see Sec. 2.3). By eliminating the requirement for training, third party applications could directly use those heuristic salient object detection method without preparing expensive training data. An emerging question is: for salient object detection, will the data-driven idea conflict with the easy useability? Unlike other classical computer vision problems, e.g., generic object detection, classification, the datadriven approach in salient object detection seems to have surprisingly good generalization ability. Despite the huge characteristic differences among datasets evaluated [115] (see Sec. 3), the DRFI approach is only trained on a small subset of MSRA5K, and still consistently outperforms other methods on all other dataset. These encouraging results suggest that we might be able to further explore data-driven salient object detection without losing the simplicity and easy-to-use generality in the application side.
Salient Object Detection, Fixation Prediction, and Object Proposal Generation
The attentive visual search mechanisms have been studied in different background and problem focuses: including salient object detection [8] , [86] , [115] , [139] , fixation prediction [1] , [18] , [60] , and object proposal generation [57] , [64] - [67] . Salient object detection models usually aim to detect only the most salient objects in a scene and segment the whole extent of those objects. Fixation prediction models typically try to predict where humans look, i.e., a small set of fixation points. Both of these two types of methods output a single saliency map, where higher value in this map indicates the corresponding image pixel have more chance to belong to salient objects or be fixated. Both recall and precision are important for a high-quality saliency map. While both of these two areas have made great progress in the last few decades and enable many practical applications (Sec. 2.3), generating a single saliency map to indicate the locations of all objects in an image is still challenging and even impossible (e.g. for images with multiple objects occluding each other). Unlike salient object detection and fixation prediction, object proposal generation models typically aim at producing a small set (typically a few hundreds or thousands) of candidate object bounding boxes or region proposals (often overlapped with each other). High recall at a small set of proposals is always a major objective.
According to the object-based attention theory [12] , [247] , [248] , brain groups similar pixels into proto-objects and the saliency of proto-objects is estimated and incorporated together. Strictly speaking, attentional focus and gaze do not always coincide: attentional focus can be directed to new target without accompanied eye-movements [249] , [250] . However, a strong correlation between fixations and salient objects exists and the definition of a salient object is highly consistent among human subjects [52] , [251] . Object proposal generation and salient object detection are highly correlated as well; saliency estimation is even explicitly used as a cue for objectness methods [15] , [121] .
Recent study [248] suggests that the unit of attention depends on the task, the field of view, and the observer's intention [252] . Attention might adopt a spatial-based behavior within complex objects, be object-based on the global scale, and be directed to any well-formed perceptually distinguishable surface, depending on which of these factors will dominate [253] .
Dataset Bias
Datasets play as one of the most important reasons for the rapid progress in saliency detection researches. On one hand, they supply large scale training data and enable comparing performance of competing algorithms. On the other hand, each dataset is a specific/small sampling of the original huge/unlimitted problem/application domain, and contains a certain degree of bias. To date, there seems to be a unanimous agreement on the presence of bias (i.e. skewness) in underlying structure of datasets.
Consequently, there are studies to address the effect of bias in visual datasets. For instance, Torralba & Efros identify three biases in computer vision datasets, namely: selection bias, capture bias and negative set bias [254] . Selection bias is caused by preference of a particular kind of image during data gathering. It results in qualitatively similar images in a dataset. This is evidenced by the strong color contrast (see [52] , [86] ) in most frequently used salient object benchmark datasets [81] . Thus two practices in dataset construction are proffered: i) having independent image selection and annotation process [52] , and ii) crossing the most salient object first and then segmenting it. Negative set bias is the consequence of the lack of rich and unbiased negative set, i.e. one should avoid being focused on a particular image of interest and datasets should model the whole world. Negative set bias may affect the ground-truth by incorporating annotator's personal preference to some object types. Thus, having a variety of images is motivated in such datasets. Capture bias conveys the effect of image composition on the dataset. The most popular kind of such a bias is the tendency of composing objects in the central region of the image, i.e. center bias. The existence of bias in a dataset makes the generic quantitative evaluation of models difficult and sometimes even misleading. For instance, a toy saliency model, which consists of a Gaussian blob at the center of image, often scores higher than many fixation prediction models [17] , [144] , [153] .
Bias is often closely related with application task and sometimes could be deliberately utilized as a prior in a specific task to improve the performance of an algorithm. For instance, for aesthetics reasons (e.g., rule of thirds), photographers tend to frame the salient object near the center of the image [153] , [255] . From an application point of view, most images we are dealing with are intentionally captured by humans with the salient object away from image borders (except images from surveillance camera and driving recorder).
Promising Future Directions
From the discussions listed above, here we propose several promising research directions for constructing more effective models and benchmarks.
Beyond Working with Single Image
Most benchmarks and saliency models discussed in this study are about a single input image. Unfortunately, salient object detection on multiple input images, e.g., salient object detection on video sequences, co-salient object detection, and salient object detection with depth/light field, are ignored. The additional input data is becoming more and more cheap. For example, with the popularity of the consumer depth camera (e.g., Kinect), incorporating depth cues for salient object detection will be easier. It is usually nontrivial, however, to adapt existing single-image-input models to these scenarios. Integrating additional cues such as spatio-temporal consistence and depth will be beneficial for salient object detection.
One possible reason for lacking studies on multiple input images might be the limited availability of benchmark datasets (recall the booming of image saliency models after the publication of MSRA-B and ASD). For example, as we introduced in Sec. 3, there are only two publicly available benchmark datasets for salient object detection on videos in the literature while the videos are selected from very limited scenarios (e.g., cartoons and news). For these videos, only bounding boxes are provided for the key frame to roughly localize the salient object. As a future work, it is urgent to build up benchmark datasets for different scenarios.
Neurobiological evidence is another issue when detecting salient objects on multiple images. Take the video scenario for instance, motion information is only heuristically used in existing studies due to the lack of neurobiological evidences on what constitutes salient motion. For example, some studies propose to use motion consistency (e.g., [122] , [207] , [256] ) as a saliency measure, while [35] argue that the interframe variation acts as surprise to attract human attention. However, these models often encounter scenarios that such consistency and surprise hypotheses fail to work. Actually, the direct correlation between motion and saliency is still unclear in neuroscience.
Finally, similar to the single-input-image scenario, efficiency is usually met with high (even higher) demand when designing algorithms. For instance, although off-line video saliency analysis is also acceptable in very limited scenarios, we need real-time saliency analysis to process live video streams in most cases. This poses a high standard that most existing image saliency models fail to meet: some models even need around one minute to process one 400 × 300 image. To sum up, these three challenges, especially the benchmark challenge, should be addressed first before the booming of video-based salient object detection models.
Other Directions
Traditionally, saliency models have added feature channels such as face, car, animal, text, etc to better predict fixations. Explicit addition of these channels using object detectors to salient object detection models may improve the overall performance. Another future direction, similar to models mentioned in Sec. 2.1.4, will be combining several different saliency models to achieve higher performance. Since these models are based on different mechanisms, it is likely that their combination may increase accuracy.
Currently, we directly compare models against the annotation data, one might also consider comparing models based on their accuracy in specific applications, for instance in image thumbnailing or object detection. The majority of existing models try to correctly segment the salient object region (often evaluated using ROC and F-measure). It would be interesting to evaluate models in terms of their accuracy in preserving boundary of objects similar to general segmentation algorithms (e.g., [13] ). In addition, salient object detection algorithms assume that at least one salient object exists in each image. Some images, however, may not contain salient objects at all [136] . The performance of algorithms on such background images needs to be investigated further.
An emerging trend is active salient object segmentation (see Sec. 2.1.4). The idea is to separate the detection of the most salient object in a scene from its segmentation. This trend can help tackle the center bias in datasets. Existing models have convoluted these two stages and have been very successful on the biased benchmarks. However, they may fail on complex scenes when there are multiple objects in a complex background. Further capitalizing on this idea can greatly help extend the applicability and performance of models to unconstrained conditions. Some other remaining questions include: how many (salient) objects are necessarily to represent a scene? Will map smoothing change the scores and model ranking? How is salient object detection different from other fields? What is the best way to tackle the center bias (due to photographer bias) in model evaluation? A collaborative engagement with other related fields such as visual attention, computer graphics, scene labeling and categorization, general segmentation, and object recognition can help to answer these questions and situate the field better.
SUMMARY AND CONCLUSION
In this paper, we exhaustively review salient object detection models and closely related areas to it.
The numerous works on salient object detection call for a methodological approach for evaluating results. We review a large body of work in saliency modeling and discussed their pros and cons. We categorize the related works in three divisions including: classic salient object/region detection and segmentation, fixation prediction, and category-independent objectness measurement or object proposals generation.
Detecting and segmenting salient objects is very useful for scene understanding. Objects in an image will automatically catch more attention than background stuff, such as grass, trees and sky. Therefore, if in the first place, we can detect all generic objects then we can perform detailed reasoning and scene understanding at the next stage. Compared to traditional special-purpose object detectors, salient object detection models are general, typically fast (which allows processing a large number of images with low cost), often without necessity of training or annotation.
Future works should focus on better situating salient object detection models among other related areas such as fixation prediction, object proposal generation, and general segmentation algorithms. In particular, connections between salient object detection and fixation prediction models can help enhance performance of both types of models. In this regard, datasets that offer both salient object judgements of humans and eye movements are highly desirable. Conducting behavioral studies to understand how humans perceive and prioritize objects in scenes and how this concept is related to language, scene description, attributes, etc, can offer invaluable insights as well. Furthermore, it will be rewarding to focus more on evaluating and comparing salient object models to gauge future progress. Tackling dataset biases such as center bias and selection bias and moving toward more challenging images is important. In such scenarios, two components i) detecting salient objects in a scene and ii) segmenting the extent of the objects efficiently are important (i.e., decoupling the two steps). In this regard, it is important to design challenging datasets which helps us move forward in this direction. Finally, the main remaining questions are: what do we want from salient object detection models and what is the best salient object detection algorithm?.
Although salient object detection and segmentation methods have made great strides in recent years, a very robust salient object detection algorithm that is able to get high quality results for nearly every image is still lacking. Even for humans, what is the most salient object in the image is sometimes a quite ambiguous question. To this end, a general suggestion: Don't ask what segments can do for you, ask what you can do for the segments 21 .
-Jitendra Malik is particularly important to build robust applications. For instance, when dealing with noisy Internet images, although salient detection and segmentation methods cannot guarantee robust performance on individual images, their efficiency and simplicity makes it possible to automatically process a large number of images, which can then be further filtered for reliability and accuracy, thus enabling many applications to run robustly [86] , [191] , [192] , [195] , [197] , [257] and even supports unsupervised learning [193] .
