In this paper we consider the trees with fixed order n and diameter d ≤ 4. Among these trees we identify those trees whose index is minimal.
Introduction
Let A be the (0, 1)-adjacency matrix of a (simple) graph G (of order n). The eigenvalues of G (λ 1 (G) ≥ λ 2 (G) ≥ · · · ≥ λ n (G)) are the eigenvalues of A; note that they are real numbers (since A is symmetric). The largest eigenvalue of G (=λ 1 (G)), usually denoted by ρ(G), is also called the spectral radius of G, or, for short, the index of G. Note that if G is connected then the index is a simple eigenvalue of G (and thus strictly greater than the second largest eigenvalue). The following description of the index of G, or the largest eigenvalue of any hermitian matrix A, is well known (see, for example, [5] p. 49):
We note here that the maximum is attained in (1) if and only if x is an eigenvector of A for ρ. Since A is a non-negative matrix, the corresponding eigenvector can be taken to be non-negative; in addition, if G is connected (i.e. if A is irreducible) then it can be taken to be positive. Any such vector (not necessarily of unit length) will be called the Perron eigenvector of G.
Recall that if G is a graph on n vertices, having ρ as the index and x = (x 1 , x 2 , . . . , x n )
T as the Perron eigenvector, then
is an eigenvalue equation for the ith vertex of G (corresponding to ρ); x i is also called the weight of the ith vertex (with respect to x). For all other facts (concerning notation and definitions), see, for example, [6] , or [3] (for graph spectra). The problem of finding the graphs with extremal (maximal or minimal) index within various classes of graphs has attracted much attention in the literature (see, for example, [4, 5] ; some recent results can be found in [1] ). In getting these results various types of graph perturbations were encountered (see [5] for more details). Most of these perturbations were concerned with maximal index problem, and this explains, apart from the applications, why the maximal index problem attracted much more attention compared to the minimal index problem. In particular, for trees, there are many more results for the maximal index problem, and just a few results for the minimal index problem are known to us (see [1] ).
Very recently it was recognized that the minimal index problem can play an important role in modeling virus propagation in real networks (see [8] for more details). This prompted the authors of [7] to look for the graphs having the minimal index in some classes of connected graphs with fixed order and diameter.
In this note we consider the class of trees having fixed order n and diameter d (to be denoted by T n,d ). Within this class of trees, for d ≤ 4, we will identify those trees with minimal index. We plan to give more accounts on the general case (with d > 4) in our forthcoming paper(s).
The paper is organized as follows. In Section 2, we settle the minimal index problem for trees in T n,d for d ≤ 3. In Section 3 we first introduce the trees which turn to have minimal index in T n, 4 , and then prove our main result (Theorem 3.8).
Trees in
We observe first that T n,d , for d ≤ 2 and n ≥ 1, is a singleton with the star K 1,n−1 as the only element (recall that its index is equal to √ n − 1). So we will assume in the rest of this section that d = 3. Clearly, any tree in T n,3 is a double-star, i.e. it is a tree obtained from a single edge by attaching pendant edges to its end-vertices. DS(p, q) denotes a double-star having p hanging edges at one end, while q at the other end; so n = p + q + 2. We will next show, that we can easily order all trees from T n,3 by the index, and thereby identify the tree with the minimal index. For this aim we will need some results on graph perturbations. Note first that any modification of a graph gives rise to a perturbation of its eigenvalues. In the literature, this topic is mostly studied for the largest eigenvalue of graphs. Let e = rs be an edge of a graph G, and assume that the vertex r is non-adjacent to t. A rotation (around r) consists of a deletion of the edge e = rs followed by an addition of the edge e = rt in the non-edge position; so G = G − e + e is the resulting graph. The following lemmas belong to the standard folklore (see, for example, [2] ).
Lemma 2.1. Let G be a graph obtained from a connected graph G (of order n) by the rotation (around r) of the edge rs to the non-edge rt. Let
x = (x 1 , x 2 , . . . , x n ) T
be the Perron eigenvector of G. Then x t ≥ x s implies ρ(G ) > ρ(G).

Lemma 2.2. Let G be a graph obtained from a connected graph G (of order n) in the same way as in Lemma 2.1. Let x and x be the Perron eigenvectors of G and G , respectively. Then, provided G is connected, x t ≥ x s implies x t > x s .
Now we can prove:
Theorem 2.3. If T m is a tree with the minimal index in T n,3 then
Proof. Assume that T is an arbitrary tree from T n,3 . Then T = DS(p, q), where p ≤ q. Let {u, v} be the center of T . Here we also assume that deg(u) = p + 1 and deg
T be the index and the Perron eigenvector of T . From the eigenvalue equations, it follows that
This completes the proof.
To determine the index of DS(p, q) we use the divisors technique (see [5] p. 37). Consider the following partition of the vertex set of T = DS(p, q): the first cell contains the vertex of degree p + 1, the second one contains the vertex of degree q + 1, the third one contains the p vertices of degree 1 adjacent to the vertex of the first cell and the last one contains the remaining vertices of degree 1. This partition is an equitable partition, i.e. vertices from the same cell have the same number of neighbours in each cell (including their own cell). Then the adjacency matrix of the divisor reads:
The characteristic polynomial of any divisor divides the characteristic polynomial of the parent graph (see [3] p. 122). Moreover, the index of the parent graph is included in the spectrum of the divisor (since the index is a main eigenvalue of the parent graph -see [5] p. 39). The characteristic polynomial of the matrix from (3) is: The largest root of (4) is the index of both the divisor and DS(p, q).
) we get:
if n is even.
Trees in T n,4
We now give a construction of trees which turn to have minimal indices in T n, 4 . For this purpose we subdivide into intervals the set N so that the degree of the vertices of trees with minimal index in T n,4 will depend on the interval to which n (the order of the tree) belongs.
Observe first that any tree T ∈ T n,4 has a single vertex, say c, in its center (see Fig. 1 ). We may next partition the vertex set of T according to their distances from c:
Clearly, any positive integer n is in some of these intervals:
Moreover, n is in at most two of these intervals. If it belongs to two intervals then these two intervals are subsequent, i.e. I k and I k+1 for some k > 0; then n = a k+1 . For any n ≥ 5, and n ∈ I k , we construct the tree T ∈ T n,4 as follows:
(ii) each vertex from V 1 is adjacent to c; (iii) each vertex from V 2 is adjacent to one vertex from V 1 , and in addition
For any n = k 2 +k+1, we have constructed only one tree that will be denoted by T Recall that a tree T is balanced if all vertices at a fixed distance from the center have the same degree. Let a * We will now assume that T m is a tree from T n,4 with minimal index. Our aim will be to show that T m is one of the trees whose construction is just described. For this purpose we prove the following lemma (which holds for any tree in T n,4 ): 4 , and let v i , v j ∈ V 1 . Then we have:
Proof. To prove (i), suppose for contradiction, that deg(v
. Then, by applying Lemmas 2.1 and 2.2, it follows that each of these rotations increases the index. But, as the result of these relocations, we obtain the graph T isomorphic to T , a contradiction; so (i) follows. On the other hand, (ii) follows from symmetry, since v i and v j belong to the same orbit (generated by the automorphism group of T ).
The next theorem establishes one of the most important properties for T m . N) ; if all vertices of V 1 have the same degree (=p), then we assume that h 2 = 0. Let 
Theorem 3.2. If T m ∈
Proof. To determine the index of T we use again the divisors technique. We can consider the following equitable partition of the vertex set of T : the first cell contains only the central vertex c; the second one contains h 1 vertices of V 1 of degree p 1 + 1; the third one contains k 1 vertices of V 2 which are adjacent to vertices of V 1 of degree p 1 + 1; the fourth one contains h 2 vertices of V 1 of degree p 2 + 1; the last cell contains k 2 vertices of V 2 which are adjacent to vertices of V 1 of degree p 2 + 1.
Then the adjacency matrix of the divisor reads:
The characteristic polynomial of the matrix from (5) is: 1)) ). The largest root is the index of both the divisor and T , even in the case when h 1 = h (or h 2 = 0), then the last two cells from above are empty. So we are done.
From the above lemma, if h 1 = h (or h 2 = 0), i.e. if T is balanced, we get: 
, we obtain that
Now the inequality we have to prove is equivalent to
The latter inequality is equivalent to 
while in the latter case
We now have:
(ii)
Proof. Let us first fix i. Then, (i) implies (ii) for h ≤ k, and, as well, (ii) implies (i) for h ≥ k + 2. Consequently it is sufficient to prove (i) for h ≤ k and (ii) for h ≥ k + 2. Let us first prove (i) for h ≤ k. Consider then a real function
corresponding to the first term of (i). Then
is strictly negative for any h ≤ k. So f i (h) is strictly decreasing and has a minimum value at h = k. Consequently, if (i) holds for h = k then it holds for any h < k. So, for h = k, (i) becomes
This is equivalent to 2(k 2 + 2k + 1 − i) > k(k + 2 + (k + 2) 2 − 4i), or by making few further calculations, we finally get a condition (k + 1 − i) 2 > 0, which is true for any 1 ≤ i ≤ k. So both (i) and (ii) hold for h ≤ k. Analogously, we prove (ii) for h ≥ k + 2. Consider now the real function
corresponding to the first term of (ii). Then
is strictly positive for any h ≥ k + 2. So g i (h) is strictly increasing and has a minimum value at h = k + 2. Consequently, if (ii) holds for h = k + 2 then it holds for any h > k + 2. As in the previous case, we get a condition i 2 > 0 at a final stage, which is true for any 1 ≤ i ≤ k. So both (i) and (ii) hold for h ≥ k + 2.
This completes the proof. 
