In this paper, we shed some light on the mutual interplay of economic policy and the financial stability objective. We contribute to the intense discussion regarding the influence of fiscal and monetary policy measures on the real economy and the financial sector. We apply a factor-augmented vector autoregression model to Czech macroeconomic data and model the policy interactions in a data-rich environment. Our findings can be summarized in three main points: First, loose economic policies (especially monetary policy) may translate into a more stable financial sector, albeit only in the short term. In the medium term, an expansion-focused mix of monetary and fiscal policy may contribute to systemic risk accumulation, by substantially increasing credit dynamics and house prices. Second, we find that fiscal and monetary policy impact the financial sector in differential magnitudes and time horizons. And third, we confirm that systemic risk materialization might cause significant output losses and deterioration of public finances, trigger deflationary pressures, and increase the debt service ratio. Overall, our findings provide some empirical support for countercyclical fiscal and monetary policies.
Introduction
Successful implementation of macroprudential policies requires, among other things, a good understanding of the interplay between economic policies, their respective targets, and financial sector development. In this context, there is an intense policy debate focused on determining the extent to which fiscal and monetary policy measures may influence the functioning of the financial sector (i.e. the financial cycle). This debate has generated interest in analysing the quantitative importance of policy transmission channels to the financial sector, their mutual coordination, and the implementation of macroprudential policy tools in smoothing the financial cycle.
In this paper, we contribute to that debate by presenting comprehensive time-series evidence on the fiscal-monetary-macroprudential policy interactions in a data-rich environment. We differ from the rapidly expanding body of literature on monetary/fiscal policy and macroprudential policy interactions mainly in that we consider both policy shocks simultaneously and identify a specific policy mix that might increase systemic risk in the financial sector. Further, we also consider the kick-back effect of financial instability and analyze its propagation in the real economy. In the process, we aim to answer the following questions: First, does loose economic policy benefit financial stability? Second, do fiscal and monetary policy shocks impact the financial sector differently? And third, how do financial imbalances influence real economic activity? The analysis is conducted for the Czech Republic, a small open economy that went through a transformation process from a centrally-planned to a market-based economy in the 1990s. The selection of the country is purely pragmatic; the Czech Republic has a bankbased financial sector dominated by foreign capital and ranks among the most open economies in Europe.
After the Lehman crash, many of the pre-crisis claims, such as monetary policy's 'benign neglect' approach to asset price development or a strict division of labour between different policy levers, began to be questioned. Even the New Keynesian models, which implied that ceteris paribus price stability would be a sufficient condition for output to remain close to its natural level, were subject to criticism. Studies generally conclude (regarding the pre-crisis development) that the low-interest-rate environment in the precrisis period led to the formation of financial imbalances while associated fiscal stimuli during credit booms only deepened systemic risk (see Taylor, 2009; Obstfeld and Rogoff, 2009 , for policy discussion, or Adrian and Liang, 2016, for empirical analysis). The subsequent financial crisis then led to deflationary pressures and an unprecedented (apart from wartime) increase in public debt levels in developed countries. 3 The increase in sovereign default risk further lowered trust in deposit insurance systems and, in general, reduced the ability of fiscal policy to support economic growth. Therefore, it is only logical to question the role of economic policy in determining economic growth and maintaining financial stability.
After the crisis, a new set of tools was introduced to reduce the procyclical character of economic policy. Its mandate is to prevent the accumulation of systemic risk and the formation of financial crises using prudentially-tuned measures of macroprudential policy. In the present day, it is becoming obvious that fiscal, monetary, and macroprudential policy affect each other and a strategic conflict may arise in certain situations. Therefore, Borio (2017) claims that counter-cyclical economic policy settings are now crucial, as global debt levels are at a historical high point and room for policy manoeuvring is remarkably narrow. In this context, achieving some form of coordination between economic policy and financial stability objectives seems to be a fundamental task. In fact, keeping the financial sector stable should be in the best interests of both monetary and fiscal policy, given the excessive costs of financial instability.
The remainder of the paper is organized as follows: Section 2 serves as a review of the literature published on the topic so far. Section 3 outlines the theoretical underpinnings of the empirical framework applied and describes the data employed. Section 4 discusses empirical results, and Section 5 concludes and describes some of the outstanding challenges.
Literature review

Monetary policy and financial stability
A fierce debate on the interaction between economic policy and financial stability erupted after the most recent financial and economic crisis in [2007] [2008] and to this point, a number of both theoretical and empirical studies were published. Attention was primarily given to the interplay of monetary policy and asset prices -a relationship that turned out to be crucial prior to the crisis. Kuttner (2013) provides an overview of the empirical findings both prior to and after the crisis. Current generally-accepted theory holds that one may expect asset prices to decrease following a contractionary monetary policy shock through the functioning of an asset-price channel. However, Galí and Gambetti (2015) , using a time-varying framework, find protracted periods during which stock prices increase after a monetary tightening. On the other hand, Paul (2018) finds that stock prices always decrease following contractionary monetary policy shocks, while Aastveit et al. (2017) find that Fed episodically took real stock price growth into account. Still, stock price developments do not have a significant impact on monetary policy decision-making due to their higher volatility. In this area, housing prices are frequently discussed, as they are considered an early-warning indicator (Gramlich et al., 2010 , Babecky et al., 2013 Laina et al., 2015) , and tended to increase sharply before the crisis. Therefore, many authors have argued for the inclusion of residential real estate prices in the consumer price index and the monetary policy decision-making process (e.g Goodhart 2001; Aydin and Volkan, 2011; Hampl and Havranek, 2017) . They argue that this could lead to smoother business cycle fluctuations compared to conventional inflation targeting.
In this context, there has been a renewed "lean or clean" debate aimed at verifying whether the central bank should incorporate asset price development into its decisionmaking process, even when the current inflationary target is not at risk. Up until the crisis, monetary policy practitioners only responded to asset prices if and when associated risks actually materialized and were transmitted into the real economy ("clean up afterwards" strategy). Even today, this approach has its advocates. Svensson (2016) provides a comprehensive discussion and review of existing empirical studies and concludes that "leaning against the wind" is still not fully justified. However, in light of recent empirical evidence showing that loose monetary policy influences asset prices, risk appetite, and financial stability in general, a growing number of studies favour the leaning against the wind strategy (see Smets, 2014 , for a review). Those studies claim that monetary policy should respond to financial risk accumulation to forestall these risks' materialization and the associated negative impact on the real economy (Filardo and Rungcharoenkitkul, 2016) .
Following this intense discussion, a consensus of sorts emerged in the form of a macroprudential policy toolset to complement existing capital and liquidity regulations. In many countries, macroprudential policy represents an autonomous branch of economic policy with its own objectives (financial stability) and tools. This new paradigm has given rise to a new set of questions regarding the extent to which monetary policy is able to influence financial sector development, as well as the relative positions of monetary and macroprudential policy, and their respective targets.
In theory, the impact of monetary policy on financial stability is related to monetary policy transmission channels: the asset-price channel, the bank-lending channel, and the balance-sheet channel. Theory suggests that lower interest rates should strengthen financial stability. Loose monetary policy is, under general circumstances, transmitted to lower lending rates (the bank-lending channel). Thus, loans become cheaper and more attractive, which then increases the volume of assets, the share of loans on total assets, and banks' profitability. This also improves the balance sheets of economic subjects (the balance-sheet channel). Hoffman and Peersman (2017) also speak of a new channel of monetary policy that works through the debt service ratio, defined as total debt payments to the income of the private non-financial sector. Hoffman and Peersman (2017) and Juselius et al. (2017) argue that monetary expansion leads to a decrease in the debt service ratio, with lower interest rates on the stock of debt outweighing a rise in the debt-to-income ratio. Drehmann and Juselius (2012) and Lombardi et al (2017) further state that changes in the debt service ratio can have aggregate macroeconomic effects and significantly influence financial stability.
Also, one must not forget that keeping interest rates low in the long term may induce households and firms to gradually increase leverage through the conventional intertemporal substitution effect (for more detailed discussion see ESRB, 2016, and IMF, 2015) . Even commercial banks are influenced by the low interest rate environment, as to maintain their profitability, they need to change their portfolio structure in favour of riskier assets. Borio and Zhu (2012) describe this as the risk-taking channel of monetary policy. Recent empirical studies have already shed some light on its functioning (Angeloni et al., 2014; Abbate and Thaler, 2015; Gilbert et al., 2018 , to name a few). Borio (2014a) claims that accumulation of financial disequilibrium occurs most often during positive supply shocks, which push down prices while enhancing optimistic expectations and investment into riskier assets.
Several studies stress the need for some form of policy coordination between monetary and macroprudential policy. The need for such coordination stems from the observation that monetary and macroprudential policy tools are not independent, as they affect both the monetary and credit conditions via their effect on credit growth (Malovana and Frait, 2017) . At the same time, the best economic outcomes can be expected if both policies are used in a complementary manner and are executed by a single institution (Libich, 2017) . Galati and Moessner (2013) provide an overview of research on monetarymacroprudential policy interactions.
Fiscal policy and financial stability
During the recent financial crisis, extraordinary measures were taken, not only by central banks but by governments as well, to prevent a collapse of the financial sector. Support packages from governments reached unprecedented levels and, despite the fact they might endanger fiscal deficits (Agnello and Sousa, 2009 ) and long-term debt sustainability (Hallet and Lewis, 2008; Schuknecht et al., 2009) , they are being justified by the idea that fiscal policy might be used to help economic recovery and, if executed properly, to foster financial stability. In this spirit, BIS (2016) claims that fiscal policy should be, compared to the current state of affairs, much more countercyclical. Fiscal policy should therefore in times of financial boom generate a budgetary surplus and create sufficient fiscal space for subsequent financial cycle contraction.
4 Governments however often use economic growth to increase mandatory expenditures or government investments, which, despite overall positive economic development, lead to a negative primary balance. Therefore, fiscal policy's manoeuvring space may be substantially limited, especially due to ill-considered fiscal policy strategies during an economic boom. Still, to this day there is no unified view on the linkages between fiscal policy and asset prices. This is due to the fact that not all asset prices react alike to fiscal policy shocks (Agnello and Sousa, 2013) , and that the fiscal and financial sector are inherently interlinked, making it hard to identify specific effects and their direction.
To explain the interlinking in a more rigorous manner, let us consider the channels through which changes in sovereign risk may affect banks. One such channel works through the banks' direct holding of sovereign debt (the asset holding channel). In general, a financial boom often supports sovereign credit, which lowers the risk of sovereign default and improves banks' portfolios. Also, banks often use sovereign securities as collateral to secure wholesale funding from central banks, private repo markets, and issuance of covered bonds, and to back OTC derivative positions. So, when the price of sovereign bonds increases, the value of the collateral automatically increases as well (the collateral channel). Ari (2016) shows that during a crisis, banks become heavily exposed to domestic sovereign bonds, which may lead to a rise in bank funding costs and the crowding out of bank lending to the private sector. Deev and Hodula (2016) add that in cases where government-owned banks directly participate in large governmental projects, banking fragility may result in the deterioration of state funds while also raising the risk of sovereign default. Also, one must not forget that sovereign ratings often represent a ceiling for the rating of domestic financial institutions, and thus any upgrade in a country's rating also affects local banks (the ratings channel). These channels, when working in the positive direction during a financial boom, may greatly improve banks' balance sheets and the availability of additional capital funding.
During a financial cycle contraction, however, government debt usually grows because of a decrease in economic activity and asset prices. According to Borio et al. (2015) , economic output is negatively influenced for many years after a crisis.
5 During a financial crisis, asset prices significantly decrease and affect consumption and thereby indirect taxes via wealth effects. The growth of non-performing loans and decline in asset prices can also undermine the health of private financial institutions. In such cases, the government may be forced to recapitalize such institutions from public funds (bail-out costs).
6 There are also likely to be second-round effects on fiscal variables, particularly 4 See e.g. BIS papers: Borio and Lowe (2002) , , Borio (2014b) . 5 They state that during boom periods, factors of production are being moved to less productive and more procyclical sectors (e.g. construction). This inevitably deepens and prolongs the economic slowdown during financial stress and also weakens the sustainability of public debt. 6 For the rare occasions when problems in the financial sector reach this scope, a financial crisis resolution mechanism was formed (according to the Bank Recovery and Resolution Directive -BRRD). Their aim is to prevent the need for bank recapitalization from public funds and therefore to prevent a financial crisis having a one-time negative impact on fiscal sustainability. when significant financial instability feeds back into the economy (for a more detailed description of transmission channels, see Eschenbach and Schuknecht, 2004) .
Fiscal-monetary-financial stability interactions
Overall, the existing research on fiscal-and monetary-financial stability interactions may be grouped into two strands. One strand analyzes the effects of monetary and fiscal policies on the real economy and the financial sector separately, and abstracts from the interlinkages between individual economic policy measures. A review of such studies, although by no means exhaustive, was presented in the previous sub-sections. The second, ever-expanding strand of literature analyzes the behaviour of economic agents in terms of interaction and exchange of information. Over time, it became crucial to account for the fact that both monetary and fiscal policy influence one another and interact with their broad set of instruments. This interaction and the (in)compatibility of their measures give rise to various impacts on the real economy and financial sector. It is reasonable to expect that none of the institutions involved will completely ignore the behaviour of other economic policy agents. The theoretical foundations of fiscal and monetary policy interactions are well established in the literature (Sargent and Wallance, 1981; Leeper, 1991; Woodford, 1996, among others) . Empirical attempts to analyze policy interactions may be found e.g. in Muscatelli et al.(2004) , Mountford and Uhlig (2009), Rossi and Zubairy (2011) and recently in Bianchi and Ilut (2017) and Orphanides (2017) . These studies adopt different approaches to the analysis, but the authors generally agree that monetary and fiscal policies do not contradict themselves in the event of shocks to output (supply or demand shocks) and can act as substitutes in the case of inflation shocks or shocks affecting individual economic policy instruments. We contribute to this literature by providing comprehensive time series evidence on fiscalmonetary-financial stability interactions. We do so in a flexible framework using information from hundreds of macroeconomic time series, which significantly lowers the information bias. We rely mainly on Czech macroeconomic data, but our modelling framework can be extended to other economies.
The theoretical foundations of policy and financial stability interactions can be found in Woodford (2011) and Carlstrom et al. (2010) . Ueda and Valencia (2014) build a model based on a loss function with three elements: variations of output, inflation, and private sector leverage. They derive the following, rather intuitive equation:
, (1) which shows that ex-post leverage in the economy is given by surprises in inflation (1) suggests that loose economic policies lower financial risks in the economy and therefore the risk of financial instability in the future. In this paper, we argue that the functioning of the economy might not be as straightforward as the theoretical models suggest, as the effect could go either way, i.e., may be positive or negative, and is significantly time-dependent.
Empirical methodology
To study the fiscal-monetary-financial stability interactions, we use the factoraugmented vector autoregression model (FAVAR) introduced in Bernanke et al. (2005) . Our primary motivation for choosing the FAVAR model is to avoid the information bias when identifying the set of economic policy innovations.
7 Also, we want to use the advantageous logic of VAR models, which are a theory-free way to "let the data speak" about causality questions. Last, one can find many types of autoregressive patterns in macroeconomic and financial time series, implying that the real economy does not constitute a random entity. A VAR model accounts for these patterns and, for each variable entering the model, computes an equation explaining the variable's evolution based on its own and other variables' lagged values.
In contrast to a simple VAR model, the FAVAR model includes unobserved lowdimensional factors in the autoregression, reducing the information bias. The FAVAR model thus utilizes the advantages of a data rich environment, while remaining tractable in terms of the number of parameters to be estimated. We specify an 
where   L  is a lag polynomial and t  is an error term with zero mean and covariance matrix Q. Equation (2) is a standard VAR model that can be interpreted as a reduced form of a linear rational-expectations model with both observed and unobserved variables. The unobserved variables make the model impossible to estimate; therefore, we assume that the additional informational time series t X are linked to the unobservable factors t F and the observable factors t Y by:
where f  and y  are matrices of factor loadings and t e is a serially uncorrelated error term with a zero mean (innovation shock). Equation (3) This static representation of the dynamic factor model enables us to estimate the factors by principal components. As the static factors incorporate information from a large number of economic variables, the information set of the structural factor model is far greater than that of a standard VAR. Thus, it becomes unlikely that the information set of economic agents will be superior to the information set employed by us. In our application, the we assume that the vector of observable variables t Y holds only our specified innovations, which are then assumed to have pervasive effect on the entire economy. Note that any remaining time series from our vast dataset may be linked to the factors outside of the VAR model via factor loadings identified by the principal component analysis. For details on the estimation procedure, please consult the Appendix C.
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Data and identification scheme Our vector t X for factor extraction consists of a balanced panel of 140 quarterly time series representing the Czech economy and the rest of the world. They are drawn mainly from the Czech National Bank, Czech Statistical Office, and ECB databases. The data spans the period 2001:Q1 -2016:Q1. Generally, it is not required to perform any ex ante categorization of data, but we can benefit from stacking data into sub-groups in accordance with the different classes of economic variables for the sake of the clarity of our computational process. The data sub-groups and corresponding variable counts are presented in Table 1 below. Note that prior to estimation, the data was transformed to assure stationarity of the time series using natural logarithms and first differences. By modelling the fiscal-monetary-financial stability interactions in a data rich environment, we control for real economy development, changes in fiscal and monetary policy, financial sector development, and external influences.
We identify policy innovations using recursive ordering, placing unobserved factors before observed factors. The principal assumption is that unobserved factors do not respond to policy innovations within the first quarter. In order to identify policy innovations, we divide our panel of variables into two groups: slow-and fast-moving variables. Blocks describing the external environment, real economy, fiscal variables, and prices are classed as slow-moving (in the order given in Table 1 ). A slow-moving variable is one that is largely predetermined in the current period and is assumed not to respond instantaneously to the specified shocks. The rest of the blocks are classed as fastmoving variables, which are assumed to be highly sensitive to contemporaneous economic news or shocks. In case of a fiscal shock, all fiscal variables are classed as fastmoving as in Lagana and Sgro (2011) . Note that the variables from which we extract the innovations are always ordered last in the covariance matrix (and treated as a factor on their own). This means that we assume each of the given innovations to affect our latent factors with a lag of one quarter. Since we want to avoid a shortage of degrees of freedom, we prefer to use a smaller model with lower number of lags. The standard information criteria tests suggest three lags, but using more sensitive exclusion-based General-to-Specific approach, we find that two lags are sufficient. Therefore, our baseline FAVAR model contains two lags. Nevertheless, we check for the robustness of our results later. We consider three types of economic policy shocks: monetary and fiscal policy expansion and systemic risk materialization. The main policy tool of the CNB is a two-week repo rate. However, because the repo rate does not change continuously but only as an outcome of CNB Board of Governors meetings, we use the inter-bank rate to proxy for the CNB's key monetary policy rate; similar to how it is done in the CNB's own forecasting system. Hence, we identify an expansionary monetary policy shock as a decrease in PRIBOR 3M. From the financial stability standpoint, an interest rate drop increases the economy's leverage and boosts the risk appetite of economic subjects, and therefore may threaten financial stability. The main fiscal policy variables are government revenue from taxes and total government expenditure, either of which may be used as a source of the innovations. However, using government revenue from taxes as a source variable increases the risk of endogeneity, since government revenue growth is associated with business cycle expansion. On the basis of these shortcomings, we identify an expansionary fiscal policy shock as an increase in total government expenditure.
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Last but not least, we consider the impact of systemic risk materialization as part of financial cycle development. We draw this information from the non-performing loans (NPL) ratio time series. During financial stress, the NPL ratio grows because of an increase in the absolute level of non-performing loans and a decrease in newly-granted loans. Hence, the systemic risk materialization shock is identified as an increase in the NPL ratio.
We conduct a number of checks to verify the robustness of our results. First, we use alternative variables and time frames during the identification of shocks. In case of monetary policy expansion, we check the robustness of results with respect to the CNB's exchange rate commitment, which started in November 2013, and the model with data ending in 2012Q1. 10 By cutting the sample, we also address the fact that the CNB hit the zero lower bound in 2013Q1 when it decreased its main two-week repo rate to 0.05%. For fiscal policy expansion, we attempt to simulate a decrease in government revenues from taxes as an alternative measure. In addition, we also consider a different setting for the systemic risk materialization shock and use information from housing price development as a source of the shock. None of the above-mentioned changes had significant impact on the sign of estimated parameters, and therefore we claim the results to be robust in this manner. The results of these exercises are available upon request. Second, we test whether our results are affected by changing the number of factors that enter the FAVAR model. In particular, we try estimating the model with 5 and 7 factors. Most of the estimated median IRFs from the models with 5 and 7 factors lie inside the 90% confidence interval of the FAVAR model with 3 factors. The only difference is a slightly slower reaction of the variables to the monetary policy shock in the case of models with larger number of factors. Third, we use an alternative identification strategy for fiscal and monetary policy shocks. Results are robust to the use of other plausible orderings of the variables in the FAVARs: We tried ordering the external environment group of variables last, and we also changed the source of the innovation from PRIBOR 3M to the average lending rate to check if the results are dependent on the maturity of loans. Further robustness checks include an increased number of lags in the FAVAR model (up to 4 lags); they provide results that are both qualitatively and quantitatively similar.
Empirical results
The effects of the specified innovations are presented in Figures 1−4 using impulse response functions (IRFs) over a time window of four years (16 quarters). The IRFs show the responses of the selected variables to an identified shock and the shock's propagation over time. We plot the median responses to show the central tendency of the estimated response functions. The responses were normalized to represent 100 basis points' (bps) worth of shocks. Accurate confidence intervals are calculated via a bootstrap procedure as in Kilian (1998) , which accounts for the uncertainty in the factor estimation. One of the main advantages of the FAVAR approach is that IRFs can be constructed for any variable in the information set. Due to space constraints, we only report those that are relevant to the causal relations investigated.
We first estimate the effects of positive surprises in monetary and fiscal policy on a set of variables related to the financial sector. Specifically, we are interested in determining the responses of variables describing financial cycle development (housing prices, loans to the private non-financial sector, NPL ratio), the prudential behaviour of banks (loss provisions, risk-weighted assets), and bank resilience (capital surplus). The choice of variables describing financial cycle development is primarily motivated by Babecky et al. (2012) , Reinhart and Rogoff (2013) , and Valencia (2010, 2013) , who studied the early warning indicators of financial crises and determined that property prices, interest rates on loans, and volume of lending to the private sector are good information sources. We complement these variables with the official financial cycle index, computed and published by the Czech National Bank (see Plasil et al., 2015 , for Volume 18, Issue 3, 2018 205 details on index construction). 11 Details of financial cycle evolution in the Czech Republic are available in Appendix B.
Transmission of fiscal and monetary policy-like shocks
First, to see if the model captures relevant theoretical responses of the main macroeconomic variables to fiscal and monetary policy-like shocks, we show the response of real GDP, unemployment rate, inflation, and real effective exchange rate (Figure 1) . Following monetary policy expansion, real economic activity eventually increases, which manifests itself in higher real GDP growth and a lower rate of unemployment. The annualized consumer price index exhibits a lagged increase after 3 to 4 quarters, which is in line with the targeting horizon of the CNB and largely coincides with previous empirical evidence (Borys et al., 2009 ). We document a minor price puzzle right after the shock, which may be linked to inflation undershooting in the post-crisis period. This explanation is supported by the fact that when using only the data up to 2012Q1 for estimation, this small price puzzle disappears.
Turning to the effects of fiscal expansion, we report a gradual increase in real GDP growth and a decrease in the rate of unemployment. However, while the immediate median reaction of GDP is positive, it gradually turns negative, suggesting only a marginal reaction which may be associated with a partial crowding-out effect. This was also found to be true in Franta (2012) and Ambrisko et al. (2015) , who estimate fiscal policy transmission using Czech data as well. Like us, they also report an increased inflation rate following increased government expenditures, and a rather ambiguous response of the exchange rate. 11 Note that we do not use the credit-to-GDP gap in any form to proxy for financial cycle development. Numerous studies have shown that it may yield incorrect information (Edge and Meisenzahl, 2011; Hamilton, 2017 , to name a few). Gersl and Seidler (2011) have further shown that the credit-to-GDP gap is not an appropriate measure for converging economies, such as the Czech Republic. Second, we turn our attention to the responses of the financial sector-related set of variables (Figure 2) . Following a relaxation of monetary policy, credit activity increases proportionally, which is not surprising. An increase in risk-weighted assets is the more likely outcome of an increased amount of loans to the private sector, but the results may also suggest a change in banks' portfolio structure towards riskier investments (a search-for-yield motive). Highly surprising, however, are the significant disproportions between short and medium term responses of residential property prices and the financial cycle index. These two variables are directly linked to financial cycle development. While they decrease mildly at first (i.e., a more stable financial sector), they eventually increase 4 to 5 quarters after the original shock, peaking at 7 to 8 quarters. We provide the following economic interpretation for the result:
In the short term, before economic agents are able to adjust their balance sheets, lower interest rates benefit financial system stability. First, by boosting aggregate demand, a monetary expansion increases household earnings and firms' profitability. Lower interest rates also decrease the debt service ratio in the short term; i.e., we document a positive impact of monetary policy on effective lending rates, which dominates a negative effect on debt-to-income ratios (in line with the conclusions of Hoffman and Peersman, 2017) . This is also evident from the response of the NPL ratio, which declines right after the shock. In the medium term however, the effects of monetary expansion are likely to reverse, as we observe a gradual increase in residential property prices, the financial cycle index, the debt service ratio, and non-performing loans after 3 to 7 quarters from the shock's introduction. This is a natural outcome of the already-boosted demand for credit, but it also shows that monetary policy might eventually promote risk-taking behaviour in both households and banks. From a financial stability perspective, following a relaxation of monetary policy the loss provisions and capital surplus decrease, which indicates a decrease in banks' prudential behaviour and resilience to potential stressful events.
As concerns fiscal policy, its measures are also transmitted to the financial sector and affect our set of variables. Credit activity increases after the shock, suggesting that even fiscal expansion may increase the demand for credit, especially if economic agents believe that the fiscal expansion is of a relatively permanent nature and not merely a temporary measure. We do not find evidence supporting any kind of Ricardian behaviour among economic subjects. Judging from the increased residential property prices, we argue that the credit channel of fiscal policy operates through the housing market. The rise in credit may lead to a surge in demand for housing and contribute to the upward response of residential property prices. In this manner, fiscal expansion also temporarily improves economic agents' balance sheets because of the increasing value of collateral. This effect is borne out by the NPL ratio response, which decreases at impact. Our results generally confirm the views presented in Agnello and Sousa (2013), who show that government size matters in the estimation of the fiscal policy-asset price relationship, and that countries small in size (such as the Czech Republic) are more likely to avoid a credit shortage generated by increased government deficits. in the responses. While the monetary expansion seems to lower the risk of financial instability in the short term (within the first year), it promotes an increase in credit dynamics and might subsequently (if kept accommodative long enough) lower financial resilience. Fiscal expansion, on the other hand, influences credit dynamics and the related set of variables in the short term and then fades out. These results point towards an unfavourable policy mix: monetary expansion coupled with subsequent fiscal expansion. Let us consider one hypothetical scenario in the economy: 12 The central bank relaxes its monetary policy and decreases interest rates, which should translate into increased economic activity and temporarily lower the risk of financial instability. This could create sufficient fiscal space for the government to support the monetary expansion by raising its spending. The already mounting effects of monetary expansion are now multiplied by the effects of fiscal expansion on asset prices and risk appetite. Under these conditions, macroprudential policy measures might not be sufficient to contain systemic risk build-ups.
Figure 2 Fiscal and monetary policy pass-through into the financial sector
Notes: Median impulse responses are reported with 90% probability bands. The y-axis measures the strength of the variable's response in percentage points; the x-axis is quarters after the shock. All variables except the financial cycle index enter the model as annualized percentage growth.
Frait and Malovana (2017) recently confirmed that accommodative monetary policy contributes to a build-up of financial vulnerabilities. This means that a conflict may arise between monetary policy and macroprudential policy. Beyond this, we argue that monetary policy expansion might be further boosted by a subsequent fiscal expansion, and the present time-series evidence supports this claim. In light of our findings, macroprudential policy cannot view fiscal policy as Ricardian (passive), but must consider it similarly to how it views monetary policy. This obviously makes the coordination problem even more complex.
What are the effects of systemic risk materialization?
It is also relevant to ask to what extent the fiscal and monetary policy setting should take into account financial cycle development. To answer this question completely, we need to take into consideration not only the contribution of monetary and fiscal policies to systemic risk accumulation, but also the impact of systemic risk materialization on key macroeconomic variables (such as prices, output, fiscal sustainability, etc.) and financial sector variables. During this exercise, we simulate an increase in the NPL ratio, an indicator which generally increases during periods of financial stress due to the increase in the number of bankruptcies and delinquencies (numerator effect) and decrease in the dynamics of new loans granted (denominator effect). We henceforth refer to this innovation as a "systemic risk materialization shock". Figure 3 shows that the materialization of systemic risk affects economic activity and variables associated with fiscal and monetary policy. It causes a substantial drop in economic activity, lasting over a year. Typical symptoms are declining real GDP, rising unemployment, and falling prices. The documented currency depreciation might be an outcome of two mechanisms: first, we might be picking up some of the effects of currency interventions by the CNB (from 2015 to 2017); and second, in response to deflationary pressures, the CNB significantly lowered its main policy rates, which would, under the uncovered interest rate parity rule, lower the REER as well.
Figure 3 Systemic risk materialization and real economic activity
Notes: Median impulse responses are reported with 90% probability bands. The y-axis measures the strength of the variable's response in percentage points; the x-axis is in quarters after the shock. All variables except the rate of unemployment and PRIBOR 3M enter the model as annualized percentage growth.
Further, systemic risk materialization may also manifest itself in the economy's fiscal position and sovereign risk, as it influences both government revenues and expenditures and debt service costs. This stems from decreased economic activity, which lowers revenues from taxes. Regarding government expenditure, we may expect it to increase in the form of government support packages reacting to the ailing economy. Subsequently, because of the worsened primary budgetary balance and decreased GDP, we document a substantial increase in the debt-to-GDP ratio. Overall, we find some evidence of a non-negligible deterioration in public finances following systemic risk materialization. In general, we confirm the significantly negative effect of systemic risk materialization and its rather quick transmission into the real economy and to variables associated with fiscal and monetary policy. gives indications as to the causes behind the systemic risk materialization in the financial sector: With the decreased ability of economic agents to repay their loans, we document a rather sharp decline in both credit dynamics and housing prices. This adverse market situation affects mainly commercial banks, which collectively become much more risk-averse, changing their portfolios in favor of less risky assets (in practice, this would manifest as increased exposure to the government and central bank). This is a simple signaling strategy wherein banks strive to present themselves as stable to decrease the cost of additional capital, which, due to the crisis, generally increases. In spite of decreasing risk-weighted assets (outcome of the above-mentioned portfolio cleansing), capital surplus significantly decreases. This might also be achieved by simply increasing the capital requirements. Materialization of systemic risk increases loss provisions and risk costs, which represent a significant component of the interest rate on loans. Growth of interest rates on loans to the private sector increases the debt service ratio and might lead to further deterioration of the loan portfolio.
Conclusions
We explore situations in which fiscal, monetary, and financial stability may interact, and contribute to the discussion about the related policies' coordination and potential conflicts. We highlight the need to take into consideration both fiscal and monetary policy, as they may both affect asset prices and credit dynamics and contribute to systemic risk accumulation and therefore influence financial cycle amplitude. For this purpose, we construct a FAVAR model to capture the policy interplay in a data-rich environment. The FAVAR model helps ensure that the estimated impulse responses are invariant with respect to extensions of the information set -an issue that often plagues impulse response results.
The presented model enables us to identify several patterns. First, loose economic policies have a positive impact on financial stability in the short term, but this effect may reverse in the medium term. In greater detail, we find that fiscal and monetary policylike shocks impact the economy and financial sector differently. While fiscal expansion influences credit dynamics and the related set of financial sector variables in the short term and then quickly fades out, monetary expansion seems to benefit financial stability at first, but its effects turn negative in the medium term. This somewhat complicates the answers to the first two research questions presented in the introduction: For the first question, loose economic policies might indeed benefit financial stability in the short term, but (if kept accommodative long enough) they will eventually work in the opposite direction, towards instability. For the second, yes, fiscal and monetary policy shocks impact the financial sector differently. We highlight the need to consider the full policy mix (fiscal and monetary policy effects) when formulating appropriate policy measures. Regarding our third research question, we find that financial imbalances (systemic risk materialization) cause losses in output, damage public finances, and trigger deflationary pressures. Furthermore, systemic risk materialization leads to increases in the debt service ratio and might lead to further deterioration of the loan portfolio.
Overall, our results confirm the need to discuss and coordinate changes in economic policy to avoid potential conflict situations and surprises in the market. Going beyond existing research, we also provide time-series evidence showing that macroprudential policy cannot view fiscal policy as Ricardian (passive), but must consider it similarly to how it views monetary policy. Further, our finding that both fiscal and monetary policy may be transmitted into the financial sector and influence the risk-taking behavior of economic agents provides support for countercyclical fiscal and monetary policy. Therefore, we make several policy recommendations that may decrease the procyclical character of economic policy and mitigate possible conflict situations at low implementation cost:
In the fiscal policy area, we believe implementing a fiscal rule to restrict the procyclical character of public finances and stabilize government debt over the long term would be beneficial. However, as the Bank for International Settlements (2016) states, it is important to augment the fiscal rule with a proper automatic stabilization scheme, and apply it ex ante when certain economic conditions are met. Further, Borio et al. (2013) recommend including information about financial cycle development into the potential product and output gap estimation. Another possibility for mitigating the unwanted fiscal policy procyclicality associated with systemic risk build-up would be to partially adjust the taxation system in order to limit the growth of certain types of credit. Given the procyclical development of residential property prices and loans to the private sector, it would be beneficial to limit mortgage tax relief (see Andrews et al., 2011) . 13 The European Commission (2015) has encouraged Member States to ensure that tax systems do not encourage household debt. Lombardi et al. (2017) give evidence of the negative impact of high household indebtedness on GDP growth over the long term. There are possibilities to limit the impact of sovereign risk on the banking sector. The Czech National Bank was among the first to implement methods for public finance stress testing with special capital requirements on banks with higher sovereign default risk on government bonds (CNB, 2016).
The impact of monetary policy actions on financial stability may be partially mitigated by incorporating residential property prices in the targeted consumer price index or by using a broader index (Hampl and Havranek, 2017, describe CPIH on the case of the Czech Republic) as a supplementary indicator for monetary policy decisions. There are also other, more controversial propositions for mitigating the procyclical character of monetary policy. Borio (2016) suggests the use of an augmented Taylor rule, in which the monetary authority should respond not only to the inflation gap but also to some defined financial stability gap, and state that a monetary policy rule that takes financial developments into account could help reduce the financial cycle, leading to higher output in the long run. Figure 1B . Financial cycle and its phases.
B. Financial cycle in the Czech Republic
The figure shows the evolution of risk-weighted assets and non-performing loans in the Czech Republic over the time period from 2001 to 2016. The data are compared with the evolution of an official financial cycle index which is described in Plašil et al. (2014) . The variables are in percentage change over the previous year. For the sake of clarity, the variables were z-score normalized. It shows that the pre-crisis development can be well associated with the accumulating of risks as evident from the risk-weighted assets build-ups. On the contrary, the post-crisis period is characterized by increasing NPLs, which indicates an increase in the amount of failures and delinquencies in the economy.
C. Details of the FAVAR Estimation Procedure
The model is estimated in five steps. First, all factor models require an initial step prior the estimation to determine the optimal number of factors used. One possibility is to use the Bai-Ng information criterion to determine the number of factors present in the macroeconomic data vector t X . However, as shown by Tuzcuoglu and Hoke (2016) , different time spans might lead to different numbers of factors. Also, the Bai-Ng criterion does not solve the issue of how many factors we should include in the VAR model itself. We recommend using the following General-to-Specific approach: (i) estimate the mod- In our application, we have used between 3 and 7 factors; the model with 3 latent factors provides the highest explanatory power and its results are therefore reported in the main text. In Table 1C , we check the correlations of sub-groups of variables with the estimated factors. Visual inspection helps us to determine the actual interpretation of these factors. The first factor loads on real economic variables, coupled with prices. The positive correlations accumulated in second factor correspond at most to credit and financial sector related variables. The third factor explains the external development, which is of great importance to the Czech economy. The remaining fourth and fifth factors are mostly insignificant in terms of correlations, which only justifies estimating the FAVAR model with just three latent factors. Third, the loading matrixes are fitted into a VAR framework, estimated by the standard method, with t F being replaced by t F . Fourth, the VAR is estimated and identified recursively using the ordering specified in the main text. Fifth, we construct confidence bands of the impulse response functions using a bootstrap-after-bootstrap technique proposed by Kilian (1998) . The figure provides only a rudimentary comparison of the identified fiscal and monetary policy innovations and their propagation over a time horizon of four years, as well as a quick look at their mutual interactions. It shows that the fiscal expansion is identified as rather short-lived. The shock lasts four quarters before returning to the long-term equilibrium. On the contrary, the monetary expansion reveals a longer-lasting impact on the studied system. Turning to the mutual fiscal-monetary interactions, the time series evidence suggests that, in short, increasing government expenditures (fiscal expansion) causes monetary policy tightening, while releasing monetary policy allows fiscal policy to expand as well. This is quite logical and expected given both economic policies' primary targets. The Figure also shows that fiscal expansion raises inflation, so any central bank under the inflation-targeting regime is obliged to prevent such inflationary pressures and increase its policy rates in response. On the other hand, monetary expansion decreases the debt service costs of outstanding government debt. Fiscal policy is thus 
D. Fiscal-monetary policy interactions.
