Solutions to the equation
Introduction
The purpose of this paper is to construct non-trivial solutions to the functional-differential equation
In practical applications Eq. (1) arises in the study of electrical transmission lines of electrical railway systems [3, 4] . Frederickson [1, 2] (1971) investigated functional-differential equations of advanced type
for λ > 1, and proved several properties of solutions. After his works, Kato and McLeod [5] (1971) and Kato [6] (1972) studied the asymptotic behavior of solutions of (2) as x → ∞. Unfortunately, the solutions obtained by Theorem 3 in this paper do not decay at x → ∞, therefore they do not satisfy the asymptonic behavior expected in [5, Theorem 10(ii)]. Frederickson [1] obtained a global existence for the non-trivial solutions to equations
where F is an odd, continuous function with F (s) > 0 for s > 0. His proof is based on the Schauder fixed point theorem. He also showed that the absolute value of the solution |f (x)| is periodic for x 0. In [2] , he also considered the equations
where a, b ∈ C and λ > 1, and derived a global existence theorem. Furthermore, solutions are given of the form of a Dirichlet series ϕ(z, β) = n∈Z c n e βλ n z , (βz) 0, with some parameter β ∈ C. In the case of b = 0 and β = i, the solution is analytic in the upper half plane {z; z > 0} and continuous on {z; z 0}. From his result it follows that our solutions of (1) cannot be real analytic. Heard [7] (1973) described solutions of (1) in the form of integrals explicitly. However, he did not give the original shapes of solutions.
Augustynowicz, Leszczyński and Walter [8] (2003) considered the following equations related to (1) :
In the case f 0 = 0, there is at least one non-trivial positive solution. For some λ > 1 it can be analytic, moreover for the case λ = 2 Eq. (3) admits infinitely many analytic solutions. Recently, in [9] the author of this paper constructed solutions of (1) with λ = 2. In this paper we construct solutions of (1) by another approach based on the Fourier transform and special sequences of numbers given by (7) and (8) .
This paper is organized as follows. We state the main theorem (Theorem 3) in Section 2 and illustrate the shape of solutions in Section 3. We also clarify the importance of parameter λ. We prove lemmas in Section 4 and prove the main theorem in Section 5.
Main results
To overcome the difficulties in constructing the solutions to (1) we apply to the relationship between the Fourier transform and the dilation. We use an explicit representation of the nontrivial solution of f (x) = λ 2 f (λx). Furthermore, this method allows us to demonstrate the shape of solutions by numerical computation.
Let λ > 1. If f is a solution of the equation
then f (ax/λ 2 ) is a solution of Eq. (1). We now consider Eq. (4). First, we state two lemmas, whose proofs will be given in Section 4. Before stating lemmas, we recall the definitions of Fourier transform, its inverse and the sinc function:
and sinc ξ := sin(πξ )/(πξ ), ξ = 0, 1, ξ= 0.
converges pointwisely and in L 1 (R) for any λ > 1.
Lemma 2. Let λ > 1, and let
Then u has the following properties:
Secondly, we define sequences of numbers {n k } ∞ k=1 and {y k } ∞ k=1 as follows:
and
where C k,l ∈ {0, 1} (l = 1, 2, 3, . . .) are coefficients of the binary system such that
Then we have the following relations:
Hence lim k→∞ y k = ∞ since λ > 1. If λ 2, then y k is strictly increasing. For example, 
satisfies (4), where u, {n k } ∞ k=1 and {y k } ∞ k=1 are as in (5), (7) and (8), respectively. The solution f is in C ∞ (R), non-decay at x → ∞ and f (x) = 0 for x 0. Moreover, if λ 2, then f is bounded.
Remark 4.
(i) The function f is well-defined, since the support of u is [0, 1/(λ − 1)] and lim k→∞ y k = ∞.
Indeed, by (11) we have 
Examples
For λ = 4, 2, 3/2, the graphs of the functions u(x) of Theorem 3 are in Fig. 1 . We get the numerical data of u(x) by using the operator T in (14) 
Proof of lemmas
Proof of Lemma 1. Let
We note that there exist constants γ > 0 and C > 0 such that exp −C|ξ | sinc ξ 2π 1 for all |ξ | γ.
It follows that, for every and m,
Since P m (ξ ) is monotone decreasing with respect to m, P m (ξ ) converges as m → ∞ for all |ξ | λ γ . Hence P m 1 (ξ ) converges as m → ∞ for all |ξ | λ γ , = 1, 2, 3, . . . . Let
For m 2, we have
By Lebesgue's convergence theorem, we have P m 1 → P ∞ 1 in L 1 (R). To prove Lemma 2, we define an operator T : L 1 (R) → L 1 (R) as follows:
where χ [0,1] be the characteristic function of the interval [0, 1]. Then T is bounded on L 1 (R). Let
Then T v ∈ X for v ∈ X and X is a closed subset of L 1 (R). Moreover, for v ∈ X we have that
and that
Therefore, if u ∈ X and u = T u, then u satisfies (6). 2
Proof of Lemma 2. We prove that u ∈ X ∩ C ∞ (R) and u = T u. Let w = χ [0, 1] . Then T v(x) = λ(w * v)(λx). Hence
From the equation
From v L ∞ v L 1 =v(0) = 1 and the continuity ofv, it follows that
as m → ∞.
From Lemma 1 we have that, for all v ∈ X,
pointwise and in L 1 (R). Therefore, T m v → u uniformly, and so in L 1 (R). Since X is closed in L 1 (R) and T is bounded on L 1 (R), u is in X and u = T u. Moreover, we have that ξ nû (ξ ) = ξ n P ∞ 1 (ξ ) ξ n P n+2 1 (ξ ) ∈ L 1 (R), for every n = 0, 1, 2, . . . .
This establishes u ∈ C ∞ (R). If we assume that u(x 0 ) = 0 for some x 0 ∈ (0, 1 2(λ−1) ], then, using u = T u, u 0 and (14) or (15), we have u ≡ 0 in contradiction to R u(x) dx = 1. Therefore we have u(x) > 0 for x ∈ (0, 1/(λ − 1)). 2
Proof of Theorem 3
Let u be as in (5) . It is clear that u (x) = λ 2 u(λx) for x ∈ (−∞, 0]. Since u satisfies (6), it can be extended uniquely to the right (increasing value of x) by using (4). This will be the solution f in Theorem 3. Actually, we can prove that
Equation (17) follows from (13) with j = 0. Let
Then we have by (13) that
To prove (18) we show that
Then we have that
Then By the relations (9) and (10) we have
This establishes (19).
