Abstract-This paper proposes a clustering-based blind detector for multiple-input multiple-output system using space shift keying modulation. First, we convert the blind detection problem to a clustering problem while considering block fading channel. Second, we use the well-known k-means clustering algorithm to design the blind detector. Third, the proposed k-means clustering detector for a blind receiver can provide comparable performance to that of the optimal receiver with perfect channel state information under the conditions of sufficient channel coherent time and sufficient random initializations of the k-means clustering algorithm. Simulations are conducted to demonstrate the performance of the proposed detector.
I. INTRODUCTION
The Multiple-Input Multiple-Out (MIMO) transmission system, first proposed in [1] , has been studied for over a decade due to its improved spectrum utilizations compared to singleinput single-output system. For MIMO system, the Channel State Information (CSI) is obtained by sending pilot symbols. The estimation accuracy of CSI highly depends on the length of pilot symbols. However, it is bandwidth-inefficient to use long pilot symbols and costly to estimate the precise CSI. Thus, many research works focus on the blind detection [2] , [3] , [4] , where the 'blind' receiver performs demodulation without (or with rough) CSI.
A modulation scheme for MIMO system termed as the Space Shift Keying (SSK) was recently proposed [5] and received significant research attention. In contrast to conventional amplitude/phase modulation used in MIMO, the SSK maps the information onto only the antenna indices, resulting in the advantages of 1) reducing hardware expenses (fewer radio frequency chains required); 2) the relatively low detection complexity; and 3) less stringent transceiver requirements. While the number of transceiver antennas is expected to grow in the future (ex., the IEEE 802.11ac draft supports up to 8 spatial streams), SSK will be promising for the emerging large scale MIMO systems.
In this paper, we investigate the detector design for blind MIMO system using SSK modulation. We exploit the similarity between the blind detection in a MIMO system and the traditional clustering problem to design a reduced-complexity This work was supported by National Science Council of Taiwan, under grant number NSC101-2221-E-001-002, NSC101-2221-E-001-008, NSC101-2622-E-001-001-CC3, and 32T-1010721-1C.
detector for blind MIMO receiver. The 'clustering' refers to assigning a set of samples (also called observations) into many subsets (clusters). According to the prescribed criteria, the observations in the same cluster are similar. Many research domains utilize the clustering algorithm to manage large amount of data or information (the interested reader is referred to [6] ). In contrast to other clustering applications where multiple clustering criteria may be adopted, the optimal criterion used for detection relates to the symbol error rate which fairly judges the performance of a specific clustering. This criterion is given by the Maximum Likelihood (ML) criterion and will be elaborated in this paper. We use the kmeans clustering algorithm to solve the clustering problem, which is suboptimal with lower computational complexity compared to the optimal solution. The step-by-step description of the k-means clustering algorithm is given in this paper. The complexity discussion will explain the benefit of applying the k-means clustering algorithm to the detection problem.
The rest of this paper is organized as follows. Sec. II presents the required preliminaries. Sec. III elaborates the proposed k-means clustering (KMC) detector. The simulation results are given in Sec. IV. Sec. V concludes this work.
II. PRELIMINARIES

A. System Model
Consider an uncoded MIMO system with N t transmitting antennas and N r receiving antennas using SSK modulation. The baseband representation of this system is given by
where
is the SSK modulated symbol block with block length L and each symbol x i drawn from the SSK modulation alphabet
Nr×Nt is the flat-fading channel, where h i denotes the i-th column of H. Each entry in H is independent and identically distributed (i.i.d.) zero-mean complex Gaussian random variable with variance σ 
Nr×L is Additive White Gaussian Noise (AWGN), where the i-th column of N is denoted as n i . Each entry of N has the same distribution as that of H but with a different variance σ Similar to the formulation in [3] , the optimal detection for the system in (1) is given by
TheH = h 1 · · ·h Nt andX represent the optimal estimate on the CSI and the transmitted symbol block, respectively, whereh i denotes the i-th column inH. Note that the blind detection problem considered in this work is different from [3] , [4] in terms of the modulation used and the degree of availability of CSI at the receiver (rough CSI is available in [3] , [4] while no CSI is assumed in this work).
B. The Clustering Problem
The basic clustering problem is modeled in the following paragraph. Given a set of multi-dimensional observations, the clustering operation aims to partition the observations into k clusters. The terminology and criterion for clustering are summarized as follows. The centroid of a cluster is the average value of all members in the cluster. The scatter of a cluster is the sum of the Euclidean distances between all members in the cluster and the centroid of the cluster. The criterion for clustering is to find the clustering that minimizes the sum of the k scatters, where each scatter is induced in a cluster.
The k-means clustering algorithm provides the solution to the clustering problem described above with low complexity as described as follows.
1) Select k observations from all observations randomly, and then set the k observations as k initial centroids. 2) Assign each observation to the cluster whose centroid is the closest (in Euclidean distance) to the observation. 3) Calculate the new centroid of each cluster. Go back to 2) until the membership of all clusters does not change. Since the k-means clustering algorithm randomly initializes its starting points, the algorithm might be trapped into a local minimum with poor initialization, as examined in Sec. IV-B.
III. THE PROPOSED KMC DETECTOR
Based on the signal model in (1), our objective is to solve (2) . We propose to decompose the original optimization problem in (2) into the following form
(3) As can be seen, the joint optimization is divided into a twoloop optimization, where the discrete variable and continuous variable are determined at the outer loop and inner loop, respectively. The exhaustive searching complexity for the discrete solution set is O(N L t ), which is computationally prohibitive and should be avoided. Thus, mapping the searching over discrete variables onto a clustering problem is detailed in Sec. III-A. The reduced-complexity detector is proposed in Sec. III-B, and the ambiguity issue induced by k-means clustering algorithm is introduced in Sec. III-C.
A. Mapping the detection to the clustering problem
Denote the k-th column of an N t × N t identity matrix as a k , k ∈ {1, . . . , N t }. Thus, each transmitted symbol
. . , L} be the set of indices of the columns in X which transmit a k . We take (N t , L) = (2, 4) as an example. Given the transmitted symbol block
k can be obtained conditioned on the given X for k = 1, . . . , N t . If X is given, the received symbols with indices in C k can be simplified as
Similarly, let C k y
be the set of received symbols which receive a k . In other words, all of the received symbols y i are partitioned into subsets
From above formulations, the optimal decisionh k conditioned on X is obtained by the ML criterioñ
Note that the variable h k in (5) is continuous, and thus the optimalh k can be obtained by taking average of all members in C k y and a scaling operation to remove √ E s . As a result, the optimal channelH = h 1 · · ·h Nt conditioned on the given X is obtained. Taking average to provide the solution to (5) has been conducted. The following paragraph consecutively map the searching over discrete variables in (3) onto a clustering problem. First, consider the optimization problem in (3), the receiver makes a decision on X conditioned on the received Y . The L symbols y 1 , · · · , y L can be interpreted as L observations in the context of clustering problem. Second, to find the optimal solution to (3), the receiver must tries every X over A L SSK . The last paragraph explained that the C k y is determined conditioned on a specific X. In other words, choosing a specific X can be interpreted as making a specific clustering operation on Y . Third, with the optimal channelH conditioned on the given X as obtained in (5), the (3) can be reduced to
whereH is equivalent to the optimalH conditioned on thē X. Finally, the objective function of the last term in (6) is the sum of the Euclidean distances between all received symbols y ∈ C k y and
where √ E shk is equivalent to the average of all members in C k y . Apparently, the objective function of the last term in (6) completely satisfies the geometrical definition of sum of the k scatters in the clustering problem, where √ E shk is the centroid of C k y . Thus, the objective function of the optimization problem (3) can be interpreted as the clustering criterion described in Sec. II-B. To summarize, this paragraph describes the mapping of the searching over discrete variable in (3) to the clustering problem.
B. KMC detector
As the detection formulation (3) has been mapped onto a clustering problem, we proposed to design the detector with kmeans clustering algorithm described in Sec. II-B, called KMC detector and given in Algorithm 1. To lower the probability that the KMC detector being trapped in a local minimum, the proposed KMC detector runs k-means clustering algorithm with P random initializations. The √ E shk is denoted as h * k in each iteration for simplicity. There are two for-loops in the proposed KMC detector. The inner for-loop runs L times with each single iteration searching for N t discrete variables. Then, denote the average required iterations for the repeat-loop as R. As a result, the overall computational complexity of the proposed KMC detector can be expressed as O(P RLN t ). The k-means clustering algorithm significantly reduces the exhaustive searching complexity of (3), i.e., O(LN L t ). For analytical complexity analysis, to the best of the authors' knowledge, the current theoretical analysis for k-means clustering [7] states that the kmeans has polynomial smoothed complexity for arguments N t and L. However, the constant exponent may be over-estimated.
C. Permutation ambiguity
Considering a system with blind receiver, the scaling ambiguity and permutation ambiguity issues emerge as introduced in [3] . The scaling ambiguity, however, does not exist in a system employing the SSK modulation since that the SSK modulated symbol does not carries information with its amplitude-phase signaling domain. The permutation ambiguity arises due to the following reasons. Given two transmitted symbol blocks X 1 and X 2 such that X 1 = T X 2 , where T 
Refer y i to the cluster Ck y ;
Reset h * k as average of the members in C
J * is the least sum of the k scatters, where the corresponding C
is an N t × N t permutation matrix. The objective function in (6) will output the same value for X 1 and X 2 , i.e.,
whereH Xi denotes the optimal decisionH conditioned on X i . Typically, the permutation ambiguity can be solved by additional coding and the corresponding research is in progress. This is relegated to our future work. During decision making, the KMC detector does not use CSI. However, the output of KMC detector is with permutation ambiguity. To overcome this ambiguity in our simulation given in next section, we use CSI to map the centroids of optimal clusters to the nearest (in Euclidean distance) column of H, i.e., mappingh k to h j , ∀k, j ∈ {1, · · · , N t } in our simulations.
IV. SIMULATION RESULTS
The Symbol Error Rate (SER) is adopted to demonstrate the performance of uncoded SSK modulation systems with blind receiver in this section.
A. Demonstration of the KMC detector
Let N b be the information bits contained in each single SSK symbol. The SSK system with (N t , n t , N r , N b , L) = (4, 1, 4, 2, 40) is considered in Fig. 1 . The proposed KMC detectors with P times initialization, denoted as k-means(P ) in the legend, are compared with the optimal receiver knowing perfect CSI, which is denoted as ML in the legend. We observe 1, 4, 2, 40) . The k-means(P ) denotes the blind receiver using the proposed KMC detector with P times initialization. The ML denotes the optimal receiver based on the perfect CSI. that: 1) The KMC detector exhibits an error floor. 2) Before the error floor takes place, there is a performance gap between the optimal receiver with perfect CSI and the blind receiver using the KMC detector. 3) Adopting larger P can push the error floor phenomenon to the higher E s /N 0 region.
To demonstrate the effect of block length L, a new set of system parameters (N t , n t , N r , N b , L) = (4, 1, 4, 2, 400 ) is used. The simulation result is shown in Fig. 2 . We can observe that the performance gap becomes negligible with longer block length. Besides, we observe a peculiar trend of the SER curve of KMC detector: In some cases, the performance of the KMC detector degrades as E s /N 0 increases. This phenomenon, termed as the regaining error in this paper, is seldom seem in other detection algorithms and will be explained in the next subsection.
For higher transmission rate, simulations of the system with (N t , n t , N r , N b , L) = (8, 1, 4, 3, 80) are shown in Fig. 3 . The higher transmission rate can be interpreted as assigning a set of observations into more clusters in the context of the clustering problem. The block length is set to L = 80 to equalize the average number of received symbols in each cluster in Fig. 1 and Fig. 3 , i.e., L/N t = 10 received symbols in each cluster on average. Comparing Fig. 3 to Fig. 1 , we can see that the performance gaps are comparable if each cluster on average contains the same number of members.
In practical considerations, the block length is constrained by the channel coherent time. In other words, the block length cannot be overly long if the channel varies rapidly. Thus, the simulations with (N t , n t , N r , N b , L) = (8, 1, 4, 3, 400) in Fig. 4 are conducted, where the average number of received symbols in each cluster is reduced to 50 compared to 100 in Fig. 2 . In Fig. 4 , we observe that the performance gaps are larger than those in Fig. 2 but can be reasonably neglected as well. Roughly the blind receiver with KMC detector can provide comparable performance as the optimal receiver with CSI with a reasonable block length. However, from Figs. 3 and 4 we see that the required initialization number P to achieve better performance grows rapidly in high-transmission rate system. Recall that the erroneous detection while using KMC detector is often induced by the poor initialization, which results in the k-means clustering being trapped in a local minimum. Adopting multiple initialization is one way to avoid the local optimum. There are other preprocessing techniques to efficiently avoid the local optimum, which is relegated to our future work.
B. Explanation of the regaining error
From Figs. 1-4 , the KMC detectors exhibit poorer SER performance as E s /N 0 increases in some cases. This is due to the inherent limitation of the k-means clustering algorithm, as explained in the following: With too small variance of the observations in each cluster, the k-means clustering algorithm is with higher probability to be trapped in a local minimum in the case of poor initialization.
Specifically, let's consider an example where the k-means clustering assigns two sets of two-dimensional observations into 4 clusters, one set with larger variance in each cluster and the other with smaller variance in each cluster. Both of the cases are poorly initialized, where the term 'poor initialization' means not every optimal clusters (obtained by k-means clustering algorithm) contains a starting point (initial centroid); at least one optimal cluster contains two or more starting points. The clustering result that corresponds to the case of larger variance, or the medium E s /N 0 region, is shown in Fig. 5(a) . The members in the same cluster are represented by the same color. Different markers represent different cluster centroids, where the starting/end point is represented by larger/smaller marker. The loci of the centroids obtained during the iterations in k-means clustering algorithm are also shown. The clustering is clearly poorly initialized since the larger circular marker is located at the other cluster, i.e., the centroid with circular marker jumps from one cluster to another during k-means clustering iterations. The result that corresponds to the case of smaller variance, or the high E s /N 0 region, is shown in Fig. 5(b) . As can be clearly seen, the clustering result is in error since the obtained centroids are not all located at the center of each cluster. In summary, for the case of extremely small variance in each cluster the k-means clustering algorithm will produce a reasonable clustering result only when each cluster contains a initial centroid.
V. CONCLUSION
For blind receiver in SSK modulation system, this paper proposes a different optimization formulation (3) for detection. This formulation is with high computational complexity at the first glance; however, this paper maps the optimization formulation (3) into a clustering problem. With such mapping, we can adopt classical clustering algorithms to significantly reduce the searching complexity for the solution to (3). The proposed KMC detector for blind receiver can provide comparable performance to that of the optimal receiver with perfect CSI under the conditions of sufficient transmitted block length and sufficient random initializations. The proposed work also leaves some interesting issues for future work including permutation ambiguity, avoidance of poor initialization and further performance analysis. 
