Abstract. This paper considers a restriction to non-negative matrix factorization in which at least one matrix factor is stochastic. That is, the elements of the matrix factors are non-negative and the columns of one matrix factor sum to 1. This restriction includes topic models, a popular method for analyzing unstructured data. It also includes a method for storing and finding pictures. The paper presents necessary and sufficient conditions on the observed data such that the factorization is unique. In addition, the paper characterizes natural bounds on the parameters for any observed data and presents a consistent least squares estimator. The results are illustrated using a topic model analysis of PhD abstracts in economics and the problem of storing and retrieving a set of pictures of faces.
Introduction
Matrix factorization is an important tool across applied statistics including psychometrics, econometrics, biostatistics and machine learning. Despite its popularity, matrix factorization suffers from two fundamental problems. First, in general the matrix factorization does not have a unique solution. There may be many unrelated matrices consistent with the observed data. Second, the number of parameters to estimate may be larger than the number of observations and increasing at a faster rate. In the language of statistics, estimators based on matrix factorization may neither be identified nor consistently estimated. In practice, results based on matrix factorization may be neither reliable nor robust.
This paper considers a subset of matrix factorization problems where the matrix factors are assumed to have non-negative elements and for at least one matrix factor, its columns sum to one. For this subset of problems, the paper presents necessary and sufficient conditions on the observed data for the factorization to be unique. The paper also characterizes "natural" bounds of the identified set for any observed data set. In addition, the paper shows that least squares estimators can be consistently estimated as the number of observations gets large. The theoretical results are illustrated with a topic model analysis of Ph.D. dissertation abstracts in economics and the problem of converting pictures to a smaller data set for storage and retrieval.
In 1933, the statistician and economist, Harold Hotelling, poured cold water on the idea of using matrix factorization to solve a problem plaguing educational psychology. The problem was that the researchers had access to data with a large number of psychometric tests given to a small number of individuals. Hotelling pointed out that the proposed solution to this "wide data" problem was not unique. In fact, there are R 2 parameters not tied down by the data, where R is the number of "hidden factors" or "components" in Hotelling's preferred terminology. Hotelling proposed "principal components analysis" as an "orderly" method of choosing from among the infinite solutions.
Non-uniqueness may lead to a myriad of problems. First, it may make estimation difficult as the estimator bounces between the many solutions. The fastest algorithms available will not help when there is no unique solution to the problem. The problem is ill-posed. Second, the solution found by the algorithm may not be robust. Any small change in the initial conditions may lead to vastly different results. For example, non-uniqueness in topic models leads to different topics and different distributions of words over those topics. Third, these models are often used for prediction and so non-uniqueness may lead to wildly inaccurate results. If the technique is used in picture storage and retrieval is not unique, then there will be problems in recreating or finding certain pictures. Various techniques, such as regularization, "tuning" of parameters or parametric assumptions may be used to solve the non-uniqueness problem. However, if such techniques are used it becomes difficult to determine how much of the results are being driven by the data and how much are being driven by arbitrary choices of the researcher. Understanding when an algorithm will or will not produce a unique solution provides researchers and practitioners with greater comfort in relying on the results.
A common solution to the uniqueness problem in matrix factorization problems is to place some restriction on the assumed data generating process. Bai and Ng (2013) shows that by placing a number of restrictions on the matrix factors including orthonormality and various sparsity constraints, it is possible to have a unique solution that replicates principal components. Singular value decomposition is an example of this approach. While the approach has the advantage of providing estimable and robust algorithms, it has the disadvantage that the assumptions are strong and ad-hoc. In particular, the data generating process may not actually satisfy the conditions assumed. Finding a robust solution to the wrong problem is not valuable.
An alternative solution is based on a proposal illustrated by Lee and Seung (1999) . The authors note that some important problems lead naturally to restrictions on the matrix factors. The factorization of a data set of pictures can naturally be constrained to have non-negative matrix factors. Huang et al. (2013) present necessary conditions on the observed data for a non-negative matrix factorization to have a unique solution. The authors also present sufficient conditions on the observed data for uniqueness.
1 Borrowing results from the econometrics literature on mixture models, this paper shows that the Huang et al. (2013) necessary conditions are sufficient if the problem is further restricted such that at least one of the matrix factors is stochastic. Adams (2016) shows that requiring that the columns of one of the matrix factors to add to one reduces the number of free parameters from R 2 to R(R − 1). If the data also has what the econometrics literature has called "tail restrictions," or sparsity conditions to use the computer science and engineering terminology, then the factorization is unique. More generally, the factorization is not unique even after requiring that the matrix factors be non-negative and that at least one matrix factor be stochastic. The paper shows that that identified set or "natural bounds" are tighter when the data is more informative as to which hidden factor is likely. While requiring an SMF is an important restriction, the practical importance is less clear. For example, both problems analyzed in the original NMF paper (Lee and Seung, 1999) can be naturally modeled as SMF problems. As we see below, topic models are naturally SMF problems, in fact for topic models both matrix factors are stochastic. Similarly, the analysis of faces described in Lee and Seung (1999) can be modeled as a SMF problem. The image is assumed to be a convex combination of "base images." The weighting matrix is stochastic. Lee and Seung (1999) considers the idea of taking a set of pictures of faces and using matrix factorization to reduce the size of the data set and increase the speed to find pictures in the data set. The original data has over two thousand photos and each photo is represented by 81 pixels (in the version analyzed here), giving almost two hundred thousand values to be stored in memory. By factoring the data into 10 base images, we can reduce the storage problem by almost 90%. Additionally, we can speed up the retrieval problem by reducing the number of points to be checked in each picture from 81 to 10. The trade off is that the matrix factorization is an approximation of the original data. The smaller number of base images, the poorer the approximation but the smaller the data and the quicker the retrieval. The more base images, the better the approximation, but the bigger the data set and the slower the retrieval.
A standard topic model can be thought of as a non-negative matrix factorization problem where both matrix factors are stochastic. One matrix factor represents probability distributions over hidden topics conditional on the document and the other represents probability distributions over terms (words) conditional on the topic. The matrix factor representing the distribution over terms, is likely to be relatively sparse while the matrix factor representing the distribution over topics may not be sparse. Huang et al. (2013) shows that if there exist "anchor" words and anchor documents, then the factorization is unique. That is, for each topic there is a term that only occurs for that topic, similarly there are a number of documents that have only one topic. Huang et al. (2013) point out that having anchor words and documents is sufficient but not necessary. The necessary condition is something of the photo negative of the anchor words and documents requirement.
The necessary condition for uniqueness states that the set of occurring terms for each topic are not subsets of each other. That is, there must be some terms that have "anchor" like properties, but they don't quite have to be unique to that topic. The difference between the necessary condition of Huang et al. (2013) and the anchor condition is more obvious in relations to the distribution over topics. The necessary condition states that there exist enough documents in which one of each of the topics does not occur. That is, there has to be enough variation in the documents in regards to which topics they cover. In particular, there must be documents that do not cover certain topics. The anchor property states that there must be a certain number of documents with only one topic. This property is obviously a lot stricter than requiring that a certain set of documents not include one topic. Moreover, it is unlikely to hold in documents longer than say tweets. The result presented below shows that the necessary condition of Huang et al. (2013) is also sufficient for stochastic matrix factorization problems such as topic models.
In order to check for uniqueness of our topic model estimator we simply check the Huang et al. (2013) conditions on the two estimated matrix factors. If the conditions hold, then it is likely that our estimated result is unique. What if the conditions do not hold? In this case, the non-negative conditions place "bounds" on the estimated parameters. (Tian and Pearl, 2000) calls these "natural bounds" as they are derived from natural assumptions that probabilities are non-negative and add to 1. Manski calls them "worst-case" bounds (Ho and Rosen, 2015) . Henry et al. (2014) and Adams (2016) characterize these bounds. Although the bounds get difficult to characterize when there are more than two hidden factors, it is always straightforward to characterize a subset of the bounds that sits on the coordinate axes. This subset is characterized by likelihood ratios. If a term is relatively more likely to occur for one topic versus an alternative topic, then the bounds will be tighter. Similarly, if a document is more likely to incorporate a particular topic relative to a different document, then the bounds will be tighter. If the width of the bounds along the coordinate axes is small in every dimension, then the the identified set is small.
The second fundamental problem with matrix factorization based estimation is that there may exist more parameters than observations, with the number of parameters growing faster than the number of observations. Consistent estimation is important for insuring that the solution to the algorithm represents something true about the world. If this is not true, then results may vary substantially with variation in the data and predicted values may not be close to their true values. One solution to the "too many parameters" problem is to assume that certain sets of parameters are drawn from a distribution (Berry et al., 1995) . This reduces the parameter space from the full set of parameters to just the parameters describing the distribution. This is the solution used in the latent Dirchlet allocation approach to topic modeling (Blei and Lafferty, 2009; Blei, 2012) . The advantage of this approach is that it may be possible to have a consistent estimator, the disadvantage is that it relies on strong parametric assumptions that may not hold in the underling document generation process. For example, the standard LDA model assumes that the distributions across topics is independent (Blei and Lafferty, 2009) .
The approach used here is similar to the approach suggested by Bai and Ng (2013) . The idea is to "concentrate out" one of the matrix factors, so the estimation procedure only estimates the parameters of one of the two matrix factors. If for example there are 50 terms, 10 topics and 10,000 documents, the procedure reduces the number of parameters to be estimated from 90,490 to 490 (noting that the adding up assumption). Moreover the proposed procedure is "non-parametric," making it a much more robust algorithm. The algorithm it is not reliant on assumptions that are unlikely to hold in the actual underling document generating process. The procedure proposed below uses least squares to estimate the distribution over terms for each topic. The distributions over topics for each topic can be determined by multiplying the observed data (the document-term matrix) and multiplying that by the generalized inverse of the estimated matrix factor. The paper shows that as the number of documents gets large then the model estimates converge to the true values in probability.
Matrix factorization is used in a vast array of problems. The common attribute of these problems is correlation in the data. In the face problem, the "variables" are the different pixel positions and there is a high degree of correlation among pixels that are close to each other but also other pixels that may be associated with a different part of the face based on the lighting and complexion of the face. In the topic model, the words are often used in conjunction with each other. Matrix factorization can be used to characterize a document corpus or a set of picture if the correlation in the data can be characterized as a mixture across a small set of "hidden factors."
The paper continues as follows. Section 2 presents the stochastic matrix factorization model. Section 3 presents the main identification results. Section 4 presents the estimation algorithm used for the picture reduction problem and the topic model analysis. Section 5 presents the empirical analysis of the picture reduction problem. Section 6 presents the empirical analysis of the PhD dissertation abstracts. Section 6 concludes.
Stochastic Matrix Factorization
Consider a "data matrix" such as document-term matrix X, where it is N × M . The objective is to factor this matrix giving two matrix factors, a matrix W which is N × R and a matrix H which is R × M . Note that the results presented here also hold, with some minor tweaks, for mixture models (Adams, 2016) .
(1) X = WH Note that this factorization holds for any R > 0. In this paper we will make no claims as to what R is, although it should be noted that the data requirements for identification of models with larger R may be higher.
The identification problem is straightforward to understand. Consider a matrix A which is R × R and full-rank. Equation (1) is consistent with any such matrix.
That is, the observed data and the assumptions of the data generating process that lead naturally to matrix factorization, provide no restrictions on an R × R matrix.
As discussed above we will make two "natural" assumptions that will be shown to restrict the matrix A and in some circumstances the only A that satisfies Equation (2) is the identity matrix (up to rearranging the columns). In this case the matrix factorization is unique (up to rearranging columns). Assumption 1. (Non-Negativity) For all W, H and A satisfying Equation (2) assume that
where the notation B ≥ 0 refers to each element of the matrix being greater or equal to zero.
The first assumption is the standard non-negativity assumption. It states that each and every cell of the matrix factors must either be zero or positive. This is a natural assumption if the matrix factors are to represent probability distributions as they do in topic models.
Assumption 2. (Adding up) Given H and A satisfying Equation (2) assume that either
The second assumption is that one of the matrix factors has rows or columns that sum to one. In the topic model problem it is assumed that there is a probability distribution over terms for each topic, that is the rows of the H matrix sum to 1. In the face problem the observed picture is assumed to be made up of a convex combinations of "base images." Note that assuming both matrix factors are stochastic provides no additional identifying power.
Given these assumptions we can restrict the set of matrices, A, that can satisfy Equation (2). Lemma 1. Given Assumption 2 and assuming H is rank R, the matrix A that satisfies Equation (2) is such that A1 R = 1 R , where 1 R is a R × 1 column vector of 1's.
Proof.
Step 1.
First consider (1) of Assumption 2 and if A is the identity matrix, we have
Also by Assumption 2 for any A we have
As A is full-rank we have the result.
Step 2. Alternatively, consider (2) of Assumption 2 and let A be the identity matrix (6) 1
where H + refers to the generalized inverse. Also, for any A
Rearranging, we have the result.
Lemma 1 states that there are R(R − 1) free parameters in the stochastic matrix factorization problem rather than the R 2 free parameters in the original matrix factorization problem. Below the paper shows that the implications of this lemma are actually larger than the reduction in free parameters. Given this lemma, the next section shows that the necessary condition of Huang et al. (2013) is also sufficient.
Note that the lemma is written assuming that it is the H matrix that is stochastic, but the result holds for either of the matrix factors.
Identification
To illustrate the identification or non-uniqueness problem consider a simple case where there are two topics (R = 2). By Lemma 1, we can write the matrix A with two parameters.
The inverse is
Note that while the matrix factors must be non-negative, the is no requirement that the matrix A be non-negative.
Assumption 1 places constraints on the two parameters a and b. In particular, the following inequalities must hold.
Consider the case where 1 − a − b > 0, then for all i ∈ {1, ..., N } and j ∈ {1, ..., m},
Note that these conditions are based on likelihood ratios. If we observe a word that is much more likely to have come from Topic 1 than from Topic 2, then the bounds are tighter. Similarly if we observe a document that is much more likely to be about Topic 2 rather than Topic 1, the bounds are tighter. Figure 1 illustrates the identified set. The set A is the interior of the four inequalities.
We also see the conditions sufficient for uniqueness. We need four conditions to hold for a = b = 0. First, there exists a word that doesn't occur for Topic 1 but does occur for Topic 2. Second, there is a word that is the reverse. Third there is a document that does not contain Topic 1 but does contain Topic 2. Finally, there is
(2) (1) Figure 1 . The set A in the two factor case.
a document that is the reverse. If these four conditions hold in the observed data, then the unconstrained parameters must be zero, and the matrix A must be the identity matrix (up to rearranging the columns). Note that for the two topic case these identification conditions are the "anchor" conditions of Arora et al. (2012) , but for more general cases they correspond to the necessary condition presented in Huang et al. (2013) . This suggests that the necessary condition of Huang et al. (2013) is also sufficient for stochastic matrix factorization. The next result says exactly that.
Theorem 1. Let Assumptions 1 and 2 hold and define
and (17) X = WAA −1 H then A = I (up to rearranging columns) if and only if there do not exist r 1 , r 2 ∈ {1, ..., R}, r 1 = r 2 such that I r 1 ⊆ I r 2 or J r 1 ⊆ J r 2 .
Proof. See Adams (2016).
Theorem 1 is based on the necessary conditions presented in Theorem 3 of Huang et al. (2013) . The proof presented in Adams (2016) adjusts the proof of Huang et al. (2013) to account for the extra constraint provided by Assumption 2. The proof shows that the necessary condition is the same. This means that the minimum requirement for identification is the sparsity condition presented in Huang et al. (2013) . The paper shows that the additional constraint of adding up implies that this necessary condition is also sufficient.
Estimation
The previous section showed that it is possible to uniquely determine the parameters of the stochastic matrix factorization problem. This section shows that it is possible to consistently estimate the matrix factor whose dimensions do not increase as the data set increases.
4.1. Picture Reduction Problem. For a gray-scale picture, pixel j in picture i is given as
where h rj ∈ [0, 1], w ir ∈ [0, 1], R r=1 w ir = 1, e ij ∈ , and E(e ij ) = 0 for all i ∈ {1, ..., N }, j ∈ {1, ..., M } and r ∈ {1, ..., R}. In matrix notation we have
where in expectation E = 0. If this model seems familiar, it is because it is a linear factor model (Bai, 2003) . Each picture has a common component determined by the weighting vector and there are a set of "factors" or "base images" that are true for the whole set of pictures. The factorization is an approximation of the actual picture, where that approximation is assumed to be unbiased at the pixel level. The difference between this problem and a more standard linear factor model is that the values of the pixels naturally lie between 0 and 1 (assuming a gray-scale image analyzed here). This leads naturally to the restriction that the pixels of the base images also lie between 0 and 1.
If We can write the estimator as follows, where || · || F denotes the Frobenius norm. This is a least squares estimator where the objective is to minimize the squared distances between the cells.
At its heart this is just a least-squares optimizer. One issue is that the adding up and non-negativity constraints provide some additional "moments" on the estimator. In the paper the estimator constrains the parameters to be between zero and one in a standard way. The additional adding up and non-negativity constraints are placed in the optimizer as an additional conditions to be minimized. These additional conditions are weighted (see discussion in the results section).
2
Given that we have a method for determining H s , is there any sense in which this is the matrix we are looking for? The following corollary states that the estimator is consistent. That is, if we were able to get a "large enough" data set, then the matrix estimated is equal to the matrix of interest.
where x is a M × 1 column matrix that represents the "average picture" and w is a R × 1 column matrix which represents the distribution over base images in the population of images. Let M > R and the assumptions of Theorem 1 hold for the observed data then as N s → ∞, H s = H.
Proof. By Theorem 1 and random sampling, averaging across pictures we have
This suggests that we can find a consistent estimator as the number of pictures gets large.
Topic Models.
A topic model is a standard method for representing and analyzing large document sets. In this model, a document is assumed to be represented by a "bag of words". That is, the word placement is ignored and only the word count is used. The probability of observing term j in document i is w ir h rj where x ij is the probability of term j occurring in document i, w ir is the probability of topic r occurring given document i and h rj is the probability of term j occurring given topic r. In this model, the distribution of terms in the document is a mixture model where the mixture probabilities vary across the document set. In matrix notation we have
Note that the matrix X is a general representation of the document corpus given the bag of words assumption. The other assumption of the model is that the correlation of terms in the document is determined by the conditional mixture distribution.
If we have a random sample of N s documents we have our sample version of the matrix factorization problem.
This model can be estimated with an estimator that is almost the same as the one used for the picture reduction problem. The difference is that there is one additional constraint. Here the rows of the H s matrix are assumed to add to one. This is a straightforward constraint to add to the estimator.
3 The consistency result is also similar but not quite the same.
Corollary 2. Let
where x is a M × 1 column matrix that represents the word distribution across the corpus and w is a R × 1 column matrix which represents the distribution over topics across the corpus. Let M > R and the assumptions of Theorem 1 hold for the observed data then as N s → ∞, Pr(H s − H = 0) = 1. 
By the law of large numbers
By assumption, w T E s → 0 M , where 0 M is a M × 1 column matrix of zeros. From this, each element of E s must be zero with probability one.
Corollary 2 states that if the identification conditions hold in the observed data, then as the number of documents in the sample gets large, the estimated parameters converge to the true values with probability one.
The Face Data
The paper illustrates the stochastic matrix factorization method using a data set analyzed by Lee and Seung (1999) in their original paper on non-negative matrix factorization. The data set includes a little over 2,400 pictures of faces. The original pictures were compressed to 19 × 19 gray-scale images. Here, the pictures have been simplified to 9×9 gray-scale images by averaging over 2×2 pixel blocks and removing the bottom and far right edges. In the original paper, the authors estimate a model with 49 base images. Here we will assume 10 base images.
Given the aggregation, the smaller number of base images and the method described above we have 810 parameters to estimate using a little under 2,500 observations. This compares to the original paper which estimated some 137,000 parameters with on the same data. I note that the number of parameters is only 18,000 if the above methodology is used. The approximation is estimated using a least squares estimator with additional moments to account for the constraint that one of the matrices is stochastic. In the estimator used, the weighting on summation to 1 requirement is set to 100, and the weighting on the non-negativity requirement is set to 10. Note that these weights are relative to 1 for each cell difference being minimized. Figure 2 presents the original data and the approximation based on the matrix factorization for the first image in the data file. This illustrates that the approximation reduces the amount of information that exists for the picture, however it still seems to be a relatively good approximation. Figure 3 presents the ten basis images or the H matrix of the factorization. In the original paper, the authors estimate 49 basis images and seem to find basis that represents "parts" of the face, i.e. the eyes, noes, mouth etc. Here there is no discernible "parts," but neither does a " basis" represent some distorted or averaged "face."
Figure 3. Ten basis images
The matrix factorization method is able to reduce the number of pixels to be saved to approximately 12% of the number in the original file (9 × 9 images). In addition, the files can be retrieved with an error rate of 0.0012.
5 In addition, this method reduces the retrieval time by about half compared to using the full images (22 seconds to retrieve each of the images in the data set, versus 48 seconds.) As mentioned above, this procedure does not generally provide a unique solution to the matrix factorization problem. Rather the model is "set identified". That is, depending on the data, the parameters are estimated up to intervals on the real line. We can get some idea of how large these bounds are by looking at the identified set along the axes. Here we have 180 points to check, the two end points for each of the 90 axes. Using this procedure we can determine that most intervals are less than one percentage point wide, but there are 5 of the 90 that are between 1 and 2 percentage points. No intervals are greater than 2 percentage points. Intuitively, this could mean an over or underweighting of a basis image by up to 2 percentage points.
Econ PhD Dissertation Abstracts
The paper uses a data set from PhD dissertation abstracts in economics to illustrate how SMF can be used to estimate a non-parametric topic model. The abstracts are based on the Proquest dissertation database and cover the years 2002 to 2014. The abstracts included all abstracts where one of the three subjects of the abstract contained the term "economics".
6 Table 1 Table 2 gives a bit more of a sense of the dissertation data. We see that the old joke about dissertation titles "three essays in ..." is based in fact. UC Berkeley leads all schools in terms of the number of dissertations granted. Reassuringly, economics departments dominate, although only a small number of the abstracts contain information about the department. Claremont's Thomas Willett leads all Only some ten percent of entries in the data base contain information about the home department. I am grateful to Matthew Chesnes for his help with the data set.
comers in the number of dissertations advised, with Berkeley labor economist, David Card and Minnesota macroeconomist, Tim Keheo right behind.
Using this data, the topic model presented in Equation (22) is estimated assuming there are twenty topics and three hundred and sixty terms in the term-dictionary. The term-document matrix is constructed by removing "sparse" terms, "stop words," numerals, and stemming the remaining words. The document count is reduced to include only documents with a positive number of the remaining terms. The matrix is then normalized to create a distribution over the term-dictionary for each document. The estimation problem is to factorize a 360 × 22, 649 matrix into a 360 × 20 matrix and a 20 × 22, 649 matrix. The procedure presented above is used to estimate the approximately 7,000 parameters that represent the matrix of "basis" documents. Table 3 presents the top five terms by topic, where the topics are the rows of the table. These term-distributions tend to be highly skewed and, while not reported, the "anchor word" condition seems to hold in the data. Table 3 . Top five terms by frequency distribution conditional on the topic (rows).
As stated above, the distribution of topics conditional on the document is calculated post-estimation using Bayes' rule, the document's word distribution and the parameter values from the estimation. Again, it is not reported but this matrix also seems to satisfy the "anchor document" condition for a large number of documents in the corpus. Figure 4 present a histogram of the distribution of the "most probable" topics for each document across the corpus. This figure shows that there is large amount of variation across topics.
While, in general, this model is "set-identified" the bounds on the estimated parameters seem to be very tight. Using the example presented above we can look at the likelihood ratios to find the intervals along each of the 380 axes representing the identified set. Almost all intervals are smaller than 1/10 of one percentage point, with a few that are higher, but none is greater than one percentage point. The necessary and sufficient sparsity conditions presented above seem to hold in the data set analyzed here. Note that the paper does not estimate or account for sampling variance.
6.1. Prediction Problem. The problem analyzed here is to predict the hand entered subject term. To analyze the value of the topic model this subsection uses the results of the topic model above to estimate a multinomial logit model of the dissertation's first subject term. In the analysis the subject term is assumed to be either "economics, finance," "economics, labor," "economics, theory," "economics, agricultural" and an "other category." The results of the topic model are included by taking the "most probable" topic for each document and including that as a factor in the model. The model also includes continuous measures of time (year) and the number of pages that the dissertation has. Table 4 presents the results from the multinomial logit. For each choice, the lefthand column presents the coefficient estimate and the right-hand columns gives the standard error. The last two rows indicate that continuous variables for year of publication and the number of pages were included in the regression model. The results suggest that Topic 7 is an important indicator of a labor dissertation, while Topic 10 dissertations are very unlikely to be Ag.
As a measure of fit, the paper uses the root mean squared error. After the model is estimated, the fitted values are calculated for the data and the squared difference between the observed subject and the predicted subject. The root of the average squared difference is then calculated. The RSME for the model using the results from above are 1.2917. This compares to 1.2927 for a more standard topic model using LDA to calculate the most probable topics.
Conclusion
This paper considers a "natural" restriction on the matrix factorization problem where both matrix factors are assumed to be non-negative and at least one of the matrix factors is assumed to be stochastic (its rows or columns add to 1). This stochastic matrix factorization is a restriction on the non-negative matrix factorization model (Lee and Seung, 1999) . However, for many applications of non-negative Table 4 . Multinomial regression results. Note that the topic numbers do not correspond to the numbering used in Table 3 (unfortunately). matrix factorization, the restriction may be of no importance. In particular, the two problems analyzed in Lee and Seung (1999) can be modeled as stochastic matrix factorization problems. The paper shows that stochastic matrix factorization problems are unique when the data satistifies the conditions posited in Huang et al. (2013) . These conditions are necessary and sufficient for uniqueness of the factorization. The paper illustrates the model using the "face" date analyzed by Lee and Seung (1999) and a topic model analysis of dissertation abstracts in economics.
