Abstract. The resultant and discriminant of composite polynomials were studied by McKay and Wang using some algebraic properties. In this paper we study the resultant and discriminant of iterate polynomials. We shall use elementary computations of matrices and block matrix determinants; this could provide not only the values but also the visual structure of resultant and discriminant from elementary matrix calculation.
Introduction
Let f (x) be a polynomial in K [x] . We denote f n (x) = (f •f •· · ·•f )(x) the n-th iterate of f . It was studied the situations that the irreducibility and the separability of f are preserved through all iteration f n for every n ( [8] , [9] ). The question whether f n is factored out into irreducible polynomials over a field K is important in determining the Galois group Gal(f n /K). One of the classical algebraic tools for determining irreducibility is the discriminant and resultant. The discriminant yields information that not only the roots of f is repeated but also the roots are real or complex, and ration or irrational. Hence it gives a criterion whether the roots are in the field K, or are in an extension field, so we may have the structure of the Galois group [12, p.129] . Recently resultants are applied to provide constructive solutions to problems in computer graphic [5] , robotic [6] , geometric modeling [3] and algorithmic algebraic geometry [2] .
In this paper we study the resultant and discriminant of composite and iterate polynomials systematically. It was McKay and Wang [7] who studied resultant and discriminant of composite of two polynomials.
While they used algebraic properties of resultants for those calculations, we shall use elementary computations of matrices and block matrix determinants.
Preliminaries
Let f (x) = 
The well known discriminant of the quadratic f (x) = ax 2 + bx + c comes from that f (x) has two roots (−b±
. May refer to [1] and [11] as standard references for resultant and discriminants.
Lemma 1. Assume the same context as above. Then
Owing to the roots α i of f (x) and β j of g(x), if we write
Lemma 2. Let f (x) be with leading coefficient a n , and f be the for-
One of the most remarkable results about resultant is that R(f, g) is the determinant of the Sylvester matrix of f and g.
Thus many properties of resultant as well as discriminant follow from the Sylvester matrix without calculating roots explicitly.
Resultant and Discriminant of the composition of Polynomials
The resultant of composite polynomials was investigated by McKay and Wang under the name of Chain rule.
and h(x) be of degree n, m and t
In the proof of [7, Theorem 6] , all possible situations were divided into 5 cases; here we recall one of the cases that degh
By Lemma 1 and 2, we have
This proof makes use of the roots of the given polynomials, however it is not easy to find all solutions. We shall use only basic definition of resultant in terms of matrix and its determinant to get resultant of polynomials. It could provide an advantage to see them visually. We begin with a simple case.
) is the determinant of the 10 × 10 matrix:
Then by taking out c 3 , c 2 , c and 1 c from 1, 2, 3, and 5th column we have
We can generalize the above.
Proof. We first assume c = 1. Since f (h(x)) and g(h(x)) are of
It consists of n + m block matrices of size t × t, so using the identity
where this is the determinant of (n + m) × (n + m) matrix. Thus we
Now for any c, we 
We first assume t = 1 and
Due to Lemma 7, we have
is the determinant of 4t × 4t matrix that can be represented as block matrix in terms of the t × t identity matrix I:
Therefore for any h(
This corresponds to Lemma 4.
is of degree n with leading coefficient a n , and
by Lemma 2. Due to Lemma 1,
and R(f (cx t ), x t−1 ) = f (0) t−1 since 0 is the only root of x t−1 . Moreover we have
Hence it follows immediately that
We can generalize this to any polynomial h(x).

Theorem 10. Let f (x) and h(x) be polynomials of degree n and t
with leading coefficient a n and c t . Then
Moreover if we let p(x)
Proof. Similar to Theorem 9, we have
We may write h (x) = tc t t−1
for t(t − 1) is even. On the other hand since
For example if h(x) = cx t then h (x) = tcx t−1 and
this corresponds to Theorem 9.
Resultant and Discriminant of iterate polynomials
We shall study resultant and discriminant of the composite polyno-
(1) R(f n , f n ) = a n and ∆(f n ) = 1 for all n ≥ 1.
(3) The constant terms of each iterate are
We have more about resultant of iterate linear polynomial.
Theorem 12. Let f (x) = ax + b be a linear polynomial.
Proof. Due to the Theorem 11, we have
It is also clear that
and analogously R(f n , f n−2 ) = a n (a n−1 + · · · + a + 1)b a n−2 (a n−3 + · · · + a + 1)b = a n−2 b a 2 a n−1 + · · · + 1 1 a n−3 + · · · + 1
It is not hard to see R(f n , f n−3 ) = −a n−3 b(a 2 + a + 1). Thus for k < n,
(2) From the above calculation we have
and 12 yield the next corollary.
Corollary 13. Let f (x) = ax + b be a linear polynomial.
The above results correspond to Theorem 4 that
In fact Theorem 4 can be used to get the same result as above.
Proof. Let I d (x) = x be the identity map. Due to Theorem 4, we
Now for the discriminant of iterate quadratic polynomial according to resultants:
Proof. It is clear that
we have We can develop this result by using Theorem 8. 
Moreover since g n (0) = −1 if n is odd and g n (0) = 0 otherwise, the rest follows immediately. .
In particular R(f n+1 , f n ) = 1, R(f n+2 , f n ) = 2 2 n , R(f n+3 , f n ) = 5 2 n and R(f n+4 , f n ) = 26 2 n .
