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Abstract
The quasicontinuum (QC) method was introduced to coarse-grain crystalline atomic ensembles in
order to bridge the scales from individual atoms to the micro- and mesoscales. Though many QC
formulations have been proposed with varying characteristics and capabilities, a crucial cornerstone
of all QC techniques is the concept of summation rules, which attempt to efficiently approximate
the total Hamiltonian of a crystalline atomic ensemble by a weighted sum over a small subset of
atoms. In this work we propose a novel, fully-nonlocal, energy-based formulation of the QC method
with support for legacy and new summation rules through a general energy-sampling scheme. Our
formulation does not conceptually differentiate between atomistic and coarse-grained regions and
thus allows for seamless bridging without domain-coupling interfaces. Within this structure, we
introduce a new class of summation rules which leverage the affine kinematics of this QC formulation
to most accurately integrate thermodynamic quantities of interest. By comparing this new class of
summation rules to commonly-employed rules through analysis of energy and spurious force errors,
we find that the new rules produce no residual or spurious force artifacts in the large-element
limit under arbitrary affine deformation, while allowing us to seamlessly bridge to full atomistics.
We verify that the new summation rules exhibit significantly smaller force artifacts and energy
approximation errors than all comparable previous summation rules through a comprehensive suite
of examples with spatially non-uniform QC discretizations in two and three dimensions. Due to
the unique structure of these summation rules, we also use the new formulation to study scenarios
with large regions of free surface, a class of problems previously out of reach of the QC method.
Lastly, we present the key components of a high-performance, distributed-memory realization of the
new method, including a novel algorithm for supporting unparalleled levels of deformation. Overall,
this new formulation and implementation allows us to efficiently perform simulations containing an
unprecedented number of degrees of freedom with low approximation error.
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1Chapter 1
Introduction
Many historians delineate human history by the materials from which humans make their tools. From
stone to bronze and iron ages, improved materials facilitated advancement in all fronts of human
civilization. Though the proper name of our current age is disputed (“steel”, “industrial”, “silicon”,
and “plastic” are some possibilities), recent technological advances in nano-engineered materials
indicate that perhaps the next age might be based on a new generation of functional materials which
derive exceptional properties from features at micro- and nano-scales (see, for example [Biener et al.,
2007, Schaedler et al., 2011, Montemayor et al., 2014]).
Figure 1.1: A fractal nanotruss structure. Truss members
have walls with thickness on the order of nanometers. Image
courtesy of Prof. Julia R. Greer at Caltech (link)
As manufacturing capabilities for
systems with these nanoscale fea-
tures become more readily avail-
able [Arnold, 2013], techniques to sim-
ulate their behavior are needed to in-
form the design process. Consider, for
example, the fractal truss shown in
Figure 1.1 (a nanotruss with a height
less than 0.00005 meters [Jang et al.,
2013]) and the Eiffel tower in Fig-
ure 1.2 (a truss with a height greater
than 300 meters). Though both are
hierarchical truss structures and bear
superficial resemblance, their size dif-
fers by a factor of more than seven
million. Techniques for analyzing and predicting the behavior of structures such as the Eiffel tower
date back to Claude-Louis Navier’s work in the early 1800s, are well-established, and modern en-
gineering successfully leverages these techniques daily. However, the application of techniques for
large-scale structures to micro- and nanoscale structures produces incorrect results.
2(a) Eiffel tower (link) (b) Truss detail (link)
(c) Truss members (link) (d) Individual trusses
Figure 1.2: The Eiffel tower as an example of a hierarchical truss structure. The overall frame is a
truss structure (b) whose individual members are made of trusses themselves (c).
Techniques for large-scale structures depend on the continuum hypothesis, which is the idea
that materials are “composed of an infinitely divisible continuous medium, imbued with a constitutive
behaviour that remains unchanged regardless of how small the structure of interest may be.” [Miller
and Tadmor, 2002] This assumption, though it conflicts with our knowledge that matter is composed
of individual indivisible atoms, is valid for most practical contemporary engineering analysis and
greatly reduces the work required to predict a system’s behavior.
The continuum hypothesis breaks down when a structure’s response to applied loads depends
on effects at the atomic scale and those effects cannot be subsumed into a phenomenological model.
These atomistic effects and nanoscale phenomena are precisely what govern the behavior of the
promising engineered materials of the future and must be correctly modeled. Though it is possible
to correctly capture these effects by simulating the behavior of a system of individual atoms, even
the largest benchmark simulations of this type fall short of the required size by up to six orders
3(a) Atoms are colored by the grain to which they belong. (b) Atoms are colored by their local disorder from a
perfect crystal (blue) to high disorder (red).
Figure 1.3: Grains, grain boundaries, and defects.
of magnitude because of limited computational resources. Though computer capabilities increase
over time, physical limits on computer architecture imply that these simulations may never be
possible. Understanding such phenomena requires modeling techniques that locally retain atomistic
information while transitioning to the relevant macroscopic length scales where such information is
not needed. The goal of this present work is to formulate a technique and create a high-quality
efficient realization which can be used to investigate systems of engineering and scientific interest.
1.1 The behavior of metals at different scales
The strategy taken for a particular modeling technique depends on the underlying material; methods
for predicting the behavior of amorphous metals can differ greatly from methods used for ceramics.
The formulation and implementation within this thesis focus on modeling metals such as copper and
aluminum.
Materials accommodate their applied loads and displacements by deformation, a process that is
governed by the material’s energy and entropy. Roughly speaking, a body in equilibrium seeks to
minimize its total energy. Initially-disordered metallic atoms will attempt to rearrange themselves
until they locally form a crystal of uniform orientation at equilibrium spacing, which is the lowest
energy state for a metal (a movie illustrating this behavior is available here). Many grains (regions
of uniform orientation) may form (see Figure 1.3) and the structure, density, and orientation of the
boundaries between these grains influence the overall material response.
When metals are deformed, they experience a change in shape that can be recovered (elastic
deformation) and, if they are deformed sufficiently, a change in shape which cannot be recovered
(plastic deformation). Plastic deformation is the result of relative atomic movement and most
commonly takes the form of slip and twinning (see Figure 1.4). The plasticity of slip is transmitted
via dislocations, one type of which is illustrated in Figure 1.5. Under applied loads, these dislocations
4Figure 1.4: An illustration of grain boundaries and twinning within metals [Wang et al., 2013].
move through metals, interact, and form dislocation networks (see Figure 1.6) which can strengthen
the material by inhibiting the movement of dislocations [Bulatov et al., 2006]. A movie illustrating
the formation and movement of dislocations under load may be seen here. Capturing the effect of
these dislocations is critical when modeling structures at exceptionally small scales.
Most metallic systems of interest are polycrystalline, containing many grains. When polycrystal
samples with large grains are deformed, grain boundaries block the propagation of dislocations and
can strengthen the material (see movies here and here for illustrations of the interactions between
dislocations and grain boundaries under load). However, below average grain sizes of about 10− 15
nm, the deformation mechanisms change and the presence of grain boundaries weakens the overall
sample response. This change in overall behavior stemming from microscale features is of great
interest to the scientific community and forms a strong motivation for the development of modeling
tools that can capture the behavior of dislocations within large polycrystal configurations.
(a) (b) (c) (d)
Figure 1.5: The movement of an edge dislocation, which transmits a relative atomic rearrangement
through a material. Note that the dislocation leaves a perfect crystal in its wake (or at most a
stacking fault in 3D).
5Despite this rich behavior at the microscale originating from atomic-level rearrangements, most
contemporary engineering analysis does not try to capture these effects but instead reduces the
rules governing the behavior of metals to only a handful of numeric constants. The approximation
is valid in most circumstances due to the sheer difference in length scales involved: dislocation cores
govern response at the nanoscale and grains at the microscale, but most engineering applications use
geometries six orders of magnitude larger than those features and the local atomic rearrangements
can be averaged away.
Figure 1.6: Dislocations propagate through materials, interact, and form dislocation networks.
1.2 State of the art in material modeling
The state of the art in material modeling offers highly-accurate methods for each individual length
scale, from density functional theory (DFT) and molecular dynamics (MD) at the lower scales all the
way up to continuum theories for the macroscale. Unfortunately, a wide gap exists due to a lack of
models applicable at the mesoscale, where the continuum hypothesis fails yet atomistic techniques
exceed computational limitations. Mastering this gap is key to understanding such diverse open
problems as the response of nanoporous and nanostructured metals, the effective properties of nano-
and microscale structures, or the underlying mechanisms of material failure. Therefore, there is
urgent need for techniques that bridge across scales in order to accurately describe, thoroughly
understand, and reliably predict the mechanics and physics of solids.
Various methods have been developed to bridge the scales. On the one hand, hierarchical schemes
are the method of choice when a clear separation of scales can be assumed so that homogenization
techniques can extract the effective constitutive response from the lower scales and pass it to the
structural level. Examples include multiple-level finite-element analysis or FEn [Miehe et al., 1999,
Feyel and Chaboche, 2000, Schro¨der, 2000] as well as homogenization of atomistic ensembles at the
material-point level of finite element simulations [Shephard et al., 2004, Chung, 2004, Park et al.,
62005, Clayton and Chung, 2006, Liu et al., 2006]. On the other hand, concurrent-scale coupling
methods integrate different constitutive descriptions into a single-scale model by spatially separat-
ing domains treated, for example, by first-principles, MD, discrete defect mechanics, and contin-
uum theories. Prominent examples comprise coupled atomistic/discrete-dislocation models such as
CADD [Curtin and Miller, 2003, Shilkrot et al., 2004, Nair et al., 2010] and AtoDis [Brinckmann
et al., 2012], as well as the bridging domain method [Belytschko and Xiao, 2003] and MADD [Abra-
ham et al., 1998, Broughton et al., 1999], which couples several scales. In such methods, a key
challenge is the passing of information across interfaces between different model domains.
Coarse-graining techniques circumvent this difficulty by applying the same lower-scale consti-
tutive description to the entire model by up-scaling in space and/or in time. Examples include
Coarse-Grained MD [Rudd and Broughton, 2005a,b] and the quasicontinuum (QC) method [Tad-
mor et al., 1996]. While spatial and temporal coarse-graining are equally important, we here focus
on coarse-graining in space. The number of degrees of freedom is reduced by introducing geo-
metric constraints, making the lower-scale accuracy efficiently available for larger-scale simulations;
see [Tadmor et al., 1996, Izvekov and Voth, 2005, Suryanarayana, 2011, Iyer and Gavini, 2011] for
examples. Coarse-graining in time (to transition from femtoseconds to minutes) can be added to the
techniques investigated here but remains beyond the scope of this work; see for example [Voter, 1997,
1998, Sorensen and Voter, 2000, Voter et al., 2002, Kim et al., 2014a, Venturini et al., 2014]. Coarse-
graining strategies offer a number of advantages over domain-coupling methods: (i) the model is
solely based on the lower-scale constitutive description and hence comes with superior accuracy (in
contrast to domain coupling methods, there is no need for an oftentimes phenomenological consti-
tutive law in the coarse-grained domain); (ii) the transition from fully-resolved to coarse-grained is
seamless (no approximate hand-shake region is required between different domains); (iii) depending
on the chosen technique, model adaptation can efficiently reduce computational complexity.
1.3 Quasicontinuum
The quasicontinuum (QC) method was introduced to bridge from atomistics to the continuum by
applying finite element interpolation schemes to atoms in a crystal lattice [Tadmor et al., 1996,
Miller et al., 1998, Phillips et al., 1999]. This is achieved by three integral components: geometric
constraints (which interpolate lattice site positions from the positions of a reduced set of represen-
tative atoms), summation rules (which avoid the computation of thermodynamic quantities from
the full atomistic ensemble), and model adaptation schemes (which localize atomistic resolution and
thereby efficiently minimize degrees of freedom). To date, numerous QC flavors have been developed
which mainly differ in the choice of how the aforementioned three aspects are realized.
For example, geometric constraints in the original QC method [Tadmor et al., 1996, Shenoy et al.,
71998, Knap and Ortiz, 2001] were enforced by affine interpolation on a finite element mesh. More
recent work has explored using higher-order shape functions [Park and Im, 2008, Kwon et al., 2009,
Yang and To, 2015] as well as several formulations with meshless interpolation via smoothed-particle
approaches [Yang and Xiao, 2005, Xiao and Yang, 2007, 2005, Wang and Guo, 2013, Xiao and Be-
lytschko, 2005] or local maximum-entropy shape functions [Kochmann and Venturini, 2014]. Several
extensions to allow for finite temperature (“hot-QC”) have been performed, including the combina-
tion of an effective energy function and Monte Carlo methods [Shenoy et al., 1999a], a generalization
of QC that incorporates statistical mechanics to for constant-temperature simulations [Dupuy et al.,
2005], the max-ent variational approach taken in [Kulkarni et al., 2008], an extension using Langevin
dynamics [Marian et al., 2010], and more recent work that couples hot-QC with hyperdynamics to
reduce the energy barriers between metastable states [Kim et al., 2014b] as well as [Venturini et al.,
2014], in which the max-ent principle is coupled to mean-field models and kinetic laws. Recently
there has been work applying the QC method to novel applications such as using multilattices for
phase transforming materials [Dobson et al., 2007], and the simulation of beam lattices [Beex et al.,
2014a,c]. Lastly, we note that many QC advances have been based on the published 2D QC code
of Miller and Tadmor [Miller and Tadmor, 2011] and their website (qcmethod.org) serves as an
invaluable hub for communication and coordination between QC researchers.
1.4 Nanoscale structures and free surfaces
Surface effects in nanoscale mechanical systems such as nanoporous solids or small-scale structures
can have a significant impact on the effective material response which deviates from the material
behavior of bulk solids. Understanding such phenomena requires modeling techniques that locally
retain atomistic information while transitioning to the relevant macroscopic length scales, a require-
ment for which QC is well-suited. However, surfaces present a major challenge to coarse-grained
atomistics, which has oftentimes been circumvented by costly ad-hoc extensions of the traditional
QC method.
The mechanical behavior of nanoscale structures and nanostructured solids can deviate signif-
icantly from the material response observed in bulk solids. Example systems include micro- and
nano-electro-mechanical devices and functional cellular solids with micro- and nano-sized morpho-
logical features, which promise tremendous technological and scientific potential. Nanoporous metals
excel through unique physical, chemical, and mechanical characteristics [Biener et al., 2007], owing to
the abundance of free surfaces. Depending on their degree of structural order, one distinguishes be-
tween nanoporous foams and structural materials (or, lattice materials). Both display high strength
and stiffness and an extremely low mass density (as low as a few mg/cm3). In addition, lattice
materials offer unprecedented opportunities for bottom-up-engineered materials [Schaedler et al.,
82011, Montemayor et al., 2014].
The extremely low spatial resolution of such systems is responsible for a variety of mechanical
size effects. In particular, the abundance of free surfaces at the nanoscale alters the effective material
behavior both within the reversible elastic regime and beyond. Surface relaxation alters the local
atomic arrangement close to the surface, which in turn affects the atomic interactions and thus alters
the effective elastic moduli. This size effect has been observed experimentally in single-crystalline
nano-structures such as during elastic bending of nano-sized beams [Wong et al., 1997] or carbon
nanotubes [Poncharal et al., 1999], as well as during tension-compression testing of nanowires; see for
example [Chen et al., 2006, Agrawal et al., 2008, Asthana et al., 2011, Zhu et al., 2012, Chen et al.,
2013]. Since surface relaxation is confined to a few atomic layers, the elastic size effects become
noticeable only at small wire diameters on the order of a few nanometers, whereas the bulk response
dominates at larger sizes.
Beyond the elastic limit surfaces interact with lattice defects, such as by acting as dislocation and
vacancy sinks and sources. Remarkable increases of the tensile strength of single-crystal metallic
whiskers with decreasing whisker diameter were first reported in the pioneering work of Taylor
[1934] and later confirmed by Brenner’s studies (1956, 1957). Their research demonstrated what is
now well-known as a structure-induced size effect in metals. Since then, there has been compelling
experimental evidence that the strength of nano-sized single crystals exhibits a power-law dependence
on the feature size [Zhu et al., 2009]. Recent tension-compression experiments on metallic micro- and
nano-pillars impressively demonstrated this extrinsic size effect, cf. [Greer et al., 2009, Burek and
Greer, 2010, Kim et al., 2011]. In particular, a variety of micro-deformation studies have revealed
strong size effects in Cu single crystals [Dehm, 2009, Kiener et al., 2006, 2008, 2009, Maass et al.,
2008, Jennings et al., 2010]. At such small scales, three mechanisms play an important role: small
volumes reduce the number of defects in a statistical fashion, and surfaces interact with defects.
The increase in strength has been explained by dislocation starvation [Greer et al., 2005, Shan
et al., 2008, Greer and Nix, 2006], source exhaustion [Rao et al., 2008, Norfleet et al., 2008], source
truncation [Parthasarathy et al., 2007, Rao et al., 2007], or weakest-link mechanisms [Norfleet et al.,
2008]; see [Greer and De Hosson, 2011] for a review. In addition, surfaces alter the local stress
state with important consequences for nanoscale structures; see for example [Gill, 2007, Pugno and
Aifantis, 2011, Miri et al., 2011, Grekov and Yazovskaya, 2013].
From the modeling perspective, the study of nano-sized structural members is challenging. On
the one hand, they reside outside the realm of traditional MD because computational costs severely
limit the domain size that can be modeled as well as the range of viable strain rates [Derlet et al.,
2003]. On the other hand, size effects in nanoscale structures as well as surface–defect interactions
hardly admit the use of the continuum hypothesis which forms the basis of most engineering models.
Nonlocal and size-aware continuum models have been proposed to capture individual size effects at
9the nanoscale (see for example [Miller and Shenoy, 2000, Chen et al., 2006]), yet they are commonly
tailored for particular mechanisms and not universally applicable. Furthermore, the specific length
scales involved in nanoscale structures oftentimes prohibit a separation of atomistic and structural
scales. This calls for a powerful multiscale simulation methodology that bridges across scales and is
capable of modeling nano- to micrometer-sized objects at the accuracy of the underlying atomistic
ensemble, a call to which the new quasicontinuum methodology developed in this thesis may be
applied.
1.5 Scope and structure of this thesis
The primary contribution this thesis makes to the QC field is in a novel, fully nonlocal, energy-
based QC formulation and the development and validation of new summation rules. The scheme
and summation rules are analyzed in one and two dimensions, as well as numerically examined in
three dimensions. The new summation rules are uniformly superior to existing summation rules in
cost and efficacy, and in particular allow for an improved representation of free surfaces.
This thesis also makes significant contributions to the implementation of the QC method, which is
able to examine unparalleled levels of deformation and unprecedented size (tens of millions of degrees
of freedom). The computational cost of the method is examined, and data structures and algorithms
are described. A novel algorithm for supporting the highly-deforming atomistic neighborhoods found
in simulations with significant plasticity is developed and tested. The formulation is parallelized for a
distributed-memory system using domain decomposition and message-passing, under the assumption
that no single computer can hold the entire simulation’s state at any given time. Lastly, the novel
QC formulation and realization are tested in various verification and validation scenarios, including
nanoindentation, void growth, and the effect of holes in nanofilms.
1.5.1 Novel, optimal summation rules
Though they were not originally seen as such, summation rules have become an essential component
of recent analysis and development within the QC method. While the introduction of geometric
constraints reduces the number of degrees of freedom, summation rules are required to efficiently
reduce the number of lattice sites to be considered in the computation of, e.g., energies and forces.
To this end, the thermodynamics of the full atomistic ensemble are approximated by those of a small
set of carefully-chosen lattice sites (in the following referred to as sampling atoms), comparable to
quadrature rules commonly used in the finite element method. To seamlessly bridge from atomistics
to the continuum without differentiating between atomistic and coarse-grained regions, in this work
we make use of a fully-nonlocal QC approximation without entire elements being represented by
the Cauchy-Born rule, as is commonly done in local QC [Tadmor et al., 1996, Marshall and Dayal,
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2013]. Summation rules now differ by the choice of (i) sampling atom locations and (ii) sampling
atom weights.
Successful examples of summation rules introduced previously include node-based cluster sum-
mation [Knap and Ortiz, 2001] with sampling atoms located in clusters around repatoms, and
quadrature-type summation [Gunzburger and Zhang, 2010, Yang et al., 2013] with sampling atoms
chosen nearest to Gaussian quadrature points with or without the repatoms included as sampling
atoms. Furthermore, element-based summation rules have been introduced in the nonlocal QC con-
text [Gunzburger and Zhang, 2010, Yang et al., 2013] and have demonstrated superior accuracy
over traditional cluster-based summation schemes [Iyer and Gavini, 2011]. Quite recently, an ad-hoc
compromise between local and quadrature summation rules was proposed by Beex et al. [2014b],
which is similar in spirit and contain as a special case within the new summation rules reported
here. Many summation rules have been introduced in an ad-hoc manner to mediate QC deficiencies
(for example, cluster rules were introduced to remove zero-energy modes in force-based QC [Knap
and Ortiz, 2001]) or by borrowing schemes from related models (such as finite element quadrature
rules [Gunzburger and Zhang, 2010]). The novel “optimal” summation rules presented in this work
are derived with the goal of optimally integrating the energy of a system under the constraint of
affine deformation within elements.
Summation rules can either approximate the energy of the system [Eidel and Stukowski, 2009]
or the forces experienced by repatoms [Knap and Ortiz, 2001]. Systematic mathematical error and
stability analyses of node-based cluster summation rules have highlighted the deficiencies of force-
based QC schemes and have advocated the energy-based QC formulation [Luskin and Ortner, 2009,
Dobson et al., 2010a,b,c] due to its conservative nature. Moreover, the proper convergence of energy-
based QC techniques was shown recently for harmonic lattices [Espanol et al., 2013]. Therefore, in
the following we choose an energy-based QC formulation. It is important to note that, although we
focus on the QC method applied to atomistic ensembles, the same technique has been used in, e.g.,
coarse-grained density functional theory [Suryanarayana et al., 2013] and in multiscale structural
mechanics [Beex et al., 2011]. As such, the presented results promise broad impact beyond the
specific systems discussed here.
In this work, we combine all summation rules for energy-based QC into a unified scheme based on
sampling atoms whose locations and weights differ between the various rules. In order to assess the
accuracy of each scheme, we carry out a comprehensive analysis of energy approximation errors and
resulting residual or spurious force artifacts in one and two-dimensions (going beyond all previous
analytical studies that were primarily limited to 1D). Based on our findings, we introduce a class
of summation rules with minimal approximation errors and marginal or vanishing residual forces
in large elements and in the atomistic limit. We then use and compare the performance of various
summation rules for representative simulations.
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1.5.2 High performance implementation
An efficient, high-quality, robust and scalable realization of this novel QC formulation is necessary
to simulate scenarios of engineering and scientific interest. Though several two-dimensional QC
implementations exist, none provided the extensibility required for sampling atoms nor the per-
formance required for the large, efficient simulations targeted by this work. The implementation
created for this work supports 2D and 3D geometry and features a generic summation framework
through which legacy and novel sampling schemes may be used. Many high-performance computing
techniques are incorporated into the implementation to maximize its performance on a single com-
puter, including cache-aware data structures and memory access patterns, automatic and manual
vectorization, as well as threading and tuned load-balancing. However, a single computer does not
have the capacity to store or simulate large domains, and as such the realization was formulated
for use on distributed-memory machines where no single computer can hold the entire state of the
simulation. This parallel implementation exhibits good weak-scaling to simulate very large system
sizes (tens of millions of degrees of freedom) on even modest clusters and lays the groundwork for
future simulations of unprecedented and unparalleled size.
To study the formation of microstructure, the implementation includes a novel adaptive technique
to support neighborhoods that experience high deformation where sampling atoms must account for
initially-distant neighbors. This neighborhoods scheme uses the relative movement of proximal
neighbors to detect when local atomic rearrangements might cause new neighbors to enter the
potential’s cutoff radius and rebuilds the neighborhoods to account for the change. The algorithm
is effective and efficient, maintaining correct neighborhoods during highly-deforming simulations
without significantly increasing overhead.
1.5.3 Structure
This thesis is structured as follow: Chapter 2 first briefly introduces the quasicontinuum method,
after which a general framework for summation rules is described. Errors are analyzed in one and
two dimensions, the source of residual forces is derived, and optimal summation rules are constructed
to eliminate spurious forces. Lastly, the new summation rules are extended to three dimensions.
In Chapter 3, simulations are performed and examined to explore the new formulation and
summation rules. First, numerical experiments are performed to examine errors in the energy
and forces within particular configurations of representative samples, without equilibration. Then,
several integral tests are performed and comparisons are made directly to results obtained by MD
as well as documented material properties. Lastly, because one of the important features of the new
summation rules is the ability to correctly represent free surfaces, the superior performance of the
new summation rules is confirmed via several examples with free surfaces.
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Chapter 4 describes important aspects of the high performance implementation of the method
used throughout the thesis. The general outline of the implementation is presented with its key
data structures and algorithms. Parallelization for a distributed-memory system is described along
with the challenges and constraints it imposes upon the formulation. The weights for the optimal
summation rules of this formulation are easily described but implementation is unclear, and the
approach used to produce the results in this thesis is enumerated for two and three dimensions.
Finally, the novel adaptive neighborhood scheme and remeshing capabilities are reported.
Chapter 5 concludes the thesis with discussion and outlook on future work. The appendices
provide more detail on certain topics of interest which are mentioned in the body of the thesis,
including the neighborhood algorithm, the process used to repair meshes so that the novel summation
rules can be used, and details related to the parallel formulation of the algorithm.
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Chapter 2
Fully-nonlocal quasicontinuum
formulation
In this chapter, we develop and analyze a novel fully-nonlocal energy-based quasicontinuum for-
mulation. We introduce a framework that supports summation rules by including sampling atoms,
or specific sites at which energetic quantities will be calculated. We investigate the origin of the
spurious force artifacts termed ghost forces [Miller et al., 1998, Shenoy et al., 1998] and develop an
optimal summation rule that greatly reduces these spurious forces for the same computation cost
as existing summation rules. Lastly, we analyze these summation rules in one and two dimensions.
Much of this chapter comes from a recent publication in the Journal of the Mechanics of Physics
and Solids [Amelang et al., 2015], with some redactions and updated information.
2.1 The quasicontinuum method
2.1.1 Quasicontinuum approximation of an atomic ensemble
In classical mechanics, an atomistic ensemble containing N atoms is uniquely described by how their
positions q = {q1, . . . , qN} and momenta p = {p1, . . . ,pN} with pi = miq˙i evolve with time t. mi is
the mass of atom i, and dots denote material time derivatives. The system’s Hamiltonian is defined
by
H(q,p) =
N∑
i=1
|pi|2
2mi
+ V (q), (2.1)
where the first term accounts for the kinetic energy and the second term represents the potential
energy of the ensemble with V denoting a suitable atomic interaction potential. The time evolution
of the system is given by Hamilton’s equations, yielding Newton’s equations of motion for atoms
14
i = 1, . . . , N , viz.
miq¨i = fi(q) = −∂V
∂qi
(q), (2.2)
where fi(q) is the total force acting on atom i (the notion of conservative forces is implicit in the fact
that forces are assumed to derive from a potential V ). We note that V can, in principle, depend on
both positions and momenta, which is necessary, e.g., when using the quasiharmonic approximation
to mimic conditions of quasistatic finite temperature [Tadmor et al., 2013]. For concision, we here
restrict our analysis to position-dependent potentials; the extension to include momenta is straight-
forward. Furthermore, we limit our analysis to crystalline solids in which the ground state atomic
positions agree with sites of a Bravais lattice and the interaction potential most commonly has the
additive decomposition
V (q) =
N∑
i=1
Ei(q) (2.3)
with Ei being the energy of atom i. Note that some authors prefer to distinguish between external
and internal forces by introducing external forces fi,ext on atoms i = 1, . . . , N so that
fi(q) = fi,ext(qi)− ∂V
∂qi
(q). (2.4)
Ideally (and in any reasonable physical system), such external forces are conservative and derive
from an external potential Vext(q) and we may combine internal and external forces into a single
potential, which is tacitly assumed in the following. Examples of conservative external forces include
gravitation, long-range Coulombic interaction, or multi-body interactions often realized by artificial
potentials, see for example [Kelchner et al., 1998] for indentation.
Due to limitations of computational resources, it is generally not feasible to apply the above
framework to systems that are sufficiently large to simulate long-range elastic effects, even for short-
range interatomic potentials. However, except in the vicinity of lattice defects and flaws such as
cracks or dislocations, the local environment of nearby atoms in a crystal lattice is almost identical
up to translation. Therefore, the quasicontinuum (QC) approximation replaces the full atomistic en-
semble by a reduced set of Nh  N representative atoms (called repatoms throughout the remainder
of this work, for brevity) having positions x(t) = {x1(t), . . . ,xNh(t)}.
As an illustrative example, see Figure 2.1, where blue circles represent lattice sites that are chosen
as repatoms. The displayed selection of repatoms might be useful if there were a lattice defect near
the bottom left of the domain, while the rest of the domain simply experienced elastic deformation.
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Figure 2.1: Repatoms chosen from lattice sites.
The approximate current position qhi and momentum p
h
i of atom i are obtained by interpolation:
qi ≈ qhi =
Nh∑
a=1
Na(Xi)xa, pi ≈ phi = mi x˙hi = mi
Nh∑
a=1
Na(Xi) x˙a for i = 1, . . . , N. (2.5)
Na(Xi) is the shape function of repatom a evaluated at the position Xi of lattice site i in the
reference configuration. As an essential feature, this coarse-graining scheme locally recovers the
exact atomic ensemble when all atoms are turned into repatoms (shape functions are chosen to
satisfy the Kronecker property Na(Xb) = δab for all 1 ≤ a, b ≤ Nh with δij denoting Kronecker’s
delta). While, in principle, many different interpolation schemes may be used (see [Kochmann and
Venturini, 2014] for meshless interpolation), in this work we will restrict our analysis to an affine
interpolation on a Delaunay triangulated mesh as in the traditional QC method (as illustrated in
Figure 2.2b).
The introduction of geometric constraints (2.5) has reduced the total number of independent
degrees of freedom from d×N in d dimensions to d×Nh. Consequently, the reduced Hamiltonian Hh
of the coarse-grained system, now involving approximate positions qh =
{
qh1 , . . . , q
h
N
}
and momenta
16
(a) Mesh in the undeformed configuration, connecting repatoms.
(b) Affine interpolation of lattice sites in the deformed configuration. Neighborhoods
of repatoms are shown in grey.
Figure 2.2: Affine interpolation in the undeformed and deformed configurations.
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ph =
{
ph1 , . . . ,p
h
N
}
, only depends on positions and momenta of the repatoms through (2.5):
Hh(x, x˙) =
N∑
i=1
|phi |2
2mi
+ V (qh). (2.6)
Instead of solving for the positions and momenta of all N lattice sites, the QC approximation allows
us to update only the positions and momenta of the Nh repatoms, which requires the computation
of forces on repatoms. These are obtained from the potential energy by differentiation, which yields
the force on repatom k:
Fk(x) = −∂V (q
h)
∂xk
=
N∑
j=1
fhj (q
h)Nk(Xj) with f
h
j (q
h) = −∂V (q
h)
∂qhj
= −
N∑
i=1
∂Ei(q
h)
∂qhj
.
(2.7)
fhj (q
h) denotes the total force acting on atom j. A common approximation for non-conservative
external forces is
Fk,ext(x) =
N∑
j=1
fj,ext(q
h)Nk(Xj), (2.8)
so that the overall force on repatom k can be written as
Fk(x) =
N∑
j=1
(
fj,ext(q
h)− ∂V (q
h)
∂qhj
)
Nk(Xj) =
N∑
j=1
fhj (q
h)Nk(Xj), (2.9)
Fk(x) =
N∑
j=1
(
fj,ext(q
h)− ∂V (q
h)
∂qhj
)
Nk(Xj) =
N∑
j=1
fhj (q
h)Nk(Xj), (2.10)
where fhj (q
h) is the total force on atom j. Note that in an infinite Bravais lattice in the absence of
external loading the forces on all atoms vanish (i.e., fhi (q
h) = 0), so that the forces on all repatoms
vanish as well (Fk = 0). This implies that the kinematic QC approximation itself does not introduce
any force artifacts on repatoms.
2.1.2 Summation Rules and Sampling Atoms
Even though the number of degrees of freedom has been reduced from d×N to d×Nh by selecting
repatoms, the calculation of repatom forces still requires computing the forces between all N atoms
and their neighbors located within each atom’s radius of interaction. In principle, summations
in (2.9) can be reduced to the support of the shape functions to reduce cost. However, the force
on any lattice site for which a repatom’s shape function is nonzero will still need to be calculated,
which becomes prohibitively expensive (especially in large elements). Without reducing the number
of lattice sites at which forces must be calculated and if each sampling atom has on average Nb
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neighbors, the O(N × Nb) operations become computationally not feasible for realistically-sized
systems. Therefore, summation rules have been introduced to replace the sum over index i in (2.3)
or (2.9) by a weighted sum over Ns carefully-chosen sampling atoms, which are the only lattice sites
at which energetic quantities are actually calculated. Consequently, the total potential energy is
approximated by
V (qh) =
N∑
i=1
Ei(q
h) ≈ V˜ (qh) =
Ns∑
α=1
wαEα(q
h), (2.11)
where wα is the weight of sampling atom α. Physically, wα defines the number of atoms represented
by sampling atom α. Because the summation rule is applied to the Hamiltonian, (2.11) is commonly
referred to as an energy-based summation rule. The force experienced by repatom k is obtained by
differentiation in analogy to (2.7), i.e.,
F˜k(x) = −∂V˜ (q
h)
∂xk
= −
Ns∑
α=1
wα
Nb∑
j=1
∂Eα(q
h)
∂qhj
Nk(Xj). (2.12)
Now, repatom force calculation has been reduced toO(Ns×Nb) operations. The selection of sampling
atoms and the calculation of sampling atom weights aims for a compromise between maximum
accuracy (sampling at every lattice site, expressed as Ns = N and wα = 1 within this scheme) and
maximum efficiency (sampling at very few carefully chosen lattice sites, expressed as Ns  N and
wα  1).
On the one hand, choosing large numbers of sampling atoms results in high accuracy. Yet the
large number of lattice sites involved in the calculation of energies and repatom forces leads to
tremendous computational expenses which may defeat the purpose of coarse-grained atomistics. On
the other hand, choosing very few sampling atoms considerably speeds up calculations and allows for
the simulation of micron-sized problems (and above). However, this can result in large approximation
errors, especially if the sampling atom locations and/or weights are chosen poorly.
2.1.2.1 Consistent repatom masses
Although all subsequent examples will be restricted to quasistatics, we would like to point out that
the aforementioned fully-nonlocal energy-based QC formulation provides consistent repatom masses,
which are required, e.g., for finite-temperature simulations [Tadmor et al., 2013, Venturini et al.,
2014]. The total kinetic energy of the atomic ensemble (approximated by the QC interpolation
scheme) is given by
1
2
N∑
i=1
mi (q˙
h
i )
2 =
1
2
N∑
i=1
mi
∣∣∣∣∣
Nh∑
a=1
Na(Xi) x˙a
∣∣∣∣∣
2
=
1
2
Nh∑
a=1
Nh∑
c=1
x˙a ·
(
N∑
i=1
miNa(Xi)Nc(Xi)
)
x˙c, (2.13)
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where the term in parentheses may be interpreted as components Mhac of a consistent mass matrix
Mh. In avoidance of solving the global system during time stepping, one may use particle-mass
lumping, cf. [Knap and Ortiz, 2001]. Applying the energy-based summation rule to the kinetic
energy (analogously to the approximation of the potential energy) yields a consistent approximation
of the kinetic energy with the consistent mass matrix components
Mhac =
N∑
i=1
miNa(Xi)Nc(Xi) ≈ M˜hac =
Ns∑
b=1
wbmbNi(Xb)Nj(Xb). (2.14)
The spatial coarse-graining outlined here, in principle, admits the study of dynamic phenomena. Yet
the dynamic QC formulation gives rise to new challenges associated with spurious wave reflections
and refractions in non-uniform meshes which we will not address here.
2.1.3 Spurious force artifacts
Summation rules on the energy level not only reduce computational complexity but also give rise
to force artifacts; see for example [Eidel and Stukowski, 2009] for a recent discussion. By rewrit-
ing (2.12) without neighborhood truncations as
F˜k(x) = −
Ns∑
α=1
wα
N∑
j=1
∂Eα(q
h)
∂qhj
Nk(Xj) =
N∑
j=1
(
−
Ns∑
α=1
wα
∂Eα(q
h)
∂qhj
)
Nk(Xj), (2.15)
and comparing with (2.9), we notice that the term in parentheses in (2.15) does not equal force fhj
and hence does not vanish in general even if fhj = 0 for all atoms (unless the set of sampling atoms
is chosen to agree with the full atomic ensemble, i.e., Ns = N and wα = 1). As a consequence,
the QC representation with energy-based summation rules shows non-physical residual forces on
repatoms in the undeformed ground state. Note that for uniform QC meshes (i.e., uniform repatom
spacings, uniform sampling atom distribution, and a regular mesh), these residual forces disappear
due to symmetry because the sum in parentheses in (2.15) cancels pairwise when carrying out the
full summation. Residual forces therefore only appear in spatially non-uniform meshes; see for
example [Iyer and Gavini, 2011] for an overview.
In the original QC method [Tadmor et al., 1996] where atomistic and coarse-grained regions
(treated by a local Cauchy-Born formulation) are spatially separated, such forces only appear at the
interface between atomistic and continuum regions and were called ghost forces [Miller et al., 1998,
Shenoy et al., 1998]. In nonlocal, energy-based schemes – such as the method discussed here – the
analogous forces are known sometimes as “spurious” and sometimes as “residual” forces [Eidel and
Stukowski, 2009].
In contrast to previous studies, we would like to explicitly differentiate between residual and
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spurious forces. Residual forces denote force artifacts in the undeformed configuration which can be
removed by computing those forces and subtracting them as dead loads from all repatom forces in
subsequent calculations, similarly to the method of ghost-force correction; see for example [Shenoy
et al., 1998]. However, force errors due to summation rules depend on repatom positions and
generally increase away from the undeformed configuration. Removing residual forces from the
forces calculated in anything but the undeformed configuration does not remove these force errors.
Therefore, spurious forces arise, i.e., force artifacts in the deformed configuration that cannot be
corrected for in a simple manner. Even though residual and spurious forces are conservative in the
energy-based scheme, they are non-physical and can typically be quantified in defect-free infinite
systems.
To avoid residual forces, Knap and Ortiz [2001] introduced force-based summation rules which
do not approximate the Hamiltonian but instead approximate the repatom forces explicitly, i.e., the
summation rule is applied directly to (2.7), giving
Fk(x) =
N∑
i=1
fhi (q
h)Nk(Xi) ≈ F˜k(x) =
Ns∑
α=1
wα f
h
α(q
h)Nk(Xα). (2.16)
Consequently, the force-based formulation does not produce any residual forces because fhα(q
h) = 0
in an undeformed infinite crystal (they become apparent, though, when considering finite-sized
crystals with free surfaces). Yet this approximation gives rise to a new problem: the force-based
method is non-conservative; ergo, there is no energy potential from repatom forces derive. This has a
number of drawbacks; see for example [Eidel and Stukowski, 2009, Miller and Tadmor, 2009, Iyer and
Gavini, 2011]. In quasistatic problems, the non-conservative framework may lead to slow numerical
convergence, cause numerical instability, or converge to non-physical equilibrium states. This has
been confirmed recently by mathematical analyses highlighting numerical instability and loss of
accuracy due to force sampling; see for example [Luskin and Ortner, 2009, Dobson et al., 2010a,b,c,
Ortner, 2011]. Furthermore, for dynamic or finite-temperature scenarios, a QC approximation using
force-based summation rules cannot be used to simulate systems in the microcanonical ensemble
(where the system’s energy is to be conserved). It should be noted that, of course, this does not rule
out the use of alternative ensembles. Finally, repatom masses, required for dynamic simulations, are
not uniquely defined because there is no effective kinetic energy potential when using force-based
summation rules. In contrast, energy-based summation rules lead to conservative forces and to
strictly-symmetric stiffness matrices. Moreover, these matrices exhibit only the six admissible zero
eigenvalues even for purely nodal summation rules as shown by [Eidel and Stukowski, 2009]. For all
these reasons, in this thesis we focus on energy-based summation rules.
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2.1.4 Example: Embedded Atom Method
The above coarse-graining framework is sufficiently general for most types of crystalline solids. Let
us exemplify the general concept by a frequently-used family of interatomic potentials for metals
to be used in our numerical examples. The Embedded Atom Method (EAM) by Daw and Baskes
[1984] defines the interatomic potential energy of a collection of N atoms by
Ei(q) =
1
2
N∑
j=1
j 6=i
Φ(rij) + F(ρi), ρi =
N∑
j=1
f(rij). (2.17)
The pair potential Φ(rij) represents the energy due to electrostatic interactions between atom i and
its neighbor j, whose distance is given by rij = |rij | and rij = qi−qj . ρi denotes the (approximated)
effective electron density which atom i senses due to its neighboring atoms. f(rij) is the electron
density at site i due to atom j as a function of their distance rij . F(ρi) accounts for the energy
release upon embedding atom i into the local electron density ρi. From (2.2), the exact force fk
acting on atom k is obtained by differentiation, viz.
fk(q) = −
N∑
i=1
∂Ei(q)
∂qk
= −
N∑
j∈nI(k)
[Φ′(rkj) + {F ′(ρk) + F ′(ρj)} f ′(rkj)] rkj
rkj
. (2.18)
Since most non-ionic metallic potentials are short-range, we efficiently truncated the summations to
include only neighboring atoms within the radius of interaction (nI(i) denotes the set of relevant
neighbors of atom i). Introducing the QC approximation along with an energy-based summation
rule now reduces the approximate repatom forces to [Eidel and Stukowski, 2009]
F˜k(x) = −
Ns∑
α=1
wα
∑
j∈nI(α)
[
1
2
Φ′(rhαj) + F ′(ρhα) f ′(rhαj)
]
rhαj
rhαj
[Nk(Xα)−Nk(Xj)] , (2.19)
which display residual and spurious forces as demonstrated in subsequent sections. Note that in
the following we neglect thermal fluctuations and consider only zero temperature as in the original
QC method. For finite-temperature QC extensions see for example [Shenoy et al., 1999a, Hai and
Tadmor, 2003, Dupuy et al., 2005, Tang et al., 2006, Kulkarni et al., 2008, Marian et al., 2010,
Tadmor et al., 2013, Venturini et al., 2014] and references therein. These approaches can be applied
to the spatial coarse-graining techniques discussed here, yet they go beyond the scope of this thesis.
2.2 A general framework for summation rules
We consider energy-based summation rules applied to a crystalline lattice that is coarse-grained by
the QC approximation using an affine interpolation. The total potential energy is approximated
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by (2.11) and repatom forces by (2.12). Specific summation rules differ by the selection of the Ns
sampling atoms and by the calculation of their weights wα. The choice of sampling atoms is, in
principle, independent of the choice of repatoms. Figure 2.3 schematically illustrates four types of
summation rules previously introduced by the QC community.
r
c
rc
nodal rule: (0,0)
cluster rules: quadrature rules:
element quadrature:
(1,0)
(2,0)
(0,1)
(0,3)
(-,1)
Figure 2.3: Various types of summation rules introduced by the QC community: nodal, cluster,
quadrature-type, and element quadrature rules. Small open circles represent lattice sites, solid black
circles are repatoms, and open large circles are sampling atoms. Except in element quadrature, all
summation rules include the repatoms in the set of sampling atoms in order to naturally bridge to
full atomistics.
In the nodal summation rule the set of sampling atoms agrees with the set of repatoms (Ns = Nh).
In avoidance of the significant energy approximation errors and resulting force artifacts, cluster
summation rules were introduced which choose sampling atoms as lattice sites located in spherical
clusters around repatoms [Knap and Ortiz, 2001, Eidel and Stukowski, 2009]. Figure 2.4 shows
cluster summation for the illustrative example; repatoms are blue and sampling atoms are red. The
nodes, which are both repatoms and sampling atoms, are colored blue. Increasing the cluster radius
rc to include more shells of atoms increases the accuracy but also significantly raises computational
expenses since the number of atoms per cluster scales with O(r3c ). Eidel and Stukowski [2009] showed
that to reduce errors and force artifacts to a reasonable level clusters must be chosen sufficiently
large to overlap, which incurs high computational expenses.
The main deficiency of all node-based summation rules is the error made by approximating
the energy of many lattice sites well within an element by those at or near the vertices. As a
remedy, element quadrature summation rules do not use sampling atoms on the nodes, but solely
take sampling atoms as those lattice sites closest to quadrature points of the finite element mesh
using, e.g., Gauss-Lobatto quadrature [Gunzburger and Zhang, 2010, Yang et al., 2013]. As a
special case, the local QC formulation of Tadmor et al. [1996] can also be understood as an element
quadrature rule where instead of using actual atomic neighbors the Cauchy-Born rule is imposed.
Quadrature-type summation rules sample over all repatoms plus quadrature-type lattice sites
comparable to stress-point integration in particle methods [Xiao and Yang, 2007]. Figure 2.5 shows
quadrature-type summation for the illustrative example. Quadrature sampling atoms are chosen on
the lattice sites closest to the traditional Gauss-Lobatto points of a given order. In addition, one
can formulate mixed summation rules having clusters around repatoms or quadrature-type sites, or
around both [Gunzburger and Zhang, 2010]. Further summation rules have been proposed which
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Figure 2.4: Cluster summation: repatoms are blue and sampling atoms are red. The nodes, despite
being colored blue, are both repatoms and sampling atoms.
identify unique atomic neighborhoods for all lattice sites within a given element and compute the
exact energy by weighting their energies [Yang et al., 2014]. While this approach effectively removes
force artifacts, it is computationally much more expensive due to large numbers of sampling atoms
and it is difficult to generalize since each geometrically-different element requires, in principle, a
different summation rule. We therefore exclude this method from our analysis.
For brevity, we identify summation rules by two numbers: nCl, the number of shells included in
clusters around repatoms, and nQ, the number of quadrature-type sampling atoms per element. In
principle, one could use clusters around quadrature points as well, but we do not consider summation
rules of that type for reasons that will be explained later. Hence, a summation rule is characterized
by the pair (nCl, nQ), cf. Figure 2.3. To seamlessly bridge to full atomistics, we will not conceptually
differentiate between local and nonlocal elements. Therefore, we exclude element quadrature rules
of type (−, nQ) from our numerical examples because they do not include repatoms in the set of
sampling atoms so that some assumptions and a special algorithmic treatment may be required to
recover full atomistics. All other schemes can transition seamlessly without explicitly differentiating
between atomistic and coarse-grained regions by ultimately having all lattice sites be repatoms and
sampling atoms.
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Figure 2.5: Quadrature-type summation: repatoms are blue and sampling atoms are red. Left panel
shows one point quadrature (0, 1), right panel shows three point quadrature (0, 3).
We specifically focus on quadrature-type summation rules which have been neglected in numerical
QC realizations in the past. Gunzburger and Zhang [2010] reported that quadrature-type summation
has, for the same accuracy, lower complexity than cluster-based approximation schemes. Similarly,
Luskin and Ortner [2009] reported that cluster summation rules (both force and energy-based) lead
to inconsistent and inaccurate QC approximations when used with non-uniform meshes and that
increasing the cluster size does not resolve this problem. However, element-based summation rules
(such as using clusters around quadrature points Gunzburger and Zhang [2010]), though not passing
the patch test, show significantly smaller errors than node-based cluster summation rules, which
decay with element size for sufficiently large elements [Iyer and Gavini, 2011].
2.2.1 Sampling atom weights
In most previous schemes, weights have been computed by solving a more or less complicated system
of equations to satisfy two main requirements. First, in the full atomistic limit (Nh → N) we must
recover the correct energy, i.e., we must have wα → 1. Second, weights were chosen such that the
summation rule is zeroth- and first-order consistent to guarantee convergence with mesh refinement.
Here, we propose to compute weights wα from the volumes Ωα of Voronoi cells in a tessellation based
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(a) Nodal Summation Rule
(b) Quadrature Summation Rules
Figure 2.6: Tessellated weights for nodal and quadrature summation rules.
on the set of all sampling atoms, i.e.,
wα = ρΩα (2.20)
with ρ being the effective atomic density (which is uniformly constant for a pristine single crystal).
By defining ρ = 1/Ω0 with Ω0 the Voronoi cell volume of each atom in an undeformed perfect single
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crystal and by choosing an interpolation scheme that satisfies the Kronecker property Na(xb) = δab
(such as affine interpolation), we ensure the correct atomistic limit.
Weights computed from Voronoi tessellation are illustrated in Figure 2.6. On the left side of
Figure 2.6a, the lattice sites are shown with the Voronoi cells superimposed. On the right side of
Figure 2.6a, each sample is assigned a weight from the number of lattice sites inside of each Voronoi
cell. Figure 2.6b shows tessellated weights for quadrature, where the Voronoi cells are shaded by
their volume and the mesh is superimposed.
Computing weights in this way bears a number of advantages: (i) the computation of weights is
computationally feasible for any spatial distribution of sampling atoms and does not require further
approximations (such as differentiating between small and large elements); (ii) the computation of
weights is independent of the chosen interpolation scheme and is therefore generally applicable, for
example to meshless interpolations [Kochmann and Venturini, 2014]; (iii) the resulting summation
rules automatically satisfy zeroth- and first-order consistency exactly (approximately, though, in the
case of cluster rules).
2.2.1.1 Zeroth- and first-order consistency
The satisfaction of zeroth- and first-order consistency is shown as follows. To asses the consistency of
a summation rule with Voronoi-tessellated weights, we introduce an energy E which varies linearly,
giving rise to atomic energies Ei = E(Xi) = E0 +E1 ·Xi. The exact total energy is
N∑
i=1
Ei = N (E0 +E1 ·Xs) , where Xs = 1
N
N∑
i=1
Xi (2.21)
denotes the center of mass of the lattice containing N sites. For a summation rule with weights (2.20)
we have
N∑
i=1
Ei ≈
Ns∑
α=1
wαEα = E0
(
Ns∑
α=1
wα
)
+E1 ·
(
Ns∑
α=1
wαXα
)
. (2.22)
For the summation rule to be exact up to first order, we hence must have
Ns∑
α=1
wα = N, (2.23a)
1
N
Ns∑
α=1
wαXα = Xs. (2.23b)
Condition (2.23a) is satisfied automatically when choosing weights according to (2.20) because the
Voronoi tessellated volumes span the entire body and the density is exact. This is true even for sam-
pling atoms on the surface if we truncate Voronoi volumes conformingly [Kochmann and Venturini,
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2014]. Condition (2.23b) is also satisfied by (2.20) for any distribution of sampling atoms. This can
easily be verified by a geometric argument; consider two nearby sampling atoms: the linear field
along the line between the two Voronoi centers is summed exactly because the two weights along
the line are identical. Since this argument holds for any pair of nearby sampling atoms, the linear
field is summed exactly. In conclusion, the chosen weights satisfy zeroth- and first-order consistency,
which promotes convergence with h-refinement.
For cluster summation rules we assign a unique weight to each cluster, i.e., we choose the Ns,Cl
cluster center atoms, and each cluster center α is surrounded by a set nC(α) of cluster atoms. Then,
the total potential energy becomes
V˜ (x) =
Ns,Cl∑
α=1
wα
∑
β ∈nC(α)
 ∑
j∈nI(β)
1
2
Φ(rhβj) + F(ρhβ)
 (2.24)
with weights given by wα = wα,tess./|nC(α)|, i.e., by the weight obtained from tessellation of all
Ns,Cl cluster center atoms divided by the number of atoms within each cluster. Here, consistency
to first order requires that
N∑
i=1
Ei =
Ns,Cl∑
α=1
wα
∑
β∈nC(α)
Eβ (2.25)
= E0
Ns,Cl∑
α=1
wα
+E1 ·
Ns,Cl∑
α=1
wα
∑
β∈nC(α)
Xβ
 (2.26)
= N
E0 +E1 · Ns,Cl∑
α=1
wαXs,α,Cl
 . (2.27)
Comparison with (2.21) shows that the chosen scheme is first-order consistent only if every cluster
center Xα is located at the geometric average of all atoms contained within its cluster, i.e., if
Xs,α =
1
N
∑
β∈nC(α)
Xβ . (2.28)
In centrosymmetric lattices, this can generally be assumed to hold, and fails only near full atomistic
resolution, where the full set of lattice sites must be partitioned into clusters which are overlap-
ping, and clusters may not remain symmetric. Knap and Ortiz [2001] computed cluster weights
by enforcing zeroth- and first-order consistency explicitly (or an approximate version thereof via
lumping), which, however, we do not consider here due to the enormous computational expenses of
solving a linear system for all weights. Using the above Voronoi-tessellated weights, we thus ensure
consistency for all summation rules except those based on clusters for which consistency is achieved
only in an approximate sense.
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2.3 Analysis of summation rules
In the following analysis, we will investigate the accuracy of several (old and new) energy-based
summation rules to assess their accuracy with respect to three crucial aspects:
(i) What is the approximation power of the summation rule, i.e., how well does it approximate
the total energy?
(ii) To what extend do force artifacts arise from the summation rule in non-uniform meshes?
(iii) Does the summation rule offer seamless bridging to full atomistics?
Of course, points (i) and (ii) are not independent: force artifacts arise when the total energy is
not computed correctly (i.e., when the total energy can seemingly be reduced below that of a
uniform lattice which implies non-zero forces in an undeformed lattice with non-uniform repatom
distribution). (iii) essentially requires that all repatoms are included in the set of sampling atoms
to avoid ad-hoc assumptions.
Unfortunately, to date all error analyses in this context have been limited by one or more of the
following: (i) one-dimensional or at most two-dimensional scenarios, (ii) small numbers of repatoms,
(iii) simplistic interatomic potentials, and (iv) only uniform repatom spacings or individual mesh
interfaces were considered instead of complex geometries with aggressive coarse-graining and non-
regular repatom distribution. Therefore, our goal is a general assessment of the accuracy of the
various energy-based summation rules with realistic potentials in severely non-uniform meshes con-
taining large numbers of lattice sites in two and three dimensions.
2.3.1 Analysis of summation rules in one dimension
In avoidance of the geometric complexity of higher dimensions, Eidel and Stukowski [2009] and Iyer
and Gavini [2011] compared the accuracy of selected energy- and force-based summation rules by
studying a representative one-dimensional example. Here, we will follow a similar approach and
investigate the approximation power and force artifacts of various summation rules of type (nCl, nQ)
in one dimension, as shown in Figure 2.7. In particular, we include quadrature summation rules
which were not included previously. Of course, the one-dimensional example will not accurately
capture the physical reality, yet it allows us to draw important conclusions in a clean and instructive
manner, which will lead to improved summation rules in higher dimensions.
2.3.1.1 Energy approximation error
Consider the one-dimensional chain of atoms schematically shown in Figure 2.8a, which consists of
two semi-infinite atomic chains with uniform atomic spacing l and repatom spacings n1l and n2l to
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Figure 2.7: Overview of summation rules in one dimension. Small open circles represent lattice sites,
closed circles denote repatoms, and large open circles denote sampling atoms. Weights wi (one for
each sampling atom) are obtained from tessellation.
the left and right of an interface repatom, respectively. Both sides of the interface are assumed to
undergo affine deformations changing atomic spacings into F1l and F2l. The radius of interaction
of the atomic potential is assumed to involve nb neighbors. We assume that both elements are
sufficiently large, i.e., n1, n2  nb. Because linear interpolation results in affine deformation on
either side of the interface, atoms located at distances greater than or equal to nb from the interface
have the same energy E1 (to the left of the interface) or E2 (to its right), see Figure 2.8b. The energy
of the (2nb − 1) atoms near the interface deviates from these two values; we denote their average
energy per atom by E0. Therefore, the two elements adjacent to the interface have the exact total
energy (counting repatoms as belonging half to each adjacent element)
Vexact =
(
n1 − nb + 12
)
E1 +
(
n2 − nb + 12
)
E2 + (2nb − 1)E0. (2.29)
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Figure 2.8: a) Example of an interface in a one-dimensional chain of atoms: two semi-infinite
atomic chains with repatom spacings n1l and n2l to the left and right of the interface repatom,
respectively. Atoms to the left and right of the interface (originally at equal distances l) experience
uniform deformation gradients Fi resulting in atomic spacings F1l and F2l, respectively. b) Schematic
illustration of the possible energy per atom along the one-dimensional chain. We note that, here
and in the following, the exact form of the energy in the transition between elements depends
essentially on the potential and the deformation gradients inside the elements; the shown close-to-
linear transition from E1 to E2 is only schematic (observable, for example, in a 1D Lennard-Jones
crystal with F1 = 0.95, F2 = 1.08 and fourth-nearest neighbor interactions).
nodal summation rule: In the summation rule (0, 0) of Figure 2.7a sampling atoms coincide
with repatoms, and sampling atom weights to the left and to the right the interface are n1 or n2,
respectively. The interface repatom has weight (n1 + n2)/2. The interface lattice site is assumed to
have energy E0 which may deviate from the average of its neighbors, E0. The approximate total
energy of the two interface elements is now given by
V˜(0,0) =
n1
2
E1 +
n2
2
E2 +
n1 + n2
2
E0. (2.30)
Only in the unstrained ground state (i.e., when F1 = F2 = 1 and therefore E1 = E2 = E0 = E0)
the approximate energy becomes exact, i.e. V˜ = Vexact. In the limit of large elements (n1, n2 →∞),
the nodal rule leads to the relative error∣∣∣∣∣ V˜(0,0) − VexactVexact
∣∣∣∣∣ =
∣∣∣∣∣12 (E0 − E1)n1 + (E0 − E2)n2 − (2E0 − E1 − E2)(2nb − 1)(n1 − nb + 12)E1 + (n2 − nb + 12)E2 + (2nb − 1)E0
∣∣∣∣∣ (2.31)
→
∣∣∣∣∣12 (E1 − E0) + (E2 − E0)
n2
n1
E1 + E2
n2
n1
∣∣∣∣∣ = O(1), (2.32)
a deficiency of this type of summation rule that was already pointed out by Iyer and Gavini [2011].
The error persists in uniform meshes (i.e., if n1 = n2) and only vanishes if deformation gradients
are uniform (F1 = F2). Physically, this large magnitude of error can be expected since the energies
of inner-element lattice sites are misrepresented by the energy of the interface sampling atom.
31
nodal cluster summation rule: For the summation rule (nCl, 0) shown in Figure 2.7b, the above
derivation equally applies except that E0 must be replaced by the energy average of all atoms in
the cluster around the interface repatom. Therefore, |E0 − E0| decreases with increasing cluster
radius and vanishes if nc ≥ nb. However, the above scaling for large elements still applies so that
the approximation error of all node-based summation rules in the large-element limit is significant.
element quadrature rule: Next, consider an element quadrature rule of lowest order (−, 1) as
shown in Figure 2.7c. Sampling atoms are located at element centers and therefore have weights n1
or n2. The approximate total energy of the two elements simply becomes
V˜(−,1) = n1E1 + n2E2 (2.33)
and the relative energy error assumes the form (with abbreviation ni ∼ n1, n2)∣∣∣∣∣ V˜(−,1) − VexactVexact
∣∣∣∣∣ =
∣∣∣∣∣ (2nb − 1)
[
1
2 (E1 + E2)− E0
](
n1 − nb + 12
)
E1 +
(
n2 − nb + 12
)
E2 + (2nb − 1)E0
∣∣∣∣∣ = O
(
1
ni
)
. (2.34)
As the element size increases (n1, n2  nb), quadrature summation rules hence approximate the
total energy of the coarse-grained ensemble with increasing accuracy. This result, of course, also
holds true for higher-order quadrature rules (−, nQ) as well: as long as elements are sufficiently
large, increasing the number of quadrature atoms per element, nQ, does not alter the approximated
energy since all inner-element quadrature atoms will contribute the same energy. This effect is the
aforementioned reason why we do not consider the case of clusters around quadrature sampling
atoms, which will be described shortly.
quadrature rule: Finally, the summation rule (0, nQ) (as shown in Figure 2.7d-e) combines ele-
ment quadrature and nodal summation rules, i.e., the set of sampling atoms includes all repatoms
as well as nQ equally-spaced quadrature-type sampling atoms per element. In this case, all sampling
atoms to the right and to the left of the interface have weights ni/(nQ + 1) (i = 1, 2, respectively)
and the interface sampling atom has weight (n1 + n2)/(2(nQ + 1)). The approximate total energy
of the two interface-adjacent elements follows as
V˜(0,nC) =
2nQ + 1
2(nQ + 1)
(n1E1 + n2E2) +
n1 + n2
2(nQ + 1)
E0 (2.35)
and the large-element limit shows that the relative energy error is∣∣∣∣∣ V˜(0,nC) − VexactVexact
∣∣∣∣∣→ 1nQ + 1
∣∣∣∣∣ V˜(0,0) − VexactVexact
∣∣∣∣∣ = O(1). (2.36)
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Consequently, for quadrature summation rules all qualitative conclusions drawn above for the nodal
summation rule apply with the total error reduced by a factor of nQ + 1.
(a) summation rule (0,1)
(b) summation rule (0,3)
Figure 2.9: Tessellated weights for quadrature summation rules.
Regarding clusters around quadrature sampling atoms: Provided that the elements are
large enough such that the quadrature sampling atoms do not interact with boundaries of the
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elements, all quadrature sampling atoms will compute the same energy and it seems superfluous
to use more than one. However, even though the energies of different quadrature sampling atoms
are the same, because the weights are calculated via tessellation, using more quadrature atoms can
improve the approximation of the energy because more weight is placed on the inner-element energies
than on the nodal energies. This can be seen in Figure 2.9, where the areas associated with the
repatoms (blue spheres) are smaller with more quadrature points, but still increasing with element
size (from bottom left to top right). This observation is the basis for the optimal summation rule
described below. Similarly to added quadrature sampling atoms, any cluster sampling atoms around
quadrature atoms will also compute the same energy. However, as described in Section 2.2.1, adding
cluster sampling atoms around quadrature atoms does not increase the weight placed on the inner-
element energies; it only changes the inner-element energy by averaging around a cluster rather
than choosing a single point. Due to the fact that the energy of all sampling atoms in the interior
of elements are the same, averaging does not improve the accuracy of the inner-element weight.
Because of this, summation rules that employ cluster sampling atoms around quadrature sampling
atoms are not considered.
Summary: It is important to note that all of the aforementioned summation rules produce the
exact energy if the entire crystal is affinely deformed so that F1 = F2 and hence E1 = E2 = E0 = E0.
This can be expected since the summation rules are zeroth-order consistent and therefore reproduce
a constant field exactly. In summary, the only summation rule with vanishing energy approximation
error in large elements is based on element quadrature which, however, we exclude from our fully-
nonlocal QC investigation for the following reasons.
The envisioned nonlocal QC formulation does not methodologically differentiate between fully-
atomistic and coarse-grained regions and therefore can adaptively adjust the mesh resolution locally
in a fully-automatic fashion. There is no notion of an interface between the two regions, and the
transition is seamless. Of course, the local/nonlocal QC framework can also bridge to full atomistic
resolution by refining elements down to the terminal atomistic level; see for example [Prudhomme
et al., 2006, Ortner and Shapeev, 2013]. However, repatoms in local/nonlocal QC are treated
fundamentally differently in atomistic or coarse-grained regions (for example, the construction of
deformed neighborhoods and the calculation of repatom forces follow different algorithms in those two
regions). The presented fully-nonlocal formulation does not differentiate between local and nonlocal
elements, and it does not switch from an element-based formulation to a node-based formulation in
the atomistic limit – in fact, our QC implementation applies the same algorithms to all repatoms.
For all these reasons, we exclude element-based quadrature rules in the following.
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Figure 2.10: Schematic view of a one-dimensional mesh interface separating elements of two different
sizes, along with atomic energies and deformation gradients arising from a displacement of the central
repatom.
2.3.1.2 Residual forces
Spurious force artifacts reduce convergence rates and corrupt equilibrated configurations, but are
very hard to measure in general. Residual forces, which arise when summation rules are applied to
spatially non-uniform meshes, are a good indicator of spurious force artifacts. Consider the one-
dimensional chain of atoms shown in Figure 2.10. If the interface repatom is displaced by u to its
new position x0 with all other repatoms fixed, the two elements adjacent to the interface experience
deformation gradients that are linked by
n1F1 + n2F2 = n1 + n2 ⇒ dF2 = −n1
n2
dF1. (2.37)
The force on the interface repatom becomes
F˜0 = − ∂V˜
∂x0
(F1, F2) = − ∂V˜
∂F1
∂F1
∂x0
− ∂V˜
∂F2
∂F2
∂x0
= −
(
∂V˜
∂F1
− n1
n2
∂V˜
∂F2
)
∂F1
∂x0
(2.38)
with V˜ denoting the approximated total energy determined from the sampling atoms located in the
two adjacent elements only (for an affine interpolation, only lattice sites in these two elements are
affected by x0). For all of the aforementioned summation rules, we can further expand
F˜0 = − 1
n1l
[
∂V˜
∂E1
∂E1
∂F1
− n1
n2
∂V˜
∂E2
∂E2
∂F2
+
∂V˜
∂E0
(
∂E0
∂F1
− n1
n2
∂E0
∂F2
)
+
∂V˜
∂EL
∂EL
∂F1
− n1
n2
∂V˜
∂ER
∂ER
∂F2
]
,
(2.39)
where we used that F1n1l = n1l + u so that ∂F1/∂x0 = ∂F1/∂u = 1/(n1l). Here, EL and ER are
the energies of the repatoms to the left and to the right of those elements adjacent to the interface,
respectively.
When considering forces on repatoms in an affinely-strained ground state (with initially uniform
lattice deformation gradient F ) and elements being sufficiently large (n1, n2 ≥ 2nb) so that E1 and
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E2 arise from uniform straining by F1 and F2, respectively, we have
∂E1
∂F1
∣∣∣∣
F1=F
=
∂E2
∂F2
∣∣∣∣
F2=F
. (2.40)
Because of symmetry in the one-dimensional setting and, again, if elements are sufficiently large, we
also have
∂E0
∂F1
∣∣∣∣
F1=F
=
∂E0
∂F2
∣∣∣∣
F2=F
=
∂ER
∂F1
∣∣∣∣
F1=F
=
∂EL
∂F2
∣∣∣∣
F2=F
. (2.41)
Furthermore, note that ∂V/∂E0 = w0 is the weight of the sampling atom at the interface and
∂V/∂Ei = wi,total is the sum of all weights of sampling atoms in element i (not including sampling
atoms on repatom positions). wL and wR are the weights of the repatoms to the left and to the right
of the interface, respectively. Overall we thus arrive at the residual force on the interface repatom
in an affinely-strained ground state:
F˜0 =−
[
w1,total
n1
− w2,total
n2
]
1
l
∂E1
∂F1
∣∣∣∣
F1=F
+ w0
n1 − n2
n1n2
1
l
∂E0
∂F1
∣∣∣∣
F1=F
+
[
wR
n2
− wL
n1
]
1
l
∂EL
∂F1
∣∣∣∣
F1=F
.
(2.42)
For an interatomic potential of the Embedded Atom Method [Daw and Baskes, 1984] we can further
specify
∂E1
∂F1
∣∣∣∣
F1=F
=
∂
∂F1
[
nb∑
i=1
Φ(F1il) + F
(
2
nb∑
i=1
φ(F1il)
)]∣∣∣∣∣
F1=F
= l
nb∑
i=1
i
[
Φ′(Fil) + 2F ′(ρ0)φ′(Fil)
]
,
(2.43)
where
ρ0 = 2
nb∑
i=1
φ(Fil) (2.44)
is the effective electron density of an atom in an atomic chain uniformly deformed by F . Analogously,
we have
∂E0
∂F1
∣∣∣∣
F1=F
=
∂EL
∂F1
∣∣∣∣
F1=F
=
∂
∂F1
[
nb∑
i=1
1
2
Φ(F1il) +
nb∑
i=1
1
2
Φ(F1il) + F
(
nb∑
i=1
φ(F1il) +
nb∑
i=1
φ(F1il)
)]∣∣∣∣∣
F1=F
=
1
2
∂E1
∂F1
∣∣∣∣
F1=F
.
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Altogether, this results in
F˜0 =
n1
(
w2,total +
1
2w0 +
1
2wR
)− n2 (w1,total + 12w0 + 12wL)
n1 n2
1
l
∂E1
∂F1
∣∣∣∣
F1=F
. (2.45)
The undeformed ground state of the crystal lattice is characterized by an energy minimum with
respect to the atomic spacing, so that (2.43) and thus (2.45) must vanish in the undeformed lattice,
i.e., when F = I. Therefore, in a one-dimensional non-uniform QC chain with affine interpolation
and sufficiently-large elements none of the summation rules will produce residual forces. In reality,
however, marginal numerical errors of the lattice spacing are sufficient to render (2.45) non-zero and
thus to produce residual forces. If the chain undergoes uniform affine deformation with F1 = F2 = F ,
all lattice sites (in the exact atomistic scenario) should still be force-free but (2.45) will produce forces
on repatoms, a clear indication of spurious forces.
Let us evaluate these spurious forces in the large element limit for the above summation rules
applied to an affine deformation with gradient F 6= I.
nodal summation rule: For the rule (0, 0), there are no quadrature-type sampling atoms within
elements (w1,total = w2,total = 0) and the weights of sampling atoms at repatom locations are given
by wL = n1, wR = n2, and w0 = (n1 + n2)/2. Insertion into (2.45) yields the spurious force on the
interface repatom arising from the nodal summation rule:
F˜
(0,0)
0 =
n21 − n22
4n1 n2
1
l
∂E1
∂F1
∣∣∣∣
F1=F
. (2.46)
Apparently, the spurious force at the mesh interface only disappears if the mesh is uniform (n1 = n2).
The addition of clusters containing nc lattice sites around repatoms does not change this conclusion
as long as elements are sufficiently large (i.e., if n1, n2 ≥ 2nb and n1, n2 ≥ nc).
Eidel and Stukowski [2009] presented the one-dimensional example of a chain of two periodically-
repeated elements of different sizes as shown in Figure 2.11. For small element sizes, including those
analyzed in [Eidel and Stukowski, 2009], the energy obtained from a nodal summation rule is no
longer minimal in the undeformed ground state but the crystal can seemingly reduce its energy by
displacing the central repatom by u. Figure 2.11 illustrates the energy vs. u for various element sizes
in the undeformed ground state using a Lennard-Jones potential (with nb = 4). Here we point out
that, for element sizes n1, n2 ≥ 2, the energy landscape becomes symmetric and all residual forces
vanish.
element quadrature rules: The rules (−, nQ) choose sampling atoms within elements and do
not include repatoms in the set of sampling atoms, i.e., we have w0 = wL = wR = 0 and wi,total = ni.
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Figure 2.11: Approximated energy of a periodic one-dimensional QC chain described by a Lennard-
Jones potential vs. the displacement u of the central repatom for five different discretizations (see
schematics) using the nodal summation rule (0, 0). Non-uniform meshes only show residual forces if
elements are sufficiently small (for example, see the two bottom left examples whose energy minimum
is not at u = 0 compared to all other examples which do not exhibit a residual force).
Therefore, the residual force (2.45) is reduced to
F˜
(−,nQ)
0 =
n1 n2 − n2 n1
n1 n2
1
l
∂E1
∂F1
∣∣∣∣
F1=F
= 0. (2.47)
Consequently, element quadrature rules do not produce residual forces in large elements for any
choice of F . This is exactly why the local QC region of Tadmor et al. [1996] does not produce
any residual forces (if elements are sufficiently large, it does not make a difference if one uses the
Cauchy-Born rule or computes the energy of an actual inner-element lattice site based on its affinely-
deforming local neighborhood).
Finally, quadrature summation rules of type (0, nQ) lead to weights
wL =
n1
nQ + 1
, wR =
n2
nQ + 1
, wi,total = ni
nQ
nQ + 1
, w0 =
wL + wR
2
=
n1 + n2
2(nQ + 1)
,
(2.48)
which in turn result in the following residual force at the interface:
F˜
(0,nQ)
0 =
n21 − n22
4n1 n2 (nQ + 1)
1
l
∂E1
∂F1
∣∣∣∣
F1=F
=
1
nQ + 1
F˜
(0,0)
0 (x0). (2.49)
Like the energy approximation error, the residual force is reduced by the addition of quadrature
sampling atoms, yet it only vanishes in uniform meshes with n1 = n2 or in the undeformed ground
state (F = F0).
38
2.3.1.3 Optimal summation rule
Taking insight from the above observations, let us conceive a summation rule which does not exhibit
spurious force artifacts in any affinely-deformed non-uniform QC mesh (n1 6= n2) in one dimension.
To allow for seamless bridging to full atomistics (and to avoid computational expenses of clusters), we
assume a quadrature rule (0, x) whose set of sampling atoms includes all repatoms and x additional
inner-element sampling atoms. According to (2.45), vanishing forces require
w2,total +
1
2
w0 +
1
2
wR = n2 and w1,total +
1
2
w0 +
1
2
wL = n1. (2.50)
From all possible solutions, the simplest is to assign the same weight wrep to each sampling atom at
a repatom location. To maintain zeroth-order consistency, we choose the remaining sampling atom
weights accordingly. This results in
w0 = wL = wR = wrep, wi,total = ni − wrep. (2.51)
The choice (2.51) makes (2.45) vanish. Therefore, this summation rule does not produce any residual
or spurious forces for arbitrary affine deformation gradients F . We note that the recent summation
rule proposed by Beex et al. [2014b] forms a special case of this scenario by defining wrep = 1. Here
instead, we identify wrep by minimizing the energy approximation error. In analogy to our previous
derivations, we obtain the total energy of the two interface-adjacent elements as
V˜ = wrepE0 +
(
n1 − 12wrep
)
E1 +
(
n2 − 12wrep
)
E2 (2.52)
so that the relative energy error of the two elements becomes∣∣∣∣∣ V˜(0,x∗) − VexactVexact
∣∣∣∣∣ =
∣∣∣∣ (2nb − 1− wrep)(E1 + E2) + 2(E0 wrep − E0(2nb − 1)2Vexact
∣∣∣∣ . (2.53)
Hence, the relative energy error in large elements is minimal if
wrep = 2nb − 1, (2.54)
which leads to ∣∣∣∣∣ V˜(0,x∗) − VexactVexact
∣∣∣∣∣ = (2nb − 1)
∣∣∣∣E0 − E0Vexact
∣∣∣∣ = O(nbni
)
. (2.55)
This relative energy error is bounded and decreases rapidly as elements become larger than the radius
of atomic interactions. The error scales with the difference between the interface atom’s energy and
the average energy of all lattice sites within its radius of interaction. For many EAM-type potentials
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(in particular for most pair potentials) we have E0 ≈ E0, so that the error is marginal. We note that
one can even force the energy error to vanish by replacing sampling atoms on repatoms by clusters
of sampling atoms around repatoms containing 2nb − 1 lattice sites, in which case we automatically
recover E0 = E0.
E n b n b
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Figure 2.12: Schematic view of the new summation rule: sampling atoms at repatom locations have
identical weights wrep, whereas quadrature-type sampling atoms within elements have element-size-
dependent weights winner. The energy is constant within elements and only varies within the radius
of interaction of repatoms; all affected lattice sites are represented by the sampling atoms at repatom
locations. As in Figure 2.8, the exact form of the energy in the transition between elements depends
on the potential and the elements’ deformation gradients; the shown close-to-linear transition is only
schematic (observable, e.g., in a 1D Lennard-Jones crystal at moderate strains).
Finally, it is important to note that the exact location of the quadrature-type sampling atoms in
this new scheme is irrelevant, as long as these are contained well within elements so their neighboring
lattice sites undergo an affine deformation of Cauchy-Born type. Also, the number of such sampling
atoms is irrelevant (since they all contribute the same energy) and it is sufficient to choose only
one such sampling atom. This implies furthermore that we do not even have to specify an actual
lattice site for the sampling atom location (as commonly done in quadrature schemes where Gaussian
quadrature point-nearest lattice sites are chosen, cf. [Beex et al., 2014b]). One might as well introduce
one (fictitious) sampling atom per element which undergoes affine Cauchy-Born deformation and
whose weight is defined by wi,total from (2.51) with (2.54). We will refer to this summation rule in
the following as (0, 1∗).
The new summation rule (0, 1∗) allows for a clean physical interpretation as schematically shown
in Figure 2.12: each repatom is turned into a sampling atom which represents all lattice sites within
the radius of interaction of the repatom (these lattice sites are well represented by the repatom
because their interactions reach into the adjacent element). All remaining lattice sites within an
element are represented by a single quadrature-type sampling atom which undergoes the same affine
deformation as all inner-element lattice sites.
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2.3.2 Analysis of summation rules in two dimensions
Inspired by the one-dimensional analysis, we proceed to review summation rules in two dimensions
with the ambition to derive a similar new and superior summation rule with vanishing force artifacts
and minimal energy approximation error in the limit of large elements.
2.3.2.1 Force artifacts in two dimensions
Let us consider an arbitrarily coarse-grained patch of simplicial (linear, triangular) elements in
two dimensions and assume that all elements are sufficiently large such that all neighboring lattice
sites within the circle of interaction of any repatom are contained within elements adjacent to that
repatom only. Such a scenario is shown in Figure 2.13a, where five triangular elements meet at the
central repatom. 2.13a shows a patch of elements with repatoms at element vertices (large solid
circles), sampling atoms at vertices and within elements (large open circles), and neighboring lattice
sites (small dots) contained within the dashed circles of interaction around each sampling atom.
Lattice sites in dark gray regions lie outside the patch; their position remains unaffected by the
motion of the central repatom. 2.13b shows the recombination of all neighboring lattice sites within
the radii of interaction of those repatoms on the vertices of elements 1 and 2 into equivalent semi-
circles of interaction. Suppose a quadrature summation rule of type (0, 1) whose set of sampling
atoms contains all repatoms as well as one additional sampling atom per element located within
the element (whose atomic neighborhood undergoes an affine deformation in the Cauchy-Born sense
due to the large element sizes). We assume an atomic lattice in the undeformed ground state so
that the neighborhoods of all sampling atoms are identical. The lattice can, in principle, be of any
type; the only assumption we will introduce here is that it satisfies centrosymmetry. This includes,
for example, all cubic lattices such as bcc and fcc and therefore the vast majority of metals and
ceramics. Our goal is to derive the spurious or residual force acting on the central repatom due to
the non-uniform QC mesh. The affine interpolation scheme ensures that only the positions of lattice
sites in the adjacent elements (shown in light gray) are affected by a displacement u of the central
repatom from its original position X0 to the new position x0 = X0 + u. Figure 2.13a illustrates
only one example element patch; in the following, we will generalize our analysis to an arbitrary
number of ne adjacent elements defined by ne repatoms surrounding the central repatom.
Energy and Force Calculations: The total (approximated) potential energy affected by the
position x0 of the central repatom is thus given by
V˜ =
ne∑
e=1
we,innerEe,inner +
ne∑
i=1
wiEi,vertex + w0E0, (2.56)
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(a)
(b)
Figure 2.13: Example of a non-uniform patch of triangular elements that result in a residual force
on the central repatom 0.
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where Ee,inner denotes the energy of the sampling atom located inside element e, Ei,vertex is the
energy of outer repatom i, and E0 is the energy of the central repatom. we,inner and wi denote the
weights of those sampling atoms within elements and those on element vertices, respectively. We
assume that quadrature-type sampling atoms are chosen sufficiently far away from element edges so
that Ee,inner results from Cauchy-Born deformation. The force on the central repatom,
F˜0(x0) = − ∂V˜
∂x0
(x0), (2.57)
is determined by differentiation. When using linear interpolation, each element e undergoes an
affine deformation characterized by a deformation gradient Fe (with FiJ = xi,J). For concision, let
us denote by S the set of all lattice sites contained within a neighborhood of interaction, and Rj
(j ∈ S) is the distance vector from the central atom to its neighboring lattice site j. For an EAM
potential this leads to
Ee,inner =
∑
j∈S
1
2
Φ(|FeRj |) + F(ρe), ρe =
∑
j∈S
φ(|FeRj |). (2.58)
Consequently, we obtain
∂Ee,inner
∂x0
=
∂Ee,inner
∂Fe
· ∂Fe
∂x0
=
∑
j∈S
[
1
2
Φ′(|FeRj |) + F ′(ρe)φ′(|FeRj |)
]
FeRj ⊗Rj
|FeRj | ·
∂Fe
∂x0
. (2.59)
For the sampling atoms located on repatom positions on the outer vertices of the patch of ele-
ments, the energy calculation is more involved because only those neighboring lattice sites contained
within the light-gray adjacent elements depend on the position x0 (while those atoms in the dark-
gray regions are independent of x0). Taking for example the top sampling atom (1) whose neighbors
are contained in elements 1 and 2, we have
E1,vertex =
∑
j∈S11
1
2
Φ(|F1Rj |) +
∑
j∈S12
1
2
Φ(|F2Rj |) +
∑
j∈S1ex
1
2
Φ(|FexRj |)
+ F
∑
j∈S11
φ(|F1Rj |) +
∑
j∈S12
φ(|F2Rj |) +
∑
j∈S1ex
φ(|FexRj |)
 , (2.60)
where Sje = Sj ∩ Ee is the set of neighbors of repatom j contained in element e, and Sjex =
Sj \⋃nee=1Ee are those neighboring lattice sites located outside the patch of elements (Ee denotes
the set of all lattice sites in element e). Fex is the (generally not constant) deformation gradient
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acting on the lattice sites not contained in the patch of elements. Consequently, we see that
∂E1,vertex
∂x0
=
∂E1,vertex
∂F1
· ∂F1
∂x0
+
∂E1,vertex
∂F2
· ∂F2
∂x0
=
2∑
e=1
∑
j∈S1e
[
1
2
Φ′(|FeRj |) + F ′(ρ1)φ′(|FeRj |)
]
FeRj ⊗Rj
|FeRj | ·
∂Fe
∂x0
(2.61)
with
ρ1 =
∑
j∈S11
φ(|F1Rj |) +
∑
j∈S12
φ(|F2Rj |) +
∑
j∈S1ex
φ(|FexRj |). (2.62)
Analogously, the energies (and their derivatives) of all sampling atoms on the outer vertices can be
computed. Finally, the energy of the sampling atom located at the position of the central repatom
involves neighboring lattice sites in all adjacent elements. Here we have
E0 =
 ne∑
e=1
∑
j∈S0e
1
2
Φ(|FeRj |)
+ F(ρ0), ρ0 = ne∑
e=1
∑
j∈S0e
φ(|FeRj |) (2.63)
and consequently
∂E0
∂x0
=
ne∑
e=1
∂E0
∂Fe
· ∂Fe
∂x0
=
ne∑
e=1
∑
j∈S0e
[
1
2
Φ′(|FeRj |) + F ′(ρ0)φ′(|FeRj |)
]
FeRj ⊗Rj
|FeRj | ·
∂Fe
∂x0
. (2.64)
The total force acting on the central repatom is now given by inserting (2.59), (2.61), and (2.64)
into
F˜0(x0) = −
[
ne∑
e=1
we,inner
∂Ee,inner
∂x0
+
ne∑
i=1
wi
∂Ei,vertex
∂x0
+ w0
∂E0
∂x0
]
. (2.65)
Uniformly-strained configuration: Let us determine the spurious/residual force acting on the
central repatom in a uniformly strained configuration with deformation gradient F0 applied to every
element (for example, in the undeformed ground state we have F0 = I). Under these conditions,
the residual force is given by
F˜0 = −
ne∑
e=1
[
∂V˜
∂Fe
]
Fe=F0
· ∂Fe
∂x0
, (2.66)
where
∂V˜
∂Fe
=
ne∑
e=1
we,inner
∂Ee,inner
∂Fe
+
ne∑
i=1
wi
∂Ei,vertex
∂Fe
+ w0
∂E0
∂Fe
. (2.67)
First, consider only those contributions from a particular element e; take element 2 whose deforma-
tion gradient F2 is applied to atomic spacings in the circles of interactions of repatoms 0, 1 and 2
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and of the sampling atom located inside element 2 (see Figure 2.13). Therefore, we obtain
[
∂V˜
∂F2
]
F2=F0
=
[
w2,inner
∂E2,inner
∂F2
+ w1
∂E1,vertex
∂F2
+ w2
∂E2,vertex
∂F2
+ w0
∂E0
∂F2
]
F2=F0
= w2,inner
∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj |
+
2∑
α=0
wα
∑
j∈Sα2
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj |
(2.68)
with
ρ0 =
∑
j∈S
φ(|F0Rj |). (2.69)
The individual segments of the circles of interactions, S12 , S22 , and S02 are shown in Figure 2.13b.
For a centrosymmetric lattice, these three segments can be recombined as shown in Figure 2.13b:
by translating segments S12 and S22 to the central repatom and reflecting S12 about the latter (due
to centrosymmetry), we see that
S12 ∪ S22 ∪ S02 = S1/2, (2.70)
i.e., the three segments recombine to half the circle of interaction denoted by S1/2. How exactly
the circle is split in half is irrelevant due to centrosymmetry (see, for example, the two equivalent
semi-circles shown in Figure 2.13b) because (2.68) is independent of the sign of all Rj . In other
words, summing over all lattice site neighbors within any semi-circle of interaction will yield the
same result in (2.68) as long as all lattice sites within that semi-circle experience the same affine
deformation.
Note that the energy of a single atom in a lattice that is affinely deformed by a deformation
gradient F0 is given by
E(F0) =
∑
j∈S
1
2
Φ(|F0Rj |) + F(ρ0), ρ0 =
∑
j∈S
φ(|F0Rj |) (2.71)
and the first Piola-Kirchhoff stress tensor of the Cauchy-Born continuum follows as [Ericksen, 1984,
Tadmor et al., 1996]
P (F0) =
∂E
∂F
∣∣∣∣
F=F0
=
∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj | . (2.72)
Here it becomes apparent that summing only over the semi-circle of interaction gives the same result
due to centrosymmetry (replacing any of the Rj by −RJ in (2.72) does not alter the result), so that
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we might as well write
P (F0) = 2
∑
j∈S1/2
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj | , (2.73)
where, as before, S1/2 denotes any semi-circle of interaction. If the single-crystalline atomic lattice
is in its undeformed ground state (i.e., F0 = I), we know that the energy is minimized and therefore
P (I) =
∑
j∈S
[
1
2
Φ′(|Rj |) + F ′(ρ0(I))φ′(|Rj |)
]
Rj ⊗Rj
|Rj | = 0. (2.74)
A comparison shows that the term in (2.68) associated with the inner sampling atom (i.e., the term
multiplying w2,inner) must vanish in the undeformed ground state. The remaining terms, however,
cannot vanish for arbitrary element geometries, unless one chooses w1 = w2 = w0 so that the
remaining terms recombine into a sum over the semi-circle of interaction.
Observations: In other words, if the weights assigned to sampling atoms at repatom locations
depend on the element size and geometry (as is commonly the case in nodal, cluster, or traditional
quadrature rules), force artifacts will be unavoidable in non-uniform QC meshes, even in the large-
element limit. If the mesh is uniform and sampling atoms are uniformly spaced, these forces vanish
due to uniform repatom weights (this is illustrated in 2.3.2.4 for the residual forces at a sharp
mesh interface in two dimensions). The observed spurious force artifacts also imply a significant
approximation error of the total potential energy due to the summation rules. As shown in one
dimension, the local QC formulation based on Cauchy-Born kinematics does not suffer from these
forces because it uses wi = 0 for all repatoms, yet it requires to switch from an element-based to a
node-based formulation when transitioning to fully-atomistic resolution and to treat atomistic and
coarse-grained regions fundamentally differently.
2.3.2.2 Optimal summation rule in two dimensions
Based on the above observations, let us introduce a quadrature summation rule (0, 1∗) with vanishing
spurious forces in the large-element limit in two-dimensional non-uniform QC meshes under affine
deformation. To this end, we adopt the concept discussed in one dimension: we assign the same
weight to all sampling atoms at repatom locations, i.e.,
w0 = w1 = . . . = wne = wrep. (2.75)
Uniformly-strained Configuration: In this case, the force (2.66) on the central repatom sim-
plifies dramatically because the sums over all repatom neighbors recombine into semi-circles of
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interaction as discussed above (cf. Figure 2.13b). This is demonstrated in Section 2.3.2.4 for the
instructive example of a sharp mesh interface. After insertion of all derivatives analogously to (2.68),
(2.66) turns into
F˜0 = −
ne∑
e=1
(
we,inner +
1
2
wrep
)∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj |
 · ∂Fe
∂x0
.
(2.76)
By comparison of (2.74) and (2.76), we conclude that in the undeformed ground state (F0 = I) no
residual forces exist in arbitrary non-uniform meshes (with sufficiently large elements).
Let us proceed to identify sampling atom weights that do not produce spurious forces in any
affinely-deformed state with F0 6= I. To this end, we exploit the fact the deformation gradients Fe
within the ne elements in (2.76) are not independent, since they all result from the central repatom
moving to the new location x0 while the other repatoms are held fixed. For any simply-connected
two-dimensional region Ω with area AΩ whose outer boundary is deforming affinely according to an
imposed deformation gradient F0, the average deformation gradient within Ω must satisfy∫
Ω
F dA =
∫
Ω
Gradx dA =
∫
∂Ω
x⊗N dA =
∫
∂Ω
F0X ⊗N dA
=
∫
Ω
F0 Grad(X) dA =
∫
∂Ω
F0 dA = F0AΩ.
(2.77)
For a discrete patch of ne simplicial elements (as in Figure 2.13) with constant deformation gradients
Fe and areas Ae (i = 1, . . . , ne) the analogous condition becomes
ne∑
e=1
Ae Fe = F0A. (2.78)
Its derivation for a general patch of simplicial elements can be found in Section 2.3.2.6, where
we account for the fact that the deformation gradient is not continuous across element boundaries
so that (2.77) does not strictly apply. An immediate consequence is that
ne∑
e=1
Ae
∂Fe
∂x0
= 0. (2.79)
By using (2.79), we can make (2.76) vanish for an arbitrary F0 by extending (2.75) into
w0 = w1 = . . . = wne = wrep and we,inner = Ae −
1
2
wrep (2.80)
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such that
F˜0 = −
∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj |
 · ne∑
e=1
Ae
∂Fe
∂x0
= 0. (2.81)
It is important to note that, if weights are chosen according to (2.80), not only do residual forces
vanish in the undeformed ground state but also in any other uniformly strained configuration.
Consequently, the new weights (2.80) ensure that an arbitrary non-uniform QC mesh (of sufficiently
large elements) produces zero forces on all repatoms under affine deformation. This is the first
(nonlocal) QC summation rule with these features.
Figure 2.14: Quadrature-type Cauchy-Born neighborhoods in the optimal 2D summation rule.
We still have not defined wrep, the weight of individual repatoms. Inspired by the one-dimensional
analysis, we aim to minimize the energy approximation error by choosing weights such that each
sampling atom at a repatom site represents all those lattice sites within an effective interaction
distance reff whose energy is best represented by that of the repatom. The exact value of reff can
be determined by numerical experiments and is reported later for specific examples. Thus we have
wrep = pi r
2
eff ρ with atomic density ρ. The sampling atom within each element thus represents
all remaining lattice sites not represented by the sampling atoms at nodes. Figure 2.14 shows
a schematic illustration of the weights of sampling atoms at repatom sites (dark gray regions)
and of quadrature-type sampling atoms for the (0, 1∗) rule applied to a two-dimensional triangular
nonuniform QC mesh (quadrature-type sampling atoms need not be actual lattice sites). This
completes the (0, 1∗) summation rule in two dimensions.
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Physical interpretation: The clean physical interpretation of this summation rule is maintained
from the one-dimensional inspiration: each repatom is turned into a sampling atom which repre-
sents all lattice sites within a certain effective radius of interaction of the repatom because these
lattice sites are fairly well represented by the repatom, and all remaining lattice sites within an
element are represented by a single quadrature-type sampling atom which undergoes the same affine
deformation as all inner-element lattice sites. This construction and interpretation are further mo-
tivated by observing the distribution of energy per lattice site in a QC discretization. Figure 2.15b
shows the distribution of the energy per lattice site in a QC discretization with affine interpolation,
clearly showing constant energies within elements, variation near the nodes, and stripes of varia-
tions near the element boundaries. With this first-order new summation rule, the bulk and nodes
are well-represented; a second-order new summation rule that also captures the element boundaries
is developed in Section 2.3.2.3.
Cauchy-Born: We note that, like in one dimension, the exact location of the inner-element sam-
pling atom is irrelevant as long as its entire neighborhood of interaction is contained within the
element. As a matter of fact, we might as well introduce a sampling atom at a fictitious lattice
site with a pristine single-crystalline neighborhood deformed by the Cauchy-Born rule according
to the element’s deformation gradient. Numerically, the Cauchy-Born neighborhood of a fictitious
sampling atom can be realized by the same setup by introducing fictitious neighboring lattice sites.
In case such neighborhoods reach outside an element, the positions of all neighboring lattice sites
are obtained by affine extrapolation (see Appendix 2.3.2.5). Thus, rule (0, 1∗) combines local QC
with energy-based nodal QC.
2.3.2.3 Optimal summation rule of second order in two dimensions
The (0, 1∗) summation rule introduced above admits extensions of higher order, which is readily
motivated by examining the distribution of energy within elements. Figure 2.15 shows the energy
per lattice site in regular (2.15a) and irregular (2.15b) meshes. These plots reveal that within a
deformed QC mesh, affine interpolation results in constant energies within elements with deviations
near element boundaries. In (0, 1∗), the inner-element sampling atom represents all inner-element
lattice sites except those within the effective interaction radius of repatoms. Let us consider the new
(0, 1∗) rule as a first-order summation rule (zeroth being the original local QC technique with (−, 1),
relying solely on the Cauchy-Born rule for each element). A second-order summation rule follows by
adding sampling atom on element edges (see Figure 2.16), one such sampling atom per element edge
to represent all those lattice sites on and near the element edges (having semi-spheres of interaction
within both elements adjacent to the edge). This second-order scheme will be denoted by (0, 1∗, 3∗)
and is shown in Figure 2.18d. In sufficiently large elements, we now choose the following repatom
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(a)
(b)
Figure 2.15: Energy per lattice site for regular (top) and irregular (bottom) 2D QC meshes.
weights to minimize energy errors in analogy to the first-order rule (0, 1∗):
w0 = w1 = . . . = wne = wrep = pi r
2
eff, wi,edge = Li reff
and we,inner = Ae − 1
2
wrep −
3∑
i=1
wi,edge
2
.
(2.82)
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Figure 2.16: Second-order new summation rule.
In addition to our previous definitions, wi,edge denotes the weight of a sampling atom at an element
edge of length Ledge. The final sum is over all three element edges of element e. Key to understanding
spurious force artifacts is the fact that neighboring lattice sites of each sampling atom on an element
edge contain a complete semi-circle of neighbors in either of the two adjacent elements. As explained
before, due to centrosymmetry these do not produce residual forces in sufficiently large elements (i.e.,
when each semi-circle undergoes an affine deformation).
Spurious force artifacts are derived in analogy to the previous case and result in
F˜0 =−
ne∑
e=1
(
we,inner +
1
2
wrep
)∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj |
 · ∂Fe
∂x0
−
ne∑
e=1
(
3∑
i=1
wi,edge
2
)∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj |
 · ∂Fe
∂x0
,
(2.83)
where the final term contains a sum over all three edges adjacent to element e. If weights are
chosen according to (2.82), then (2.83) reduces to (2.81) which vanishes in affinely-deformed meshes.
Therefore, the second-order scheme (0, 1∗, 3∗) comes with the same properties as its first-order
counterpart: spurious force artifacts vanish in sufficiently large elements for any affine deformation
of the non-uniform QC mesh. However, the energy approximation error is considerably reduced
by appropriately representing all edge-nearest lattice sites. We note that similar approaches to
the second-order summation rule have been introduced in the context of cohesive zone modeling of
fracture [Zeng and Li, 2010] as well as in atomistic-to-finite-element coupling techniques [Shan and
Nackenhorst, 2010].
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Figure 2.17: Two-dimensional scenario to determine the residual force on a sharp mesh interface with
a zoom into the four elements adjacent to repatom 0 at the center. A residual force F˜0 on repatom
0 emerges if the body can seemingly lower its energy by a displacement u. Repatoms have a solid
filling, sampling atoms have open circles; crosses denote sampling atoms which undergo Cauchy-Born
deformation (green sampling atoms on element edges only exist in the new second-order summation
rule). The sampling atom on the outer edge of element 3 illustrates a typical atomic neighborhood
(the blue semicircle of interaction is denoted by S1/2 in the derivations).
2.3.2.4 Residual force at a sharp mesh interface in two dimensions
Before developing this new summation rule for three dimensions, let us analyze the residual force
at sharp mesh interfaces, a common situation in coarse-graining. In general, residual force artifacts
arise in non-uniform QC meshes. To illustrate this phenomenon, let us consider a sharp interface in
a semi-structured two-dimensional QC mesh with an affine interpolation (as used throughout this
paper). Figure 2.17 illustrates such a scenario with elements coarsened in the horizontal direction
by a factor of L/l. We will determine the residual force acting on a repatom located at the interface
(here labeled 0) by analyzing the patch of its four adjacent elements (shown in dark gray). A residual
force on repatom 0 arises if the summation rule furnishes the system with the possibility to reduce
its (approximated) total potential energy by displacing the repatom 0. To specialize to the new first-
and second-order summation rules of this work, we assume that all repatoms are sampling atoms,
and that every element contains one sampling atom in its interior. With appropriate weights, this
represents the new first-order rule (0, 1∗). In order to study the new second-order rule (0, 1∗, 3∗) we
include additional sampling atoms, viz. one per element edge (as shown in Figure 2.17).
Let us derive the residual force acting on the interface sampling atom 0. The (approximated)
total potential energy affected by the position x0 of the central repatom is given by the summation
over all sampling atoms contained in the four adjacent elements (e = 1, . . . , 4), since their atomic
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neighborhoods depend on x0 through interpolation:
V˜ =
4∑
e=1
we,innerEe,inner + w0E0 +
4∑
i=1
wiEi,vertex
+
4∑
i=1
wi,edgeEi,edge +
∑
e,f
we−f,edgeEe−f,edge,
(2.84)
where Ee,inner denotes the energy of the sampling atom located inside element e, Ei,vertex is the
energy of outer repatom i, E0 is the energy of the central repatom, and Ei,edge and Ee−f,edge are
the energies of sampling atoms located on the outer edge of element i and between elements i and
j, respectively (these sampling atoms exist in the second-order summation rule). we,inner, wi, w0,
we,edge, and we−f,edge denote the corresponding weights of the sampling atoms (see Figure 2.17).
We assume that that inner-element sampling atoms experiences affine neighborhood deformations
of Cauchy-Born type, and that the sampling atoms on edges see affine Cauchy-Born deformation on
either side of the element edge. The residual force on repatom 0 thus follows as
F˜0 = − ∂V˜
∂x0
= −
4∑
e=1
∂V˜
∂Fe
· ∂Fe
∂x0
. (2.85)
For the chosen geometric example, the deformation gradients Fe in elements 1 through 4 all depend
on x0. Assume the central repatom is displaced to the new location x0 = (x0, y0) = X + (u, v),
whereas the remaining repatoms remain in the undeformed ground state. Since we use an affine
interpolation within each element, the deformation gradients in the four elements are constant and
given by
F1 =
 1 + ul −uh
v
l 1− vh
 , F2 =
 1 + ul uh
v
l 1 +
v
h
 ,
F3 =
 1− uL uh
− vL 1 + vh
 , F4 =
 1− uL −uh
− vL 1− vh
 ,
(2.86)
where l and L are the horizontal lengths of elements to the left and to the right of the interface,
respectively, and h is the common height of all elements (see Figure 2.17). By using element areas
A1 = A2 = h l/2 and A3 = A4 = hL/2, (2.86) also implies that
4∑
e=1
FeAe = I
4∑
e=1
Ae ⇒
4∑
e=1
∂Fe
∂u
Ae = 0,
∧
4∑
e=1
∂Fe
∂v
Ae = 0 ⇔
4∑
e=1
∂Fe
∂x0
Ae = 0.
(2.87)
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We note that these relations also hold if we do not start from the undeformed ground state but if in-
stead we start from an affinely-deformed initial state with uniform deformation gradient F0 = const.
In this case deformation gradients in (2.86) change into Fˆi = F0Fi with Fi from (2.86), so that one
arrives at the same final relation in (2.87).
Let us assume the energy Ei of any atom i is defined by an interatomic potential of the Embedded
Atom Method [Daw and Baskes, 1984], so that (2.17) applies. The inner-element sampling atoms
experience an affine deformation. For concision, let us denote by S the set of all lattice sites contained
within a neighborhood of interaction, andRj be the distance vector from any atom to its neighboring
lattice site j (j ∈ S). For an EAM potential this leads to
Ee,inner =
∑
j∈S
1
2
Φ(|FeRj |) + F(ρe), ρe =
∑
j∈S
φ(|FeRj |). (2.88)
Consequently, we obtain the contribution to the residual force from the sampling atom within element
e via
∂Ee,inner
∂x0
=
∂Ee,inner
∂Fe
· ∂Fe
∂x0
=
∑
j∈S
[
1
2
Φ′(|FeRj |) + F ′(ρe)φ′(|FeRj |)
]
FeRj ⊗Rj
|FeRj | ·
∂Fe
∂x0
. (2.89)
Similarly, we can consider sampling atoms on element edges which are assumed to experience
an affine deformation on either side of the interface. Thus, the energy of a sampling atom on
the edge between elements a and b involves half an atomic neighborhood S1/2 within either of the
two adjacent elements. In addition, for centrosymmetric lattices, summation over any (arbitrarily
oriented) semicircle of interaction S1/2 yields the same answer, viz.
Ea−b,edge =
∑
j∈S1/2
1
2
Φ(|FaRj |) +
∑
j∈S1/2
1
2
Φ(|FbRj |) + F(ρe),
ρe =
∑
j∈S1/2
φ(|FaRj |) +
∑
j∈S1/2
φ(|FbRj |).
(2.90)
Here, the contribution to the residual force depends on the location of the sampling atom. In general,
we have
∂Ea−b,edge
∂x0
=
∂Ea−b,edge
∂Fa
· ∂Fa
∂x0
+
∂Ea−b,edge
∂Fb
· ∂Fb
∂x0
=
∑
j∈S1/2
[
1
2
Φ′(|FaRj |) + F ′(ρa)φ′(|FaRj |)
]
FaRj ⊗Rj
|FaRj | ·
∂Fa
∂x0
+
∑
j∈S1/2
[
1
2
Φ′(|FbRj |) + F ′(ρb)φ′(|FbRj |)
]
FbRj ⊗Rj
|FbRj | ·
∂Fb
∂x0
.
(2.91)
If both elements a and b lie within the patch of four elements, then the above form holds as written.
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If element a or b lies outside the patch of elements, then the respective term in (2.91) vanishes since
∂Fe/∂x0 = 0 if element e is not adjacent to node 0. When considering residual forces in an affinely-
strained ground state with uniform deformation gradient F0, then relations (2.59) and (2.91) hold if
we set Fe = F0 for all e = 1, . . . , 4. For example, the case of an affine ground state reduces (2.91) to
∂Ea−b,edge
∂x0
∣∣∣∣
Fe=F0
=
∑
j∈S1/2
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj | ·
(
∂Fa
∂x0
+
∂Fb
∂x0
)
,
ρ0 =
∑
j∈S
φ(|F0Rj |).
(2.92)
In contrast, if the sampling atom is located on an edge on the perimeter of the patch of elements,
then only one of the two semicircles of interaction is affected by x0 (assume it is element a), which
yields for the affine ground state
∂Ea−b,edge
∂x0
∣∣∣∣
Fe=F0
=
∑
j∈S1/2
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj | ·
∂Fa
∂x0
,
ρ0 =
∑
j∈S
φ(|F0Rj |).
(2.93)
Altogether, for the shown patch of four elements the residual force on the central repatom 0
in an affinely deformed configuration with uniform deformation gradient F0 is given by summing
the contribution from all Ei,inner and Ei,edge (as derived above) as well as those contributions from
Ei,vertex, which results in
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define Aj =
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
F˜0(x0) =−
4∑
e=1
we,inner
∑
j∈S
Aj
F0Rj ⊗ F0Rj
|F0Rj | ·
∂Fe
∂x0
−
∑
e,f
we−f,edge (inner)
∑
j∈S1/2
Aj
F0Rj ⊗ F0Rj
|F0Rj | ·
(
∂Fe,1
∂x0
+
∂Ff,2
∂x0
)
−
4∑
e=1
we,edge (perimeter)
∑
j∈S1/2
Aj
F0Rj ⊗ F0Rj
|F0Rj | ·
∂Fe
∂x0
−
w4 ∑
Rj∈[0◦;α)
+w1
∑
Rj∈[α;pi/2)
+w0
∑
Rj∈[pi/2;pi)
Aj F0Rj ⊗ F0Rj|F0Rj | · ∂F1∂x0
−
w0 ∑
Rj∈[0◦;pi/2)
+w1
∑
Rj∈[pi/2;pi−β)
+w2
∑
Rj∈[pi−β;pi)
Aj F0Rj ⊗ F0Rj|F0Rj | · ∂F2∂x0
−
w2 ∑
Rj∈[0◦;β)
+w3
∑
Rj∈[β;pi/2)
+w0
∑
Rj∈[pi/2;pi)
Aj F0Rj ⊗ F0Rj|F0Rj | · ∂F3∂x0
−
w0 ∑
Rj∈[0◦;pi/2)
+w4
∑
Rj∈[pi/2−α;pi/2)
+w3
∑
Rj∈[pi/2;pi/2+α)
Aj F0Rj ⊗ F0Rj|F0Rj | · ∂F4∂x0 ,
(2.94)
where Rj ∈ [x; y) denotes the set of all lattice sites contained within the segment of the circle of
interaction ranging from angle x to angle y (counter-clockwise from the horizontal axis) and
α = arctan (h/l) , β = arctan (h/L) . (2.95)
In the new optimal first- and second-order summation rules, we choose weights according to
w0 = w1 = . . . = wne = wrep, (2.96)
i.e., we assign equal weights wi = wrep to all sampling atoms on repatoms (i = 0, . . . , 4) so that (2.94)
reduces to
F˜0(x0) =−
4∑
e=1
[
we,inner +
1
2
we,edge (perimeter) +
2∑
i=1
1
2
we,i,edge (inner) +
1
2
wrep
]
×
∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj | ·
∂Fe
∂x0
,
(2.97)
where we,i,edge (inner) denotes the weight of the sampling atom located on the (inner) edge of element
e shared with adjacent element e.
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As discussed earlier, the undeformed ground state (F0 = I) of an infinite single crystal is char-
acterized by a minimum of the total potential energy. This implies that
∑
j∈S
[
1
2
Φ′(|Rj |) + F ′(ρ0(I))φ′(|Rj |)
]
Rj ⊗Rj
|Rj | = 0. (2.98)
We see that application of F0 = I to (2.97) makes the residual force on the interface repatom in
the undeformed ground state (using the new summation rules) vanish for all choices of l and L.
Any other summation rule (including nodal, cluster, or quadrature rules) whose weights at repatom
locations are based on element sizes or geometries does not allow for this reduction, so that they
will necessarily produce residual force artifacts. For example, consider a nodal summation rule with
we,inner = wi,edge = 0 applied to the chosen geometry in an arbitrary affinely-strained configuration
(with deformation gradient F0). In this case, insertion of the appropriate nodal weights leads to
F˜0(x0) = −2wrL− l
l L
f (R1, . . . ,Rn;F0) (2.99)
with a generally non-vanishing function f(·). Apparently, this force only vanishes if l = L, i.e., in a
uniform QC mesh. Otherwise, a residual/spurious force artifact (in the horizontal direction) appears
at the interface.
Finally, the new first- and second-order summation rules are designed to eliminate not only
residual forces in the undeformed ground state but also all spurious force artifacts in any affinely-
deformed configuration in centrosymmetric lattices. To this end, weights are chosen such that
we,inner +
1
2
we,edge(perimeter) +
2∑
i=1
1
2
we,i,edge(inner) +
1
2
wrep = 0 (2.100)
for all elements e. To minimize the energy error, this is achieved by defining wrep = pi r
2, where r
denotes the effective atomic interaction distance. In the first-order rule (0, 1∗) we have we,edge = 0,
and in the second-order rule (0, 1∗, 4∗) we define we,edge = r(Le − 2r) with Le being the length of
element edge e; see also the graphical interpretation in Figure 3.30. In either of the two rules, the
inner-element sampling atom’s weight is set to
we,inner = ne,total −
(
1
2
wrep +
1
2
we,edge(perimeter) +
2∑
i=1
1
2
we,i,edge(inner)
)
. (2.101)
That is, after assigning weights to all repatoms and to all sampling atoms on edges, the inner-element
sampling atoms receive the remaining number of lattice sites within the respective elements as their
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weights (and ne,total is proportional to the element area Ae). This leads to a spurious force of
F˜0(x0) =−
∑
j∈S
[
1
2
Φ′(|F0Rj |) + F ′(ρ0)φ′(|F0Rj |)
]
F0Rj ⊗Rj
|F0Rj | ·
4∑
e=1
Ae
∂Fe
∂x0
= 0. (2.102)
Hence, in the undeformed ground state with F0 = I the first sum vanishes, whereas in any affinely-
deformed state with F0 6= I the second sum vanishes.
In summary, the new first- and second-order summation rules do not produce any residual
or spurious force artifacts on the interface repatoms in any affinely-deformed, non-uniform
QC mesh.
2.3.2.5 Cauchy-Born kinematics in the nonlocal framework
Depending on the criterion chosen for when a Cauchy-Born sampling atom is used in the new
summation rules, it is possible that the neighbors of the sampling atom might extend beyond the
limits of the containing element. Shape functions are commonly used to interpolate lattice site
positions within elements, but within the described nonlocal framework there must also be a way
to compute local neighborhoods for Cauchy-Born sampling atoms in small elements whose actual
atomic neighborhoods of inner-element sampling atoms would reach into adjacent elements. The
following analysis shows that shape functions can also be used to extrapolate lattice site positions
outside the element to construct a local neighborhood deforming according to the Cauchy-Born rule,
even for small elements.
Consider an atomic neighborhood containing n lattice sites centered around a sampling atom
located at the origin. According to the Cauchy-Born rule, we assume affine kinematics and therefore
write the potential energy of the sampling atom as
V =
n∑
j=1
1
2
Φ (|FRj |) + F (ρ) , ρ =
n∑
j=1
φ (|FRj |) (2.103)
with deformation gradient
F (X) =
4∑
α=1
xα ⊗GradNα(X) (2.104)
to be evaluated at the (fictitious or real) site of the sampling atom. xα are the deformed positions
of the simplicial element’s nodes (repatoms) and Nα(X) denote the corresponding shape functions.
Consequently, we know that
∂V
∂xa
=
∂V
∂F
· ∂F
∂xa
, (2.105)
where
∂V
∂F
= P =
n∑
j=1
[
1
2
Φ′ (|FRj |) + F ′ (ρ)φ′ (|FRj |)
]
FRj ⊗Rj
|FRj | (2.106)
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is the first Piola-Kirchhoff stress tensor at the location of the sampling atom [Tadmor et al., 1996].
In addition,
∂FiJ
∂xkn
= δin (GradNk)J , (2.107)
so that with rj = FRj the force contribution is given by
Fk = − ∂V
∂xk
= −
n∑
j=1
[
1
2
Φ′ (|rj |) + F ′ (ρ)φ′ (|rj |)
]
rj
|rj | (Rj ·GradNk) . (2.108)
Since in simplicial elements shape functions vary linearly in space, their gradients are constant.
Given the shape function Nk value at two distinct locations Xi and Xj , we thus know that
GradNk =
Nk(Xj)−Nk(Xi)
(Xj −Xi)n en, (2.109)
where (Xj −Xi)n denotes the n-th component of vector Xj −Xi and en is the n-th base vector.
Therefore,
Rj ·GradNk = Nk(Xj)−Nk(Xi) (2.110)
and overall we arrive at
Fk = − ∂V
∂xk
= −
n∑
j=1
[
1
2
Φ′ (|rj |) + F ′ (ρ)φ′ (|rj |)
]
rj
|rj | [Nk(Xj)−Nk(Xi)] , (2.111)
which is exactly the same structure used in the nonlocal QC formulation, cf. (2.19). In other words,
application of the Cauchy-Born rule requires to construct a local neighborhood of the sampling
atom which is assumed to entirely lie within the same element as the sampling atom. This results
in interpolation within the element and extrapolation outside the element.
2.3.2.6 Derivation of the average deformation for a discrete patch of simplicial ele-
ments
The development of the new summation rule required relation (2.78). This relation can be shown
for an arbitrary patch of simplicial (triangular) elements as follows:
Each element has shape functions Nei (X) with i = 1, 2, 3 associated with its three nodes (num-
bered in counter-clockwise order). Thus, we obtain
Fe =
3∑
i=1
xi ⊗GradNei (2.112)
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so that (using indicial notation)
∂
∂(x1)k
(Fe)iJ = δik (GradN
e
1 )J . (2.113)
For the chosen linear triangular element we can choose the node numbering such that Ne1 = r,
Ne2 = s, and N
e
3 = 1− r − s with barycentric coordinates r and s. Consequently, ∂Ne1/∂r = 1 and
∂Ne1/∂s = 0 in each element. Furthermore,
GradNe1 =
 ∂r∂x ∂s∂x
∂r
∂y
∂s
∂y
 ∂Ne1∂r
∂Ne1
∂s
 . (2.114)
By the inverse function theorem,
 ∂r∂x ∂s∂x
∂r
∂y
∂s
∂y
 =
 ∂x∂r ∂y∂r
∂x
∂s
∂y
∂s
−1 =
 x1 − x3 y1 − y3
x2 − x3 y2 − y3
−1 (2.115)
so that
GradN1 =
 ∂r∂x ∂s∂x
∂r
∂y
∂s
∂y
  ∂Ne1∂r
∂Ne1
∂s

=
1
Ae
 y2 − y3 −(y1 − y3)
−(x2 − x3) x1 − x3
  1
0
 = 1
Ae
 y2 − y3
x3 − x2
 .
(2.116)
Now, consider a patch of elements with a common center node which is labeled node 1 in each
element e for convenience, so that nodes 2 and 3 of each element lie on the perimeter of the patch
of elements. Then, it follows that
ne∑
e=1
Ae GradN
e
1 =
ne∑
e=1
 ye2 − ye3
xe3 − xe2
 = 0. (2.117)
The sum vanishes because the sum of all vectors along the perimeter of the patch must form a
closed loop with a net vector of zero magnitude. Finally, along with (2.113) this confirms (2.78) for
a discrete patch of elements, viz. that
∂
∂x1
ne∑
e=1
Ae Fe =
ne∑
e=1
∂Fe
∂x1
Ae = 0. (2.118)
2.3.3 Summary and conclusions
With regards to summation rules our analysis has shown the following:
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• In one dimension, nodal, cluster, and quadrature summation rules do not produce any residual
forces in the undeformed ground state if elements are sufficiently large so that spheres of
interaction around repatoms do not overlap. The same, of course, holds true in the full
atomistic limit (in any dimensions).
• In one and two dimensions, nodal, cluster, and quadrature summation rules produce spurious
forces in an affinely-deformed non-uniform QC mesh. Of the popular summation rules only
element quadrature (or local QC) avoids spurious force artifacts in sufficiently large elements.
When using quadrature summation rules, residual forces vanish in the large-element limit, if
all sampling atoms at repatom locations are assigned the same weights.
• New summation rules have been introduced which assign the same weight to all sampling atoms
at repatom locations. In the large-element limit this choice guarantees no force artifacts in both
the undeformed configuration and in any affinely-deformed state in one and two dimensions. In
three dimensions, force artifacts can appear which are small compared to previous summation
rules and remain negligible as long as the element aspect ratios remain small (which should be
the case in any reasonable QC mesh).
• The new summation rules make use of the Cauchy-Born rule at the quadrature-type sampling
atom (in analogy to the traditional local/nonlocal QC method). This removes residual forces
at mesh interfaces between larger elements and reduces force artifacts to an even smaller region
of elements right above the atomistic limit, which will be confirmed in chapter 3.
2.4 Extension to three dimensions and the full range of ele-
ment sizes
In three dimensions, the analysis is analogous to the two-dimensional one presented above with one
crucial difference. In two dimensions, we could devise an optimal summation rule with vanishing
force artifacts and minimal approximation errors because – with the proper choice of summation rule
weights – the contributions from all inner angles of each triangular element recombined into a semi-
circle of interaction, cf. (2.70). In three dimensions, the four solid angles within each tetrahedral
element unfortunately do not recombine into a semi-sphere of interaction in general. In fact, the
sum of all four solid angles in a tetrahedron is not constant and depends on the exact geometry;
see for example [Masket, 1957]. For example, let αi (i = 1, . . . , 6) denote the six dihedral angles
between pairs of tetrahedral faces. The sum of all four solid angles φi (i = 1, . . . , 4) amounts to
4∑
i=1
φi = 2
6∑
i=1
αi(rad)− 4pi(sr). (2.119)
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Consider a regular tetrahedron in which all dihedral angles are arccos(1/3), so that the above sum
of all four solid angles yields 12 arccos(1/3) − 4pi ≈ 2.21. Now, let the height of the tetrahedron
shrink to zero, in which case the sum of all four solid angles must approach that of a hemisphere,
viz. 2pi. Ergo, the sum of all four solid angles within a tetrahedron is geometry-dependent, which
is why the neighboring lattice sites of the four repatoms within an element do not recombine into
a hemisphere of interaction. Spurious and residual forces will thus depend on the specific element
geometry and there exists no general quadrature summation rule that removes all residual forces.
However, any reasonable QC discretization will aim to (and any useful remeshing technique should)
avoid large element condition numbers. In this case, we can accept small errors and extend the new
summation rule to 3D.
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Figure 2.18: Schematic illustration of the weight computation for arbitrary element sizes using
summation rule (0, 1∗): a) fully atomistic (all sampling atoms have the same weight wi = 1); b)
overlapping circles of interaction in intermediate-sized elements are split to determine weights; c) in
large elements sampling atoms at element vertices have the same weights again. The inner-element
quadrature atom can either be treated by the Cauchy-Born rule or by applying its actual atomic
neighborhood (which may reach into adjacent elements if elements are not large). d) Second-order
summation rule (0, 1∗, 3∗).
New summation rules in three dimensions As before, every sampling atom at the location
of a repatom is assigned the same weight, now wrep = 4pi/3 r
3
eff ρ, which represents the number
of lattice sites within the effective interaction distance of the atomic potential. In addition, each
element receives one quadrature-type sampling atom feeling affine neighborhood changes in large
elements. When using fictitious sampling atoms and the Cauchy-Born rule, this scheme agrees with
the classical local QC model [Tadmor et al., 1996] enriched by sampling atoms at element vertices.
This analogy, however, breaks down with decreasing element size where, ultimately, the original QC
formulation would switch to nonlocal QC while we maintain the same nonlocal structure.
To this end, we generalize the summation rule (0, 1∗) to elements of arbitrary sizes. Similar in
spirit to the truncation of overlapping clusters [Knap and Ortiz, 2001, Eidel and Stukowski, 2009],
we define sampling atom weights as follows. When effective interaction spheres of sampling atoms
on element vertices overlap, their weights are obtained by removing the overlapping regions and
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(a)
(b)
Figure 2.19: Illustration of sampling atom weights for a) the first-order rule (0, 1∗) and b) the
second-order rule (0, 1∗, 3∗).
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splitting weights equally, cf. Figure 2.18. As before, the inner-element sampling atom’s weight is
given by the remaining lattice sites according to
we,inner = Ve −
4∑
i=1
wi ≥ 0 (2.120)
with Ve the total number of lattice sites in element e. This three-dimensional (0, 1
∗) scheme locally
reduces to full atomistics as the element size decreases. Whether or not the inner-element sampling
atom should be computed using its actual atomic neighborhood or a fictitious Cauchy-Born neigh-
borhood will we discussed by the aid of numerical examples in Section 3.2.2. We will see that the
Cauchy-Born rule is generally better suited to represent the collections of inner-element lattice sites
rather than picking a specific lattice site and its actual neighborhood. This can be expected from
our analyses in one and two dimensions which demonstrated vanishing residual and spurious forces
in affinely deformed crystals if the inner-element sampling atoms experienced affine neighborhood
deformations (which would not be the case when picking actual lattice sites so that neighbors reach
into adjacent elements). Figure 2.19 shows the sampling atom weights of a non-uniform QC mesh
in two dimensions for a non-uniform 2D mesh that is gradually coarse-grained around an atomistic
region in the bottom left corner. Blue circles denote weights of sampling atoms at repatom loca-
tions, white regions represent weights assigned to inner-element sampling atoms, and red regions
show weights of sampling atoms on edges in the second-order rule. Small dots illustrate sampling
atom locations (blue are those on repatom sites, red at barycenters, and green are those at edge
midpoints). The 3D scenario is analogous but hard to visualize; visualizations of the implemented
technique are shown in Section 4.5.3.
We note that this summation rule automatically satisfies zeroth-order consistency, cf. (2.23a),
because all sampling atom weights add up to the total number of lattice sites. As long as elements
are sufficiently large (or fully atomistic), the scheme also satisfies first-order consistency (2.23b).
The same applies in the limit of full atomistics. However, there is a narrow intermediate regime of
element sizes on the order of the interatomic interaction radius where first-order consistency is not
guaranteed.
Similarly to 2D, we can devise higher-order summation rules, such as the second-order rule
(0, 1∗, 4∗) with one additional sampling atom on each element face, or the third-order scheme
(0, 1∗, 4∗, 6∗) with one additional sampling atom on each element face and edge. However, the
latter becomes computationally quite expensive and our numerical investigations in this thesis will
demonstrate the benefits of the first- and second-order summation rules.
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2.5 Summary and conclusions
In short, we have developed a novel, fully-nonlocal, energy-based QC formulation which requires
no distinction between, or special treatment of, atomistic, transition, and coarse regions. For com-
parison and experimentation, we have captured existing summation rules in a unified sampling
atom framework based on a small set of sampling atoms which include the repatoms (in order to
seamlessly bridge to full atomistics) and additional representative lattice sites. We have analyzed,
investigated, and compared various existing summation rules in one and two dimensions. We have
derived and analyzed in one and two dimensions a family of new, “optimal” summation rules which,
for sufficiently-large elements, do not exhibit spurious force artifacts in non-uniform QC meshes.
We have extended the family of summation rules for three dimensions and for arbitrarily-sized ele-
ments, though each of those extensions loses some optimality. In the next chapter we will use this
framework first to numerically compare the summation rules for particular, isolated configurations
of a body, after which we will perform full simulations by equilibrating boundary value problems
with external forces and boundary conditions.
In all subsequent examples of this thesis, we use the above framework to simulate the response
of crystalline ensembles at zero temperature. Finite temperature can be accounted for by the
QC method and can be added on top of the spatial coarse-graining techniques discussed here;
see for example [Shenoy et al., 1999a, Dupuy et al., 2005, Kulkarni et al., 2008, Marian et al.,
2010, Ariza et al., 2012, Tadmor et al., 2013]. In addition, we only consider quasistatic (low-strain-
rate) phenomena so that inertial effects are negligible. Equilibration is performed using the inertial
relaxation algorithm FIRE of Bitzek et al. [2006].
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Chapter 3
Verification and Validation
3.1 Overview
In this chapter we investigate summation rules for the fully-nonlocal energy-based QC method with
respect to their accuracy and efficiency in coarse-grained atomistic simulations. Most previous
studies have presented instructive albeit simple one- or two-dimensional examples, oftentimes with
simplistic interatomic potentials. Here, we report the first comparative survey of summation rules
applied to large-scale two- and three-dimensional simulations with uniform and completely-random
meshes involving thousands to tens of millions of degrees of freedom with realistic interatomic
potentials.
We employ a general formulation of summation rules based on sampling atoms which differ
by their locations and weights to approximate the total Hamiltonian of the crystalline atomistic
ensemble. In particular, we include traditional cluster and quadrature-type summation rules as well
as the previously-introduced first- and second-order sampling rules which exhibit minimal spurious
force artifacts in affinely-deformed meshes.
We start by investigating the performance of the various summation rules with calculations
of energies and residual forces in specific deformed configurations, i.e., without equilibration. Our
benchmark simulations with equilibration include the calculation of elastic constants from completely
random QC meshes and the inhomogeneous deformation of aggressively coarse-grained crystals con-
taining nano-voids. In the elastic regime, we directly compare QC results to those of full atomistics
in order to not only quantify approximation errors but also to assess local errors in complex QC sim-
ulations. Going beyond elasticity, we illustrate the performance of the fully-nonlocal energy-based
QC method with the new second-order summation rule by nanoindentation examples in two and
three dimensions with automatic mesh adaptation, thereby illustrating the formation and evolution
of lattice defects in the QC method and investigating the effective response. Lastly, we investigate
the failure of a hole in a three-dimensional plate using the new second-order summation rule by
observing the microstructure formation around the hole using implicit dynamics.
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Because of the difficulty in representing the energy of the atoms on the faces of surface elements,
scenarios with free surfaces are handled poorly by all previously-existing summation rules. Using
the new formulation, we investigate several problems which involve free surfaces, including surface
energies and elastic moduli, through which it will be seen that the new second-order summation rule
qualifies to accurately and efficiently coarse-grain free surfaces and interfaces when these coincide
with element faces in three dimensions (or edges in two dimensions).
Though the formulation and implementation are quite capable of 3D calculations and many 3D
examples will be shown, we deliberately include some two-dimensional examples for better visibility
of the phenomena of interest. Overall, our findings provide guidelines for the selection of summation
rules for the fully-nonlocal energy-based QC method and confirm the superior performance of the
new summation rules.
nodal rule (0,0) quadr. rule (0,3) (2,0) nodal cluster rule new rule (0,1*)
sampling atoms repatoms lattice sites CB lattice site
 new rule (0,1*,3*)
Figure 3.1: Schematic illustration of the QC discretization and different types of summation rules,
including quadrature and cluster summation rules as well as the new summation schemes of first
and second order (CB denotes the Cauchy-Born rule applied to quadrature-type sampling atom).
In all examples, we compare the following types of summation rules (Figure 3.1 schematically
shows the different rules):
• (0, 0): a purely nodal summation rule,
• (nCl, 0): nodal cluster summation rules with nCl shells of clusters,
• (0, nQ): quadrature summation rules with nQ quadrature-type sampling atoms per element,
• (0, 1∗): the new first-order summation rule,
• (0, 1∗, 4∗): the new second-order summation rule.
Note that we exclude pure element quadrature rules from our analysis, since they require a
switching mechanism from the local element-based formulation to the nonlocal node-based descrip-
tion in the limit of full atomistics. Here, we focus only on fully-nonlocal QC schemes that seamlessly
bridge across all element sizes. Furthermore, in the case of quadrature summation rules, general
three-dimensional examples require numerical compromises: quadrature summation rules define their
sampling atom locations within elements as lattice sites closest to Gauss-Lobatto quadrature points
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(commonly used in the finite element method). Of course, the existence of a lattice constrains the
choice of quadrature-atom locations. In the following, if several lattice sites are located at the same
distance from a quadrature point, we make a random choice. If no such lattice site exists within
an element (or if the only ones coincide with already existing sampling atoms), then no new sam-
pling atom is inserted. Also, for higher-order quadrature rules we identify quadrature-type sampling
atoms within each element in a random order.
3.2 Examinations of isolated configurations
Let us demonstrate the performance of the new summation rule for the fully-nonlocal energy-based
QC formulation by a few selected examples in two and three dimensions. In this section, we focus on
the more difficult case of non-uniform meshes (as opposed to uniform) and we will examine energy
and force errors in an isolated configuration, i.e., no solver is being used and no equilibration is being
performed. Simulations with boundary conditions, external forces, and equilibration are illustrated
in the remainder of the chapter.
3.2.1 Energy approximation errors in 2D mesh interfaces
Though residual forces are a good and intuitive indicator for the performance of a summation
rule, the best metric for a summation rule is how well it approximates the energy of a particular
configuration, under the condition of QC’s kinematic constraints (a mesh, with linear interpolation).
The best a summation rule can possibly perform is to calculate energetic quantities at every lattice
site and sum them, a strategy that is computationally infeasible. Because of this prohibitive cost,
the purpose of a summation rule is to most closely approximate the energy that would be calculated
by summing over all lattice sites.
We will perform an investigation to measure how well each summation rule represents the energy
of lattice sites in the domain. For any summation rule, the physical volume of the simulation
is partitioned and volumes are assigned to each sampling atom as its weight. These volumes, or
partitions of space, contain lattice sites. Because of the discrete nature of the lattice site positions
and the geometric nature of the volume partition, the sampling atom’s weight is not the same as
the number of lattice sites within its associated volume, but the two quantities are closely related.
In this example, we will find which sampling atom is representing each lattice site and determine
how (in)correct the representation is. We determine the representing sampling atom by finding in
which sampling atom’s volume a lattice site is found when sampling atom weights are calculated.
For example, see Figure 3.2 in which, because of the tessellation, a lattice site is being represented
by a sampling atom on the opposite side of its containing element, which has a completely different
neighborhood and sees different deformation than the lattice site. As expected, this misrepresen-
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Figure 3.2: Poor sampling atom representation because of tessellation.
tation exhibits itself as incorrect energy and spurious force artifacts, which corrupt equilibrated
solutions.
Scenario setup: We start with the (regular) mesh shown in Figure 3.3a, and then we deform it
to the state shown in Figure 3.3b and calculate the energy of all lattice sites subject to the QC
interpolation, as shown in Figure 3.3c. The representing sampling atom is determined as described
above. For illustration, Figures 3.3d and 3.3e draw arrows from each lattice site to the representing
sampling atom. Lastly, the (relative) difference between each lattice site’s energy and the represent-
ing sampling atom’s energy is computed and plotted, as shown in Figure 3.4. Note that because
approximated and exact energies are computed from the same atomic positions, the shown energy
errors are merely due to the summation rules and free from approximation errors incurred by the
affine QC interpolation.
Results: Figure 3.4 shows energy error per lattice site for an undeformed mesh with sharp inter-
faces. Of course, in the bottom left corner the error vanishes because full atomistics recovers the
exact summation over all lattice sites. With coarse-graining away from the atomistic region, the
error increases. We note that because the approximated and exact energies are computed from the
same atomic positions, the shown energy errors are merely due to the summation rules and free from
approximation errors incurred by the affine QC interpolation.
As expected, each successive summation rule is an improvement. The sampling atom weight
tessellation is essentially visible through the errors of the nodal and quadrature rules: the energy
of a given sampling atom on a node is not correct for any of its incident elements, so the area of
that sampling atom’s Voronoi cell is divided into regions of constant error for each incident element.
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(a) Undeformed Mesh (b) Deformed Mesh
(c) Lattice site energies (d) Representing sampling atoms for nodal summation
(e) Representing sampling atoms for optimal first-order
summation
Figure 3.3: The setup of the 2D mesh interface energy approximation example.
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(a) nodal summation (b) quadrature (0, 1)
(c) quadrature (0, 3) (d) new, first-order (0, 1*) with Cauchy-Born
(e) (f) new, second-order (0, 1*, 3*) with Cauchy-Born
Figure 3.4: Energy error per lattice site for sharp interfaces.
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Using single point quadrature introduces large regions inside each element with no error, and more
quadrature points increases the size of the region. The first-order new summation rule essentially
eliminates the error in the bulk of each element, independent of the element size, and only the
errors on the edges remain. With the second-order new summation rule, the error is almost entirely
eliminated.
Figure 3.4 shows energy error per lattice site for an undeformed mesh with diffuse interfaces, by
which we mean that the undeformed mesh is not regular. Repatom sites are chosen such that the
mesh interfaces are randomized, after which the same process (random displacements, lattice site
energy calculation, etc.) is followed as for the sharp interfaces. The results are qualitatively the
same as for sharp interfaces, except that quadrature rules perform worse because the Voronoi cells
do not line up as well as they did before. The energy approximation errors show exactly the same
trends discussed above for two dimensions; for concision and because of visualization difficulties we
omit them here.
To quantify the total error in Figures 3.4 and 3.5, Figure 3.6 shows the average energy approx-
imation error per atom for the different summation rules. Repatoms are displaced randomly by a
fraction of the distance to their nearest neighbor repatom (this fraction is shown as the normalized
random displacement). Both graphics use the same legend to identify the various summation rules;
errors are shown on a logarithmic scale. In particular, results of Figures 3.4 and 3.5 were obtained
with a normalized random displacement of 0.2 and are included in Figure 3.6. Using the same
meshes of Figure 3.4 with sharp and diffuse interfaces, we plot the average energy error of all lattice
sites in the crystal with increasing (randomized) displacements (normalized by the distance to their
nearest neighbor repatom) of all repatoms from their equilibrium positions. Error bars represent the
standard deviation of 100 runs of each data point.
Nodal summation is markedly worse than any other rule, and the quadrature and cluster rules are
fairly clumped. The first-order optimal rule outperforms all other rules for substantially lower cost,
but the second-order optimal rule is significantly better than first-order, especially in the undeformed
configuration. While the new schemes performed well in the residual force experiments above,
residual forces only apply in the undeformed configuration and it is not clear that the superiority
holds in deformed meshes. However, these results here demonstrate that the new scheme also
performs the best of the summation rules in deformed meshes, resulting in lower energy errors and
reduced spurious forces.
Cost: A key difference between the summation rules is their cost, something we have not yet
examined. The cost of a particular sampling atom is a function of how many neighbors it has. For
this investigation, all sampling atoms have similar numbers of neighbors, so the number of sampling
atoms used is a good proxy for the cost of the summation rule.
72
(a) nodal summation (b) quadrature (0, 1)
(c) quadrature (0, 3) (d) new, first-order (0, 1*) with Cauchy-Born
(e) (f) new, second-order (0, 1*, 3*) with Cauchy-Born
Figure 3.5: Energy error per lattice site for diffuse interfaces.
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(a) Sharp Interfaces
(b) Diffuse Interfaces
Figure 3.6: Average relative energy error per atom in the 2D QC meshes of Figures 3.4 and 3.5
containing a) sharp and b) diffuse interfaces.
Figure 3.7 shows a scatter plot of the total energy error in the undeformed configuration versus
number of sampling atoms used. Each summation rule has three crosses, one for sharp interfaces and
two for increasingly-more diffuse interfaces. Nodal summation is the cheapest rule and has the worst
error. Clusters provide lower error, but using more shells than one greatly increases the cost without
greatly decreasing error. Using one- and three-point quadrature improves the error for increasing
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Figure 3.7: Interface energy approximation error versus cost for various summation rules.
cost, such that using three points costs about the same as one-shell clusters, but with lower error.
The new first-order optimal summation rule provides a half order of magnitude lower error for
the same cost as one-point quadrature. Second-order optimal performs phenomenally, achieving
more than an order of magnitude lower error than three-point quadrature, for slightly less cost. The
new summation rules more accurately approximate the total energy of the system for lower cost
than any existing rule and perform in a class of their own.
3.2.2 Residual forces in 2D mesh interfaces
Because “ghost”, or residual forces are used so often to criticize the QC method, their presence
and magnitude are natural measures for summation rules. We first examine residual forces in two
dimensions, after which we will investigate them in three dimensions. The scenario will be a single-
crystal Copper simulation modeled by the extended Finnis-Sinclair potential of Dai et al. [2006], with
a domain that is rapidly coarse-grained from full atomistic resolution in four steps with coarsening
factors of 2, as shown in Figure 3.8a. Residual forces would traditionally be observed at each mesh
interface, but not within the regions of uniform coarsening.
Figure 3.9 shows the residual forces for the nodal summation rule (0, 0), cluster summation rule
(3, 0) (each 3-shell cluster contains 54 lattice sites), classical quadrature summation rules with one
and three sampling atoms per element, and the new summation rules of first and second order. In
addition, we compare results obtained with and without using the Cauchy-Born rule for all non-
repatom sampling atoms. It becomes apparent that the new schemes perform much better than the
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(a) (b)
Figure 3.8: Meshes for the sharp (a) and diffuse (b) mesh interface examples illustrated in Figures
3.9 and 3.10.
previously-existing schemes, while being much more efficient than, for example, the cluster rule due
to the small number of sampling atoms. As can be expected, the second-order scheme is superior to
the first-order scheme, producing smaller residual forces and confining these to only those repatoms
adjacent to the full atomistic region.
Using the Cauchy-Born rule The application of the Cauchy-Born rule for inner-element sam-
pling atoms appears to be beneficial. While this does not affect the energies and forces in atomistic
or in sufficiently large elements, it does affect those small elements in between. The benefits of the
Cauchy-Born rule can be explained by the restoration of symmetry in each element by application of
the Cauchy-Born rule: without the Cauchy-Born rule, every quadrature-type sampling atom must
be placed on an actual lattice site to define its atomic neighborhood. In small elements, this sam-
pling atom may be placed significantly far away from the element’s barycenter, depending on the
element size and geometry. The resulting (non-affinely deforming) neighborhoods produce forces
in the undeformed configuration (and introduces force artifacts in the undeformed configuration).
To allow for a fair comparison, we have also included the traditional quadrature rule (0, 3) with
sampling atoms not tied to actual lattice sites; see Figure 3.9e. Even in this case, the superior
performance of the new schemes is apparent.
Similarly, Figure 3.10 compares residual forces arising in a non-uniform QC mesh with diffuse
mesh interfaces (mesh shown in Figure 3.8). The diffuse mesh interface scenario is much more
difficult for summation rules; residual forces would traditionally be observed at throughout the
domain because there are no regions of uniform coarsening.
Despite the randomized repatom locations, sizes, and aspect ratios, the new summation rules
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(a) nodal (0,0) (b) cluster (3,0) (c) quadrature (0,1)
(d) quadrature (0,3) (e) quadrature (0,3)
(sampling atoms not on lattice sites)
(f) new, first order (0,1*)
without Cauchy-Born
(h) new, second order (0,1*,3 )
without Cauchy-Born
* (i) new, second order (0,1*,3 )
with Cauchy-Born
*(g) new, first order (0,1*)
with Cauchy-Born
Figure 3.9: Residual forces at sharp mesh interfaces in two dimensions for various summation rules
(coarsening factor of 2 at each interface), using the extended Finnis-Sinclair potential of [Dai et al.,
2006] for Cu. The color code of arrows reflects the magnitudes of residual forces (in arbitrary units);
small dots represent repatoms (blue) and additional sampling atoms (red/green). The mesh is shown
in Figure 3.8a.
perform significantly better, showing residual forces of much smaller magnitude and at fewer loca-
tions. Here, the second-order scheme surprisingly shows larger forces which arise from the strong
geometric irregularities of the randomized mesh. Overall, the new summation rules confine residual
forces to a small band of element sizes right above full atomistics and below elements exceeding
2nb − 1 lattice sites per side, as can be expected from our analysis. Thus, the ghost forces observed
in the traditional local/nonlocal QC are effectively smeared over a regime of element sizes (rather
than being localized at the sharp interface between atomistic and coarse-grained regions). Yet the
new scheme allows us to treat the entire domain in exactly the same manner without explicitly
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(a) nodal (0,0) (b) cluster (3,0) (c) quadrature (0,1)
(d) quadrature (0,3) (e) quadrature (0,3)
(sampling atoms not on lattice sites)
(f) new, first order (0,1*)
without Cauchy-Born
(h) new, second order (0,1*,3 )
without Cauchy-Born
* (i) new, second order (0,1*,3 )
with Cauchy-Born
*(g) new, first order (0,1*)
with Cauchy-Born
Figure 3.10: Residual forces at diffuse mesh interfaces in two dimensions for various summation rules
(repatom positions of Figure 3.9 have been perturbed randomly), using the extended Finnis-Sinclair
potential of [Dai et al., 2006] for Cu; the color code reflects residual force magnitudes. The mesh is
shown in Figure 3.8b.
differentiating between local and nonlocal repatoms or elements.
3.2.3 Residual forces in 3D mesh interfaces
Figures 3.11 and 3.12 demonstrate residual forces in non-uniform QC meshes with sharp and diffuse
interfaces in three dimensions for the same summation rules discussed above. The new summation
rules use the Cauchy-Born rule for non-repatom sampling atoms; the color code reflects residual
force magnitudes (in arbitrary units). Here, nodal cluster and quadrature rules reduce residual force
artifacts more effectively than in two dimensions, yet the new summation rules are again shown
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(a) nodal (0,0) (b) cluster (3,0)
(c) quadrature (0,1) (d) quadrature (0,4)
(e) new, first-order (0, 1*) (f) new, second-order (0, 1*, 4*)
Figure 3.11: Residual forces in non-uniform QC meshes with sharp interfaces.
to be superior to all others, despite the geometric shortcoming discussed in Section 2.4. Both the
new first and second-order schemes reduce force artifacts to small elements right above atomistic
resolution, as can be expected from our analysis.
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(a) nodal (0,0) (b) cluster (3,0)
(c) quadrature (0,1) (d) quadrature (0,4)
(e) new, first-order (0, 1*) (f) new, second-order (0, 1*, 4*)
Figure 3.12: Residual forces in non-uniform QC meshes with diffuse interfaces.
3.2.4 Summary of examinations of isolated configurations
In this section, we have examined the performance of the various summation rules via energy approx-
imation errors and residual force artifacts. The results we observe here hold true for the remainder
of the examinations of the this work: nodal summation performs very poorly, clusters improve
accuracy marginally while greatly increasing cost, and quadrature performs well (especially with
80
multiple quadrature points). However, the novel summation rules greatly outperform the legacy
rules, exhibiting significantly reduced energy approximation errors for all element sizes with vanish-
ing residual force artifacts in the small- and large-element limits, in uniform and non-uniform QC
meshes. The remaining residual forces are confined to a small range of element sizes between full
atomistics and sufficiently large for non-overlapping repatom spheres of interaction. This extends
the ghost forces of the local/nonlocal QC method into a fully-nonlocal framework with improved
model adaptability.
3.3 Elastic benchmark simulations in three dimensions
The QC method is primarily used to approximate long-range elastic fields. In the immediate vicinity
of defects, full atomistic refinement turns our nonlocal QC scheme into lattice statics with no ap-
proximation errors or residual forces. Therefore, to analyze the performance of the QC formulation
in this section, we concentrate on scenarios where the repatom spacing is larger than the atomistic
limit.
Moreover, once plastic microstructure starts to form, simulation results show statistical deviations
(even fully-atomistic results are not exactly reproducible when using any form of parallelism in
general, due to floating point arithmetic). Therefore, our quantitative benchmark examples in this
section will concentrate on finite yet elastic deformation. Results beyond the onset of plasticity will
be compared qualitatively to solutions obtained from lattice statics in Section 3.4.
3.3.1 Local position and energy errors in a nano-void simulation
Most commonly, QC simulations are performed on domains with relatively small atomistic regions
and a surrounding coarsened mesh. Though the mesh may be coarsened aggressively, gradual coarse-
graining is favored to reduce approximation errors due to summation rules and interpolation schemes
(and is automatically achieved by intelligent model adaptation). Meshes that do not change over
the course of the simulation (if model adaptation is disabled) often contain sharp mesh interfaces,
while meshes which are changed because of model adaptation often contain diffuse and randomized
mesh interfaces.
We start our examples by assessing the performance of the various summation rules in such
meshes, where we study long-range inhomogeneous elastic deformation. Note that here and in some
of the following examples deformation is enforced through affine boundary conditions applied to
a buffer region around the actual simulation core. Since atomic potentials generally require more
than next-to-nearest neighbor interactions, such a buffer region (a common technique in MD) is
required to avoid parasitic surface effects by providing all required neighbors to the core region.
This, of course, is only an approximation to impose a desired average remote loading. Since our
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(a) Sharp, structured mesh interfaces
(b) Diffuse mesh interfaces
Figure 3.13: Examples of single-crystalline cubes of pure copper with a nano-void.
QC formulation allows us to, in principle, coarse-grain aggressively to arbitrary sample sizes, it is
well possible to apply those boundary conditions arbitrarily far away from the simulation core. This
avoids spurious cell-size effects that can arise in atomistic calculations; see for example [Szajewski
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and Curtin, 2015].
The scenario is a Cu single-crystal with a single spherical void (diameter 5 nm). The void leads
to an inhomogeneous stress distribution with concentrations in the vicinity of the void. To properly
resolve the void, we assign atomistic resolution to its immediate vicinity and rapidly coarse-grain
away from the void in a total of six steps with coarsening ratios of roughly 2, as shown in Figure 3.13.
Affine boundary conditions of uniaxial extension are applied to all blue repatoms, while the core
regions defined by all red repatoms are relaxed to equilibrium. The zoomed images show the relaxed
QC regions; Figure 3.13a includes example results of energy and displacement errors. The sample is
loaded at its top and bottom in uniaxial extension, using affine boundary conditions to remove surface
effects and mimic an infinite single crystal. The cube is stretched vertically in the [100] direction
and relaxed to equilibrium. After equilibrium is achieved, the relaxed positions of all lattice sites are
computed from the QC model using its affine interpolation rules. We also compute all exact atomic
positions from a geometrically-equivalent lattice statics model with the same boundary conditions,
and proceed to compare the two results by energy and displacement errors.
The system contains 67.1 · 106 lattice sites whose interactions are modeled by two different
QC meshes: one mesh containing sharp interfaces (comprising about 7, 140 repatoms and 41, 800
elements) and one mesh that is seamlessly coarse-grained by randomized, diffuse interfaces (roughly
7, 130 repatoms and 42, 500 elements). The mesh with sharp interfaces is representative of one
made by hand in a simulation without model adaptation, and the mesh with diffuse interfaces is
representative of the result of automatic model adaptation. In both cases, the number of degrees of
freedom has been reduced to about 0.01%.
Microstructure evolution is certainly an application of great interest for the QC method, but we
deliberately limit our discussion to elastic loading in the present example for various reasons:
a) To demonstrate the approximation power of long-range elastic fields in a radically coarse-grained
QC model.
b) QC is essential in approximating long-range elastic fields while atomistic defects require locally
full atomistic resolution (capabilities to study complex microstructural mechanisms will be shown
in Section 3.4).
c) The formation of inelastic defects automatically introduces randomness of solutions, which pre-
cludes one-to-one comparisons of lattice site positions to solutions obtained via lattice statics.
Figure 3.14 illustrates the displacement errors and relative energy errors of all lattice sites com-
pared against the exact atomistic solution for various summation rules applied to the sharp-interface
QC mesh. The single-crystalline Cu nanocube with a spherical void undergoes uniaxial extension
in the vertical [100] direction. Errors are shown on logarithmic scales, and displacement errors are
shown in Angstroms. Each graphic results from a particular summation rule and illustrates the
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(a) nodal (0,0) (b) error bars
(c) cluster (3,0) (d) quadrature (0,4)
(e) optimal first-order (0,1*) (f) optimal second-order (0,1*,4*)
Figure 3.14: Single-crystalline Cu nanocube with a spherical void, with sharp interfaces.
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(a) nodal (0,0) (b) error bars
(c) cluster (3,0) (d) quadrature (0,4)
(e) optimal first-order (0,1*) (f) optimal second-order (0,1*,4*)
Figure 3.15: Single-crystalline Cu nanocube with a spherical void, with diffuse interfaces.
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distribution of repatoms and sampling atoms (left), the displacement errors of all lattice sites com-
pared against full atomistics (bottom), and the corresponding relative energy errors of all lattice sites
(top). For reference with regards to displacement error, the lattice spacing in Cu is approximately
3.61 A.
For the nodal and cluster summation rules, displacement errors show significant values through-
out all coarse-grained regions. The same trends as in previous examples are observed in both energy
and displacement errors: the introduction of nodal clusters reduces the error of the nodal summa-
tion rule (0, 0) with increasing cluster size (see for example (3, 0)), and quadrature summation rules
reduce errors below those of cluster rules. Even the lowest-quadrature rule (0, 1) produces smaller
errors than the computationally much more expensive (3, 0) rule in larger elements.
In regions with close-to-atomistic resolution, cluster rules and quadrature rule (0, 4) produce
minimal errors because essentially all lattice sites are turned into sampling atoms, greatly increasing
the size of atomistic regions and resulting in poor efficiency. The new summation rules (whose
efficiency is comparable to (0, 1) and (0, 4) quadrature for the first- and second-order schemes,
respectively) reveal by far the lowest errors overall with only marginal differences between the first
and second-order schemes.
We note that, because this scenario is an integral test with boundary conditions and equilibration,
the vanishing displacement errors are not only an indication of the excellent performance of the
summation rules but also confirm the general applicability of the QC approximation to represent
long-range elastic fields. Also, it is important to realize that errors of the traditional summation
rules do not only arise in the coarse-grained regions but propagate into the full atomistic core as
well, primarily due to spurious force artifacts. Figure 3.15 shows the equivalent displacement and
energy errors for the diffuse QC mesh. As can be expected, errors are larger than in the case of
sharp mesh interfaces but reproduce the same trends. Note that in both cases, the second-order
scheme performs better than the first-order rule.
potential cut-off distance lattice spacing radius rw potential reference
Johnson 3.249000 A 3.609966 A 1.7 A Johnson [1989]
ext. Finnis-Sinclair 4.320000 A 3.609966 A 2.4 A Dai et al. [2006]
Voter 4.961000 A 3.614999 A 2.5 A Mishin et al. [2001]
Mishin 5.506786 A 3.615000 A 2.4 A Mishin et al. [2001]
Mendelev 6.000000 A 3.635871 A 2.1 A Mendelev and King [2013]
Table 3.1: Overview of Cu interatomic potentials used for a comparison of approximation errors,
along with their tabulated cut-off distances as well as the lattice spacing obtained from energy
minimization in a perfect infinite crystal lattice (rounded to six digits). The optimal effective
interaction radii rw for the definition of sampling atom weights for the five potentials are also
included.
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EAM potentials: We would like to demonstrate that the new scheme performs equally well for
all EAM potentials and is not tied to the specific interatomic potentials used in our examples.
To this end, we compare five atomic potentials which greatly differ by their radii of interaction
(see Table 3.1). In each case, we have determined the effective interaction radius rw (required to
determine the weights of sampling atoms) by numerical experimenting. This radius can be found a
priori, which is required only once per potential.
Specifically, we have repeated the void-expansion simulations of Figure 3.15 for various effective
interaction radii rw and have chosen those values as optimal that produce the least total position
error of all lattice sites in the sample. Of course, this does not guarantee that the determined radii
are optimal for arbitrary simulation scenarios. However, the chosen example involves a wide range of
element sizes in an unstructured mesh and was selected as a representative scenario. Though there
is clearly room for improvement here, even this rather ad-hoc choice performs orders of magnitude
better than the other summation rules. A more detailed analysis of optimal values for the effective
interaction radii in particular in the presence of free surfaces can be found in Section 3.5.
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Figure 3.16: Comparison of errors of all lattice sites for the example of Figure 3.13 (a nanocube with
a void using a QC mesh with sharp interfaces and undergoing uniaxial extension) for five different
summation rules and the interatomic potentials of Table 3.1.
The graphs in Figure 3.16 summarize the average relative energy and position errors, respectively,
of all lattice sites contained in the cube with a nanovoid of Figure 3.13b for five different summation
rules and for all potentials listed in Table 3.1. The general qualitative conclusions drawn above hold
for all five potentials: the new first- and second-order summation rules produce significantly smaller
87
errors compared to nodal, cluster and traditional quadrature rules (note the logarithmic scales in
both graphics). This verifies that the summation rule performance is not tied to a particular choice
of interatomic potential.
We note that even though our numerical examples used potentials of the Embedded Atom
Method, the presented methods are sufficiently general to apply to, in principle, any distance-
dependent interatomic potential. The new summation rules show their beneficial effects when ap-
plied to any centrosymmetric lattice.
3.3.1.1 Effect of residual force removal
In the traditional QC method as well as in general atomistic-continuum coupling schemes, force
artifacts appear both as residual forces (i.e., in the undeformed configuration) and as spurious forces
(i.e., errors in repatom forces in the deformed configuration). It is easy to determine residual forces
by simply computing forces in the undeformed configuration, though one must be careful to filter
out any forces that come from free surfaces. It is extremely difficult to determine spurious forces.
Various corrections have been introduced to remove such force artifacts, in particular in coarse-
graining schemes that explicitly differentiate between atomistic and coarse-grained regions. There,
one commonly speaks of ghost force corrections; see for example [Shenoy et al., 1999b, Ortner and
Zhang, 2014].
A misconception is that the removal of residual forces by appropriate dead loads on repatoms
(determined in the undeformed, initial state) is sufficient to significantly reduce force artifacts in
the deformed state in a fully-nonlocal QC scheme, and we can use the same nano-void example to
illustrate that this is indeed not the case. To this end, we take the example of Figure 3.13b with
different summation rules; we determine the residual forces in the undeformed state and remove those
by (constant) dead loads on all repatoms. Then, we apply uniaxial extension and relax the sample
in the presence of the corrective dead loads. Of course, the undeformed configuration will now be
reproduced exactly but the deformed state displays the errors shown in Figure 3.17. Apparently, the
effect of the dead load correction (see the bottom row) is marginal and for some of the summation
rules even produces larger errors than without correction at sufficient levels of deformation.
This example shows that attempting to correct spurious forces by simply removing residual forces
as dead loads is insufficient. Note that correction methods have been introduced in local/nonlocal
QC, cf. [Shenoy et al., 1999b], which effectively reduce ghost forces at the local/nonlocal interfaces
by recomputing corrective dead loads after each iteration step. However, this affects the conser-
vative energy-based nature of the QC scheme, it requires special procedures for repatoms near the
local/nonlocal interface, and it requires the notion of an interface (which does not exist in the fully-
nonlocal formulation here). We maintain that the best way to effectively remove both residual and
spurious force artifacts is by minimizing energy approximation errors via optimal summation rules
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(b) quadrature rule (0,4) (c) first-order new (0,1*) (d) second-order new (0,1*,4*)
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Figure 3.17: Influence of removing residual forces by dead loads by comparing errors produced by
four different summation rules (a-d) without and (e-h) with removed residual forces; top halves of
all graphics illustrate relative energy errors per atom, and bottom halves show displacement errors
of all lattice sites for the sharp-interface scenario of Figure 3.13b.
such as those investigated here.
3.3.2 Elastic constants in randomly coarse-grained copper single crystals
In this section, we shall examine the ability of the various summation rules to reproduce known
elastic constants for varying repatom density. Some details have been omitted; a full treatment
can be found in Amelang et al. [2015]. Dr. Gabriela Venturini performed much of this work in
collaboration.
Scenario setup: To assess the total error introduced by the various summation rules, we compute
elastic constants in three-dimensional QC representations of an infinite fcc copper single-crystal
modeled by the extended Finnis-Sinclair potential of Dai et al. [2006]. Affine boundary conditions
are applied remotely to a large coarse-grained crystalline ensemble whose repatom locations are
chosen randomly from the entire set of lattice sites. This qualifies as a worst-case scenario of
severely non-uniform meshes of poorest quality. We define the (repatom) density of a QC mesh as
the ratio of the number of repatoms to the total number of lattice sites contained in the sample.
For each chosen value of density, the specific distribution of the randomly-chosen repatoms af-
fects the results. Therefore, multiple realizations of each system size and summation rule choice
are required to reliably determine mean relative errors and standard deviations (all errors are cal-
culated against (theoretically) exact elastic constants obtained from a fully-atomistic description).
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(a) density 0.5 (b) density 0.1
(c) density 0.01 (d) density 0.001
Figure 3.18: Example repatom distributions in randomly coarse-grained crystals for four different
repatom densities: a) 50%, b) 10%, c) 1%, and d) 0.1%. The right half of each cube illustrates
tetrahedral elements used for interpolation and shown on the surface of the cube, the left half shows
repatom locations (grey dots represent repatoms, solid black lines are element edges).
Figure 3.18 illustrates example distributions of repatoms for four different densities along with the
associated QC meshes. In order to guarantee a minimum number of repatoms inside the sample
(especially for densities below 1%) system sizes are chosen to increase with decreasing density.
Any reasonable summation rule must reproduce the exact results in uniformly coarse-grained
samples (and all summation rules studied here do so within numerical tolerances). As representative
examples, we investigate the four more traditional summation rules shown in Figure 3.19 along
with the new summation rule of first order. It is important to note that the reported errors of the
elastic constants stem from two main sources (besides numerical noise). On the one hand, the QC
approximation, i.e., the affine interpolation of atomic positions, leads to errors. On the other hand,
the summation rule introduces energy approximation errors which, in turn, lead to residual and
spurious force artifacts that relax the sample to an incorrect minimum of the (approximated) total
potential energy. Together, these result in the total error of the nonlocal, energy-based, quasistatic
QC method.
For the exact method of calculating elastic constant errors, see Amelang et al. [2015] and the
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derivation in, e.g., Venturini [2010].
a) (0,0) b) (0,1) c) (0,4) d) (3,0)
Figure 3.19: Example distributions of sampling atoms for four different summation rules applied
to the same set of repatoms: a) purely nodal (0, 0), b) one point quadrature (0, 1), c) four point
quadrature (0, 4), and d) 3-shell cluster rule (3, 0). Also shown is a sample tetrahedral element with
its repatoms and sampling atoms for each case. The four graphics give an impression of the different
levels of computational expenses which grow with the total number of sampling atoms in the QC
model.
(a) coarsening=1, density=1.0000 (b) coarsening=2, density=0.1250 (c) coarsening=4, density=0.01562
(d) coarsening=8, density=0.00195 (e) coarsening=16, density=0.00024
Figure 3.20: An illustration of repatom density and coarsening ratios.
Repatom densities: Before interpreting the results of this example, it is important to keep in
mind the significance of the repatom density, as shown in Figure 3.20. Coarsening an atomistic cube
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by a factor of 2, the smallest uniform coarsening possible, produces a repatom density of 12.5%.
With a coarsening of 4 the density is 1.5%, and with a coarsening of 8 the density is 0.2%. In
practice, coarsening ratios of 8 represent very conservative coarsening. For the vast majority of QC
simulations, the repatom density in the overwhelming majority of the domain is far below 0.1%.
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Figure 3.21: Results of elastic constant calculations: a)-c) relative errors of the elastic constants
(computed by the QC method using various summation rules) compared to their (theoretically)
exact values obtained from full atomistics; d) relative errors vs. normalized computation times
required for elastic constant calculations for the different summation rules (small percentage labels
denote repatom densities; computation times are normalized by those of comparable fully-atomistic
run times).
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Discussion of accuracy results: Figs. 3.21(a)-(c) illustrate the relative error of the three elastic
constants obtained from the various summation rules vs. repatom density. A repatom density of
100% corresponds to full atomistics and is free of errors. Each point denotes the mean error of
all random realizations for a specific summation rule and repatom density; the associated standard
deviations are indicated by error bars. When interpreting these results, it is useful to keep in mind
that repatom densities around 1-100% are extremely rare in practice, densities around 10% only
occur in the immediate vicinity of full atomistic resolution, and most QC domains are of repatom
density far below 1%.
Overall, the results shown in Figure 3.21 admit the following conclusions:
• Uniformly coarse-grained samples reproduce all elastic constants exactly. This can be expected
since equally-spaced repatoms are free of spurious forces, which results in affine deformations
and hence in a uniform atomic energy which, in turn, is summed exactly by all summation
rules due to zeroth-order consistency. Consequently, energies and thus elastic constants must
be reproduced exactly. Marginal errors are visible in some of the data points for uniform
meshes and demonstrate the level of numerical errors to be expected from any parallel floating
point calculation.
• For non-uniform repatom distributions, nodal summation rules of type (0, 0) exhibit the largest
relative errors for all three elastic constants. For densities below 10% (not shown because of
the scales in graphics), the mean error appears to stabilize in the 9−13% range with individual
realizations showing errors well above 25%, which is generally not tolerable.
• Adding clusters to the nodal summation rule considerably reduces these errors. Cluster rule
(3, 0) produces errors significantly below those of the nodal rule (0, 0). The effect is most
pronounced at high density values, as can be expected: at values of 10% the average element
size is very small (twice the side length of an atomistic mesh) so that clusters essentially sample
at every possible lattice site. As reported by Eidel and Stukowski [2009], cluster sizes are most
effective in this regime and can lead to significantly improved results. However, lower densities
(for example, below 5%) result in larger average element sizes, for which the error rises rapidly.
At very low densities near 0.1% the impact of clusters is marginal and the elastic constant error
is comparable to that of the nodal summation rule.
• Of all traditional summation rules, quadrature rules of type (0, nQ) show the smallest relative
errors for the entire range of densities investigated here. In particular, for quadrature rule
(0, 1) the relative errors of all elastic constants remain below 5% across all investigated density
levels. When using quadrature rule (0, 4), the relative errors remarkably remain below 1.2%
throughout (for C11 even smaller). Interestingly, cluster summation rule (3, 0) outperforms
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the lowest-order quadrature summation rule (0, 1) only for densities larger than 5%. At lower
densities (where element sizes increase), (0, 1) provides considerably lower errors than the much
more expensive cluster summation rule (3, 0). In the dilute limit, (0, 1) requires approximately
Nh + Ne sampling atoms (with Ne the number of elements, and we neglect the possibility of
double-counting in small elements). The number of elements in simplicial 3D meshes scales
roughly linearly with the number of nodes. In those meshes shown here we observe Ne ≈
5Nh, which results in an approximate total number of sampling atoms of 6Nh. In contrast,
(3, 0) applied to, for example, an fcc Cu lattice requires approximately 42Nh sampling atoms
(because clusters do not overlap in the dilute case).
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Figure 3.22: Distribution of element sizes in the void-expansion simulation shown on the right:
without considering all fully-atomistic elements, the curves indicate what volume fraction of the
entire domain is occupied by elements smaller than a particular size (normalized by the smallest
(atomistic) element size, V0 = a
3
0/24, shown schematically for fcc), and the fraction of the number
of elements smaller than a particular size.
• The new first-order summation rule (0, 1∗) shows noticeable errors only at repatom densities
above 10%, and even these remain below 1.4% for all elastic constants. Remarkably, below
densities of 10% the error becomes marginal and is comparable to the numerical errors found
in uniform QC meshes. This holds true for all three elastic constants. The largest errors
appear for repatom densities close to 100%, which, in an actual QC simulation, primarily
affects elements in the transition region right above fully-atomistic resolution. In our general
QC framework with mesh adaptation the simulation volume occupied by elements of such sizes
is rather small. This is illustrated in Figure 3.22 for the example of a Cu single crystal with
a nano-void at its center with fully-atomistic resolution around the void and diffuse coarse-
graining away from the void. Here, it is difficult to talk about an individual element’s repatom
density, which is why we plot the curves vs. the element volume normalized by the atomic cell
size V0 (i.e., a normalized element size of 10 implies a repatom density of 1/10 = 10% if the
entire domain was filled with such elements). As shown by the dotted lines, in this example
about 43% of all elements have repatom densities larger than 10% (and can thus be expected
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to show errors in their elastic behavior on the order of 1%). Yet, due to their small volume,
these elements occupy about 0.01% of the overall simulation domain (which contains a total
of 42568 elements).
The new second-order rule (0, 1∗, 4∗) shows even lower errors in general simulations. However,
the random meshes used for the elastic constant simulations contain extremely-poor tetrahe-
dral elements for which reasonable definitions of the weights of face-centered sampling atoms
become nontrivial. This problem does not arise in reasonable meshes as those obtained, for
example, from our adaptive remeshing (see Section 3.4).
Discussion of cost results: To assess the computational cost associated with each summation
rule, Figure 3.21(d) shows elastic constant errors vs. computational runtime per lattice site. Specif-
ically, we compare the computation time required to obtain the energy curves from which C44 is
extracted (which involves applying an average strain  = γ ξ to the sample and relaxing the system
to obtain its energy for γmin < γ < γmax). We note that in our implementation there is no algorith-
mic difference between the various summation rules during these steps. Once the neighborhoods and
weights of each sampling atom are generated, solver iterations treat all sampling atoms the same.
The only difference is found in the initial setup of the QC representation, which is not considered
here.
The difference in runtime for each summation rule is a function of two factors: the complexity of
the summation rule and how many solver iterations were taken. The results shown in Figure 3.21d
lump both factors together. Figure 3.21(d) contains the same relative errors shown in Figure 3.21(b)
but plotted vs. the computational run time normalized by the computation time of a comparable
fully-atomistic calculation using the same code to allow for a fair comparison (this accounts for the
increasing domain size with decreasing density). The small percentage values indicate the repatom
densities for reference. As can be expected, for each summation rule the computation time per
lattice site generally decreases with decreasing density. This is a direct consequence of the repatom
count reduction, which automatically leads to a reduction of the number of sampling atoms in each
scheme. Interestingly, at high repatom densities, the new summation rule (0, 1∗) – just like the
cluster rule (3, 0) – is computationally more expensive than full atomistics, primarily because of the
large number of sampling atoms. At lower densities, however, the graphic shows that the new rule
provides the lowest errors and low computational run times.
Overall, the quadrature summation rules (0, 1) and (0, 4) perform much better than the nodal
and cluster summation rule (3, 0), showing lower errors at comparable or lower costs. If the relative
error is required to remain below 3%, (0, 1) is sufficient and by far the most efficient choice. For the
relative error to remain below 1%, (0, 4) is required and, again, by far the most efficient summation
rule. As seen before, cluster rule (3, 0) only reduces the error in case of high repatom densities and
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otherwise produces large relative errors. (3, 0) is considerably (by orders of magnitude) less efficient
than the pure nodal rule (0, 0). The seemingly interesting behavior for (3, 0) at large runtimes
stems from overlapping clusters becoming significant at large levels of the repatom density. The
new scheme (0, 1∗) incurs costs that are comparable to the (0, 1) quadrature rule at lower densities.
It is more expensive at high repatom densities because inner-element sampling atoms persist until
their weights go to 0, whereas quadrature rules (which snap sampling atoms to actual lattice sites)
produce fewer sampling atoms near the atomistic limit. At low repatom densities, the errors of
(0, 1∗) are so small that they can no longer be shown on the logarithmic scale while becoming less
and less costly. Therefore, at low repatom densities of 1% and below, the by far most efficient and
most accurate choice in our examples is the new (0, 1∗) scheme.
3.4 Inelasticity and the formation of microstructure
Nanoindentation is a classical example that has been subject to previous investigations by the QC
method, see for example [Smith et al., 2001, Knap and Ortiz, 2003, Jin et al., 2008]. Most previous
studies considered relatively small sample and indenter sizes or incipient indentation depth. Here, we
apply the presented fully-nonlocal QC formulation with the new second-order summation rule to two-
and three-dimensional single-crystalline Cu samples deforming under spherical indenters modeled by
the potential of Kelchner et al. [1998]. This scenario goes beyond our previous examples in various
ways. On the one hand, indentation leads to significant inelastic deformation mechanisms involving
dislocation nucleation and propagation. Here, the nature of the atomistic energy landscape with
myriads of local minima corrupts the repeatability of results in the presence of numerical noise (due
to computational parallelism). Therefore, we qualitatively compare the microstructure obtained
from QC to that of full lattice statics; quantitatively we compare the load vs. indentation depth
curves via statistical averaging as explained below.
Also, this scenario involves free surfaces which present a challenge to the QC method because
of considerable force artifacts arising from the traditional summation rules. Using, for example, a
cluster summation rule results in large residual forces which lead to an artificially deforming free
surface. This in turn will initiate mesh adaptation and ultimately lead to atomistic refinement of
the entire surface, which is prohibitively expensive. In contrast, the new second-order rule assigns
sampling atoms to the faces of tetrahedral elements, which automatically takes care of free surfaces
by representing all surface-nearest lattice sites by those sampling atoms on the surface. We will
report details of how surfaces and interfaces can be modeled by the new scheme in the examples of
Section 3.5; here we will show that the second-order scheme can successfully master the combined
challenges of free surfaces and microstructure formation.
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(a) Initial condition
(b) Deformation at peak indentation depth (3nm)
Figure 3.23: 2D quasistatic nanoindentation example performed with automatic mesh refinement.
The mesh is colored by the element size. Sampling atoms are colored by either centrosymmetry
(blue-red spectrum) to highlight dislocations or by their sampling atom type (blue, green, or red).
A movie of the simulation is available here for a quasistatic solution and here for a solution using
implicit dynamics.
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3.4.1 2D nanoindentation
While a two-dimensional setting allows for a direct comparison with full atomistics, the three-
dimensional example by far exceeds our computational resources to run a comparative lattice statics
simulation. Therefore, we will first illustrate results obtained in two dimensions. A Cu sample (i.e.,
a close-packed {111} plane modeled by the extended Finnis-Sinclair potential of Dai et al. [2006])
of dimensions 0.1× 0.082 microns and containing 148, 000 lattice sites is relaxed and then indented
by a circular indenter with a 20 nm diameter and a force constant of 103 eV/A3. The sample’s
bottom is constrained to suppress displacements in the vertical direction, whereas lateral edges are
constrained in the horizontal direction. The quasistatic evolution of the indenter is simulated by
1, 000 displacement steps at increments of 0.003 nm (i.e., each relaxation step involves about 1% of
the Cu lattice spacing). Movies of a similar scenario are available here and here, for context.
Twenty realizations have been used to obtain the average force–indentation curves shown in
Figure 3.24. The parallel implementation of the QC method (specifically, the random order in which
threads contribute to the repatom forces) leads to small random fluctuations, which in turn produce
variations of the simulated results (similar to the effect of thermal fluctuations). Therefore, we show
the average curve along with its standard deviation.
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indentation depth [A] indentation depth [A](a) (b)
Figure 3.24: Indenter force vs. indentation depth for a two-dimensional Cu single crystal obtained
from (a) lattice statics (full atomistic resolution) and (b) the QC method using the new second-
order summation rule and automatic mesh adaptation. Shown are the mean force–displacement
curves obtained from 20 simulations with standard deviations shown by the gray shading. For a
direct comparison, the dashed (red) line in (b) is the average response from (a) obtained from lattice
statics.
Overall, the QC results agree well with the lattice statics findings. In particular, the initial
elastic response is identical, the first dislocation event occurs at identical indentation depths, and
the general trends of the load–displacement curves show great similarities. It is worth mentioning
that our QC simulation does not use a fixed mesh with a large atomistic region underneath the
indenter, but instead we use automatic mesh adaptation to locally refine the initial QC mesh. To
this end, we use the second-invariant criterion of [Knap and Ortiz, 2001] with a tolerance of 0.1
to identify regions of refinement (i.e., we check if the second invariant of an element’s Lagrangian
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(a) Initial mesh (b) Final mesh
Figure 3.25: Initial and final QC meshes of a nanoindentation simulation in two dimensions using
automatic mesh adaptation. Movies are available here and here.
strain tensor exceeds its threshold). We then apply a complex combination of element bisection
and local mesh reconstruction for mesh refinement, a strategy that will be discussed in the section
on model adaptation (4.8). Reduction of the tolerance parameter below 0.1 increased atomistic
refinement but appeared to produce no significant differences in the average force–displacement
curves. Figure 3.25 shows the initial QC mesh as well as the final QC representation at an indentation
depth of approximately 3 nm.
In order to better compare the forming microstructure, Figure 3.26 shows the final deformed
state at an indentation depth of about 3 nm, color-coded by the centrosymmetry parameter of
individual atoms [Kelchner et al., 1998]. For the QC solution we first determine the positions of
all lattice sites from those of the repatoms via the affine QC interpolation. Then, we compute the
exact centrosymmetry parameter for each atom in the interpolated configuration. Interpolations
may lead to non-centrosymmetric neighborhoods across elements, which is why Figure 3.26b shows
significantly more noise than the exact solution in Figure 3.26a. It is important to note that this
noise does not represent actual defects but simply interpolation errors that would disappear if the
final QC positions were relaxed without the affine interpolation constraints. Therefore, we are
primarily concerned with the qualitative agreement of the observed dislocation activity. We see
that all three slip systems (in the close-packed directions of the 2D lattice) and the exact same slip
planes are activated in both solutions; the pile-up of dislocations directly underneath the indenter
agrees qualitatively, and the core structure and size of dislocations is identical in both simulations.
Of course, we do not claim a perfect fit but the qualitative agreement is convincing in our view,
considering that this simulation uses automatic mesh adaptation and started from the mesh of
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Figure 3.25a. Also, unlike in many other atomistic-to-continuum coupling techniques there is no
methodological differentiation between atomistic and coarse-grained regions.
(a) fully atomistic (b) adaptive nonlocal QC
Figure 3.26: Dislocation emission from the surface during nanoindentation simulated by (a) lattice
statics and (b) the fully-nonlinear energy-based QC method with the new second-order summation
rule and automatic mesh adaptation in two dimensions (see the QC meshes in Figure 3.25), color-
coded by centrosymmetry on a log-scale (0.07-0.7, red being highest). Noise in the QC solution
stems from the affine interpolation scheme.
In addition spherical indenters, we have explored the microstructure formed by pyramidal inden-
ters. A 2D example with an indenter that forms an angle of 1.14 radians from the vertical axis is
shown in Figure 3.23 and can be seen as a movie here. Figure 3.27 shows force-displacement curves
for both spherical and pyramidal indenters. As can be expected, indentation force increases with
increasing cross-sectional area for a given indentation depth. The differences in curves for the same
geometry stem from noise introduced by parallel floating point calculations.
The above 2D simulations are performed quasistatically and every frame is a different loadstep
(a complete equilibration), which is why dislocations move great distances between movie frames.
By using implicit dynamics, the distance that dislocations move can be limited in order to study
the formation of microstructure instead of fully-equilibrated configurations. A movie showing the
behavior of remeshing, adaptive neighborhoods, and implicit dynamics can be seen here.
3.4.2 Large-scale 3D nanoindentation
Finally, let us demonstrate the capabilities of the presented energy-based QC flavor by a three-
dimensional example. Figures 3.28 and 3.29 display the evolution of dislocation loops underneath a
40 nm indenter in three dimensions, using the indenter potential of Kelchner et al. [1998] with a force
constant of 103 eV/A3. The maximum penetration depth is 6 nm, and the sample size is 1 micron
(containing approximately 86 billion lattice sites which are represented in the final deformed state by
an unprecedented 16.8 million degrees of freedom). Due to the large sample size, we do not perform
comparative simulations using full lattice statics and instead only report our findings from the QC
simulation. To avoid the distraction by approximation errors stemming from the remeshing scheme
(and to confirm that the scheme can equally well handle sharp mesh transitions), we start with a
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Figure 3.27: Force-displacement curves of many nanoindentation realizations for spherical (left) and
pyramidal (right) indenters.
large atomistic region, as shown in Figure 3.28.
The Cu micro-cube is initially single-crystalline and defect-free but contains a spherical void of
radius 0.75 nm at a depth of 4 nm below the indented surface; such voids arise, e.g., from exposure to
radiation [Whitley et al., 1979]. The void creates an inhomogeneous stress field with concentrations
in its vicinity, which is of interest for two reasons. First, this promotes the heterogeneous nucleation
and emission of dislocation loops from the void (the large indenter size would require considerably
larger indentation depths to create defects in an initially defect-free crystal). Second, the interaction
of the void with the free surface is an ideal scenario for the QC method since it requires to accurately
capture long-range elastic fields. Void growth in infinite crystals subject to remote loading has been
investigated by the QC method before, see for example [Marian et al., 2005, 2008, Ariza et al., 2012],
but not in a macroscopic boundary value problem such as the nanoindentation scenario studied here.
Results of the microstructure evolution from the initial void to the final defect network are shown
in Figure 3.29 (defects have been identified by the centrosymmetry parameter).
3.5 Free Surfaces
As described in Section 1.4, surface effects in nanoscale mechanical systems are of great interest to the
scientific community and present a major challenge to coarse-grained atomistics. The fully-nonlocal
energy-based QC method described in this thesis is well-qualified, through its new second-order
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(a) Undeformed mesh (b) Deformed repatoms
(c) Undeformed and deformed front view (d) Deformed mesh from side
Figure 3.28: Indentation of a spherical indenter into a nano-cube of 86 billion lattice sites, represented
by 16.8 million quasicontinuum degrees of freedom.
optimal summation rule, to describe free surfaces. In this section, we show that our new coarse-
graining scheme successfully and automatically reduces spurious force artifacts near free surfaces.
We demonstrate its benefits in the presence of free surfaces by several nanomechanical examples
including surface energy calculations, elastic size effects in nano-rods, and in plates with nano-sized
holes.
The relaxation of free surfaces leads to a local rearrangement of atomic positions in the crystal
lattice due to a loss of symmetry in atomic neighborhoods near the surface, see for example [Rous,
1995, Inglesfield, 1995] for comprehensive overviews. Depending on the atomic structure and inter-
actions, surface relaxation can be as simple as changing only the spacing between atomic layers near
the surface, but it can also involve a complex surface reconstruction (oftentimes seen in transition
metals). Here, we restrict our attention to non-reconstructing surfaces of metals which result in a
change of the spacing between atomic layers close to the free surface; see Figure 3.30a. That is,
atomic positions are relaxed normal to the surface.
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(a) 0 nm (b) 2.1 nm
(c) 3.0 nm (d) 5.7 nm
Figure 3.29: Zoomed-in snapshots of the microstructure evolving during 3D nanoindentation into
a Cu single-crystal with an isolated nano-void at indentation depths of 0 nm, 2.1 nm, 3.0 nm, and
5.7 nm. The top half of each panel shows a side view of the deformed mesh, the lower half shows
the atomistic repatoms with high centrosymmetry (color code in arbitrary units).
For most metals, this phenomenon affects primarily the distance between the first few atomic
layers, although it can extend deeper depending on the material. Also, most metals exhibit a
contraction of the atomic layers; only group 2 and 3 metals (for example, beryllium and aluminum)
have been shown to produce an expansion of the surface layer spacing. To what extent atomic layers
are affected by the surface relaxation depends on the effective range of atomic interactions (in the
following denoted by r), which in simulations are related to the cut-off radius of the potential (the
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(a) Schematic view of the structure of a free surface in a metallic
crystal: positions of atomic cores and the corresponding electron
density distribution with the characteristic spacings of atomic lay-
ers below the geometric surface (dij deviate from the lattice spac-
ing a0 near the surface).
(b) Visualization of a classical nodal cluster summation rule and
the new second-order summation rule along with their repatoms
and sampling atoms in simplicial elements near the surface (dark
regions represent those lattice sites represented by sampling atoms
on or near the surface for the example of an effective atomic in-
teraction distance of r = 1.5a0).
Figure 3.30: Schematic views of metallic free surfaces and pertinent QC summation rules.
effective interaction distances may be shorter due to long tails of the potentials).
In the following, we tacitly assume that the chosen interatomic potential can capture surface
effects with sufficient accuracy. In this case, a full atomistic simulation can easily determine the
relaxed surface configuration by equilibrating the atomistic ensemble in the presence of free sur-
faces. Depending on the material and the surface orientation, this geometric relaxation effect might
be rather small; for example, changes in atomic layer spacings below planar surfaces in pure Cu
range between 1− 10% for the first layer (for different surface orientations) and decay quickly with
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increasing depth [Rous, 1995]. However, the presence of a surface significantly affects the mechanics
of those layers nearest to the surface. Leaving aside the various inelastic surface-dominated mech-
anisms (for example, the attraction of moving dislocations, single-arm dislocation sources, or crack
initiation), the elastic performance of the crystal near the surface gives rise to size effects in the
elastic moduli.
When using the QC method to model small-scale structures, the coarse-graining of crystalline
regions near free surfaces creates problems. Of course, the chosen interpolation within elements
prevents individual atomic layers from adjusting their equilibrium spacing near the surface (but, as
argued above, this geometric effect is rather small). However, a considerable error arises from the
introduction of summation rules if all inner-element lattice sites are represented by sampling atoms on
or near the surface (such as in nodal or node-based cluster summation rules), or if all surface-atoms
are represented by inner-element sampling sites whose energies remain unaffected by the surface
(such as in the classical local QC formulation using the Cauchy-Born rule for all coarse-grained
elements). Figure 3.30b visualizes the distribution of sampling atoms for both a traditional nodal
cluster summation rule with tessellated weights and the new second-order summation rule within
elements adjacent to the free surface. The new scheme achieves a highly-accurate representation
of surface-nearest lattice sites by sampling atoms on the surface. Alternatively, many previous
QC simulations have had to make use of full atomistic refinement near the surface, see [Fang and
Yang, 2014] for a recent example. While this approach is most accurate, it also incurs tremendous
computational expenses that become prohibitive when modeling large, above-nanoscale systems.
The new second-order summation rule avoids this problem through sampling atoms on all element
faces (or edges in 2D). Their weights are chosen such that they automatically represent only those
face-nearest lattice sites whose energies deviate from that in the bulk. Of course, this accounts
for free surfaces only in an average sense (all surface-nearest atoms are approximated by the same
energy per atom). Yet, the scheme ensures that (i) the total potential energy is approximated
fairly well by accounting for both surface and bulk atoms, and (ii) only minimal force artifacts
arise from free surface in non-uniform QC meshes. As we will show in the following examples, the
latter is an important observation because, for example, a purely nodal summation rule can lead to
large spurious deformation of the free surfaces in response to residual force artifacts. Also, residual
forces can no longer be identified as such since the undeformed configuration of a non-uniform QC
mesh now exhibits both non-physical force artifacts and real relaxational forces near the surface, the
distinction between which is impossible without running a full MD simulation for comparison. Using
the incorrect ad-hoc method of precomputing residual forces and removing them as dead loads from
repatoms in arbitrary deformed configurations would eliminate the effect of the free surface entirely.
The above discussions have shown that the fully-nonlocal energy-based QC methodology along
with the new second-order summation rule presented in this thesis seems well suited to capture
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(a) full atomistic model (with free surfaces at
the top and bottom and periodic boundary con-
ditions otherwise; the center plane of atoms is re-
strained vertically, and the central atom is fixed
to suppress rigid body motion)
(b) forces appearing in the initial configuration
and resulting in surface relaxation
(c) the same cube modeled by a coarse-grained
QC repatom distribution with free surfaces at
top and bottom
(d) forces appearing in the initial QC configu-
ration, comprising both surface forces and, in
principle, erroneous force artifacts
Figure 3.31: Schematic view of the model used to determine surface energies.
surface effects in nanoscale structures. In the following, we report a series of computational studies
that probe elastic size effects and inelastic surface effects in small-scale structures.
3.5.1 Calculation of surface energies
The calculation of surface energies by molecular statics (or dynamics) is straight-forward and can
provide reliable data when suitable interatomic potentials are being used; see for example [Todd
and Lynden-Bell, 1993] for a representative study. In contrast, coarse-grained atomistic simulations
commonly fail to accurately capture such surface characteristics due to (i) spurious force artifacts
near the surface which lead to an incorrect deformation of the atomic layers near the surface, and
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Figure 3.32: Relative error of the computed surface energy vs. QC element size for single-crystalline
(100) Cu modeled by the potentials of (a) Mishin et al. [2001] and (b) Dai et al. [2006] for various
summation rules, including the new second-order rule with different effective interaction radii r.
(ii) the errors made by approximating the potential energy through summation rules. Consequently,
the total energy of QC samples with free surfaces may contain significant errors. Therefore, surface
energies are a good indicator for the accuracy of our coarse-grained atomistic description.
As an example, we compute the surface energy of (100) pure single-crystalline Cu modeled by
the potentials of extended Finnis-Sinclair (Dai et al. [2006]) and Mishin (Mishin et al. [2001]) at zero
temperature. To this end, we construct a square slab with planar top and bottom (100) surfaces
and with periodic boundary conditions imposed on the lateral faces, see Figure 3.31. We equilibrate
the nano-crystal to identify all relaxed atomic positions (i) by molecular statics and (ii) by the
QC method with the various summation rules. We compute the energy of the relaxed sample and
contrast it with the energy of the same number of atoms in an infinite single crystal; the excess
energy divided by the total surface area provides the surface energy. In addition to the choice of the
summation rule, results generally also depend on the mesh size and quality.
Figure 3.32 shows the relative error of the computed surface energy as a function of the average
element size in the QC representation for six different summation rules, including the new schemes
of first and second order. The new rule of second order shows considerably lower errors than the
other schemes across all element sizes tested, especially in the limit of large elements where the error
is as low as a few percent (while comparable other schemes exhibit errors on the order of 100% and
above). Of course, the error depends essentially on the choice of the effective interaction radius of
the chosen potential (which does not have to agree with the potential cut-off due to long shallow
tails of the most common potentials). Therefore, Figure 3.33 illustrates the error as a function of
the element size and of the effective interaction radius r, showing optimal r-values near r = 2a0 in
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(a) Mishin et al. [2001]
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(b) Dai et al. [2006]
Figure 3.33: Contour plots of the relative error of the surface energy as a function of the effective
interaction radius r and the average element size L/a0 (in multiples of the atomic spacing), showing
convergence for large elements.
the limit of large elements with a major deviation only apparent for element sizes between 10−20a0.
This allows us to define the optimal values for the effective interaction radius r.
We note that the QC scheme has been tested with the same other potentials as in Section 3.3.1,
but the results are not shown here for brevity because the same trends have been observed. It is
important to keep in mind that the potential cut-off radius enters our QC model in two very distinct
ways, only one of which is our focus here. On the one hand, the cut-off radius is essential for the
calculation of interatomic forces as in every atomistic model. This actual cut-off radius comes with
a potential and is not modified here (changing this cut-off radius may lead to significant changes in
material properties). On the other hand, our new first- and second-order summation rules define the
weights of sampling atoms in dependence of an effective cutoff radius (which is a good measure for
how many atoms in the vicinity of, for example, an element node are best represented by the lattice
site located at that node rather than those lattice sites within elements). This is different from all
previous summation rules which defined sampling/repatom weights based on consistency or based
on geometric arguments. Here, the sampling atom weights depend on the effective interaction radius
r, and the consequences of changing r for weight calculations (not for interatomic force calculations)
are shown in Fig. 3.33.
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(a) legend (b) L = 4a0
(c) L = 8a0 (d) L = 16a0
Figure 3.34: Stress-strain response of nano-rods of different sizes modeled by the QC method with
five different summation rules and three different average element sizes L. The rod is stretched
uniaxially with unconstrained lateral surfaces; the full atomistic solution is included for comparison.
(Note that end effects are responsible for the observed initial stress at zero applied average strain.)
3.5.2 Elastic modulus of a nano-rod
In order to assess the impact of free surfaces on the elastic response of nanoscale structures, we sim-
ulate the uniaxial extension of a nano-rod with square cross-section (while circular cross-sections are
more realistic and common in nano-wire experiments, the flat surfaces admit a cleaner investigation
without complicating geometric effects). We deliberately consider only elastic deformation here to
avoid the formation of microstructure which quickly leads to a randomized response, so that results
cannot be compared directly to full atomistics.
For various summation rules and mesh sizes, we compute the load–displacement curve for the
uniaxial extension of differently-sized whiskers whose length is six times the cross-sectional side
length (the latter is varied to demonstrate size effects). From the resulting stress–strain relations, we
extract the effective, size-dependent (structural) Young’s modulus (linearized about the undeformed
state) to quantify the impact of free surfaces on the elastic response, cf. [Miller and Shenoy, 2000].
Figure 3.34 illustrates the stress-strain response of the rod for six different summation rules and
for three different mesh sizes of the QC representation (a side length of L = 4a0 implies that element
109
(a) full atomistic solution with 7.8e5 lattice sites (b) nodal summation (0,0)
(c) quadrature rule (0,4) (d) new second-order rule (0,1*,4*)
Figure 3.35: Deformed Cu nano-rods under uniaxial extension: (a) full atomistic solution, and (b)-
(d) approximate QC solutions (the dark regions highlight deviations from the exact atomistic result).
Particularly the nodal rule shows evidence of large errors due to force artifacts.
side lengths on the surface amount to four lattice spacings). For small element sizes (Figure 3.34a),
the impact of the various summation rules is small and the stress-strain curves obtained from QC
agree well with that obtained from lattice statics (which is also included in each of the three plots). As
the element size increases, the summation rules gain importance. The new second-order summation
rule is by far the most accurate, showing a response that is almost identical to the exact atomistic
one. Most importantly, this is true for arbitrary coarsening ratios, whereas the errors produced by
all other summation rules grow considerably with element size (the next best rule being four-point
quadrature in this comparison).
Figure 3.35 shows the deformed nano-rods for different summation rules and for L = 16a0 (the
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rod has cross-sectional side lengths of 11.6 nm). The graphics show both the exact solution (light)
and the QC solution (dark blue), thus indicating the errors in the deformed shape of the rod.
Large errors arise from the nodal summation rule, where spurious force artifacts lead to a severely-
deformed surface with artificial roughness. Again, the new second-order summation rule reproduces
the deformed configuration in convincing agreement with the exact solution.
Evaluating the stress-strain response about the undeformed state yields the effective (structural)
Young’s modulus; i.e., we compute the slope of stress-strain curves such as those in Fig. 3.34 at
zero strain. Results are plotted in Fig. 3.36a vs. the cross-section of the single-crystalline Cu nano-
rod. In the limit of large diameters, the uniaxial modulus in the (100) direction agrees well with
the expected value for a linear elastic material with cubic symmetry. The elastic constants can be
determined from the interatomic potential via the Cauchy-Born rule; see for example [Tadmor et al.,
1996], which yields C11 = 168.4 GPa, C12 = 121.4 GPa, and C44 = 75.4 GPa in agreement with
experiments [Kittel, 1996]. Young’s modulus for uniaxial tension–compression then follows as
E =
(C11 − C12)(C11 + 2C12)
C11 + C12
= 66.69 GPa = 0.417 eV/A
3
(3.1)
in agreement with [Simmons and Wang, 1971]. As becomes apparent from Figure 3.36a, this value
is approached correctly in the limit of large rod cross-sections. Figure 3.36b illustrate the error
introduced by the various summation rules, which confirms the general trends observed before with
the new second-order summation rule showing errors of less than 2.5% throughout.
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Figure 3.36: Size effects of the elastic modulus of a nano-rod: (a) elastic modulus vs. side length of
the square cross-section of the nano-rod under uniaxial tension–compression; (b) error of the elastic
modulus obtained form a QC representation of the nano-rod using various summation rules.
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(a) (b)
Figure 3.37: QC models of a thin plate with a cylindrical hole of (a) 3 nm and (b) 6 nm in diameter
with zoomed graphics showing the deformation of the surface-nearest atomic sites in the vicinity of
the hole at approximately (a) 2.8% and (b) 3.3% uniaxial strain (immediately before failure). Near
the hole is full atomistic resolution with coarse-graining away from the center (arrows indicate the
tensile loading direction).
3.5.3 Plate with a cylindrical hole
Finally, let us use the same QC methodology to model the failure of a thin Cu plate with an initially
cylindrical hole, loaded in uniaxial extension in a (100) direction. The single-crystalline plate, shown
in Figure 3.37, has extensions of approximately 92.4 nm × 92.4 nm × 11.6 nm with a cylindrical hole
at its center whose diameter we vary from about 3 nm to 6 nm. The region immediately surrounding
the hole is modeled by full atomistics while the remainder of the plate is efficiently coarse-grained
(of course, this is only a representative example – the general technique is applicable to, in principle,
arbitrary system sizes).
We model the same scenario with a continuum description using the finite element method to
obtain an approximate solution of the stress and strain distribution inside the plate with a cylindrical
hole of the same dimensions. In order to mimic the atomistic scenario, we use a St. Venant-Kirchhoff
hyperelastic energy density whose modulus tensor components Cijkl obey cubic symmetry with the
stiffness constants obtained in Section 3.5.2 from the interatomic potential of [Dai et al., 2006]
(which is used in the QC simulations). Of course, the continuum description is independent of the
problem size and the ratio of the hole diameter to the plate thickness plays only a minor role for the
chosen geometry. Figure 3.38 summarizes results obtained from the continuum study, including the
out-of-plane deformation of the surface near the hole (matching quite well the atomistic/QC results
of Figure 3.37) as well as the von Mises-stress distribution in the vicinity of the cylindrical hole with
large stress concentrations at the hole on the axis perpendicular to the loading direction, as can be
expected theoretically.
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(a) (b) (c)
0
3s
Figure 3.38: Finite element results for uniaxial loading at 2.4% strain, demonstrating the von Mises
stress distribution (a) in the vicinity of the hole in three dimensions (including a cut through the
sample) and (b) in a top view. The legend shows the stress normalized by the applied remote loading.
Stress concentrations appear where microstructure is observed to form in Fig. 3.39; (c) illustrates
the surface displacements near the hole (with out-of-plane displacements magnified by a factor of
40 for clarity and colors on the same color legend normalized by the maximum displacement).
When loading the coarse-grained atomistic simulations of Figure 3.37 beyond the elastic limit,
microstructural defects form near those locations of highest von Mises stress. Figure 3.39 shows the
formation of incipient dislocation loops spreading from the cylindrical hole and from the surface of
the plate before the plate fails through cleavage (at zero temperature the dominant mode is brittle
failure). Movies of microstructure formation for various radii may be found here for 1.5nm, here
for 3.0nm, here for 4.5nm, and a synchronized movie containing all three is here. Quite clearly,
the surface plays an important role by affecting the stress state near the surface and by nucleating
defects from and near the surface. The result is a size effect: while the plate with a 3 nm hole fails
near 2.8% applied strain, the 6 nm hole fails not until 3.3% applied strain. The trend of failure
strain as a function of hole radius can be seen in Figure 3.40.
Of course, the simulation of the hole and its immediate vicinity could easily have been carried
out using MD due to the small hole diameter. However, the long-range elastic fields resulting
from the hole and, in particular, due to microstructural defect formation require an appropriate
representation far away from the cylindrical hole. Here, the QC methodology is a powerful tool that
enables the modeling of, in principle, arbitrarily large systems containing atomistic features through
coarse-graining; and unlike all previous schemes, free surfaces can be accounted for successfully by
the presented new summation rules of second order.
3.6 Summary and conclusions
We have applied the fully-nonlocal energy-based quasicontinuum method to nanoscale structures
including nano-particles, nano-rods, and plates with nano-sized holes, with and without free surfaces,
to investigate the elastic and plastic material response. The intent of these investigations was to
compare the various summation rules for the energy-based fully-nonlocal QC method and investigate
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Figure 3.39: Formation of dislocation loops and surface defects around the cylindrical hole of
(a) 1.5 nm, (b) 3 nm, and (c) 4.5nm radii, loaded under uniaxial tension (defects have been iden-
tified and color-coded by the centrosymmetry parameter Kelchner et al. [1998]; arrows indicate the
loading direction). Movies of the individual simulations are available: 1.5nm, 3.0nm, 4.5nm, and a
synchronized movie showing all three is here.
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Figure 3.40: Reaction force for the scenario of a nanofilm with a cylindrical hole. The strain at
initial dislocation emission is shown to be a function of the hole radius, a size effect.
their impact on the accuracy of results and the efficiency of simulations. Besides traditional nodal,
cluster, and quadrature summation rules, we compared the first- and second-order realizations of a
new summation rule based on sampling atoms with optimal weights.
• We first investigated examples of isolated, particular configurations (i.e., without equilibra-
tion). By looking at the energy approximation errors in a sample with multiple sharp and
diffuse mesh interfaces, it was found that the new summation rules far outperformed the tradi-
tional summation rules, obtaining more than an order of magnitude reduction in energy error
in many cases with no greater cost than quadrature rules.
• Continuing to investigate examples of a single configuration and because residual forces are
commonly cited as a large problem in QC formulations, we then investigated the presence and
magnitude of residual forces in two- and three-dimensional sharp and diffuse mesh interfaces.
As was expected from the analysis in Chapter 2, traditional summation rules all exhibit ghost
forces that scale with element size but the new summation rules show no spurious forces in
the small- and large-element limits. The spurious forces produced by the summation rules
are limited to a small range of element sizes where meshes transition out of full atomistic
resolution.
• After examining isolated configurations, we turned our attention to integral simulations repre-
senting boundary value problems with external forces, boundary conditions, and equilibration.
We first compared the QC solution to a geometrically-equivalent lattice statics solution for a
nanovoid in a single crystal. Energy and displacement errors were quantified and reported,
and the new summation rules produced astonishingly low error throughout almost the entire
simulation domain in regular meshes with sharp mesh interfaces as well as randomized meshes
with diffuse mesh interfaces. Not only did this confirm the performance of the new summation
rules, but also confirmed the capability of the entire QC formulation to transmit remote loads
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through coarse regions.
• To verify that the QC formulation could reproduce the macroscopic material constants to which
the underlying potential was fitted, simulations were performed to calculate elastic constants
from the curvature of the energy landscape. In all but a very pathological range of repatom
densities, the new summation rule produced errors so small that they could not be visibly
drawn on the same scale as the other summation rules.
• We then studied the classical example of nanoindentation in two and three dimensions. The
mean force-displacement curve from many QC realizations and qualitative microstructure for-
mation (quantitative comparison is not possible due to noise) was found to match well against
the lattice statics solution. In three dimensions, a simulation of unprecedented size (16 million
degrees of freedom) was performed to study microstructure formation.
• Lastly, several examples with surface effects were studied because of the new summation rule’s
unique ability to capture the energetic contributions of atoms near a surface. These examples
included the calculation of surface energy, elastic moduli of nano-rods where the abundance of
free surface affects the Young’s modulus, and a plate with a cylindrical hole. In all examples,
the new summation rule was able to capture surface effects better than any other rule.
The new scheme minimizes spurious and residual force artifacts as well as energy approximation
errors compared to all other summation rules investigated here. This was demonstrated by instruc-
tive two- and three-dimensional examples using a variety of metallic interatomic potentials. In all
examples, the comparison of QC results to those of full atomistics show convincing qualitative and
quantitative agreement and, in particular, the superiority of the new second-order summation rule
over the traditional QC summation rules (especially compared to the classical node-based cluster
summation rules). Going beyond all previous QC techniques, the present multiscale modeling ap-
proach enables us to investigate the mechanics and physics of nanoscale systems efficiently through
coarse-grained atomistics without the need to introduce ad-hoc corrections for free surfaces. Instead,
the chosen approach naturally accounts for surface effects and enables the study of size effects in
nanoscale metals.
With regards to simulations involving free surfaces, we would like to point out that most diffi-
culties discussed here could alternatively be resolved by having full atomistic resolution across the
entire surface, and this strategy has indeed been pursued in the scientific literature. However, full
atomistic resolution on all surfaces implies high computational expenses, which severely limits the
domain size to be modeled. If interesting phenomena can be expected to happen below the surface
(e.g., defect interactions in nano-rods, whiskers, or nano-trusses) or if interesting surface effects ap-
pear localized on small fractions of the entire surface of a sample (such as growing voids or cracks
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reaching the surface), then full atomistic resolution on all surfaces of the sample from the outset is
a computational overkill (in particular in small-scale structures with an abundance of free surfaces).
This is exactly where coarse-graining techniques such as the ones presented here gain importance,
since they allow us to restrict full atomistic resolution to where it is required.
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Chapter 4
Implementation
4.1 General overview
4.1.1 Scope
In order to use the formulation of Chapter 2 to perform calculations on systems of engineering and
scientific interest, the following features of an implementation are necessary:
• 2D and 3D geometry
• Support for the framework of sampling atoms through which existing and novel summation
rules are expressible
• Strong-scaling single node performance, allowing for simulations with tens or hundreds of
thousands of degrees of freedom on a single computer
• Weak-scaling parallel performance, allowing for simulations with tens of millions of degrees of
freedom across many computers
Existing implementations Some prominent implementations of the QC method already exist,
but do not meet our requirements:
• There exists a freely-available 2D QC code produced and maintained by Miller and Tad-
mor [Miller and Tadmor, 2011] which is 2.5D, zero temperature, and implements the local/non-
local QC formulation. Various extensions of this code exist (e.g., finite temperature [Dupuy
et al., 2005]), and a 3D implementation is in progress.
• Knap and Marian et al. developed a 3D implementation which is owned by Lawrence Livermore
National Lab, supports zero-temperature with a finite-temperature extension, and is based on
the nonlocal force-based formulation. It is not freely-available.
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• Ariza, Romero, and Ortiz et al. use a 3D implementation of “hot-QC” [Venturini et al., 2014],
an energy-based formulation with cluster summation rules.
Though several two-dimensional QC implementations exist, none provided the extensibility re-
quired for sampling atoms nor the performance required for the large, efficient simulations targeted
by this work. Because of this lack, a new QC realization was designed and implemented specifically
for the purpose of supporting the above features. The initial intended use of the new implementa-
tion was quasistatic zero-temperature simulations, while allowing for future extensions in both of
the areas of dynamics and temperature.
4.1.2 Outline and data structures
A simulation is a series of configurations of boundary conditions and external forces, called “load-
steps” in this section. At each loadstep the repatom positions are equilibrated, after which boundary
condition and external force reactions are measured. The general outline of the program is shown
in Listing 4.1:
Listing 4.1: General outline
initialize repatom (geometric) data structures
perform parallel decomposition of the domain and geometric data structures
initialize sampling atom data structures
for every loadstep
update loads (boundary conditions and external forces)
equilibrate repatom positions
Though in principle any solver may be used to equilibrate repatom positions, solvers which
require stiffness calculations are prohibitively expensive for the large-scale calculations in this thesis,
and we restrict our attention to iterative solvers. In particular, the inertial relaxation algorithm
FIRE of Bitzek et al. [2006] was used for all examples shown in Section 3.
To understand the core data structures and program flow, we take the example of calculating
repatom forces for the embedded atom method (see Section 2.1.4) where the force on a given repatom
k is as shown in Equation 4.1:
F˜k(x) = −
Ns∑
α=1
wα
∑
j∈nI(α)
[
1
2
Φ′(rhαj) + F ′(ρhα) f ′(rhαj)
]
rhαj
rhαj
[Nk(Xα)−Nk(Xj)] , (4.1)
In order to compute these forces the following key data structures are necessary:
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• A collection of sampling atoms, each of which has a weight (to provide wα), a deformed position
(to provide rhαj), and a set of shape function values (to provide Nk(Xα)).
• Undeformed repatom positions and a mesh connecting them for determining shape function
values, as well as deformed repatom positions for interpolating deformed positions. The role
of and difficulties associated with the mesh are discussed in Section 4.3.1.
• A collection which stores the lattice sites which are the “neighbors” of each sampling atom.
These are lattice sites which are within the potential’s cutoff radius to each sampling atom
in the deformed configuration, such that the distance (rhαj) produces nonzero values of Φ
′(rhαj)
or f ′(rhαj). Each lattice site is represented as a tuple of shape function values (which provide
Nk(Xj)), from which deformed positions and distances can be computed (which provide r
h
αj).
The lattice sites are stored in a NeighborhoodContainer which is described in Section A.
Listing 4.2: Force calculation pseudocode
for every sampling atom
calculate this sampling atom’s ρhα
set sampleAtomsForce = zeroVector
for every neighbor lattice site in the deformed configuration
calculate rhαj
calculate forceScalar = 0.5 ∗ Φ′(rhαj) + F ′(ρhα) f ′(rhαj)
for every repatom on which this lattice site depends
set force = forceScalar ∗ unitVector
add force to sampleAtomsForce
repatomForces(repatomIndex) +=
force ∗ sampleAtomWeight ∗ shapeFunctionValue
for every repatom on which this sampling atom depends
repatomForces(repatomIndex) +=
sampleAtomsForce ∗ sampleAtomWeight ∗ shapeFunctionValue
add external forces to all repatoms
4.2 Computing forces and equilibrating
Though equation 4.1 describes the force on a single repatom k as the summation over all sampling
atoms, because of the multiplicative shape function factors, only the sampling atoms which have
nonzero shape function values for repatom k have any effect and the force calculation is better
expressed as an algorithm performed over the sampling atoms. With this transformation, the force
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calculation becomes a loop over sampling atoms and an inner loop over sampling atom neighbors
(see Listing 4.2). The force on each neighbor is calculated and added to the repatoms whose shape
function values are nonzero at the neighbor’s (undeformed) position, which handles the summation
with the Nk(Xj) term. Each neighbor’s force is summed and then also added to the repatoms whose
shape function values are nonzero at the sampling atom’s (undeformed) position, which handles the
summation with the Nk(Xα) term.
Note that calculating forces on a per-sampling atom operation instead of a per-repatom operation
brings as a consequence coordination among the parallel threads and processes. If the parallelization
is performed on the level of the sampling atoms, multiple threads can be writing to a given repatom’s
force at a time and race conditions will corrupt results.
Listing 4.3: Time integration scheme
Derive f i from xi
Set ai = f i/m
Calculate vi = vi−1/2 + 12a
i∆t
Adjust vi and ∆t with FIRE algorithm
Calculate xi+1 = xi + vi∆t + 12a
i∆t2
Calculate vi+1/2 = vi + 12a
i∆t
4.2.1 Solver
For molecular dynamics, the use of the Fast Inertial Relaxation Engine (FIRE) technique of Bitzek
et al. [2006] shows significant improvement over the more commonly-used Polak Ribie`re or BFGS
methods, as measured by number of necessary energy evaluations. FIRE is a modification of tra-
ditional MD trajectories with two core properties: velocities are reset when the system sees “uphill
motion” (negative power) and velocities are calculated from a mixture of velocity and force vectors.
Both the timestep and the mixture of velocity and force vectors (controlled by the FIRE parameter
α) are dynamically-adaptive to accelerate progress towards energy wells.
FIRE lends itself well to our QC equilibrations because of the their computational resemblance
to MD. On each loadstep, we employ the modified velocity Verlet time integration technique (shown
in Listing 4.3) with FIRE modifications to velocity and timestep. x,v,a,f ,m represent repatom
positions, velocities, accelerations, forces, and masses (respectively) and superscript represents the
timestep index. As is common practice with velocity Verlet, the velocity “half-update” is denoted
by a half timestep, though the designation is only conceptual and only one copy of the velocities
exists per timestep.
To model dynamics, the above has been extended to include inertia defined through the repatom
121
weights and a central difference scheme of second order on the acceleration of repatoms. That is,
instead of solving for f = 0, we solve
f i+1α = Mα
xi+1α − 2xiα + xi−1α
∆t2
, (4.2)
where α refers to a particular repatom and Mα is the repatom’s weight. This inertial term is
converted to an external force via the Lagrange-d’Alembert principle.
A movie illustrating the repatom velocities for a quasistatic simulation of uniaxial extension
can be found here. A movie of the repatom velocities produced by implicit dynamics on the same
scenario is available here. In the quasistatic simulation, much larger changes are made to the
boundary conditions and external forces between loadsteps, as visible in the left panel of the movie.
In simulations that use implicit dynamics with high strain rates, many more loadsteps are performed
and the effects of applied loads do not propagate through the entire domain at once. In particular,
the time scale at which dislocations and other local phenomena move can be restricted, as is seen in
the slow movement of the dislocations formed at the end of the movie. The behavior of that same
domain under shear deformation can be seen here.
Note that computing the forces is done (non-traditionally) as the first step on each timestep so
that forces do not have to be valid between FIRE iterations, to allow for easier program structure
with adaptive model refinement. In total, the expanded algorithm in QC vocabulary and including
communication is shown in Listing 4.5.
4.2.2 Repatom weights
A difference between the traditional MD velocity Verlet time integration scheme and the one pre-
sented in Listing 4.3 is the “masses” of each degree of freedom, called repatom weights in this work,
which are not the same for all degrees of freedom as they are for MD. In the current realization of
the algorithm, the computation of repatom weights is dependent upon the choice of summation rule.
Note that these repatom weights are unrelated to the sampling atom weights used in summation
rules (see Section 2.1.2).
Listing 4.4: Repatom weight calculation for optimal summation rules
for each element e
volume = calculate volume of e
for each vertex v of element e
repatomWeights(v) += volume / (SpatialDimension + 1)
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For quadrature and cluster summation rules of the form (nCl, nQ), repatom weights are calculated
by tessellation just as sampling atom weights are. However, 3D tessellation is difficult to use for
domains of any geometry other than axis-aligned boxes or cylinders (such as the pillar in Figure 4.6).
One of the advantages of the new, optimal summation rules (0, 1∗) and (0, 1∗, 4∗) is that they do
not need global tessellations and work well on meshes of arbitrary shape. Therefore, for optimal
summation rules repatom weights are not calculated via tessellation but by equally distributing the
volume of each element to the repatoms at its vertices, the barycentric dual volume. That is, the
repatom weight is calculated as shown in Listing 4.4:
4.3 Key data structures
4.3.1 Mesh
Because the presented QC formulation uses linear interpolation to calculate sampling atom and
neighbor positions, each simulation requires a simplicial mesh that covers the convex hull of and
connects the undeformed repatom positions. The mesh is an essential component of the simulation
and many operations use it, including determining sampling atom positions, finding new repatom
positions for adaptive model refinement, defining neighbors of sampling atoms, and parallel domain
decomposition. In the current realization of the QC formulation, each different scenario populates
undeformed repatom positions, which are then given to an external mesher to form a mesh that
covers the convex hull of the input points.
The quality of the mesh can affect the QC solution in two ways: local orientations of elements can
change force calculations and degenerate elements cause many problems, including force artifacts.
As shown in Figure 4.1, for surface calculations the local orientations of mesh elements can lead
to non-uniform forces even on meshes with uniform repatom spacing and distribution. The initial
undeformed repatom positions as well as the externally-created mesh are shown in panel (a). As
shown in panels (e) and (f), because the mesh is not uniform repatoms have different numbers
of incident elements and different numbers and configurations of sampling atom neighbors that
contribute forces to the repatom. This non-uniformity in the mesh leads to the non-uniform force
distribution of panel (d), which leads to the wrinkling of the equilibrated surface shown in panel
(b). If the meshing is done by hand such that all repatoms “see” the same arrangement of incident
elements, the same simulation generates the uniform residual forces of panel (c) and does not lead
to wrinkling in the equilibrated surface. This type of incorrect force only occurs at free surfaces and
is not created in the bulk of simulation domains, even when the local orientations of mesh elements
connected to a given repatom are not the same.
In two dimensions, meshing is straight-forward and many external meshing software packages
function adequately. Meshing in three dimensions is more difficult, primarily because the unde-
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(a) Initial repatom distribution and mesh (b) Wrinkling in equilibrated deformed configuration us-
ing CGAL
(c) Residual forces using homogeneous mesher (d) Residual forces using CGAL
(e) Example residual force and contributing neighbors (f) Another example residual force
Figure 4.1: Mesh dependence in surface calculations.
formed repatom positions given to the meshers contain many instances where subsets of points are
co-spherical, an input configuration that is known to be difficult for triangulation. Unlike inho-
mogeneous local element orientations which only create nonuniform forces in the presence of free
surfaces, degenerate elements produced by external 3D meshers pose a serious challenge, causing
difficulties in sampling atom population, adaptive model refinement, and residual forces even in the
bulk of simulation domains. All 3D meshers we tested (Vtk [Shroeder et al., 2006], hull [Clarkson
et al., 1993], Qhull [Barber et al., 1996], Tetgen [Si., 2015], and CGAL [Hert and Seel, 2015]) create
degenerate elements to varying degrees.
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(a) Zero-volume element (b) Adjacent elements before repair (c) Adjacent elements after repair
Figure 4.2: Zero-volume element repair.
CGAL is used in the current implementation, after which we use a custom repairing process to
remove as many degenerate elements as possible. Figure 4.2 illustrates the repairing process (sliver
removal) on a single zero-volume degenerate tetrahedron, where the four elements adjacent to the
zero-volume tetrahedron are reconnected in a way that eliminates the zero-volume element with a
3-2 edge flip. Isolated zero-volume elements (which form planar quadrilaterals) account for the vast
majority of the degenerate elements in the meshes, though pairs of zero-volume elements (forming
planar pentagons) are also found and removed (see Figure B.1 in Appendix B).
Though the repairing process does remove a significant fraction of the degenerate elements, it
does not completely repair the mesh and the remaining degenerate elements complicate, reduce the
efficacy of, or even substantially hinder many aspects of the simulation, including sampling atom
generation for the new second-order rule and adaptive model refinement. Figures 4.3 (regular mesh)
and 4.4 (irregular mesh) show the degenerate elements and resultant residual forces before and after
repairing, for nodal summation, the new first-order rule, and the new second-order quadrature rule.
As is shown in these two figures, the meshers create more zero-volume elements when the undeformed
repatom positions are regularly arranged, as is the case for many structured QC meshes with sharp
interfaces. A full comparison of the quality and performance of various 3D meshers as well as a
discussion about the custom repairing process is presented in Section B.
4.3.1.1 Vacancies and nonconvexity
In order to support simulations having vacancies within otherwise-convex geometry, each scenario not
only provides a collection of undeformed repatom positions but may optionally provide a collection
of “vacant locations”, or lattice sites that will be excluded from the simulation. After meshing, any
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(a) Nodal summation, unrepaired mesh (b) Nodal summation, repaired mesh
(c) New first-order summation, unrepaired mesh (d) New first-order summation, repaired mesh
(e) New second-order summation, unrepaired mesh (f) New second-order summation, repaired mesh
Figure 4.3: Degenerate elements and residual forces on a regular mesh. The scale of forces is the
same for each summation rule, but not the same across summation rules.
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(a) Nodal summation, unrepaired mesh (b) Nodal summation, repaired mesh
(c) New first-order summation, unrepaired mesh (d) New first-order summation, repaired mesh
(e) New second-order summation, unrepaired mesh (f) New second-order summation, repaired mesh
Figure 4.4: Degenerate elements and residual forces on an irregular mesh. The scale of forces is the
same for each summation rule, but not the same across summation rules.
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(a) Undeformed repatom positions (blue) and vacant lo-
cations (red)
(b) Elements touching vacant locations
(c) Final mesh (d) Final mesh and undeformed repatom positions
Figure 4.5: Producing voids and vacancies.
element touching one of the vacant locations is discarded, a process illustrated in Figure 4.5. Panel
(a) shows the undeformed repatom positions in blue and the vacant locations in red, and the union
of the two sets of points are meshed. In this example, only a few layers of vacant locations are kept
on the inside of the voids, for efficiency. Panel (b) highlights in red the elements that touch vacant
locations, which are removed to produce the final mesh shown in panels (c) and (d) (also showing
original undeformed repatom positions through the semi-transparent mesh).
Vacant locations allow for holes within geometry and could be used to produce nonconvex bodies
by surrounding the body with vacant locations, but this is cumbersome and expensive. In order to
support simulations with nonconvex outer geometry, each scenario can also provide a utility object
which is used to select elements to remove from the mesh. For example, to generate nanopillars as
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(a) Example of trimming elements to create nonconvex
geometry. The blue spheres are undeformed repatom
positions, and elements that were trimmed from the
mesh are colored red with blue edges.
(b) Final mesh
Figure 4.6: Producing nonconvex geometry.
shown in Figure 4.6, any elements with barycenters outside of the cylindrical pillar or the rectangular
base are removed. A ring of vacant locations around the base of the pillar is used to prevent the
formation of elements which extend from the base up to the pillar, outside of the intended geometry.
4.4 Distributed-memory parallelization
Due to heat and power limits, the execution speed of a single-threaded program on modern computers
has essentially plateaued over the last decade. Unlike during the boom of the 1990s where increasing
clock speeds meant increased execution speed simply by buying a new processor, software is no
longer expected to run faster on newer processors without modification. Nevertheless, for at least
the immediate future Moore’s law is still marching forward (albeit more slowly) and computer
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chips continue to have more transistors available. Though the execution speed of single-threaded
programs is not increasing, the increased number of transistors from Moore’s law allows for multiple
parallel threads of execution. In short, advances in computation allow for greater throughput via
parallel execution but not faster serial execution, and software designed to be highly-performing
must leverage modern parallel architectures.
In order to leverage the available throughput of modern processors, programs must first ensure
that they are spending as little time waiting for memory access as possible. This is achieved via
cache-aware data structures, algorithms, and memory access patterns, with judicious use of software
prefetching. Next, software must utilize the vector registers available within a single computational
core that allow for operations to work on more than one number at a time. Then, the program
must be split into several independent execution threads so that all available cores on the processor
can be used concurrently. Once these three steps are performed, the program can leverage the full
capacity of a single processor.
Simulations that only use a single processor are ultimately limited in size and speed. Modern
supercomputers are collections of compute nodes which are often very similar to consumer desktop
computers. These compute nodes are connected via an interconnect so that they can communi-
cate and work together. This type of computer is called a distributed-memory computer because
the memory is distributed among many compute nodes. In order to perform larger simulations
than what is possible on a single computer, programs can be written to pass messages between
computers and can be run such that they concurrently use the many individual computers of a mod-
ern supercomputer. Depending on the strategy chosen to realize this type of distributed-memory
parallelization, the modifications required to the program can be either minimal or extensive.
When running on a distributed-memory computer, many instances (copies) of the program are
started, each on (possibly) different computers, and the instances coordinate and work together. The
easier way to introduce this style of distributed-memory parallelization is to have every instance of
the program contain the entire state of the simulation. In this model, the most computationally-
intensive sections of the program are divided up among the different instances, then all instances
share their updated information with all other instances. This model is easy to implement, but the
realizable simulation size is limited because every instance of the program must contain the state of
the entire simulation. For most modern supercomputers, this limits the number of repatoms to the
low tens of millions.
The formulation and implementation of this thesis targets simulations of more than tens of
millions of repatoms, and as such a different strategy must be used. In the current implementation,
each instance of the program only has a subset of the domain, and no single instance contains the
state of the entire simulation. This strategy significantly complicates the formulation but allows for
simulations of arbitrary size. Figure 4.7 shows the decomposition of a nanoindentation simulation
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(a) Half-cut of the domain (b) Subdomain boundaries
(c) Subdomains (d) Owned (blue), shared (white), and shadowed (red)
elements
Figure 4.7: Nanoindentation domain decomposition summary.
for 60 instances. Panel (a) illustrates a half-cut of the simulation domain, with an atomistic core
and mesh coarsening away from the core. Panel (b) highlights the boundaries of the subdomains
of the instances, and panel (c) visualizes the subdomains themselves. Panel (d) demonstrates what
each instance of the program actually sees: they own a portion of the domain (in blue), share some
elements with other instances (in white), and have copies of some elements that belong to other
instances (in red).
Because each instance of the program only has access to a portion of the domain, though any
given repatom is uniquely owned by a single instance of the program the total force on that repatom
is divided into contributions from many different instances and must be collected and combined. In
order for the owner of the repatom to correctly update the repatom’s position, the force contributions
must all be sent to the owners of the repatoms. After contributions are collected, each instance
updates the position of all owned repatoms. Finally, the owners of the repatoms must send their
updated positions to all other instances that know of those repatoms. The interleaving of this
communication into the solver’s logic is shown in Listing 4.5.
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Many more details about the distributed-memory formulation of this method are discussed in
Appendix C, including how a simulation is decomposed and initialized, as well as how the adaptive
neighborhoods of Appendix A function in the context of the parallel implementation.
Listing 4.5: Solver pseudocode with communication
while forces are not equilibrated
# calculate forces:
update sampling atom and neighbors positions for current configuration
compute repatom force contributions from all of this rank’s sampling atoms
send force contributions on un-owned repatoms to their owners
receive force contributions on owned repatoms from other ranks
apply boundary conditions to repatom forces
# do velocity Verlet update on all velocities:
for each repatom
repatomAcceleration = repatomForce / (mass ∗ repatomWeight)
repatomVelocity += 0.5 ∗ repatomAcceleration ∗ ∆t
apply boundary conditions to repatom velocities
# perform FIRE algorithm:
compute totalPower as the sum of all individual (owned) repatom forces
dotted with their corresponding velocities
adjust repatom velocities with α
reduce totalPower sum across all ranks
if (totalPower > 0)
increase timestep, decrease α
else
decrease timestep, reset α
set all repatom velocities to zero
# do velocity Verlet update on positions and velocities:
for each repatom
repatomAcceleration = repatomForce / (mass ∗ repatomWeight)
repatomPosition += repatomVelocity ∗ ∆t + 0.5 ∗ repatomAcceleration ∗ ∆t2
repatomVelocity += 0.5 ∗ repatomAcceleration ∗ ∆t
apply boundary conditions to repatom positions and velocities
send updated positions of owned repatoms of which other ranks have shadow copies
receive updated positions of un-owned repatoms
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4.5 Weights for optimal summation rules
One of the key components of the formulation described in Chapter 2 is the introduction of sampling
atoms, or the separation of sampling energetic values from the repatoms used for kinematics by the
use of summation rules. While previously-used summation rules of the nodal, cluster, and quadrature
varieties all exhibit inaccuracies that lead to spurious forces and incorrect integration of energy, the
new optimal summation rules produce errors that are orders of magnitude below those of previously-
used summation rules with the same computational cost.
A summation rule is a prescription of where sampling atoms are placed (relative to either
repatoms, elements, or both) as well as a method of calculating the weights of those sampling
atoms. The optimal summation rule described in Sections 2.3.1.3 (1D), 2.3.2.2 (2D), and 2.4 (3D)
places sampling atoms in specific locations where they will represent many atomic sites with similar
neighborhoods. This new summation rule comes in zeroth-, first-, and second-order varieties which
increase both in accuracy and cost. These varieties are characterized by how many energetically-
similar groups of lattice sites they represent, and are shown in Figure 2.18.
For simulations with large coarsened domains, the largest energetically-similar group of lattice
sites to capture are the sites within the large elements, all of which see the same neighborhood
(because of affine deformation within elements). In the zeroth-order optimal summation rule,
sampling atoms are only located in element barycenters and the Cauchy-Born rule is applied to the
neighborhood of the sampling atoms. This summation rule correctly represents the energy of the
lattice sites that are more than the potential’s cutoff radius away from the sides of the elements, but
incorrectly represents any lattice site near element sides or edges. This rule represents the traditional
local QC formulation which does not have sampling atoms on repatoms and is difficult to reduce
down to atomistics.
The zeroth-order optimal summation rule does not account for either the repatoms (which see
the deformation of many elements) or the element faces (edges in 2D) which see the deformation of
two elements. Of these two groups, the element faces represent a larger group of energetically-similar
lattice sites than the repatoms and it would seem natural to improve the accuracy of the summation
rule by next including this group. However, the inability of the zeroth-order summation rule to
reduce down to atomistics is too constraining and in the first-order optimal summation rule we
add sampling atoms on repatom positions in order to easily transition to atomistics. The lattice
sites around repatoms all experience different neighborhoods, but the energy of the repatom in the
center is taken as an average or representative energy for all of the lattice sites within a given radius,
the nodeRepresentationRadius (abbreviated in the following as rn). This radius is a parameter of
the summation rule and controls how much the sampling atoms on the repatoms contribute to the
total energy.
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In the second-order optimal summation rule, sampling atoms are added on element faces (in
3D) or element edges (in 2D), where in large elements each sampling atom would experience the
deformation of two elements. This accounts for the next-largest group of energetically-similar lattice
sites after the group in the bulk. The neighborhood of the sampling atom is chosen to be Cauchy-
Born with respect to both elements. That is, the half of the neighborhood that lies on either side of
the separating plane has the deformation of that element applied, whether or not those neighborhood
sites actually fall outside of that particular element.
4.5.1 First-order weights in 2D
So far, we have only discussed the locations of optimal sampling atoms but not their weights. The
weight of each sampling atom represents the number of lattice sites represented by the sampling
atom’s energy. If we consider the case of using the first-order rule with large elements such that
no two repatoms are within 2rn of each other (see Figure 2.18c), then the weight of all sampling
atoms would be simply the product of the area of the circle with radius rn (or sphere in 3D) and
the density of lattice sites per unit volume. Weights of the barycenter sampling atoms can be
determined by using the angles subtended by the sides of the triangles (in 2D) to determine how
much of each element has already been accounted for by the sampling atoms on the repatoms; the
weights of the barycenter sampling atoms are simply the volume left in each element after removing
the portions that were accounted for by the sampling atoms on the repatoms. However, domains
without atomistic regions are not the target of this work and some way of calculating weights must
be devised that approximates this type of exact calculation even when repatoms are within 2rn of
each other.
The weight calculation algorithm must have the following characteristics:
• assign weights of 1 to sampling atoms in atomistic regions.
• assign constant weights of ρ∗Vd(rn) (where ρ is the density of sites per unit volume and Vd(rn)
is the volume of the ball of radius rn in dimension d) to sampling atoms on repatoms that are
farther than 2rn from all other sampling atoms on repatoms.
• assign weights to the barycenter sampling atoms that represent the “remaining” volume of
each element.
• transition seamlessly between the atomistic and coarse regions because the formulation does
not distinguish between the region types.
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Listing 4.6: Determining sampling atom weights by polytope trimming
for each element
for each sampling atom incident on the element
Polytope p = element
trimmingPlanes = define a set of planes for this sampling atom type
for each plane in trimmingPlanes
p = trim p with plane
volumeContribution = compute volume of p
samplingAtomWeights[samplingAtom] += volumeContribution
Every sampling atom has weight contributions from several elements. The strategy taken in the
current realization of the algorithm is to trim each element to determine the region of that element
that contributes to each sampling atom, then take the volume of the trimmed region and add that
volume to the sampling atom’s weight. Each element starts as a polytope and is trimmed by a
set of trimming planes which are specific to the element and sampling atom type. This process is
enumerated in pseudocode in Listing 4.6.
(a) Sampling atoms and the mesh (b) Regions for sampling atom weights
Figure 4.8: Illustration of regions used to compute optimal summation rule weights.
Consider the illustration shown in Figure 4.8. The two panels show the same physical space; the
left panel shows the sampling atoms and the mesh and the right panel shows the regions that are
used for sampling atom weight calculation. On the right side of each panel is atomistic resolution,
and the domain is coarsened on the left side. For now, ignore the red and orange regions. Sampling
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(a) Final edges of region p (b) Trim halfway to other vertex
(c) Trim one of the 12 sides (d) Trim one of the 12 sides
(e) Trim one of the 12 sides (f) All trimming planes
Figure 4.9: Trimming required to obtain region p. A movie is available here.
atom a is more than 2rn away from other sampling atoms, so its weight region does not overlap
with other sampling atoms. Sampling atom d is within the atomistic portion of the domain and
its weight region overlaps with other sampling atoms on all sides. Sampling atoms b and c are
transition sampling atoms that overlap on some sides.
It should be noted that the regions obtained for sampling atoms a and d are extremely similar
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(a) Example used in first-order (b) Example used in second-order
Figure 4.10: Sampling atom regions are meshed to find their volume.
and do not justify the special trimming logic simply to capture their subtle difference. However,
the images produced for this example used a nodeRepresentationRadius that was smaller than is
normally used, for the purposes of producing these images at a scale where coarsened, transition,
and atomistic sampling atoms could be seen in one frame.
The balls around sampling atoms on repatoms are approximated as n-sided regular polygons
(12-sided polygons are used in practice). The region associated with a given sampling atom is made
up of pieces (contributions) from several elements, one of which is highlighted red and labeled p.
Once each piece (such as p) is obtained, its volume is measured and added to the weight of the
corresponding sampling atom. Pieces such as p are obtained by starting with the element as a
polytope. Then, the 12 trimming planes (which are the only necessary trimming if the sampling
atom is isolated enough) are applied; any volume outside of those trimming planes is discarded.
However, this is not sufficient to prevent overlap, and planes halfway between each pair of vertices
in the element must be added. The process of obtaining p is shown in Figure 4.9 and can be seen
as a movie here.
4.5.2 Second-order weights in 2D
The second-order optimal summation rule includes sampling atoms on the edges of elements. In
order to calculate the contributions from each element to these side sampling atoms, the same
strategy of trimming planes is employed. The trimming planes include the angle bisectors, planes
to remove overlap from nodes, and the plane offset from the face. The process for obtaining an
illustrative example region is shown in Figure 4.11. Once each region is found, its volume is added
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(a) First bisector trim (b) Second bisector trim
(c) Face trim (d) First node trim
(e) Second node trim (f) All trimming planes
Figure 4.11: Trimming required to obtain the region for a side sampling atom. A movie is available
here.
to the corresponding sampling atom. To find the volume, the regions are meshed, examples of which
are shown in Figure 4.10.
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(a) Dodecahedron (b) Icosahedron
(c) Dodecahedra in the 3D Interface ex-
ample
(d) Dodecahedron with contribution
from a single element
Figure 4.12: Dodecahedron approximation for 3D optimal summation weights.
4.5.3 Optimal summation rule weights in 3D
First-order In order to calculate the weights of sampling atoms on repatoms with trimming
planes in 3D, we need an approximation to a sphere that is computable by a collection of trimming
planes. The approximation chosen is the regular dodecahedron (see Figure 4.12a). The trimming
planes required to produce a dodecahedron are found using its geometric dual, the icosahedron (see
Figure 4.12b). Each plane is defined by an icosahedron vertex and the vector from the center of the
icosahedron to the vertex. The process of trimming an element to determine the contribution to a
sampling atom on a repatom is shown in Figure 4.13.
Second-order The second-order optimal summation rule includes sampling atoms on the faces of
elements, and the same strategy of trimming planes is employed. For side sampling atoms, planes
are added bisecting dihedral angles, offset from the face, and to separate the region from the incident
nodes. Figure 4.14 illustrates example contributions from elements to side sampling atoms. It is
difficult to demonstrate all of the regions that contribute to the sampling atoms with pictures, but
a movie showing a cut-through of the 3D analog of Figure 2.19 is found here.
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(a) Intermediate trim (b) Intermediate trim
(c) Intermediate trim (d) Intermediate trim
(e) Final contribution (f) Contribution in context
Figure 4.13: Trimming required to obtain a contribution to a sampling atom on a representative
atom in 3D. A movie is available here.
4.6 High deformation adaptive neighborhoods
Whenever energetic quantities are calculated at sampling atoms, those sampling atoms must have as
their neighbors all lattice sites that are within the potential’s cutoff radius, or the energetic quantity
will be incorrect. In molecular dynamics, distance searches are simply performed within the pool
of all atoms in the simulation to find all atoms within the cutoff radius. In the QC method, the
required neighbors of any given sampling atom are not in any given pool and cannot be found using
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(a) Repatom in large element (b) Repatom in small element
(c) Face in large element (d) Face in small element
(e) Face in large element (f) Face in small element
Figure 4.14: Example second-order weights for large and small elements, relative to the potential’s
interaction distance.
distance searches. Instead, all necessary neighbors are generated in the undeformed configuration
with repatom dependencies and their positions are updated whenever repatoms move. It is vital that
every sampling atom has its complete neighborhood in the deformed configuration, so the selection
and population of neighbors in the undeformed configuration is a crucial step and will be explained
in this section.
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Figure 4.15: Example of the neighborhood of a sampling atom in the undeformed (left) and deformed
(right) configurations during a nanoindentation simulation. For an explanation of the color coding
and scenario, see Appendix A. A movie is available here.
In this QC formulation, each neighbor is a set of “repatom dependencies”, which are pairs of
repatom indices and shape function values. Neighbors that lie on repatoms have only one pair,
neighbors which lie on edges have two pairs, and neighbors which lie in the interior of elements have
SpatialDimension+1 pairs. Whenever sampling atoms are added or changed, their neighborhoods
are generated and stored. After every time that repatoms move, the positions of sampling atom
neighbors are computed using the repatom dependencies: each position is the sum of the shape
function values times the updated position of the corresponding repatom.
For many common EAM potentials, this means that each sampling atom will need to generate
and keep track of around 20 neighbors. If the simulation is purely elastic, the 20 neighbors from
the beginning of the simulation will most likely be sufficient for the entire simulation. However,
if a simulation experiences any plastic deformation, the sampling atoms with highly deforming
neighborhoods will have to update their neighborhoods with new neighbors.
In order for a sampling atom to maintain a correct neighborhood in the deformed configuration,
it must generate more candidates neighbors from farther away in the undeformed configuration. It is
possible for sampling atoms to keep all of these candidate neighbors as their neighborhoods. However,
this can lead to extremely expensive simulations, as sampling atoms may need to maintain tens of
thousands of neighbors for highly-deforming 3D simulations. Instead, the candidate neighbors are
mapped to the deformed configuration, and only those candidates which lie within a certain deformed
cutoff radius are kept. An example of the neighborhood of a highly-deforming sampling atom in the
undeformed and deformed configurations is shown in Figure 4.15.
Knowing when a sampling atom needs to rebuild its neighborhood is difficult; this must be
determined from the only information it has, which is the positions of its neighbors. In the current
realization of the algorithm, neighborhoods are regenerated if the relative position from a sampling
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Figure 4.16: An example polycrystal domain. A nanopillar of radius 10nm and height 40nm is
formed by 10 grains. A movie of the domain is available here.
atom to any of its neighbors has changed sufficiently. The algorithm is successful at maintaining
correct neighborhoods in the presence of even extreme deformation, as can be see in this movie.
In Appendix A, we discuss in full detail the algorithm implemented to determine when to rebuild
neighborhoods.
4.7 Polycrystals
Many systems of engineering or scientific interest are composed of crystals of separated by grain
boundaries. In order to support such polycrystal systems, every element in the simulation has an
associated orientation. Both neighborhood generation (described in Appendix A) and remeshing
(described in Section 4.8) generate candidate lattice sites using a vertex of an element and the
element’s Bravais lattice vectors. Therefore, the vertices of any given element as well as any im-
plied lattice sites contained within the element must form a Bravais lattice with the corresponding
orientation.
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The vertices of elements which lie on grain boundaries do not form a Bravais lattice, and no
algorithm should attempt to generate lattice sites within these elements. To prevent this from
happening, elements which should not be used to generate lattice sites are marked with invalid
orientations. Figure 4.16 shows a cut-through of a polycrystal nanopillar, and a corresponding
movie can be found here. In these visualizations, each grain is colored differently and elements with
invalid orientations are colored dark red. A thorough study of polycrystal scenarios with the QC
formulation of this thesis is being performed by Ishan Tembhekar in the Kochmann research group.
4.8 Remeshing
One of the most useful aspects of the QC method is the ability to model microstructure and other
nanoscale features in simulations of large physical spaces. In order to model a feature such as a
dislocation, atomistic resolution is necessary around the dislocation (i.e., all lattice sites must be
repatoms). However, dislocations move under applied stress and the coarsened regions of a QC mesh
are unable to kinematically represent dislocations. If dislocations move towards a coarsened region,
atomistic resolution must be introduced in its path or the artificial and nonphysical trapping of the
dislocation corrupts the results of the simulation. A key component of a QC formulation designed
to model plastic deformation is therefore the ability to refine the mesh in order to provide atomistic
resolution around any microstructure.
In this QC formulation, a simulation is divided into a set of “loadsteps”, or configurations
which represent incremental changes in external forces and boundary conditions. At each loadstep,
the solver either finds the solution to F = 0 (for quasistatic simulations) or F = ma (for dynamic
simulations). In quasistatic simulations, each loadstep represents a full equilibration. If a dislocation
exists in the simulation and the applied loads change, full equilibration may cause the dislocation
to propagate through the entire simulation domain. For example, if the nanofilm simulations of
Section 3.5.3 are performed quasistatically, it is common that the entire sample will behave elastically
until it cleaves in two pieces over the course of a single loadstep. In order to capture the growth
and shape of microstructure, simulations can be performed using implicit dynamics, which limits
the speed at which microstructure can grow but also restricts simulations to high strain rates.
For both quasistatic and dynamic simulations in which microstructure is present and can grow
or move, there must either be sufficient initial atomistic resolution (if the simulation is performed
without remeshing) or remeshing must be performed within the iterations of the solver. Providing
sufficient initial atomistic resolution is expensive and requires a priori knowledge of microstructure
shape and propagation direction; adaptive remeshing during the course of a loadstep is the preferred
method of allowing for natural microstructure evolution.
Two main strategies have been pursued to perform remeshing within the current realization:
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global and local remeshing. The metric used in both strategies for determining which elements are
to be refined is based on the criterion proposed in [Knap and Ortiz, 2001]: for each element in the
mesh the second invariant of the Lagrangian strain tensor is computed and compared to a tolerance
level. However, there is room for improvement here and criteria involving sampling atom energies
or centrosymmetry values may be better indicators.
Listing 4.7: Global remeshing process
for each element we’d like to refine
for each edge that is similar in length to this element’s longest edge
find midpoint of edge
find lattice site nearest to midpoint that does not already contain a vertex
add lattice site to undeformed reptoms
interpolate deformed positions of new repatoms
collect all undeformed repatoms onto a single instance of the program (coordinator)
if (this instance is the coordinator)
create mesh of all undeformed repatoms using external mesher
partition mesh into pieces, one for each instance of the program
send pieces to instances
else
receive this instance’s mesh from the coordinator
collect all previous sampling atoms onto all instances of the program
populate sampling atoms for this instance’s mesh
for every new sampling atom
if there used to be an old sampling atom in the same location
new sampling atom’s maxNeighborDistance = old’s maxNeighborDistance
regenerate sampling atom neighborhoods
4.8.1 Global remeshing
The product of any remeshing algorithm is a modified mesh containing new vertices that have been
chosen to provide sufficient resolution in required areas. This modified mesh can either be created
entirely anew by an external mesher, or it can be produced by performing local modifications to the
existing mesh. In this section, we consider the strategy of creating an entirely new mesh each time
that new vertices are added.
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The global remeshing algorithm is similar to the process of parallel initialization of a new simula-
tion: in both situations a set of repatoms is produced (either by the scenario for parallel initialization
or by adding to the nodes of a mesh in the case of global remeshing) and all of the associated data
structures must be built. In particular, sampling atoms must be re-generated with respect to the
new mesh, which may be significantly different than the old mesh. Because sampling atoms have an
associated parameter (the maxNeighborDistance described in Appendix A.3.4) which stores how
highly deformed the sampling atom’s neighborhood is, this information must be transferred from
the old set of sampling atoms to the new set of sampling atoms. Otherwise, new sampling atoms
placed in the same locations as old sampling atoms will not populate their full neighborhoods. The
process for performing global remeshing is enumerated in Listing 4.7.
The process of remeshing may happen as often as every few iterations of the solver, and global
remeshing is an expensive process. When the simulation is being run in parallel, global remeshing
requires substantial amounts of communication and coordination which eclipse the cost of solver
(a) Root element targeted for refine-
ment.
(b) Longest edge propagation path.
(c) Elements with the longest edges are
refined first.
(d) Refinement is completed.
Figure 4.17: Illustration of the longest edge propagation path refinement algorithm. In order to
bisect the root element (a), the Lepp is formed (b), refined in order of longest edges (c) until the
root element is refined (d). Spheres denote positions of sites in the underlying lattice; new mesh
vertices may only be placed on these lattice sites. A movie of this process is available here.
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iterations. Therefore, in practice we only use global remeshing in small serial simulations; global
remeshing is prohibitively expensive for large serial simulations or any size of parallel simulation.
4.8.2 Local remeshing
In global remeshing, it is egregiously wasteful to create an entirely new mesh when only a few new
repatoms need to be inserted. Instead, one would rather modify the existing mesh locally, a process
which may not even incur communication and coordination. This is the idea and driving motivation
behind local remeshing.
There is a wealth of literature on the subject of mesh refinement for finite element simulations
in which new vertices may be inserted anywhere in space to improve the mesh (see [Bern and
Plassmann, 2000] and [Jones and Plassmann] among many others). Longest edge bisection, in which
simplices are bisected by the median of the longest edge, is a common strategy used in many of these
algorithms. The changes required for an edge bisection are localized: only the elements within the
element star of the edge are changed. However, simply bisecting the one element which is selected for
refinement leads to meshes of bad quality, and more sophisticated techniques are needed to maintain
quality triangulations.
Listing 4.8: Discrete Lepp-bisection algorithm
sort list of elements to refine by their longest edge
for each rootElement from the one with the longest edge to the shortest
elementStack = []
elementStack.append(rootElement)
while (elementStack is not empty)
element = elementStack.top()
longestEdge = find longest edge of element
star = find element star of longestEdge
if longestEdge is the longest edge of all elements in star
newVertex = lattice site on the interior of the star which is
closest to the midpoint of longestEdge and which does not
already have a vertex there.
bisect longestEdge with newVertex
elementStack.pop()
else
push all elements in star onto elementStack
A common mesh refinement technique is the longest edge propagation path (Lepp) bisection
class of algorithms [Rivara, 2009]. In Lepp algorithms, the elements in a star around edge e are
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not split until e is the longest edge in all of the elements of the star. That is, in order to refine a
particular edge, the refinement propagates along the path of longest edges. This process is illustrated
in Figure 4.17.
Lepp refinement does not require an entire re-triangulation of the vertices and is a candidate for
the local remeshing purpose here. However, the longest edge propagation path can extend arbitrarily
far through the domain. It is precisely this behavior which provides Lepp algorithms with one of
its key characteristics: bounds on the quality of elements produced by the refinement. It is possible
to terminate the Lepp process after recursing to a certain level, but this runs the risk of producing
elements of large condition number.
A complication in using any mesh refinement algorithm is the discrete nature of a QC mesh:
mesh vertices may only be placed on valid lattice sites. One strategy is to give the deformed QC
mesh to a traditional mesh refinement tool, which will insert points, perform bisections, do edge
(a) (b)
(c) (d)
Figure 4.18: 2D Lepp refinement example. Each frame is taken from illustrative steps in the refine-
ment; colors indicate depth in the propagation path for a particular path. Random elements are
being chosen for refinement as a test to produce a good atomistic mesh. A movie is available here.
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flips, and apply other techniques. The returned mesh will have points which are not on lattice sites,
but one could then snap these points to their nearest atomic sites.
This strategy of using external refinement software and snapping points to lattice sites is not
used in the current realization of the formulation. First, the mesh would be refined in the deformed
configuration, but in this QC formulation the mesh is used for interpolation in the undeformed
configuration. New points created by the refinement tool would need to be mapped back to the
undeformed configuration and snapped to atomic sites, and the connectivity created by the tool
in the deformed configuration may be invalid for interpolating in the undeformed configuration.
Secondly, the mesh refinement tool may insert more points in a given region than there are valid
atomic sites. One could duplicate points that are snapped to the same atomic site, but connectivities
would have to be modified. Lastly, snapping points to nearest atomic sites may invert simplices.
(a) Element targeted for refinement (b) Step 33
(c) Step 81 (d) Step 144
Figure 4.19: 3D Lepp refinement example of a single element. Each frame is taken from illustrative
steps in the refinement of the one target element; colors indicate depth in the propagation path for
a particular path. The total number of elements bisected was more than 300 and included elements
on all 6 faces of the domain’s boundary. A movie is available here.
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For all of these reasons, we are not able to use external refinement software and must perform the
refinement ourselves.
The discrete Lepp-bisection algorithm we implemented is shown in Listing 4.8, from which some
details have been omitted for concision. An example of the performance of the discrete Lepp-bisection
in 2D is shown in Figure 4.18 and can be seen as a movie here. In this example, an initially-coarse
mesh is refined down to atomistics by choosing random elements. The longest propagation path in
the refinement can be seen here. A 3D example can be seen here, the longest propagation path of
which is shown in Figure 4.19 and can be seen as a movie here.
Ultimately, we determined that Lepp-style algorithms are not suitable for local remeshing of this
QC formulation and instead focus on a more localized refinement technique to be described later.
The reason for not choosing a Lepp-style algorithm can be seen in Figure 4.19: the longest edge
propagation path used to refine a single element in a domain may extend across the entire simulation.
(a) Before refinement (b) After refinement
(c) Candidate closest to midpoint (d) Chosen candidate
Figure 4.20: Existing local remeshing algorithm. The underlying lattice is shown as transparent
white spheres, the candidate new vertices are spheres colored by their quality, and elements are
colored by their condition number. The refinement performed (b) is far from the edge midpoint,
which would be used by traditional methods. The algorithm chooses the new vertex because it
results in the minimum max condition number within the new simplices. That is, the max condition
number in (d) is less than the max condition number in (c). A movie of all of the candidates and
their respective simplex qualities is available here.
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In the particular example from the figure, in order to refine the one chosen root element, refinement
had to be performed on elements that touch all six sides of the simulation domain’s extrema, and
more than 300 elements were bisected in total.
As described in Section 4.4, in the parallel formulation of this QC method every instance of the
program only stores a subset of the domain. No single instance of the program stores the entire mesh
because it cannot fit in the memory of a single computer. Many Lepp-bisection parallel algorithms
([Rivara et al., 2004], among others) depend on all instances of the program storing the entire
mesh with a central program instance assigning or coordinating tasks to worker instances. Some
parallel algorithms use distributed data structures but have communication patterns that may not
be scalable to modern distributed-memory machines with hundreds of thousands of processors (see
[Balman, 2006] and Cougny and Shephard [1999] among others). Active research is being performed
by the Kochmann research group into local remeshing performed in the context of a mesh stored in
distributed memory.
Listing 4.9: Local refinement algorithm
sort list of elements to refine by their longest edge
for each element from the one with the longest edge to the shortest
newVertex = NULL
minimumMaxConditionNumber = infinite
for each side whose edge length is close to the longest edge length
for each candidateNewVertex in a cluster around this edge’s midpoint
insert candidateNewVertex into the mesh
maxConditionNumber = max(condition numbers of new elements)
if maxConditionNumber < minimumMaxConditionNumber
newVertex = candidateNewVertex
minimumMaxConditionNumber = maxConditionNumber
insert newVertex into mesh
We chose not to pursue the Lepp-style algorithm because a refinement of one element on one
instance of the program could propagate through the mesh of an arbitrary number of other instances.
The chosen technique for local remeshing was to make as localized a change as possible in order to
minimize communication and coordination between instances of the program. When a new vertex is
inserted, it only modifies its immediate neighborhood of elements (the star if the insertion causes an
edge split, the two touching elements if the insertion is a face split, or solely the containing element
itself if the insertion causes a simplex split). That is, we chose the local, greedy, hill-climbing
algorithm of Listing 4.9: we consider all possible changes to the local region and choose the best one
of those changes, regardless of the global situation.
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This algorithm was designed to maximize locality, so that communication is reduced to a min-
imum. Because it is difficult to produce good meshes when changes are localized, the algorithm
attempts to compensate for this anticipated shortcoming by performing the absolute best insertion
it can find instead of simply using the lattice site nearest the midpoint. However, though the greedy
hill-climbing algorithm is highly local and produces the best local modifications possible (see Fig-
ure 4.20, movie here), these local modifications produce meshes of exceptionally poor overall quality
(see Figure 4.21b). In particular, the algorithm produces elements of high condition number which
are difficult to refine to atomistics and block the path of dislocations.
4.8.3 Discussion
Figure 4.21 shows the results of a test of the refinement algorithms in 2D. Starting from a coarse
mesh, remeshing is performed many times consecutively, each time on a random subset of 10% of
the elements, with the goal of eventually reaching atomistic resolution everywhere. The behavior
of the different meshers is evident: global remeshing’s meshes change drastically from one remesh-
ing iteration to another, Lepp performs well when the terminal level is greater than 1, and local
remeshing performs very poorly.
Remeshing is an essential component of the QC formulation, and it must be robust, fast, and
scalable to thousands of processors. Most existing and popular methods of mesh refinement are not
applicable to this QC formulation because mesh vertices must be placed on atomic sites and there
is no complete copy of the mesh stored on any single processor. Global remeshing is too costly to
perform in realistic simulations and serializes the parallel formulation of the method; a remeshing
solution must only make local changes to the mesh that will not propagate drastically through the
domain. In the current work, we have attempted the most local remeshing technique possible, but
it produces meshes of prohibitively bad quality.
A performant, successful local remeshing scheme is the single most important improvement to
make to the current QC implementation. Some possible directions to explore are reformulating
existing parallel Lepp algorithms for fully distributed meshes, performing local constrained Delaunay
triangulations of areas to be refined, or performing local advancing front triangulations of areas to
be refined.
4.8.4 Examples
The examples in this section all use global remeshing because the implemented local remeshing
technique generates meshes of prohibitively poor quality. Therefore, the simulations must be run in
serial and contain small numbers of repatoms (i.e., fewer than 100,000).
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(a) Global refinement (movie here) (b) Local refinement (movie here)
(c) Lepp without terminal level (movie here) (d) Lepp with terminal level 2 (movie here)
(e) Lepp with terminal level 1
Figure 4.21: Comparison of refinement algorithms for the test case described in Section 4.8. Elements
are colored by their condition number, where blue is a value of one and red represents a value of four
or more. Lepp with terminal level 1 does not complete because it encounters a situation in which
the triangle quality is so poor that bisection creates an interpenetrating mesh.
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Figure 4.22: Remeshing performed during a quasistatic 2D nanoindentation example with a pyra-
midal indenter. The mesh is colored by the element size.
4.8.4.1 Nanoindentation
Nanoindentation is a canonical example to illustrate the behavior of adaptive model refinement
schemes because the dislocation structures that form beneath nanoindenters quickly propagate
through the domain (see Figure 4.22 for an example). In order to properly capture measurable
quantities (e.g., force-displacement) without the corruption resulting from trapped dislocations,
atomistic refinement is required in the path of the dislocations. For the domain to have this cru-
cial atomistic resolution, either precise knowledge of dislocation paths can be used to appropriately
place the atomistic resolution in the initial mesh, or the initial mesh must contain immense regions
of atomistic resolution, or an appropriate remeshing scheme must be used.
The performance of automatic mesh refinement on 2D nanoindentation problems can be seen
in Section 3.4.1, and an illustrative movie showing the behavior of remeshing, adaptive neighbor-
hoods, and implicit dynamics can be seen here. Global refinement performed during spherical 3D
nanoindentation is analogous and is shown in Figure 4.23 and as a movie here. In particular, each
frame of that movie is another iteration in the refinement process and is not a loadstep of a simula-
tion. In general, global remeshing is insufficient for 3D simulations and a performant, effective local
remeshing technique is needed for large-scale 3D simulations.
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Figure 4.23: The elements selected for refinement during a 3D nanoindentation example. A movie
is available here.
4.8.4.2 Relaxation of a nano-cube
In order to test our mesh refinement capabilities, we will examine the refinement induced by surface
relaxation. We quasistatically relax the initial configuration of a nano-cube of side length 11.52 nm
whose edges align with the (100) directions of the Cu single crystal modeled by the extended Finnis-
Sinclair potential of [Dai et al., 2006]. Surface relaxation leads to a deformation of the cube without
any applied loads, and the refinement algorithm is applied to achieve higher accuracy near the
surface of the cube. Figure 4.24a shows the resulting total number of sampling atoms in the QC
representation of the cube compared to the total number of lattice sites in the cube. For large values
of the refinement tolerance (effectively suppressing refinement overall), all QC models have the same
underlying mesh and thus the number of sampling atoms. For example, a tolerance of 10 merely
indicates the different numbers of sampling atoms resulting from the different summation rules. For
small values of the refinement tolerance, all simulations approach full atomistic resolution.
The total energy of the relaxed cube contains essential contributions from atoms on and near the
surfaces. Figure 4.24b shows the total error introduced by five different summation rules (the new
second-order rule is included with two different choices of the effective interaction distance r). Of
course, one cannot expect that large coarsening ratios (i.e., high refinement tolerances) reproduce
the energy correctly, especially in such a small cube where the relaxation near edges and vertices
deviates from the planar geometry studied in Section 3.5.1. Results show that for large element sizes
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Figure 4.24: Relaxation of a free-standing nano-cube with adaptive mesh refinement: (a) total
number of sampling atoms in the QC representation of the cube resulting from different values of
the refinement tolerance (graphics show the cube after refinement for different refinement tolerance
levels); (b) error of the approximated total surface energy of the cube vs. refinement tolerance for
various summation rules.
(high refinement tolerance) the error produced by the new summation rules is orders of magnitude
less than that of the nodal and cluster rules, and comparable to four-point quadrature. Even with
refinement the new second-order rule overall performs best and offers a significant improvement.
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Chapter 5
Discussion, Outlook, Conclusions
On the forefront of scientific research, new manufacturing technologies enable the production of
materials with features and behavior previously-unimagined. The ability to create systems with
abundant free surfaces (such as nanoporous metals, foams, and lattices) opens up new horizons
in the the study of physical, chemical, and mechanical behavior. There is a wealth of promising
physical phenomena that leverage nanoscale features for tuning or customizing overall system re-
sponse. Modeling the behavior of these new systems is difficult precisely because the overall systems
response is a function of nanoscale behavior. In order to predict and analyze these effects, new tools
are needed that are capable of tracking or accounting for atomic effects while not limiting the overall
system size to unrealistically-small samples. Beyond the need to model new functional materials,
a large number of small-scale deformation and failure mechanisms remain poorly-understood and
require these new tools.
From its inception almost 20 years ago, the QC method has enabled the incorporation of atomistic
phenomena into simulations of large physical space via coarse-graining. Many QC formulations and
methods have been proposed, analyzed, and utilized for the modeling of various physical phenomena.
Some formulations differ qualitatively (force-based versus energy-based) and some algorithmically
(local/nonlocal treatment). Most simulations presented in the literature are of systems of relatively
few degrees of freedom (fewer than one million) and fall short of QC’s potential to model large
systems of scientific interest. Lastly, many QC formulations suffer from the presence of spurious
forces, which are commonly used to cast doubt on the validity of the QC method or the results of
particular QC simulations. The goal of this current work was to re-formulate the energy-based QC
method in a way that vastly reduces spurious forces and enables QC’s full potential for large-scale
systems.
5.1 Achievements
The following achievements summarize the unique advancements presented by the current work:
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• We have created a novel, fully-nonlocal formulation of the QC method which requires no
differentiation between regions (i.e., only one solver is used and no local/nonlocal criterion
is necessary). The formulation is energy-based to provide conservative forces and avoid the
drawbacks of force-based strategies.
• We separated energy sampling from kinematics by introducing a general summation rule frame-
work through which legacy and novel summation rules are supported. This framework allows
us to directly compare the performance of the various sampling methods analytically and
numerically.
• Drawing from insights obtained through analysis, we proposed a novel, “optimal” summation
rule of first and second order in one, two, and three dimensions. This novel summation accounts
for each class of energetically-similar atomic sites produced by the affine interpolation.
• To predict expected accuracy of the summation rules, we analyzed their energy and force errors
in one and two dimensions and derived associated error expressions for the large-element limit.
The optimal summation rule was predicted to outperform existing summation rules in all
metrics.
• After we predicted accuracy, we numerically investigated energy and force errors in two and
three dimensions and verified the superior performance of the new summation rules for par-
ticular deformation states (without equilibrating or running a solver).
• Integral tests (with equilibration) were then performed on a system with a void and errors
with respect to geometrically-equivalent lattice statics simulations were quantified for position
and energy errors. The novel summation rules performed phenomenally, with very low errors
throughout the entire domain.
• To demonstrate the power of the various summation rules to produce physically correct results,
we examined their ability to reproduce physical elastic constants with pathologically-poor
meshes.
• The formation and growth of microstructure are of particular interest and we explored dislo-
cation emission and patterns in two- and three-dimensional nanoindentation simulations.
• Due to the characteristic ability of this new QC method to capture atomic effects at surfaces
without requiring full atomistic resolution, we verified that the optimal summation rules better
capture effects from free surfaces by examining surface energies, the elastic moduli of nanorods,
and uniaxial extension of a hole in a nanofilm. None of these coarse-grained examinations are
possible without the second-order summation rule introduced in this work.
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• We designed and implemented a new, high-quality, modular, and performant realization of
the QC method. The implementation uses techniques from high-performance computing to
maximize its usage of a single computer, and the algorithm is formulated for distributed-
memory parallelism to enable the simulation of arbitrarily-large samples.
• In order to support arbitrarily-high levels of deformation, a novel adaptive neighborhoods
algorithm was designed and implemented. This neighborhoods algorithm helps ensure that
energetic calculations are correct in the presence of large local rearrangements of atoms and
enables simulations with significant plasticity.
• The implementation includes the capability to concurrently simulate multiple grains and allows
for the study of large polycrystal domains. This capability will be leveraged in upcoming
studies.
• The new QC code was used to simulate nanoscale deformation and failure mechanisms in fcc
metals, specifically Cu and Al single- and polycrystals. Results include the microstructural
evolution both quasistatically and dynamically.
5.2 Future challenges
The existing formulation and implementation are innovative and, as we have demonstrated, enable
accurate analysis of large-scale systems. However, there is room for improvement and the following
directions would improve not only the fidelity of possible simulations but also expand the capabilities
of this method to simulations of greater scientific interest:
• Adaptive model refinement is a key component of the QC method, and a global form of
remeshing (which requires a single computer to store the entire mesh) is currently supported.
However, this style of remeshing is slow and wasteful, and a more localized approach is pre-
ferred. However, due to this work’s unique parallel formulation in which no single computer
must store the entire domain, it is difficult to apply most of the remeshing schemes common
in finite element literature. A version of local refinement that minimizes communication was
implemented, but does not produce meshes of satisfactory quality.
The facts that instances of the program do not store the entire mesh as well as the need
to only insert new mesh vertices on valid atomic sites complicate the remeshing process. An
elegant solution to the problem may be to disregard the existing connectivity in regions around
elements to be refined, insert new vertices, and reconnect the entire subregion. This requires
the implementation of constrained Delaunay, advancing-front, or another type of triangulation,
customized for the case discrete mesh vertices. This possibility would produce high-quality
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meshes and have bounded communication requirements. Another possibility is to adapt known
parallel triangulation methods to the case where no single computer has enough information
to coordinate and delegate work. Local refinement may be performed by manual bisection
to account for the discrete positions of candidate new vertices. Lastly, the existing technique
which produces meshes of poor quality may be retained and topological optimization methods
can be applied to improve mesh quality without having to perform difficult triangulations.
A performant local remeshing scheme that functions in the case of a fully-distributed mesh is
the single most important improvement to make to the current QC implementation. Though
the size of the initial mesh would still be limited by the capability of the mesher (to around
the low tens of millions of repatoms), simulations of an arbitrary number of repatoms could
be performed by adding resolution wherever needed. The added resolution will cause load
balancing problems where some instances of the program contain a disproportionate amount
of work to perform, but many tools exist to perform parallel load balancing.
• All examples shown here are obtained from equilibration or dynamic evolution at zero tem-
perature. The extension to finite temperature, for example through the maximum-entropy
approach of [Venturini et al., 2014], can be added to the fully-nonlocal QC formulation. In
fact, the chosen energy-based formulation preserves the Hamiltonian structures and is there-
fore ideal for this extension. Note that, depending on the specific formulation chosen, the
simulation of heat and mass transfer at the nanoscale [Venturini et al., 2014] may also suffer
from flux artifacts comparable to force artifacts, which can be analyzed and/or mitigated by
the presented QC formulation.
• Much of the difficulty in the implementation of this formulation stems from the fact that
sampling atoms, neighborhoods, and remeshing are found or performed in the undeformed
configuration. This dependence on the reference configuration forces the creation of the adap-
tive neighborhoods scheme and imposes constraints on the capabilities and adaptivity of the
method. For example, the requirement to have a reference configuration which represents a
correct Bravais lattice makes the study of scenarios with pre-existing dislocations difficult. As
another example, dislocations require atomistic resolution but once a dislocation has passed
through a particular region of the mesh, the resulting repatom positions almost form a Bra-
vais lattice once again. Despite the regular arrangement of repatom positions in the deformed
configuration, the deformed mesh is of very poor quality because it uses the connectivity from
the undeformed configuration. If the formulation did not require the original reference config-
uration, the deformed mesh could be locally coarsened when atomistic resolution is no longer
needed and the only atomistic resolution necessary to capture the propagation of dislocations
would be a pocket around the dislocation.
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This formulation, which we term the Updated Lagrangian Formulation, would enable unprece-
dented simulations of extreme efficiency and agility; dislocations could propagate through the
entire domain without leaving a wake of expensive and unnecessary atomistic. One of the
difficulties in implementing such a formulation is remeshing. If every element in the domain
has a distinct set of Bravais lattice vectors, the Bravais lattice vectors of new elements inserted
by remeshing must be determined. The set of Bravais lattice vectors assigned to a particular
element must be compatible with the vertices of the element, which requires approximation
and may result in unphysical meshes in the transition down to atomistic resolution.
Overall, we have contributed a major improvement to the QC community. The two obstacles of
spurious forces and free surfaces have been significantly improved within a fully-nonlocal framework
that allows for organic incorporation of atomistic resolution into the method without separate regions
or differing treatments. We have demonstrated the superior performance of this new framework in
analysis as well as numerical experiment, in particular configurations as well as integral tests, and in
bulk behavior as well as free surfaces. We have presented a performant, high-quality implementation
of the formulation and enumerated the key components required for the community to incorporate
our work into their own. There remain improvements to be made, but the present work not only
demonstrates capabilities and capacities greater than existing methods but also lays the foundation
for multiple directions of unprecedented and unparalleled future work within the Kochmann research
group on the forefront of scientific research.
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Appendix A
High-deformation adaptive
neighborhoods
A.1 Overview
The degrees of freedom in the QC method are the repatom positions. In the specific fully-nonlocal
formulation of this work, energetic quantities are sampled at sampling atom locations, which are
obtained via interpolation of the repatom positions. However, in order to calculate sampling atom
energies, repatom forces, sampling atom centrosymmetries, or any other property related to sampling
atoms, a representation of the local atomic neighborhood of every sampling atom is needed. As with
the sampling atoms themselves, these neighbor positions are also dependent on the locations of
repatoms. At a high level, the purpose of the initialization phase of the simulation is to populate
sampling atoms and set up their neighborhoods, and the solution phase of the simulation simply
iterates through the neighborhoods many times to update neighbor positions, calculate repatom
forces, and advance repatom positions.
It is crucial that, whenever energetic quantities are calculated at sampling atoms, those sampling
atoms consider all of the lattice sites which would be within the potential’s cutoff radius if the
simulation were performed with MD. In simulations that experience purely elastic deformation, the
neighbors of a given sampling atom in the beginning of the simulation will most likely be sufficient
and no further neighbors need to be found. However, in simulations with plastic deformation where
there exists large relative atomic motion, sampling atoms will require updates of their local atomic
neighborhoods to account for initially-distant neighbors that gradually move into their immediate
neighborhood.
For an example, see Figure A.1, which is a still from a movie available here. The scenario is
2D spherical nanoindentation using the Extended Finnis Sinclair potential for copper; however, the
simulation is run for illustration of the neighborhoods algorithm and not for its physical relevance.
In particular, dislocations form and propagate long before the snapshot shown in Figure A.1. In
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Figure A.1: A still from a severely-deforming 2D nanoindentation example made to illustrate the
adaptive neighborhoods algorithm. The left two panels are drawn in the undeformed configuration,
the right two panels are in the deformed configuration. The upper two panels show the neighborhood
of a given sampling atom in the undeformed and deformed configurations; green spheres are neighbors
within the potential’s interaction distance and orange spheres are not within the interaction distance.
Over the course of the simulation, some sampling atoms need neighbors in the deformed configuration
were originally far away in the undeformed configuration, and the lower two panels color all sampling
atoms by the distance to the farthest neighbor in the undeformed configuration. In particular, all
of the sampling atoms colored red in the lower panels indicate that one of their current neighbors
in the deformed configuration if found more than 50 A˚ away in the undeformed configuration. The
deformation is sufficiently high that, for many sampling atoms, none of their starting neighbors
remain neighbors by the end. The full movie is available here.
order to measure meaningful physical quantities from the simulation, remeshing is needed to allow
the dislocations to propagate through the domain or the results will be corrupted by the entrapment
of the dislocations. However, in the shown example we have disabled remeshing and applied severe
deformation in order to test the neighborhood algorithm.
A neighborhoods algorithm capable of supporting such high deformation must ensure that each
sampling atom has all of the neighbors it needs in the deformed configuration at any given time.
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However, it must also not include too many neighbors, or the simulation will develop a prohibitively
large memory footprint and neighbor calculations will become far more expensive than what is
strictly required for correctness. In the following sections we describe the implemented neighbor-
hood algorithm, which attempts to achieve high performance while supporting arbitrarily large
deformations.
Note that details regarding the non-trivial interaction between the neighborhoods algorithm and
parallelization are addressed in Section C.4
A.2 What information is stored
In molecular dynamics, atomic neighborhoods are obtained for a given timestep by performing
neighbor searches among all of the atoms in the simulation. In the QC formulation of this work, no
such neighbor searches can be performed because there is no pool of “available neighbors” in which
to search. While it is true that in regions of atomistic refinement, the neighbors of a sampling atom
will be repatoms and one couple perform neighbor searches on the repatoms. However, in regions
of any coarsening, the neighbors of a sampling atom will be neither repatoms nor sampling atoms -
they are simply points which are linearly interpolated from repatom positions. A sampling atom’s
“neighbor”, therefore, is a tuple of “repatom dependencies”, where a repatom dependence is a pair
of a repatom’s index and a corresponding shape function value.
To calculate the position of a neighbor, one must only iterate through the neighbor’s repatom
dependencies and multiply the position of each referenced repatom by the corresponding shape
function value. Changing between the undeformed and deformed configurations is accomplished by
using either the mesh vertices (undeformed repatom positions) or the deformed repatom locations
as the positions used in interpolation.
If a neighbor lies on a repatom (on a vertex of the mesh), then only one repatom dependence is
needed to represent it, with a shape function value of 1. If a neighbor lies on or within an element,
then up to SpatialDimension+1 repatom dependencies are needed to represent it (i.e., up to 3
dependencies in 2D and 4 dependencies in 3D). The sum of the shape function values found in all
of the repatom dependencies for a given neighbor must be 1; however, individual components do
not have to be strictly positive (this is discussed in Section 2.3.2.5 to allow for Cauchy-Born-type
sampling atoms).
The absolute minimum that the container of sampling atoms neighbors needs to store is all of
the repatom dependencies (between 1 and 4) for all of the neighbors (typically between 1 and 100)
of all of the sampling atoms (typically between 103 and 107). However, the positions of, unit vectors
to, and distances to neighbors are used by several sections of the simulation on each iteration (such
as computing centrosymmetry and determining if any neighbors pass the relative movement trigger
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described in Section A.3.3), so neighbor positions, distances, and unit vectors are stored as well.
While it would be possible to not store these quantities and recompute them each time they are
needed, doing so is detrimental to performance because it re-incurs all of the cache misses required
to compute the position of the neighbor by reading from potentially-uncached repatom positions.
A.3 Ensuring necessary neighborhoods under large deforma-
tion
If, during the course of a loadstep, a sampling atom does not have in its neighborhood a lattice site
that has entered the potential’s interaction distance, the equilibrated solution is incorrect. When
sampling atoms do not have all the required neighbors, it is common for them (or the repatoms
they depend on) to collapse onto the same location, move too close to each other, or produce other
unphysical results.
A.3.1 Goal and purpose
For a neighborhood scheme to be correct, it must guarantee that each sampling atom always has
all of the neighbor atoms that are within the potential’s interaction distance. The most correct,
but least efficient, method of guaranteeing that each sampling atom has all of its required neighbor
atoms is for each sampling atom to have in its neighborhood every single lattice site in the entire
domain. The goal of the adaptive neighborhoods is to obtain exactly the same answer as one would
obtain with this expensive version while using the smallest neighborhoods possible.
A.3.2 High-level view of neighborhood generation
Instead of storing each and every lattice site in the entire domain, each sampling atom stores only the
lattice sites that are within a certain deformedCutoffRadius in the deformed configuration. How-
ever, in the QC formulation of this work neighbors cannot be generated in the deformed configuration
but must instead be generated in the undeformed configuration, mapped to the deformed configu-
ration using the current repatom positions, and then checked for proximity to the sampling atom.
The conceptual algorithm for generating sampling atom neighborhoods is shown in Listing A.1.
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Listing A.1: Conceptual algorithm for generating sampling atom neighborhoods
for each sampling atom
candidateNeighbors = generate all lattice sites within some
undeformedCutoffRadius in the undeformed configuration
map candidateNeighbors to the deformed configuration
neighbors = []
for each candidateNeighbor in candidateNeighbors
map candidateNeighbor to deformed configuration
if deformed distance to candidateNeighbor is within the deformedCutoffRadius
add candidateNeighbor to neighbors
A.3.3 When to rebuild
Once a neighborhood has been built and then repatom positions are subsequently moved (through a
loadstep iteration’s update or by any other means), it is difficult to know whether a given sampling
atom still has a complete neighborhood. If the new repatom positions do not bring any new lattice
sites within the potential’s interaction distance of the sampling atom, then the existing neighborhood
is sufficient. However, if the new repatom positions do bring a new lattice site within the cutoff
radius, the sampling atom’s neighborhood must be rebuilt.
The metric chosen for determining whether a sampling atom’s neighborhood needs to be rebuilt
is designed in the spirit that, if a new lattice site is entering the neighborhood, the existing neighbors
must be “moved out of the way.” Every time a sampling atom’s neighborhood is built, the relative
position of each neighbor of the sampling atom is stored. To determine whether a given sampling
atom’s neighborhood is still sufficient for a new deformed configuration, the updated relative posi-
tion of each neighbor is calculated. If the relative movement of a neighbor of a sampling atom is
sufficiently large, the sampling atom’s neighborhood needs to be rebuilt. The relative movement
tolerance is arbitrary, but values of around 0.3 A˚ have performed well in numerical experiments.
This algorithm is illustrated in Figure A.2 and can be watched here. In order to reduce the cost of
neighborhood updates, neighbors which are found to be sufficiently far away from the sampling atom
but within the deformed cutoff radius are marked as “backup” neighbors. These backup neighbors
are in the neighborhood but are far enough away that they are updated and checked less frequently
than the others until they become sufficiently close. In Figure A.2, the orange/dark blue neighbors
are neighbors that are always updated and used in calculations, while the light blue/red neighbors
are backup neighbors.
Because rebuilding even one neighborhood out of the entire set of neighborhoods has some
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(a) Beginning of the loadstep
(b) On some iteration, a neighbor passes the rela-
tive movement trigger and flags the neighborhood
to be rebuilt
(c) The sampling atom’s neighborhood is rebuilt,
dropping one of the neighbors.
(d) Some iterations later, the neighborhoods have
moved enough again to trigger a rebuild.
(e) The sampling atom’s neighborhood is rebuilt
again, taking into account a new neighbor.
Figure A.2: An example of the high deformation neighborhood algorithm rebuilding a neighborhood.
Red and orange spheres are the current positions of neighbors. Light and dark blue spheres are
the relative positions of those neighbors at the last build. When a red or orange sphere overlaps
significantly with a blue sphere (such as in the third panel), the neighbor has not moved much since
the last neighborhood build. A movie is available here.
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fixed cost related to global data structures (element incidences, setting up data structures to find
closest simplices, etc.), it is preferable to build neighborhoods in larger batches rather than, for
example, once per solver iteration. Therefore, the algorithm is currently configured such that, if
on a given iteration any sampling atoms are flagged using the relative movement tolerance, all
sampling atoms that are close to the tolerance are rebuilt as well. “Close to” means that their
relative neighbor movement is at least some threshold times the relative movement tolerance. Initial
numerical experimentation indicates that a threshold of around 0.5 gives a good trade-off between
processing sampling atoms in batches that are reasonably sized and rebuilding more sampling atoms
than are perhaps strictly necessary.
It is important to note that we are using the relative movement of the neighbors we know about
and are tracking as a proxy for whether other lattice sites that we do not know about, and are not
tracking might have entered the neighborhood. There is no guarantee that this proxy will ensure
that the neighborhood is actually correct. If there is a situation in which an untracked lattice site
(which is not a neighbor) enters the neighborhood and yet none of the tracked neighbors are moving
sufficiently because of it, this algorithm will fail to rebuild the neighborhood and perhaps allow for
an incorrect neighborhood. This is a difficult case to capture: if none of the neighbors of a sampling
atom are moving very much, how can the sampling atom know that it needs to start tracking a new
neighbor?
One example of this type of pathological behavior is on the surface of nanoindentation and is
shown in Figure A.3 (the coloring follows the same coloring scheme described above for Figure A.2)
and can be watched here. A sampling atom on the surface sees a relatively calm neighborhood,
and yet atoms that curl away from the indenter can approach surface atoms without disturbing
the neighborhood of those surface atoms. The figure shows a particular case of a general situation
in which a neighborhood starts correct at the beginning of the loadstep (the first panel), a lattice
site moves within the neighborhood undetected because the algorithm does not detect any reason to
rebuild the neighborhood (the second panel), and finally the new lattice site is detected and included
in the neighborhood after some other neighbor moves enough to cause a neighborhood rebuild (the
third panel).
A.3.3.1 Example failure rate
The performance and correctness of the adaptive neighborhoods algorithm can be measured and
tracked. Whenever a sampling atom’s neighborhood is rebuilt, the number of neighbors within
the potential’s interaction distance is measured before and after the rebuild. If the number of
neighbors within the potential’s interaction distance increases during the rebuild, then the previous
neighborhood was incorrect. The code keeps track of and reports the frequency of this type of error
over the course of a loadstep, which is not considered fatal unless the incorrect neighborhood is
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(a) Neighborhood at the beginning of the loadstep
(b) A lattice site shifts into the radius, but the neighbors haven’t moved
enough to trigger a rebuild
(c) Eventually, the neighbors move enough to trigger a rebuild, when it
is discovered that the neighborhood was incorrect
Figure A.3: An example in which the neighborhood algorithm fails. Due to the free surface, atoms
may approach a surface sampling atom without disturbing the sampling atom’s local neighborhood.
The color scheme is explained in Figure A.2 and a movie of this process can be seen here.
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caught after a loadstep has equilibrated.
For example, over the course of the nanoindentation simulation shown in Figure A.1, the 50-
loadstep simulation took 355,000 iterations, for a average of 14,000 iterations per loadstep. 2,800,
or 0.79% of the iterations required at least one neighborhood rebuild and a total of 194,000 neigh-
borhoods were rebuilt. Of those, 6 (0.003%) of the rebuilt neighborhoods were erroneous.
A.3.4 Undeformed and deformed cutoff radii
For a given sampling atom, the neighborhood container keeps track of more neighbors than it strictly
needs to for correctness, monitors their relative movements to estimate when it needs to rebuild the
neighborhood, and rebuilds the neighborhood when a neighbor has moved too much. When the
neighborhood container builds a set of candidate neighbors, it keeps those that lie within a certain
radius in the deformed configuration, the deformedCutoffRadius (see Figure A.4). This radius
has been chosen as a factor times the relative distance a neighbor moves before the neighborhood
is rebuilt. The value chosen for the factor is a function of how drastically the neighborhoods are
expected to change for a given scenario, but using a factor of 1 is risky and factors of 2 or 3 are
conservative.
Figure A.4: Neighborhood buffer distance illustration.
While the deformedCutoffRadius controls which lattice sites in the deformed configuration
are kept in a sampling atom’s neighborhood, the candidate pool must first be generated in the
undeformed configuration and mapped into the deformed configuration. Unfortunately, there is no
easy closed form expression for how far away one must generate lattice sites in the undeformed
configuration in order to cover all necessary neighbors in the deformed configuration. The general
strategy used in the current algorithm is to generate neighbors within a fixed distance beyond
the largest distance (in the undeformed configuration) to a current neighbor, assuming that new
necessary neighbors will always be within some bounded distance away from existing neighbors.
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Figure A.5: The neighborhood of a sampling atom experiencing severe deformation. The large red
circle in the upper left panel represents the maxNeighborDistance, the larger blue circle represents
the undeformedCutoffRadius. The candidate neighbors are colored arbitrarily from blue to red in
the undeformed and deformed configurations, and the retained neighborhood (which is stored after
the rebuild) is colored black. The movie of the evolution of this neighborhood can be seen here.
Lattice sites are generated in the undeformed configuration with an undeformedCutoffRadius,
which is specific to each sampling atom and is a function of how highly-deformed its neighborhood
is. Sampling atoms keep track of the largest distance to one of their neighbors in the undeformed
configuration, the maxNeighborDistance. The undeformedCutoffRadius must be larger than the
maxNeighborDistance or the sampling atom would not be generating any more possible neigh-
bors than it was before, so the undeformedCutoffRadius is chosen to be the sampling atom’s
maxNeighborDistance plus some neighborhood expansion distance, which depends on how highly
the neighborhoods of a given scenario are expected to deform. In the severe-deformation nanoin-
dentation scenario of Figure A.1, a neighborhood expansion distance of 5 was too small, but 10 was
sufficient.
Figures A.5 and A.6 (movie versions here and here) illustrate the maxNeighborDistance,
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Figure A.6: The neighborhood of a sampling atom experiencing less deformation than that of Fig-
ure A.5 and this figure shares the same coloring scheme. The movie of the evolution of this neigh-
borhood can be seen here.
undeformedCutoffRadius, the candidate neighbors, the candidates mapped to the deformed con-
figuration, and the actual retained neighborhood. Both figures are from the end of the simulation,
but the highly-deforming neighborhood had 393 rebuilds and the less highly-deforming neighbor-
hood had 129 rebuilds. The linked movies show the evolution of the maxNeighborDistance over
the course of the simulation, which starts low (4.95) and grows to very large (55.8, for Figure A.5).
Because of the very large maxNeighborDistance achieved of 55.8, many candidate neighbors are
generated in the undeformed configuration and mapped to the deformed configuration, and in 3D
the number would be much higher. However, it is critical to point out that only a small fraction of
those candidates are kept in the neighborhood for use during iterations.
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A.4 Neighborhood construction for different sampling rules
In order to support the various legacy and novel summation rules supported in this QC realization,
the neighborhood container must be able to build and support neighborhoods for four qualitatively
different types of sampling atoms: non-Cauchy-Born-type sampling atoms with neighboring elements
with the same orientation, non-Cauchy-Born-type sampling atoms with neighboring elements of
different orientations, Cauchy-Born-type sampling atoms inside of an element, and Cauchy-Born-
type sampling atoms on the face of an element. The general procedure used to generate the sampling
atom neighborhoods is shown in Listing A.2. The sampling atom type affects how the pool of
candidate neighbors is generated, but the remainder of the algorithm is the same.
Listing A.2: Algorithm for generating sampling atom neighborhoods
for each sampling atom
determine this sampling atom’s undeformedCutoffRadius
generate the candidate neighbors according to this sampling atom’s type
for each candidate neighbor
map candidate to the deformed configuration
if the candidate’s deformed positions is within the deformedCutoffRadius
add the candidate to the neighborhood
A.4.1 Cauchy-Born-type sampling atoms
The neighbors of Cauchy-Born-type sampling atoms have prescribed deformations applied to them,
regardless of in which elements they actually lie in physical space. As discussed in Section 2.3.2.5,
this is achieved by allowing the shape function values of neighbor positions to have negative com-
ponents. As with all sampling atom types, once the candidate neighbors are generated in the
undeformed configuration, they are mapped to the deformed configuration and those that lie within
the deformedCutoffRadius are kept as the sampling atom’s neighborhood. Figure A.7 shows ex-
amples of neighborhoods for different element sizes for Cauchy-Born-type sampling atoms within
elements (first column) and on the faces of elements (second column).
Inside of elements In both first- and second-order optimal summation rules, there are sampling
atoms at the barycenter of each (sufficiently-large) element. These sampling atoms “see” only the
deformation of their containing element, irrespective of the element size. The approximation is
excellent for elements whose ball of interaction around the sampling atom is fully-contained within
the element, it is still good for elements where the ball extends beyond the element boundaries, but
it is poor when the ball completely contains the element.
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(a) Barycenter Cauchy Born Sampling Atom in a Large
Element
(b) Face Cauchy Born Sampling Atom in Large Elements
(c) Barycenter Cauchy Born Sampling Atom in a Medium
Element
(d) Face Cauchy Born Sampling Atom in Medium Ele-
ments
(e) Barycenter Cauchy Born Sampling Atom in a Small
Element
(f) Face Cauchy Born Sampling Atom in Small Elements
Figure A.7: Illustrations of Cauchy-Born-type sampling atoms in elements of different sizes.
To generate the neighborhood for a Cauchy-Born-type sampling atom inside an element, one
must first identify the containing element and generate candidate neighbors in the undeformed
configuration. Whether or not the candidate neighbor lies inside of the element that contains the
sampling atom, each candidate neighbor’s shape functions values are calculated with respect to the
containing element.
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On element faces In the second-order optimal summation rule, there are sampling atoms on the
(sufficiently-large) faces of each element. Regardless of the sizes of the elements, these sampling
atoms “see” the deformation of two elements: half the neighborhood will be deformed according to
the gradient of one and half according to the other.
To generate the neighborhood for a Cauchy-Born-type sampling atom on the face of an element,
one must first identify its two incident elements and generate candidate neighbors in the undeformed
configuration. The two elements are separated by the plane of the face joining them. Regardless of
whether the candidate neighbors lie inside either of the two elements, the shape function values for
the candidate neighbors are calculated with respect to the element on whichever side of the dividing
plane the neighbor lies.
A.4.2 Non-Cauchy-Born-type sampling atoms in regions of uniform crys-
tal orientation
None of the sampling atoms in quadrature and cluster sampling have Cauchy-Born deformation,
and neither do the sampling atoms on repatoms in the optimal rules. These sampling atoms “see”
the deformation of all incident elements.
To generate the neighborhood for a non-Cauchy-Born-type sampling atom in a region of uniform
orientation, one first generates lattice sites up to the undeformedCutoffRadius in the undeformed
configuration using the orientation of the region and the sampling atom’s undeformed position as an
existing lattice site. In order to calculate the shape function values of these candidate neighbors, the
containing simplex must be found for each candidate, which is an expensive process. If a candidate
neighbor has no containing simplex, it is outside of the mesh and is discarded. The shape function
values of the remaining candidates are calculated with respect to their containing simplices, and no
negative shape function values are permitted. Candidate neighbors are mapped to the deformed
configuration, and those that lie within the deformedCutoffRadius are kept as the sampling atom’s
neighborhood. Figure A.5 shows an example of how this type of neighborhood is constructed.
Listing A.3: Neighborhoods for polycrystals
for each element incident on the ball of radius undeformedCutoffRadius
if the element has no orientation
add the vertices as candidate neighbors
else
generate possible sites with this element’s orientation
for each possible site
if the possible site is within this element
add possible site to candidate neighbors
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Figure A.8: An example of neighborhoods for polycrystal simulations. The upper left panel shows
the neighborhood in the undeformed configuration, the upper right panel shows the deformed con-
figuration. The bottom panel shows the deformation of the entire domain. Elements are colored by
their orientation. A movie is available here.
A.4.3 Non-Cauchy-Born-type sampling atoms in polycrystal simulations
In polycrystal simulations, each element in the simulation has a specified orientation, and elements
on grain boundaries that have no orientation receive an indicative marker. When the elements
incident on a sampling atom are all atomistic, only their nodes are added as neighbors. However,
when incident elements are not atomistic and have different orientations (i.e., near a grain boundary),
care must be taken to generate correct lattice sites.
That is, any sampling atom whose ball of radius undeformedCutoffRadius is incident on ele-
ments of different orientations must be sure to generate only valid lattice sites with respect to the
orientation of each element. Because each element can (in principle) have a different orientation,
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the generation of neighborhood lattice sites can be accomplished as an operation over all incident
elements (see Listing A.3).
In 3D simulations experiencing significant deformation, sampling atoms can be incident on thou-
sands of elements and the algorithm of Listing A.3 is too costly. Most sampling atoms are incident
on elements of at most a few orientations, and in practice this fact is leveraged to greatly reduce the
cost of generating neighborhoods by performing a few distinct generations of uniform orientation
(Section A.4.2) and not performing the full general algorithm of Listing A.3.
An example of a 3D polycrystal simulation can be seen in Figure 4.16, though it is too difficult
to illustrate neighborhoods with different orientations in 3D. Figure A.8 shows neighborhoods for a
2D polycrystal simulation undergoing simple shear, and a movie of the simulation is available here.
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Appendix B
Repairing meshes
B.1 Overview
The mesh connecting the undeformed repatom positions is a key component of the simulation,
affecting sampling atom positions, neighbor positions, adaptive model refinement, and many other
aspects. Except for the exceptional case when a mesh is a uniformly coarsened box and meshing can
be done manually (see, for example, free surface simulations in Section 3.5 where uniform meshing
is necessary to avoid nonuniform surface forces), external software packages are used to mesh the
convex hull of the undeformed repatom positions as well as any provided vacant locations (see
section 4.3.1). In two dimensions, both triangle [Shewchuk, 1996] and CGAL [Hert and Seel, 2015]
were used and exhibited no difficulties. Meshing in three dimensions has proven to be a significantly
more challenging task.
B.2 Three dimensional meshing and degenerate elements
In general, three dimensional Delaunay triangulation is made difficult and the solution becomes
non-unique when input points are co-spherical because it is challenging to perform the incircle or
insphere tests used in intermediate triangulation steps. Unfortunately, the regular arrangement of
atomic positions in a QC mesh has many instances of co-spherical points and poses great difficulty
for meshers. For example, Vtk’s mesher simply does not mesh almost any QC mesh because it
cannot solve required linear systems.
In three dimensions, we have tested many different meshers (Vtk [Shroeder et al., 2006], hull [Clark-
son et al., 1993], Qhull [Barber et al., 1996], Tetgen [Si., 2015], CGAL [Hert and Seel, 2015], Matlab,
and Mathematica), but all tested meshers produce meshes with problematic or invalid elements,
primarily zero-volume tetrahedra. Returning to the Vtk mesher’s inability to complete meshes, it is
possible to coax it to mesh by perturbing the positions of the input points (what qhull calls “Jog-
gling the input”). Though this causes Vtk to complete the meshing process, perturbing the input
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(a) 1 Zero-volume element (b) Adjacent elements (c) Adjacent elements after repair
(d) 1 Nonzero volume element (e) Adjacent elements (f) Adjacent elements after repair
(g) 2 Zero-volume elements (h) Adjacent elements (i) Adjacent elements after repair
Figure B.1: Zero-volume element repair of two adjacent degenerate tetrahedra.
points magnifies the problem of zero-volume tetrahedra. If input points are perturbed, the meshers
mesh the perturbed points and create many elements of very small volume and high condition num-
ber. When the connectivity from the mesh of the perturbed points is applied to the original and
unperturbed points, the elements of very small volume become zero-volume elements.
Vtk is the only mesher for which we perturb input points for the purpose of coaxing it to solve,
and unsurprisingly this produces many zero-volume (less than 1× 10−6A˚3) elements. If these same
perturbed input points are given to the other meshers, many zero-volume elements are produced.
However, in practice we do not perturb the input points to the other meshers because it is not
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(a) Qhull, 1441 degenerates (b) Vtk, 744 degenerates
(c) CGAL, 73 degenerates (d) Repaired mesh, 0 degenerates
Figure B.2: Repairing the sharp mesh from the Interface scenario 3.2.3.
necessary in order for them to perform triangulation. Nevertheless, despite the fact that the input
points are unperturbed, the other meshers themselves produce zero-volume degenerate tetrahedron,
examples of which can be seen in Figure B.1 for an isolated degenerate tetrahedra and a pair
of adjacent degenerate tetrahedra. These degenerate tetrahedra disrupt many processes in a QC
simulation, such as generation of sampling atoms and adaptive model refinement.
In particular, consider the case of second-order optimal sampling atom creation, where sampling
atoms are created on the faces of elements. These side sampling atoms have neighbors that experience
either the deformation gradient of one side or the other side of the face. When there are degenerate
tetrahedra, the deformation gradient to use for one half of the neighbors of a sampling atom on
an element side is not well defined: the deformation gradient for the degenerate tetrahedron is
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(a) Qhull, 876 degenerates (b) Vtk, 512 degenerates
(c) CGAL, 143 degenerates (d) Repaired mesh, 2 degenerates
Figure B.3: Repairing the diffuse mesh from the Interface scenario 3.2.3.
pathological and there are two elements of non-zero volume that are physically proximal to the side.
In the current implementation, no side sampling atoms can be made for faces of elements that are
adjacent to degenerate tetrahedra.
As a second example of the difficulties that zero-volume tetrahedra present to the QC simula-
tion, consider adaptive model refinement, or “remeshing”. Roughly speaking, it is impossible for
refinement to “pass through” the barrier of a degenerate element. Because the deformation gradient
of the degenerate element is pathological, it is ignored by the refinement criterion and the element
is therefore never chosen to be refined. If the degenerate elements are removed from the mesh, then
the mesh has a topological, though not volumetric, hole through which mesh refinement cannot
propagate. A typical deformation mechanism in QC simulations is slip, where an entire sheet of
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Qhull 1441 876 902 15547
Vtk 744 512 958 4393
Tetgen 72 141 559 3476
CGAL 73 143 569 3486
Matlab 0 116 724 3575
Mathematica 0 117 711 3586
Repaired qhull 0 (100%) 2 (99.77%) 9 (99.00%) 248 (98.40%)
Repaired vtk 0 (100%) 3 (99.41%) 15 (98.43%) 199 (95.47%)
Repaired tetgen 0 (100%) 2 (98.58%) 10 (98.21%) 208 (94.01%)
Repaired CGAL 0 (100%) 2 (98.60%) 8 (98.59%) 190 (94.54%)
Table B.1: Degenerate element counts and repairing efficacy
atoms shifts with respect to another sheet. This type of slip propagates quickly through the solid,
but degenerate elements block the propagation and create non-physical dislocation buildups.
(a) Zero-volume element (b) Adjacent elements (c) Containing subset
Figure B.4: Geometry that cannot be repaired.
B.3 Repairing algorithm and efficacy
The core strategy for repairing the mesh of its degenerate zero-volume elements is to identify subsets
of the mesh that contain each degenerate element. Once a subset is identified, the internal topology
of the subset is modified (with a standard 3-2 edge flip [Shewchuk, 2002]) in a way that eliminates
the zero-volume tetrahedron while maintaining external shape and topology. The maintenance of
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(a) Unrepaired qhull (15547) (b) Repaired qhull (248)
(c) Unrepaired Vtk (4393) (d) Repaired Vtk (199)
(e) Unrepaired CGAL (3486) (f) Repaired CGAL (190)
Figure B.5: Repairing the structured mesh from a scenario with two voids.
external topology limits what geometries can be corrected. For example, the three geometries of
Figure B.1 can be successfully repaired: the first row shows an isolated zero-volume degenerate
element, the second row shows an isolated element of small but nonzero volume, and the last row
shows two adjacent degenerate tetrahedra. However, the geometry in FigureB.4 cannot be repaired;
the subset of elements containing the degenerate tetrahedron can be identified and is shown, but
there is no way to reconnect the elements in a way that maintains external shape and topology. This
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specific irreparable geometry is a common defect found in meshes that use spherical coarsening and
accounts for the vast majority of the remaining (unrepaired) degenerate elements in FigureB.5.
At a high level, an iteration of the repairing algorithm uses a given element condition number
to identify “degenerate” elements to attempt to repair, then attempts to repair all of that set of
degenerate elements. As enumerated in Listing B.1, the repairing process is performed in stages
where the degenerate element condition number is reduced from a starting value (for example, 20)
to a final value (for example, 5) over the course of multiple passes.
Listing B.1: Mesh repair algorithm
for each decreasing degenerate element condition number
make a list of all degenerate elements
for each degenerate element
if it has exactly one adjacent degenerate element
attempt special case of two adjacent elements
if it has no adjacent degenerate elements
if the correct geometry (a pyramid on one side) is be found
identify candidate correction
if the maximum condition number of the new simplices is less
than the condition numbers of the original simplices
modify two simplices, remove degenerate simplex
Table B.1 shows the number of degenerate elements produced by the various meshers for four
illustrative scenarios, as well as the repair success rate. Qhull creates the largest number of zero-
volume elements, even though its “joggling” option is not being used. Vtk produces fewer than
qhull, but because manual “joggling” of the input points is necessary for solutions to be found, many
zero-volume elements result. CGAL and tetgen perform almost identically, even sharing the vast
majority (> 99%) of their defects. Matlab and Mathematica create similar numbers of degenerate
elements, but the defects are not shared; they were included in this study for comparison and are not
directly usable by the code because of the complication of interfacing with them, the extra software
dependencies they would introduce, and the limitation in the size of meshes they can realistically
create.
In general, across the tens of different scenarios on which the mesh repair algorithm has been
used, it seems to eliminate over 98% of the defects for geometries of structured, random, or perturbed
meshes (as illustrated by the first three scenarios in Table B.1). Scenarios (such as the TwoVoids
scenario in the table) with spherical coarsening exhibit a specific defect (see Figure B.4) that is not
repairable by the algorithm, and defect repair rates drop to around 95%.
Specifically, Figures B.2 and B.3 show the degenerate elements before and after repair for the
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cases of sharp and diffuse 3D mesh interfaces. In the scenario with sharp mesh interfaces (FigureB.2),
CGAL/tetgen produces defects in the region around the atomistic part of the domain, while Vtk
and Qhull produce many more degenerate elements throughout the domain. However, the mesh
repair algorithm successfully removes all produced defects, regardless of the original mesher. In the
scenario with diffuse mesh interfaces (FigureB.3), repairing removes the vast majority but not quite
all (2-3 are left) of the produced defects, regardless of the original mesher.
Unlike for the previous interface scenarios, the mesh used for the study of elastic moduli (see
Section 3.3.2) is generated with random repatom positions and has no underlying structure. This
randomness reduces the performance gap between the best- and worst-performing meshers, and all
meshers produce hundreds of degenerate tetrahedra (see Figure B.6). Repairing successfully removes
more than 98% of the defects, and around 10 remain.
Figure B.5 shows a scenario in which there are two voids of different sizes, around each of
which the mesh is spherically coarsened (see section 4.3.1.1). In many scenarios, the more poorly-
performing meshers create similar defects but produce more of them. For this two voids scenario,
CGAL, tetgen, Matlab, and Mathematica all produce very similar defect patterns and only differ
by around a hundred defects but qhull and vtk produce qualitatively different mesh defect patterns.
This scenario is clearly a difficult one for qhull’s algorithm, as it produces four times more defects
than the other meshers. The mesh repair algorithm repairs most of the defects, but cannot repair
the specific defect shown in Figure B.4, and around 200 of these defects are left in the mesh.
B.4 Rounding point coordinates
The degenerate tetrahedra do not represent errors, per se, on the part of the meshers. When
input points are co-spherical, floating point approximation and tolerance become significant in the
evaluation of geometric predicates. Given the input point locations and their approximate floating-
point representations, the correct Delaunay triangulation must include those elements.
One way to reduce the number of produced degenerate tetrahedra is to improve the evaluation
of the geometric predicates by “snapping” input point coordinates to some given precision. That is,
two points may conceptually have the same x coordinate, but their x values are 6.54321 and 6.54320.
By rounding coordinates to a precision of 1× 10−2, the mesher can recognize that the points are on
the same plane and perhaps not generate a zero-volume element.
Figure B.7 shows the reduction in zero-volume tetrahedra versus the precision used in the round-
ing process for the “Diffuse Interfaces” (Figure B.3), “Elastic Constants” (Figure B.6), and “Two
Voids” (Figure B.5) scenarios. The number of degenerate elements converges to the un-rounded
number as the precision is reduced, and the optimal precision for all three scenarios is 1× 10−3.
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(a) Worst unrepaired version (Vtk, 958 degenerates) (b) Best unrepaired version (Tetgen, 559 degenerates)
(c) CGAL (569 degenerates) (d) Representative repaired mesh (8)
Figure B.6: Repairing the random mesh from the Elastic Constants scenario 3.3.2.
B.5 Chosen meshing strategy
The performance numbers and examples of Section B.3 are representative of the general performance
trends observed throughout the body of simulations that have been performed. CGAL and Tetgen
create almost identical meshes, while Qhull and Vtk generally produce many more degenerate el-
ements. Both Tetgen and CGAL have mechanisms for computing exact predicates, the evaluation
of which is crucial for calculating the incircle test. Tetgen is a direct derivative of Shewchuk’s
triangle code [Shewchuk, 1996] and uses its exact geometric predicates [Shewchuk, 1997] described
here. CGAL provides exact predicates and constructions through its Exact_predicates_exact_
constructions_kernel and Exact_predicates_inexact_constructions_kernel geometry ker-
nels which implement the “exact computation paradigm” [Yap and Dube, 1995]. Because use of the
kernel with inexact constructions does not change the degenerate elements nor the resultant mesh
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Figure B.7: Reduction in zero-volume tetrahedra by rounding point coordinates.
and is significantly faster, it is used in the current code.
The combination of Triangle/Tetgen performs almost identically to CGAL, but is not used be-
cause of software difficulties that required both to be modified. In particular, because Tetgen is a
direct derivative of Triangle, it is practically quite difficult to have both Tetgen and Triangle in the
same software project because they define symbols with the same name in the global namespace.
Tetgen is not set up to perform many consecutive meshes and required modification to better han-
dle its error and edges cases, because meshing is performed millions of times for the generation of
optimal sampling atoms.
CGAL makes meshes that are almost identical to those of Tetgen, it completes in about half the
time of Tetgen, supports 2D and 3D meshing, is actively maintained by an entire team of developers,
and does not require any modification. For all of these reasons, CGAL is currently the recommended
mesher.
Figure B.8 shows the effect of rounding, repairing, and their combination. Rounding alone
decreases the number of degenerate elements by sometimes as much as an order of magnitude or more,
while repairing alone usually reduces the number by several orders of magnitude. The combination
of rounding and repairing CGAL meshes successfully removes almost all defects, leaving no more
than 3 in even the hardest meshes.
Though there are some rare cases in which the process of rounding point coordinates increases
the number of degenerate tetrahedra, the combination of rounding and repairing produces the fewest
number of zero-volume elements. Because of this, CGAL is used for all 3D meshing, and rounding
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(b) Diffuse Interfaces
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(c) Elastic Constants
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(d) Two Voids
Figure B.8: Performance of repairing and rounding for various scenarios.
and repairing is automatically performed on all meshes of repatom positions. Meshes performed
in optimal sampling atom population (described in Section 4.5.2) to determine the total volume of
the convex hulls do not use either rounding or repairing, because correct internal topology is not
necessary to determine the total volume of the convex hulls.
B.6 Ghost forces from mesh defects
Zero-volume elements not only cause difficulties with optimal sampling atom population and mesh
refinement, but also directly create ghost forces. Unlike the ghost forces created by incorrect energy
integration from summation rules, mesh defects cause ghost forces which are not inherent in the
formulation would not exist in a mesh without defects. For example, Figure 4.3 shows that the
ghost forces from mesh defects can be of the same order of, or even significantly larger than, the
forces caused by incorrect energy summation. For the worst case scenarios, these errors can reduce
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(a) Isolated degenerate element
(b) Ghost force (orange) and contributing forces (white)
Figure B.9: Ghost force arising from mesh defect.
the accuracy of even the best summation rules down to the level of the worst. The ghost forces arise
from two sources: finite jumps in shape function values from infinitesimal perturbations in space as
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(a) Unrepaired
(b) Repaired
Figure B.10: Repairing removes the ghost force (orange) arising from the mesh defect. Red forces
are different between the unrepaired and repaired configurations.
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well as missing neighbors.
The total force on a given repatom comes from two sources shown in Equation 4.1: nonzero shape
function values associated with sampling atom neighbors (Nk(Xj)) and nonzero shape function
values associated with sampling atoms (Nk(Xα)). For every sampling atom neighbor which has a
nonzero shape function value associated to a given repatom, the atomic force is calculated between
the neighbor and the sampling atom, it’s multiplied by the shape function value, and added to the
repatom’s force.
For example, Figure B.9 shows the ghost force that results from leaving a single degenerate
element unrepaired. Panel (a) shows the zero-volume element in relation to the rest of the sample
and the ghost forces that result from the summation rule. The incorrect ghost force is colored orange,
but is drawn on the same scale as the “legitimate” ghost forces in red. Panel (b) shows the forces
on each sampling atom neighbor that sum together to create the orange ghost force. Figure B.9
shows the unrepaired and repaired elements; the red forces in the panels highlight forces which are
different between the two states.
There are two categories of problems fixed by repairing: missing neighbors and incorrect shape
function values. With regards to missing neighbors, due to the mismatch in the elements in the
unrepaired state, three neighbor contributions are missing (neighbors B, C, and D) because the
repatom’s shape function value is zero at their locations. With regards to incorrect shape function
values, shape function values are computed by first finding the containing simplex of every neighbor
location and then computing the values. When a point (such as neighbor A) is directly on an edge,
noise in floating point calculations affects which of the incident elements is determined to contain that
neighbor. Shape function value discontinuities arise from mesh defects because the shape function
value is different depending on whether the neighbor position is determined to be located within the
lower element or either upper element. Consider, for example, a theoretical neighbor on point E.
If the shape function value is computed with an upper element, it is 0.5, whereas it will be 0.0 if
the lower element is used. In this particular example, neighbor A is determined to be in the lower
element for the unrepaired configuration, and as such the force contribution from that neighbor
increases when the elements are repaired. Figure B.11 shows a similar situation where the ghost
force is formed by two degenerate elements simply because of incorrect neighbors that are included
in the unrepaired state.
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(a) Unrepaired
(b) Repaired
Figure B.11: Repairing removes the ghost force (orange) arising from the mesh defect. Red forces
are different between the unrepaired and repaired configurations.
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Appendix C
Parallelization
Many techniques can be implemented to reduce the runtime of the implementation when it is run
on a single computer (node). The tools and technologies that have been used in the current imple-
mentation are cache-aware data structures and algorithms (to minimize time spent waiting on cache
misses), malloc-avoiding data structures (to avoid the costly process of allocating memory), SIMD
vectorization (to use vector registers on modern processors), and threading (to use all of the com-
putational cores of an individual processor). Though these tools are critical for a highly-performing
realization of the method, they are ultimately limited to only achieving the throughput accessible
by a single node. To tackle problems of engineering or scientific significance, a realization must use
distributed-memory parallelism so that it can be run on common large-scale computer clusters.
C.1 Background
At a high level, using distributed-memory parallelism means writing a program, running multiple
copies of that program on different computers, and having the multiple copies of the program work
together to either solve a problem faster than they could individually solve the problem, or to solve
a larger problem in a similar amount of time. As described in Section 4.4, there are two methods
to parallelize any given problem for distributed-memory machines, and the fundamental difference
is whether each instance of the program “sees the big picture” or not. We will consider molecular
dynamics as a pertinent example.
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Listing C.1: Basic MD structure
generate atomic positions
for each timestep
fill atomicForces with zeros
for each atom a
find neighbors of a
for each neighbor n
force = calculate force between atoms a and n
atomicForces[a] += force
apply external forces and boundary conditions to all atoms
update atomic velocities and positions
In MD, the entire state of the simulation is the positions (and associated data) of all of the
atoms. A typical serial MD solver has a structure similar to Listing C.1, where some (essential)
details (such as the use of Verlet neighbor lists) have been omitted.
Listing C.2: “Big Picture” parallel MD structure
generate atomic positions
for each timestep
fill atomicForces with zeros
for each atom a that this instance is in charge of
find neighbors of a
for each neighbor n
force = calculate force between atoms a and n
atomicForces[a] += force
combine atomicForces across all instances
apply external forces and boundary conditions to all atoms
update atomic velocities and positions
The easiest and fastest way of introducing distributed-memory parallelism to the MD solver
shown in Listing C.1 is to use the “Big Picture” paradigm, where every instance of the program has
the entire state of the simulation. On each timestep, each instance updates a portion of the total
state, and all instances share their updated portions with all other instances. This type of structure
is shown in Listing C.2.
The parallelization strategy shown in Listing C.2 is quick, easy, and it scales moderately well.
The only real limitation of this “big picture” approach is the size of problem it can be used to solve,
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precisely because every instance of the program must be able to store the entire program state.
Even if an MD solver had no other data structures than simply the atomic positions, velocities and
forces, the largest number of atoms that can fit on compute node with two gigabytes (Gb) of RAM is
around 20 million (in reality, the number is lower because of other necessary data structures). This
is a severe limitation: with “big picture” parallelism no simulation with more than 20 million atoms
can be performed with even the largest supercomputers because the entire state of the simulation
cannot fit on any given node.
Listing C.3: “Need to Know” parallel MD structure, bolded sections denote differences between
parallel and serial algorithms
generate atomic positions of the subset that this instance is in charge of
for each timestep
send information to instances that need things from us
receive information we need from other instances
fill atomicForces with zeros
for each atom a on this instance
find neighbors of a
for each neighbor n
force = calculate force between atoms a and n
atomicForces[a] += force
apply external forces and boundary conditions to all atoms on this instance
update atomic velocities and positions of all atoms on this instance
In order to perform large-scale simulations and fully utilize large supercomputers, each instance
of the program cannot hold the “big picture” but only the subdomain that it “needs to know”. For
typical domain decomposition problems, each instance has a subset of the physical domain that it is
“in charge of”. However, for each instance to update the simulation state in this subset, the instance
must have some information from adjacent or adjoining regions. This extra information is typically
referred to as “ghost”, “shadow”, or “halo” information. The amount of extra information required
is a function of how local the fundamental mechanical interactions are. Listing C.3 shows a typical
“need to know” style parallel MD solver.
When each instance only has what it needs to know, simulations of arbitrary size can be performed
as long as one has a sufficiently large computer. Because the communication performed by each
instance scales with the number of neighbors of each instance and not with the total size of the
simulation, “need to know” implementations can scale extremely well (in the weak sense, where N
instances can perform a simulation of size N ∗S in the same amount of time as one instance performs
a simulation of size S).
195
However, writing a distributed-memory-parallel program in the “need to know” paradigm is
extremely hard, precisely because no one instance of the program sees the entire picture. Many
operations may require the total state, such as calculating total equilibration errors, finding the total
power for the FIRE update (Section 4.2.1), or load balancing. These operations require reformulation
or other strategies to eliminate the need to store the entire simulation state on a single computer at
any given time. Global communication may be performed for some of these operations, but global
communication ultimately limits scaling and should be avoided.
C.2 Formulating QC for distributed memory parallelism
The novel QC formulation of this thesis combines aspects and ideas from both MD and mesh-
based techniques such as finite elements. In this work, the state of a QC simulation contains
undeformed repatom positions, deformed repatom positions, a mesh connecting the undeformed
repatom positions, and sampling atoms. In order to parallelize QC under the “big picture” paradigm
(where all instances of the program contain the entire simulation state), any given instance of the
program must store all of these data structures for the entire simulation.
A rough estimate on the limit of the simulation size possible using big picture parallelism is
motivational for why the current realization does not use it. In practice, the number of elements
in a mesh scales roughly as six times the number of repatoms. The number of sampling atoms
depends on the summation rule, but can scale roughly as four times the number of repatoms (for
the more-accurate summation rules of multi-point quadrature or second-order optimal). Given the
sizes of the repatoms, elements, and sampling atoms, if there were no other data structures in the
simulation then the largest QC simulation that can fit on a compute node with two Gb of RAM
would have around two million repatoms. For compute nodes with large amounts of RAM (such as
48 Gb, which is large in contemporary practice), simulations of a few tens of millions of repatoms are
possible. Performing simulations of tens of millions of repatoms represents a significant advancement
in the size of possible QC simulations, but is smaller than the simulations ultimately targeted by this
work. Because of this, the current realization uses the “need to know” paradigm, which significantly
complicates the implementation.
C.2.1 State decomposition
The state of an MD simulation is simple, compact, easily divisible, and lends itself naturally to
distributed-memory parallelization. Because of the finite radius of interaction between any two
atoms in the simulation, communication dependencies and relationships between instances of the
program are easy to determine. The QC formulation described in this work is substantially harder
to parallelize because the state is not easily divisible and communication dependencies are much
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more difficult to determine.
The state of a QC simulation is the combination of repatoms, sampling atoms, and a mesh.
Therefore, the problem decomposition can be performed on any one of those data structures: either
each process owns a nonoverlapping subset of the repatoms, or a nonoverlapping subset of the
sampling atoms, or a nonoverlapping subset of the mesh.
Repatom decomposition In a repatom-based decomposition where every instance owns a nonover-
lapping subset of the repatoms, each instance in charge of calculating the force on, and updating
the position of, all owned repatoms. This means that every instance of the program must have all
of the sampling atoms which either depend on, or have a neighbor which depends on, every owned
repatom. In order to correctly calculate the forces from each of these necessary sampling atoms,
each instance of the program must also have all of the mesh required to interpolate the positions
of every neighbor of every one of these necessary sampling atoms. Note that duplicate copies of
sampling atoms will exist across the simulation because any given sampling atom may contribute to
repatoms owned by several different instances of the program.
Sampling atom decomposition In a sampling-atom-based decomposition where every instance
owns a nonoverlapping subset of the sampling atoms, each instance in charge of calculating the forces
associated with all owned sampling atoms. These forces make contributions to repatoms in a subset
of the domain. The total global force on each repatom must be collected from all contributing
instances of the program, after which that repatom’s position must be updated by the owner of
the repatom. Therefore, this sampling atom decomposition also requires a decomposition of the
repatoms. Instances of the program communicate force contributions to the owner of that particular
repatom, after which the owner collects the forces, updates the position, and sends the updated
position to all instances which need it.
The repatom-only decomposition duplicates work because the forces from any single sampling
atom may be computed many times (once per instance that needs it). Also, because of the mesh
required to support all of those contributing sampling atoms, more communication is required than
for the sampling atom decomposition. Therefore, the sampling atom decomposition is used in the
current realization of the method.
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Listing C.4: Serial initialization of a QC simulation
populate undeformed repatom positions using the given scenario
use an external mesher to create a global mesh of the undeformed repatom positions
calculate repatom weights
use the specified summation rule to create sampling atoms in the entire mesh
calculate sampling atom weights
C.3 Parallel initialization of a QC simulation
The serial initialization of a QC simulation is straight-forward (see Listing C.4) and its main steps
are to create a mesh from undeformed repatom positions, populate sampling atoms, and calculate
weights. Performing a distributed-memory parallel initialization is more complicated and requires
partitioning of data structures (see Listing C.5).
Listing C.5: Parallel initialization of a QC simulation
populate undeformed repatom positions using the given scenario.
use an external mesher to create a global mesh of the undeformed repatom positions.
use an external partitioner to partition the global mesh such that each element
and each repatom has a unique owner.
forget about all of the state except the owned elements.
calculate repatom weights.
use the specified summation rule to create sampling atoms in owned elements.
remove duplicate sampling atoms across instances.
calculate sampling atom weights.
obtain all of the mesh required to support the neighbors of all owned sampling atoms.
form the communication map.
One of the core steps of the initialization process is to create a mesh of the undeformed repatom
positions. There does not currently exist software to perform large-scale parallel Delaunay tetra-
hedralization. As such, the general strategy is to create a global mesh, partition the mesh, and
proceed with initialization. It should be noted that this strategy requires that an instance of the
program store the global mesh, which limits the total possible simulation size and is contrary to the
idea of “Need to Know” parallelism described above. However, this step is only performed at the
very beginning of a simulation, when the mesh is the coarsest. The size of the simulation grows
with mesh refinement, which does not necessarily require the formulation of an entire global mesh.
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Once the simulation starts and each instance of the program has the subdomain it is in charge of,
the instances never again need to store the global mesh.
(a) Global decomposition (b) Partitions with unique sampling atoms
(c) Instance 1 owned elements (d) Instance 2 owned elements
(e) Instance 1 with shadow regions (f) Instance 2 with shadow regions
Figure C.1: The process of parallel initialization. Elements and sampling atoms are colored by owner
(red or blue); neighbor atoms are colored white.
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Once the mesh is partitioned, all instances of the program “forget about” the global mesh and
restrict all of their data structures to solely the portion of the mesh that the instance is in charge of.
The next step is to populate sampling atoms, which each instance does for all owned mesh elements,
as shown (for the second-order optimal summation rule) in panels (c) and (d) of Figure C.1. Some
sampling atoms are duplicated because they are created by two or more instances, which must be
corrected because the parallel decomposition requires that every sampling atom exist on only one
instance (panel (b) of Figure C.1 shows only the unique sampling atoms). Lastly, since each sampling
atom only exists on a single instance of the program, that owning instance of the program must
have all of the mesh required to interpolate the positions of all of that sampling atom’s neighbors.
After sampling atom creation, the instances do not have enough supporting mesh to create neigh-
borhoods for the sampling atoms near the exterior of the subdomains, and as such communication
is required. This extra unowned mesh, which each instance needs to have to interpolate sampling
atom neighbor positions, is referred to as a shadow region.
Panels (e) and (f) of Figure C.1 show the sampling atom neighbors and shadow regions on each
instance. The shadow region is significantly larger region than that which is strictly required to
support the sampling atom neighbors. As discussed in Section C.4, shadow regions are grown in
large increments to reduce the number of times that program instances need to ask their neighbors
for more mesh.
As another example of domains in parallel simulations, Figure C.2 shows the domain decompo-
sition for a 3D nanoindentation example. In panel (a), the elements on the boundaries of instance
subdomains are opaque and the remainder is semi-transparent. In panel (b), the elements owned by
an instance are colored blue, shadowed elements are colored red, and shared elements are colored
white.
Every repatom has a unique owning instance, but because of the mesh partitioning the total
force on a given repatom may be distributed into contributions that are found on several instances.
Because of this, once force contributions are calculated, each instance must send the forces on
unowned repatoms to the owner of the repatom. Once the forces are collected, each instance can
update the positions of all owned repatoms. However, any instance of the program that has a copy of
that repatom in its mesh must now have the updated position. Therefore, after updating positions,
each instance sends the updated positions to all other instances that need those particular positions.
This interaction between parallelization, the force calculator, and the solver is shown in Listing 4.5.
Eliminating communication cost The cost of communicating repatoms can be significant in
many distributed-memory programs. To reduce the cost of communication, three techniques are
used. First, nonblocking communication is used to reduce coordination and synchronization time.
Secondly, communication happens concurrently with calculation. That is, each instance calculates
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(a) Subdomain boundaries
(b) Owned (blue), shared (white), and shadowed (red) elements
Figure C.2: Nanoindentation domain decomposition example.
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updated values that it will have to send to others, starts communication for those values, and then
calculates the remainder of the values while the communication is happening. Lastly, communication
is performed in a special communication thread to enable communication in the background. By
using these strategies, the cost of communication can be greatly reduced or completely eliminated,
though this elimination exacerbates any existing problems with load balancing.
C.4 Adaptive neighborhoods in parallel simulations
The operating assumption behind the parallel formulation of the algorithm is that, once the simu-
lation initialization has completed, it is not feasible to have the entire state on any instance of the
program. Anytime an instance of the program either needs more mesh than it currently has, or
needs to change the mesh it has, nontrivial communication is required.
This design principle complicates the adaptive high-deformation neighborhoods algorithm de-
scribed in Appendix A. Without considering parallelization, the neighborhoods algorithm is based
on a key distance: the largest distance in the undeformed configuration to a neighbor in the de-
formed configuration, the maxNeighborDistance. When building the neighborhood, the algorithm
will generate candidate neighbors at all lattice sites within maxNeighborDistance plus a buffer, a
distance we will term the requiredSupportRadius. All candidate neighbors are mapped to the
deformed configuration, those which are within the deformedCutoffRadius are kept as neigh-
bors, and the maxNeighborDistance is updated. We note here that the maxNeighborDistance
for any given sampling atom is not necessarily a monotonic function as the simulation progresses,
because neighbors from different locations in the undeformed configuration can slip in and out of
the deformedCutoffRadius.
Even in simulations where the number or undeformed positions of sampling atoms on each rank
are not changing, as the neighborhoods deform and their maxNeighborDistance values increase, the
balls around sampling atoms with radius requiredSupportRadius may extend beyond the mesh on
that instance of the program. In this situation, the candidate neighbors that are generated may
not be sufficient, and the solution will be incorrect. For the solution to be correct, the program
must first detect when the ball extends beyond the available mesh and then ask for, receive, store,
and add the communication logic for any mesh which lies within the ball but is owned by another
instance.
The logic for determining if a ball extends beyond the available mesh is to perform a ball-mesh
intersection, then determine if any element intersecting the ball has an incomplete adjacency (in
3D, each tetrahedron should have four adjacent elements that share the four faces). Elements with
incomplete adjacency are on the boundary of the instance’s mesh and may either be on the boundary
of the entire simulation domain (in which case there is no more mesh to add) or on the boundary
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(a) Initial state (b) maxNeighborDistance has expanded without need
for communication
(c) An expansion required communication, and more
mesh was obtained
(d) Neighborhood expansion without communication
(e) Communication was required again (f) Final state, after more expansion without communi-
cation
Figure C.3: Adaptive neighborhoods in parallel simulations. Each panel shows the undeformed (left)
and deformed (right) configuration. Owned elements are blue, shadowed elements are red. Actual
neighbors are black circles in both panels. Three semi-transparent spheres are drawn around the
sampling atom: green (radius maxNeighborDistance), blue (radius requiredSupportRadius), and
one gray (radius meshSupportRadius). A movie is available here.
between the subdomains of two instances (in which case there is mesh to request and add).
The coordination and communication required to expand meshes is expensive and undesired. In
order to reduce the amount of communication required by the adaptive neighborhoods, we introduce
a meshSupportRadius for each sampling atom. This meshSupportRadius is the maximum distance
of mesh support that the particular sampling atom is sure that it has access to. Whenever a
sampling atom needs information at a given distance d, the code first checks if d is less than the
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meshSupportRadius of that sampling atom, in which case no communication is required. If d is larger
than that sampling atom’s meshSupportRadius, then the aforementioned ball-mesh intersection is
performed to determine if any intersecting elements are on the boundary of the program instance’s
subdomain. If no intersecting elements are on the boundary, then the instance knows that it has all
of the mesh required to provide all neighbors within d, and the sampling atom’s meshSupportRadius
is set to d. If intersecting elements are on the boundary, then the instance must communicate with
all other instances of the program to gather any mesh that overlaps with the ball of radius d. Once
the communication happens, the instance knows that it has all of the mesh required to provide the
neighbors within d, and the sampling atom’s meshSupportRadius is set to d.
However, this approach (as described) may require frequent communication if a sampling atom’s
d is steadily increased, in which case communication is performed with each increase. To reduce
the number of times that instances have to ask for mesh, we introduce a new parameter, the
meshExpansionDistance. Once an instance determines that it needs communication to obtain more
mesh, it does not ask for simply a distance of d around a particular sampling atom, but instead
d plus meshExpansionDistance. This obtains more mesh than is strictly required, but no further
communication is required for that sampling atom until d increases by meshExpansionDistance.
The process of obtaining mesh is illustrated in Figure C.3 (movie here, which is an extreme
nanoindentation scenario run on two instances of the program in which remeshing has been disabled
in order to most clearly illustrate this process of obtaining new mesh. Panel (a) shows the initial
state: the maxNeighborDistance is only the second shell and the meshSupportRadius is the same
as the requiredSupportRadius. After some indentation (panel (b)), the program had to receive
some mesh to correctly build neighborhoods of other sampling atoms and the red shadow region has
grown. The maxNeighborDistance of the example sampling atom has grown, but when it grew there
was already enough shadow region to support it, so no communication has been required for the
example sampling atom. However, the state after the next loadstep is shown in panel (c), where the
neighborhood had to grow in a way that required communication and the gray meshSupportRadius
sphere is visible because it is now much larger than the requiredSupportRadius ball (in blue).
Between the loadstep of panel (c) and the loadstep of panel (d), many neighborhood builds were
performed but did not require communication because of the extra mesh that was obtained. In
panel (d), the requiredSupportRadius has reached just less than the meshSupportRadius. On the
next loadstep (shown in panel (e)), communication was required for a neighborhood build and the
meshSupportRadius has again grown. More expansion is performed before the end of the simulation,
but none required communication and the final state is shown in panel (f).
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