Abstract. We prove inverse spectral results for differential operators on manifolds and orbifolds invariant under a torus action. These inverse spectral results involve the asymptotic equivariant spectrum, which is the spectrum itself together with "very large" weights of the torus action on eigenspaces. More precisely, we show that the asymptotic equivariant spectrum of the Laplace operator of any toric metric on a generic toric orbifold determines the equivariant biholomorphism class of the orbifold; we also show that the asymptotic equivariant spectrum of a T n -invariant Schrödinger operator on R n determines its potential in some suitably convex cases. In addition, we prove that the asymptotic equivariant spectrum of an S 1 -invariant metric on S 2 determines the metric itself in many cases. Finally, we obtain an asymptotic equivariant inverse spectral result for weighted projective spaces. As a crucial ingredient in these inverse results, we derive a surprisingly simple formula for the asymptotic equivariant trace of a family of semi-classical differential operators invariant under a torus action.
Introduction
To what extent are the geometric properties of a Riemannian manifold determined by the spectrum of its Laplacian? In [10] the authors study a variation of this classical problem in the context of an isometric group action. This gives rise to the notion of equivariant spectrum, which is simply the spectrum together with the weights of the representations of the isometric group action on the eigenspaces. A classical tool used to answer inverse spectral questions is an asymptotic expansion for the heat kernel or the wave trace for the Laplacian. With this in mind, it is natural to try to use such an expansion for the equivariant heat kernel or the equivariant wave trace, thereby "counting" equivariant eigenfunctions.
In [9] the authors obtain asymptotic expansions for traces of operators on manifolds in the presence of an isometry. The goal of the present paper is to develop the techniques in [9] to obtain an asymptotic expansion for the equivariant trace of a semi-classical differential operator invariant under a group action; the equivariant trace encodes information about equivariant eigenspaces. One of our key observations is that by considering "very large" or semi-classical weights, which give rise to the asymptotic equivariant spectrum, it is possible to obtain a relatively simple formula for the asymptotic behavior of this equivariant trace. We now give a rough formulation of this result; a more precise version can be found in Theorem 5.1.
Consider a Riemannian manifold X n admitting an isometric action of a torus T m . This action lifts to a Hamiltonian action on T * X with moment map Φ : T * X → R m . For generic α ∈ R m , let (T * X) α := Φ −1 (α)/T m denote the symplectic reduction of T * X at level α, and let χ α be a character of T m associated with α. Let P h be a family of semi-classical differential operators that are T m -invariant. In applications we will consider P h = h 2 △ or P h = h 2 △ + V . We denote by p 0 : T * X → R the leading symbol of P h . This induces a map p α : (T * X) α → R. Let λ i (α, h) for i = 1, 2, . . . denote the α h -equivariant eigenvalues counted with multiplicities, that is, the eigenvalues of P h restricted to C ∞ (X) 
where ρ ∈ C ∞ 0 (R) and the eigenvalues are repeated according to their multiplicities. This is well defined provided 1 h is an integer, and admits an asymptotic expansion in powers of h. Theorem 1.1. With the setup given above, let α h be a weight of the T m -action τ such that α is a regular value for the moment map Φ : T * X → R m . Consider all the isotropy groups for the T m action which are finite and label the non-identity elements in them as e iθ1 , . . . , e iθN . Then
where µ i,ℓ and µ r,s are measures; s is a positive integer depending on r = 1, . . . , N ; k ≥ m depends on r and s; and A r is the linear action of τ (e iθr ) restricted to a certain normal space. Furthermore we have that the leading term of the expression in the first line is (p α ) * ν, where p α is the reduced symbol of P h on the reduced cotangent space (T * X) α , and ν is the volume induced by the reduced symplectic form ω α .
We will also be able to describe the form of the terms, and especially the leading term, arising from the second line of the expansion. A more precise version of this theorem is Theorem 5.1. Although this formula is interesting in its own right, we will show that it leads to several asymptotic equivariant inverse spectral results. We emphasize that these results involve the asymptotic equivariant spectrum, i.e., the spectrum together with the "large" weights of the group action on the eigenspaces. For instance, for so-called admissible potentials associated to symmetric Schrödinger operators, we prove in §6 that the potential is determined by the asymptotic equivariant spectrum of the operator. . Then V is determined by the asymptotic equivariant spectrum of −h 2 △ + V .
In the case of toric orbifolds, we prove that the asymptotic equivariant spectrum of the Laplacian of any toric Kähler metric determines the (unlabeled) moment polytope of a generic toric orbifold. In particular, this implies that the asymptotic equivariant spectrum determines the orbifold up to equivariant biholomorphism. Theorem 1.3. Let (X, ω) be a generic toric orbifold endowed with any toric Kähler metric. The moment polytope of X is determined by the asymptotic equivariant spectrum of the Laplacian, up to two choices and up to translation.
In the case of S 2 , we go further to obtain some partial inverse spectral results on the metric. Theorem 1.4. Given any S 1 -invariant metric on S 2 with symplectic potential g, if g is even and convex, then g is determined by the asymptotic equivariant spectrum of the Laplacian of the metric.
Our analytic result is of a similar flavor to results of Brüning and Heintze [4, 5] and Donnelly [8] , although we are concerned with different spectral measures. These authors consider the Laplace operator restricted to the space of G-invariant functions for general compact Lie groups G, and determine the leading term of the asymptotic expansion of the heat kernel corresponding to the heat kernel of the Laplacian on this space. In particular, they prove that the eigenvalues of this heat kernel satisfy a Weyl law similar to the usual Weyl law for the Laplacian on the full space of functions on X. Moreover, Brüning and Heintze [5] obtain a full asymptotic expansion of the heat trace of the equivariant Laplacian, giving the multiplicity with which a given representation occurs as a representation on the eigenspaces of the Laplacian. The expansion becomes complicated if there are many different types of G orbits; in particular, it contains logarithmic terms. One problem encountered by Brüning and Heintze and Donnelly is that the space X/G generally is not a manifold, so accommodations must be made if one wants to think of △ |C ∞ (X) 0 as a Laplace operator on X/G. The same difficulties appear for us, but unlike these other authors, we address them by using semi-classical weights. We note that the subset of X where the action of G is locally free, which we denote by X 0 , plays a fundamental role in these various approaches.
The main point for us is that α is a regular value of Φ if and only if Φ −1 (α) is contained in T * X 0 . The fact that the operators P h are invariant under the T m action implies that their symbol carries over to (T * X) α , and we show that we can identify (T * X) α with T * (X 0 /T m ). This seems to leave us with the same compactification problems that were faced in [5] , but we will briefly explain why this is not the case. The leading symbol p 0 :
x , where ||ξ|| 2 x denotes the Riemannian metric on T * x X. We have an orthogonal splitting
The restriction of p 0 to Φ −1 (α) is therefore given by p 0 (x, η) + ||α|| 2 x , where we write ξ = η + α with η ∈ π * T * (X 0 /T m ) because ξ ∈ Φ −1 (α). In other words, the restriction to Φ −1 (α) of the leading symbol of h 2 △ becomes the function p α + V α , where p α is the restriction to π * T * (X 0 /T m ) of the symbol p 0 and V α is a potential function given by V α = ||α|| 2 x . We can also identify (
and, via this identification, the reduced symbol of h 2 △ becomes the function π * p α = p 0 + V α . The upshot of our approach is that V α tends to infinity at the boundary points in X \ X 0 . Thus the function p α : T * (X 0 /T m ) → R is proper and the push-forward measures appearing in the asymptotic expansion of µ α h are well defined.
The paper is organized as follows. In § §2 and 3, we give some background. We describe the reduced cotangent space (T * X) α and its identification with T * (X 0 /T m ). This allows us to get an expression for the volume form in T * (X 0 /T m ) that we will use in applications in §6. In §4 we explain how the measure defined in (1) can be given by the trace of a semi-classical operator. This is rather standard and should be well understood by experts. Section 5 contains the proof of our asymptotic expansion; we use a well known asymptotic formula for the Schwartz kernel and the Lemma of Stationary Phase. This is very much in the spirit of [15] , and the reader is encouraged to consult [15] for more details. In §6, we apply our analytic result to get our inverse spectral results. Section 7 makes use of the terms arising from the second line of our asymptotic expansion (2) to obtain inverse spectral results on weighted projective spaces using an asymptotic equivariant spectrum.
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The reduced cotangent space
We start by giving some background on the symplectic geometry of the so-called reduced cotangent space, which is the symplectic quotient of the cotangent bundle by the lift of the group action. Let X n denote a manifold that admits an action τ of a torus T m . Given g ∈ T m , let τ g denote the diffeomorphism of X induced by the action of g. An element ξ in the Lie algebra g = R m of T m determines a vector field on X which we denote by V ξ . This vector field is defined by
The action of T m on X lifts to an action τ on T * X in the obvious way: given
Lemma 2.1. The action τ of T m on T * X is Hamiltonian with moment map Φ :
See [15, II.26 ] for a proof of this classical fact. One may also consider, for each x ∈ X, the map
the moment map Φ |T * x X is the transpose of this map. Given a Hamiltonian group action on a symplectic manifold, one may construct a symplectic quotient. More precisely, if T m acts on a symplectic manifold (M, ω) with moment map φ, for every regular value α of the moment map we can define
Because the moment map is T m -invariant this quotient is well-defined. It carries a symplectic form ω α satisfying pr
where pr : φ −1 (α) → φ −1 (α)/T m is the projection and ι : φ −1 (α) → M is the inclusion. In our case since the action of T m on T * X is Hamiltonian, we have a symplectic quotient
This space will play a crucial role in our results, and we will refer to it as the reduced cotangent space.
It is clear from the definition of symplectic quotient that we must understand the regular values of the moment map. We characterize these regular values in our setting. We will use the following fact about regular values of moment maps, a proof of which can be found in [15, II.26 ].
Lemma 2.2. Given a Hamiltonian action of a Lie group G on a symplectic manifold M with moment map Φ, α ∈ G * is a regular value of Φ if and only if the action of G is locally free at points p ∈ Φ −1 (α).
Lemma 2.3. Let Φ : T * X → R m be the moment map of the Hamiltonian action of T m on T * X. Then α ∈ R m is a regular value of Φ if and only if Φ −1 (α) ⊂ T * X 0 , where X 0 is the set of points of X where T m acts locally freely.
Proof. Let p = (x, ξ) be a point in Φ −1 (α). If x is in X 0 , then the isotropy group G x of x is finite. Since the isotropy group G p of p is contained in G x , it too is finite. Hence by Lemma 2.2, α is a regular value of Φ. Now suppose x ∈ X \ X 0 . Then G x is a torus of positive dimension. Moreover, G x acts linearly on T * x . The moment map Φ| T * x is G x -invariant because our Lie group is abelian. Therefore we can average ξ by this G x action to get a ξ that is also G x -invariant and continues to satisfy Φ(x, ξ) = α. Thus p = (x, ξ) has isotropy group G p = G x and hence by Lemma 2.2 α is not a regular value of Φ.
Henceforth we assume that X is endowed with a fixed Riemannian metric that is T m -invariant. The metric allows us to split T x X as T x T m .x and its orthogonal complement, where T m .x denotes the T m -orbit of x:
Let stab x denote the Lie algebra of the stabilizer group of x. There is a natural identification between T x T m .x and R m /stab x given by
where
As we mentioned in the introduction, our approach is related to that of Brüning and Heintze [4] . These authors think of the Laplacian restricted to equivariant functions as being related to the Laplacian of a line bundle on X/G, but they need to take into account the fact that the action of G is not free. We instead associate to the Laplacian on equivariant functions an object on (T * X) α . As the following lemma shows, the two approaches are not that different. Note that for these authors X 0 denotes the subset of X where the action of G is free. In our setting X 0 denotes the subset of X where the action is locally free.
Lemma 2.4. Let T m act by isometries on (X, g). There is an identification of (T * X) α with T * (X 0 /T m ).
Proof. For any x ∈ X, the metric gives a splitting of T x X as in (5) . Let pr : X → X/T m be the usual projection. The space T * pr(x) (X/T m ) can be identified with
Let α be a regular value of Φ. We can define α ♯ as in (6), and we have (x, α
) where X 0 is the set of points in X where T m acts locally freely. Since
, the result follows.
We now study the symplectic structure on
has a canonical form which we denote by ω 0 . Given the metric g on X and the orthogonal splitting (5) at any point x ∈ X 0 , we have defined α ♯ by (6) . That is, α ♯ is a 1-form on X 0 satisfying V ξ α ♯ = α(ξ) for any ξ ∈ R m . By Cartan's magic formula,
we will show that both terms on the right side of this equation equal 0. Since
is constant, it is clear that the second term equals 0. For the first term, recall that V ξ is defined by (3) 
We claim that τ * e itξ α ♯ = α ♯ , which would imply that this Lie derivative equals 0. At a point x ∈ X 0 , we have
Since τ e itξ is an isometry and v ⊥ V ξ for all t, we know that
and our claim follows. Hence V ξ dα ♯ = 0, which implies that dα ♯ actually comes from a form on X 0 /T m . Let us call that form ν α and consider the pullback of ν α to T * (X 0 /T m ), which we denote by ν ♯ α . Lemma 2.5. Let α be any regular value of Φ. Under the identification (T * X) α ≃ T * (X 0 /T m ) given by Lemma 2.4, the reduced symplectic form on (T
is given by the restriction to pr * (T * (X 0 /T m )) of the map
The map γ α is T m -equivariant and we will show that
where λ is the tautological 1-form on T * X 0 and π is the projection from T * X 0 to X 0 . We have
where ω 0 = −dλ is the canonical symplectic form on T * X 0 . Restricting γ α to pr * (T * (X 0 /T m )) and taking the quotient by T m we get a diffeomorphism
Letting ω α be the symplectic form obtained by symplectic reduction on (
This relation follows directly from the corresponding relation for γ α and the definition of reduced symplectic form.
We conclude this section with a discussion of symplectic reduction in stages. We want to identify (T * X) α , which was obtained via symplectic reduction of T * X with respect to T m at level α ∈ R m , with a space obtained by doing symplectic reduction twice. Recall that χ α is a character of T m associated with α, defined by χ α (e iθ ) = e iθ·α . Letting K be the kernel of the homomorphism χ α : T m → S 1 and noting that χ α is surjective, we have an isomorphism T m /K ∼ = S 1 . Thus Y := X 0 /K can be viewed as an S 1 -bundle over X 0 /T m , denoted proj : Y → X 0 /T m . We may perform symplectic reduction of T * X with respect to K at level zero. The Hamiltonian action of T m on T * X restricts to a Hamiltonian action of K on T * X, and there is a corresponding restricted moment mapΦ : T * X → k * . Since α| k is the zero map, we see that (T * X) α can be obtained by reducing T * X with respect to K at level 0, and then reducing the resulting space with respect to S 1 at moment level 1. We will use this construction for (T * X) α , which is called reduction in stages [6, p. 149] , in the next section.
Quantum reduction
Using the same notation as in §2, we will now describe the operator
Note that the reduction in stages carried out in the previous section can also be performed in the quantum setting. Since the Riemannian metric on X is T m -invariant, it is automatically Kinvariant; hence this metric induces a metric on Y and the operator h 2 △ |C ∞ (X) α h can be identified with the operator
h is the space of functions in C ∞ (Y ) that satisfy the transformation law f (e iθ y) = e iθ h f (y). Before venturing into this quantum setting, we will describe the classical differential operator
satisfy the transformation law f (e iθ y) = e iθ f (y). Since Y is equipped with a Riemannian metric, we get an orthogonal splitting of T y Y analogous to that in (5):
The vector field ∂ ∂θ on S 1 gives a trivialization of the first summand in (7), so we may replace T y S 1 .y by R. Recall that Y = X 0 /K can be viewed as an
There is an identification
Thus (7) gives rise to a dual splitting
The vector 1 in the first summand of (8) gives rise to a section µ of T * Y . Note that µ is dual to the vector field ∂ ∂θ , so we have
Hence µ defines a connection form on the S 1 -bundle proj :
The assignment p → L p defines a line bundle over X 0 /T m . Using our definition of
1 , one can check that sections of this line bundle correspond to elements of
. To see what ∇ W looks like locally, let (U, x 1 , . . . , x n ) be a coordinate patch on X 0 /T m and ( U , x 1 , . . . , x n , θ) the coordinate patch sitting above U in Y . In these coordinates, we may write the section µ of T * Y introduced above as
Let ν k be the horizontal lift of
; horizontality implies that ν k µ = 0, and thus
Hence given a functionf = f (x)e iθ in C ∞ ( U ) 1 , we have
since the Lie derivative of a function f along a vector field ν is the evaluation ν(f ). Therefore, via the identification of C ∞ (U ) 1 with C ∞ (L| U ) that matches f with f e iθ , we may write
This gives a local description of a connection on L arising from the connection on Y .
Using these ingredients, we describe the operator △| C ∞ (Y ) 1 as an operator on X 0 /T m . The ν k will serve as coordinate vectors for the chart on U obtained via horizontal lifts. Then on U we may write
where the g ij 's are the entries of the inverse of the matrix of the metric in the frame {ν i }. The absence of g 0,k terms is due to the fact that the vector fields ν k are perpendicular to the vector field
Restricting to functions in C ∞ ( U ) 1 , we may write
where V is the potential function g 00 (y) =
Next we venture into the semi-classical setting and describe the semi-classical operator h 2 △ on the space
h is the space of functions in C ∞ (Y ) satisfying the transformation law f (e iθ y) = e iθ h f (y). We want to identify elements of
h with sections of a certain line bundle. As above, we fix p ∈ X 0 /T m , and let Y p be the fiber of Y above p. Denote
The assignment p → L N p defines a line bundle over X 0 /T m . Arguing as for h = 1, one can check that sections of this line bundle correspond to elements of
. The other main difference from the classical setting stems from the expression for the Lie differentiation operator. As above, we let (U, x 1 , . . . , x n ) be a coordinate patch on X 0 /T m and ( U , x 1 , . . . , x n , θ) the coordinate patch sitting above
h are functions of the formf = f (x)e iθ h , and (9) is replaced by
Now let (ξ 1 , . . . , ξ n , η) be the dual cotangent coordinates to (x 1 , . . . , x n , θ). Then the semi-classical symbol of the semi-classical differential operator
. This symbol has a nice interpretation in terms of the symbol of the operator
However, the moment map φ : T * Y → R associated with the S 1 -action on T * Y is given in these coordinates by φ(x, θ, ξ, η) = η, so the semi-classical symbol of
. The same reasoning shows that the semi-classical symbol of the Laplace operator
is the restriction to
. There is another, slightly more intrinsic, way to view the symbol of as being p 1 . By reduction in stages (e.g., [19] ), this p 1 is the same as p α with α = 1 discussed in the introduction. Finally, we note that the identification of
showed above that the corresponding operator on C ∞ (L) is the operator △ L + V , where △ L is as in (10) . The same argument shows that for arbitrary h =
Counting equivariant eigenfunctions
Our goal in this section is to give some intuition and motivation for the constructions and proofs in §5. We will be somewhat informal in our presentation. We begin by describing some basic notions in semi-classical analysis.
Semi-classical analysis is concerned with families of differential operators. For h ∈ R + and X n a Riemannian manifold, let P h : C ∞ (X) → C ∞ (X) be a self-adjoint pth order differential operator depending smoothly on h. In semi-classical analysis P h is an operator of "order zero" if, locally on coordinate patches,
function of x and h. The symbol of this operator is
and its leading symbol p 0 : T * X → R is the function Our discussions will focus on the following examples:
(1) the semi-classical Laplace operator P h = h 2 ∆ X acting on smooth functions on a manifold X, with symbol p(x, ξ, h) = ||ξ|| 2 x and with leading semiclassical symbol p 0 (x, ξ) = ||ξ|| 2 x ; (2) the Schrödinger operator
acting on smooth functions on R n with potential V, with symbol ξ 2 + V (x). Note that, in order for p 0 to satisfy the condition above, we must have V (x) → ∞ as |x| → ∞. By the Schwartz kernel theorem (e.g., [20, p. 10] ), the operator P h has a kernel K h (x, y) given by
Let λ i,h , i = 1, 2, . . . , be the discrete set of eigenvalues of P h with corresponding eigenbasis {f i,h }. Since P h is self-adjoint, we can choose our eigenbasis to be orthonormal. In fact, {f i,h } is an orthonormal basis for L 2 (X), allowing us to formally express our kernel as
If P h had a well-defined trace, that is, if the series i λ i,h were convergent, we would have
However, the series i λ i,h generally does not converge. One way of circumventing this difficulty is to localize P h using a compactly supported function ρ ∈ C ∞ 0 (R). Define the operator ρ(P h ) by setting
Although ρ(P h ) is not necessarily a semiclassical differential operator, it is a zeroth order semiclassical pseudodifferential operator [7, Chap. 8] .
1 In particular, ρ(P h ) is pseudolocal, which means that if ϕ, ψ ∈ C ∞ 0 (X) have non-overlapping support then ρ(P h )ϕ, ψ vanishes to infinite order in h.
If we make an additional assumption, we can conclude that ρ(P h ) is trace class. In particular, suppose that for some interval [a, b] ⊂ R and some ǫ > 0, p
Then by the semi-classical version of the classical Friedrichs' theorem (see [16, §13.6 ]), we have
For ρ ∈ C ∞ 0 (a, b), the trace of ρ(P h ) is well defined and is given by
1 Note that Dimassi and Sjöstrand are working in R n and not on a general manifold; to pass from R n to an arbitrary manifold X, we use coordinate charts: we require that the kernel of ρ(P h ) be smooth off the diagonal in X × X, and that ρ(P h ) have the correct form on coordinate neighborhoods. Namely, let U ⊂ X be a coordinate neighborhood with coordinate chart β : U → O, where O is an open subset of R n . We require that the map of
The operator ρ(P h ) admits a Schwartz kernel K ρ,h (x, y) given by
so we may also express the trace as
Now assume we have a diffeomorphism F of X. We define
be the operator defined by composing with F , i.e., F ♯ (f ) = f • F , and suppose F ♯ commutes with P h so that F ♯ preserves the eigenspaces of P h . Then
To write this trace in a slightly different form, we introduce some notation. Let E λ denote the eigenspace corresponding to the eigenvalue λ ∈ Spec(P h ), and let n λ = dim(E λ ). Also let F ♯ λ denote the restriction of the operator F ♯ to E λ . Then (11) can be written as
).
Note that tr(F In particular, we are interested in the situation of a group G acting on X. Let τ : G → Diffeo(X) be the group homomorphism, and assume that the G action commutes with P h . We have
for g ∈ G and we can integrate this with respect to the Haar measure on G to obtain
By complexifying, it follows from the Peter-Weyl theorem that we can write the representation of G on E λ as a direct sum of characters (representations of G on C), i.e., τ
where C is the trivial representation and n λ is the dimension of the space of Ginvariant functions in E λ . Therefore
If G is a torus T m , the characters χ a λ are given by integral weights α a ∈ Z m , i.e., χ a λ (e iθ ) = e iαa·θ . Thus
Hence we conclude that
so that T m tr(τ (g) * ρ(P h ))dg actually "counts" T m -invariant eigenfunctions. Next we want to "count" equivariant eigenfunctions, which are complex-valued eigenfunctions that satisfy
for some fixed character χ 0 . Thus we should consider
where n χ0 λ is the dimension of the space of χ 0 -equivariant eigenfunctions in E λ . If G = T m , then χ 0 is given by some weight α ∈ Z m . So (12) holds and
where n α λ is the dimension of the space of α-equivariant eigenfunctions in E λ and τ (θ) stands for τ (e iθ ). Recall that by (11), we may also write
In the next section, we will use the representation of the trace as an integral kernel given by (13) to count equivariant eigenfunctions. In particular, we will apply the method of stationary phase to get an asymptotic expression for our integral as h tends to 0.
The main point we want to stress here is that, in order for the weight to play a non-trivial role in the asymptotic expansion of (13), it should also depend on h. This is in fact a big difference between our work and previous work concerning equivariant eigenspaces in, say, [5] . This justifies the introduction of the notion of semi-classical weights. We will replace α by α h , where we assume that
Hence the integrated trace we will be considering is
as in the case of weight α discussed above, this "counts" equivariant eigenfunctions of weight α h .
Asymptotic expansion of the spectral measure
Let X be a compact n-dimensional manifold which admits an effective action τ of a torus T m . We begin by establishing some notation.
• Let X 0 be the open subset of X on which this action is locally free.
• Let e iθ1 , . . . , e iθN be the elements of T m \ {e} in the stabilizer groups of points in X 0 . Note that since the action is locally free on X 0 , all stabilizers are discrete.
• For each e iθr , the connected components of its fixed point set will be labelled X r,s , where s = 1, . . . , N r .
• Let P h : C ∞ (X) → C ∞ (X) be a T m -invariant family of self-adjoint pth order differential operators depending smoothly on h; viewed as semiclassical operators, P h are of order zero. Assume that the leading symbol p 0 :
• Let 
where the eigenvalues are repeated according to their multiplicities. As we saw in §4, the spectral measure can also be expressed as
Our goal is to get an asymptotic expansion in h for this measure. Let (T * X) α and (T * X r,s ) α be the symplectic reductions of T * X and T * X r,s at α, and let ν and ν r,s be the symplectic volume forms on these spaces as defined in §2. From the symbol p : T * X → R of P h , one gets maps
These maps will give rise to measures on R defined as the pushforwards of the measures induced by the volume forms ν and ν r,s on (T * X) α and (T * X r,s ) α , respectively.
Theorem 5.1. With the setup and notation given above,
where k ≥ m depends on r and s, A r is the linear action of τ (θ r ) restricted to the normal space to X r,s , and the measures µ i,ℓ are defined by
where the b i,ℓ 's are smooth functions on the corresponding reduced spaces. Moreover, the leading term in this expansion is given by b 0,0 = 1.
Note that in the course of proving this theorem, we give an explicit expression for the lower-order terms attached to the summation over r and s. To prove the theorem, we use two analytical tools. The first tool is an explicit expression for the Schwartz kernel of ρ(P h ) in local coordinates.
Lemma 5.2 (Schwartz kernel asymptotic expansion).
With the setup and notation given above, let K ρ,h (x, y) be the Schwartz kernel for ρ(P h ) in some local coordinates. Then K ρ,h (x, y) admits an asymptotic expansion in powers of h:
and the leading order term in (16) is given by a ρ,0 (y, ξ) = ρ(p 0 (y, ξ)).
We will not give a proof of this lemma here. See [7, pp. 102-103] or [16, Chap. 10]; as explained previously, the arguments therein apply to R n and we must use coordinate charts to pass from R n to an arbitrary manifold X. In our setting, Lemma 5.2 gives us an asymptotic expansion of the integrated trace.
The second ingredient we will use is the lemma of stationary phase (e.g., [16, Chap. 15] ).
Lemma 5.3 (Lemma of stationary quadratic phase).
Let A be an n×n nonsingular self-adjoint matrix, and let f ∈ C ∞ 0 (R n ). There is a complete asymptotic expansion
where sgn A is the signature of A and
We are now in a position to prove our main theorem.
Proof of Theorem 5.1. Let K ρ,h (x, y) be the Schwartz kernel for ρ(P h ) in some local coordinates. Recall from (14) that the spectral measure may be expressed as
To get an expansion for this measure, we need to work locally. We take a partition of unity on X given by {ϕ q } ∪ {ϕ q,r,s }, where the supports of the ϕ q,r,s are coordinate patches on tubular neighborhoods of X r,s and the supports of the ϕ q are coordinate patches on the complement in X of the union of these tubular neighborhoods . On T m , we note that τ (θ)x = x implies that θ = 0 or θ = θ r for some r. Let U e and U e iθr be small neighborhoods of e and the e iθr 's, respectively, with V e ⊂ U e and V e iθr ⊂ U e iθr smaller neighborhoods. Denote by ψ 0 and {ψ r } functions that are supported in U e and U e iθr and identically equal to 1 in V e and V e iθr , respectively. Using these functions, we may write
modulo O(h ∞ ). To evaluate the summands in (19), we note that on the coordinate patches on which they are defined, the T m -action can be taken to have a special form. This follows from the Slice Theorem, which we recall here for the sake of completeness (e.g., [14, App. B]).
Theorem 5.4 (Slice Theorem)
. Let G be a compact Lie group acting smoothly on a compact manifold X. Let x be a point in X with isotropy group G x . Then a neighborhood of the x-orbit G.x is G-equivariantly diffeomorphic to the bundle
where D is a disc around the origin in N x G.x, the normal space at x to the orbit G.x.
Local triviality implies that a G action as above is locally equivalent to the G action on G/G x × N x G.x, where G acts on the G/G x factor in the obvious way and acts on N x G.x via the linearized G action; this equivalence is not canonical.
For G = T m on X 0 , there are two types of points to consider. We begin with points where the action is free. By the Slice Theorem, a neighborhood U of the orbit of such a point admits coordinates (u, v) = (u 1 , . . . , u n−m , v 1 , . . . , v m ) such that
Let (û,v) denote coordinates on the cotangent bundle adapted to the coordinates (u, v) on U . The cotangent vector with coordinates (û,v) is n−m l=1û l du l + m l=1v l dv l . Applying Lemma 5.2 on such a coordinate patch, a summand on the first line of (19) admits an asymptotic expansion in powers of h:
In the coordinates given by the Slice Theorem, we get
Since ρ(P h ) is T m -invariant, the amplitude a ρ,j (x, ξ) does not depend on v and is only a function of u. Therefore each integral in the sum (20) becomes
note that this integral is finite since the functions ϕ q and ψ 0 have compact support. By changing variables this integral becomes
For each (u,û, v), we are going to apply Lemma 5.3 to the above integral in (v, θ). We can take the matrix A in Lemma 5.3 to be the 2m × 2m matrix given by A = 0 I I 0 . We have | det A| 
which we write as (2πh) m a α,ρ,j (u,û)ϕ av q (u)dudû, where a α,ρ,j (u,û) = a ρ,j (u,û, α) and ϕ av q (u) is T m -invariant and independent of v. In other words, this summand is equal mod O(h ∞ ) to the integral of ϕ av q (u)a α,ρ over (T * U ) α with respect to the reduced symplectic form dudû. By summing over q, we see that the contribution of these terms to (19) is
with µ i,ℓ defined by µ i,ℓ = (p α ) * b i,ℓ ν. Recall from Lemma 5.2 that b 0,0 = 1. Next we treat the contribution of those points that have nontrivial isotropy but are in X 0 , i.e., points with discrete nontrivial isotropy. Let x be a point that is in the s component of the fixed point set of e iθr , so x ∈ X r,s . The Slice Theorem gives a local identification of a tubular neighborhood of X r,s with D × T m /H, where D is a disc around the origin in the normal bundle to the T m -orbit at x and H is the finite isotropy group. This identification gives coordinates (u, v) in a neighborhood of x such that τ (θ + θ r )(u, v) = (A r u, v + θ) for θ close to zero, where u = 0 is the fixed point set of τ (θ r ) and A r is the linear action of τ on the normal bundle to u = 0. More precisely there is k ≥ m such that
and we may assume that the matrix (A r,i,j − δ i,j ) |i,j=k+1,...,n−m is invertible. Note that k depends on r and s. We denote the corresponding coordinates on the cotangent bundle by (û,v) as before. By Lemma 5.2, a summand on the second line of (19) admits an asymptotic expansion in powers of h:
Substituting the action above we get
(21) For fixed variables u i ,û i , i = 1, . . . , k, and v, we wish to apply Lemma 5.3 to the above integral.
If we make the change of variables
and denote the new variables byx, we see that the argument of the exponential function in (21) is of the form
, where A is a 2(n − k) by 2(n − k) matrix given in block form by
Lemma 5.3 then shows that the expression in (21) is equal mod O(h ∞ ) to
Here c(D) denotes the differential operator
where c ij are the entries of the matrix (A r − I) −1 ; also note that the integration is only with respect to the first k components of u andû.
The highest order contribution in (21) is therefore
Summing the contributions over q we see that the highest order contribution to the second line of (19) is given by
Inverse Spectral Results
In this section, we apply the asymptotic expansion given in Theorem 5.1 to get some inverse spectral results. More precisely, let (X, g) be a Riemannian manifold endowed with an isometric T m action, and let P h be a family of semi-classical pseudo-differential operators on X which commute with T m . We will extract information about X from knowledge of the spectrum of P h together with information about the spectral measure for large weights of the group representations on the eigenspaces of P h . We emphasize that these results only involve information about large weights of the representations of the group on eigenspaces, whereas our earlier work (e.g., [10] ) used information about all weights of the group representations on the eigenspaces. Our focus will be on the leading term in the asymptotic expansion given in Theorem 5.1 for two operators: P h = h 2 ∆; and P h = h 2 ∆ + V , where V is a T m -invariant potential on X. We begin with a precise description of the spectral data we will use. Definition 6.1. Let (X, g) be a Riemannian manifold endowed with an isometric T m action, and let P h be a family of semi-classical pseudo-differential operators on X which commute with T m . The espec(h) of P h is the spectrum of P h , i.e., the eigenvalues of P h listed with multiplicities, together with the weights of the T mrepresentations on each eigenspace of the form α h , for all α ∈ Z m . We say that a quantity is espectrally determined if it is determined by espec(h) for some (possibly very small) h.
It follows from Theorem 5.1 that all terms in the asymptotic expansion of the spectral measure µ α h as defined in (1) are espectrally determined when P h = h 2 △ or P h = h 2 △ + V . We have seen that in the situation described in Definition 6.1, for generic α, a semi-classical pseudo-differential operator P h restricted to C ∞ (X) α h gives rise to a symbol p α : (T * X) α → R. In §2 we explained that, given a metric on X, there is an identification of (T * X) α with T * (X 0 /T m ). This identification carries the induced canonical form on (T * X) α coming from symplectic reduction to the form ω 0 + ν We have
where the second equality follows from our identification of (T * X) α with T * (X 0 /T m ).
We will apply Theorem 6.2 to prove three types of inverse spectral results.
• We will show that given a Schrödinger operator on R 2n with a potential that satisifes a convexity-type assumption and is invariant under the usual T n action on R 2n , the potential of the operator is espectrally determined.
• We will show that a metric on S 2 that is S 1 -invariant, is invariant under the antipodal map, and is suitably convex, is espectrally determined.
• We will show that given any toric Kähler metric on a generic toric orbifold, the (unlabeled) moment polytope of the orbifold is espectrally determined.
6.1. Torus invariant Schrödinger operators on R 2n . The Schrödinger operators that we will consider involve potentials V that satisfy certain conditions. Definition 6.3. Let V be a smooth function on (R + ) n . We say that V is admissible if
• V is proper, i.e., V (s) → ∞ as s → ∞;
• the partial derivatives of V are positive, i.e., ∂V ∂s i > 0, i = 1, . . . , n;
• and
The first condition above ensures that the Schrödinger operator h 2 △ + V has discrete spectrum. For example, the function V (s 1 , . . . , s n ) = s 1 + · · · + s n is admissible and our theorem will apply to it. Note that we are using the same letter V to denote the function defined on R n + as well as the corresponding rotationally invariant function
Although this is an abuse of notation, these two functions determine each other. We will split the proof of this theorem into two lemmas. The first lemma involves making Theorem 6.2 explicit in a very simple context. Namely, let X = R 2n = R 2 × · · · × R 2 be endowed with the usual T n = S 1 × · · · × S 1 action where S 1 acts on R 2 by rotations. We will use polar coordinates (r i , θ i ) on the ith R 2 factor, for i = 1, . . . , n. In these coordinates the T n action is given by (e iξ1 , . . . , e iξn ) · (r 1 e iθ1 , . . . , r n e iθn ) = (r 1 e i(θ1+ξ1) , . . . , r n e i(θn+ξn) ),
with (e iξ1 , . . . , e iξn ) ∈ T n .
Lemma 6.5. Let V be a scalar function on R n + . Consider the Schrödinger operator given by −h 2 △ + V , where
is espectrally determined.
Proof. Our manifold X = R 2n carries the usual flat metric. A T n -invariant Schrödinger operator for this metric on X is −h 2 △ + V , which is a pseudo-differential operator with symbol p :
We can make the moment map and the construction of the relevant forms as in §2 completely explicit in this case. We start by noticing that the T n action is free on X 0 = (R 2 \ {0}) × · · · × (R 2 \ {0}) and that
The vector field induced by the T n action is
for any ξ ∈ R n . On T * R 2n we pick coordinates (r 1 , . . . , r n , θ 1 , . . . , θ n , u 1 , . . . , u n , v 1 , . . . , v n ) which correspond to the cotangent vector
In these coordinates the moment map Φ :
To construct the relevant forms, we begin by observing that there is a 1-form µ α defined uniquely on X 0 by (1) µ α (V ξ (x)) = α, ξ for any x ∈ X 0 and ξ ∈ R n ; and (2) µ α = 0 on the orthogonal complement of the tangent space to T n -orbits.
. . , n} is an orthogonal basis for the tangent space of X 0 , these two conditions imply
for α = (α 1 , . . . , α n ). Thus dµ α is zero and the form ν ♯ α which is induced from dµ α on T * (X 0 /T n ) using the pullback from X 0 /T n to T * (X 0 /T n ) is also zero. We conclude that the measure on T * (X 0 /T n ) induced by its identification with T * X α is the standard measure on T * (X 0 /T n ) coming from its canonical form. The symbol of our Schrödinger operator induces a symbol p α : (T * X) α → R which is given by
Recalling that (r i , θ i ) are polar coordinates for the (x i , y i ) coordinates, we have
in particular, ||dr i || 2 = 1 and
It follows from Theorem 6.2 that the integral
is espectrally determined for any compactly supported ρ. In particular, the mini-
is espectrally determined. This is because the integral above will be zero for all functions ρ which have support in ] − ∞, m[. But m(α 1 , . . . , α n ) is actually the minimum of
and the lemma follows.
Note that Lemma 6.5 does not require V to be admissible, but the next lemma does. In fact, Theorem 6.4 will hold for any V for which Lemma 6.6 is satisfied, and will follow from Lemma 6.5 if we can show that m(α) determines V .
The function m determines V .
Proof. Let s
occurs at a point where we have
, for all i = 1, . . . , n.
Set t i = 1 si and let
Note that m(α 1 , . . . , α n ) is the minimum value of
. . , t n ). For any i = 1, . . . , n, at a point where the minimum is achieved we have
If V is admissible, condition (22) ensures that the Legendre transform 
The expression on the right tends to infinity as t tends to infinity. The properness of V implies that this expression also tends to infinity as t approaches the boundary of R n + . The left side therefore must have a minimum value at some point t 0 , and ∂F ∂t
Thus for a i = α 6.2.1. Background on toric orbifolds. We briefly recall some basic facts about toric orbifolds and Kähler toric metrics on them. For more details, see [1] .
Definition 6.7. Let (X, ω) be a compact connected symplectic orbifold of real dimension 2n. Then (X, ω) is said to be toric if it admits an effective Hamiltonian T n action, where T n is the real torus of dimension n.
The existence of an effective Hamiltonian action implies that there is a moment map from X to R n . It follows from the convexity theorem of Atiyah and Guillemin and Sternberg that the image of the moment map of a toric orbifold is convex; it is the convex hull of the fixed points of the T n action. In fact this convex hull is always a rational simple polytope. Definition 6.8. A convex polytope P in R n is rational simple if
(1) there are n facets meeting at each vertex; (2) for every facet of P , a primitive outward normal can be chosen in Z n ; (3) for every vertex of P , the outward normals corresponding to the facets meeting at that vertex form a basis for Q n .
Note that a facet is a face in P of codimension 1.
Given a symplectic toric orbifold (X, ω) whose moment map image is a rational simple polytope P , the action of T n is free exactly on the pre-image via the moment map of the interior of P . The pre-image via the moment map of int(P ) is an open dense subset of X, and X admits so-called action-angle coordinates on that open set.
Definition 6.9. Let (X, ω) be a toric symplectic orbifold. On the pre-image of int(P ), we define action-angle coordinates on X by
where (x 1 , . . . , x n ) are the coordinates of the moment map and have image in P and (θ 1 , . . . , θ n ) are angle coordinates on the torus T n .
Note that if (x 1 , . . . , x n , θ 1 , . . . , θ n ) are action-angle coordinates on (X, ω), then
Lerman and Tolman [18] showed that for every facet of P , there is an integer m such that the structure group of any point in the pre-image of the facet via the moment map has structure group Z/mZ. The collection of integers attached to the facets are called the labels of the moment polytope. Definition 6.10. A labeled polytope is a rational simple polytope with an integer associated to each facet.
Given a labeled polytope P with facets F 1 , . . . , F d , we will denote by η 0 i the unique inward-pointing normal vector to F i which is a primitive element of the lattice Z n ⊂ R n . It is always possible to characterize a rational simple polytope P as
. . , d}, where m i is the integer label of the facet F i and λ i is a constant. We set η i = m i η 0 i for i = 1, . . . , d, and
Lerman and Tolman generalized the well-known classification theorem of Delzant for toric manifolds to the orbifold setting.
Theorem 6.11. [18] To every toric symplectic orbifold we can associate a labeled polytope. Conversely, given any labeled polytope there is a toric symplectic orbifold associated to it. Two toric symplectic orbifolds are equivariantly symplectomorphic if and only if their labeled polytopes are isomorphic.
It turns out that toric symplectic manifolds always have a Kähler metric (see [12] ). The same is true for toric symplectic orbifolds. Given a labeled polytope P we associate to it the following function on int(P ):
This function is used in Abreu's description of all Kähler metrics on a toric symplectic orbifold.
Theorem 6.12.
[2] Given a labeled polytope P , Kähler metrics on the corresponding toric orbifold X P are in one-to-one correspondence with potentials g : int(P ) → R satisfying
• the Hessian Hess(g) is positive definite on P ;
• the function g − g P extends smoothly to a neighborhood of the boundary of P ; and • det(Hess(g)) d i=1 l i extends smoothly to a neighborhood of the boundary of P .
Given such a potential, the Riemannian metric associated to the Kähler structure can be given explicitly in action-angle coordinates over the pre-image via the moment 
0
. . .
The function g is called the symplectic potential for the Kähler metric.
Lemma 6.13. The matrix Hess −1 (g) has the following properties:
(1) Hess −1 (g) extends smoothly to a neighborhood of the boundary of P ; (2) Hess −1 (g)η i = 0 on F i , for i = 1, . . . , d; and (3) on F i , we have η
Proof. The first two statements are well known (e.g., [2] ). We will prove the third statement. In fact, a slight modification of this proof would also show the first two statements in the lemma. We will assume, without loss of generality, that i = 1. We begin with the case g = g P . The (a, b)-entry of the matrix Hess(g P ) is given by
where η k i denotes the kth component of the vector η i . By using Cramer's rule we see that for s = 1, . . . , n, the s component of Hess
Expanding this out we see that (Hess
This implies that η
we will denote the numerator of this expression by N . The denominator can be written as the sum of two terms, namely
which equals N /l 1 , and
Next we examine the general case Hess(g) = Hess(g P ) + G, where G is smooth in a neighborhood of the closure of P . We can write this as Hess(g) = Hess(g P )(1 + Hess −1 (g P )G) so that
when the sum is convergent. Thus
We have seen that
is smooth. We restrict our attention to F 1 . By property (ii), Hess −1 (g P )η 1 = 0, implying that for any k ≥ 1 we have
It follows that on F 1 ,
The leading term in the asymptotic expansion of µ α h can be made very explicit in the case of a toric symplectic orbifold. Note that contributions to the leading term in Theorem 5.1 come only from points where the action is free; as mentioned above, the action of T n is free exactly on the pre-image via the moment map of the interior of the rational simple polytope P corresponding to the toric orbifold. Every point in the pre-image of int(P ) is regular, so the coordinate-based arguments used in the proof of Theorem 5.1 apply directly to this case. In particular, because we have action-angle coordinates on a dense subset of the toric orbifold, we can essentially treat the toric orbifold as R 2n . The following lemma can be viewed as a toric version of Theorem 6.2. Lemma 6.14. Let X be a toric orbifold endowed with a toric Kähler metric with symplectic potential g, and let P h = h 2 △ be the semiclassical Laplace operator associated to this metric. Given a generic α ∈ R n and a compactly supported function ρ ∈ C ∞ 0 (R), the quantity
Proof. Let (x 1 , . . . , x n , θ 1 , . . . , θ n ) be action-angle coordinates for X. Given a generic α ∈ R n , we claim:
• if Φ is the moment map for the induced T n action on T * X, then
• the form µ α defined in §2 is closed and the measure induced on
The proofs of these claims are essentially the same as the proofs of the corresponding results in R 2n , which are contained in the proof of Lemma 6.5. In fact, one may employ those arguments almost verbatim, with a few small changes that we now mention.
We saw in §2 that if α is a regular value for Φ, then Φ −1 (α) is contained in T * X 0 . Therefore we can use action-angle coordinates (x 1 , . . . , x n , θ 1 , . . . , θ n ) on X 0 . We have X 0 /T n ≃ int(P ).
On T * X 0 we pick coordinates (x 1 , . . . , x n , θ 1 , . . . , θ n , u 1 , . . . , u n , v 1 , . . . , v n ) which correspond to the cotangent vector
For the 1-form µ α , we note that the tangent space to a T n -orbit is spanned by the ∂ ∂θi , i = 1, . . . , n. The orthogonal complement is spanned by the ∂ ∂xi , i = 1, . . . , n because the toric metric is of the form (24). We have
and the rest of the argument showing that µ α is closed and we have Lebesgue measure on T * P follows as in the proof of Lemma 6.5. The symbol of the Laplace operator on X is
The matrix of the metric defined by the symplectic potential g on X is given as in vanishes; since this integral is espectrally determined, we see that c is espectrally determined. Set w =g − c, and τ = t − c. The integral (26) becomes
By switching the order of integration and renaming ρ(τ + c), the above integral becomes
We conclude that the function
is espectrally determined. Now set y = w(x). Then
is espectrally determined. The function in (27) can be viewed as the Abel transform of another function, as we now explain. Recall that the fractional integration operation of Abel is defined as
for a > 0. Fractional integration of order 1 2 applied to the function
gives (27), up to a constant factor of Γ( Taking the derivative of the right side, we recover g(s). Applying this to our situation, we see that the function in (28) is espectrally determined. Thus w, and in factg, are also espectrally determined, which implies that the metric is espectrally determined.
6.2.3. Toric Laplacian on toric orbifolds. In [10] the authors proved that the equivariant spectrum of a generic toric orbifold determines the toric orbifold up to equivariant symplectomorphism. This is done by proving that, generically, the equivariant spectrum determines the labeled polytope of the toric orbifold, up to two choices and up to translation, and then using Theorem 6.11. Our genericity assumptions are that the moment polytope has no parallel facets and no subpolytopes, where a "subpolytope" is a convex polytope that can be formed from a proper nonempty subset of the facet normals and associated volumes of our moment polytope. See [10, Lemma 5.8] for more details.
In this section we will show that, under these same genericity assumptions, the unlabeled moment polytope is espectrally determined. This means that we do not need the full equivariant spectrum to determine the moment polytope, but only "large" weights for the induced action on eigenspaces.
Theorem 6.16. Let (X, ω) be a generic toric orbifold endowed with any toric Kähler metric, and let P h = h 2 ∆. The unlabeled moment polytope of X is espectrally determined, up to two choices and up to translation.
Proof. Let P be the moment polytope of X, and let g be the symplectic potential for the toric Kähler metric. We write H for Hess(g). Given any ρ ∈ C ∞ 0 (R) and a generic α ∈ R n , Lemma 6.14 implies that
is espectrally determined, where (x 1 , . . . , x n ) are coordinates on P . Fix x ∈ P . There is an orthogonal matrix S which diagonalizes H −1 . Let λ 1 (x), . . . , λ n (x) be the eigenvalues of H −1 (x) and let Λ(x) be the diagonal n × n matrix with positive entries λ 1 , . . . , λ n . We have Now set z i = √ λ i y i to get
(29) Note that 1
We will use spherical coordinates on R n to write the right side of (29) as
ρ(α t Hα + r 2 )r n−1 dr, where C n is a constant that depends only on n. It follows that
ρ(α t Hα + r 2 )r n−1 drdx ∈ B R (0) for all x ∈ P . Pick ρ such that ρ is identically 1 on B 2R and 0 outside B 3R . All the derivatives ofρ at 0 are zero because the derivatives of ρ at dx.
This function is a holomorphic function of ν because u t H −1 u is smooth on P . Therefore its values on the positive real line determine it completely. Said in another way, if two holomorphic functions agree on the positive real line then they agree on C. This means that for any positive t, the quantity P e −tu t H −1 u dx is espectrally determined. But now consider the limit of this quantity as t tends to ∞. The matrix H −1 is strictly positive definite in the interior of P ; near the boundary of P , the matrix H −1 acquires a kernel spanned by the normals to the facets of P . When u is distinct from all those normals, we have For some intuition about this claim, consider a general integral of the form e −tf (x) dx for some smooth function f (x). When we take the limit of this integral as t tends to infinity, we see that the contributions to the integral will come at the points where f (x) = 0. In our situation, the third property of Lemma 6.13 tells us that we can replace η t i H −1 η i by l i s(x), where s(x) is a smooth function that does not vanish on P . Thus contributions to the integral will come from the facets for which η i is a normal vector. In particular, for each η i normal to a facet of P we recover the sums of the volumes of the facets perpendicular to η i .
If P has no parallel facets and no subpolytopes, our theorem follows from the existence of a positive solution to the Minkowski problem, namely that the facet normals and the facet volumes determine the polytope up to two choices and up to translation (e.g., [17, Thm. 2] ).
The unlabeled polytope of a toric orbifold (X, ω) does not determine the toric orbifold up to symplectomorphism, but it does determine the fan associated to the toric variety X, and hence determines X up to equivariant biholomorphism. See [18, Thm. 9 .4] for more details.
Weighted projective spaces
Our applications of Theorem 5.1 have used only the µ 0,0 term in the asymptotic expansion; in a subsequent paper, we plan to explore applications involving the other terms as well. In the toric setting we note that there are never points with discrete isotropy groups. Only points in the pre-image of the facets can have nontrivial isotropy, and those points always have isotropy groups of dimension at least 1. The first line consists of terms that are real and the second line does not. We conclude that
