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s.2012.1Abstract In this paper, we shall characterize mixture of two components of exponentiated family
of distributions based on recurrence relations for moment and conditional moment generating func-
tions of generalized order statistics. Results for ordinary order statistics and upper kth record values
are obtained as special cases.
ª 2012 Egyptian Mathematical Society. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The concept of the generalized order statistics (gOSs) is a math-
ematical generalization of all ordered data such as, ordinary or-
der statistics (oOSs), ordinary record values (oRVs), sequential
order statistics and ordering via truncated distributions can be
discussed as they are special cases of the gOSs. This concept
had been introduced by Kamps [1,2]. Keseling [3] characterized
some continuous distributions based on conditional distribu-
tions of gOSs. Characterization of the exponential distribution
based on independence of functions of gOSs and estimation ofmail.com (M.A.W.Mahmoud),
.
tian Mathematical Society.
g by Elsevier
ical Society. Production and hostin
0.001its parameters have been introduced by Ahsanullah [4].
Recurrence relations formoments of gOSs within a class of dou-
bly truncated distributions have been derived by Ahmad and
Fawzy [5]. AL-Hussaini et al. [6] obtained recurrence relations
for moment and conditional moment generating functions of
gOSs based on mixed distribution. Mahmoud and Ghazal
[7,8] derived recurrence relations for moments, conditional mo-
ment generating functions and product moments of gOSs based
on exponentiated family of distributions and doubly truncated
exponentiated family of distributions. Many authors Abdel-
Hamid and AL-Hussaini [9] and AL-Hussaini [10] studied
speciﬁed exponentiated distributions from other points of view.
A mixture cumulative distribution function (cdf) of two
components F1(x) and F2(x), is given, for 0 6 p 6 1, by
FðxÞ ¼ p F1ðxÞ þ ð1 pÞ F2ðxÞ: ð1:1Þ
If for i= 1, 2, Fi(x) belongs to exponentiated family of distri-
butions, that is,
FiðxÞ ¼ ð1 ekðxÞÞhi ; xP 0; ð1:2Þ
g by Elsevier B.V. Open access under CC BY-NC-ND license.
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ing, differentiable function of x such that k(x)ﬁ 0 as
xﬁ 0+, k(x)ﬁ1 as xﬁ1 and the parameters hi > 0.
The ﬁnite mixture probability density function (pdf) is gi-
ven by
fðxÞ ¼ p f1ðxÞ þ ð1 pÞ f2ðxÞ; ð1:3Þ
where
fiðxÞ ¼ hik0ðxÞ ekðxÞ ½1 ekðxÞhi1; i ¼ 1; 2:
Using (1.1) and (1.2), then a mixture cdf F(x) of such two
components may be written as
FðxÞ ¼ p ð1 ekðxÞÞh1 þ ð1 pÞ ð1 ekðxÞÞh2 : ð1:4Þ
We need to prove the following lemma.
Lemma 1. Let X be a mixed random variable which has a cdf
F(x) with F(x) being twice differentiable at x> 0 and
0< F(x)< 1. Then the random variable X has the cdf (1.4)
iff for distinct positive constants h1 and h2, the differential
equation
ð1 ekðxÞÞ F0ðxÞ
k0ðxÞ
 0 ð1 ekðxÞÞ
k0ðxÞ þ ðh1 þ h2Þ
ð1 ekðxÞÞ F0ðxÞ
k0ðxÞ
þ h1h2 FðxÞ  h1h2 ¼ 0; ð1:5Þ
is satisﬁed, where FðxÞ ¼ 1 FðxÞ.
Proof. The necessary part is obvious. For sufﬁciency, we need
to solve the differential Eq. (1.5). Eq. (1.5) can be rewritten as
ð1 ekðxÞÞ
k0ðxÞ
ð1 ekðxÞÞ F0ðxÞ
k0ðxÞ
 0
þ ðh1 þ h2Þ ð1 e
kðxÞÞ F0ðxÞ
k0ðxÞ
þ h1h2 FðxÞ ¼ 0: ð1:6Þ
Put z= 1  ek(x), then (1.6) reduces to
z2
d2F k1 ln 1
1z
   
dz2
þ ½1 ðh1 þ h2Þ z
dF k1 ln 1
1z
   
dz
þ h1h2 F k1 ln 1
1 z
 	 	 
¼ 0: ð1:7Þ
Setting z= et, then (1.7) reduces to
d2F k1 ln 1
1et
   
dt2
 ðh1 þ h2Þ
dF k1 ln 1
1et
   
dt
þ h1h2 F k1 ln 1
1 et
 	 	 
¼ 0: ð1:8Þ
The general solution of (1.8) is
F k1 ln
1
1 et
 	 	 
¼ p1 eh1 t þ p2 eh2 t;
or equivalently,
FðxÞ ¼ p1ð1 ekðxÞÞh1 þ p2ð1 ekðxÞÞh2 ;
where p1 + p2 = 1. h2. Characterizations of ﬁnite mixtures based on recurrence
relations of moment generating functions of gOSs
Let X1;n;m;k, X2;n;m;k, . . . , Xn;n;m;k be n gOSs from the pdf (1.3),
(m and k are real numbers, n> 1 and kP 1). The pdf of
Xr;n;m;k, 1 6 r 6 n, is given by Kamps [1] as follows:
fXr;n;m;kðxÞ ¼
Cr1
ðr 1Þ! ½FðxÞ
cr1fðxÞgr1m ðFðxÞÞ; x 2 v; ð2:1Þ
where v is the domain on which fXr;n;m;kðxÞ is positive,
Cr1 ¼
Yr
i¼1
ci; ci ¼ kþ ðn iÞðmþ 1Þ;
and for z 2 (0,1),
gmðzÞ ¼
½1ð1zÞmþ1 
mþ1 ; m – 1;
 lnð1 zÞ; m ¼ 1:
(Theorem 2.1. Let X be a random variable, rP 1, m and k be
real numbers such that mP  1, k> 1. Then for integers a such
that aP 1, the following recurrence relation is satisﬁed iff X has
the cdf (1.4)
M
ðaÞ
r;n;m;kðtÞ MðaÞr1;n;m;kðtÞ
¼ a tðh1 þ h2Þ
h1h2cr
E
Xa1r;n;m;k e
t Xa
r;n;m;kð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #
þ a tðcr  1Þ
h1h2cr
E
Xa1r;n;m;k HðXr;n;m;kÞ et X
a
r;n;m;kð1 ekðXr;n;m;kÞÞ2
k0 2ðXr;n;m;kÞ
" #
 a t
h1h2cr
E
Xa1r;n;m;k e
t Xa
r;n;m;kð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #0 ð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #
 a t
h1h2
E
Xa1r1;n;m;k HðXr1;n;m;kÞet X
a
r1;n;m;kð1 ekðXr1;n;m;kÞÞ2
k0 2ðXr1;n;m;kÞ
" #
þ a t Cr1
cr C

r1
E
Xa1r;n1;m;kþm e
t Xa
r;n1;m;kþm
HðXr;n1;m;kþmÞ
" #
; ð2:2Þ
where Cr1 ¼
Qr
i¼1c

i ; c

i ¼ ci  1 ¼ ðkþmÞ þ ðn 1 iÞ
ðmþ 1Þ; 0 ¼ d
d x
and HðxÞ ¼ fðxÞ=FðxÞ.
Proof. If X has the cdf (1.4), from (2.1) we have
M
ðaÞ
r;n;m;kðtÞ ¼ E½et X
ðaÞ
r;n;m;k  ¼ Cr1ðr 1Þ!
Z 1
0
et x
a ½FðxÞcr1fðxÞgr1m
 ðFðxÞÞ dx ¼ Cr1
crðr 1Þ!
Z 1
0
et x
a
gr1m ðFðxÞÞ d½½FðxÞcr :
ð2:3Þ
Integrating by parts, we obtain
M
ðaÞ
r;n;m;kðtÞ ¼
at Cr1
crðr 1Þ!
Z 1
0
xa1 et x
a ½FðxÞcr gr1m ðFðxÞÞ dx
þ Cr2ðr 2Þ!
Z 1
0
et x
a ½FðxÞcr11 fðxÞ gr2m ðFðxÞÞ dx:
ð2:4Þ
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ðaÞ
r1;n;m;kðtÞ, so we
obtain
M
ðaÞ
r;n;m;kðtÞ MðaÞr1;n;m;kðtÞ ¼
a t Cr1
crðr 1Þ!
Z 1
0
xa1 et x
a ½FðxÞcr
 gr1m ðFðxÞÞ dx; ð2:5Þ
which can be written as
M
ðaÞ
r;n;m;kðtÞ MðaÞr1;n;m;kðtÞ ¼
a t Cr1
crðr 1Þ!
Z 1
0
xa1 et x
a
k0ðxÞ
 ½FðxÞcr1 gr1m ðFðxÞÞfk0ðxÞFðxÞg dx: ð2:6Þ
Making use of (1.5) in (2.6) yields
M
ðaÞ
r;n;m;kðtÞMðaÞr1;n;m;kðtÞ¼
a t Cr1
h1h2crðr1Þ!
Z 1
0
xa1 et x
a
k0ðxÞ ½FðxÞ
cr1
gr1m ðFðxÞÞ ðh1þh2Þð1 ekðxÞÞ fðxÞþh1h2k0ðxÞ


þ ð1 e
kðxÞÞfðxÞ
k0ðxÞ
 0
ð1 ekðxÞÞ
)
dx:
Then
M
ðaÞ
r;n;m;kðtÞ MðaÞr1;n;m;kðtÞ ¼ I1 þ I2 þ I; ð2:7Þ
where
I1 ¼ a tðh1 þ h2Þ Cr1h1 h2 crðr 1Þ!
Z 1
0
 x
a1 et x
a ð1 ekðxÞÞ
k0ðxÞ ½FðxÞ
cr1 fðxÞ gr1m ðFðxÞÞ dx
¼ a tðh1 þ h2Þ
h1h2 cr
E
Xa1r;n;m;k e
t Xa
r;n;m;kð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #
:
I2 ¼ a t Cr1crðr 1Þ!
Z 1
0
xa1 et x
a
HðxÞ ½FðxÞ
cr1 fðxÞ gr1m ðFðxÞÞ dx
¼ a t Cr1
cr C

r1
E
Xa1r;n1;m;kþm e
t Xa
r;n1;m;kþm
HðXr;n1;m;kþmÞ
" #
:
where Cr1 ¼
Qr
i¼1c

i ; c

i ¼ ci  1 ¼ ðkþmÞ þ ðn 1 iÞ ðmþ 1Þ.
I¼ a t Cr1
h1h2crðr1Þ!
Z 1
0
 x
a1 et x
að1 ekðxÞÞ
k0ðxÞ ½FðxÞ
cr1 gr1m ðFðxÞÞ d
ð1 ekðxÞÞ fðxÞ
k0ðxÞ
 
:
Integrating by parts, gives
I ¼ I3  I4  I5; ð2:8Þ
where
I3 ¼ a tðcr  1Þ Cr1h1h2 crðr 1Þ!
Z 1
0
 x
a1 HðxÞ et xað1 ekðxÞÞ2
k0 2ðxÞ ½FðxÞ
cr1 fðxÞ gr1m ðFðxÞÞ dx
¼ a tðcr  1Þ
h1h2 cr
E
Xa1r;n;m;k HðXr;n;m;kÞ et X
a
r;n;m;k ð1 ekðXr;n;m;kÞÞ2
k0 2ðXr;n;m;kÞ
" #
:I4 ¼ a t Cr1h1h2crðr 1Þ!
Z 1
0
xa1 et x
a ð1 ekðxÞÞ
k0ðxÞ
 0 ð1 ekðxÞÞ
k0ðxÞ
 ½FðxÞcr1 fðxÞ gr1m ðFðxÞÞ dx
¼ a t
h1h2cr
E
Xa1r;n;m;k e
t Xa
r;n;m;kð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #0 ð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #
:
I5 ¼ a tðr 1Þ Cr1h1h2crðr 1Þ!
Z 1
0
xa1 HðxÞ et xað1 ekðxÞÞ2
k0 2ðxÞ
 ½FðxÞcr11 fðxÞ gr2m ðFðxÞÞ dx
¼ a t
h1h2
E
Xa1r1;n;m;k HðXr1;n;m;kÞ et X
a
r1;n;m;kð1 ekðXr1;n;m;kÞÞ2
k0 2ðXr1;n;m;kÞ
" #
;
where HðxÞ ¼ fðxÞ=FðxÞ. Substituting I1, I2 and I in (2.7), we
obtain (2.2).
Conversely, if the characterizing Condition (2.2) holds, then
from (2.7) and (2.8), we have
M
ðaÞ
r;n;m;kðtÞ MðaÞr1;n;m;kðtÞ ¼ I1 þ I2 þ I3  I4  I5: ð2:9Þ
I3 can be written as
I3 ¼ a t Cr1h1h2crðr 1Þ!
Z 1
0
xa1 et x
a ð1 ekðxÞÞ
k0ðxÞ g
r1
m ðFðxÞÞ
 ð1 e
kðxÞÞ fðxÞ
k0ðxÞ
 
d½½FðxÞcr1:
Upon integrating by parts, we obtain
I3 ¼ I4 þ I5 þ I6; ð2:10Þ
where
I6 ¼ a t Cr1h1h2crðr 1Þ!
Z 1
0
xa1 et x
a ð1 ekðxÞÞ
k0ðxÞ g
r1
m ðFðxÞÞ
 ð1 e
kðxÞÞ fðxÞ
k0ðxÞ
 0
FðxÞcr1 dx:
Substituting (2.10) in (2.8), we obtain
M
ðaÞ
r;n;m;kðtÞ MðaÞr1;n;m;kðtÞ ¼ I1 þ I2 þ I6: ð2:11Þ
Eq. (2.11) can be written as follows
a t Cr1
crðr 1Þ!
Z 1
0
xa1 et x
a ½FðxÞcr1 gr1m ðFðxÞÞ dx
 FðxÞ  1
h1h2
ð1 ekðxÞÞ fðxÞ
k0ðxÞ
 0 ð1 ekðxÞÞ
k0ðxÞ
(
 h1 þ h2
h1h2
ð1 ekðxÞÞ fðxÞ
k0ðxÞ  1
)
dx ¼ 0:
Applying the extension of Mu¨ntz–Sza`sz theorem [11], we ob-
tain the differential equation
ð1 ekðxÞÞ F0ðxÞ
k0ðxÞ
 0 ð1 ekðxÞÞ
k0ðxÞ þ ðh1 þ h2Þ
ð1 ekðxÞÞ F0ðxÞ
k0ðxÞ
þ h1h2 FðxÞ  h1h2 ¼ 0:
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FðxÞ ¼ pð1 ekðxÞÞh1 þ ð1 pÞð1 ekðxÞÞh2 : 
Remark 2.1. By differentiating both sides of (2.2) with respect
to t and then setting t= 0, we obtain
lðaÞr;n;m;k  lðaÞr1;n;m;k ¼
aðh1 þ h2Þ
h1h2cr
E
Xa1r;n;m;kð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #
þ aðcr  1Þ
h1h2cr
E
Xa1r;n;m;k HðXr;n;m;kÞ ð1 ekðXr;n;m;kÞÞ2
k0 2ðXr;n;m;kÞ
" #
 a
h1h2cr
E
Xa1r;n;m;kð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #0 ð1 ekðXr;n;m;kÞÞ
k0ðXr;n;m;kÞ
" #
 a
h1h2
E
Xa1r1;n;m;k HðXr1;n;m;kÞð1 ekðXr1;n;m;kÞÞ2
k0 2ðXr1;n;m;kÞ
" #
þ a Cr1
cr C

r1
E
Xa1r;n1;m;kþm
HðXr;n1;m;kþmÞ
" #
; ð2:12Þ
where lðaÞr;n;m;k ¼ E½Xar;n;m;k.
Remark 2.2. If we put m= 0 and k= 1 in (2.2) and (2.12), we
obtain the recurrence relations of oOSs, in the form
MðaÞr;n ðtÞ MðaÞr1;nðtÞ ¼
a tðh1 þ h2Þ
h1h2ðn rþ 1ÞE
Xa1r;n e
t Xar;nð1 ekðXr;nÞÞ
k0ðXr;nÞ
" #
þ a tðn rÞ
h1h2ðn rþ 1Þ E
Xa1r;n HðXr;nÞ et X
a
r;n ð1 ekðXr;nÞÞ2
k0 2ðXr;nÞ
" #
 a t
h1h2ðn rþ 1Þ E
Xa1r;n e
t Xar;nð1 ekðXr;nÞÞ
k0ðXr;nÞ
" #0 ð1 ekðXr;nÞÞ
k0ðXr;nÞ
" #
 a t
h1h2
E
Xa1r1;n HðXr1;nÞ et X
a
r1;n ð1 ekðXr1;nÞÞ2
k0 2ðXr1;nÞ
" #
þ a t nðn rÞðn rþ 1Þ E
Xa1r;n1 e
t Xa
r;n1
HðXr;n1Þ
" #
: ð2:13Þ
lðaÞr;n lðaÞr1;n ¼
aðh1þh2Þ
h1h2ðn rþ1Þ E
Xa1r;n ð1 ekðXr;nÞÞ
k0ðXr;nÞ
" #
þ aðn rÞ
h1h2ðn rþ1Þ E
Xa1r;n HðXr;nÞ ð1 ekðXr;nÞÞ2
k0 2ðXr;nÞ
" #
 a
h1h2ðn rþ1Þ E
Xa1r;n ð1 ekðXr;nÞÞ
k0ðXr;nÞ
" #0 ð1 ekðXr;nÞÞ
k0ðXr;nÞ
" #
 a
h1h2
E
Xa1r1;n HðXr1;nÞð1 ekðXr1;nÞÞ2
k0 2ðXr1;nÞ
" #
þ a nðn rÞðn rþ1Þ E
Xa1r;n1
HðXr;n1Þ
" #
:
ð2:14Þ
Remark 2.3. If we put m= 1 in (2.2) and (2.12), upper kth
Rvs, we haveM
ðaÞ
UðrÞ; kðtÞMðaÞUðrÞ; kðtÞ¼
a tðh1þh2Þ
k h1h2
E X
a1
UðrÞ; k e
t Xa
UðrÞ; kð1 ekðXUðrÞ; kÞÞ
k0ðXUðrÞ; kÞ
" #
þa tðk1Þ
k h1h2
E X
a1
UðrÞ; k HðXUðrÞ; kÞ et X
a
UðrÞ; kð1 ekðXUðrÞ; kÞÞ2
k0 2ðXUðrÞ; kÞ
" #
 a t
k h1h2
E
Xa1UðrÞ; k e
t Xa
UðrÞ; kð1 ekðXUðrÞ; kÞÞ
k0ðXUðrÞ; kÞ
" #0
ð1 ekðXUðrÞ; kÞÞ
k0ðXUðrÞ; kÞ
" #
 a t
h1h2
E
Xa1Uðr1Þ; k HðXUðr1Þ; kÞ et X
a
Uðr1Þ; kð1 ekðXUðr1Þ; kÞÞ2
k0 2ðXUðr1Þ; kÞ
" #
þ a t
kð1k1Þr E
Xa1UðrÞ; k1 e
t Xa
UðrÞ; k1
HðXUðrÞ; k1Þ
" #
: ð2:15Þ
lðaÞUðrÞ; k  lðaÞUðrÞ; k ¼
aðh1 þ h2Þ
k h1h2
E
Xa1UðrÞ; kð1 ekðXUðrÞ; kÞÞ
k0ðXUðrÞ; kÞ
" #
þ aðk 1Þ
k h1h2
E
Xa1UðrÞ; k HðXUðrÞ; kÞð1 ekðXUðrÞ; kÞÞ2
k0 2ðXUðrÞ; kÞ
" #
 a
k h1h2
E
Xa1UðrÞ; kð1 ekðXUðrÞ; kÞÞ
k0ðXUðrÞ; kÞ
" #0 ð1 ekðXUðrÞ; kÞÞ
k0ðXUðrÞ; kÞ
" #
 a
h1h2
E
Xa1Uðr1Þ; k HðXUðr1Þ; kÞð1 ekðXUðr1Þ; kÞÞ2
k0 2ðXUðr1Þ; kÞ
" #
þ a
kð1 k1Þr E
Xa1UðrÞ; k1
HðXUðrÞ; k1Þ
" #
; ð2:16Þ
where XU(r), k is the upper kth record values.3. Characterizations of ﬁnite mixtures based on recurrence
relations for conditional moment generating functions of gOSs
Theorem 3.1. Let X be a random variable, r, s be two integers
such that 1 6 r 6 s 6 n, m and k be real numbers such that
mP  1, k> 1. Then for integers a such that aP 1, the
following recurrence relation is satisﬁed iff X has the cdf (1.4)
MXa
s;n;m;k
jXr;n;m;k ðtjyÞMXas1;n;m;k jXr;n;m;k ðtjyÞ¼
a tðh1þh2Þ
h1h2cs
E x
a1
s;n;m;k e
t xa
s;n;m;k ð1 ekðxs;n;m;kÞÞ
k0ðxs;n;m;kÞ jXr;n;m;k ¼ y
" #
þa tðcs1Þ
h1h2cs
E x
a1
s;n;m;k Hðxs;n;m;kÞ et x
a
s;n;m;k ð1 ekðxs;n;m;kÞÞ2
k0 2ðxs;n;m;kÞ
jXr;n;m;k ¼ y
" #
 a t
h1h2cs
E
xa1s;n;m;k e
t xa
s;n;m;k ð1 ekðxs;n;m;kÞÞ
k0ðxs;n;m;kÞ
" #0 ð1 ekðxs;n;m;kÞÞ
k0ðxs;n;m;kÞ jXr;n;m;k ¼ y
" #
 a t
h1h2
E
xa1s1;n;m;k Hðxs1;n;m;kÞ et x
a
s1;n;m;k ð1 ekðxs1;n;m;kÞÞ2
k0 2ðxs1;n;m;kÞ
j Xr;n;m;k ¼ y
" #
þa t Cs1 C

r1½FdðxÞc

rþ1 crþ1
cs Cr1 C

s1
E
xa1s;n1;m;kþm e
t xa
s;n1;m;kþm
Hðxs;n1;m;kþmÞ jXr;n;m;k ¼ y
" #
:
ð3:1Þ
It easy to prove this theorem in the same manner of Theorem 2.1
Characterizations of mixture of two-component exponentiated family of distributions based on generalized order statistics 209Remark 3.1. By differentiating both sides of (3.1) with respect
to t and then setting t= 0, we obtain the following recurrence
relation for moments of gOSs
E Xas;n;m;kjXr;n;m;k¼ y
h i
E Xas1;n;m;kjXr;n;m;k ¼ y
h i
¼ aðh1þh2Þ
h1h2cs
E X
a1
s;n;m;kð1 ekðXs;n;m;kÞÞ
k0ðXs;n;m;kÞ jXr;n;m;k ¼ y
" #
þaðcs1Þ
h1h2cs
E X
a1
s;n;m;k HðXs;n;m;kÞ ð1 ekðXs;n;m;kÞÞ2
k0 2ðXs;n;m;kÞ
jXr;n;m;k¼ y
" #
 a
h1h2cs
E
Xa1s;n;m;kð1 ekðXs;n;m;kÞÞ
k0ðXs;n;m;kÞ
" #0 ð1 ekðXs;n;m;kÞÞ
k0ðXs;n;m;kÞ jXr;n;m;k ¼ y
" #
þ a
h1h2
E
Xa1s1;n;m;k HðXs1;n;m;kÞð1 ekðXs1;n;m;kÞÞ2
k0 2ðXs1;n;m;kÞ
jXr;n;m;k¼ y
" #
a Cs1 C

r1½FdðxÞc

rþ1crþ1
cs Cr1 C

s1
E
Xa1s;n1;m;kþm
HðXs;n1;m;kþmÞjXr;n;m;k¼ y
" #
:
ð3:2Þ
Remark 4.2. If we put m= 0 and k= 1 in (3.1) and (3.2), we
obtain
MXas;n jXr;n ðtjyÞMXas1;n jXr;n ðtjyÞ¼
a tðh1þh2Þ
h1h2ðn sþ1Þ
E X
a1
s;n e
t Xas;n ð1 ekðXs;nÞÞ
k0ðXs;nÞ jXr;n ¼ y
" #
þ a tðn sÞ
h1h2ðn sþ1Þ
E X
a1
s;n HðXs;nÞ et X
a
s;n ð1 ekðXs;nÞÞ2
k0 2ðXs;nÞ
jXr;n ¼ y
" #
 a t
h1h2ðn sþ1Þ E
Xa1s;n e
t Xas;n ð1 ekðXs;nÞÞ
k0ðXs;nÞ
" #0 ð1 ekðXs;nÞÞ
k0ðXs;nÞ jXr;n ¼ y
" #
 a t
h1h2
E
Xa1s1;n HðXs1;nÞ et X
a
s1;n ð1 ekðXs1;nÞÞ2
k0 2ðXs1;nÞ
jXr;n ¼ y
" #
þ a tðn rÞðn sÞðn sþ1ÞFdðxÞ
E
Xa1s;n1 e
t Xa
s;n1
HðXs;n1Þ jXr;n ¼ y
" #
; ð3:3ÞTable 1 Examples of (1.4) distributions.
Distribution F(x)
Mixture of two exponentiated Weibull pð1 eaxb
k(x) = axb
Mixture of two exponentiated exponential pð1 eaxÞ
k(x) = ax,
Mixture of two exponentiated Rayleigh pð1 eax2
k(x) = ax2,
Mixture of two exponentiated Pareto pð1 ð1þ
k(x) = aln(
Mixture of two exponentiated Gamma pð1 exð1
k(x) = x 
Mixture of two exponentiated Beta p 1 ð1

kðxÞ ¼ 1a ln
Mixture of two exponentiated Power function pð1 ð1
k(x) = aE Xas;njXr;n¼ y
h i
E Xas1;njXr;n¼ y
h i
¼ aðh1þh2Þ
h1h2ðn sþ1Þ
E X
a1
s;n ð1 ekðXs;nÞÞ
k0ðXs;nÞ jXr;n¼ y
" #
þ aðn sÞ
h1h2ðn sþ1Þ
E X
a1
s;n HðXs;nÞ ð1 ekðXs;nÞÞ2
k0 2ðXs;nÞ
jXr;n ¼ y
" #
 a
h1h2ðn sþ1Þ
E X
a1
s;n ð1 ekðXs;nÞÞ
k0ðXs;nÞ
" #0 ð1 ekðXs;nÞÞ
k0ðXs;nÞ jXr;n¼ y
" #
þ a
h1h2
E
Xa1s1;n HðXs1;nÞð1 ekðXs1;nÞÞ2
k0 2ðXs1;nÞ
jXr;n ¼ y
" #
þ aðn rÞðn sÞðn sþ1ÞFdðxÞ
E
Xa1s;n1
HðXs;n1ÞjXr;n ¼ y
" #
: ð3:4Þ
Remark 4.3. If we put m= 1 in (3.1) and (3.2), can be
deducedMXa
UðsÞ; k jXUðrÞ; k ðtjyÞMXaUðs1Þ; k jXUðrÞ; k ðtjyÞ¼
a tðh1þh2Þ
k h1h2
E X
a1
UðsÞ; k e
t Xa
UðsÞ; k ð1ekðXUðsÞ; kÞÞ
k0ðXUðsÞ; kÞ jXUðrÞ; k ¼ y
" #
þa tðk1Þ
k h1h2
 E X
a1
UðsÞ; k HðXUðsÞ; kÞ et X
a
UðsÞ; k ð1 ekðXUðsÞ; kÞÞ2
k0 2ðXUðsÞ; kÞ
jXUðrÞ; k ¼ y
" #
 a t
k h1h2
E
Xa1UðsÞ; k e
t Xa
UðsÞ; k ð1 ekðXUðsÞ; kÞÞ
k0ðXUðsÞ; kÞ
" #0
ð1 ekðXUðsÞ; kÞÞ
k0ðXUðsÞ; kÞ jXUðrÞ; k ¼ y
" #
 a t
h1h2
E
Xa1Uðs1Þ; k HðXUðs1Þ; kÞet X
a
Uðs1Þ; k ð1 ekðXUðs1Þ; kÞÞ2
k0 2ðXUðs1Þ; kÞ
jXUðrÞ; k ¼ y
" #
þ a tð1k
1Þr
kð1k1ÞsFdðxÞ
E
Xa1UðsÞ; k1 e
t Xa
UðsÞ; k1
HðXUðsÞ; k1Þ jXUðrÞ; k ¼ y
" #
: ð3:5ÞÞh1 þ ð1 pÞð1 eaxb Þh2
, x, a, b> 0
h1 þ ð1 pÞð1 eaxÞh2
x, a> 0
Þh1 þ ð1 pÞð1 eax2 Þh2
x, a> 0
xÞaÞh1 þ ð1 pÞð1 ð1þ xÞaÞh2
1 + x), x, a> 0
þ xÞÞh1 þ ð1 pÞð1 exð1þ xÞÞh2
ln(1 + x), x> 0
xÞ1a
h1 þ ð1 pÞ 1 ð1 xÞ1a h2
1
1x
 
; 0 < x < 1; a > 0
xÞaÞh1 þ ð1 pÞð1 ð1 xÞaÞh2
ln(1  x), 0>x>1, a> 0
210 M.A.W. Mahmoud, M.G.M. GhazalE XaUðsÞ; kjXUðrÞ; k ¼ y
h i
E XaUðs1Þ; kjXUðrÞ; k ¼ y
h i
¼ aðh1þh2Þ
k h1h2
E
Xa1UðsÞ; kð1 ekðXUðsÞ; kÞÞ
k0ðXUðsÞ; kÞ jXUðrÞ; k ¼ y
" #
þaðk1Þ
k h1h2
E
Xa1UðsÞ; k HðXUðsÞ; kÞ ð1 ekðXUðsÞ; kÞÞ2
k0 2ðXUðsÞ; kÞ
jXUðrÞ; k ¼ y
" #
 a
k h1h2
E
Xa1UðsÞ; kð1 ekðXUðsÞ; kÞÞ
k0ðXUðsÞ; kÞ
" #0 ð1 ekðXUðsÞ; kÞÞ
k0ðXUðsÞ; kÞ jXUðrÞ; k ¼ y
" #
 a
h1h2
E
Xa1Uðs1Þ; k HðXUðs1Þ; kÞð1 ekðXUðs1Þ; kÞÞ2
k0 2ðXUðs1Þ; kÞ
jXUðrÞ; k ¼ y
" #
þ að1k
1Þr
kð1k1ÞsFdðxÞ
E
Xa1UðsÞ; k1
HðXUðsÞ; k1Þ jXUðrÞ; k ¼ y
" #
:
ð3:6Þ
The previous table gives some distributions with proper
choice of k(x) as examples on Theorems 2.1, 3.1 (see
Table 1).4. Conclusions
In this paper we succeeded to characterize a ﬁnite mixtures of
two components of exponentiated family of distributions
based on recurrence relations for moment and conditional mo-
ment generating functions of generalized order statistics. Re-
sults for ordinary order statistics and kth record values are
obtained as special cases.References
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