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1 Introduction
Symmetry is one of the most enduring and fruitful tools in the analysis of Quantum Field
Theory (QFT). The most elementary consequence of symmetry is to organize observables
into representations and to enforce selection rules on correlation functions. A more subtle
aspect of symmetry is that there may be obstructions ('t Hooft anomalies) to gauging a
symmetry, i.e. to coupling the system to dynamical gauge elds. These obstructions are
properties of the theory that are inert under renormalization group (RG) ow and are
therefore powerful constraints on dynamics.
The most familiar kind of global symmetry (ordinary or 0-form) acts naturally on
local operators. If the symmetry is continuous its implications are encoded in the Ward
identities of the associated conserved current. More generally, it is useful to organize
symmetries according to the dimension of the charged objects [1]. For instance, 1-form
global symmetries act on line operators. Unlike the case of 0-form symmetries which
can be Abelian or non-Abelian, higher-form symmetries are necessarily Abelian. In the
case of continuous higher-form global symmetry, the associated Ward identities are again
encoded in the correlation functions of conserved currents, which are dierential forms of
general degree.
To analyze discrete global symmetries one requires a presentation that does not rely on
conserved currents. This is achieved through the notion of symmetry defects, which are ex-
tended operators representing the symmetry transformations. An ordinary global symme-
try labelled by an element g in the 0-form symmetry group G gives rise to a codimension-1
non-local operator Ug, with the property that as a local operator is dragged through the
defect it is acted on by the symmetry transformation associated to g. The fact that this
operator is a global symmetry is encoded through a remarkable property of Ug: it is topo-
logical. Hence its correlation functions do not change under small deformations of the
manifold supporting the operator. Similarly, n-form global symmetries are realized by
codimension-(n+1) operators with topological correlation functions. The fact that symme-
tries are implemented through a topological subsector of correlation functions also explains
why they are so robust and why they can be analyzed at any energy scale along the RG
ow of a eld theory.
{ 1 {
J
H
E
P
0
3
(
2
0
1
9
)
1
1
8
g h
gh
Figure 1. A junction (in red) where three 0-form symmetry defects of type g, h, gh meet in
codimension 2. This conguration is generic in spacetime dimension 2 and above. These junctions
encode the group law of the 0-form symmetry.
All aspects of the global symmetry of a given QFT can be understood from the prop-
erties of the associated topological symmetry defects. Recent investigations include [2, 3].
For instance, the most basic property of the 0-form symmetry is that it forms a group G.
At the level of defects this is specied by the existence of junctions where three defects
meet obeying the multiplication law (as in gure 1). More generally, as we describe be-
low, in the presence of higher-form symmetries there are additional types of junctions (of
higher codimension), where 0-form symmetry defects and higher-form symmetry defects
meet, and this gives rise to the generalized concepts of symmetry that we explore.
1.1 2-group global symmetry
In this paper we focus on the particular case of 0-form and 1-form global symmetries, and
we address the question: What is the most general possible symmetry structure including
a 0-form group G and a 1-form group A? We show that one general possibility is that G
and A are combined into a higher-categorical structure known as a 2-group (see e.g. [4{7]
and references therein). Including even higher-form global symmetries naturally leads to
more general n-groups. Concretely, this means that the symmetries of the theory do not
factorize, but rather are fused in a way encoded by the existence of a junction of both
0-form and 1-form symmetry defects discussed below and illustrated in gure 4. When this
fusion occurs, we say that a QFT has 2-group global symmetry.
The interplay between 2-groups and QFT has been explored in several contexts in
the literature. In [8], symmetry protected phases with discrete 2-group global symmetry
were constructed following earlier related work [9, 10]. These topological actions for 2-
group gauge elds were subsequently generalized in [11, 12] and play an essential role in
our discussion of 2-group 't Hooft anomalies in section 3. Other recent discussions of
discrete 2-group symmetry appear in [13{15]. QFTs with continuous 2-group symmetry
have recently been studied in [16] and are briey reviewed below.1
1Reference [17] also describes some aspects of continuous 1-form symmetry and 2-group symmetry in
two spacetime dimensions.
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Figure 2. When a symmetry operator of type a 2 A crosses a codimension-1 symmetry operator
of type g 2 G, it emerges transformed by an automorphism g of A.
One aspect of 2-group global symmetry is simple to describe. The 0-form symmetry
can act on the 1-form charges. A simple example of this is familiar from three-dimensional
Abelian Chern-Simons theory. In this case the 1-form symmetry group is generated by Wil-
son lines of various electric charges q. There is also a 0-form symmetry group that includes
charge conjugation. Charge conjugation acts on the Wilson lines by exchanging q $  q:
More abstractly, the action of the 0-form symmetry on the 1-form symmetry is encoded
by the properties of the symmetry defects described above. When an operator a 2 A pierces
a codimension-1 symmetry operator for g 2 G, it emerges as a new 1-form charge denoted
ga (see gure 2). This transformation must preserve the group structure of the 1-form
symmetries and therefore denes a map (a group homomorphism)
 : G! Aut(A) ; (1.1)
where Aut(A) is the group of automorphisms of A.
The other component of 2-group global symmetry is a Postnikov class [], which is a
group cohomology class
[] 2 H3 (BG;A) : (1.2)
Concretely, this means that  is a function:
 : GGG! A ; (1.3)
which obeys certain identities, and is subject to certain equivalence relations so that only
its equivalence class [] is meaningful (see appendix A for a review of group cohomology).
The physical meaning of the H3-class [] is most clearly illustrated using the topological
symmetry defects introduced above. When a conguration of four 0-form symmetry defects
is deformed, a 1-form symmetry defect controlled by  appears (see gure 3). The precise
representative function  of the cohomology class [] can be changed by adding local
counterterms to the action. Hence only the cohomology class is physically meaningful.
The description above presents the class [] from a transformation of 0-form symmetry
defects. However, to parallel our discussion above of the group law for 0-form symmetry
defects, it is more instructive to view this as arising from a junction of symmetry defects.
In spacetime dimension three and above, there are generic intersections of 0-form symme-
try defects which occur in codimension-3 in spacetime. The signature of 2-group global
symmetry is that at these codimension-3 junctions, a 1-form symmetry defect controlled
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Figure 3. A transformation of symmetry defects can be used to detect 2-group global symmetry.
The lines (labelled g;h;k;ghk) are codimension-1 symmetry operators of G. Transforming from
left to right (also called an F -move), a 1-form symmetry defect (g;h;k) 2 A is created (blue dot).
In d dimensions, all objects span the remaining d  2 dimensions. A probe line passing through the
0-form symmetry defects, detects [] and hence sees the non-associativity of the 0-form symmetry
defects.
g
h
k
ghk
gh
hk
(g;h;k)
Figure 4. A junction where 0-form symmetry defects of type g, h, k, ghk 2 G meet in codimension
3. This conguration is generic in spacetime dimension 3 and above. The junctions of three
codimension-1 defects are in red, and their intersection is the black point. At the codimension-3
intersection, a 1-form symmetry defect (g;h;k) emanates, signaling the 2-group symmetry. In d
dimensions, all objects span the remaining d  3 dimensions.
by  is also present. See gure 4. Notice that the pattern of rearrangement of the 0-form
symmetry defects in that diagram is related to the associativity of the 0-form symmetry
defects. Thus, when the Postnikov class [] is non-trivial the 0-form symmetry defects are
non-associative in their action on lines.
Taking all this data together, we say that a QFT has 2-group global symmetry
G =
 
G;A; ; [] : (1.4)
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We stress that this data is intrinsic to the QFT. If both the 0-form symmetry and the 1-form
symmetry are continuous, then 2-group symmetry leads to modied Ward identities that
are visible at the level of current correlation functions as discussed in [16]. In section 2,
on the other hand, we discuss the case of general 0-form and 1-form symmetry groups
(including in particular discrete groups) and explain how to extract the dening data (1.4)
from correlation functions of symmetry defects.
Many of the general phenomena that are possible with standard global symmetries
can also occur for 2-group symmetry. For instance 2-group global symmetry can be spon-
taneously broken, or alternatively, 2-group global symmetry can be emergent and appear
after an RG ow. Examples in the case of continuous 2-group symmetry are discussed
in [16]. Here we describe various examples illustrating aspects of these phenomena in sec-
tion 6 below. As we also discuss, discrete 2-group global symmetries can have non-trivial
't Hooft anomalies.
1.2 2-group background elds
A basic way to probe global symmetry in quantum eld theory is to couple to background
gauge elds. A 0-form symmetry can be coupled to standard 1-form gauge elds. A
1-form symmetry can be coupled to 2-form gauge elds | also called Abelian gerbes.
(When the 1-form symmetry is U(1), they are also called Deligne-Beilinson 2-cocycles, see
e.g. [18, 19].) This concept is familiar in supergravity and string theory, in the U(1) case:
a 2-form potential (such as the NS 2-form) is a U(1) gerbe.
The behavior of the theory in the presence of background elds encodes the correlation
functions of the symmetry defects discussed above. Indeed, a codimension-1 0-form sym-
metry defect can be viewed as a transition function connecting two locally trivial patches in
a principal G-bundle. Similarly, codimension-2 1-form symmetry defects dene transition
functions for an A-gerbe.
For theories with 2-group global symmetry the appropriate background elds are con-
nections forming a 2-group gauge theory [6, 8]. These are a 1-form gauge eld for G, a
2-form gauge eld for A, as well as a rule for gauge transformations controlled by  and
[]. The defect junction illustrated in gure 4 has a sharp meaning in this language: at
codimension-3 intersections of 0-form symmetry defects, there is a ux for A described by
the Postnikov class []: In particular, this means that when the theory is coupled to G
gauge elds, a non-trivial 1-form background for A is sourced.
Although 2-group symmetry and background gauge elds may sound exotic, there is
an important special case where they are familiar from supergravity and string theory.
Suppose that both G and A are U(1) and  is trivial (i.e. there is no action of G on A). In
this case a Green-Schwarz mechanism [20] for the associated background elds can naturally
be interpreted as saying that the two symmetries are combined into a non-trivial 2-group.
This relationship between 2-group global symmetry and the Green-Schwarz mechanism
was rst observed in [8], and this continuous example has been studied in detail from the
point of view of 2-group global symmetry in [16].
In more detail, if G and A are U(1) there are 1-form and 2-form conserved currents j(1)
and j(2); and at the linearized level these couple to a 1-form gauge eld A(1) and 2-form
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gauge eld B(2) via terms in the action of the formZ
ddx
h
A(1) ^ j(1) +B(2) ^ j(2)
i
: (1.5)
The action is invariant under gauge transformations controlled by a local function (0) and
1-form (1) as well as an integer :
A(1) ! A(1) + d(0) ; B(2) ! B(2) + d(1) + 
2
(0)dA(1) : (1.6)
When  vanishes these gauge transformations are standard, while if  6= 0 this theory
has continuous 2-group global symmetry. In particular in this case the cohomology group
controlling the Postnikov class is H3
 
BU(1);U(1)
 = Z and the integer  can be identied
with the class []. As is standard with the Green-Schwarz mechanism, the modied gauge
transformations for B(2) implies that the gauge invariant eld strength 3-form H(3) is
dened via
dB(2) = H(3) +

2
A(1) ^ dA(1) ; (1.7)
and moreover implies a modied Bianchi identity for H(3).
As described in [16], gapless QFTs with continuous 2-group global symmetry are typ-
ically IR free. (For instance, the 2-form current j(2) could be the eld strength of an
Abelian gauge eld [1].) In this paper we instead focus on the case where the 1-form global
symmetry is a nite group. As we illustrate in the examples below, in this case 2-group
global symmetry is compatible with a variety of dynamics ranging from topological theories
to gapless interacting systems.
When the global symmetry is discrete the natural background elds are at connec-
tions, and the associated bundles are described by nets of symmetry defects. In this case,
the analog of (1.7) is obtained by setting the eld strength H(3) to zero and viewing all
gauge elds as discrete:
dA(1)B
(2) = (A(1)) : (1.8)
In this equation, A(1) is the (possibly non-Abelian) background eld for the 0-form sym-
metry G: If G is nite, A(1) denes a standard at connection on a principal G-bundle.
By contrast, B(2), the background gauge eld for the 1-form symmetry is not at, but
rather has a xed dierential related to the Postnikov class []. More precisely, we view
A(1) as a homotopy class of maps from spacetime to BG | the classifying (or Eilenberg-
Mac Lane [21]) space of G | and dA(1) is a twisted dierential. The right-hand side is the
pullback of a representative  of the class [] 2 H3 (BG;A); and hence gives an appropriate
3-cochain on spacetime with values in A. We elaborate on this formalism in section 2, and
also describe how the Postnikov class [] aects the gauge transformations of B(2).
1.3 2-group global symmetry vs. \operator-valued anomalies"
Although aspects of 2-group global symmetry have been described previously, it is some-
times conated with an anomaly (e.g. it is referred to as an \obstruction to symmetry
fractionalization" in the condensed matter literature [22]). The origin of this confusion
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can be understood from gure 3. There, a junction of 0-form G-defects is deformed,
and this process may be understood as describing a gauge transformation for a back-
ground at G-bundle. When the H3 class [] is non-trivial, this process creates a 1-form
symmetry defect.2
Thus, a gauge transformation of the 0-form background elds modies the partition
function by the insertion of a 1-form symmetry defect, which is a non-trivial operator
in the theory. This gauge non-invariance of the partition function is supercially similar
to phenomena usually referred to as 't Hooft anomalies, where gauge transformations of
background elds modify the partition function by c-number phases. However there are
important dierences. For instance, a standard c-number 't Hooft anomaly can be cancelled
by inow from a non-dynamical bulk, while in the case of the \operator-valued anomaly"
described above such a bulk would necessarily be dynamical.
This can also be seen directly in the example of continuous 2-group symmetry (with
G = A = U(1)) discussed in [16]. Invariance of the partition function under the 2-group
gauge transformations in (1.6) implies that the 1-form current obeys
d j(1) = 
2
dA(1) ^ j(2) : (1.9)
When the background A(1) vanishes the current is conserved, but when the background is
activated the right-hand side is a non-trivial operator.
In fact, it is incorrect to view the phenomena described in gure 3 or its continu-
ous analog (1.9) as an anomaly. Instead, the appearance of the 1-form symmetry defect
encodes the non-anomalous Ward identity for 2-group global symmetry. In particular,
the correlation functions are in fact invariant under 2-group gauge transformations. More
generally in QFT, there are no \operator-valued anomalies" as we can always add to the
partition function a background source for the operator in question and adjust the trans-
formation rules of the source to cancel the hypothetical anomaly by a generalization of the
Green-Schwarz mechanism.
Although 2-group global symmetry does not in and of itself constitute an anomaly,
examples of theories with 2-group global symmetry can be produced by starting with
theories with certain mixed anomalies and gauging global symmetries. For instance, the
non-conservation equation (1.9) can occur in Abelian gauge theories where j(2) is the eld
strength of a dynamical gauge eld [16]. A discrete analog of this construction was recently
described in [14]: starting from theories with only 0-form symmetries and appropriate
mixed 't Hooft anomalies, one can construct theories with 2-group global symmetry by
gauging. We briey review this construction in section 6 where we use it to construct
concrete examples of interacting theories with 2-group global symmetry.
1.4 2-group 't Hooft anomalies
One reason why it is essential to distinguish 2-group global symmetry from an anomaly is
that 2-group Ward identities may themselves be violated by standard c-number 't Hooft
anomalies. Such anomalies are most simply formulated by studying the theory in the
2We thank Yuji Tachikawa for discussion on this issue.
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presence of background 2-group gauge elds. An 't Hooft anomaly then means that the
partition function is not exactly invariant under gauge transformations of the background
elds, but rather transforms by a local functional of the background elds. As usual, we
are only interested in anomalies that cannot be removed by adjusting local counterterms,
and thus classifying anomalies reduces to a cohomological problem.
A useful way to characterize the possible anomalies is via inow [23]. In d dimensions
the anomaly is determined by a local bulk action in d+1 dimensions, which is both gauge
invariant and topological. This means in particular that as the d-dimensional system
undergoes RG ow, the bulk remains inert and hence illustrates that the anomaly is scale
invariant.3 These 't Hooft anomalies are therefore robust observables of a QFT that can
be used to constrain dynamics.
In the case of 2-group global symmetry, the anomaly is thus characterized in terms of
topological 2-group gauge theories. For the case of continuous 2-groups, the anomalies have
been studied in [16]. In the general case of discrete 2-groups, the appropriate topological
actions have been described in [8] generalizing the analysis of anomalies for discrete 0-
form symmetries discussed in [19, 25]. In section 3 we apply these results and give a
concrete description of 2-group 't Hooft anomalies for QFTs in 1,2,3 and 4 spacetime
dimensions. Throughout, we focus on anomalies that do not involve intricacies of the
spacetime manifold. Thus, we neglect possible gravitational or mixed 2-group-gravitational
anomalies and consider only bosonic theories.4
Intuitively speaking, an 't Hooft anomaly for a 2-group consists of an anomaly for the
0-form symmetry G, an anomaly for the 1-form symmetry A together with possible mixed
G-A anomalies. However, the 2-group gauge transformations mix the background elds
and hence both the possible anomalous variations of the action, and the possible local
counterterms must be reclassied.
One simple consequence of this is that the anomaly involving only G background elds
is truncated. In d spacetime dimensions, one generally expects an anomaly for 0-form
symmetry to be specied by a group cohomology class ! 2 Hd+1(BG;R=Z). However, the
2-group gauge transformations permit the existence of new counterterms, which reduce the
possible values of the 0-form anomaly to the quotient group
Hd+1(BG;R=Z) = Hd 2 (BG; bA) [ [] ; (1.10)
where bA is the Pontryagin dual to A; (this is the group of homomorphism bA =
Hom(A;R=Z)) and in the denominator we have the image of the natural map from
Hd 2 (BG; bA) to Hd+1(BG;R=Z) given by cup product with the Postnikov class []. This
result parallels a similar truncation of the 't Hooft anomaly for theories with continuous
2-group symmetry [16].
3This is similar to the original argument [24] for invariance of the anomaly under RG ow, with the
non-dynamical bulk playing the role of the spectator fermions.
4In particular, to characterize the anomalies that we study we do not require the more sophisticated
cobordism theory discussed in [12, 26{28].
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1.5 Summary of applications and explicit examples
In sections 5 and 6, we study a variety of examples of theories with 2-group global symmetry.
We mainly focus on theories in three spacetime dimensions.
We rst describe how the correlation functions of a general 3d TQFT can be used to
x the data of a 2-group, the global symmetry of the TQFT, and an associated 2-group
't Hooft anomaly. The relationship between 2-groups and 3d TQFTs has been previously
noted in [11, 14] and our work provides a complete and explicit dictionary. In particular
the phenomenon sometimes referred to as an \obstruction to symmetry fractionalization"
(see e.g. [22]) is really an instance of 2-group global symmetry.
We use the formalism of [22] (see also [29, 30] for other treatments and [31] for ex-
amples) to describe the appropriate G-graded modular tensor category characterizing a
TQFT with global symmetry. This framework generalizes the axioms of [32] to include
global symmetries and parallels the results for two-dimensional TQFTs in [33]. We mainly
focus on the case of bosonic TQFTs that do not require a spin structure.
Finally, we explore a variety of explicit Chern-Simons-matter theories, and show that
simple elementary examples often have 2-group global symmetry. For instance, one concrete
example is U(1)q` Chern-Simons theory coupled to Nf scalars of charge q (recently discussed
in [34]). This theory has the global symmetry groups
G = U(Nf )=Z` ; A = Zq : (1.11)
The permutation  is trivial, and
[] = Bock
 
w
(`)
2
 2 H3 BU(Nf )=Z` ; Zq ; (1.12)
where in the above w
(`)
2 is a Stiefel-Whitney class (characterizing an obstruction to lift-
ing the G-bundle to a U(Nf ) bundle), and Bock is a Bockstein homomorphism (see ap-
pendix B). This symmetry and its anomaly are preserved under renormalization group ow.
While most of our examples involve unitary symmetries, much of the formalism can
be generalized to include 2-groups where the 0-form symmetry is time-reversal. We give
several explicit examples of such theories in section 6.5. Along the way, we also present
new examples of Chern-Simons theories with time-reversal symmetry.
We discuss some aspects of RG ows of theories with 2-group global symmetry in
section 4. In particular, it often happens that a theory with global symmetry G ows at
long distances to a theory with global symmetry K. The 2-group K can be larger or smaller
(both in its 0-form and 1-form global symmetry) than G because some symmetry in the IR
can be accidental and some UV symmetry can decouple if all charged objects are massive.
In addition, the 2-groups G and K can have dierent Postnikov class. However, since the
UV theory can couple to G background elds, the IR theory can also couple to such elds.
We describe a general method for this coupling using homomorphisms of 2-groups,5 and
discuss some general implications for emergent symmetry. We apply this technique to some
explicit relevant deformations of QFTs in section 6.
5This idea, in the case of the toric code theory, already appeared in appendix B of [13].
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In the context of three-dimensional TQFTs with global symmetry, our results imply
that much of the formalism of [22], or its mathematical counterparts [29, 30] describing G-
graded modular tensor categories can be more simply understood in terms of the intrinsic
symmetry of the TQFT.6 This is the 2-group whose 0-form part is the automorphism group
of the category and whose 1-form part is the subset of Abelian anyons. Coupling to more
general symmetry groups then proceeds by activating these intrinsic symmetries using the
formalism of section 4.
2 2-group global symmetry and background elds
2.1 Symmetry defects
It is convenient to organize the symmetries of a QFT into n-form symmetries [1]. Let us
review this classication in Euclidean signature in d dimensions. Throughout, we assume
that spacetime is orientable.
A 0-form symmetry with group G (that can be discrete or continuous, Abelian or non-
Abelian) is realized by unitary operators Ug, with g 2 G, supported along codimension-1
submanifolds Xd 1. We refer to such operators as symmetry defects. If G is continuous,
the component of G connected to the identity is realized by
U = e
icQc ; Qc =
Z
Xd 1
Jc ; (2.1)
where the 1-forms Jc are the conserved currents, Qc are the conserved charges, c is an
index in the Lie algebra g and  2 g is a parameter. For discrete groups there are no
currents, and the symmetry is dened through the operators Ug. The operators Ug are
topological, in the sense that correlation functions that include them are invariant as we
deform Xd 1 in a continuous way, as long as we do not cross other operators. In the case
of continuous symmetry this is a consequence of charge conservation, but for more general
symmetry groups the topological nature of the Ug is part of what we mean when we say
that they dene a symmetry of a eld theory.
The objects that are charged under 0-form symmetries are the local operators
O(x).7 Specically, if Xd 1 surrounds O(x) (and nothing else) then it acts on O(x) via
a representation 

UgO(x) : : :

=

O0(x) : : :  (2.2)
where O0 = gO is the transformation of O under g:
We can turn on a background for G, i.e. we can couple the theory to a G-bundle.
We will mainly focus on the case of nite G, then G-bundles are necessarily at. To
describe at bundles on an Euclidean spacetime manifold Md, we cover Md with open
contractible patches Vi in such a way that all possible multiple intersections are either empty
6We thank Nathan Seiberg for illuminating conversations regarding this issue.
7Here we consider operators that are genuinely local [1, 35]. In general there also exist operators that
live at the end of lines. The correlators of such operators may pick up a phase when the attached line
crosses Ug. As a result, the charges of such \quasi-local" operators are ambiguous and not well-dened in
terms of the quasi-local operators only.
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or contractible. We choose an arbitrary ordering of the patches, and indicate intersections
as Vij = Vi \ Vj , Vijk = Vi \ Vj \ Vk, and so on, always using ordered indices. Then we
specify transition functions Aij 2 G on Vij satisfying
AijAjk = Aik on Vijk ; (2.3)
for ordered fijkg. It is convenient to represent the patches and their intersections in terms
of simplices (see also appendix A). We choose a triangulation of Md, which is dual to the
open cover. Thus, the vertices, or 0-simplices, of the triangulation correspond to the open
patches Vi. The edges, or 1-simplices, correspond to the intersections Vij . The edges can
be given an orientation, from the vertex with lower label to the one with higher label.
Simplices of higher dimension correspond to multiple intersections.
The operators Ug can be constructed by turning on suitable G-bundles in which the
transition functions are equal to g across the submanifold Xd 1 and to 1 otherwise. More
precisely, in the simplicial formulation the surface Xd 1 cuts a number of edges fijg and
we assign Aij = g if the edge crosses the surface with positive orientation, or Aij = g
 1 if
with negative orientation. Since in each triangle (2-simplex) either none or two edges cross
Xd 1, the cocycle condition (2.3) is satised.8
It is easy to see that this bundle realizes the operator Ug. Suppose that Xd 1 is a
surface wrapping a local operator O, which we can imagine be located at one of the vertices
of the triangulation. Then we can remove Ug by performing a gauge transformation
Aij ! Afij  fi Aij f 1j (2.4)
with fi = g
 1 if the vertex i is inside Xd 1 or fi = 1 if it is outside. The operator O is
mapped to gO, therefore correlation functions satisfy (2.2). Conversely, any at G-bundle
can be described by a net of operators Ug. The partition function could be invariant under
deformations of the net that describe the same G-bundle, or might change by a phase. In
the latter case the theory has an 't Hooft anomaly.
A 1-form symmetry with group A is realized by unitary operators Wa, with a 2 A,
supported along codimension-2 submanifolds Yd 2. As there is no covariant ordering of
these submanifolds, A is necessarily Abelian. As above, the operators Wa are topologi-
cal. The objects that are charged under 1-form symmetries are the line operators L(`),
supported along lines `: if Yd 2 links once with L(`) then

Wa L(`) : : :

= e2i(a)


L(`) : : :

(2.5)
where  2 bA is the charge of L and bA = Hom(A;R=Z) is the Pontryagin dual to A.
We can turn on a background for A, namely an Abelian gerbe with ber A. We assign
elements Bijk 2 A to triple intersections Uijk, such that they satisfy the cocycle condition
Bjkl  Bikl +Bijl  Bijk  (dB)ijkl = 0 on Vijkl (2.6)
8Precisely, we can assume that either none or two edges are crossed after suitably rening the open cover.
{ 11 {
J
H
E
P
0
3
(
2
0
1
9
)
1
1
8
for ordered fijklg. Thus B is a cocycle in Z2(Md;A). Since A is Abelian, we have used
the additive notation for it (as opposed to the multiplicative notation for G).
We can use backgrounds for A to construct the operators Wa: we take the transition
functions to be equal to a on triple intersections along Yd 2 and equal to 0 otherwise. In the
simplicial formulation, Yd 2 pierces a number of triangles (2-simplices) fijkg, and we assign
Bijk = a if the defect pierces the triangle with positive orientation or Bijk =  a if with
negative orientation. Since for each tetrahedron (3-simplex) the defect must enter across
one face and exit across another, the cocycle condition (2.6) is satised. (See footnote 8.)
Now suppose that the operator Wa is supported on a surface Yd 2 winding around a
line operator L(`) with charge , that lies along some edges of the triangulation. We can
remove Wa by performing a 1-form gauge transformation Bijk ! Bijk + jk   ik + ij on
Vijk for ordered vertices, in other words
B ! B + d : (2.7)
To dene , we rst draw a codimension-1 surface  whose boundary is Wa, then we set
ij = a if the edge fijg crosses  with positive orientation or ij =  a if with negative
orientation. Since  also cuts an edge along L(`), correlation functions pick up a phase
e2i(a) corresponding to the one-dimensional representation under A. This is precisely the
action of Wa.
2.2 Elements of 2-group symmetry
The previous discussion describes the notion of symmetry defects and background elds
appropriate for a theory with global symmetry which is a standard product between a
0-form symmetry group G and a 1-form symmetry group A. In this section we describe
how these ideas must be modied if G and A are fused into a non-trivial 2-group.
The rst generalization away from a product symmetry is as follows. When we have
both a 0-form symmetry G and a 1-form symmetry A, G can act on A. This is described
by a group homomorphism
 : G! Aut(A) : (2.8)
In particular, the action of G can permute the one-dimensional representations of A. When
a symmetry operator of type a 2 A crosses Ug, on the other side it appears as an operator
of type ga (gure 2), while when a line operator L(`) with charge  crosses Ug, on the
other side it appears as a line operator with charge g     1g . This guarantees that
h; ai  (a) is invariant.
If the permutation  is the only modication of the global symmetry, then the appro-
priate background elds are a at G-bundle and A-gerbe, where the latter now satises a
twisted cocycle condition involving :
(Aij)Bjkl  Bikl +Bijl  Bijk  (dAB)ijkl = 0 on Vijkl ; (2.9)
(for additional details see appendix A) guaranteeing that 1-form symmetry operators are
correctly transformed. Notice that, since G permutes the representations of A, when A is
nite (and thus the number n of unitary irreducible representations of A is nite)  induces
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a group homomorphism ^ from G to the permutation group Sn, and the unitary irreducible
representations of A form a (possibly reducible) representation of ^(G)  Sn.
In addition to the permutation , there is another way in which a 0-form symmetry and
a 1-form symmetry can mix. This is via a Postnikov class []. The meaning of [] is simply
stated in the language of symmetry generators. Consider a at G-bundle described by a
net of operators Ug that includes, in some region, a junction between Ug, Uh, Uk into Ughk,
as in gure 3 left. We consider a local transformation of the net, to the conguration in
gure 3 right, that represents the same bundle and corresponds to a gauge transformation.
Then the correlation functions are invariant only if we include the codimension-2 symmetry
operator of type (g;h;k), parallel to the junction.
In d  3 dimensions, we can construct a background conguration that is a bordism
between the left and right congurations in gure 3: the result is represented in gure 4 (in
the case d = 3, while in higher dimensions all objects span the remaining d 3 dimensions).
The codimension-3 locus where four operators of type g, h, k, ghk meet, acts as a source for
a symmetry operator of type (g;h;k) 2 A. Here  is \normalized" such that (g;h;k) =
0 if at least one of the entries is 1 and  satises a twisted cocycle condition, which for
nite G reads
d(g;h;k; l)  g(h;k; l) (gh;k; l)+(g;hk; l) (g;h;kl)+(g;h;k) = 0 : (2.10)
This condition follows from the equality in gure 6, where the conguration of symmetry
defects on the left is continuously deformed into the one on the right (this is a bordism
implementation of the pentagon identity of [36]): since the fusion of 1-form symmetry
defects must be the same on the two sides, the cocycle condition for  follows. Moreover,
as we will see below, the theory depends only on the function  up to the equivalence
relation    + d with  : GG! A: Thus the invariant data is the equivalence class
[]; an element of the third group-cohomology group of G with values in A, twisted by :
[] 2 H3 (BG;A) ; (2.11)
where BG is the classifying space of G. This cohomological characterization of [] also
applies to continuous G and A provided we use the sheaf cohomology of the classifying
space [37, 38] (see appendix A.1).
The Postnikov class modies the appropriate notion of background elds as follows.
The theory may still be coupled to a standard G-connection. However the appropriate
background eld B for A is no longer closed but rather has its coboundary xed by  as
(dAB)ijkl = (Aij ; Ajk; Akl). We can also write this concisely by viewing the connection
A as a map from spacetime to the classifying space BG. Then
dAB = A
 ; (2.12)
expressing that the G-bundle acts as a source for B. Note that the left-hand side above
is necessarily closed. Thus we see that the fact that  is closed ensures that this equation
is consistent.
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As we explain in more detail in the following section, the Postnikov class [] also aects
the gauge transformations in such a way as to make B transform under A gauge transfor-
mations. As discussed in [8] this is a discrete analog of the Green-Schwarz mechanism. In
total, the global symmetry of the theory is described by the quadruplet
G =
 
G;A; ; [] : (2.13)
This data is intrinsic to the QFT: it describes its global symmetry and the action on
gauge-invariant operators, and constitutes the denition of a 2-group.
It is instructive to compare the implications of a non-trivial Postnikov class described
above to phenomena that are typically described as anomalies. One point of view on the
above discussion is that [] represents an obstruction to coupling the QFT simultaneously
to a G-bundle and an A-gerbe. Indeed, we see from gure 3 that the partition function
with at G-bundle is ambiguous up to operators that generate A. For this reason, this
phenomenon has sometimes be termed the \H3 anomaly" or \obstruction to symmetry
fractionalization" in the literature (see e.g. [22, 30, 31, 39]).
Ambiguity up to a phase is a standard 't Hooft anomaly. It can be parameterized
using anomaly inow in terms of a non-dynamical (d+1)-dimensional theory (also called an
invertible theory), which depends on the background elds. By contrast, the phenomena
described by the Postnikov class cannot be described in terms of a non-dynamical (d +
1)-dimensional theory. Instead, the bulk would necessarily be dynamical to account for
the fact that (g;h;k) is a non-trivial operator in the theory. This is a radical and
undesirable modication of our theory which began as d-dimensional. Instead, the correct
interpretation is to modify the background elds to a 2-connection where  is simply a
parameter dening the symmetry on par with, say, the structure constants in a non-Abelian
Lie algebra.
2.3 2-group bundles and F -moves
Let us describe 2-group bundles in the simplicial formulation, following [8]. The transition
functions Aij form a G-bundle: for each 2-simplex with ordered vertices i < j < k we have
AijAjk = Aik
j
Ajk
Aik
k
i
Aij
(2.14)
The background eld B 2 C2(Md;A) is an A-valued 2-cochain on Md satisfying the twisted
cocycle constraint
(Aij)Bjkl  Bikl +Bijl  Bijk = (Aij ; Ajk; Akl) j
l
Ajk
k
Akl
i
Aij
(2.15)
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for each 3-simplex fijklg with ordered vertices. The l.h.s. is the twisted dierential
dAB. On the r.h.s. there is a representative  2 Z3(BG;A) of the Postnikov class
[] 2 H3 (BG;A). If we interpret A as a map from the simplicial complex on Md to
BG, then we can write (2.15) in the compact form
dAB = A
 : (2.16)
The modied cocycle condition (2.16) depends on the representative  of the class [].
If we change the representative  ! 0 =  + d for some 2-cochain , we can simulta-
neously redene B ! B0 = B + A. Then (2.16) is satised by the redened quantities.
This follows from the fact that dAA
 = Ad (as long as the cocycle condition (2.14) is
satised). A eld redenition of background elds implies a modication of the theory by
local counterterms. Therefore, only the equivalence class [] is meaningful.
There are two types of gauge transformations. The rst is given by a 0-cochain f in
G. This means that to each vertex (0-simplex) we associate fi 2 G. The 1-cocycle A
transforms as
Aij ! Afij  fi Aij f 1j (2.17)
for each 1-simplex fijg with i < j. The cocycle condition (2.14) remains invariant. These
are the standard gauge transformations for a G-connection. The above is also accompanied
by a transformation of the 2-cochain B:
B ! Bf  (f)B + (A; f) : (2.18)
The notation (f)B indicates the 2-cochain (fi)Bijk for each 2-simplex fijkg with ordered
vertices, while (A; f) is a 2-cochain that satises
dAf (A; f) = A
f   (f) A (2.19)
and that vanishes when the transformation is trivial (f = 1). This denition guarantees
that Bf satises the transformed version of the modied cocycle condition (2.16). (To
show this, one uses the identity dAf  (f) = (f)  dA which simply follows from the fact
that  is a homomorphism.)
The second type of gauge transformations are those that are standard given a back-
ground B eld. They are dened by an A-valued 1-cochain . The 1-cocycle A remains
invariant, while B transforms as
B ! B  B + dA : (2.20)
The cocycle condition (2.16) remains invariant.
Let us comment on the gauge transformations above.
 Notice that equation (2.19) always has solutions since a gauge transformation of A
corresponds to a homotopy of A : Md ! BG which does not change the cohomology
class of A, and therefore the r.h.s. of (2.19) vanishes in cohomology.
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Figure 5. Left: Minimal triangulation necessary to encode the conguration of codimension-1
symmetry defects in gure 4. The vertices fi; j; k; l;m; ng are ordered; in d dimensions the remaining
d   3 dimensions are implicit. The conguration is made of an upper \pyramid" fijlmng and a
lower upside-down pyramid fijkmng. Right: 2D section of the conguration of symmetry defects,
seen from above. The nodes contained in each domain are indicated. The dashed line corresponds
to the lower portion of gure 4 which contains the node k; the dotted line corresponds to the upper
portion of gure 4 which contains the node l. Therefore, the triangulation can encode a bordism
between the two congurations in gure 3.
 The denition of the gauge transformation (2.19) requires us to pick a . This choice
is ambiguous. However the ambiguity can be absorbed by a gauge transformation of
the form (2.20).
 Observe that  is related by descent to the Postnikov class . Therefore, as remarked
in [8], (2.19) should be viewed as a discrete version of the Green-Schwarz mechanism.
We conclude our discussion of 2-group background elds by demonstrating that the
modied cocycle condition (2.16) is equivalent to the statement that the junction point
of four codimension-1 symmetry defects g, h, k, ghk is the source of a codimension-2
symmetry defect (g;h;k) as depicted in gure 4. To that purpose, consider the local
triangulation in gure 5 with ordered vertices fi; j; k; l;m; ng (in d dimensions, the re-
maining d   3 dimensions are implicit). The bundle that describes the conguration of
codimension-1 defects in gure 4 is
Aij = Ail = g Ajk = Ajm = Alm = h Akn = Amn = k
Aik = gh Ajl = Akm = 1 Aln = hk
Ain = ghk Akl = h
 1
(2.21)
which satises the cocycle condition (2.14). There are four 3-simplices in the triangulation,
fijklg, fjklmg, fklmng, fiklng, and (2.16) gives one equation for each of them. Imposing
(with some arbitrariness) that the only external face (2-simplex) on which B could possibly
be non-zero is filng, we obtain the following equations:
gBjkl  Bikl = (g;h;h 1) ; Bkln  Bklm = (h 1;h;k)
hBklm  Bjkl = (hh 1;h) ; ghBjkl  Bikl  Biln = (gh;h 1;hk) :
(2.22)
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Combining them and using that  is a (twisted) cocycle, we determine
Biln = (g;h;k) : (2.23)
We see that B cannot vanish on all external faces: rather the codimension-2 symmetry
defect (g;h;k), which pierces the face filng is sourced. Since the conguration in gure 4
is a bordism between the two congurations in gure 3, essentially the same computation
shows that the modied gauge transformation (2.18){(2.19) is equivalent to the F -move in
gure 3.
3 't Hooft anomalies
In this section we discuss the classication of 't Hooft anomalies in theories with 2-group
global symmetry. In the special case of continuous 2-group global symmetry anomalies
have been analyzed in [16]. Here, we consider the general case. As we have described
above, a theory with 2-group global symmetry can couple to background elds A and B
that describe a connection on a 2-group bundle. These gauge elds are redundant and
can be changed by the gauge transformations (2.17), (2.18), (2.20). Naively, all correlation
functions, thought of as functions of A and B, must be invariant under these background
gauge transformations.
An 't Hooft anomaly for a theory with 2-group global symmetry is a mild violation of
this invariance. Specically, we allow the (unnormalized) correlators to change by a phase
when we change gauge. This phase is universal in that all correlation functions are modied
by the same phase. If a theory exhibits gauge non-invariance, it is natural to attempt to
modify the denition of the theory by adjusting gauge non-invariant counterterms (i.e. local
functions of the background elds) to restore gauge invariance. The 't Hooft anomalies of
interest are those that cannot be removed by adjusting such local terms, and hence they
admit a cohomological classication.
A useful way to classify anomalies is via inow. In this paradigm the 't Hooft anomalies
of a d-dimensional QFT are described by a (d+1)-dimensional topological action depending
on the background elds. (In the condensed matter literature these are referred to as SPTs,
while in the mathematics literature they are invertible eld theories.) When formulated on
a closed (d+1)-manifold X the action is gauge invariant, but on a manifold with boundary
its variation is precisely the 't Hooft anomaly of the boundary d-dimensional eld theory
of interest.
For our problem we are thus led to study topological actions for connections on a 2-
group
 
G;A; ; []: Throughout, we restrict our discussion to anomalies of bosonic theories
(i.e. we do not require a spin structure), and we further ignore any gravitational anomalies.
Hence our actions depend only on the 2-group background elds, and not say, on Stiefel-
Whitney classes of the manifold. This class of topological actions has been investigated in
detail in [8] and our analysis below closely follows their treatment. We consider the case of
one, two, three and four-dimensional QFTs separately, and describe in explicit terms how
the anomaly manifests itself both in the inow presentation, and via rearrangement rules
for symmetry defects.
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Topological actions take the generic form Sanom = 2
R
X  and appear in the path-
integral as eiSanom , where X is a closed (d + 1)-manifold and  is a (d + 1)-cochain with
values in R=Z constructed out of the background elds A and B. On a closed (d + 1)-
manifold X,  is automatically closed,  2 Zd+1(X;R=Z), and its integral depends only
on the cohomology class [] 2 Hd+1(X;R=Z):
To ensure that  denes a satisfactory action, we must impose a further constraint:
we view  as a (d + 1)-cochain on a (d + 2)-manifold, and demand that the non-trivial
equation d = 0 is satised. This serves two purposes:
 It ensures that the action does not depend on the choice of triangulation used to
present the 2-connection. Indeed, one can modify the triangulation either by chang-
ing the simplicial structure at xed vertices, or by adding or removing a vertex in
the middle of a simplex of maximal dimension. These \moves" can be combined,
and any two triangulations can be connected by a series of moves.9 A change of
triangulation can be made into a cobordism. This is a (d + 2)-dimensional triangu-
lated manifold with boundary two copies of X with dierent triangulations. Thus,
demanding that d vanishes on (d+ 2)-manifolds means that
R
X  does not depend
on the triangulation.
 It ensures that the action is gauge invariant under the appropriate 2-group gauge
transformations. To see this, observe that gauge transformations can be performed
locally on a nite number of vertices. By modifying the triangulation we can re-
move those vertices where the gauge transformation is non-trivial. Since we have
concluded that the action is independent of the triangulation, it follows that it is also
gauge invariant.
When the topological action is a sum, Sanom = 2
R
X  with  = 1 +2 +: : : ; we must
demand that the sum satises d = 0, while each term in the sum may not be closed. This
generalizes the discussion in [8] and gives a slightly dierent classication of topological
actions. We give explicit examples of anomalies of various theories in section 6.
We now turn to an explicit construction of these actions.
3.1 Anomalies in 1d
To set our notation, we start with the simple case of a one-dimensional theory. This means
that we are studying the partition function of a quantum mechanics model on a circle.
We can insert unitary operators g 2 G, that correspond to gauge transformations for
the background gauge eld. By inserting a sequence g;h;k; : : : we section the circle into
segments, each one in a dierent gauge, and the ordered product of elements determines
the holonomy around the circle. These transition functions dene a non-trivial (necessarily
at) background G-bundle.
9In two dimensions, the 2-2 move corresponds to ipping the diagonal of a quadrilateral, while the 1-3
move corresponds to adding a vertex inside a triangle and dividing the latter into three. In three dimensions,
the 2-3 move corresponds to trading two tetrahedra that share a face for three tetrahedra that share an
edge, while the 1-4 move corresponds to adding a vertex inside a tetrahedron and dividing the latter into
four. In four dimensions there are 3-3, 2-4 and 1-5 moves.
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The 't Hooft anomaly shows up as the fact that correlators pick up a phase when we
fuse two symmetry generators g, h into one:
h: : :g h : : : i = e2i!(g;h) h: : : (gh) : : : i : (3.1)
Graphically this is represented as
g
h
= e2i!(g;h) gh : (3.2)
Here ! 2 C2(BG;R=Z) is a normalized 2-cochain, and we indicate U(1) as R=Z in order
to adhere to the additive notation. Associativity implies
!(h;k)  !(gh;k) + !(g;hk)  !(g;h) = d!(g;h;k) = 0 (3.3)
in R=Z, therefore ! is closed. The presence of the phases e2i! implies a lack of gauge
invariance of the partition function under gauge transformations of the background.
We can modify the anomaly by adding the local counterterm
Sc.t. = 2
Z
1d
A  2 C1(BG;R=Z) ; (3.4)
which is not gauge invariant unless d = 0. Its eect is to assign an extra phase e2i(g) to
each insertion of g, which shifts ! ! ! + d by an exact term. Therefore the anomaly is
parameterized by the cohomology class [!] 2 H2(BG;R=Z). When [!] = 0, we can add a
local counterterm to the action to make it gauge invariant.10
Notice that H2(BG;R=Z) parameterizes projective representations of G. In fact we
can interpret the anomaly ! as the fact that the Hilbert space is in a projective, as opposed
to regular, representation of G as is manifest from (3.1).
2d actions and anomaly inow. The 't Hooft anomaly discussed above is described
by the following two-dimensional topological action for G gauge elds:
Sanom = 2
Z
X
A! (3.5)
where [!] 2 H2(BG;R=Z). The integrand is closed because dA! = Ad!.
It is easy to check that the action (3.5) reproduces the anomaly when X is a two-
dimensional surface with one-dimensional boundary. Take a triangle fijkg whose clockwise
ordered vertices lie on the boundary. To realize insertions g;h on the boundary, we take
Aij = g and Ajk = h. Then
R
A! = !(Aij ; Ajk) = !(g;h). To fuse the two insertions
into gh, we perform a gauge transformation fj = h
 1, such that Aij ! gh, Ajk ! 1. NowR
A! = !(gh;1) = 0. We have thus reproduced (3.2).
In 1d there cannot be a 1-form symmetry since its generators should have codimension
two, and therefore there cannot be a 2-group symmetry either. However, if the 1d system is
10If we take a closed  2 Z1(BG;R=Z), then Sc.t. is gauge invariant (in R=Z) and we can add it to the
action without modifying its invariance properties. The eect of this term is to weight bundles with total
holonomy ghol 2 G by e2i(ghol).
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a defect into a higher-dimensional theory and the latter has a 2-group global symmetry, this
can aect the anomalies on the 1d defect worldline. (An example is discussed in section 5.)
In fact, we can write the following action for a two-dimensional 2-group gauge theory:
Sanom = 2
Z
X
h
(B) +A!
i
(3.6)
where
 2 bA ; d = 0 ; ! 2 C2(BG;R=Z) ; () =  d! : (3.7)
The rst two conditions say that  is a G-invariant homomorphism from A to R=Z,11
namely  2 Z0(BG; bA) = H0 (BG; bA). The last condition implies that ([]) = 0 in
H3(BG;R=Z). To check that the integrand in (3.6) is closed we use
d(B) = (dAB) = (A
) = A() = A( d!) =  dA! : (3.8)
Notice that when  6= 0, the 0-form anomaly ! is no longer closed and the fusion of
symmetry generators in 1d is no longer associative.12 In this case the anomaly forms an
H2(BG;R=Z) torsor (that we also call an ane cohomology class): the dierential of ! is
not zero but it is xed, and !'s that dier by a coboundary represent the same anomaly.
One dierence with standard cohomology classes is that there is no natural zero. We will
see a concrete example of this in section 3.3.
3.2 Anomalies in 2d
In two dimensions the symmetry defects of the 0-form symmetry are unitary line operators
of type g 2 G while the defects of the 1-form symmetry are unitary local operators of type
a 2 A. Here, the 0-form symmetry action on local operators restricts to give the action 
on the 1-form symmetry generators. Thus, when a local operator of type a is moved across
a line g (in the direction xed by the orientation), it gets transformed to  1g a 2 A.
The F -move is a continuous transformation of the junction of four line operators g, h,
k, ghk (gure 3) and the 2-group structure is encoded in the appearance of a local operator
of type (g;h;k). Note that in two dimensions the 2-group condition dAB = A
 is trivial
since there are no 3-simplices. Nevertheless one can still detect the Postnikov class using
a gauge transformation as in gure 3.
There are two types of anomalies. First, when a local operator of type a is moved across
a line of type g, it also acquires a phase exp
 
2ia(g)

. We can interpret  as an element of
C1(BG; bA). If we consider a junction as in gure 1 of g, h and gh, we can move a through
the 0-form defects in two ways. Demanding equality gives a(g)+ 1g a(h) = a(gh) which
is the condition
d = 0 : (3.9)
Therefore  2 Z1(BG; bA).
11In fact (d)(g) = g    =    1g   , see appendix A.
12Physically, it can be understood as follows. When the 1d defect is immersed in a higher-dimensional
theory, the G defects are intersections of the 1d circle with bulk G defects. To change the order of fusion
we have to perform an F -move in the bulk rst. This generates an A symmetry defect of codimension 2
linked to the 1d circle, which induces a phase on the latter.
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Second, the F -move involves a phase exp
 
2i !(g;h;k)
 2 C3(BG;R=Z):
ghk
g kh
= e2i!(g;h;k)
ghk
g kh
(g;h;k)
: (3.10)
If we consider the junction of ve generators g, h, k, l, ghkl, according to the pentagon
identity [32] we can deform by applying (3.10) either two or three times and reach the same
conguration. Associativity gives two relations:
0 = g(h;k; l)  (gh;k; l) + (g;hk; l)  (g;h;kl) + (g;h;k)

(g); g(h;k; l)

= !(h;k; l)  !(gh;k; l) + !(g;hk; l)  !(g;h;kl) + !(g;h;k) :
(3.11)
The rst equation above comes from matching the local operator that is generated, while
the second constraint arises from matching the phases. These are the cocycle conditions
d = 0 ; d! = h;[i : (3.12)
We recognize the constraint d = 0 as one of the dening characteristics of a 2-group.
Meanwhile, the second condition implies that ! is not closed, but has xed dierential.
We can modify the anomaly by adding the following non-gauge-invariant local
counterterms:
Sc.t. =  2
Z
2d
h
(B) +A
i
(3.13)
where  2 C0(BG; bA) = bA while  2 C2(BG;R=Z). They correspond to assigning extra
phases e 2i(a) to the local operators and e 2i(g;h) to the junctions of line operators.
The result is
 ! + d ; ! ! ! + () + d : (3.14)
The resulting cohomological content of the anomaly is specied below.
3d actions and anomaly inow. To encode the 2d anomaly via inow, we consider
the following 3d action:
Sanom =  2
Z
X
h

A;[B+A!i (3.15)
where
 2 Z1(BG; bA) ; ! 2 C3(BG;R=Z) ; d! = h;[i : (3.16)
The last condition implies that h;[i = 0 in H4(BG;R=Z). The integrand is
closed because
d hA;[Bi = hAd;[Bi   hA;[ dABi =  Ah;[i : (3.17)
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We have discussed the local counterterms in (3.13) and their eect on the 3d anomaly action
in (3.14). Since we can shift  by an exact term, the 1-form anomaly is parameterized by
[] 2 H1 (BG; bA) : (3.18)
After xing the representative , we can still shift ! by an exact term as well as by a term
()  h; i for a G-invariant character  of A, i.e. for  2 Z0(BG; bA). Therefore the
0-form anomaly is a torsor over
H3(BG;R=Z) = H0 (BG; bA) [ [] :
Once again, the 0-form anomaly has no natural zero in general. Moreover, the eect of
the Postnikov class [] is to trivialize part of the 0-form anomaly in H3(BG;R=Z). This is
because one can reabsorb part of the anomalous phases in (3.10) into a phase redenition
of the local operators (g;h;k).
3.3 Anomalies in 3d
In three dimensions the generators of the 0-form symmetry are codimension-1 surface
operators of type g 2 G while the generators of the 1-form symmetry are line operators of
type a 2 A. In the language of TQFT, the latter are Abelian anyons. When a line operator
of type a pierces a surface of type g (in the direction xed by the orientation), on the other
side it emerges as a line of type  1g a (gure 2). The Postnikov class [] can be seen in
gauge transformations, when the junction of four surfaces g, h, k, ghk is continuously
deformed (F -move) and a line of type (g;h;k) appears as in gure 3. More directly, it
can be extracted from xed congurations: the constraint dAB = A
 means that when
four surfaces g, h, k, ghk meet at a single point, a line (g;h;k) emanates from there as
in gure 4. This conguration is a bordism between the two congurations on the left and
right of gure 3.
There are three types of 't Hooft anomalies. First, when two line of type a, b are
crossed, a phase Mab is generated because of the 1-form anomaly [1, 40]:
ba
= Mab
a b
: (3.19)
Such a phase denes a symmetric bilinear form h ; iq : AA ! R=Z by
Mab = e
2iha;biq : (3.20)
Since both congurations in (3.19) can be continuously moved across a surface g without
producing any extra phase, the bilinear form must be G-invariant. As reviewed in detail
in appendix C, the bilinear form follows from a quadratic function q : A ! R=Z such that
q(a) = q( a) and
ha; biq = q(a+ b)  q(a)  q(b) 8 a; b 2 A : (3.21)
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Such a function is called a quadratic renement of h ; iq, and it can be interpreted as
the \spin" of the lines, in the sense that a loop of a line a rotating by 360 produces a
phase a = e
2iq(a):
a
=
a
= a a : (3.22)
By manipulating a junction of a, b and a + b one obtains indeed Mab = a+b=ab [41],
and in particular13 Maa = 
2
a. Another equivalent formulation is in terms of a G-invariant
group homomorphism ~q :  (A)! R=Z where  (A) is the universal quadratic group of A.
The homomorphism can be interpreted as ~q 2 Z0
 
BG;[ (A); where the fact that ~q is
closed is equivalent to the fact that it is G-invariant.
Second, when a line of type a 2 A crosses the junction line of three surfaces14 g, h,
gh, a phase exp
 
2ia(g;h)

is generated because of the mixed 1-form/0-form anomaly:
g
h
gh
a
= e2ia(g;h)
g
h
gh
a
(3.23)
We interpret  as an element of C2(BG; bA); it is constrained as follows. Wrap a line a
around the two red lines in the lower part of gure 4, below the point where the line 
emanates. The line a can be pulled away from the intersection producing a certain phase.
Alternatively, slide the line a up, in a continuous way, to the upper part of the gure. Now,
pulling the line a through the intersection and through the emanated line , produces a
dierent phase. Equating the two we get
a(g;h) + a(gh;k) =  1g a(h;k) + a(g;hk)  h(g;h;k); aiq : (3.24)
This is the constraint d = h; ?iq, where the right-hand-side is a function on A whose
argument is ?.
Interestingly, we could interpret the line a as the worldline of a massive particle. If
we restrict to the subgroup Ga  G that stabilizes a, we can think of Ga as the 0-form
symmetry of the quantum mechanics of a. Then a 2 C2(BGa;R=Z) is its 0-form anomaly.
However, as apparent in (3.24), a is in general not closed. This is an example where a
\bulk" 2-group symmetry induces a quantum mechanical anomaly which is not closed. (See
this discussion at the end of section 3.1.)
13Taking the looped conguration on the left of (3.22) and applying (3.19), we conclude that the existence
of a non-trivial anomaly Maa implies that looped congurations necessarily pick up a phase as in (3.22).
14In 3D, the junction of three surfaces is a line operator. However it is not a genuine line operator [1], in
the sense that it does not exist in isolation but only at the junction of three surfaces.
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g
h
k
l
ghkl
(g;h;kl)
(gh;k; l)
= e2i!(g;h;k;l)
(g;h;k)
(g;hk; l)
g(h;k; l)
g
h
k
l
ghkl
Figure 6. Following the pentagon identity, the two congurations of ve joining surfaces can be
modied one into the other. However, because of the 0-form anomaly, they dier by a phase. The
red lines are junctions of three surfaces. Where four surfaces meet (two red lines intersect), a line
(in blue) emanates according to the 2-group symmetry.
Third, mimicking the pentagon identity, a junction of ve surfaces g, h, k, l, ghkl
can be modied with the application of either two or three F -moves, leading to the same
nal conguration. Interpreting those as two dierent xed congurations that realize the
two cobordisms, the two xed congurations dier by a phase !(g;h;k; l) because of the
0-form anomaly. This is depicted in gure 6. Notice that the two emanated lines on the
left are equivalent to the three emanated lines on the right because of d = 0.
One can consider the junction of six surfaces g, h, k, l, m, ghklm, and deform the
conguration with successive applications of the anomalous transformation in gure 6.
There exists a \hexagon relation" such that the same nal conguration can be reached in
two dierent ways, each consisting of three anomalous transformations and some braiding
of the emanated lines. Equality of the produced phases gives the equation
d!(g;h;k; l;m) =


(g;h); gh(k; l;m)

+R : (3.25)
Here R 2 R=Z is the phase coming from braiding, constrained to satisfy
2R = h;[1iq =


(ghk; l;m); (g;h;k)

q
+


(g;hkl;m); g(h;k; l)

q
+


(g;h;klm); gh(k; l;m)

q
:
(3.26)
Steenrod's cup product [1 is reviewed in appendix A. In general this equation does not
x R completely: in the language of TQFT, this is the freedom in the choice of braiding
matrices for xed monodromy.
We can try to cure the anomaly by adding non-gauge-invariant local counterterms
to the action. We will discuss these counterterms below. One corresponds to assigning
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an extra phase exp
 
2ia(g)

to the point where a line a pierces a surface g, with  2
C1(BG; bA). Another one corresponds to assigning an extra phase exp    2i(g;h;k) to
the junction point of four surfaces g, h, k, ghk in gure 4, with  2 C3(BG;R=Z).
4d actions and anomaly inow. The 3d anomaly is described by the following 4d
topological action:
Sanom = 2i
Z
X
h
~q(PB)  hA;[Bi+A!
i
: (3.27)
Let us explain the various terms above. As usual, B 2 C2(X;A) with dAB = A and
 2 Z3(BG;A). Then PB is the Pontryagin square of B [42] (see appendix C), namely
an element of C4
 
X; (A) dened modulo coboundaries (with a residual dependence on
a choice of \lift" for ), and ~q 2 Hom   (A);R=Z. This homomorphism is constrained to
be G-invariant (in terms of the induced action of G on  (A)), which can be phrased as
d~q = 0 i.e. ~q 2 H0
 
BG;[ (A). The homomorphism is related to a G-invariant symmetric
bilinear form h ; iq : A  A ! R=Z. The dierential of the rst term in (3.27) is (see
appendix C):
d ~q(PB) =


dAB;[Biq   ~q
 
P1dAB

=


A;[B
q
 A~q(P1) : (3.28)
Here P1 is a higher Pontryagin square: it is an element of C
5
 
BG; (A) dened modulo
coboundaries and satisfying
d ~q(P1) =  h;[iq : (3.29)
The ambiguity in the addition of exact terms is precisely the residual dependence of PB on
the choice of lift of  and, as we will see, can be reabsorbed in !. Finally  2 C2(BG; bA)
and ! 2 C4(BG;R=Z), with the two further constraints
d = h; ?iq ; d! = h;[i+ ~q(P1) : (3.30)
In the rst equation, h; ?iq is the element of C3(BG; bA) obtained by evaluating on A
inserted at ?. The two equations guarantee that the integrand in (3.15) is closed and
thus that the action is independent of the triangulation and gauge invariant. The second
equation in (3.30) corresponds exactly to (3.25){(3.26) andR can be identied with ~q(P1):
the ambiguity by coboundaries of ~q(P1) is the freedom in R | coming from braiding |
that we noticed there.
To the 3d action we can add the following non-gauge-invariant local counterterms:
Sc.t. = 2
Z
3d
h
  hA;[Bi+A
i
(3.31)
with  2 C1(BG; bA) and  2 C3(BG;R=Z). Their eect is to shift
 ! + d ; ! ! ! + h;[i+ d : (3.32)
Therefore, the 1-form anomaly is directly represented by the bilinear form h ; iq and its
quadratic renement q. The mixed anomaly is a torsor over H2 (BG; bA). After xing the
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representative , we can still shift ! by an exact term and a term h;[i for a closed .
Hence the 0-form anomaly is a torsor over
H4(BG;R=Z) = H1 (BG; bA) [ [] :
Again, the Postnikov class [] partially trivializes the 0-form anomaly.
3.4 Anomalies in 4d
In four dimensions the generators of the 0-form symmetry are codimension-1 wall opera-
tors of type g 2 G while the generators of the 1-form symmetry are surface operators of
type a 2 A.
There are three types of 't Hooft anomalies. When a wall g is pulled through the
intersection point15 of two surfaces a; b, a phase exp
 
2i(a; b; g)

is generated. When
a surface a is pulled through the intersection line16 of four walls g, h, k, ghk, a phase
exp
 
2ia(g;h;k)

is generated. Finally, there are two congurations in which six walls
g1; : : : ;g5;g1   g5 meet, and the transformation from one to the other introduces a phase
exp
 
2i!(g1; : : : ;g5)

. One can try to cure the anomaly by adding local counterterms:
an extra phase e2iha;biq assigned to the intersection point of two surfaces a; b, a phase
e2ia(g;h) assigned to the point where a surface a intersects the intersection surface of
three walls g, h, gh, and a phase e2i(g1;:::;g4) assigned to the intersection point of ve
walls g1; : : : ;g4;g1   g4. We will refrain from giving a graphical description of 't Hooft
anomalies in 4d, as this is dicult, and use instead the language of anomaly inow.
The 2-group anomalies are controlled by the following action:
Sanom = 2
Z
X

hA;[PBi+ hA;[Bi+A!

: (3.33)
Here
B 2 C2(X;A)  2 C3(BG; bA)
dAB = A
 d =


;[ h; ?i

 2 Z1(BG;[ (A)) ! 2 C5(BG;R=Z)
PB 2 C4 X; (A) d! = h;[i   h;[P1i :
(3.34)
We have used the symmetric bilinear pairing
h ; i : AA !  (A) ; (3.35)
reviewed in appendix C, which is used in the construction of the Pontryagin square. The
constraints above guarantee that the integrand in (3.33) is closed.
We can add non-gauge-invariant local counterterms:
Sc.t. = 2
Z
4d
h
~q(PB) + hA;[Bi+A
i
: (3.36)
15The intersection of two surfaces a; b is a bordism between the two congurations in (3.19).
16Such intersection line corresponds to the special point in gure 4 times an extra R spanned by all
objects. A surface that wraps the intersection line, necessarily intersects the surface  at a point.
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Here ~q 2 Hom   (A);R=Z = C0 BG;[ (A) and the rst term could be written hA~q;PBi.
Then  2 C2(BG; bA) and  2 C4(BG;R=Z). The eect of these terms is to shift
 !  + d~q
 ! + d + h; ?iq
! ! ! + d + h;[i   ~q(P1) :
(3.37)
Notice that h ; iq is no longer a G-invariant pairing, unless d~q = 0. This is clearer if we
write h ; iq =


~q; h ; i

. Therefore the anomaly parameterized by  can be viewed as a
cohomology class [] 2 H1
 
BG;[ (A): The anomaly parameterized by  is a torsor over
H3 (BG; bA) = H0 BG;[ (A) [ h; ?i ;
and the anomaly parameterized by ! is a torsor over
H5(BG;R=Z) = H2 (BG; bA) [ [] :
The two quotients above represent the fact that the Postnikov class [] partially trivializes
the mixed 1-form/0-form anomaly described by  and the 0-form anomaly described by !.
4 Coupling to general symmetry groups
In previous sections we have discussed the meaning of 2-group global symmetry, background
elds, and 't Hooft anomalies. As we have stressed, 2-group global symmetry is intrinsic to
a QFT. An important caveat in this discussion is that the symmetry that we are interested
in acts faithfully on the operators of the theory. By this we mean that all non-trivial
elements of the intrinsic 0-form symmetry K act on or permute some local or extended
operator, and similarly all non-trivial elements of the intrinsic 1-form symmetry A act on
some line operators by non-trivial phases. (The specic case of 3d TQFTs described by
modular tensor categories is discussed in section 5.)
It is often the case that, even if a given QFT has some intrinsic 2-group symmetry
K =
 
K;A; ; [], we may be interested in coupling to background elds for a dierent
\extrinsic" 2-group G =
 
G;B; ; []. One situation where this arises is in the study of
renormalization group ows. For instance, suppose that a UV QFT has 2-group global
symmetry G. We assume it to be intrinsic so that it acts faithfully on operators in the
UV theory. It is then natural to couple the theory to background G gauge elds. In the
IR we may then arrive at a theory with a dierent intrinsic symmetry K. This symmetry
could be larger than G, because some of the symmetry is accidental in the IR, or it could
be smaller because all of the charged objects are massive and have decoupled from the IR
eld theory (or the ow breaks part of the symmetry).
However, the entire RG ow | and in particular the IR theory | can be coupled to
G gauge elds. This is achieved through a homomorphism G ! K. In other words, the
most general situation in the IR is governed by the coupling to K gauge elds, but we can
also couple to G by using G-backgrounds to activate intrinsic K-backgrounds (in the case
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of the toric code theory, this idea was explored in [13]). In this section we describe this
process in detail. In particular, this discussion is essential to understand 't Hooft anomaly
matching. Specically, if the UV theory has some 't Hooft anomaly for G, in general it is
reproduced in the IR by activating K-anomalies.
In the simplest case where the 1-form symmetries A and B are trivial, the process that
we describe below is simply a homomorphism of groups f1 : G ! K that can be used to
turn G gauge elds A into K gauge elds f1(A). It becomes more interesting when the
1-form symmetries are non-trivial. In that situation we can, for instance, use ordinary G
background elds to activate A background elds. A continuous example is illuminating.
Suppose that both A and G are U(1). Then A can couple to a background 2-form eld B,
and G to a 1-form connection A. We can therefore couple a theory with A symmetry to a
G-background by setting
B = dA ; (4.1)
where  2 R=Z is a coupling constant, and B has the standard 1-form gauge transformation
B ! B + d with U(1) gauge eld  (integer shifts of  are gauge transformations of
B). The formalism discussed in this section generalizes this idea both by allowing the
symmetries to form a non-trivial 2-group, and by considering the case of discrete symmetries
as well.17
As above, we consider a theory with intrinsic 2-group symmetry K =
 
K;A; ; [],
where K is the 0-form symmetry, A is the total 1-form symmetry,  : K ! Aut(A)
is a group action of K on A, and [] 2 H3 (BK;A) is the Postnikov class. We denote
the background elds for (K;A) by a pair (B1; B2). We wish to couple the theory to
background elds (X1; X2) for an extrinsic 2-group G =
 
G;B; ; []. Therefore we would
like to understand what 0-form and 1-form groups G;B are allowed, what 2-group structures
| characterized by  and [] | they can form, what freedom we have in the coupling to
the QFT, and what is the resulting 't Hooft anomaly.
The rst step is to choose group homomorphism from G;B to K;A
f1 : G  ! K ; f2 : B  ! A : (4.2)
We will use these homomorphisms, together with other data specied below, to construct
background elds.
A special case. Before tackling the most general situation, let us assume that f1 is the
trivial map while f2 is an (injective) inclusion. We describe a mechanism to couple to a
2-group bundle for G using only the intrinsic 1-form symmetry A. Since f2 is an inclusion,
1 B A A0  A=B 1f2 p

(4.3)
is a short exact sequence. Here p is the projection map mod B. We have also indicated a
lift of A0, i.e. an arbitrarily chosen map  : A0 ! A such that p   = idA0 . In general, A
is an extension of A0 by B.
17In general, this formalism can be straightforwardly extended by taking into account the p-form sym-
metry of a model for p > 1.
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We can use the short exact sequence (4.3) to construct 2-cocycles for A, that we use as
background elds for the 1-form symmetry, in terms of cochains for B and A0 that satisfy
certain conditions. First we need a 2-cocycle for A0, namely B02 2 Z2(M;A0), such that
dB02 = 0 ; Bock
 
[B02]

= 0 : (4.4)
Here Bock : H i(M;A0) ! H i+1(M;B) is the Bockstein homomorphism (appendix B) for
the exact sequence (4.3). Second we need a 2-cochain for B, namely X2 2 C2(M;B),
such that
dX2 = f
 1
2
 
d (B02)

: (4.5)
This equation depends on the particular choice of  we made. Notice that f 12  d  ,
when acting on cocycles, produces a representative of the Bockstein cohomology class, and
thus (4.5) implies the second eq. in (4.4). Then one constructs the 2-cocycle for A as
B2 = f2(X2)  (B02) ; (4.6)
where B2 2 Z2(M;A). Note also that this describes the most general B2; as we can extract
the two components via B02 =  p(B2) and X2 = f 12  (idA   p)(B2).
On the other hand, we can construct 2-cocycles B02 out of G-backgrounds. We rst
choose a class [q] 2 H2(BG;A0) and construct
[] = Bock
 
[q]
 2 H3(BG;B) : (4.7)
As we show below, these are allowed Postnikov classes for 2-groups G =
 
G;B; 1; [] the
QFT can couple to. We choose a representative q 2 Z2(BG;A0) for [q] and construct a
representative  = f 12 d(q) for []. Then, given a G-bundle with connection X1, that we
can think of as a homotopy class of maps X1 : M ! BG, we simply set
B02 = X

1q : (4.8)
In other words, from a background (X1; X2) for G that | combining (4.5) and (4.8) |
satises
dX2 = X

1  ; (4.9)
we construct the valid 1-form A-background
B2 = f2(X2) X1(q) : (4.10)
This shows how we can consistently couple a QFT, only through its intrinsic 1-form sym-
metry A, to 2-group bundles G =  G;B; 1; [] for all Postnikov classes of the form (4.7),
i.e. for all [] 2 Bock  H2(BG;A0). We will present a concrete example of this type in
section 6.4.18
18In fact, we could be more general and set B2 = f2(X2) X1
 
(q) +

for some chosen  2 Z2(BG;A).
The freedom in the choice of  corresponds to the so-called fractionalization classes (e.g. [22, 30, 39, 43, 44]),
and will be discussed in the general case.
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Notice that since f1 is trivial, G maps to the identity in K and so it does not permute
the anyons. If the QFT in question is a 3d TQFT, it has been conjectured in [22] that when
the 0-form symmetry does not permute the anyons, the Postnikov class should vanish (in
appendix D we prove this statement in a special case). This seems in contradiction with
the 2-groups G we constructed above. However recall that the full 1-form symmetry of the
theory is A, not B. If we map the Postnikov class [] 2 H3(BG;B) to H3(BG;A) we nd
f2
 
[]

= 0 in H3(BG;A) ; (4.11)
i.e. the class is trivialized in the larger coecient group A. In fact, by the extension of (4.3)
to a long exact sequence in cohomology, Bock
 
H2(BG;A0)  H3(BG;B) is precisely the
kernel of f2 and hence it is the largest possible set of Postnikov classes when G does not
permute the anyons (assuming the conjecture of [22] is correct).
By substituting (4.10) in the anomaly inow action of the QFT for the intrinsic 1-form
symmetry A, one can nd the implied 't Hooft anomaly for the 2-group G. Of course,
this anomaly only makes sense up to local counterterms that can be written in terms of G
gauge elds (we will expand on this point below). The 't Hooft anomaly for G will include
a 1-form part, a mixed 1-form/0-form part, and a 0-form part. In particular, a QFT with
only 1-form symmetry and no 0-form symmetry can still reproduce anomalous variations
for a 0-form G-background X1.
The general case. Let us now consider the general problem of coupling a QFT to
backgrounds (X1; X2) for G =
 
G;B; ; []. We aim to construct backgrounds (B1; B2)
for the intrinsic 2-group symmetry K =
 
K;A; ; [] in terms of (X1; X2). We set
B1 = f1(X1)
B2 = f2(X2) X1
(4.12)
for some  2 C2(BG;A).
The 2-group structure of K requires
d(B1)B2 = B

1 (4.13)
with  : K ! Aut(A) and [] 2 H3 (BK;A). For the sake of clarity, in this section we
explicitly indicate the group action involved in the twisted dierential. Substituting (4.12)
into (4.13) we get the equation
d(f1)(X1)
 
f2(X2) X1

= X1f

1 : (4.14)
We should determine which  and  in the 2-group equation
d(X1)X2 = X

1  (4.15)
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with  : G ! Aut(B) and [] 2 H3 (BG;B), ensure that (4.13) is satised. The rst
condition is that, for every g 2 G, the following square diagram commutes:
G B B
K A A
f1
(g)

f2 f2
(f1)(g)

(4.16)
(Dashed lines are only included to clarify the origin of the square diagram.) The latter is
a constraint on the group action  ,
f2  (g) = (  f1)(g)  f2 (4.17)
in Hom(B;A), guaranteeing that the action of G on B is compatible with the action of K
on A. Using the constraint, we can simplify d(f1)(X1)f2(X2) = f2
 
d(X1)X2

= X1f2()
and d(f1)(X1)X

1 = X

1df1. Hence (4.14) becomes the pull-back by X1 of the equation
df1 = f2()  f1 : (4.18)
If we want (4.14) to be satised for all backgrounds X1, then (4.18) should be satised.
This is a cohomological constraint on the possible Postnikov classes [] for G:
f2
 
[]

= f1 [] in H
3
f1(BG;A) : (4.19)
When this is satised and we have chosen representatives ; , then there exist 's that
solve (4.18). In fact, (4.18) leaves us some freedom in the choice of : we can shift
 !  +  with [] 2 H2f1(BG;A) : (4.20)
Only the shift by a cohomology class [] matters, because if  is a coboundary then B2
in (4.12) in shifted by a gauge transformation. On the contrary, [] parameterizes dier-
ent allowed couplings of the TQFT to the 2-group G =
 
G;B; ; []. Those are called
\fractionalization classes" in the literature (see e.g. [22, 30, 39, 43, 44]) and form an
H2f1(BG;A) torsor.
Once again, the 't Hooft anomaly of the 2-group symmetry G can be obtained by
substituting the background (4.12) into the 't Hooft anomaly of the intrinsic 2-group sym-
metry K. One should be careful that the resulting anomaly for G is dened up to local
counterterms that can be written in terms of G gauge elds.
An example about possible induced anomalies. To clarify the meaning of the last
paragraph, let us present a simple example. Consider the 3D Chern-Simons TQFT U(1)2,
which has a Z2 1-form symmetry with anomaly
Sanom = 
Z
X4
1
2
P(B2) (4.21)
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where B2 2 Z2(X4;Z2) is the background eld. We can couple the theory to an extrinsic
U(1) 0-form symmetry, with gauge eld A, by setting B2 = dA=2. Substituting into (4.21)
and noticing that the Pontryagin square P reduces to a standard square, we obtain the
action 18
R
F ^ F . This term is gauge invariant and well-dened on a 4-manifold with
boundary, therefore it is an allowed local counterterm19 that can be removed. The resulting
theory has manifestly well-dened 3D Lagrangian
L = 2
4
bdb+
1
2
bdA : (4.22)
On the other hand, we can couple the theory to an extrinsic SO(3) 0-form symmetry, with
gauge eld A, by setting B2 = A
wSO(3)2 in terms of the second Stiefel-Whitney class of
SO(3). In this case the anomaly
Sanom = 
Z
X4
AP
 
w
SO(3)
2

2
(4.23)
is non-trivial and cannot be removed.
4.1 Comments on accidental symmetries
The condition (4.19) constrains possible RG ows. Suppose that G is the UV 2-group
symmetry and K is the IR 2-group symmetry. If we assume that f1; f2 are (injective)
inclusion maps, then we can use the construction above to prove that, in certain cases,
these maps cannot be isomorphisms and hence that there must be accidental symmetry
in the IR.
As an example, suppose that the Postnikov class [] for the UV 2-group symmetry G
is non-trivial, while the Postnikov class [] for the IR 2-group symmetry K vanishes. Then
it follows from (4.19) that f2 cannot be an isomorphism, i.e. the 1-form symmetry must
be enhanced in the IR: B  A. Since this is true for any f1, not necessarily an inclusion,
the conclusion remains true even if some local operators decouple during the ow, such
as in ows that end up in infrared gapped TQFTs. A general class of ows where this
applies is in 3d QFTs where the UV 0-form symmetry acts on the local operators but does
not permute anyons. When such theories ow to gapped TQFTs at long distances, the
0-form symmetry still does not permute the anyons and hence, (according to a conjecture
of [22]; see also appendix D) the IR Postnikov class is trivial. Thus the IR TQFT must
have emergent 1-form global symmetry. See the examples in sections 6.2 and 6.4.
Similarly, if the Postnikov class for the intrinsic 2-group symmetry in the UV is trivial,
but in the IR is non-trivial, then f1 cannot be an isomorphism, i.e. there must be an
accidental 0-form symmetry in the IR.
5 Example: 3d TQFTs with a global symmetry
A general class of examples of theories with 2-group global symmetry is provided by three-
dimensional TQFTs | i.e. gapped systems with topological order | with a global sym-
metry. TQFTs are particularly important because they describe generic gapped systems,
19Such a term is gauge invariant in 4D but it depends on the extension. It can be considered as a 3D
local but not gauge invariant counterterm.
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which are a common end of RG ows.20 As we discuss below, for these systems the
phenomenon known in the literature (e.g. [22, 30, 31, 39]) as \obstruction to symmetry
fractionalization" or \H3 anomaly" is in fact the signature of a 2-group global symmetry.
This relationship was also noted in [11, 14], and here we provide a detailed dictionary.
Let us rst review some aspects of the axiomatic construction of 3d TQFTs. Before
introducing global symmetry, these theories are described by a unitary modular tensor
category C (e.g. [32, 41, 45]). A class of observables is given by line operators. There is a
nite set of such lines fa; b; c; : : : g 2 C and they obey a commutative fusion algebra
a b =
X
c2C
N cab c : (5.1)
In the above, the N cab = N
c
ba are non-negative integers, that are equal to the dimensions of
vector spaces V abc associated to trivalent vertices (or to the sphere S
2 with three punctures,
in radial quantization). The algebra has an identity 0, which is the trivial and completely
transparent line. We indicate as a the line conjugate to a, which has opposite orientation,
such that aa = 0. Associativity requires PeN eabNdec = Pf NdafNfbc. One can choose bases
of vectors ja; b; c; i in these vector spaces, and diagrammatically represent these states as

dc
dadb
1=4
c

a b
= ja; b; c; i 2 V abc ;

dc
dadb
1=4
c
a

b
= ha; b; c; j 2 V cab :
(5.2)
The normalization constants da are called quantum dimensions, and will be xed momen-
tarily. There exist orthogonality and completeness relations for lines:
c0
0
a b

c
= cc0 0
r
dadb
dc
c
a b
=
X
c;
s
dc
dadb
a

b
c

a b
: (5.3)
On the left, the indices ; 0 run over N cab values and so the expression is non-vanishing
only if N cab 6= 0. Taking c = c0 = 0 and b = a, one nds a diagrammatic expression for the
quantum dimension of a:
da = da = a : (5.4)
A key identity is dadb =
P
cN
c
abdc, showing that the quantum dimensions are both eigen-
values (in fact, the largest eigenvalues) and eigenvectors of the matrices N cab. A line | or
anyon | is said to be Abelian if and only if da = 1. We let A be the subcategory of Abelian
anyons. They have the important property that fusion of a line with an Abelian anyon
20Below, we do not consider TQFTs with local operators. These are important for describing theories
with spontaneously broken 0-form symmetries.
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produces a single line on the right-hand-side of (5.1), with multiplicity 1. In particular A
is an Abelian group.
The fusion category is completed by the F -matrices that relate the congurations of
lines on the two sides of gure 3 and satisfy pentagon equations. We will not use these
identities below and refer to [32, 36] for details.
The line operators also satisfy a variety of braiding relations. The braiding matrices
[Rabc ] are dened by
c

ba
=
X

[Rabc ]
c

a b
)
b
b
a
a
=
X
c;;
s
dc
dadb
[Rabc ]
b

a
c

a b
;
(5.5)
where above we used (5.3). The R-matrices satisfy hexagon relations [32, 36] that cor-
respond to Yang-Baxter equations, and moreover there are hexagon relations between F -
and R-matrices.
Imposing that the S-matrix (dened below) is unitary, one nally denes a unitary
modular tensor category (UMTC).
The topological spin of an anyon a was dened in (3.22). It can be expressed in terms
of the R-matrices as
a = a =
X
c;
dc
da
[Raac ] =
1
da
a (5.6)
and it is a root of unity [41, 46]. One can show that the R-matrices satisfy the ribbon
property
P
[R
ab
c ] [R
ba
c ] =
c
a b
 . The S-matrix is dened as
Sab =
1
D
X
c
N cab
c
ab
dc =
1
D
a b (5.7)
(the two expressions agree because of the ribbon property) where D = S 100 =
pP
a d
2
a is
the total quantum dimension. The S-matrix is unitary and satises Sab = Sba = S

ab and
S0a = da=D. It can be used to remove anyons that loop around other anyons:
a
b
=
Sab
S0b
b
: (5.8)
One can also dene the so-called monodromy scalar component
Mab =
Sab S00
S0a S0b
=
Sab S00
S0a S0b
=
1
dadb
X
c
N cab
c
ab
dc =
1
dadb
ab ; (5.9)
introduced in (3.19) (for Abelian anyons). If Mab is a phase, jMabj = 1, then the braiding
of a and b is Abelian. Moreover, when this is true, it follows that MabMac = Mad whenever
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Ndbc 6= 0. The converse is also true. From unitarity of the S-matrix it follows that if there
exists a set of phase factors eia , one for each anyon type a, satisfying eia eib = eic
whenever N cab 6= 0, then
eia = Mae = M
 1
ae =
Sae
S0a
(5.10)
for some Abelian anyon e.
5.1 TQFTs with a global symmetry
We now describe some aspects of 3d TQFTs with global symmetry following [22] (see
also [41, 47]). Our rst task is to identify the intrinsic global symmetry of such a theory
as discussed in section 4.
We begin with the 0-form symmetry. First, we dene a set of topological symmetries
| or auto-equivalences | of a unitary modular tensor category as the set of invertible
maps21 ' : C ! C that preserve all topological properties, e.g. N cab, da, a, Sab [22]. They
can involve a permutation of the anyons, '(a) = a0, and act unitarily on the vector spaces,
'
 ja; b; c; i = X
0

ua
0b0
c0

0 ja0; b0; c0; 0i ; (5.11)
while preserving the F - and R-matrices.
Among such transformations, there is a subset, called natural isomorphisms dened
as follows:
(a) = a ; 
 ja; b; c; i = ab
c
ja; b; c; i (5.12)
for phases a. These transformations automatically leave all TQFT data invariant and we
do not regard them as symmetries. Notice in particular that such natural isomorphisms
do not permute the anyons. More generally, it is conjectured in [22] that topological
symmetries that do not permute anyons are necessarily natural isomorphisms.22 (See
appendix D for a proof in a special case.)
We thus dene the automorphism group of the category, Aut(C), as the group of
topological symmetries modulo natural isomorphisms. In particular, group multiplication
in Aut(C) is composition up to natural isomorphisms. If we assume the conjecture above
that all non-identity elements of Aut(C) must permute the anyons, we conclude that Aut(C)
is a subgroup of the permutation group of the anyons (in particular, it is nite). We identify
this automorphism group with the 0-form symmetry of the theory:
Intrinsic 0-form symmetry = Aut(C) : (5.13)
Next let us identify the 1-form symmetry of the TQFT. These are the Abelian anyons
in the theory (see the discussion around (5.4)):
Intrinsic 1-form symmetry = A = Abelian anyons : (5.14)
21We restrict here to unitary and parity-preserving maps.
22This statement is false in non-topological TQFTs. See section 6 for examples.
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Since the group of automorphisms Aut(C) acts to permute all the lines, by restriction it
also acts to permute only the Abelian anyons A. This denes the action of the 0-form
symmetry on the 1-form symmetry that is part of the dening data of a 2-group. Finally,
we must explain how to extract the Postnikov class  2 H3 BAut(C);A from the intrinsic
data of the TQFT. This is done in section 5.2 below.
Although the intrinsic symmetry of the TQFT is the 2-group dened above, it is
common in the literature (e.g. [22]) to also discuss coupling a TQFT to more general
symmetries. This can be carried out using the formalism of section 4. In particular, we
will consider coupling the theory to an extrinsic 2-group with 0-form group G and 1-form
group A.
To begin the discussion, we consider in general a group homomorphism
[] : G! Aut(C) (5.15)
meaning that [g]  [h] = [gh]. The special case that G = Aut(C) (so that we are
considering the intrinsic 0-form symmetry of the TQFT) corresponds to [] = id. We
represent the classes [g] by elements of the topological symmetry (and from now on we
suppress the index ):
g(a) = a
0  ga ; gja; b; ci = Ug(ga; gb; gc) jga; gb; gci ; g 1  g ; (5.16)
where Ug are unitary matrices. They only have to represent G up to natural isomorphisms:
g;h g h = gh ; (5.17)
where g;h(a; b; c) are natural isomorphisms:
g;h(a; b; c) =
a(g;h) b(g;h)
c(g;h)
 (5.18)
for phases a(g;h). One easily nds g;h(a; b; c) =
Ug(a; b; c)
 1 Uh(ga; gb; gc) 1 Ugh(a; b; c). Clearly (5.18) does not uniquely x the
phases a(g;h), and we will discuss below how they can be unambiguously extracted
from the TQFT data. On the other hand, G permutes the anyons and this induces an
action of G on the 1-form symmetry group A, that we indicate with the same symbol
 : G! Aut(A).
Decomposing ghk with (5.17) and using associativity, one obtains
g;hk g h;k 
 1
g = gh;k g;h : (5.19)
From the phases a(g;h) one can dene the phases

a(g;h;k) =
 1g (a)(h;k) a(g;hk)
a(gh;k) a(g;h)
(5.20)
where  1g (a) = ga. They satisfy the relations

 1g (a)(h;k; l) 
a(g;hk; l) 
a(g;h;k)

a(gh;k; l) 
a(g;h;kl)
= 1 : (5.21)
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From (5.18), (5.19) and (5.20) it follows that 
a(g;h;k) 
b(g;h;k) = 
c(g;h;k) whenever
N cab 6= 0. This means that we can write

a(g;h;k) = M

a (g;h;k) (5.22)
for some (g;h;k) 2 A. One can prove that  is a cocycle in Z3(BG;A), and that dierent
solutions to (5.18) for a lead to 's that dier by an exact cocycle. We conclude that the
action of the 0-form symmetry G denes a class [] 2 H3 (BG;A). In the literature this
is called an \obstruction to symmetry fractionalization" or \H3 anomaly". As we explain
in section 5.2 this is in fact the Postnikov class of the 2-group global symmetry. Notice
that if G does not permute the anyons, then according to a conjecture of [22] (see also
appendix D) its action on the TQFT can be completely trivialized by a natural isomorphism
and thus [] = 0.
G-crossed braided tensor category. The 0-form symmetry G is generated by (two-
dimensional) surface operators g, one for each element g 2 G. These are observables of
the theory, and we should extend the set of topological correlation functions by including
them as well. More generally, we should also include open surfaces ending on defect lines
ag. Such defect lines could be considered as new line operators [22], even though they
are not genuine line operators [1]. There must be a background for G with holonomy g
around the defect lines that bound g | a sort of branch-cut discontinuity along g | and
correlation functions depend on the topology of the surfaces bounded by the defect lines.
One can then dene a G-graded tensor category
CG =
M
g2G
Cg ; (5.23)
called a G-crossed braided tensor category. Each sector Cg contains those lines ag that can
bound g, and the original tensor category is C  C1. One could generate all the dierent
lines ag 2 Cg by starting with one element in Cg and then fusing with the elements a 2 C,
in other words the action of C on Cg by fusion is transitive.23 Fusion is compatible with
grading, ag bh =
P
cN
cgh
agbh
cgh. Note that, because of the presence of the surfaces, fusion
can be non-commutative.
The surfaces are oriented, and when a line ah crosses g, it is mapped to
g(ah) =
gah of type
gh = ghg 1 : (5.24)
This generalizes gure 2 to all genuine and non-genuine lines. Besides, one needs to extend
[] : G ! Aut(C) to [] : G ! Aut(CG) such that [g] : Ch ! Cghg 1 . One also needs to
extend fusion and braiding to the full CG , including F - and R-matrices.
In order to implement the presence of surface operators in the diagrammatics, we
implicitly place a surface g perpendicular to the page below its respective line ag. Addi-
tionally, by a dashed line we represent a 1d section of a surface operator, which may or may
23Such action is not faithful in general, though, in fact the number of lines in Cg is equal to the number
of g-invariant lines in C [22].
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not have a boundary defect line. Compatibility between fusion and braiding is expressed
by [22]
kcgh

kbh
ag bh
xk
=
X

Uk(a; b; c)
kcgh

ag bh
xk
(5.25)
and
xk
hgxk
cgh

ag bh
= x(g;h)
xk
hgxk
cgh

ag bh
: (5.26)
If we move the lines that are displaced above the page away leaving only the attached
surface operators, we nd simplied diagrams. The rst one implies
c
a b
ka
kb
kc
k =
X

Uk(a; b; c)
c
a b
 : (5.27)
This is precisely the action of k on the basis vectors ja; b; c; i, as in (5.16). The second
one implies
gh
g h
x
gx
hgx
= x(g;h)
gh
g h
x
= x(g;h) dx
gh
g h
; (5.28)
where a(g;h) are phases, one for each anyon a 2 C. Hence, the phases a(g;h) generalize
the phases e2ia(g;h) that we dened in (3.23) to all line operators in the TQFT.
By considering two trivalent junctions that slide one on top of the other in two dif-
ferent ways and requiring that the two operations give the same result, one obtains the
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relation (5.18) between g;h(a; b; c) and a(g;h) (see gure 8 of [22] and the related
discussion). Therefore from the correlators (5.28) we can unambiguously extract the
phases a(g;h).
5.2 Diagrammatics of the Postnikov class
To understand the relation between the \obstruction to fractionalization" and the Post-
nikov class of 2-group symmetry, both of which we have indicated as [] 2 H3 (BG;A),
take the two congurations on the left and right of gure 3 (recalling that solid lines in
that gure are codimension-1 symmetry defects, which we represent in this section by
dashed lines) and wrap an anyon a around both. Performing a contour deformation and
implementing (5.28) we nd
ghk
g kh
a = a(g;h) a(gh;k)
ghk
g kh
a
(5.29)
and
ghk
kg h
a (g;h;k) = ga(h;k) a(g;hk)
ghk
kg h
(g;h;k)a
: (5.30)
The standard F -move of 3d TQFTs that transforms the conguration of lines on the left
of gure 3 to the one on the right, does not involve the creation of any other line . If
we insist that this remains true for the non-genuine lines ag, and thus also for the surface
symmetry defects g, we obtain the relation ga(h;k) a(g;hk) = a(g;h) a(gh;k). This
is the statement that the class [] = 0 in H3 (BG;A). In other words, if the class []
dened in (5.22) does not vanish, we cannot consistently couple the TQFT to global 0-
form symmetry G and 1-form symmetry A as independent symmetries. This is why the
class [] is sometimes termed an \anomaly" in the literature.
On the other hand, including the Abelian line (g;h;k) in the F -move of surface sym-
metry defects (and accordingly in the F -move of non-genuine lines), we obtain the equation
ga(h;k) a(g;hk)
a(gh;k) a(g;h)
=

Sa
S0
 1
= M 1a (g;h;k) = 
a(g;h;k) ; (5.31)
which is precisely the desired relation. We conclude that it is consistent to couple such a
TQFT to a 2-group G-bundle | up to the 't Hooft anomalies discussed in section 3.
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5.3 Abelian TQFTs
To illustrate some of the methods, consider the special case of an Abelian TQFT where all
anyons are Abelian, i.e. any two anyons a; a0 fuse into a unique anyon aa0 (equivalently, all
anyons have quantum dimension one). Take two anyons a; a0 to encircle the same defect
junction as in (5.28). Using (5.28) subsequently for the anyons a; a0 gives the product of
phases a(g;h) a0(g;h), while using (5.28) for the anyon aa
0 gives the phase aa0(g;h).
This corresponds to the equation24
a(g;h) a0(g;h) = aa0(g;h) : (5.32)
Namely, ?(g;h) is a homomorphism from the intrinsic 1-form symmetry A to U(1). Since
this is true for all anyons in the Abelian TQFT, the phase a(g;h) can be expressed
as (5.10) for some Abelian anyon e = e(g;h). Substituting the expression for a(g;h)
into (5.20), using the fact that the monodromy matrix Mab is G-invariant and (in the case
of an Abelian TQFT) multiplicatively linear in the two entries, and comparing with (5.22),
we nd that  is a coboundary. We conclude that in Abelian unitary TQFTs, the 2-group
symmetry has trivial Postnikov class:
[] = 0 in H3 (BG;A) : (5.33)
6 More examples
In this section we discuss many more examples of theories with 2-group global symmetry, or
that can be coupled to 2-group backgrounds. We also illustrate the procedure of section 4.
In the rst example we discuss how to couple the Abelian ZN Chern-Simons theory
to 2-group backgrounds using its 1-form symmetry. The second example is U(1)K Abelian
Chern-Simons-matter theory with matter elds of charge q > 1, that can have 2-group
global symmetry. In the third example we show how a certain mixed anomaly for discrete
global symmetries can give rise to 2-group global symmetry after gauging. The fourth
example is Spin(N)K and O(N)K non-Abelian Chern-Simons-matter theory with matter
in the vector representation, that can have 2-group global symmetry. The fth example is
the Chern-Simons theory Spin(k)2 which, for certain values of k, can have ZT2 time-reversal
symmetry forming a 2-group with the Z2 1-form symmetry. We also present an innite
list of U(1)k and SU(k)1 Chern-Simons theories with time-reversal symmetry. The last
example illustrates the method of section 4, by coupling the simplest ZN gauge theory
in general spacetime dimension to various global symmetries using its intrinsic higher-
form symmetries.
24This argument should not be considered as a proof that ? is a homomorphism from A to U(1). Rather,
the fact that ? is linear in A was taken as an assumption in (3.23). (Notice that  and  are exactly the
same object in an Abelian TQFT.) Linearity is natural from anomaly inow, since  should take values inbA in order for (3.27) to be well-dened. It would be nice to prove linearity from the axioms of TQFT. We
thank Yuji Tachikawa for pointing this out.
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6.1 Abelian ZN Chern-Simons theory
Let us rst present the example, discussed in [11, 19, 25], of a TQFT coupled to 2-group
bundles through its 1-form symmetry.
Consider the Abelian ZN Chern-Simons theory, that can be described by two U(1)
gauge elds u;w [35, 48, 49]:
SCS =
K
4
Z
u du+
N
2
Z
u dw ; (6.1)
where w constrains u to be a ZN gauge eld. Denote r  gcd(N;K). The theory has
1-form symmetry ZN2=r  Zr generated by the lines
H
w and Kr
H
u+ Nr
H
w, respectively.
We will focus on the part ZN2=r  A, which can be written as an extension of ZN=r  A0
by ZN  B. We will restrict to the case r 6= N . Using (4.10) and for any group G,
the theory can be coupled to the background (X1; X2) for a 2-group global symmetry
G =
 
G;ZN ; 1;Bock([q])

with [q] 2 H2(BG;ZN=r). For a related discussion of this theory
coupled to 2-group bundles on the lattice, see [19] (where the Postnikov class is interpreted
as an obstruction for ordinary symmetries). The 't Hooft anomaly for the 2-group back-
ground can be computed from the anomaly of the ZN2=r 1-form symmetry generated byH
w of spin   K
2N2
mod 1. Using the short-hand notation (q) = &, the anomaly is
Sanom = 2
Z
X

  K
2N2

P(B2) =  2K
N2
Z
X
1
2
P

N
r
X2  X1 &

= 2
Z
X

  K
2r2
P(X2) +
K
Nr
X1 & [X2  
K
N2
X1

1
2P(&) + & [1 d&
 (6.2)
mod 2Z, where B2 is as in (4.10) and X is a closed spin 4-manifold. The anomaly
agrees with the general structure in (3.27){(3.30) where the ZN  ZN2=r subgroup 1-form
symmetry is generated by the line Nr
H
w of spin   K
2r2
mod 1, the permutation  is trivial,
 =   KNr &, ! =   KN2
 
1
2P(&) + & [1 d&

and  = rN d&.
The case N = 3, K = 2 formulated on the lattice was discussed in [11]. In this case r =
1, and the theory can couple to the 2-group background as above with [q] 2 H2(BG;Z3).
The 't Hooft anomaly for the 2-group background can be computed from the anomaly of
the Z9 1-form symmetry generated by
H
w of spin  19 mod 1 as in (6.2):
Sanom = 2
Z
X

2
3
X1 & [X2  X1

1
9
&2 +
2
3
& [1 d&
3

mod 2Z ; (6.3)
which agrees with the anomaly computed in [11].25
6.2 U(1)K with matter of general charges
Consider U(1)K Chern-Simons theory coupled to Nf scalars of charge q. We study the
case that K = q` is a multiple of q. The gauge-invariant unit monopole operator is dressed
25Here, however, we interpret X2 as the classical background for the 1-form global symmetry A, as
opposed to what is called Ggauge in [11].
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with ` scalar elds, and thus the theory appears to have ordinary global symmetry26
G = U(Nf )=Z` (we neglect charge conjugation symmetry in the following discussion). The
theory also has A = Zq 1-form symmetry generated by the element e2i=q in the center of
the gauge group, which assigns the phase e2iQ=q to the Wilson line of charge Q. As we
show, the two symmetries combine into a 2-group.
Denote the matter elds by I with avor index I = 1; : : : ; Nf . The Z` quotient on
U(Nf ) is generated by I ! e2i=`I . To see this, note it acts trivially on the perturbative
local operators formed by gauge invariant polynomials of I since it can be absorbed by
a U(1) gauge rotation e2i=(q`) (recall I has charge q). It also acts trivially on the local
operators with magnetic charge since the basic monopole is dressed with ` matter-eld
zero-modes. Since the Z` transformation is identied with a e2i=(q`) gauge rotation on
the matter elds, if we activate a G = U(Nf )=Z` background eld that is not a U(Nf )
gauge eld, we nd the dynamical U(1) gauge eld is modied by a Zq` quotient. The Zq`
quotient changes the quantization of the dynamical U(1) gauge eld from integral periods
to Zq` fractional periods, specied by a Zq` 2-cocycle that depends on the background elds
of the global symmetry. Since the `-th power of the gauge rotation e2i=(q`) acts trivially on
the matter elds but non-trivially on the Wilson lines that are charged under the 1-form
symmetry, such background eld for the 0-form symmetry also activates the background
for the Zq 1-form symmetry.27 The Zq` 2-cocycle can be expressed as a background Zq
2-cochain X2 for the Zq 1-form symmetry, and the Z` 2-cocycle
B02 = X

1w
(`)
2 ; (6.4)
where X1 is the background G gauge eld, and w
(`)
2 is the obstruction to lifting the
U(Nf )=Z` bundle to a U(Nf ) bundle. More precisely, the Zq` 2-cocycle is described by
X2; B
0
2 with the constraint
dX2 = Bock(B
0
2) = X

1 Bock
 
w
(`)
2

; (6.5)
in terms of the Bockstein homomorphism for the exact sequence 1 ! Zq ! Zq` ! Z` ! 1
that describes Zq` as the extension of Z` by Zq. Namely, the G = U(Nf )=Z` ordinary
global symmetry and the Zq 1-form symmetry combine into a 2-group
G =

U(Nf )=Z` ; Zq ; 1 ; Bock
 
w
(`)
2

; (6.6)
26The group U(Nf )=Z` can be described as the elements (x; y) of SU(Nf )U(1) with the identications
(x; y)   e 2i=Nf x ; e2i=Nf y   x ; e2i=`y.
27More precisely, denote r = gcd(q; `): since (q=r) 1 can be dened in Z`, the Z` transformation on the
charge-q matter elds can be identied with the gauge rotation e2i(q=r)
 1=r` (with a lift of (q=r) 1 in Zr`)
which generates a Zr` quotient instead of Zq`. Consequently, the background for the 0-form symmetry
only activates the background for the Zr  Zq subgroup 1-form symmetry. However, since we will couple
the theory to the background for the entire Zq 1-form symmetry, this extends the Zr` quotient to a Zq`
quotient. The special case with only 0-form global symmetry is discussed in [50].
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with Postnikov class Bock
 
w
(`)
2
 2 H3(BG;Zq).28 The permutation  in the 2-group
symmetry is trivial, since the 0-form avor symmetry G acts on the matter elds without
changing their gauge charges.29
The class w
(`)
2 2 H2(BG;Z`) for G = U(Nf )=Z` can be described in more detail as
follows. The G-bundle can be described by a U(1)  PSU(Nf ) bundle with the following
correlation [50]:
F
2
=
Nf
d
w
(`)
2 +
`
d
w
(Nf )
2 mod
Nf `
d
; (6.7)
where F=(2) is the rst Chern class of the U(1) bundle, d = gcd(Nf ; `) and w
(Nf )
2 is the
obstruction to lifting the PSU(Nf ) bundle to an SU(Nf ) bundle. In the special case Nf = 1
the condition (6.7) implies w
(`)
2 can be lifted to an integral cocycle, and in particular a Zq`
cocycle, therefore the Postnikov class Bock
 
w
(`)
2

vanishes. In this case G is the U(1)
magnetic symmetry, and the vanishing Postnikov class reproduces the fact that the theory
can couple to the magnetic symmetry without activating any background for the 1-form
symmetry. We will consider the case Nf  2.
We can also give the matter eld a mass term singlet under the global symmetry,
and integrate out the matter elds to nd U(1)K Chern-Simons theory coupled to the
background elds. Since the symmetry acts on the matter elds without changing the
gauge charge, the symmetry does not permute the anyons in the resulting Chern-Simons
theory, and it couples to the theory by the 1-form symmetry. Note that in the IR the
1-form symmetry is enhanced from Zq to Zq`. As a consistency condition for the ow, we
can couple the theory to background elds using the formalism of section 4 with f1 the
trivial homomorphism and f2 : Zq ! Zq` the inclusion given by multiplication by `. This
reproduces (6.5). Equivalently, the backgrounds X1; X2 activate the 2-form background
for the Zq` total 1-form symmetry
B2 = ` eX2   eB02 (6.8)
with B02 = X1w
(`)
2 as in (6.4), where tilde denotes the lift to Zq` cochains while preserv-
ing (6.5), and thus B2 is a Zq` cocycle independent of the lift. This is the same Zq` 2-cocycle
that describes the Zq` quotient on the dynamical U(1) gauge eld in the UV. The 't Hooft
anomaly of the 2-group symmetry can then be computed from the 't Hooft anomaly of the
Zq` 1-form symmetry:
Sanom =
2
q`
Z
X
PB2
2
; (6.9)
where B2 is given by (6.8) and X is a closed spin 4-manifold. The same anomaly is
reproduced in the UV theory using the Zq` quotient on the dynamical U(1) gauge eld
28In the special case gcd(q; `) = 1, the Bockstein homomorphism is trivial since Zq` = Zq  Z`, and
the 2-group symmetry has trivial Postnikov class i.e. it factorizes into a 0-form and a 1-form symmetry.
From Footnote 27 we nd that the background eld for G = U(Nf )=Z` with non-trivial w(`)2 modies the
ordinary gauge and global symmetry bundle into a [U(1)dynU(Nf )global]=Z` bundle, where the Z` quotient
is generated by the element (e2i(q
 1)=`; e 2i=`). We will focus on the case gcd(q; `) > 1. In particular, if
we gauge the Zgcd(q;`) subgroup of the Zq 1-form symmetry to change (q; `) into (q=gcd(q; `); `=gcd(q; `)),
the resulting UV 2-group symmetry has trivial Postnikov class.
29If we include the charge conjugation symmetry, which we neglected, the permutation would be Z2.
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described by the same 2-cocycle (6.8), where the quotient makes the Chern-Simons term
of the dynamical gauge eld no longer properly quantized.
The discussion can be repeated with the scalars replaced by Nf massless fermions of
charge q, and K replaced by the bare Chern-Simons level (we consider the case Kbare = q`),
namely in the theory U(1)q` q2Nf=2 with Nf fermions of charge q.
30
In the special case q = 1, the 1-form symmetry is trivial and the ordinary symmetry
G does not participate in a non-trivial 2-group symmetry. The 't Hooft anomaly (6.9) of
the ordinary symmetry G agrees with the computation in [50] (up to counterterms for the
G background gauge eld).
Another special case is QED3 with Nf fermions of charge q, where Nfq needs to be
even to avoid the standard parity anomaly. Following the previous notation, ` = qNf=2
and the bare Chern-Simons level is q2Nf=2, thus from the previous discussion the theory
has 2-group symmetry with ordinary symmetry G = U(Nf )=ZqNf=2, 1-form symmetry Zq,
trivial permutation and Postnikov class Bock
 
w
(qNf=2)
2

.
6.3 Gauging a symmetry with mixed 't Hooft anomaly
Consider a theory with an ordinary 0-form global symmetry bAG, where bA is an Abelian
group while G is generic, and a mixed 't Hooft anomaly
Sanom = 2
Z
X
C [A : (6.10)
Here X is a closed four-manifold, C is a gauge eld for bA, A is a gauge eld for G, the
class [] 2 H3(BG;A) parameterizes the mixed 't Hooft anomaly and A is the Pontryagin
dual to bA. The 't Hooft anomaly is an obstruction to gauging the entire bAG symmetry.
However, following the discussion in [14], we show that gauging only the subgroup bA
produces a theory with 2-group symmetry.
For trivial G-background, namely A = 0, the anomaly (6.10) vanishes: we can gauge
the subgroup bA and make C dynamical in the path-integral. The resulting theory has
a 1-form center symmetry A (isomorphic to bA), which can be coupled to a background
2-form gauge eld B through the term
S1-form = 2
Z
3d
C [B : (6.11)
In the absence of the mixed anomaly (6.10), invariance under bA gauge transformations
would require B to be a cocycle. With (6.10), instead, gauge invariance requires that the
background elds satisfy
dB = A : (6.12)
We conclude that G and A form a 2-group global symmetry G =  G;A; 1; [] in which G
does not act on A.
30What one means by \bare CS level" depends on the scheme used to regularize the fermions. In a
dierent scheme, the bare CS level would be Kbare = q`  q2Nf . This would not aect the physical result,
since the groups U(Nf )=Z` and U(Nf )=Z` qNf are isomorphic, and the corresponding Postnikov classes
Bock
 
w
(`)
2
 2 H3(BG;Zq) are the same.
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Summarizing, one can produce examples of 3d theories with 2-group global symmetry
by starting with a theory with ordinary global symmetry bAG and 't Hooft anomaly of
the form (6.10), and then dynamically gauging bA [14]. Notice that, naively, one could have
expected that because of the mixed anomaly (6.10), promoting bA to a dynamical gauge
symmetry completely spoils the global symmetry G. Instead G survives and becomes part
of a 2-group global symmetry.31
6.4 Spin(N) and O(N) Chern-Simons-matter theories
Two interesting examples of the general strategy highlighted above are provided by
Spin(N)K and O(N)K Chern-Simons theories with Nf massless scalars in the vector rep-
resentation. Those two theories can have 2-group global symmetry. To explain those
examples, let us proceed step by step.
We start considering SO(N)K Chern-Simons theory with Nf massless scalars in the
vector representation.32 We take N = 2 mod 4, K even, and Nf = 0 mod 4. The theory
has charge conjugation symmetry C, magnetic symmetry M, as well as avor symmetry
O(Nf ). More precisely, the action of the Z2 center of O(Nf ) on the matter elds can be
identied with the Z2 center of the SO(N) gauge group, and besides, such a center avor
rotation does not act on the gauge-invariant operators with magnetic charge (which, for
K even, need an even number of matter elds to be gauge invariant, and thus they carry
an even number of avor indices). Therefore the faithful avor symmetry is PO(Nf ). We
would like to determine the 't Hooft anomaly for C, M and the connected component
PSO(Nf ) = SO(Nf )=Z2 in this theory.
We can turn on a background gauge eld A for a PSO(Nf )-bundle with non-trivial
second Stiefel-Whitney class, by which we mean the obstruction to lifting the bundle to an
SO(Nf ) bundle. Let us denote by [w
PSO(Nf )
2 ] the group cohomology class that represents
the second Stiefel-Whitney class in the classifying space of PSO(Nf ):
w
PSO(Nf )
2
 2 H2 BPSO(Nf );Z2 : (6.13)
This class has the property that for every PSO(Nf )-bundle with connection A, its second
Stiefel-Whitney class is

AwPSO(Nf )2

. We then choose a representative w
PSO(Nf )
2 .
Because of the non-trivial PSO(Nf ) avor bundle, also the bundle for the dynamical
gauge eld is forced to be a non-trivial PSO(N)-bundle, as the second Stiefel-Whitney
classes of the two bundles are constrained to be the same [50]. Namely, the gauge elds
live in
SO(N)dyn  SO(Nf )global
Z2
: (6.14)
31In fact, all 3d examples with 2-group symmetry discussed in section 6 have such a parent theory (or
a generalization where the 0-form symmetry is not the product bA  G but an extension), which can be
obtained by gauging a subgroup of the 1-form symmetry.
32We can add an O(Nf )-invariant potential for the scalar elds and tune the mass term to zero: depending
on N , K, Nf the theory at long distances has been conjectured to ow to a critical point or a symmetry-
breaking phase [51, 52]. In this discussion we will focus on the microscopic theory.
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From the point of view of the dynamical gauge sector, the constraint to non-trivial PSO(N)-
bundles is enforced by an eective coupling
R
Adyn [ B2 (obtained, for instance, by inte-
grating out the massive scalar elds) to a 2-cochain
B2 = A
wPSO(Nf )2 : (6.15)
In fact, the Chern-Simons term of SO(N)K has a Z2 1-form symmetry and B2 acts as a
source for the latter, enforcing the constraint. Let us stress that in the full theory with
matter, such a would-be 1-form symmetry is explicitly broken.
On the other hand, consider for a moment the pure SO(N)K Chern-Simons theory.
Such a TQFT | as we said | has a Z2 1-form symmetry related to the center of SO(N), as
well as magnetic and charge conjugation 0-form Z2 symmetries M, C, respectively. From
the analysis in section 2.4 of [53], the theory has the following 't Hooft anomaly:
Sanom = 2
Z
X

NK
8
PB2
2
+ Bock(B2) [

N
4
BM +
K
4
BC

+
1
2
B2 [BC [BM

: (6.16)
Here X is a closed spin four-manifold, P is the Pontryagin square (appendix C), Bock
is the Z2 Bockstein homomorphism (appendix B), while BM, BC are background gauge
elds for M, C, respectively. Substituting the eective value (6.15) for B2 in the theory
with matter, we nd the 't Hooft anomaly of SO(N)K with Nf scalars. Here we are only
interested in backgrounds for PSO(Nf ) and M, hence let us set BC = 0. Recalling that
we chose N = 2 mod 4 and K even, we nd the anomaly
Sanom = 
Z
X

(K=2)
APwPSO(Nf )2
2
+A Bock
 
w
PSO(Nf )
2
 [BM : (6.17)
Notice that Bock
 
w
PSO(Nf )
2

would be trivial for Nf = 2 mod 4.
33
Such an anomaly has the same form as in (6.10), therefore we can produce a theory
with 2-group global symmetry by employing the procedure of [14] reviewed in section 6.3.
We promote BM to a dynamical gauge eld, which enlarges the gauge group to Spin(N)K .
The new theory has a Z2 center 1-form symmetry (recall that Spin(N)K has a Z4 center 1-
form symmetry, however the coupling to matter in the vector representation breaks it to Z2)
which we can couple to a background eld X2 2 C2(M;Z2) by the coupling 
R
3dB
M[X2.
Invariance of the action under gauge transformations of BM requires the background elds
A;X2 to satisfy
34
dX2 = A
 Bock
 
w
PSO(Nf )
2

: (6.18)
33For Nf = 2 mod 4, PSO(Nf ) has a Z4-valued Stiefel-Whitney class ew2 representing the obstruction
to lifting PSO(Nf ) bundles to Spin(Nf ) bundles, and w
PSO(Nf )
2 = ew2 mod 2. If follows that there is
no obstruction to lifting the Z2-valued class w
PSO(Nf )
2 to a Z4-valued class, and therefore the Bockstein
homomorphism associated to the exact sequence 1! Z2 ! Z4 ! Z2 ! 1 maps wPSO(Nf )2 to zero.
34With some abuse of notation, by Bock
 
w
PSO(Nf )
2

we mean a representative of the class
Bock
 
w
PSO(Nf )
2

. Moreover, we used that Bock
 
w
PSO(Nf )
2

is a Z2-valued cochain and so it is equal
to its opposite.
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We conclude that in Spin(N)K Chern-Simons theory with Nf scalars in the vector repre-
sentation (N = 2 mod 4, K even, Nf = 0 mod 4), the PSO(Nf ) avor symmetry and the
Z2 1-form symmetry form a 2-group global symmetry
G =

PSO(Nf ) ; Z2 ; 1 ; Bock
 
w
PSO(Nf )
2

: (6.19)
The non-trivial Postnikov class Bock
 
w
PSO(Nf )
2

is an element of H3
 
BPSO(Nf );Z2

.
We can easily write the 't Hooft anomaly for the 2-group symmetry G, as the non-dynamical
part of (6.17):
Sanom = 
Z
X
(K=2)
APwPSO(Nf )2
2
: (6.20)
This anomaly has only a pure 0-form part (non-vanishing for K = 2 mod 4).
An alternative heuristic explanation for the 2-group global symmetry is as follows.
The action of the Z2 center of SO(Nf ) on the elementary elds is identied with the action
of a transformation in the center of Spin(N) of order four. Thus in the presence of a
PSO(Nf ) background with nontrivial A
wPSO(Nf )2 , the Spin(N) gauge eld is modied
by a background for the 1-form symmetry. If both transformations were of order two,
one could simply set the background to be AwPSO(Nf )2 . Instead, since the square of the
transformation is nontrivial in Spin(N), we need to introduce an additional Z2 2-form
background that correlates with the PSO(Nf ) gauge elds as in (4.10).
Instead of making BM dynamical, we could take K = 2 mod 4, N even, and repeat the
discussion making BC dynamical (and setting BM to zero). Hence we nd that in O(N)0K
Chern-Simons theory with Nf scalars in the vector representation [53], the avor symmetry
PSO(Nf ) and the Z2 center 1-form symmetry form a 2-group global symmetry (6.19). Or,
we could gauge the diagonal combination CM by making BC = BM dynamical producing
the O(N)1K theory: then for N;K even that satisfy N+K = 0 mod 4 and Nf = 0 mod 4,
the theory has 2-group symmetry.
Now, suppose we deform the Spin(N)K theory with matter by a large SO(Nf )-invariant
mass for the matter elds: for a suitable sign of the mass term, the theory ows to the pure
Spin(N)K Chern-Simons TQFT in the IR. The Z2 1-form symmetry we had in the UV is
enhanced to Z4 in the IR. On the other hand, the PSO(Nf ) 0-form symmetry does not
permute the anyons in the IR: in the UV the symmetry does not change the representation
of the matter elds under the gauge group, and also since it is connected and continuous,
it cannot be mapped to the permutation group but in the trivial way. In other words,
PSO(Nf ) is not an intrinsic symmetry of the TQFT. Yet, since the UV theory has 2-group
global symmetry G as in (6.19) and the ow preserves the symmetry, it should be possible
to couple the TQFT to G and the 't Hooft anomaly (6.20) should be reproduced. Indeed, in
the IR the 2-group G is coupled to the TQFT through the Z2  B subgroup of the Z4  A 1-
form symmetry, according to the short exact sequence (4.3), and q = w
PSO(Nf )
2 as in (4.7)
and (4.10). As noted in section 4, the non-trivial Postnikov class Bock
 
w
PSO(Nf )
2
 2
H3
 
BPSO(Nf );Z2

vanishes once it is mapped to H3
 
BPSO(Nf );Z4

, consistently with
the fact that PSO(Nf ) cannot permute the anyons. To compute the 't Hooft anomaly of G
in the IR, we take the anomaly for the 1-form symmetry of Spin(N)K with N = 2 mod 4
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and K even, namely 
R
X(K=2)PB2=2, and substitute (4.10). Noticing that f2 : Z2 ! Z4
is here multiplication by 2, the only term that survives is precisely (6.20).
In the special case that N = 2, we nd the theory U(1)4K with Nf scalars of charge
q = 2 (K even and Nf = 0 mod 4), and conclude that it has 2-group symmetry. This is
consistent with section 6.2 by turning o the background for the U(1) magnetic symmetry
and restricting the background for the avor symmetry to be in PSO(Nf ).
The discussion can be repeated with scalars replaced by fermions, and the level replaced
by the bare level (for O(N) gauge theory there is also the bare Z2 level). In particular we
take N = 2 mod 4, K even and Nf = 0 mod 4, and claim that the resulting theories have
2-group global symmetry. This also provides a consistency check for the dualities [53]:
Spin(N)K with Nf   ! O(K)0 N+Nf
2
; N+Nf
2
with Nf  
O(N)1K;K 1+L with Nf   ! O(K)1 N+Nf
2
; N+Nf
2
+1+L
with Nf  ;
(6.21)
where the scalars  and the fermions  are in the vector representation. In the rst duality,
forN = 2 mod 4, K even, Nf = 0 mod 4, both sides have the same 2-group symmetry and
the same 't Hooft anomaly. The Z2 levels are 3d local counterterms added when gauging
C or CM, and thus they do not aect the 2-group symmetry and its anomaly. Similarly
in the second duality, for N;K even, N +K = 0 mod 4, Nf = 0 mod 4, both sides have
the same 2-group symmetry and the same 't Hooft anomaly. In fact, this simply follows
from 't Hooft anomaly matching (6.16) in the SO(N) Chern-Simons-matter dualities and
the gauging strategy discussed in section 6.1.
6.5 Chern-Simons theories with time-reversal symmetry
Our next family of examples is given by Chern-Simons theories with a Z2 1-form symmetry
that forms a 2-group with time-reversal symmetry.
We start with U(1)k Chern-Simons theory. For special values of k the theory is time-
reversal invariant as a spin-TQFT (up to a mixed gravitational anomaly): those are the
integer solutions to the negative Pell equation
kp2   q2 = 1 (6.22)
for some integers p; q [54]. The rst few values are k = 1; 2; 5; 10; 13; 17; 26. In order to
prove time-reversal invariance, we start from the equality of the following two theories:
k
4
bdb  1
4
cdc+
1
2
bd(B + kA) +
1
2
cdA  !
  k
4
~bd~b+
1
4
~cd~c+
1
2
~bd
 
qB + k(q   p)A+ 1
2
~cd
 
pB + (kp  q)A ; (6.23)
where b; c;~b; ~c are dynamical U(1) gauge elds, B is a background U(1) gauge eld and A
is a background spinc connection. Equality follows from the eld redenition b = q~b+ p~c,
c =  kp~b  q~c which has unit Jacobian because of (6.22). Integrating c; ~c out and setting
A = 0 (which is consistent on spin manifolds) gives
k
4
bdb+
1
2
bdB  !   k
4
~bd~b+
q
2
~bdB   p
2
4
BdB   4CSgrav : (6.24)
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(Note that by the redenition ~b! ~b+B, the coupling q2~bdB could be shifted by   k2~bdB.)
Written more simply, this is the duality of spin-TQFTs
U(1)k  ! U(1) k : (6.25)
Thus, the theories are time-reversal invariant.
Taking into account the coupling to B, time reversal should act as T (B) =  qB. Yet,
the theory is not time-reversal invariant in the presence of a background B, due to the
anomalous shift on the right-hand side. To achieve invariance we should take
k
4
bdb+
1
2
bdB +
1=k
4
BdB + 2CSgrav
T !   k
4
bdb+
q
2
bdB   q
2=k
4
BdB   2CSgrav
dual ! k
4
bdb+
1
2
bdB +
1=k
4
BdB + 2CSgrav : (6.26)
The term 1=k4 BdB is not properly quantized and thus not well-dened in 3d. We can realize
it | and thus the theory can be made time-reversal invariant | by placing the system
on the surface of a bulk with theta term  = 2=k for U(1)B (normalized as    + 2),
which characterizes the mixed 't Hooft anomaly.
The mapping of lines can be deduced from their coupling to the background elds
B;A, or from the change of variables. We nd
Q1
I
b+Q2
I
c  !  qQ1   kpQ2 I ~b+  pQ1   qQ2 I ~c ; (6.27)
with the identications k
H
b + k
H
c  2 H c  0 and similarly for ~b; ~c. Namely, the topo-
logical charges satisfy (Q1; Q2)  (Q1 + k;Q2 + k)  (Q1; Q2 + 2). Applying the duality
map twice we get
T 2(Q1; Q2) = ( Q1; Q2)  ( Q1; Q2) : (6.28)
Thus the time-reversal symmetry is a Z4 anyon permutation symmetry for k > 2 (while
for k = 2 we have Q1  Q1 + 2).35 It satises
T 2 = C ; (6.29)
where C is charge conjugation symmetry acting as C : B 7!  B and with C2 = 1.
Using the level-rank duality U(1)k $ SU(k) 1, we also obtain
SU(k)1  ! SU(k) 1 : (6.30)
Thus also SU(k)1 is time-reversal invariant as a spin-TQFT for k that satises (6.22). We
will focus on the case that k is odd, where the theory is also time-reversal invariant as
a non-spin TQFT, since the dierence in the framing anomaly between the two sides is
35Examples with this property were already observed in [31, 55, 56].
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2(k   1) 2 8Z.36 In fact, taking mod 4 and mod 8 on both sides of (6.22), one nds that
k = 1 mod 4 for q even and k = 2 mod 8 for q odd (while p is always odd). The anyons of
SU(k)1 are labelled by Young diagrams with a single column of height Q mod k, and the
time-reversal symmetry acts as
T : Q ! qQ : (6.31)
Note that, once again, T 2 = C where C(Q) =  Q mod k. Time-reversal symmetry is a Z4
anyon permutation symmetry.
Consider gauging charge conjugation C in SU(k)1. The 1-form symmetry is Zk, and
since for odd k there is no Abelian anyon stabilized by C, there is only one way to couple
to the Z2 charge conjugation symmetry. There are two possible non-spin Z2 counterterms:
(Z2)0 and (Z2)4, where in our convention the Z2 level is dened mod 8 (see [53] for explana-
tions). Such counterterms preserve time-reversal invariance. The duality SU(k)1 $ SO(k)2
maps charge conjugation to the magnetic symmetry. Thus, depending on the choice of Z2
counterterm, the gauging produces either Spin(k)2 or gSpin(k)2;4 = [Spin(k)2  (Z2)4]=Z2
(where the quotient is generated by the product of the line in the two-index symmetric
tensor representation of Spin(k) and the Wilson line of the Z2 theory, see [53]).
The anyons in the new theory are as follows. After gauging, the state Q = 0 splits into
two states 1; , where  generates the new Z2 1-form symmetry. Denote k = 4m + 1 for
some integer m. There are 2m+4 lines, with two lines W1;W2 in the spinor representation
of Spin(k) of spin m4 ,
m
4 +
1
2 for zero counterterm and spin
m 1
4 ,
m 1
4 +
1
2 for the non-trivial
counterterm. The two spinor lines are related by fusing with  and they have the same
quantum dimension
p
k.
Let us show that, depending on k, the new theories Spin(k)2 and gSpin(k)2;4 can have
2-group symmetry. This discussion follows the one in [31]. The new theories have Z2 anyon-
permutation time-reversal symmetry as follows. It leaves invariant 1; , and maps the spinor
lines among themselves (otherwise braiding with  would be inconsistent). From the spins
of the spinor lines W1;W2 one can determine the map in the case of trivial counterterm:
even m: T (W1) = W1 ; T (W2) = W2
odd m: T (W1) = W2 ; T (W2) = W1 :
(6.32)
In the case of non-trivial counterterm, m is replaced by m   1 and the two cases
are exchanged.
Suppose that the Z2 anyon-permutation time-reversal symmetry does not form a 2-
group with the 1-form symmetry. Then we can compute the 't Hooft anomaly of time-
reversal symmetry using the anomaly indicator formula in [59, 60], and it must take values
in f1g. If the anomaly is not in f1g, then the anyon-permutation symmetry must form
a 2-group with the 1-form symmetry. The 't Hooft anomaly of time-reversal symmetry in
a non-spin 3d TQFT can be parameterized by 
R
w22 and 
R
w41 [27, 60] where w1; w2 are
the Stiefel-Whitney classes of the bulk manifold. The presence of the rst term is detected
36This uses the following property: a duality between two non-spin 3d TQFTs each tensored with the
invertible spin-TQFT f1;  g [57] implies that the non-spin TQFTs themselves are dual, if and only if their
framing anomalies dier by a multiple of 8 [58].
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by the framing anomaly c as e2ic=8. For the theory Spin(k)2 with k = 4m+ 1, the framing
anomaly is c = 4m and thus the rst anomaly is ( 1)m 2 f1g. The second anomaly can
be computed as
even m: Zanom =
1
2
p
k
h
1 + T +
p
k( 1)m=2  TW1   TW2i
odd m: Zanom =
1
2
p
k
 
1 + T
 6= 1 : (6.33)
Here Tx are the phases (5.28) associated to the generator of T and to the lines x. It turns
out that for even m we have T =  1, while TW1 =  TW2 = 1 depending on how we
couple to the Z2 symmetry (there are two fractionalization classes): we see that Zanom is
in f1g. On the other hand, for odd m no value of T = 1 can lead to Zanom = 1.
We conclude that for k = 5 mod 8 satisfying (6.22), the theory Spin(k)2 has Z2 anyon-
permutation time-reversal symmetry that combines with the Z2 1-form symmetry to form
a 2-group. In a similar way, we can conclude that for k = 1 mod 8 satisfying (6.22), the
theory gSpin(k)2;4 has Z2 anyon-permutation time-reversal symmetry that combines with
the Z2 1-form symmetry to form a 2-group. This is consistent with the conclusion in [31].
In both cases, the 2-group symmetry has 0-form part given by ZT2 time-reversal sym-
metry, 1-form part Z2, trivial permutation, and Postnikov class [] given by the unique
non-trivial element in H3(BZ2;Z2) = Z2. Such an element is represented, for instance, by
the 3-cocycle (B1)
3 = B1 [ Bock(B1), where B1 is a Z2 1-cocycle and the Z2 Bockstein
homomorphism is for the exact sequence 1! Z2 ! Z4 ! Z2 ! 1.
We could instead couple the theories Spin(k)2 or gSpin(k)2;4, that have intrinsic 2-
group symmetry, to an external Z4 0-form symmetry and the Z2 1-form symmetry using
the method of section 4, with the projection map f1 : Z4 ! Z2 and the identity map f2.
From the discussion in section 4, the Postnikov class for the extrinsic 2-group symmetry
is trivial by the property of the Bockstein homomorphism. Note that this applies to any
example with such intrinsic 2-group symmetry. This agrees with the discussion in [31].
6.6 ZN gauge theory in general dimension
Consider the simplest ZN gauge theory in spacetime dimension d > 1 [35, 48, 49]:
S =
N
2
Z
b d(d 2) ; (6.34)
where b is a U(1) 1-form gauge eld, while (d 2) is a U(1) (d 2)-form gauge eld that
constrains b to be a ZN gauge eld. Likewise, b constrains (d 2) to be a ZN gauge eld.
The theory has an intrinsic ZN (d 2)-form symmetry generated by the line ei
H
b, and
an intrinsic ZN 1-form symmetry generated by the operator37 ei
H
(d 2) . The corresponding
charged objects are the 't Hooft operators einm
H
(d 2) and the Wilson lines eine
H
b with
integers nm; ne 2 ZN . We can turn on ZN background gauge elds Bmd 1 or Be2 for these
symmetries (in this discussion they are normalized as
H
Bmd 1,
H
Be2 2 2N Z), and this
37When d = 2, the generator is a local operator ei(0) from the periodic scalar eld (0)  (0) + 2.
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introduces one of the two couplings
N
2
Z
bBmd 1 or
N
2
Z
(d 2)Be2 : (6.35)
On the other hand, introducing both couplings (6.35) produces a mixed 't Hooft anomaly:
the equation of motion of b implies N d(d 2) =  NBmd 1, and thus the other coupling is
not well-dened but has the anomaly
Sanom =  N
2
Z
X
Bmd 1B
e
2 ; (6.36)
where X is a closed bulk (d+1)-manifold. We can construct several interesting examples
using this theory.
As a rst example, take N = pq with gcd(p; q) > 1. Using the method of section 4, we
can couple the theory to an external 2-group symmetry with 0-form part G, 1-form part
Zq  ZN , trivial action of G on Zq, and Postnikov class Bock() for  2 H2(BG;Zp) (the
Bockstein homomorphism is for the short exact sequence 1 ! Zq ! ZN ! Zp ! 1). De-
note the 2-group background by a G gauge eld X1 and a Zq 2-cochain X2. The coupling to
the external 2-group symmetry is realized by constructing a ZN 2-cocycle Be2 = Be2[X1; X2]
in terms of X2 and the Zp 2-cocycle X1 () as in (4.10). The coupling has a parame-
ter  2 H2(BG;ZN ) that shifts Be2 by the ZN 2-cocycle X1 (). We can also introduce
additional coupling parameters (i) 2 Hd 1 2i(BG;ZN ) by turning on the background
Bmd 1 =
[ d 12 ]X
i=0
 
Be2[X1; X2]
i [X1 ((i)) : (6.37)
The 't Hooft anomaly for the external 2-group symmetry is given by substituting the
backgrounds Bmd 1, B
e
2 into the mixed anomaly (6.36).
Another particularly simple example, that does not involve 2-groups, is the following.
Consider the ZN gauge theory coupled to an ordinary symmetry G, where G is a nite
group. We set Bmd 1 = 0 and couple to the background eld X1 by setting B
e
2 = X

1 () with
 2 H2(BG;ZN ). The presence of the background Be2 implies that the Wilson line ei
H
b,
charged under the 1-form symmetry, needs to be attached to a surface with Be2 ux. From
section 3.1, this means that the line carries a projective representation of G described by
the cocycle . Since there is no 't Hooft anomaly in this case, we can promote X1 to be a
dynamical eld. The action of the theory reads
S =
N
2
Z
(d 2)

db+X1 ()

: (6.38)
The equation of motion of (d 2) no longer implies that b is a ZN gauge eld, but rather
that b and X1 together constitute the gauge eld for the group extension bG:
1! ZN ! bG! G! 1 ; (6.39)
where G acts trivially on ZN and the extension bG is specied by . The discussion can be
generalized to the case that G acts on ZN by a general homomorphism  : G! Aut(ZN ).
Finally, we consider the Z2 gauge theory coupled to various symmetries (with trivial
Postnikov class) in various dimensions:
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 d = 2. We couple the theory to time-reversal and to an SO(3) symmetry (with gauge
eld X1) by the backgrounds
Bm1 =  w1 ; B
e
2 = X

1w2
 
SO(3)

; (6.40)
where w1 is the rst Stiefel-Whitney class of the spacetime manifold. Substituting
into (6.36), we nd the mixed anomaly
Sanom = 
Z
X
w1 [X1w2
 
SO(3)

; (6.41)
where X is a closed non-orientable bulk 3-manifold with Stiefel-Whitney class w1.
Thus the 2d Z2 gauge theory can be the surface state of such a bulk term. In par-
ticular, the presence of the background Be2 implies that the line e
i
H
b, charged under
the 1-form symmetry, carries a projective representation of SO(3) i.e. it has half-
integer isospin. Similarly, since the 0-form gauge transformation of Bm1 is identied
with a gauge transformation of w1, the point operator e
i is odd under time-reversal
symmetry.
 d = 3. We couple the theory to time-reversal symmetry. There are two linearly
independent 1-form symmetries, with 2-form backgrounds Bm2 and B
e
2. Consider
the coupling
Bm2 = B
e
2 =  w
2
1 : (6.42)
The presence of the 2-form backgrounds implies that the lines ei
H
(1) , ei
H
b charged
under the two Z2 1-form symmetries, respectively, carry projective representations
of time-reversal symmetry T specied by the cocycle (6.42), i.e. they obey T 2 =  1.
The background-coupled theory with such anyons is also called the eTmT state [61].
The mixed anomaly (6.36) implies that time-reversal symmetry has anomaly
Sanom = 
Z
X
w41 ; (6.43)
where X is a closed non-orientable bulk 4-manifold. This reproduces the time-reversal
anomaly of the eTmT state [27].
 d = 4. We couple the theory to the spacetime manifold using the following back-
grounds for the 1-form and 2-form symmetries:
Bm3 =  w3 ; B
e
2 =  w2 : (6.44)
Such a Be2 background implies that the line e
i
H
b describes a fermionic particle. Sim-
ilarly, the Bm3 background implies that the surface e
i
H
(2) charged under the 2-form
symmetry, is attached to a volume with Bm3 =  w3 ux. Such a surface is referred
to as a fermionic string [62]. Then (6.36) implies that the Z2 gauge theory with such
couplings has gravitational anomaly
Sanom = 
Z
X
w2 [ w3 ; (6.45)
where X is a closed 5-manifold. This reproduces the result in [27].
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A similar discussion for the examples in d = 3 and d = 4 can be found in [27], but here we
propose the new interpretation that these couplings are realized by higher-form symmetries,
and the anomalies for ordinary symmetries in those examples come from the anomaly of
the higher-form symmetries.
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A Singular cohomology and group cohomology
To construct bundles for nite groups, as well as at bundles for continuous groups, on a
manifold X we use simplicial calculus. First we triangulate X with simplices: vertices are 0-
simplices, lines (or edges) are 1-simplices, faces are 2-simplices, and so on up to d-simplices
where d = dimX. We indicates the set of vertices as fig and choose an arbitrary ordering.
The analog of an n-form is a simplicial n-cochain f 2 Cn(X;A), which is a function
on n-simplices taking values in an Abelian group A (we use additive notation for Abelian
groups). This is a collection of elements fi0:::in 2 A for all n-simplices in X. There is one
element for each n-simplex, and so we assume that fi0; : : : ; ing are ordered: i0 < : : : < in.
The analog of the exterior dierential of forms in this context is the simplicial dier-
ential d : Cn(X;A)! Cn+1(X;A) dened as
(df)i0:::in+1 =
n+1X
j=0
( 1)jfi0:::b{j :::in+1 (A.1)
for ordered vertices fijg, where the hatted index is omitted. One uses the fact that, given an
n-simplex, any possible subset of its indices forms a simplex. The dierential is nilpotent,
d2 = 0. This allows us to dene the groups Zn(X;A) of closed cochains, or cocycles;
the groups Bn(X;A) of exact cochains, or coboundaries; and then the cohomology groups
Hn = Zn=Bn.
Given a (possibly non-Abelian) group G, a at G-bundle on X is described by a 1-
cocycle A 2 Z1(X;G), i.e. by elements Aij 2 G associated to the edges of the triangulation,
such that AijAjk = Aik for ordered vertices fi; j; kg of a face (we use multiplicative notation
for non-Abelian groups). Given a group homomorphism  : G! Aut(A), i.e. an action of
G on A, we can construct a twisted dierential dA:
(dAf)i0:::in+1 = (Ai0i1) fi1:::in+1 +
n+1X
j=1
( 1)jfi0:::b{j :::in+1 (A.2)
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for ordered vertices fijg. This dierential is nilpotent as well, d2A = 0. Thus it leads to
twisted cocycles, twisted coboundaries and twisted cohomology classes.
Let A;A0;A00 be three Abelian groups with a given bilinear pairing
h ; i : AA0 ! A00 : (A.3)
We allow for an action of G on both A, A0, A00 (for simplicity we call both actions ), and
demand that the pairing be covariant with respect to the G-action:
hhf; hgi = hhf; gi 8 f 2 A; g 2 A0; h 2 G : (A.4)
In the main text we will be mainly interested in the case that A00 = R=Z, there is no
G-action on A00 and thus the pairing is G-invariant, but we will be general in this section.
Then we dene a (twisted) cup product. Let f 2 Cp(X;A) and g 2 Cq(X;A0), then the
product hf;[ gi 2 Cp+q(X;A00) is dened as
hf;[ gii0:::ip+q =


fi0:::ip ; (Ai0ip)gip:::ip+1

(A.5)
for ordered vertices fijg. This product reduces to the standard cup product if there is no
G-action .
The twisted dierential satises the Liebnitz rule when acting on the cup prod-
uct, namely
dAhf;[ gi = hdAf;[ gi+ ( 1)phf;[ dAgi : (A.6)
Notice that in each term, the action  contained in the twisted dierential is the one that
pertains to the corresponding Abelian group. To verify the formula we rst compute
hdAf;[ gii0:::ip+q+1 = (Ai0i1)


fi1:::ip+1 ; (Ai1ip+1)gip+1:::ip+q+1

+
p+1X
j=1
( 1)jhfi0:::b{j :::ip+1 ; (Ai0ip+1)gip+1:::ip+q+1 (A.7)
where we used that A is closed and the pairing is covariant, and
( 1)p hf;[ dAgii0:::ip+q+1 = ( 1)p


fi0:::ip ; (Ai0ip+1)gip+1:::ip+q+1

+
p+q+1X
j=p+1
( 1)j 
fi0:::ip ; (Ai0ip)gip:::b{j :::ip+q+1 : (A.8)
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Then
dAhf;[ gi

i0:::ip+q+1
= (Ai0i1)


fi1:::ip+1 ; (Ai1:::ip+1)gip+1:::ip+q+1

(A.9)
+
pX
j=1
( 1)j
fi0:::b{j :::ip+1 ; (Ai0ip+1)gip+1:::ip+q+1
+
p+q+1X
j=p+1
( 1)j
fi0:::ip ; (Ai0ip)gip:::b{j :::ip+q+1
=
h
hdAf;[ gii0:::ip+q+1   ( 1)p+1


fi0:::ip ; (Ai0ip+1)gip+1:::ip+q+1
i
+
h
( 1)phf;[ dAgii0:::ip+q+1   ( 1)p


fi0:::ip ; (Ai0ip+1)gip+1:::ip+q+1
i
: (A.10)
The two extra terms after the last equality cancel out.
A particularly interesting case is when the second Abelian group is bA, the Pontryagin
dual to A, namely the Abelian group of linear functions  : A ! R=Z. Then there is a
natural pairing
h ; i : bAA ! R=Z
h; fi 7! (f) : (A.11)
Given an action  of G on A, we can dene an action on bA such that h ; i is invariant:
g such that (g)(f) = (
 1
g f) 8 g 2 G; f 2 A : (A.12)
It follows hg; gai = (g)(ga) = ( 1g ga) = h; ai. Therefore we can construct a
twisted cup product and twisted dierentials, that satisfy the Liebnitz rule.
A.1 Group cohomology
The group cohomology of G consists of the cohomology classes Hn (BG;A), where BG
is the classifying (or Eilenberg-Mac Lane) space of G [21]. When A is nite, one can
safely take the singular cohomology of BG. When A is continuous, on the other hand,
the topology of A should be taken into account, and the correct language to use is sheaf
cohomology. In particular, when we consider A = R=Z = U(1) we use the standard (as
opposed to the discrete) topology. This guarantees that
Hn(BG;R=Z) = Hn+1(BG;Z) (A.13)
in all cases (see e.g. [37, 38]).
When G is nite, the cohomology groups have an algebraic description [63] (see
also [64]) as cohomology groups of functions
f : Gn ! A ; (A.14)
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\normalized" such that f(: : : ;1; : : : ) = 0. The twisted dierential is dened as
(df)(g1; : : : ; gn+1) = g1f(g2; : : : ; gn+1) +
nX
j=1
( 1)jf(g1; : : : ; gjgj+1; : : : ; gn+1)
+ ( 1)n+1f(g1; : : : ; gn) :
(A.15)
Such dierential is nilpotent, d2 = 0, and this allows us to construct the (twisted) coho-
mology groups Hn . For nite groups, the notation H
n
 (G;A)  Hn (BG;A) is often used
in the literature.
Given Abelian groups A;A0;A00 and a pairing h ; i : A  A0 ! A00, covariant with
respect to the G-action , we construct the twisted cup product of f 2 Cp(BG;A) and
b 2 Cq(BG;A0):
hf;[ bi(g1; : : : ; gp+q) =


f(g1; : : : ; gp); g1gpb(gp+1; : : : ; gp+q)

(A.16)
which is an element of Cp+q(BG;A00). The twisted dierential satises the Liebnitz rule
when acting on such a product:
dhf;[ bi =


df;[ b

+ ( 1)p
f;[ db : (A.17)
The proof is essentially the same as before.
In fact, if we regard the cocycle A 2 Z2(X;G) as a homotopy class of maps A : X !
BG, we realize that
Ad = dAA ; (A.18)
where the pull-back A corresponds to substituting gj ! Aij 1ij for all n-simplices fijg.
A.2 Steenrod's cup products
Following Steenrod [65], we can introduce higher generalizations of the cup product. As
before, we let A, A0, A00 be Abelian groups, h ; i : A  A0 ! A00 a bilinear pairing, and
 : G! Aut(A(0;1;2)) three actions of G on A;A0;A00 (we use the same symbol  for both).
In order not to clutter our formulas, here we will keep the twist and the pairing implicit.
As discussed before, the dierential satises the Liebnitz rule when acting on the cup
product (f 2 Cp(X;A) and g 2 Cq(X;A0)):
d (f [ g) = df [ g + ( 1)pf [ dg : (A.19)
On the other hand, as opposed to the case of dierential forms, the cup product is not
graded-commutative:
f [ g   ( 1)pqg [ f = ( 1)p+q 1d (f [1 g)  df [1 g   ( 1)pf [1 dg : (A.20)
In the second term on the left we have made a slight abuse of notation (unless A = A0 and
the pairing is symmetric): when we write g [ f we still pair f with g in the correct order;
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what we commute is the assignment of indices. The object [1 on the right is a (twisted)
bilinear cup product from Cp(X;A) Cq(X;A0) to Cp+q 1(X;A00) dened as
(f [1 g)i0:::ip+q 1 =
p 1X
j=0
( 1)(p j)(q+1) fi0:::ijij+q :::ip+q 1 (Aijij+q)gij :::ij+q (A.21)
for ordered fijg. This is the pull-back of its version in group cohomology:
(f [1 b)(g1; : : : ; gp+q 1)
=
p 1X
j=0
( 1)(p j)(q+1) f(g1; : : : ; gj| {z }
j
; gj+1    gj+q| {z }
1
; gj+q+1; : : : ; gp+q 1| {z }
p j 1
)
 g1gjb(gj+1; : : : ; gj+q) : (A.22)
To facilitate the reading, we have indicated the number of entries with braces.
The cup product [1 does not satises the Liebnitz rule, and equation (A.20) describes
its failure. It is also not graded commutative:
f [1 g + ( 1)pqg [1 f = ( 1)p+q

d (f [2 g)  df [2 g   ( 1)pf [2 dg

; (A.23)
where [2 is a bilinear cup product from Cp(X;A)  Cq(X;A0) to Cp+q 2(X;A00) (its
denition can be found in [65] or [35]). The structure continues, the general formula being
f [i g   ( 1)pq ig [i f = ( 1)p+q i 1

d (f [i+1 g)  df [i+1 g   ( 1)pf [i+1 dg

(A.24)
for i  0. The formula can be rewritten as a modication of the Liebnitz rule:
d (f [i g) = df [i g + ( 1)pf [i dg + ( 1)p+q if [i 1 g + ( 1)pq+p+qg [i 1 f (A.25)
for i  1. At some point the structure stops, because f [i g vanishes if i > min(p; q).
B Bockstein homomorphism
Suppose we have a short exact sequence of Abelian groups
1 ! B i ! A p ! C  A=B ! 1 ; (B.1)
where i is inclusion and p is projection to the quotient. If we consider cohomology groups
with values in those Abelian groups, the short exact sequence induces a long exact sequence
: : : ! Hn(X;B) i ! Hn(X;A) p ! Hn(X;A=B) Bock   ! Hn+1(X;B) ! : : : : (B.2)
The map on the right is called the Bockstein homomorphism (see e.g. [64]),
Bock : Hn(X;A=B) ! Hn+1(X;B) : (B.3)
It is the obstruction to lifting a class in Hn(X;A=B) to a class in Hn(X;A), because the
image of p is the kernel of Bock.
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The map is constructed as follows. Take a representative ! 2 Zn(X;A=B) of the class
[!]. Lift it to an element e! 2 Cn(X;A), namely
p(e!) = ! : (B.4)
In general e! will not be closed, but p(de!) = 0. Because of the short exact sequence, de! is
in the image of i and thus
de! = i() for some  2 Cn+1(X;B) : (B.5)
Since i is injective, d = 0 and thus  denes a class [] 2 Hn+1(X;B). One can check
that this class only depends on the class [!] and not on the other choices we made.
C Pontryagin square and ane generalization
In this appendix we give more details on the construction of the four-dimensional action
that describes the 1-form anomaly in 3D, and in particular on the Pontryagin square and
its ane generalization.
Consider rst the case of a pure 1-form symmetry A. The background it couples
to is described by B 2 H2(X;A), which can be thought of as a homotopy class of maps
B : X ! B2A. Four-dimensional actions [10] are written in terms of L 2 H4(B2A;R=Z) as
S = 2
Z
X
BL : (C.1)
We can rewrite the action in a more convenient way. First we use that [10, 66]
H4(B2A;R=Z) = Hom  H4(B2A;Z);R=Z = Hom   (A);R=Z = [ (A) (C.2)
where  (A) is the universal quadratic group of A. We review the denition of this group
in section C.1. Thus we can think of L as an element ~q 2 [ (A). Then we use a canonical
map P : H2(X;A) ! H4 X; (A), called the Pontryagin square [42] and reviewed in
section C.2, to rewrite the action as
S = 2
Z
X
~q(PB) : (C.3)
This is the notation used in the main text.
In the case of a 2-group symmetry, B 2 C2(X;A) is not closed. Rather, it has xed
dierential dAB = A
 (for xed 0-form background A). It is still the case that gauge
transformations shift it by a coboundary, therefore B denes what we call an ane co-
homology class. In this case we need an extension of the Pontryagin square P to ane
cohomology classes, that we will present in section C.3.
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C.1 Universal quadratic group
Let A, B be any two Abelian groups. A map q : A ! B is a quadratic function if38
1. q(x) = q( x);
2. hx; yiq  q(x+ y)  q(x)  q(y) is a bilinear form h ; i : AA ! B.
It turns out [67] that there exist a unique Abelian group  (A) and a (not unique) quadratic
function  : A !  (A) such that, for any other Abelian group B and quadratic function
q : A ! B, we can write
q = ~q   for some unique ~q 2 Hom   (A);B : (C.4)
Consider the following cases.
 If A = Zr with r even, then  (A) = Z2r and (1) = 1. This xes (x) = x2 and thus
q(x) = ~q(x2). We nd the relation
hx; yiq = q(x+ y)  q(x)  q(y) = ~q
 
(x+ y)2   x2   y2 = ~q(2xy) : (C.5)
 If A = Zr with r odd, then  (A) = Zr and (1) = 1. The same relation as
above holds.
 A general nite Abelian group is A = iAi where each Ai is a cyclic group, then39
 (iAi) =
M
i
 (Ai)
M
i<j
Ai 
Aj : (C.6)
If we call ei the generator of Ai and eij the generator of Ai 
Aj , we have
(ei) = ei ; (ei + ej) = ei + ej + eij : (C.7)
We will consider nite groups.
C.2 Pontryagin square
The Pontryagin square [42] is a map from Hn(X;A) to H2n X; (A). Let us give an ex-
plicit construction of the Pontryagin square, specializing to the case n = 2 which is relevant
to this paper, in other words we construct a representative of the class in H4
 
X; (A).
Consider rst the case that A = Zr with r odd. We let the 2-cocycle f 2 Z2(X;Zr)
be a representative of the cohomology class [f ]. Then a representative of its Pontryagin
square, that with some abuse of notation we indicate as Pf , is simply f [ f 2 Z4(X;Zr).
38In particular hx; xiq = 2q(x). This does not x q(x) completely, indeed q is also called a quadratic
renement. From 0 = h0; 0iq =  q(0) one nds q(0) = 0. From hx; xiq =  hx; xiq and writing both sides
in terms of q, one nds q(2x) = 4q(x). Then from hx; (n   1)xiq = (n   1)hx; xiq, writing both sides in
terms of q and using induction, one nds q(nx) = n2q(x).
39In this notation Zp  Zq is the group of pairs (a; b), usually denoted as Zp  Zq, while Zp 
 Zq is the
group constructed out of the elements ab and which turns out to be equal to Zgcd(p;q).
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Next consider the case that A = Zr with r even, and let f 2 Z2(X;Zr) be a represen-
tative. We take an integer lift of f , namely ~f 2 C2(X;Z) such that ~f = f (mod r). Such
a lift will satisfy d ~f = ru for some u 2 B3(X;Z). We construct
Pf  ~f [ ~f   ~f [1 d ~f : (C.8)
We ask whether this is well-dened modulo 2r. Suppose we chose another lift ~f 0 = ~f + rw
for some w 2 C2(X;Z). Then, discarding multiples of 2r, we nd
~f 0 [ ~f 0   ~f 0 [1 d ~f 0

 

~f [ ~f   ~f [1 d ~f

=  r d( ~f [1 w) (mod 2r) : (C.9)
Thus Pf is not uniquely dened as a cochain, but it is uniquely dened modulo exact
terms. The action of ~q 2 Hom(Z2r;R=Z) does not change this fact, since ~q(d!) = d ~q(!).
Then we verify that Pf is closed modulo 2r:
d

~f [ ~f   ~f [1 d ~f

= 2r u [ ~f   r2 u [1 u : (C.10)
Thus dPf = 0 (mod 2r) and d ~q(Pf) = 0. We see that Pf denes an element of
H4(X;Z2r), and also a closed representative although the specic representative depends
on the lift. Besides, ~q(Pf) denes an element of H4(X;R=Z).
Finally, we check that the cohomology class [Pf ] only depends on the class [f ]: if we
choose a dierent representative ~f 00 = ~f + dv for some v 2 C1(X;Z), we nd
~f 00[ ~f 00  ~f 00[1 d ~f 00

 

~f [ ~f   ~f [1 d ~f

= d
 
2 ~f [v+v[dv dv[1 ~f
 2r u[v : (C.11)
We can construct the integral
R
X Pf 2 Z2r, or more importantly the actionZ
X
~q(Pf) 2 R=Z : (C.12)
Notice that, in this case, ~q is multiplication by 1=2r times an integer. The integral is a
well-dened function of [f ] 2 H2(X;Zr).
For general A = iAi, we decompose f =
P
i fi where each component is valued in
Ai, then Pf =
P
iPfi +
P
i<j fi [ fj . Notice that in the second summation fi and fj
commute in cohomology.
We can construct other similar objects using the higher cup products. For instance,
let A = Zr with r even and consider 
 2 Z3(X;Zr). We let ~
 2 C3(X;Z) be an integer
lift, namely ~
 = 
 (mod r) and then d~
 = ru for some u 2 B4(X;Z). We construct
P1
  ~
 [1 ~
  ~
 [2 d~
 : (C.13)
Choosing a dierent lift ~
0 = ~
 + rw for some w 2 C3(X;Z), we nd
~
0 [1 ~
0   ~
0 [2 d~
0

 

~
 [1 ~
  ~
 [2 d~


= r d(~
 [2 w) (mod 2r) ; (C.14)
therefore P1
 is well-dened modulo 2r and modulo exact terms. On the other hand it is
not quite closed:
d

~
 [1 ~
  ~
 [2 d~


=  2 ~
 [ ~
 + 2r u [1 ~
  r2 u [2 u : (C.15)
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Notice that the rst term is well-dened modulo 2r. Thus
dP1
 =  2 
 [ 
 (mod 2r) (C.16)
and it is a well-dened element of an ane cohomology class dened modulo exact terms.
C.3 Ane Pontryagin square
Now we would like to construct an object similar to the Pontryagin square, but for df = 

namely in the case that f is not closed. Again, we focus on the two cases that A = Zr
with r odd or even.
If f 2 C2(X;Zr) and 
 2 B3(X;Zr) with r odd, we construct f [ f   f [1 
. It
satises a shifted cocycle condition
d

f [ f   f [1 


= 2 
 [ f   
 [1 
 : (C.17)
This condition will be very important later on.
More involved is that case that r is even. Let f 2 C2(X;Zr) and 
 2 B3(X;Zr). We
take lifts ~f 2 C2(X;Z), ~
 2 C3(X;Z) with ~f = f (mod r), ~
 = 
 (mod r) and
d ~f = ~
 + ru (C.18)
for some u 2 C3(X;Z). We construct
Pf  ~f [ ~f   ~f [1 d ~f + ~
 [2 (d ~f   ~
) : (C.19)
We verify that this is a well-dened quantity in C4(X;Z2r) that does not depend on the
particular choice of the lift ~f , as long as we mod out by exact terms: setting ~f 0 = ~f + rw
we nd
~f 0 [ ~f 0   ~f 0 [1 d ~f 0 + ~
 [2 (d ~f 0   ~
)

 

~f [ ~f   ~f [1 d ~f + ~
 [2 (d ~f   ~
)

=  r d  ~f [1 w + d ~f [2 w (mod 2r) : (C.20)
In other words, Pf is a well-dened element of an ane cohomology class with val-
ues in Z2r.40
We compute the dierential of Pf :
d

~f [ ~f   ~f [1 d ~f + ~
 [2 (d ~f   ~
)

= 2 ~
 [ ~f   ~
 [1 ~
 + ~
 [2 d~

+

2r u [ ~f   r2 u [1 u  2r u [1 ~
  r2 du [2 u

:
(C.22)
40Notice that there is a dependence on the lift ~
: setting ~
0 = ~
 + r we nd
~f [ ~f   ~f [1 d ~f + ~
0 [2 (d ~f   ~
0)

 

~f [ ~f   ~f [1 d ~f + ~
[2 (d ~f   ~
)

=  r ~
[2  (mod 2r) : (C.21)
This has to do with the fact that the dierential of Pf contains  P1
 and the latter shifts by an exact
term, see (C.23). In the physical context of 't Hooft anomalies, such a dependence is reabsorbed into the
0-form anomaly ! as discussed in section 3.3.
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Thus we can write
dPf = 2 
 [ f  P1
 ; (C.23)
and both sides are dened in Z2r.
Finally, if we shift f by an exact term, f 00 = f + dv, we nd
~f 00 [ ~f 00   ~f 00 [1 d ~f 00 + ~
 [2 (d ~f 00   ~
)

 

~f [ ~f   ~f [1 d ~f + ~
 [2 (d ~f   ~
)

= d
 
2 ~f [ v + v [ dv   dv [1 ~f
  2r u [ v   2 ~
 [ v : (C.24)
Modulo exact terms and modulo 2r, under f ! f + dv we have
Pf ! Pf   2 
 [ v : (C.25)
In other words, the ane Pontryagin square is not closed and is not gauge invariant under
f ! f + dv. Both problems are cured by writing the full anomaly action.41
C.4 Full anomaly
The 3d anomaly discussed in section 3.3 is controlled by the following integral, here written
in the variables used in this appendix:Z
X

~q
 
Pf
  h;[fi+ ! (C.26)
where:
f 2 C2(X;A)  2 C2(X; bA)
df = 
 2 B3(X;A) d = h
; ?iq
~q 2 Hom   (A);R=Z = [ (A) ! 2 C4(X;R=Z)
h ; iq : AA ! R=Z bilinear d! = h;[
i+ ~q(P1
) :
(C.27)
The integral takes values in R=Z.
First, we check that the integrand is closed:
d
h
~q
 
Pf
  h;[fi+ !i = ~q 2 
 [ f  P1
  hd;[fi   h;[
i+ d!
= h
;[fiq   ~q(P1
)  h
;[fiq   h;[
i+ d! = 0 :
(C.28)
Therefore the action is topological (invariant under change of triangulation). Next we check
that the action is gauge invariant under f ! f + dv, namely that the integrand changes
by exact terms under the gauge variation:

h
~q(Pf)  h;[fi
i
=  h
;[viq   h;[dvi+ exact = exact : (C.29)
We conclude that it is a good action.
41Notice that Pf is also not invariant under a change of representative 
! 
 + d. This is not surprise,
as in general all our expressions depend on the representative  of the class []. Such a dependence, though,
is reabsorbed in a shift of B (here f).
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D Trivial anyon permutation symmetry in 3d TQFT
It has been conjectured in [22] that for ordinary global symmetry that does not permute
the anyons in 3d TQFT, the symmetry action on the three-punctured spheres (which form
a basis of the Hilbert space) must be trivial. In this appendix we will prove the simple case
for 3d TQFT that has fusion multiplicity Nxy;z 2 f0; 1g, namely the symmetry action takes
the following form on three-punctured spheres
U(x; y; z)jx; y; zi = (x) (y) (z) 1 jx; y; zi ; (D.1)
where x; y; z are anyons in the TQFT such that Nx;yz 6= 0, and  is some U(1) function.
The symmetry action on the spheres must preserve the F - and R-symbols of the 3d
TQFT. For fusion multiplicity either zero or one the condition is [22];
U(y; x; z)Rx;yz U(x; y; z)
 1 = Rx
0;y0
z0
U(x; y;u)U(u; z;w)(F x;y;zw )u;vU(y; z; v)
 1U(x; v;w) 1 = (F x
0;y0;z0
w0 )u0;v0 ; (D.2)
where the lower case letters are anyons, and the anyon with prime denotes the permutation
acting on the anyon. For symmetry that does not permute the anyons they become
U(y; x; z) = U(x; y; z); U(x; y;u)U(u; z;w) = U(y; z; v)U(x; v;w) : (D.3)
Applying (D.3) for the invariance of (F x;y;zw )ui;vk ; (F
x;y;z
w )uj ;vk ; (F
x;y;z
w )uj ;vl ;    with all pos-
sible anyons ui; vj appear in the fusion channels generalizes the second equation to
42
U(x; y;ui)U(ui; z;w) = U(x; y;uj)U(uj ; z;w) =   
= U(y; z; vk)U(x; vk;w) = U(y; z; vl)U(x; vl;w) =    : (D.5)
We begin by showing U(x; y;u) takes the following form
U(x; y;u) = f(x; y)h(u) 1 : (D.6)
Note the equation holds automatically if the fusion channel of x; y is unique, e.g. when at
least one of x; y is Abelian.
 If there does not exist another pair x0; y0 6= x; y that can fuse into u i.e. u appears
only in the fusion channel of x; y, then the equation (D.6) holds with f = 1 and
h(u) = U(x; y;u) 1.
 If u appears in the fusion channel of the pairs x; y and x0; y0 but there does not exist
another u0 that appear in both fusion channels, then (D.6) is still true by choosing
some (x; y) = (x; y) and taking f(x; y) = 1, h(u) = f(x; y)U(x; y;u) 1. For
any other pair (x0; y0) we can then take f(x0; y0) = f(x; y)U(x; y;u) 1U(x0; y0;u).
42The fusion rules are associative: X
u
Nx;yu N
u;z
w =
X
v
Ny;zv N
v;x
w ; (D.4)
thus if there exists an u = ui such that the left-hand-side is nonzero, there must also exist some v = vi to
make the right-hand-side nonzero, and vice versa.
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 To see the possible problem if both u; u0 appear in the fusion channels of more than
one pairs, say x; y and x0; y0, note demanding U(x; y; u0) and U(x0; y0;u0) to be of the
same form (D.6) for an additional u0 requires the following constraint
U(x0; y0;u)U(x; y;u) 1 = U(x0; y0;u0)U(x; y;u0) 1 ; (D.7)
which might not be true if U were an arbitrary function. Instead, we will explore the
constraints (D.3) that U is the symmetry action on the three-puncture spheres.
Consider the fusion tree of fusing x0; y0; x into y by the fusion channels u; v:
(x0y0)x  ux  y
x0(y0x)  x0v  y ; (D.8)
where there exists v satises v x  y0 and v x0  y by the associativity of the fusion
rules. The condition (D.3) implies
U(x0; y0;u)U(u; x; y) = U(y0; x; v)U(x0; v; y) : (D.9)
Next, consider the fusion tree of fusing y; x; x into y by the fusion channels u; 1:
(yx)x  ux  y
y(xx)  y  1 = y : (D.10)
The condition (D.3) and U(1; y; y) = 1 implies
U(x; y;u)U(u; x; y) = U(x; x; 1) : (D.11)
Comparing the equations (D.9) and (D.11) gives
U(x0; y0;u)U(x; y;u) 1 = U(y0; x; v)U(x0; v; y)U(x; x; 1) 1 : (D.12)
The right hand side is independent of which u appear in both the fusion channels of
x; y and x0; y0, and therefore from the left hand side we again establish (D.6).
Next, applying the condition (D.5) on the fusion trees (D.10) for xy = u+u0+   gives
U(x; y;u)U(u; x; y) = U(x; y;u0)U(u0; x; y) : (D.13)
Multiplying both sides by U(u; x; y) 1U(x; y;u0) 1 and substituting (D.6) gives
h(u)h(u0) 1 = U(u0; x; y)U(u; x; y) 1 : (D.14)
The left hand side is independent of x; y, thus we nd U also has the form
U(u; x; y) = p(u)g(x; y) : (D.15)
Note if the fusion of x; y gives a unique anyon u so u0 = u, the above equation holds
automatically. If there is a unique pair x; y that has both u; u0 in their fusion channel, then
by a similar discussion from the rst two points under (D.6) we again obtain (D.15).
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The equations (D.6), (D.15) and (D.3) together imply
U(u; x; y) = p(u)p(x)q(y) 1 (D.16)
for some function q. Substituting it into (D.11) gives q(y) = l p(y) with some constant
l2 = 1 independent of the anyons y. By rescaling p(b) = l (b) and renaming, we can
rewrite it as
U(r; s; t) = (r)(s)(t) 1 ; (D.17)
for any three-punctured spheres with anyons r; s fusing into t.
E 't Hooft anomaly and Hall conductivity
In this appendix we use the method of section 4 to show that for 3d TQFTs coupled
to a U(1) symmetry that does not permute the anyons, the fractional Hall conductivity
(i.e. the response to varying the U(1) background gauge eld) can be computed from
the 't Hooft anomaly of the 1-form symmetry. This provides a method for computing the
fractional U(1) Hall conductivity in a TQFT without relying on a dynamical Abelian gauge
theory description.
Denote the U(1) background gauge eld by A. From the discussion in section 4, the
theory can couple to the U(1) symmetry by activating a background B2 for some ZN 1-form
symmetry, with B2 expressed in terms of A (the normalization is
H
B2 2 2N Z):
B2 =
dA
N
: (E.1)
The 1-form gauge transformation changes the background A as B2 ! B2+d, A! A+N
with U(1) gauge eld , and it does not correspond to a U(1) gauge transformation of A,
and thus the 't Hooft anomaly of the 1-form symmetry does not imply any inconsistency
of the theory coupled to A.
If we perform a singular 1-form gauge transformation  =  A=N to remove the back-
ground (E.1) that couples the theory to A, the anomaly of the 1-form symmetry produces
additional Chern-Simons contact term of A, which accounts for the U(1) Hall conductiv-
ity [68]. The anomaly of the 1-form symmetry can be computed from the spin of the
generating lines [1, 40]. If the line that generates the ZN 1-form symmetry has spin L2N
mod 1 for some integer L, the anomaly is
NL
4
Z
Y
B2B2 mod 2Z ; (E.2)
where Y is a closed 4-manifold. In particular, if the coecient NL is odd in the
anomaly (E.2), the theory must be a spin theory for the anomaly to be well-dened. The
Hall conductivity j =  dA=2 can then be computed from the anomaly as
 =   L
N
; (E.3)
which is meaningful modulo an integer for a spin theory, and modulo an even integer for
a non-spin theory, since we can add a 3d local counterterm k4AdA for some integer k (k
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needs to be even if the theory is non-spin). If we change the coupling (E.1) to the U(1)
symmetry by replacing the coecient 1=N with q=N for some q 2 Z, then the anomaly (E.2)
implies the Hall conductivity (E.3) changes by multiplying with q2. The discussion can be
generalized to multiple U(1) symmetries that do not permute the anyons, and again the
't Hooft anomaly of the 1-form symmetry gives the Hall conductivity.
Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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