When constructing a classi er, the probability of correct classication of future data points should be maximized. In the current paper this desideratum is translated in a very direct way into an optimization problem, which is solved using methods from convex optimization. We also show how to exploit Mercer kernels in this setting to obtain nonlinear decision boundaries. A worst-case bound on the probability of misclassi cation of future data is obtained explicitly.
Introduction
Consider the problem of choosing a linear discriminant by minimizing the probabilities that data vectors fall on the wrong side of the boundary. One way to attempt to achieve this is via a generative approach in which one makes distributional assumptions about the class-conditional densities and thereby estimates and controls the relevant probabilities. The need to make distributional assumptions, however, casts doubt on the generality and validity of such an approach, and in discriminative solutions to classi cation problems it is common to attempt to dispense with class-conditional densities entirely. Rather than avoiding any reference to class-conditional densities, it might be useful to attempt to control misclassi cation probabilities in a worst-case setting; that is, under all possible choices of class-conditional densities. Such a minimax approach could be viewed as providing an alternative justi cation for discriminative approaches. In this paper we show how such a minimax programme can be carried out in the setting of binary classi cation. Our approach involves exploiting the following powerful theorem due to Isii 6] , as extended in recent work by Bertsimas (y ? y) T y ?1 (y ? y); (1) where y is a random vector, where a and b are constants, and where the supremum is taken over all distributions having mean y and covariance matrix y . This theorem provides us with the ability to bound the probability of misclassifying a point, without making Gaussian or other speci c distributional assumptions. We will show how to exploit this ability in the design of linear classi ers. One of the appealing features of this formulation is that one obtains an explicit upper bound on the probability of misclassi cation of future data: 1= (1 + d   2   ) . A second appealing feature of this approach is that, like linear discriminant analysis 7], it is possible to generalize the basic methodology, utilizing Mercer kernels and thereby forming nonlinear decision boundaries. We show how to do this in Section 3. The paper is organized as follows: in Section 2 we present the minimax formulation for linear classi ers, while in Section 3 we deal with kernelizing the method. We present empirical results in Section 4.
Maximum probabilistic decision hyperplane
In this section we present our minimax formulation for linear decision boundaries. Let x and y denote random vectors in a binary classi cation problem, with means and covariance matrices given by x ( x; x ) and y ( y; y ) where \ " means that the random variable has the speci ed mean and covariance matrix but that the distribution is otherwise unconstrained. Note that x; x; y; y 2 R n and x ; y 2 R n n . We want to determine the hyperplane a T z = b (a; z 2 R n and b 2 R) that separates the two classes of points with maximal probability with respect to all distributions having these means and covariance matrices. (y ? y) T y ?1 (y ? y) (4) We can write this as d 
We can handle the rst constraint in (3) in a similar way (just write a T x b as ?a T x ?b and apply the result (7) The above is positively homogeneous in a: if a satis es (13), sa with s 2 R + also does. Furthermore, (13) implies a T ( x ? y) 0. Thus, we can restrict a to be such that a T ( x ? y) = 1. The optimization problem (11) 
We can solve this problem in various ways, for example using interior-point methods for SOCP 8] , which yield a worst-case complexity of O(n 3 ). Of course, the rst and second moments of x; y must be estimated beforehand, using for example plug-in estimatesx;ŷ;^ x ;^ y for respectively x; y; x ; y . This brings the total complex-
, where l is the number of data points. This is the same complexity as the quadratic programs one has to solve in support vector machines. In our implementations, we took an iterative least-squares approach, which is based on the following form, equivalent to (17): (cf. a result by Cherno 4] ). We thus solve the same optimization problem ( disappears from the optimization problem because ( ) is monotone increasing) and nd the same decision hyperplane a T z = b. The di erence lies in the value of associated with : will be higher in this case, so the hyperplane will have a higher predicted probability of classifying future data correctly.
Kernelization
In this section we describe the \kernelization" of the minimax approach described in the previous section. We seek to map the problem to a higher dimensional feature space R f via a mapping ' : R n 7 ! R f , such that a linear discriminant in the feature space corresponds to a nonlinear discriminant in the original space. To carry out this programme, we need to try to reformulate the minimax problem in terms of a kernel function K(z 1 ; z 2 ) = '(z 1 ) T '(z 2 ) satisfying Mercer's condition. Let the data be mapped as x 7 ! '(x) ('(x); '(x) ) and y 7 ! '(y) ('(y); '(y) ) where fx i g Nx i=1 and fy i g Ny i=1 are training data points in the classes corresponding to x and y respectively. The decision hyperplane in R f is then given by a T '(z) = b with a; '(z) 2 R f and b 2 R. In R f , we need to solve the following 
Experiments
In this section we report the results of experiments that we carried out to test our algorithmic approach. The validity of 1 ? as the worst case bound on the probability of misclassi cation of future data is checked, and we also assess the usefulness of the kernel trick in this setting. We compare linear kernels and Gaussian kernels. Experimental results on standard benchmark problems are summarized in Table 1 . The Wisconsin breast cancer dataset contained 16 missing examples which were not used. The breast cancer, pima, diabetes, and ionosphere data were obtained from UCI repository while the heart data were obtained from STATLOG. Data for the twonorm problem data were generated as speci ed in 3]. Each dataset was randomly partitioned into 90% training and 10% test sets. The kernel parameter ( ) for the Gaussian kernel (e ?kx?yk 2 = ) was tuned using cross-validation over 20 random partitions. The reported results are the averages over 50 random partitions for both the linear kernel and the Gaussian kernel with chosen as above. The results are comparable with those in the existing literature 3]. Also, we notice that is indeed smaller than the test-set accuracy in all but one case. Furthermore, is smaller for a linear decision boundary then for the nonlinear decision boundary obtained via the Gaussian kernel. This clearly shows that kernelizing the method leads to more powerful decision boundaries. The problem of linear discrimination has a long and distinguished history. Many results on misclassi cation rates have been obtained by making distributional assumptions (e.g., Anderson and Bahadur 1]). Our results, on the other hand, make use of recent work on moment problems and semide nite optimization to obtain distribution-free results for linear discriminants. We have also shown how to exploit Mercer kernels to generalize our algorithm to nonlinear classi cation. The computational complexity of our method is comparable to the quadratic program that one has to solve for the support vector machine (SVM). While we have used a simple iterative least-squares approach, we believe that there is much to gain from exploiting analogies to the SVM and developing specialized optimization procedures for our algorithm, in particular tools that break the data into subsets. This is a current focus of our research, as is the problem of developing a variant of our algorithm for multiway classi cation.
