For spherical Tits buildings of the classical types there are well-known explicit descriptions as flag complexes. Similarly for affine buildings of the classical types there are explicit constructions in terms of lattices. In this article we generalize the flag complex description to twin cities, a generalization of twin buildings adapted to analytic completions of Kac-Moody groups as they appear for example in Kac-Moody geometry. We construct linear representations of twin cities as flag complexes of certain subspaces in Hilbert spaces.
Introduction
A priori Tits buildings are abstract objects associated to groups with a BN-pair, for example Lie groups. They are defined either as simplicial complexes or as metric graphs satisfying some lists of axioms [AB08] . From this abstract point of view Lie groups are smooth manifolds with a group structure. Complementary to this abstract approach is the construction of explicit realizations. Explicit realizations of Lie groups are linear representations, that is homomorphisms of a Lie group G into the general linear group GL(V ) of a suitable vector space V . The corresponding realizations of buildings are flag complexes. A flag complex is a simplicial complexes constructed from a set of flags (chains of subspaces V i 1 ⊂ · · · ⊂ V i k such that the spaces V i are subspaces of V ) satisfying certain technical requirements. Furthermore we want the representation of the building to be equivariant with respect to the action of the representation of its isometry group. To be more precise let B be a Tits building, G its isometry group. Let furthermore ρ : G −→ GL(V ) be a representation of G and define SU B(V ) to be the space of "admissible" subspaces of V and P(SU B(V )) its power set. The representation ρ * : B −→ P(SU B(V )) is a map such that the following diagram commutes. In this diagram the action of ρ(g) for g ∈ G on P(SU B(V )) is the one induced by the action of ρ(G) on V . Linear representations for the Lie groups of types A n , B n , C n and D n and their buildings are well known [Gar97] . In the situation of Kac-Moody groups and Kac-Moody algebras, there are linear representations known for affine Kac-Moody algebras and Kac-Moody groups: They can be realized as 2-dimensional extensions of groups (resp. algebras) of polynomial maps [Kac90, Car02, Tit84] . Similarly there are linear representations of various analytic completions of Kac-Moody algebras that appear in infinite dimensional differential geometry or the theory of integrable systems [PS86] . Those representations describe Kac-Moody groups as subgroups of the general linear group of Hilbert-, Banach-or Fréchet-spaces. Representations for affine buildings over local fields are described in [Gar97] . A twin building of type A n is constructed in [AR98] . Lattice chain models for the buildings for the classical groups are a closely related variant [AN02] .
Nevertheless twin buildings exist only for the algebraic Kac-Moody groups. Every type of completion destroys the twin BN-pair and hence the action on the associated twin building. Hence there are no twin buildings for most of the Kac-Moody groups and loop groups that appear in infinite dimensional differential geometry. We solved this problem by the introduction of (twin) cities in [Fre09, Fre10a, Fre10b] . In [Fre09, Fre10a] we called cities "universal geometric twin buildings", but changed the denomination, being adverted of the risk of confusion with the universal "algebraic" twin building, introduced by Ronan and Tits [RT94] . In those references our description of the cities are based crucially on the affine Kac-Moody groups acting on them. Affine Kac-Moody groups can be realized as certain torus extensions L(G) of loop groups L(G). Affine Kac-Moody algebras are 2-dimensional extensions of loop algebras L(g). Here G denotes a compact simple Lie group, g its Lie algebra. Depending on the regularity assumptions on the loops (e.g. of Sobolev class H k ) one gets families of completions of the minimal (=algebraic) affine KacMoody groups L alg G. Following Tits those groups are called analytic Kac-Moody groups. Then our result states that associated to every affine Kac-Moody group L(G) there is a twin city such that the following holds [Fre10b] : Theorem 1.1 (Twin cities) For each analytic Kac-Moody group G there exists an associated twin city B = B + ∪ B − , such that (i) Each connected component ∆ ∈ B is an affine building.
(ii) Each pair (∆ + , ∆ − ) ∈ B + ∪ B − , consisting of a building ∆ + in B + ("positive" building) and a building ∆ − in B − ("negative" building), is an affine twin building.
(iii) G acts on its twin city B by isometries.
(iv) "Small" twin cities, associated to Kac-Moody groups, defined by stronger regularity conditions, embed into "big" twin cities, associated to Kac-Moody groups, defined by weaker regularity conditions.
In this article we construct linear representations for twin cities associated to analytic affine Kac-Moody groups of the types A n , B n , C n and D n . From a structural point of view those affine Kac-Moody groups are closely related to the corresponding finite dimensional Lie algebras of the types A n , B n , C n and D n : From an algebraic point of view, this can be seen as the Cartan matrix of affine type X n for X ∈ {A, B, C, D} can be constructed from the Cartan matrix of finite type X n by the addition of an single additional row and column. Thus the root systems and the Weyl groups are closely related: The Weyl group of X n is the affine Weyl group associated to the spherical Weyl group of type X n , that is a semidirect product of the Weyl group of type X n , called W Xn , with a discrete group of translations. Starting with a compact or complex simple Lie group of type X n an explicit description of the Kac-Moody algebras of type X n can be constructed via the intermediate step of the loop algebra, of X n , that is the infinite dimensional Lie algebra consisting of maps f : S 1 −→ g, satisfying some regularity conditions. Then the affine Kac-Moody algebras of type X n over the field F ∈ {R, C} are defined by
such that c is a central element and d a derivation [Kac90, Ter95, Car02, HPTT95, HG09, Fre09] .
Because of this close relationship between the simple Lie algebras of type X and the associated affine Kac-Moody algebras of type X, the linear representation of the twin city of type X relies in each case on the description of the spherical building of type X.
As detailed in [Gar97] , for the spherical buildings there exist the following descriptions:
1. Buildings of type A n correspond to flag complexes of arbitrary flags.
2. Buildings of type C n and B n correspond to flag complexes of subspaces isotropic with respect to some invariant form.
3. Buildings of type D n correspond to the oriflamme complex, a slightly more complicated nesting construction of subspaces isotropic with respect to some invariant form.
To the knowledge of the author there are no linear representations for the buildings of the exceptional types E n,n=6,7,8 , F 4 and G 2 in the literature.
To construct linear representations of the cities, we use the embedding of loop groups into the restricted general linear group of a polarized Hilbert space H = H + ⊕ H − [PS86] . Those groups act on a special type of Grassmannians, introduced by Mikio Sato in the context of integrable systems. They come in pairs corresponding to the two mutually orthogonal subspaces H + and H − . They consists of subspaces W ⊂ H, that are sufficiently close to H + resp. H − . Cities are constructed as simplicial complexes associated to the space of flags satisfying a certain periodicity condition. In the case of groups of type A n , we get full flags. In the case of the groups of type C n we need only special isotropic subspaces. In the case of types B n and D n we also use classes of isotropic subspaces, but apply a more complicated nesting procedure, corresponding roughly to the oriflamme construction used for finite dimensional buildings for groups of type D n .
We describe the content of the article in more details: In section 2 we review the functional analytic basics of our construction and describe the Sato Grassmannians and the periodic flag varieties. The following three sections are each devoted to one class of groups, ordered in ascending complexity: unitary groups A n , symplectic groups C n and orthogonal groups B n and D n . Each of those sections consists of three parts. The first reviews the linear representations of the finite dimensional spherical buildings of type X n , the second one is devoted to the construction of the affine city of type X n and the third one studies the twinning.
For all other Kac-Moody groups the explicit construction of linear representations is still missing. As there are abstract, linear representations on Hilbert spaces for the nontwisted Kac-Moody groups of exceptional types [PS86] , it is clear that one can make this explicit. Hence a construction of the linear representation should be within reach. Nevertheless it is not evident that this description allows for a good geometric interpretation. For the twisted affine Kac-Moody algebras there are explicit representations known in products of the eigenspaces of the eigenvalues of the diagram automorphisms. This picture extends to the associated Kac-Moody groups. Hence we conjecture also in this case the existence of linear representations of the associated cities.
Functional analytic basics:
Grassmannians and periodic flag varieties
In this section our aim is to investigate the functional analytic characteristics of the set of subspaces SU B(V ) for an infinite dimensional vector space V that is appropriate for the construction of affine twin cities. As the finite dimensional blueprint suggests, twin cities of type A n will be constructed using the whole of SU B(V ), twin cities of type C n will be constructed as the flag complex of a subset of "isotropic" subspaces in SU B(V ), for twin cities of types B n , D n we will have to implement versions of the oriflamme construction, starting with "isotropic subspaces". Remark that the isotropy condition is a purely algebraic one. The functional analytic basics split into two main themes:
1. regularity issues to adapt the Grassmannians to affine Kac-Moody groups L(G) of various regularity conditions, 2. algebraic issues to encode basic algebraic properties common to all Kac-Moody groups.
Concerning the algebraic issues, there are three crucial aspects:
1. the minimal dimension of matrix representations over function rings, 2. the structure of the functions rings, especially multiplication by z, 3. the involution z → 1 z . We will define our subspaces by comparison with two distinguished isometric orthogonal subspaces H + and H − . Regularity issues are dealt with by prescribing this comparison. Swapping the roles of H + resp. H − we get two symmetric objects, thus implementing the involution z → 1 z . Accordingly we define two Grassmannians Gr + (H) and Gr − (H). All subspaces in those two Grassmannians are infinite dimensional. Hence we have to be careful to find a new notion, replacing the finite dimensional concept of dimension: this is the so-called virtual dimension. This type of infinite dimensional Grassmannians was introduced by Mikio Sato [SS83] to describe integrable systems; their theory is treated in detail in chapters 6, 7 and 8 of the monograph [PS86] . Compare also [SW85] and [Fre09] . We review the foundations and refer to [PS86] for further details. The structure of the function ring will be implemented by the introduction of a shift operator. A wandering subspace for the shift operator connects to the matrix representation; its dimension reflects the minimal dimension of matrix representations.
We start by reviewing the representations of Kac-Moody groups as extensions of loop groups. Let g be a simple complex or compact Lie algebra. Define the associated loop algebra by L(g) := {f : R −→ g|f (t + 2π) = f (t), f satisfies some regularity condition} .
The appended Kac-Moody algebra is defined by The minimal realization is the algebraic Kac-Moody algebra, corresponding to a Lie algebra of polynomial maps. All further Kac-Moody algebras arise as completions: on the one hand, understanding this algebra as an extension of a Lie algebra over the abstract polynomial ring F[t, t −1 ], we can turn to the formal completion and study the resulting Kac-Moody algebras. On the other hand, taking the point of view of polynomial maps on S 1 resp. C * , we get a great variety of "analytic" completions and Kac-Moody algebras associated to them [Tit84] .
Correspondingly there is a variety of Kac-Moody groups. They are constructed as torus extensions L(G) of loop groups
for a simple complex or compact Lie group G. The 2-dimensional extension consists of a central S 1 -respective C * -extension, corresponding to the c-term of the Kac-Moody algebra and then a semidirect product with S 1 resp. C * whose action on L(G) is defined to be a shift of the argument: w · f (t) = f (t + w). For this shift to be well defined we need in the complex setting the elements f ∈ L(G) to be defined on the whole of C * . This implies strong restrictions on the possible regularity conditions. For details see [PS86, Pop05, Fre09, KW09] and various other sources.
Some common regularity conditions are continuous loops LG, k-differentiable loops L k G, smooth loops L ∞ G, real analytic or complex analytic loops M G resp. A n G on X ∈ {C * , A n := {z ∈ C|e −n ≤ |z| ≤ e n }} (for the last two cases to make sense, we need G to be a complex Lie group). Furthermore there is the group of algebraic loops
where the Fourier expansion is defined via the adjoint representation of G. If G is complex, we can identify this group with a group of matrix-valued Laurent polynomials [PS86] . By construction, this group is isomorphic to the group G(C[t, t −1 ]), the realization of the affine algebraic group scheme corresponding to the Lie group G over the ring C[t, t −1 ] (for the definition see [AB08] or [Wat79] ). Remark that G(C[t, t −1 ]) is the group acting in a natural way on a twin building [Ron03, Rém02] . If G is semisimple compact or complex, then L alg G is dense in the group of continuous loops LG [PS86] , chapter 3.5. Hence L alg G is dense in L(G). Thus the Kac-Moody groups L(G) are completions of the corresponding algebraic Kac-Moody groups L alg G.
Loop groups embed naturally in the general linear group of Hilbert spaces: Let H n = L 2 (S 1 , C n ) denote the separable Hilbert space of square summable functions on S 1 with values in C n . Suppose a Lie group G embeds in the general linear group GL(n, C) acting on C n . Then a group L(G) embeds into L(GL(n)), which is itself a subgroup of GL(H n ) [PS86] .
Let H = H ++ ⊕ H 0 ⊕ H −− be a polarization, that is a decomposition into the eigenspaces with positive eigenvalues H ++ , zero eigenvalues H 0 and negative eigenvalues H −− of some operator acting on H. We well use the one induced by the operator of −i While a Hilbert space -as any finite dimensional vector space -has no distinguished subspaces, the additional structure of a polarization breaks this homogeneity. The second important structure element is the shift operator:
We know furthermore that H 0 is an orthogonal complement to H ++ in H + . Hence the lemma of Wold-Kolmogorov [Nik02a] , lemma 1.5.1. tells us that H 0 is a wandering subspace for G and we get the decomposition
. k is called the degree of x. Thus H + fin corresponds to the subspace of polynomials in e iθ of H + while H inf is the complement. Surjectivity of G yields that
Hence G −1 is a negative shift operator. The shift operator maps the eigenspace with eigenvalue n onto the eigenspace with eigenvalue n + 1.
Example 2.1
Using the realization H = L 2 (S 1 , C n ) we can define the shift operator to be the multiplication operator M z f = zf (z = e iθ on S 1 ).
In Fourier Analysis, this operator is referred to as shift operator. H 0 is called a wandering subspace for the grading operator [Nik02a, Nik02b] . Let us note the following theorem [PS86] , theorem 6.1.1:
Following [PS86] , definition 7.1, the positive Grassmannian is defined as follows:
Definition 2.2 (positive Grassmannian)
The positive Grassmannian Gr + (H) is the set of all closed subspaces W of H such that Remark 2.1 Sometimes (see for example [PS86] ) the second condition is replaced by the requirement for pr −− : W −→ H −− to be a Hilbert-Schmidt operator. Hilbert-Schmidt operators form an ideal in the set of compact operators. The square of the ideal of Hilbert-Schmidt operators consists of trace class operators. Restriction of the theory to those Hilbert-Schmidt Grassmannians is necessary if one is interested in the construction of certain determinant bundles.
One can assign to each element of Gr + (H) an integer called the virtual dimension:
In many situations, the condition on pr −− to be a compact operator is too weak and the resulting Grassmannian too big. Many conditions on the operator pr −− correspond to regularity conditions of functions -geometrically, they describe how "far" away a subspace W can be maximally from H + (resp. H − ). This leads to various versions of restricted Grassmannians. They are defined in a way that loop groups (resp. Kac-Moody groups) satisfying usual regularity conditions act nicely on them. The smallest Grassmannian is the algebraic one:
Using the explicit description H = L 2 (S 1 , C n ), Gr + 0 (H) consists exactly of the elements W ∈ Gr(H) such that the images of pr −− : W −→ H −− and pr + : W ⊥ −→ H + are polynomials. Stated in an operator theoretic way it consists of those operators, such that there is a k > 0 such that for |i − j| > kn the coefficient a ij = 0. In the language of n-Laurent operators this is equivalent to W being defined by an algebraic loop of degree less than k [PS86] and [GGK03] . Gr + 0 (H) is the union of finite dimensional Grassmannians. For the definition of similar subspaces -the rational Grassmannian Gr + 1 (H), Gr + ω (H), the Hilbert-Schmidt Grassmannian GR + HS (H) and the smooth Grassmannian Gr + ∞ (H) see [PS86] . For the applications in Kac-Moody geometry [Fre10b] we need two new regularity conditions: To describe the building in the situation of polar actions on Hilbert spaces as considered by Chuu-Lian Terng [Ter95] , we use Sobolev Grassmannians:
(H) consists of the graphs of operators T :
Furthermore in connection with Kac-Moody symmetric spaces that are tame Fréchet manifolds [Fre10a, Fre09] , we need a tame Fréchet Grassmannian:
The positive tame Fréchet Grassmannian Gr + Compare this definition with the notion of exponential weights developed in [GW84] . In the language of n-Laurent operators this condition is equivalent to the loop being in M G, i.e. the restriction to holomorphic loops defined on the whole of C * [GGK03] .
Definition 2.7 (reduced Grassmannian)
The reduced positive Grassmannian of regularity X denoted Gr n,+ X (H n ) consists of subspaces W ⊂ Gr + (H n ) that are invariant with respect to the Grading operator (i.e. such that G(W ) ⊂ W or explicitly zW ⊂ W ).
The definition of the other types of reduced Grassmannians, especially reduced algebraic Grassmannians, reduced H 1 -and reduced tame Grassmannians is self explaining.
The following theorem [PS86] , theorem 8.3.2, shows this to be the correct notion to work well with the action of loop groups. Following [PS86] we define GR + HS (H) to consist of all subspaces in Gr + (H) such that the orthogonal projection pr −− : W −→ H −− is a Hilbert-Schmidt operator.
Theorem 2.2
The group of
U n acts transitively on the Hilbert-Schmidt Grassmannian Gr n,+ HS (H n ) and the isotropy group of H + is the group U n of constant loops. This theorem yields the equivalences Ω 1 2 U n = Gr n (H) and Ω alg U n = Gr n 0 . Similar statements hold for Gr ∞ (H) a proof can be found in [PS86] ; this proof adapts to the case of Gr n,+ t (H) straight forwardly. Let (e 1 , . . . , e n ) be a C-basis of H 0 and define R = L 2 (S 1 , C). Then (e 1 , . . . , e n ) is an R-basis of H n . Let f ∈ L X U n where X denotes one of the introduced regularity conditions. Then -as L X U n is a group, f has an inverse element -(f (e 1 ), . . . , f (e n )) is also an R-basis of H n . Define R + := {f ∈ R| the negative Fourier components of f vanish}. Then (e 1 , . . . , e n ) is an R + -basis of H + and the R + -span of (f (e 1 ), . . . , f (e n )) is an element in Gr n,+ X (H n ), the periodic Grassmannian of regularity X. The next step is the definition of the flag varieties: Following again [PS86] , definition 8.7.5, we define (full) periodic flags: Definition 2.8 (full positive periodic flag manifold) The full positive periodic flag manifold F l n,+ consists of all sequences W k , k ∈ Z of subspaces in H n such that
As elements of a flag satisfy zW k = W k+n ⊂ W k , all elements of a flag are taken from Gr n,+ .
Let {e 1 , . . . , e n } be a basis of V n ≃ C n and V i := span e i+1 , . . . , e n . We define the positive normal flag to be the flag
To define the manifolds of partial periodic flags the virtual dimension is used. It behaves well with respect to inclusions:
As the index is additive under composition of Fredholm operators, i.e. for two Fredholm operators A and B we have ind(AB) = ind(A) + ind(B) (see [Con90] , chapter 11), one calculates for the virtual dimension:
We now aim for the definition of partial flags. For this purpose let K ⊂ Z such that with k ∈ K also k + nl ∈ K, ∀l ∈ Z. Furthermore set K n := K ∩ {1, . . . , n} and define m K := #K n . Definition 2.9 (partial positive periodic flag manifold) The positive periodic flag manifold F l
4. For every flag {W k } k∈Z the map ν : ({W k } k∈Z ) −→ Z mapping every subspace W k to its virtual dimension is a surjection onto K.
This definition contains the one for full flags by using K = Z. In contrast if m K = 1, we call a flag elementary. Elementary flags are in bijection with elements of Gr n,+ (H) using the identification Gr n,
We normalize our notation by requiring that W 0 is the element with the lowest nonnegative virtual dimension. In the case of full flags this is 0, in the case of partial flags it may be between 0 and n − 1. The description of the structure of F l n shows a direct connection with results of [Mit88] . The crucial point is that all manifolds of periodic flags fiber over the Grassmannian with the fibers being finite (partial) flag manifolds.
For the maximal flag manifold this fiber structure can be described by the exact sequence:
To see this, note that the periodicity condition determines a whole maximal flag as soon as the spaces {W 0 , W 1 , . . . , W n−1 } are specified. After the identification of W 0 /W n ≃ C n the spaces {W 1 , . . . , W n−1 } determine a maximal flag in C n . To construct a similar fibration for manifolds of partial flags the fiber has to be replaced by manifolds of partial flags. In doing so we have to construct the fibers in a way that the resulting flags get the correct virtual dimensions:
So let {W } k∈Z be a flag in F l n,+ K . Take the projection:
This shows that F l n,+ K fibers over Gr n,+ , the fiber being F l κ 1 ,...,κm K (C n ) where
Up to now we focused our attention to the positive part. A completely symmetric theory can be developed for H − : Definition 2.10 (Negative Grassmannian) The negative Grassmannian Gr − (H) is the set of all closed subspaces W of H such that 1. the orthogonal projection pr − : W −→ H − is a Fredholm operator, 2. the orthogonal projection pr ++ : W −→ H ++ is a compact operator. The full negative periodic flag manifold F l −,n consists of all sequences V k , k ∈ Z of subspaces in H n such that The complex simple Lie group of type A n−1 is SL(n, C), its compact real form is SU (n), and its split real form is SL(n, R). SL(n; K) for K ∈ {R, C} acts on V n
The subspaces Gr
The Weyl group is the symmetric group Sym(n). Hence it acts naturally by permutation on any basis {e 1 , . . . e n } of V n K . We define
to be the set of all flags in V n K . A flag F ⊂ F K is said to be of type
. . , j. We denote by F K the set of flags of type K. Hence
A flag is called maximal if K = {1, . . . , n} or equivalently dim K V i /V i+1 = 1 for i ∈ {1, . . . , n − 1} otherwise it is called partial.
The SL(n)-action on V induces an action on F in a natural way:
It is elementary to check the following well-known facts:
1. The Borel subgroups of SL(n, K) are exactly the stabilizer subgroups of maximal flags. The standard Borel subgroup B 0 , i.e. the group of upper triangular matrices, stabilizes the standard flag
. . , e i ) for i = 1, . . . , n) .
2. The parabolic subgroups are stabilizers of (partial) flags.
3. The SL(n, K)-action preserves the K-type of flags.
4. The SL(n, K)-action is transitive on F K .
Hence there is a SL(n, K)-equivariant bijection between parabolic subgroups of SL(n, K) and flags in V n ≃ K n (remember that Borel subgroups are parabolic).
The building B associated to Sl(n, K) is isomorphic to the flag complex over the set of parabolic subgroups of SL(n, K), with the order relation defined by reverse inclusion.
Identifying parabolic subgroups with the (partial) flags stabilized by them we can reformulate this in terms of flags:
We define a partial ordering on the set of flags by
as sets of subspaces. Geometrically we identify a flag F = {V i } i∈I with a simplex ∆ F of dimension |I| − 1. ∆ F 1 is in the boundary of ∆ F 2 iff F 1 < F 2 . This simplicial complex associated to the set of all flags is called the flag complex. We have the following result:
The flag complex is isomorphic to the building.
Proof. For details see [Gar97] .
In the flag complex description apartments are characterized by frames: We define a frame A f for V n to be a set of n 1-K-dimensional subspaces of V n , denoted U i , such that V = span U 1 , . . . , U n . A subspace V i ⊂ V n is called subjacent to the frame A f iff there are elements
The apartment A corresponding to the frame A f consists of all simplices corresponding to flags subjacent to A f . If a flag F 1 is subjacent to A F so is every flag F 2 ⊂ F 1 . Hence A is a simplicial complex.
The Weyl group of SL(n, K) is the symmetric group in n letters. It is realized as the permutation group of the elements of any frame. This action induces an action on the subspaces subjacent to the frame and hence on the flags constructed of those subspaces and thus on the apartment.
The affine city
In this section we will prove the following result:
The simplicial complex associated to the ordered set of all positive and (resp. negative) (partial) periodic flags is an affine city.
It is the flag complex associated to the set of all elementary flags where the incidence relation between two elementary periodic flags is defined as follows: 
In this section we prove that the flag complex associated to the positive periodic flags is a city.
To prove this claim, we have to 1. show that this complex is a chamber complex, 2. define apartments, 3. check the axioms required for the system of apartments.
Definition 3.2 (Boundary)
Let {W k } be a flag. Then the set of flags {W ′ l } such that for each l there is a k such that W ′ l = W k is denoted by {≤ W k } and is called the boundary of {W k }.
Lemma 3.2
The flag complex of all periodic flags is an n-dimensional simplicial complex, such that every simplex is contained in a simplex of maximal dimension.
Corollary 3.1
It is not a chamber complex as the definition of a chamber complex includes connectedness. Hence every connected component is a chamber complex.
Proof of lemma 3.2. The complex of all (partial) periodic flags is a chambers complex as for every (partial) periodic flag {W k } k⊂K of type K and for every
To prove that it is a chamber complex we have to check, that every partial periodic flag may be completed to a maximal periodic flag. Choose a set K = Z and let {W k } be a partial flag of type K. As K = Z there is k such that dim(W k /W k+i ) ≥ 2 for two consecutive elements k, k + i ⊂ K. Hence we can find an element W k+j such that W k+i ⊂ W k+j ⊂ W k . Extend W k+j to the elementary flag z l W k+j , l ∈ Z. By periodicity the elements of this flag satisfy W ln+k+i ⊂ W ln+k+j ⊂ W ln+k . Hence the new flag is of type K ′ such that m K ′ = m K + 1. We reiterate this procedure till after s steps we arrive at K s = Z. Thus we have constructed a full flag and hence proved that each simplex is contained in the boundary of a chamber.
Following the finite dimensional blueprint we describe apartments using (periodic) frames: Definition 3.3 (frame) A (periodic) frame is a sequence of subspaces {U k } k∈Z ⊂ H n such that U k+n = zU k and H n = span k U k .
Let {W k } k∈Z denote a full flag. A frame such that W k := W k+1 ⊕ U k will be called normal with respect to {W k }. Clearly any flag is normal to frames.
Definition 3.4 (admissible permutation)
We call a permutation π :
Definition 3.5 (affine Weyl group associated to {U k } k∈Z ) The affine Weyl group W aff is defined to be the group of admissible permutations of any frame {U k } k∈Z .
W aff is independent of the choice of the periodic frame {U k } k∈Z . This definition coincides with the usual definition for the affine Weyl group of the Kac-Moody algebra of type A n [Kac90] and [PS86] . The Dynkin diagram of type A n is
W aff is generated by the set of transformations S := α i |i = 0, . . . , n − 1 such that
We have W aff ≃ Z n−1 ⋊ Sym(n). Let us investigate the action of the two factors in the decomposition
An element π ∈ Sym(n) acts on {U ln+k } via permutation of k:
An element A = (a 1 , . . . , a n−1 ) ∈ Z n−1 acts on {U ln+1 , U ln+2 , . . . , U ln+n−1 } via
Admissible permutations induce maps on the flag manifolds. An admissible permutation w : {U l } −→ w(U l ) of the frame {U l } maps the flag
Lemma 3.3 Let {U l } be any frame, represent W as the group of admissible permutations of U n . The induced action of the Weyl group on the restricted Grassmannian preserves the virtual dimension. Furthermore the induced action on the space of all flags F preserves the K-type of flags.
In other words: The W aff -orbit of a flag
Proof. The second part of this lemma is a direct consequence of the first part. For the first part it is sufficient to show that it is satisfied for all generators α i ; to verify this, one has to distinguish between two cases: Let α i interchange U i+nl and U i+1+nl , l ∈ Z. If with U i+nl ⊂ W k also U i+1+nl ⊂ W k , then W k is stable under α i , so also the virtual dimension is stable; if there is
, which shows the equivalence.
We now need a description of regularity conditions for frames:
Lemma 3.4 Let {U k } be a periodic frame and let Gr n,+ x be a Grassmannian of some prescribed regularity. The following are equivalent:
Definition 3.6 A frame {U k } satisfying one and hence all equivalent conditions of lemma 3.4 is called a frame of regularity X.
Definition 3.7 (apartment)
Let {W k } be a full flag, {≤W k } the boundary of {W k } and {U k } k∈Z a frame. The apartment A({W k }, U k ) consists of all flags that are admissible permutations of flags in {≤ W k } with respect to the frame {{U k } k∈Z }.
An apartment is an abstract simplicial complex. It can be identified with a simplicial chamber complex, whose chambers correspond to full flags. As W aff is a Coxeter group that acts transitively on the chambers of the apartment, it is in fact a Coxeter complex.
The apartments containing a given flag {W k } are in bijection with frames {U k } associated to this flag.
For a pair of two flags of the same K-type {W k } and {W ′ k ′ }, there exists an apartment containing both of them iff there is a frame {U k } for {W k }, such that for some w ∈ W aff w({U k }) is a frame for {W ′ k ′ }. In contrast to the finite dimensional and even the infinite dimensional algebraic situation, it is not true that every pair of full flags is contained in a joint apartment. Now we have:
Lemma 3.5 For a pair of two flags {W k } and {W ′ k ′ }, there exists an apartment containing both of them, iff they are compatible in the sense that for all elements W j ∈ {W k } there are elements Proof. This is a consequence of lemma 3.4, condition (iii).
Corollary 3.3
A flag {W k } is contained in an apartment containing the standard normal flag iff W k ⊂ Gr n,+ 0 . Proof of lemma 3.5. By lemma 3.2, the complex of all flags is a chamber complex. Hence without loss of generality we can assume that {W k } and {W ′ k } are two maximal compatible flags. For each k ∈ Z, we define the set π(
We have to show that |π(k)| = 1 for all k. So for i ∈ {0, . . . , n − 1} we choose vectors v i ⊂ π(i) and put
The proof now consists of several steps:
-{U k } is a periodic frame. As the flags {W k } and {W ′ k } are periodic, the conditions
-π(k + n) = π(k) + n follows from the periodicity of {W k } and {W ′ k }.
-So we are left with showing that π is a permutation, that is |π(k)| = 1 ∀k. The compatibility condition gives
This shows that there are numbers m such that the set (
shows that the set of those m is bounded from above. So there is for every k a maximal m such that (
is nonempty for all k. Symmetrically also π −1 (m) is nonempty for all m. We use now the periodicity condition: π(n + k) = π(k) + n. As each set π(k) is nonempty, for every l ∈ {0, . . . , n − 1} there is k, such that
This means that π(k + nZ) = l + nZ as for each l, l + nZ is in the image. The pigeon hole principle asserts that |π(k)| = 1(mod n). Then the periodicity shows that |π(k)| = 1. Hence π is a permutation and thus an element of W aff .
Next we investigate isomorphisms between apartments:
Lemma 3.6 (apartments are isomorphic) For every pair of apartments A and A ′ , there is an isomorphism ϕ : A −→ A ′ . If the intersection A ∩ A ′ is nonempty, then one can choose ϕ in a way that it fixes {W k } and
Proof. Isomorphisms between apartments correspond to isomorphisms of their frames. So let A and A ′ denote two apartments with frames {U k } and {U ′ l }. Then every bijective map ϕ : {U k } −→ {U ′ l } that preserves the periodicity condition, induces an isomorphism of the apartments. If there is a full flag {W k } ⊂ A ∩ A ′ , then without loss of generality we can assume that W k := l≥k U l and
If {W k } is a partial flag, then the preservation of the K-type restricts the possibilities for m. ϕ m preserves the cells in the boundary of {W k } iff m ∈ nZ. If A ∩ A ′ is nonempty and {W ′ k } ⊂ A ∩ A ′ , then this means just that
Then φ 0 trivially fixes the intersection.
Theorem 3.2 (Tits building)
Each equivalence class of compatible flags is an affine Tits building of type A n . The proof of theorem 3.2 is a consequence of lemmas 3.5 and 3.6 and corollary 3.1:
Proof. We have to show that each equivalence class of compatible flags satisfies the axioms for a building: by corollary 3.1 each equivalence class is a chamber complexes. The set of apartments consists of the set of all frames subjacent to full periodic flags. The first axiom is lemma 3.5, the second axiom is contained in lemma 3.6.
Hence one finds an uncountable family of buildings which are all isomorphic to the well known building associated to the algebraic Kac-Moody group.
As in the case of the flag manifolds the same constructions can be performed for the negative flag manifolds. In this way one obtains a second set of buildings, denoted B − . In section 3.3 we show that B = B + ∪ B − is a twin city.
This complex consists of all flags whose subspaces are in Gr n,± . Those Grassmannians correspond to the loop group (resp. Kac-Moody groups) of 1 2 -differentiable loops [PS86] . To get restrictions associated to smaller loop groups (i.e. loop and Kac-Moody groups of holomorphic loops) one needs the same constructions but applied to flags whose subspaces are in the described sub-Grassmannians. Hence we get a family of twin cities corresponding to the different regularity conditions.
For the algebraic case this construction coincides with the well-known lattice description [Gar97, AN02, Kra02].
The twin city
To define a twinning between B + and B − , we focus on the use of theorem A.1. Hence, we have to define a nonempty symmetric relation O. This is done via opposite flags: 
Using this definition, we define the symmetric relation O via the condition: To show that this twinning defines a twin building we verify the criterion of Ronan and van Maldeghem, (compare theorem A.1); this verification is contained in lemma 3.7 and lemma 3.8: Lemma 3.8 For ǫ ∈ {+, −}, there exists a chamber c −ǫ ∈ C −ǫ such that for any chamber x ǫ with (c −ǫ , x ǫ ) ⊂ O there is an apartment Σ ǫ of B ǫ which satisfies {x ǫ } = {y ǫ ∈ C ǫ |y ǫ ∈ Σ ǫ and (c −ǫ , y ǫ ) ∈ O}.
This condition follows directly from the description of apartments via frames: A frame gives rise to two apartments, one in B + and one in B − . This trivially satisfies the required condition.
So we have proved the existence of a twinning between every pair of a positive and a negative building.
We call a city symmetric [Fre10b] , iff there is an involution ϕ such that ϕ : B ± = B ∓ The symmetry between the positive and the negative Grassmannian yields the result: The complex simple Lie group of type C n is the symplectic group Sp(2n, C). Sp(2n) acts on V 2n := C 2n . Let {e 1 , . . . , e n , f 1 , . . . , f n } be a basis of V 2n and define a symplectic form ω by ω(e i , f j ) = δ ij = −ω(f j , e i ) and ω(e i , e j ) = ω(f i , f j ) = 0. Sp(2n) is the group of linear transformations preserving the symplectic form.
The Dynkin diagram of type C n is
The Weyl group can be realized as a permutation group of any symplectic basis {e 1 , . . . , e n , f 1 , . . . , f n } .
In this representation its generators α k , k = 1 . . . n − 1 act as follows
α n acts as
To describe the spherical building of type C n we use the flag complex of isotropic subspaces:
An isotropic flag F in V 2n has length l(V ) ≤ n. Let {V 1 , . . . , V k } be an isotropic flag. There is a unique completion
In case of no ambiguity, we call this object "isotropic flag".
Definition 4.2
Define ∆ Sp(n) to be the poset of isotropic flags with a partial order relation defined by inclusion.
Theorem 4.1 ∆ Sp(n) is a thick spherical building of type C n .
Proof.
[AB08], section 6.6 or [Gar97] , chapter 10.
Let us mention a last construction: For an ascending isotropic flag
is a full flag. As each isotropic flag has a unique continuation in this way to a full flag, we can equivalently describe the building of type C n as the simplicial complex associated to the flag complex of completed flags. Remark that the symplectic group preserves orthogonality relations as it preserves the symplectic form; hence it maps completed flags onto completed flags.
Symplectic Grassmannians
The loop group L(Sp(2n, Id)) consists of periodic loops into the symplectic group Sp(2n). The Kac-Moody group L(Sp(2n), Id) is the torus extension over this loop group [PS86, Pop05, Fre09] .
In the finite dimensional blueprint the building is defined to be the flag complex over the set of all isotropic flags, ordered by inclusion. Equivalently there is a unique completion of flags using coisotropic subspaces. The same construction works in the infinite dimensional case.
Let H 2n := L 2 (S 1 , V 2n ) and let z k e i , z l f j for {i, j} ∈ {1, . . . , n} and {k, l} ∈ Z be a basis of H 2n . The symplectic form Ω on H 2n is defined by the condition
The restriction of Ω to the 2n-dimensional subspace of constant loops is the nondegenerate 2-form ω. In geometric algebra a "hyperbolic plane" in a symplectic space is a 2-dimensional subspace
is called a hyperbolic pair [Gar97] . A hyperbolic space is subjacent to a frame {U k } if it admits a hyperbolic pair that consists of subspaces U k 1 , U k 2 ∈ {U k } A frame in a symplectic vector space is called symplectic if its elements can be paired into hyperbolic pairs. Hyperbolic planes in H 2n are for example V i,l = span z l e i , z −l f i for l ∈ Z and i ∈ {1, . . . , n}. Conversely all hyperbolic planes subjacent to the frame described by z k e i , z l f j for {i, j} ∈ {1, . . . , n} and {k, l} ∈ Z. Definition 4.3 (Symplectic Grassmannian) Let X denote any regularity condition we introduced in section 2 and let ǫ ∈ {+, −}.
1. The isotropic (resp. coisotropic, symplectic) Grassmannian of regularity X denoted Gr ǫ iso,X (H (2n) ) (resp. Gr ǫ coiso,X (H (2n) ), Gr ǫ symp,X (H (2n) )) consists of all isotropic (resp. coisotropic, isotropic and coisotropic) subspaces in Gr ǫ X (H (2n) ).
2. The reduced isotropic (resp. coisotropic, symplectic) Grassmannian of regularity X denoted Gr
symp,X (H 2n )) consist of all isotropic (resp. coisotropic, isotropic and coisotropic) subspaces in Gr
For example H is not isotropic hence not in the isotropic Grassmannian, but zH⊕K is if K is an isotropic subspace in V 2n . Generally all isotropic subspaces have virtual dimension less or equal than −n while coisotropic subspaces have virtual dimension greater or equal than −n As in the finite dimensional case each subspace has its orthogonal complement V ⊥ . For example we have H + = (zH) ⊥ ⊂ H + . The orthogonal complement of isotropic subspaces is coisotropic and vice versa. 
The definition of partial periodic submanifolds and their negative counterparts follows the pattern described for the case A n .
Let us remark that [PS86] uses a different definition for "symplectic" Grassmannians:
Here we omit the precise regularity assumptions. This definition is motivated by the equivalence Ω(Sp(n)) ∼ = Gr . This Grassmannian consists of the component of virtual dimension 0-component of our (coisotropic) symplectic Grassmannian. As the action of the Kac-Moody group of type C n preserves virtual dimension of subspaces the restriction to one virtual dimension is the appropriate choice for the investigation of the group action; nevertheless the choice of the component of codimension −n, consisting of Lagrangian subspaces, would perhaps have been more natural from a symplectic viewpoint but of course less natural from a functional analytic one.
We know [Fre10b] from the abstract theory that a city of type C n can be described by
Using the equivalence Ω(Sp(n)) ∼ = Gr (2n) H it is obvious that this description can be made explicit by the careful construction of the appropriate flags of suitable isotropic (resp. symplectic) subspaces in Gr For the proof of this theorem we need a description of apartments; to this end we use the following class of frames:
Definition 4.5 A frame consists of elements {e ik , f jl , {i, j} ∈ {1, . . . , n}, {k, l} ∈ Z} such that -{e i,k , f j,l , {i, j} ∈ {1, . . . , n}, {k, l} ∈ Z} span H 2n , -ze ik = e i,k+1 and 1 z f jl = f j,l−1 , -e i,k and f j,l are isotropic lines,
-(e i,k ⊕ f i,−k ) is a hyperbolic plane and (e i,k ⊕ f i,−k ) ⊥ (e j,l ⊕ f j,−l ) for all i = j ∈ {1, . . . , n}, k, l ∈ N.
Remark that those frames are hyperbolic.
Definition 4.6
The apartment described by the frame {e ik , f j,−l , {i, j} ∈ {1, . . . , n}, {k, l} ∈ N} consists of all flags subjacent to this frame.
The various regularity conditions for frames are defined in complete analogy to the case of A n .
Definition 4.7 A permutation of the frame {e ik , f jl , {i, j} ∈ {1, . . . , n}, {k, l} ∈ Z} is admissible if it preserves periodicity and hyperbolic planes.
Lemma 4.1
The group of admissible permutations is a Weyl group of type C n .
Proof. The Dynkin diagram of type C n looks like that:
Take first the 2n-dimensional subspace H = span{e i , f i |i = 1, . . . , n}. The Weyl group is of type C n , corresponding to the Dynkin diagram defined by deleting α 0 . It is the semidirect product of the symmetric group in n-letters transposing the indices and a Z 2 group for each index, interchanging e i and f i and fixing all other bases. We are left with checking the action of the additional vertex α 0 . It acts by interchanging e 1 and zf 1 . The check of the necessary commutation relations is straight forward. This vertex generates an additional Z n -factor in C n , which acts by raising or lowering the powers of z.
To prove theorem 4.2 we have to verify several details. The steps are analogous to the case of A n .
1. The apartments are thin Coxeter complexes of type C n .
2. The whole complex is thick.
3. Each connected component is a building, hence (a) Every pair of chambers is contained in a common apartment. (b) All apartments are isomorphic.
4. Check that the whole complex is a twin city.
Lemma 4.2
The apartments are thin Coxeter complexes of type C n .
Proof. Let F := {e ik , f jl } be a symplectic frame. An isotropic flag {W k } is subjacent to F if each subspace W k is spanned by a subset of elements in F. Let i ∈ {1, . . . n} and let {W k } be of type K = {1, 2, . . . i − 1, i + 1, . . . , 2n − i − 1, 2n − i + 1, . . . , 2n}. Flags of this type correspond to codimension 1-simplices. The subspace W i+1 /W i−1 has dimension 2; hence modulo W i−1 it is generated by two elements in F. Thus there are two possible ways to construct a subspace W i subjacent to F such that W i−1 ⊂ W i ⊂ W i+1 ; the same is true for W 2n−i+1 /W 2n−i−1 . The condition to be symplectic flags assures that a choice of W i defines unambiguously W 2n−i . Hence there are exactly two possible completions of {W k } to full flags. Thus the apartment is thin. From the action of the Weyl group of type C n on a frame we see that it acts transitively on the set of maximal flags -hence it is of type C n .
Lemma 4.3
The whole complex is thick.
Proof. We need to check that any codimension 1-simplex is in the boundary of at least 3 chambers. For codimension 1 -simplices corresponding to α 1 , . . . α n , this follows exactly as in the finite dimensional case, for α 0 the situation is identical to the one of α n .
Connected components are defined exactly in the same way as for A n .
Lemma 4.4
In a connected component, each pair of chambers is contained in a common apartment.
Proof. Two flags describe cells in the same connected component, iff they are compatible in the sense that for all elements W j ∈ {W k } there are elements W ′ j ′ , W ′ l ′ ∈ {W ′ k ′ } such that W ′ j ′ ⊂ W j ⊂ W ′ l ′ and vice versa. Compatibility clearly defines an equivalence relation on the space of flags. For compatible flags the strategy of proof, described in [Gar97] , chapter 10 and 20 can be adapted.
Lemma 4.5 All apartments are isomorphic.
Proof. Isomorphism of apartments correspond to isomorphisms of their frames -hence this axiom is clear.
Lemma 4.6
The whole complex is a twin city.
Proof. We define the codistance via opposite flags exactly as we did in case of A n , definition 3.8. The verification is straight forward.
