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Abstract
In this paper, we first propose a new Levenberg-Marquardt method
for solving constrained (and not necessarily square) nonlinear systems.
Basically, the method combines the unconstrained Levenberg-Marquardt
method with a type of feasible inexact projection. The local convergence
of the new method as well as results on its rate are established by using
an error bound condition, which is weaker than the standard full-rank
assumption. We further present and analyze a global version of the first
method by means of a nonmonotone line search technique. Finally, nu-
merical experiments illustrating the practical advantages of the proposed
schemes are reported.
Keywords. constrained nonlinear systems; local convergence; global con-
vergence; Levenberg-Marquardt method; inexact projections; error bound.
1 Introduction
In this paper, we consider the following problem
Find x ∈ Rn : F (x) = 0, x ∈ C, (1)
where C is a nonempty closed convex set contained in an open set Ω ⊂ Rn and
F : Ω → Rm is a continuously differentiable function. Throughout this paper,
we will assume that the solution set of (1), denoted by C∗, is nonempty.
Problem (1) has been the object of intense research in the last decades since
many applications that arise in different areas such as engineering, chemistry,
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economy among others can be modeled by a constrained system of nonlinear
equations. Consequently, many efficient algorithms such as trust region, interior
point, active-set, Newton-type, Gauss-Newton, Levenberg-Marquardt methods
have been used to solve (1); see, for instance [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18, 19].
The unconstrained pure/local Levenberg-Marquardt [20, 21] method recur-
sively computes a sequence {xk} as follows. Given xk ∈ Rn and µk > 0,
xk+1 = xk + d
U
k , (2)
where the step dUk is the solution of the problem
min
d∈Rn
‖F (xk) + F ′(xk)d‖2 + µk‖d‖2, (3)
or, equivalently, dUk = −(F ′(xk)TF ′(xk) + µkI)−1F ′(xk)TF (xk). In this case,
F ′(x) denotes the Jacobian matrix of F at x. The regularization parameter
µk > 0, which is not present in the Gauss-Newton method, turns the problem
(3) into a strongly convex one and hence it possesses a unique solution. A
classical choice of the regularization parameter is µk = ‖F (xk)‖2, for every
k ≥ 0; however, suggestions of different regularization parameters have been
discussed, for example, in [6, 22]. We also refer the reader to [23, 24] where
convergence results of the unconstrained Levenberg-Marquardt method and its
variants have been studied.
In order to solve constrained problems (see, e.g., [1, 2, 9]), the Levenberg-
Marquardt method has been adapted in two different ways: (i) the constraint
xk+d ∈ C is added to the subproblem (3) (resulting in the so-called constrained
Levenberg-Marquardtmethod); (ii) the update (2) is replaced by xk+1 = PC(xk+
dUk ), where PC is the orthogonal projector onto C (arriving at the projected
Levenberg-Marquadt method). Since the subproblem in the former strategy
can be relatively complicated, depending on the feasible set C, the projected
Levenberg-Marquardt method is much more interesting mainly when the pro-
jection steps are not expensive.
Therefore, the goal of this article is to present some improvements in the
projected Levenberg-Marquardt method. Since depending on the geometry of
C, the orthogonal projection onto it neither has a closed-form nor can be eas-
ily computed, we first propose a local Levenberg-Marquardt method in which
inexact projections are allowed. The feasible inexact projections used in our
algorithm can be easily obtained by means of an iterative method (e.g., the
conditional gradient method [25]) in the cases where computing the exact pro-
jections are difficult and expensive (see Definition 1 and Remark 1 below). The
local convergence of the proposed method as well as results on its rate are es-
tablished by using an error bound condition, which is weaker than the standard
full-rank condition of the F ′. Specifically, let {xk} be the sequence generated
by the method and dist(x,C∗) the distance from x to the solution set C∗. We
show that the sequence {dist(xk, C∗)} converges to zero linearly and if, addi-
tionally, the inaccuracies of the projections tend to zero sufficiently fast, then
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the convergence is superlinear. Moreover, we also deduce the convergence rate
for the sequence {xk}.
Then, we present and analyze a globalized version of the local method. Ba-
sically, it consists of combining our first algorithm, safeguarded by inexact pro-
jected gradient steps, with the nonmonotone line search technique in [26]. It
is worth pointing out that the nonmonotone strategies have been shown more
efficient than monotone ones due to the fact that enforcing the monotonicity of
the function values may make the method to converge slower. For the global
method, we prove that any accumulation point of the iterative sequence is a
stationary point of minx∈C ‖F (x)‖2/2.
It should also be pointed out that, due to the inexactnesses of the projec-
tions, the convergence analyses of the proposed projected Levenberg-Marquardt
schemes are, in some sense, more challenging.
Finally, in order to assess the practical behavior of the new methods, some
numerical experiments are reported. In particular, we present a scenario in
which our concept of inexact projection becomes interesting in practice.
Outline of the paper: Section 2 introduces the concept of feasible inexact
projections and describes the local Levenberg-Marquardt method with inexact
projections (LMM-IP). The local convergence analysis of the LMM-IP is pre-
sented in Subsection 2.1. Section 3 proposes and analyzes a global version of the
LMM-IP studied in Section 2. Some preliminary numerical experiments for the
proposed schemes are reported in Section 4. Finally, some concluding remarks
are given in Section 5.
Notation: We denote by F ′(x) the Jacobian matrix of F at x ∈ Ω. The in-
ner product and its associated Euclidean norm in Rn are denoted by 〈·, ·〉 and
‖ · ‖, respectively. The closed ball centered at x with radius r is denoted by
B(x, r) := {y ∈ Rn : ‖y − x‖ ≤ r}. We define by
dist(x,C∗) := inf
y∈C∗
‖y − x‖, (4)
the distance from x to the solution set C∗. We also represent by x¯ a point in
C∗ which realizes such distance, i.e.
‖x− x¯‖ = dist(x,C∗). (5)
For a matrix X ∈ Rn×n, its transpose is denoted by XT , and X  0 means that
X is positive semidefinite.
2 Levenberg-Marquardt method with inexact pro-
jections
In this section, we propose and analyze a local Levenberg-Marquardt method
with inexact projections (LMM-IP) to solve (1). The local convergence of the
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proposed method as well as results on its rate are established by using an error
bound condition, which is weaker than the standard full-rank assumption.
In order to present our algorithm, we first need to discuss a concept of
approximate projection. It is worth pointing out that, depending on the defini-
tion/geometry of C, computing the orthogonal projection of a point onto C can
be difficult and expensive. In order to overcome this drawback, our algorithm
will admit a certain type of inexact projection.
Definition 1. Let x ∈ Rn and ε ≥ 0 be given. We say that PC(x, ε) is an
ε–projection of x onto C when
PC(x, ε) ∈ C and 〈x− PC(x, ε), y − PC(x, ε)〉 ≤ ε, ∀y ∈ C. (6)
Remark 1. (i) Note that, if ε = 0, then PC(x, 0) corresponds to the orthogonal
projection of x onto C, which will be denoted, simply, by PC(x). On the other
hand, PC(x) is an ε–projection of x onto C in the sense of Definition (1) for
any ε ≥ 0. (ii) In the case that orthogonal projection onto C neither has a
closed-form nor can be easily computed, an ε–projection of x onto C can be
obtained by means of an iterative method applied to solve the projection problem
miny∈C ‖y − x‖2/2. For example, if C is bounded, one can use the conditional
gradient (CondG) method, a.k.a. Frank-Wolfe method [27, 25], to obtain an
inexact projection in the sense of Definition 1. Given zt ∈ C, the t-th step of the
CondG method first finds wt as a minimum of the linear function 〈zt − x, · − zt〉
over C and then set zt+1 = (1 − αt)zt + αtwt for some αt ∈ [0, 1]. Hence, if
〈zt − x,wt − zt〉 ≥ −ε is used as a stopping criterion in the CondG method, we
will have that the output zt is an ε–projection of x onto C.
It is well-known that the projection operator PC(·) is nonexpansive, i.e.,
‖PC(y)− PC(x)‖ ≤ ‖x− y‖, ∀x, y ∈ Rn. (7)
In the next proposition, we establish a similar property for the operator PC(·, ·).
Proposition 1. For any x, y ∈ Rn and ε ≥ 0, we have
‖PC(x, ε)− PC(y)‖ ≤ ‖x− y‖+
√
ε.
Proof. It follows from the characterization of the orthogonal projection and
Definition 1 that
〈x− PC(x), PC(x, ε)− PC(x)〉 ≤ 0, 〈x − PC(x, ε), PC(x) − PC(x, ε)〉 ≤ ε.
Combining the last two inequalities, we obtain
〈x− PC(x)− x+ PC(x, ε), PC(x, ε)− PC(x)〉 ≤ ε,
or, equivalently,
‖PC(x) − PC(x, ε)‖ ≤
√
ε.
Therefore, using the triangle inequality and (7), we have
‖PC(x, ε)− PC(y)‖ ≤ ‖PC(x, ε)− PC(x)‖ + ‖PC(x) − PC(y)‖ ≤
√
ε+ ‖x− y‖,
concluding the proof.
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We are now ready to formally described the Levenberg-Marquardt method
with inexact projections.
LMM-IP
Step 0. Let x0 ∈ C and {θj} ⊂ [0,∞) be given. Set k = 0.
Step 1. If F (xk) = 0, then stop; otherwise, set µk := ‖F (xk)‖2 and com-
pute dUk ∈ Rn such that
(F ′(xk)
TF ′(xk) + µkI)d
U
k = −F ′(xk)TF (xk). (8)
Step 2. Define εk := θ
2
k‖dUk ‖2. Compute PC(xk+dUk , εk), an εk–projection
of xk + d
U
k onto C, and set
xk+1 := PC(xk + d
U
k , εk). (9)
Step 3. Set k ← k + 1, and go to Step 1.
Remark 2. (i) Since µk > 0, it follows that the matrix of the linear system
(8) is symmetric positive definite and hence Step 1 is always well-defined. As a
consequence, the LMM-IP is also always well-defined. (ii) From Step 2 of the
LMM-IP and Definition 1, we have xk+1 satisfies, for every k ≥ 0,
xk+1 ∈ C, 〈xk + dUk − xk+1, y − xk+1〉 ≤ θ2k‖dUk ‖2, ∀y ∈ C. (10)
See Remark 1 for some comments about our concept of the inexact projection
and how to compute it.
2.1 Local convergence of the LMM-IP
In order to analyze the local convergence of the LMM-IP, the following assump-
tions are made throughout this subsection.
(A0) Assume C∗ 6= ∅ and let x∗ ∈ C∗ be an arbitrary element of the solution
set.
(A1) There exist L, δ1 > 0 such that the F
′ is L-Lipschitz continuous inB(x∗, δ1),
i.e.,
‖F ′(x)− F ′(y)‖ ≤ L‖x− y‖, ∀x, y ∈ B(x∗, δ1).
(A2) There exist ω, δ2 > 0 such that ‖F (x)‖ provides a local error bound on
B(x∗, δ2), i.e.,
ω dist(x,C∗) ≤ ‖F (x)‖, ∀x ∈ B(x∗, δ2). (11)
It is worth mentioning that (A2) was used in [9] to analyze the local conver-
gence of constrained and projected Levenberg-Marquardt methods. Although
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(A2) may not be satisfied for zeroes of F in the boundary of C, this condition
is still weaker than the standard full-rank condition of the Jacobian matrix (see,
e.g., [9] for more details). We also refer the interested reader to [1] for some
discussions on error bound conditions in the context of projected Levenberg-
Marquardt methods.
An immediate consequence of (A1) and smoothness properties of the map-
ping F , whose proof will be omitted, is given in the following proposition.
Proposition 2. If (A1) holds, then
‖F (y)− F (x)− F ′(x)(y − x)‖ ≤ L
2
‖x− y‖2, ∀x, y ∈ B(x∗, δ1). (12)
Moreover, there exists L0 > 0 such that
‖F (x)− F (y)‖ ≤ L0‖x− y‖, ∀x, y ∈ B(x∗, δ1).
The next result summarizes some well-known properties of the unconstrained
Levenberg-Marquardt method which are consequences of assumptions (A1) and
(A2).
Proposition 3. Suppose that (A1) and (A2) hold. If xk ∈ B(x∗, δ/2), where
δ = min{δ1, δ2}, then
‖dUk ‖ ≤ c1dist(xk, C∗), (13)
and
‖F (xk) + F ′(xk)dUk ‖ ≤ c2dist(xk, C∗)2, (14)
with
c1 :=
√
L2/(4ω2) + 1, c2 :=
√
L2/4 + L0
2. (15)
Proof. The proof can be found in [24, Lemma 2.1].
In the following, we establish some auxiliary results which will be used to
prove that the sequences {dist(xk, C∗)} and {xk} converge.
Lemma 4. If xk, xk + d
U
k ∈ B(x∗, δ/2), where δ = min{δ1, δ2}, then
dist(xk+1, C
∗) ≤ θkc1dist(xk, C∗) + (2c2 + Lc
2
1)
2ω
dist(xk, C
∗)2, (16)
where c1 and c2 are as in (15).
Proof. It follows from (4) and (9) that
dist(xk+1, C
∗) = dist(PC(xk + d
U
k , εk), C
∗) = inf
x∈C∗
‖PC(xk + dUk , εk)−x‖. (17)
Since PC(x) = x for every x ∈ C, we obtain, from Proposition 1, that
inf
x∈C∗
‖PC(xk + dUk , εk)− x‖ = inf
x∈C∗
‖PC(xk + dUk , εk)− PC(x)‖
≤ √εk + inf
x∈C∗
‖xk + dUk − x‖
=
√
εk + dist(xk + d
U
k , C
∗). (18)
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Hence, from (11), (17) and (18) and the fact that εk = θ
2
k‖dUk ‖2, we have
dist(xk+1, C
∗) ≤ √εk + dist(xk + dUk , C∗) ≤ θk‖dUk ‖+
1
ω
‖F (xk + dUk )‖. (19)
On the other hand, it follows from (12) that
‖F (xk+dUk )‖−‖F (xk)+F ′(xk)dUk ‖ ≤ ‖F (xk)−F (xk+dUk )+F ′(xk)dUk ‖ ≤
L
2
‖dUk ‖2,
which, combined with (19), (13) and (14), yields
dist(xk+1, C
∗) ≤ θk‖dUk ‖+
1
ω
(
‖F (xk) + F ′(xk)dUk ‖+
L
2
‖dUk ‖2
)
≤ θkc1dist(xk, C∗) + 1
ω
(
c2dist(xk, C
∗)2 +
L
2
c21dist(xk, C
∗)2
)
.
Therefore, the desired inequality follows trivially from the above one.
As a consequence of Lemma 4, we obtain a useful corollary. It shows that
xk+1 is closer to C
∗ than xk as long as xk and xk + d
U
k are in a suitable neigh-
borhood of x∗.
Corollary 5. Assume that θk ≤ θ¯ < 1/c1 and xk, xk + dUk ∈ B(x∗, σ/2), where
σ < min
{
δ1, δ2,
4ω(1− θ¯c1)
2c2 + Lc21
}
. (20)
Then,
dist(xk+1, C
∗) ≤ ηdist(xk, C∗), (21)
with η := [θ¯c1 + (2c2 + Lc
2
1)σ/(4ω)] ∈ (0, 1).
Proof. First, the inequality in (21) follows from Lemma 4 and the facts that
θk ≤ θ¯ and xk ∈ B(x∗, σ/2). Now, in view of the definition σ in (20), we
trivially have η ∈ (0, 1).
In the next lemma, we will prove that for an initial point sufficiently close to
the solution set, the sequences {xk} and {xk+dUk } are contained in B(x∗, σ/2).
Lemma 6. Assume that θk ≤ θ¯ < 1/c1, for every k ≥ 0, and define
r :=
σ(1 − η)
2(1 + c1)[1− η + (1 + θ¯)c1]
, (22)
where c1, σ and η are as in Proposition 3 and Corollary 5. If x0 ∈ B(x∗, r)∩C,
then xk, xk + d
U
k ∈ B(x∗, σ/2) for every k ≥ 0.
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Proof. We will proceed by induction on k. Since r < σ/2 < δ/2, where
δ = min{δ1, δ2}, we have
[B(x∗, r) ∩ C] ⊂ [B(x∗, σ/2) ∩ C] ⊂ [B(x∗, δ/2) ∩ C].
Therefore, x0 ∈ B(x∗, σ/2) ∩ C. Moreover, using (13), we obtain
‖x0+dU0 −x∗‖ ≤ ‖x0−x∗‖+‖dU0 ‖ ≤ r+c1dist(x0, C∗) ≤ r+c1‖x0−x∗‖ ≤ (1+c1)r.
Since, in particular, r < σ/[2(1 + c1)], we conclude that x0 + d
U
0 ∈ B(x∗, σ/2).
Now, suppose that xl, xl + d
U
l ∈ B(x∗, σ/2) for all l = 0, . . . , k and let us show
that xk+1, xk+1+ d
U
k+1 ∈ B(x∗, σ/2). Using (9) and Proposition 1, we find that
‖xk+1 − x∗‖ = ‖PC(xk + dUk , εk)− PC(x∗)‖ ≤ ‖xk + dUk − x∗‖+
√
εk.
By the triangle inequality and the facts that εk = θ
2
k‖dUk ‖2 and θk ≤ θ¯, we
obtain
‖xk+1 − x∗‖ ≤ ‖xk − x∗‖+ (1 + θ¯)‖dUk ‖.
Hence,
‖xk+1−x∗‖ ≤ ‖x0−x∗‖+(1+ θ¯)
k∑
l=0
‖dUl ‖ ≤ r+(1+ θ¯)c1
k∑
l=0
dist(xl, C
∗), (23)
where the last inequality follows from the facts that xl ∈ B(x∗, σ/2) ⊂ B(x∗, δ/2),
for all l = 0, . . . , k, x0 ∈ B(x∗, r) and (13). On the other hand, since xl, xl+dUl ∈
B(x∗, σ/2) for all l = 0, . . . , k, by Corollary 5, we have
dist(xl, C
∗) ≤ ηdist(xl−1, C∗) ≤ η2dist(xl−2, C∗) ≤ . . . ≤ ηldist(x0, C∗) ≤ ηlr,
(24)
for all l = 0, . . . , k, where the last inequality is due to the fact that x0 ∈
B(x∗, r) ∩ C. Hence, it follows from (23) and (24) that
‖xk+1 − x∗‖ ≤ r + (1 + θ¯)c1r
∞∑
l=0
ηl.
Since η ∈ (0, 1), we have ∑∞l=0 ηl = 1/(1− η). Hence, using the last inequality,
we obtain
‖xk+1 − x∗‖ ≤ r + (1 + θ¯)c1r
1− η . (25)
As, in particular, r < (1 − η)σ/[2(1 − η + (1 + θ¯)c1)], we conclude that xk+1 ∈
B(x∗, σ/2). It remains to prove that xk+1 + d
U
k+1 ∈ B(x∗, σ/2). Since xk+1 ∈
B(x∗, σ/2), it follows from (13) that
‖xk+1 + dUk+1 − x∗‖ ≤ ‖xk+1 − x∗‖+ ‖dUk+1‖ ≤ (1 + c1)‖xk+1 − x∗‖,
which, combined with (25) and the definition of r in (22), yields
‖xk+1 + dUk+1 − x∗‖ ≤ (1 + c1)
[
r +
(1 + θ¯)c1r
1− η
]
=
σ
2
,
i.e., xk+1 + d
U
k+1 ∈ B(x∗, σ/2) and then the proof is complete.
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We are now ready to prove the convergence of the sequences {dist(xk, C∗)}
and {xk}.
Theorem 7. Assume that θk ≤ θ¯ < 1/c1, for every k ≥ 0. Let {xk} be the
sequence generated by the LMM-IP with starting point x0 ∈ B(x∗, r)∩C, where
r is as in (22). Then,
(a) the sequence {dist(xk, C∗)} converges to zero linearly. If, additionally,
limk→∞ θk = 0, the convergence is superlinear;
(b) the sequence {xk} converges to a point belonging to C∗.
Proof. (a) The first part follows immediately from Corollary 5 and Lemma 6.
Now, the second one follows by dividing (16) by dist(xk, C
∗) and taking the
limit as k →∞.
(b) Since {dist(xk, C∗)} converges to zero and {xk} ⊂ B(x∗, σ/2)∩C, it suffices
to show that {xk} converges. Let us prove that {xk} is a Cauchy sequence. To
this end, take p, q ∈ N with p ≥ q. It follows from Proposition 1 and the facts
that εk = θ
2
k‖dUk ‖2 and {xk} ⊂ C that
‖xp − xq‖ = ‖PC(xp−1 + dUp−1, εp−1)− PC(xq)‖
≤ ‖xp−1 + dUp−1 − xq‖+ θp−1‖dUp−1‖
≤ ‖xp−1 − xq‖+ (1 + θp−1)‖dUp−1‖,
Repeating the process above, we get
‖xp − xq‖ ≤ (1 + θq)‖dUq ‖+ . . .+ (1 + θp−2)‖dUp−2‖+ (1 + θp−1)‖dUp−1‖,
which, combined with the fact θk ≤ θ¯, for every k ≥ 0, yields
‖xp − xq‖ ≤ (1 + θ¯)
p−1∑
l=q
‖dUl ‖ ≤ (1 + θ¯)
∞∑
l=q
‖dUl ‖.
Now, by (13) and (24), we have
‖dUl ‖ ≤ c1dist(xl, C∗) ≤ c1ηlr.
Combining the last two inequalities, we obtain
‖xp − xq‖ ≤ (1 + θ¯)c1r
∞∑
l=q
ηl = (1 + θ¯)c1r
(
∞∑
l=0
ηl −
q−1∑
l=0
ηl
)
.
As η ∈ (0, 1), taking the limit in the last inequality as q → ∞, we obtain
‖xp − xq‖ → 0. Therefore, {xk} is a Cauchy sequence and hence it converges.
Let x¯ = limk→∞ xk. Since xk ∈ C, ∀k, and C is closed, then x¯ ∈ C. Moreover,
because ωdist(xk, C
∗) ≤ ‖F (xk)‖ ≤ L0dist(xk, C∗) and dist(xk, C∗) → 0 as
k →∞, we conclude that x¯ ∈ C∗.
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Before analyzing the convergence rates of the sequence {xk}, let us first
establish the following result.
Lemma 8. Assume that θk ≤ θ¯ for every k ≥ 0 with
θ¯ <
−(1 + 4c1) +
√
(1 + 4c1)2 + 8
8c1
, (26)
where c1, c2 are as in (15). Let r be as in (22) and {xk} be the sequence generated
by the LMM-IP with starting point x0 ∈ B(x∗, r)∩C converging to its limit point
x¯. Then, for all k ∈ N sufficiently large, there exist positive constants c3, c4
and c5 such that
(a) dist(xk, C
∗) ≤ c3‖dUk ‖;
(b) ‖dUk+1‖ ≤ θkc21c3‖dUk ‖+ c4‖dUk ‖2 ≤ θ¯c21c3‖dUk ‖+ c4‖dUk ‖2;
(c) c5‖xk − x¯‖ ≤ ‖dUk ‖ ≤ c1‖xk − x¯‖.
Proof. (a) Since {xk} ⊂ C, we obtain, from Proposition 1, that
‖dUk ‖ = ‖xk + dUk − xk‖ ≥ ‖PC(xk + dUk , εk)− PC(xk)‖ −
√
εk. (27)
Using (9) and the facts that εk = θ
2
k‖dUk ‖2 and θk ≤ θ¯, we conclude that
‖dUk ‖ ≥ ‖xk+1 − xk‖ − θ¯‖dUk ‖,
which implies
(1 + θ¯)‖dUk ‖ ≥ ‖xk+1 − xk‖.
Now let x¯k+1 ∈ C∗ satisfying dist(xk+1, C∗) = ‖xk+1 − x¯k+1‖. Hence, from the
previous inequality, we have
(1 + θ¯)‖dUk ‖ ≥ ‖x¯k+1 − xk‖ − ‖xk+1 − x¯k+1‖
≥ dist(xk, C∗)− dist(xk+1, C∗)
≥
[
1− θ¯c1 − (2c2 + Lc
2
1)
2ω
dist(xk, C
∗)
]
dist(xk, C
∗), (28)
where the last inequality follows from the Lemma 4 and fact θk ≤ θ¯. Since
{dist(xk, C∗)} converges to zero (see, Theorem 7(a)) we may assume, without
loss of generality, that
(2c2 + Lc
2
1)
2ω
dist(xk, C
∗) <
1
2
, (29)
for all k ∈ N sufficiently large. Hence, combining (28) and (29), we have
(1 + θ¯)‖dUk ‖ ≥
(
1
2
− θ¯c1
)
dist(xk, C
∗),
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which, combined with the fact that (26) implies that θ¯ < 1/(2c1), proves item(a)
with c3 := (1 + θ¯)/(1/2− θ¯c1).
(b) It follows from (13) and Lemma 4 that
‖dUk+1‖ ≤ c1dist(xk+1, C∗)
≤ c1
[
θkc1dist(xk, C
∗) +
(2c2 + Lc
2
1)
2ω
dist(xk, C
∗)2
]
≤ θkc21c3‖dUk ‖+
(2c1c2 + Lc
3
1)c
2
3
2ω
‖dUk ‖2,
where the last inequality follows from item(a). Therefore, using θk ≤ θ¯, item(b)
follows with c4 := (2c1c2 + Lc
3
1)c
2
3/(2ω).
(c) The second inequality follows easily from (13). In order to verify the first
inequality, let k ∈ N sufficiently large such that item(b) applies and c4‖dUk ‖ <
1/4 holds. Moreover, it follows from (26) that θ¯c21c3 < 1/4. Therefore, θ¯c
2
1c3 +
c4‖dUk ‖ < 1/2 and hence, from item (b), we conclude that ‖dUk+1‖ ≤ (1/2)‖dUk ‖.
Hence, for all j = 0, 1, 2, . . . , we obtain
‖dUk+j‖ ≤
(
1
2
)j
‖dUk ‖. (30)
On the other hand, we have
‖xk − xk+l‖ = ‖PC(xk)− PC(xk+l−1 + dUk+l−1, εk+l−1)‖
≤ ‖xk − xk+l−1 − dUk+l−1‖+
√
εk+l−1
≤ ‖xk − xk+l−1‖+ (1 + θk+l−1)‖dUk+l−1‖.
Repeating the process above, we get
‖xk − xk+l‖ ≤ (1 + θk)‖dUk ‖+ . . .+ (1 + θk+l−2)‖dUk+l−2‖+ (1 + θk+l−1)‖dUk+l−1‖,
which, combined with the fact θk ≤ θ¯, for every k ≥ 0, and (30), yields
‖xk − xk+l‖ ≤ (1 + θ¯)
l−1∑
j=0
‖dUk+j‖ ≤ (1 + θ¯)‖dUk ‖
l−1∑
j=0
(
1
2
)j
. (31)
Taking the limit in (31) as l→∞, we obtain
‖xk − x¯‖ = lim
l→∞
‖xk − xk+l‖ ≤ (1 + θ¯)‖dUk ‖
∞∑
j=0
(
1
2
)j
.
Since
∑∞
j=0
(
1
2
)j
= 2, we conclude, from inequality above, that
‖xk − x¯‖ ≤ 2(1 + θ¯)‖dUk ‖,
which implies the item(c) with c5 := 1/[2(1 + θ¯)].
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The following theorem proves the local convergence rate of the sequence {xk}
generated by the LMM-IP.
Theorem 9. There exist a positive constant α such that if θk ∈ [0, α) for
every k ≥ 0, then the sequence {xk} converges linearly to its limit point x¯. If,
additionally, limk→∞ θk = 0, the convergence is superlinear.
Proof. Let α1 be such that α1 <
(
−(1 + 4c1) +
√
(1 + 4c1)2 + 8
)
/(8c1). Hence,
if θk ∈ [0, α1), it follows from items (b) and (c) of Lemma 8 with θ¯ = α1 that
c5‖xk+1 − x¯‖ ≤ ‖dUk+1‖ ≤ α1c21c3‖xk − x¯‖+ c21c4‖xk − x¯‖2, (32)
where c3 := (1 + α1)/(1/2 − α1c1), c4 := (2c1c2 + Lc31)c23/(2ω) and
c5 := 1/[2(1 + α1)]. Hence, dividing the last inequality by ‖xk − x¯‖ and taking
limit as k →∞, results in
lim
k→∞
‖xk+1 − x¯‖
‖xk − x¯‖ =
4c31α1(1 + α1)
2
(1− 2α1c1) ,
which implies {xk} converges linearly to x¯ as long as
4c31α1(1 + α1)
2/[(1− 2α1c1)] < 1.
Let g : [0,+∞)→ R be defined by
g(α) :=
4c31α(1 + α)
2
(1− 2αc1) − 1.
Since g(0) = −1 < 0 and g is a continuous function, there exists a posi-
tive constant α2 such that for all α ∈ [0, α2), we have g(α) < 0, and hence
4c31α(1 + α)
2/[(1− 2αc1)] < 1. Therefore, the result now follows by taking
α = min{α1, α2}.
Let us now prove the second part. Similarly to the first part, it can be proven
that if θk ∈ [0, α1) for every k ≥ 0, where
α1 <
(
−(1 + 4c1) +
√
(1 + 4c1)2 + 8
)
/(8c1),
then
lim
k→∞
‖xk+1 − x¯‖
‖xk − x¯‖ =
4c31(1 + α1)
2
(1− 2α1c1) limk→∞ θk.
As limk→∞ θk = 0, the last equality implies the superlinear convergence of the
sequence {xk}.
3 Global version of the LMM-IP
In this section, our aim is to propose and analyze a global version of the
Levenberg-Marquardt method with inexact projections studied in the previous
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section. Basically, the global method consists of combining the local LMM-IP
method, safeguarded with inexact projected gradient steps, with the nonmono-
tone line search technique of [26], in order to guarantee a nonmonotone decrease
of the merit function
f(x) :=
1
2
‖F (x)‖2. (33)
The formal description of the global LMM-IP (G-LMM-IP) is given below.
G-LMM-IP
Step 0. Let x0 ∈ C, an integer M ≥ 0, η1 > 0, η3 > η2 > 0, γ, β ∈ (0, 1)
and {θj} ⊂ [0,∞) be given. Set k = 0 and m0 = 0.
Step 1. If F (xk) = 0, then stop; otherwise, set µk := ‖F (xk)‖2 and com-
pute dUk ∈ Rn such that
(F ′(xk)
TF ′(xk) + µkI)d
U
k = −F ′(xk)TF (xk). (34)
Step 2. Define εk := θ
2
k‖dUk ‖2 and compute PC(xk + dUk , εk) . Set
d¯k := PC(xk + d
U
k , εk)− xk. (35)
If |〈∇f(xk), d¯k〉| > η1‖d¯k‖2 and η2‖∇f(xk)‖ ≤ ‖d¯k‖ ≤ η3‖∇f(xk)‖,
then set dk = −sgn(〈∇f(xk), d¯k〉)d¯k and go to Step 4.
Step 3. Compute yk ∈ C such that
〈xk −∇f(xk)− yk, x− yk〉 ≤ εk := θ2k‖yk − xk‖2, ∀ x ∈ C, (36)
and set dk = yk − xk.
Step 4. Set α = 1. Do α = βα, while
f(xk + αdk) > max
0≤j≤mk
{f(xk−j)}+ γα〈∇f(xk), dk〉. (37)
Step. 5 Set αk = α, update xk+1 = xk + αdk, k ← k + 1 and
mk ≤ min{mk−1 + 1,M}, and go to Step 1.
Remark 3. (i) Conditions on the search directions d¯k in Step 2 are necessary in
order to guarantee that any accumulation point of {xk} is a stationary point of
(33). (ii) It is easy to see that if yk is the orthogonal projection of xk −∇f(xk)
onto C (i.e., yk = PC(xk − ∇f(xk)), then yk trivially satisfies (36). (iii) If
xk+1 = xk, then dk = 0 was necessarily given by Step 3 of the G-LMM-IP and
hence xk is a stationary point of minx∈C ‖F (x)‖2/2 (i.e., 〈∇f(xk), x−xk〉 ≥ 0,
for all x ∈ C).
The next theorem guarantees that the G-LMM-IP is well-defined, i.e., the
Step 4 in the G-LMM-IP is satisfied in a finite number of backtrackings. In
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addition, we will also show that all limit points of the sequence generated by
the G-LMM-IP are stationary points. It is worth pointing out that the proof of
the next result is based on the one of [26, Theorem 1].
Theorem 10. Assume that Ω0 = {x ∈ C : f(x) ≤ f(x0)} is bounded and
θk ≤ θ¯ < 1, for all k ≥ 0. Then, the G-LMM-IP is well defined and any
accumulation point of the sequence {xk} is a stationary point of minx∈C{f(x)}.
Proof. We will first prove that there exist positive constants τ1, τ2 and τ3 such
that the search direction dk satisfies
〈∇f(xk), dk〉 ≤ −τ1‖dk‖2 (38)
and
τ2‖PC(xk −∇f(xk))− xk‖ ≤ ‖dk‖ ≤ τ3‖∇f(xk)‖, (39)
for every k ≥ 0. If dk is given by Step 2 of the G-LMM-IP, we trivially have
that (38) and the second inequality in (39) hold with τ1 = η1 and τ3 = η3. On
the other hand, from Step 2 of the G-LMM-IP, (7) and the fact that xk ∈ C,
we obtain
‖dk‖ ≥ η2‖∇f(xk)‖ ≥ η2‖PC(xk −∇f(xk))− xk‖,
which implies that the first inequality in (39) holds with τ2 = η2.
Let us now prove that if dk is given by the Step 3 of the G-LMM-IP, then
inequalities (38) and (39) are also satisfied. From (36) with x = xk and the fact
that dk = yk − xk, we have
〈∇f(xk), dk〉 ≤ θ2k‖dk‖2 − ‖dk‖2 = (θ2k − 1)‖dk‖2,
which, combined with the fact that θk ≤ θ¯ for all k ≥ 0, yields
〈∇f(xk), dk〉 ≤ −(1− θ¯2)‖dk‖2.
Hence, inequality (38) holds with τ1 = (1 − θ¯2). By Step 3 of the G-LMM-IP,
Proposition 1 and the fact that xk ∈ C, we have
‖dk‖ = ‖PC(xk −∇f(xk), εk)− PC(xk)‖
≤ ‖xk −∇f(xk)− xk‖+√εk
= ‖∇f(xk)‖+ θk‖dk‖,
where the last equality follows from εk = θ
2
k‖dk‖2. Hence, as θk ≤ θ¯ < 1 for all
k ≥ 0, we conclude that
‖dk‖ ≤ ‖∇f(xk)‖/(1− θ¯),
which implies that the second inequality in (39) holds with τ3 = 1/(1− θ¯). On
the other hand, from Step 3 of the G-LMM-IP, we obtain
‖dk‖ = ‖PC(xk −∇f(xk), εk)− xk‖. (40)
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Note that,
‖PC(xk −∇f(xk))− xk‖ ≤ √εk + ‖PC(xk −∇f(xk), εk)− xk‖. (41)
Indeed, by the triangle inequality, we find
‖PC(xk −∇f(xk))− xk‖ ≤ ‖PC(xk −∇f(xk))− PC(xk −∇f(xk), εk)‖+
‖PC(xk −∇f(xk), εk)− xk‖
≤ √εk + ‖PC(xk −∇f(xk), εk)− xk‖,
where last inequality is due to Proposition 1. Thus, combining (40) and (41),
we have
‖dk‖ ≥ ‖PC(xk −∇f(xk))− xk‖ − √εk
≥ ‖PC(xk −∇f(xk))− xk‖ − θ¯‖dk‖, (42)
where in the last inequality we also used the facts that εk = θ
2
k‖dk‖2 and
θk ≤ θ¯ < 1 for all k ≥ 0. Therefore, from (42), we obtain
(1 + θ¯)‖dk‖ ≥ ‖PC(xk −∇f(xk))− xk‖,
which implies that the first inequality in (39) holds with τ2 = 1/(1 + θ¯).
Let us now show that any accumulation point of the {xk} is a stationary
point of minx∈C{f(x) = ‖F (x)‖2/2} by adapting the proof presented in [26,
Theorem 1].
Let l(k) be an integer such that k −mk ≤ l(k) ≤ k and
f(xl(k)) = max
0≤j≤mk
f(xk−j).
Since mk+1 ≤ mk+1, it follows that {f(xl(k))} is monotonically nonincreasing,
and from the boundness of Ω0, we ensure that {f(xl(k))} has a limit. Then,
from (37), for k > M , we have that
f(xl(k)) = f(xl(k)−1 + αl(k)−1dl(k)−1)
≤ max
0≤j≤ml(k)−1
{f(xl(k)−1−j)}+ γαl(k)−1〈∇f(x(l(k)−1)), d(l(k)−1)〉
= f(xl(l(k)−1)) + γα(l(k)−1)〈∇f(x(l(k)−1)), d(l(k)−1)〉. (43)
Now, because α(l(k)−1) > 0 and 〈∇f(x(l(k)−1)), d(l(k)−1)〉 < 0, by taking limits
in (43), it follows that limk→∞α(l(k)−1)〈∇f(x(l(k)−1)), d(l(k)−1)〉 = 0. Moreover,
from (38) and (39), we conclude that
limk→∞α(l(k)−1)‖PC(x(l(k)−1) −∇f(x(l(k)−1)))− x(l(k)−1)‖2 = 0,
and following the reasoning in the proof of [26, Theorem 1(a)], we can write
limk→∞αk‖PC(xk −∇f(xk)))− xk‖2 = 0. (44)
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Now, let x˜ ∈ C be an accumulation point of {xk}, and relabel {xk} a subse-
quence converging to x˜. By (44), either ‖PC(xk −∇f(xk))) − xk‖ → 0, which
implies by continuity that ‖PC(x˜ − ∇f(x˜)) − x˜‖ = 0, or there exists a subse-
quence {xk}K such that lim
k∈K
αk = 0. In this last case, let αk be chosen in the
Step 4 of the G-LMM-IP such that αk = α¯k/2, where α¯k was the last step that
fail in (37), i.e.,
f(xk + α¯kdk) > max
0≤j≤mk
{f(xk−j)}+ γα¯k〈∇f(xk), dk〉 ≥ f(xk) + γα¯k〈∇f(xk), dk〉.
(45)
By the mean value theorem, there exists ζk ∈ [0, 1] such that (45) can be written
as
〈∇f(xk + ζksk), sk〉 = f(xk + sk)− f(xk) > γ〈∇f(xk), sk〉, (46)
where sk := α¯kdk. Notice that sk goes to zero as k ∈ K goes to infinity, because
limk∈K αk = 0 and ‖dk‖ is bounded. So, from (46), we have〈
∇f(xk + ζksk), sk‖sk‖
〉
> γ
〈
∇f(xk), sk‖sk‖
〉
. (47)
By taking limit in (47) as k ∈ K1 goes to infinity, where K1 is such that
lim
k∈K1
sk
‖sk‖ = s,
we obtain (1 − γ)〈∇f(x˜), s〉 ≥ 0. Since (1− γ) > 0, we have
〈∇f(x˜), s〉 ≥ 0. (48)
On the other hand, it follows from (38) that 〈∇f(xk), dk〉 < 0 for all k ≥ 0,
which combined with the fact that sk = α¯kdk, yields〈
∇f(xk), sk‖sk‖
〉
< 0, ∀k ≥ 0.
Hence, by taking limit in the last inequality, we conclude that 〈∇f(x˜), s〉 ≤ 0,
which combined with (48), yields 〈∇f(x˜), s〉 = 0. Using the definition of sk,
(38) and (39), we have〈
∇f(xk), sk‖sk‖
〉
=
〈
∇f(xk), dk‖dk‖
〉
≤ −τ1‖dk‖ ≤ −τ1τ2‖PC(xk−∇f(xk))−xk‖.
Therefore, by taking limit in the last inequality as k ∈ K1 goes to infinity, we
have
0 = 〈∇f(x˜), s〉 ≤ −τ1τ2‖PC(x˜−∇f(x˜))− x˜‖.
So, ‖PC(x˜ − ∇f(x˜)) − x˜‖ = 0, which proves x˜ is a stationary point of
minx∈C{f(x) = ‖F (x)‖2/2}.
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4 Numerical experiments
The purpose of these numerical experiments is to assess the practical behavior of
G-LMM-IP. For that, we consider two classes of nonlinear systems constrained to
certain compact sets. Firstly, we worked with box-constrained underdetermined
systems and compared the performance of G-LMM-IP with a well-known solver
for bound-constrained least-squares problems. Then, in the second set of test
problems, we consider solving a system of equations over the spectrahedron,
where the use of inexact projections are essential to handle large-scale problems.
4.1 Box-constrained systems
This section reports some preliminary numerical experiments obtained by apply-
ing the G-LMM-IP to solve 16 test problems of the form (1) with
C = {x ∈ Rn : l ≤ x ≤ u}, where l, u ∈ Rn, see Table 1. Most of them
are small scale box-constrained underdetermined (or square) systems of nonlin-
ear equations. The last three, in fact, are defined by the set of nonlinear and
bound constraints of optimization problems from the CUTEr collection [28].
Table 1: Test problems
Problem Name and source m n
Pb 1 Problem 46 from [29] 2 5
Pb 2 Problem 53 from [29] 3 5
Pb 3 Problem 56 from [29] 4 7
Pb 4 Problem 63 from [29] 2 3
Pb 5 Problem 75 from [29] 3 4
Pb 6 Problem 77 from [29] 2 5
Pb 7 Problem 79 from [29] 3 5
Pb 8 Problem 81 from [29] 3 5
Pb 9 Problem 87 from [29] 4 6
Pb 10 Problem 107 from [29] 6 9
Pb 11 Problem 111 from [29] 3 10
Pb 12 Problem 2 from [9] 150 300
Pb 13 Problem 4 from [9] 150 300
Pb 14 Problem EIGMAXA from [28] 101 101
Pb 15 Problem EIGMAXB from [28] 101 101
Pb 16 Problem EIGENA from [28] 2550 2550
We compare the performance of the G-LMM-IP with a Trust-Region Solver
for Nonlinear Equalities and Inequalities (TRESNEI), which is a MATLAB
package based on the trust-region method [30], and available on the web site
http://tresnei.de.unifi.it/. The parameters of the TRESNEI were selected as
recommended by the authors, see [30, Subsection 6.2]. All numerical results were
obtained using MATLAB R2018b on a 1.8GHz Intel R© CoreTM i5 with 8GB of
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Table 2: Performance of the G-LMM-IP and TRESNEI
G-LMM-IP (M = 1) G-LMM-IP (M = 15) TRESNEI
Problem It Fe Time It Fe Time It Fe Time
Pb 1 8 9 0.19 8 9 0.20 8 9 0.18
Pb 2 1 2 0.03 1 2 0.03 2 3 0.05
Pb 3 3 4 0.03 3 4 0.05 3 4 0.08
Pb 4 5 8 0.05 5 8 0.06 5 6 0.07
Pb 5 9 18 0.11 16 27 0.17 48 61 0.61
Pb 6 6 7 0.05 6 7 0.06 6 7 0.08
Pb 7 4 5 0.05 4 5 0.05 4 5 0.06
Pb 8 8 9 0.09 8 9 0.10 109 114 1.11
Pb 9 48 49 0.60 48 49 0.62 54 55 0.67
Pb 10 8 11 0.18 8 11 0.18 6 7 0.22
Pb 11 33 34 0.35 33 34 0.37 17 18 0.22
Pb 12 2 3 0.05 2 3 0.05 18 19 0.64
Pb 13 9 10 0.20 9 10 0.20 16 17 0.42
Pb 14 2 3 0.03 2 3 0.03 2 3 0.08
Pb 15 12 13 0.13 10 11 0.08 20 29 0.42
Pb 16 3 4 6.63 3 4 6.63 35 48 132.62
RAM with MacOS 10.13.6 operating system. The starting points and the bound
constraints were defined as in [29, 9], except for the last three problems whose
bounds and starting point are provided by the CUTEr package [28]. More-
over, we used the same overall termination condition ‖F (xk)‖ ≤ 10−6. In the
G-LMM-IP, the initialization data were M = 1, M = 15, η1 = 10
−4, η2 = 10
−2,
η3 = 10
10, γ = 10−3, β = 1/2 and θk = 0 for all k, (i.e., we consider exact
orthogonal projection which is given explicitly by PC(x) = min{u,max{x, l}}
in this application). The linear systems in (34) were solved via QR factorization
of the augmented matrix (F ′(xk)
T √µkI)T .
Table 2 display the numerical results obtained for this test set. The methods
were compared on the total number of iterations (It), number of F -evaluation
(Fe) and CPU time in seconds (Time).
From Table 2, we can see that both G-LMM-IP and TRESNEI were able to
solve all problems. Regarding to the number of iterations, we observe that both
versions of G-LMM-IP (M = 1 and M = 15) are comparable to or even better
than TRESNEI, since they required less iterations in 8 out of 16 instances.
Similar behavior can also be observed for the number of F-evaluations.
Surprisingly, the monotone and the non-monotone versions of G-LMM-IP
behaved quite similarly for this test set (differences only occurred on problems
5 and 15). This happened because the full-step (αk = 1) for the projected LM
direction was accepted in almost every iteration. Additionally, we remark that
in almost all iterations the search direction was provided by Step 2 of G-LMM-
IP, i.e., dk was the projected LM direction. Only for Problem 11 the projected
gradient direction had to be used in 15 out of 33 iterations.
In summary, we can say that the G-LMM-IP seems to be reliable and com-
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petitive for solving small to medium-scale box-constrained systems of nonlinear
equations.
4.2 System of equations over the spectrahedron
Let F : Sn → Rm be a continuous differentiable map from the set of symmetric
matrices Sn to Rm. In this section, we consider the problem of finding a zero
of F belonging to the set of symmetric positive semidefinite matrices with unit
trace, denoted by
Sn+ = {X ∈ Sn : tr(X) = 1, X  0}.
The set Sn+ is also known as spectrahedron.
Let Y ∈ Sn with spectral decomposition Y = QΛQT , where Q is orthogonal
and
Λ = diag(λ1, . . . , λn) is a diagonal matrix with the eigenvalues of Y . It is a
well-known fact that the projection of Y onto Sn+, with respect to the Frobenius
norm (trace inner product), is given by
Y+ = QP∆n(Λ)Q
T ,
where P∆n(Λ) corresponds to the projection of the eigenvalues of Y onto the
unit simplex in Rn. See [31], and references therein, for further details.
Thus, the main burden for methods based on exact projections is the cost
O(n3) of a full spectral decomposition which turns prohibitive for general ma-
trices of moderate size.
In this scenario, our concept of inexact projection becomes interesting in
practice. As already mentioned in Remark 1, one way for computing an inexact
projection of Yk onto Sn+ is by using the Conditional Gradient (Frank-Wolfe)
method.
The t-iteration of the standard Frank-Wolfe method for solving
min (1/2)‖Z − Yk‖2F
s.t Z ∈ Sn+
(49)
needs to find a Z¯t ∈ Sn solution of
max
Z
− 〈Zt − Yk, Z − Zt〉
s.t 〈I, Z〉 = 1, Z  0,
(50)
where Zt is the current iterate. The dual of (50) is given by
min
λ
λ
s.t λI −A  0,
(51)
where A = Yk−Zt. Problem (51) is solved by determining the largest eigenvalue
of A. Let (λ, v) be such eigenpair (with ‖v‖ = 1). Then, the solution of (50) is
given by Z¯t = vv
T .
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However, it is well-known that the classical version of Frank-Wolfe presents
only O(1/k) convergence rate [25], which means slow convergence, particularly
when the tolerance εk of the desired inexact projection is relatively small.
For this reason, we consider the method proposed in [32], which is a rank-
p variant of Frank-Wolfe that henceforth will be called FWp, for short. Such
method achieves linear convergence provided the solution of (49) has rank p.
In fact, when specialized to problem (49), each iteration can be seen as an
“inexact” projected gradient iteration, where the next iterate Zt+1 corresponds
to the matrix belonging to Sn+, with rank not greater than p, that is closest
to Zt − ∇φ(Zt), where φ(Z) = (1/2)‖Z − Yk‖2F (i.e., the solution of (49) with
the additional constraint that rank(Z) ≤ p). This subproblem demands the
computation of the p largest eigenvalues/vectors of Zt −∇φ(Zt).
Let Y +k denotes the solution of (49). In case rank(Y
+
k ) ≤ p, we retrieve the
exact projection in a single iteration of FWp. However, the overestimation of
rank(Y +k ) may yield subproblems that are as expensive as the full eigendecom-
position of Yk. In order to address this issue, we assume that an educate lower
bound for rank(Y +k ) is available. Then, after each iteration of FWp, we check
condition (6) by solving (50) and if it is not verified, we double the value of p.
The last value of p used in FWp for computing the approximate projection of
Yk is stored to be the initial guess for the rank of Y
+
k+1. For the computation of
the p largest eigenpairs we used the command eigs from MATLAB.
The test problems where generated in the following way. We considered
F (X) = A(X)− b, where A(X) = (〈A1, X〉, . . . , 〈Am, X〉)T . We generate X∗ ∈
Sn+ using the spectral decomposition X∗ = Q∗Λ∗QT∗ with a random orthogonal
matrix Q and set q eigenvalues in Λ∗ to 1/q and the remaining to zero. Then, we
build the matrices Aℓ = (eie
T
j + eje
T
i )/2, for ℓ = 1, 2, . . . ,m, where ei denotes a
canonical vector of Rn, and the pairs (i, j) correspond to the m largest entries
of X∗. Finally, bℓ = 〈Aℓ, X〉, for ℓ = 1, 2, . . . ,m.
Three different starting points were used: X0 = (1 − a)I/n + aXˆ, where
Xˆ = e1e
T
1 and a ∈ {0, 1/2, 1}. Thus, we vary from the geometric center of
Sn+ to an extreme point of the feasible set. The stopping criterion was set to
‖F (Xk)‖ < 10−2 and the parameters of G-LMM-IP set to M = 1, η1 = 10−2,
η2 = 10
−3, η3 = 10
6, γ = 10−3, β = 1/2, θk = 0.9 for all k in the inexact
version and θk = 0 in the exact one. In all instances, we have used the initial
guess p = 1 as for these instances we known the rank of a solution X∗ was set
to q = 4.
In Table 3, we present the number of iterations and CPU time in seconds for
the class of problems discussed above, varying the dimension n and the number
of equations m. We stress that the full projected LM step was accepted always
in the line search. As we can follow, although the number of iterations may
increase for some instances, the use of inexact projections provides considerable
savings in terms of CPU time. In almost all cases, the inexact version takes at
least 50% less CPU time than the exact one, reaching, in some instances, 80%.
These experiments indicate that G-LMM-IP-FWp as a promising alternative
for solving system of equations over the spectrahedron when it is expected that
some solution in C∗ has low-rank.
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Table 3: Comparison of G-LMM with exact and inexact projections for solving
a system of equations over the spectrahedron.
Exact Inexact
n m γ It Time It Time
1000 200 0 2 0.93 4 0.74
0.5 15 4.75 15 1.85
1.0 19 5.23 19 2.24
2000 400 0 2 5.11 4 3.28
0.5 15 29.49 15 7.50
1.0 19 36.53 19 9.18
3000 600 0 2 15.33 4 8.20
0.5 15 91.70 15 16.93
1.0 19 115.69 19 20.34
4000 800 0 2 34.82 4 15.55
0.5 15 206 15 34.64
1.0 19 258 19 37.24
5000 1000 0 2 65 4 28.70
0.5 15 391 15 57.97
1.0 19 502 19 68.63
Finally, in order to illustrate the superlinear versus linear local convergence
rate, we solved again the instance with n = 1000 and m = 200, starting from
X0 = I/n, but using the refined stopping criterion ‖F (xk)‖ < 10−7. Table 4
shows the value of ‖F (xk)‖ in each iteration, which is a measure of dist(xk, C∗)
in view of the error bound condition (A2).
5 Final remarks
This paper proposed and analyzed a Levenberg-Marquardt method with inex-
act projections for solving constrained nonlinear systems. For the local method,
which combines the unconstrained Levenberg-Marquardt method with a type
of the feasible inexact projection, the local convergence as well as results on its
rate were established under an error bound condition, which is weaker than the
standard full-rank condition of the F ′. Then, a global version of this method
has been proposed. It basically consists of combining our first algorithm, safe-
guarded by inexact projected gradient steps, with a nonmonotone line search
technique. The global convergence analysis was also presented. Some numerical
experiments were carried out in order to illustrate the numerical behavior of the
methods. They indicate that the proposed schemes represent an useful tool for
solving constrained nonlinear systems mainly when the orthogonal projection
onto the feasible set can not be easily computed.
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Table 4: Superlinear (θk = 0) versus linear (θk = 0.9) convergence of LMM-IP.
‖F (xk)‖
k Exact Inexact
1 1.00E–01 6.17E–02
2 1.40E–03 3.06E–02
3 5.60E–06 1.50E–02
4 2.24E–08 7.26E–03
5 3.37E–03
6 1.43E–03
7 4.56E–04
8 1.82E–06
9 7.34E–09
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