Abstract-Space-time block codes with orthogonal structures typically provide full-diversity reception and simple receiver processing. However, rate-1 orthogonal codes for complex constellations have not been found for more than two transmit antennas. By using a genetic algorithm, rate-1 space-time block codes that accommodate very simple receiver processing at the cost of reduced diversity are designed in this paper for more than two transmit antennas. Simulation results show that evolved codes combined with efficient outer codes provide better performance over fading channels than minimum-decoding-complexity quasiorthogonal codes at typical operating signal-to-noise ratios. When the fading is more severe than Rayleigh fading, the spectral efficiency is specified, and an efficient outer code is used, evolved codes outperform orthogonal space-time block codes.
I. INTRODUCTION
S PACE-TIME codes transmitted by multiple antennas improve the performance of a communication system in a fading environment without the need for multiple receive antennas or channel-state information at the transmitter [1] , [2] . An orthogonal space-time block code (STBC), such as the Alamouti code, provides full diversity at full transmission rate and maximum-likelihood decoding that entails only linear processing. However, rate-1 orthogonal STBCs for complex constellations exist only for two transmit antennas. Orthogonal STBCs for more than two transmit antennas require a code rate that is less than unity [2] , which implies a reduced spectral efficiency.
When used with rotated constellations, quasi-orthogonal (QO) [3] , [4] , minimum-decoding-complexity quasiorthogonal (MDC-QO) [5] , [6] and coordinate-interleaved [7] STBCs can provide full diversity at full rate but require more complex decoding than the decoupled decoding of each real-valued symbol that is possible with orthogonal STBCs. In this paper, rate-1 linear dispersion codes [8] that are nearly orthogonal STBCs are generated by a genetic algorithm [9] . Since the evolved codes are nearly orthogonal, simple suboptimal decoupled decoding that would be optimal for orthogonal codes causes only a minor increase in intersymbol interference and reduction of diversity gain and, hence, a performance loss only at high signal-to-noise ratios. The MDC-QO STBCs [6] offer full diversity when used with a maximum-likelihood decoder that can decouple complex symbols. Compared with these codes, the evolved codes presented in this paper have a simplified implementation in both the decoder (decoupling of real symbols) and the modulator (no constellation rotation). As shown subsequently, when the spectral efficiency is specified, an efficient outer code is used, and the fading is severe, the evolved codes provide better performance than both rate-1 MDC-QO and orthogonal STBCs. Other applications of genetic algorithms to the design of different types of space-time block codes may be found in the literature [10] - [13] . Section II defines linear dispersion STBCs and the requirements of decoupled decoding. Section III describes the details and the options of the genetic algorithm. In Section IV, the algorithm optimization and the performance comparisons of various STBCs are presented. The Appendix lists the dispersion matrices of several discrete-alphabet evolved codes.
II. STBC REQUIREMENTS
Let denote the number of transmit antennas, denote the number of distinct transmitted constellation symbols, and denote the length of a space-time codeword. The spacetime code rate is / , the number of information symbols conveyed per signaling interval. A transmitted symbol that belongs to a complex signal constellation is represented as
where and are the real and imaginary components of the symbol, respectively, and = √ −1. The × transmission matrix representing a transmitted codeword of a linear dispersion STBC may be expanded as
where each and is a real or imaginary component of the symbols and the dispersion matrices A and B Consider the MDC-QO rate-1 STBC that maps = 4 information symbols into = 4 antenna outputs over = 4 signaling intervals [6] . The coefficients in (2) are
The dispersion matrices are
■
Only one receive antenna is assumed for simplicity, and the extension of the analysis to multiple receive antennas is straightforward. The complex channel response to transmit antenna ℓ at the sampled demodulator output is
where ℎ ℓ and ℎ ℓ are the real and imaginary components of ℎ ℓ , respectively. The channel responses are assumed to be known at the receiver and constant for symbol periods. Let z denote the 2 × 1 vector with its first elements equal to the real-parts of the responses to , 1 ≤ ≤ , or − , + 1 ≤ ≤ 2 , and its second elements equal to the imaginary-parts of the responses to , 1 ≤ ≤ , or − ,
where 
where
is the 2 × 2 channel matrix. For full-diversity reception and simple (decoupled) maximum-likelihood processing in the receiver, an orthogonality condition must be satisfied:
for any vector h with real-valued components, where ||h|| denotes the Euclidean norm of h and I 2 ×2 is the 2 × 2 identity matrix. The orthogonality condition is satisfied if and only if
A compact proof using linear algebra that (10) − (12) are both necessary and sufficient for the orthogonality condition can be found in [14] . An alternative, much more complicated proof, can be derived from the theory of amicable orthogonal designs [2] , [15] . Equation (10) also ensures that the total power transmitted for symbol-component or by each transmit antenna is equal to 2 or 2 , respectively. Thus, the total power transmitted by each antenna is equal. The dispersion matrices of Example 1 do not satisfy (11) and are therefore not orthogonal.
Let ℰ denote the average energy per symbol transmitted by all the transmit antennas and ℰ the average energy per data bit transmitted by all the antennas. In the presence of additive white Gaussian noise with spectral-density 0 , the vector of received symbols is y = Hd + n (13) where n is the zero-mean noise with covariance matrix 
where The evolved codes are decoded using the same decoupled decoder used with orthogonal codes, and therefore enjoy the same low complexity, as the burden of calculating and multiplying by each is minor. As an example, consider a rate-1 code for antennas using square quadrature amplitude modulation (QAM) with symbols. The decoupled decoder independently detects each of the 2 real-valued symbols, and each decision requires the comparison of a real value against √ hypotheses. The decoder for a quasi-orthogonal code [3] , [4] independently detects two pairs of complex symbols, and each decision requires the comparison of a pair of complex values against 2 hypothesis. Thus, quasi-orthogonal codes requires a factor of √ more real-valued comparisons than the proposed evolved codes. The MDC-QO codes [5] , [6] allow the complex symbols to be independently detected, and each decision requires the comparison of a complex value against hypothesis. Thus, the MDC-QO code requires a factor of √ more real-valued comparisons than the evolved codes.
III. DESCRIPTION OF THE GENETIC ALGORITHM
In a genetic algorithm, a population of individuals, each containing a collection of genes, evolves through the process of breeding and mutation [9] . The definition of an individual and its genes is application specific. When evolving linear dispersion codes, each individual corresponds to the set of 2 dispersion matrices associated with a particular code design. We consider linear dispersion codes with entries drawn from a finite alphabet and require that the columns of all dispersion matrices have unit norms 1 . Although the genetic algorithm was run with several different discrete alphabets, the best results were generated using ternary alphabets with either entries {0, ±1} or entries {0, ±1/ √ 2}. For such codes, the number of permissible unit-norm columns is a finite value . For the alphabet {0, ±1}, = 2 , and for the alphabet {0, ±1/ √ 2}, = 2 ( − 1). The palette of columns can be represented as = {b , 1 ≤ ≤ } where b is the ℎ possible column. In our algorithm, each gene represents one column of a dispersion matrix. As the 2 dispersion matrices each have columns, each individual has = 2 genes, by simply setting , = , i.e. the index of the column within set . Each individual is assigned a cost, and the objective of the genetic algorithm is to evolve individuals with low cost. For our goal of near-orthogonality, the cost of individual g is defined as
where {A , B , 1 ≤ ≤ } is the set of dispersion matrices represented by the vector g, ∥ ⋅ ∥ denotes the Frobenius norm, and = { 1 , 2 , 3 } is a set of weights. This cost function penalizes STBC designs with matrices that do not satisfy the orthogonality conditions of (10) − (12) . The values of allow some constraints to be emphasized more than others. We considered several different values for but found that = {1, 1, 1} produced the most effective designs. Note that the ordering of the matrices A or the ordering of the matrices B may be changed without changing the cost. Fig. 1 is a flowchart describing the operation of the genetic algorithm. The first step of the algorithm is to create an initial population of individuals, = {g 1 , ..., g }, where << . The initial g 's are generated by randomly selecting each entry from the integers 1 through with uniform probability. This is equivalent to selecting each column of the corresponding dispersion matrices from the set with equal probability. In the very unlikely event that the population contains a pair of identical individuals, the duplicate is discarded and a new individual is randomly generated. For each individual in the population, its cost is calculated using (15) . The population is sorted in ascending order of cost, so that (g ) ≥ (g ) when > .
Once the initial population is seeded, the algorithm runs recursively. Each recursion is called a generation. During each generation, two individuals are picked at random from the population. These two individuals are parents and breed two children. Next, the children mutate by having some of their genes changed at random. Finally, the population is updated by replacing up to two individuals with children or mutated children. The whole process continues until a fixed number of generations has been run or some convergence criteria satisfied, such as the population not changing for a certain number of generations. The details of the algorithm are embodied in the application-specific policies for parent selection, breeding, mutation, and replacement, as described below.
Let {v 1 , v 2 } be the parents. We considered four parentselection strategies: (1) random selection, (2) preferred parenting, (3) eugenic selection, and (4) alpha-male selection. With random selection, two distinct individuals are picked at random from the population. With preferred parenting, v 2 is picked at random from the entire population excluding the best individual: v 2 ∈ {g , 2 ≤ ≤ }, while v 1 is selected at random from those individuals that are better than the first: v 1 ∈ {g , 1 ≤ < }. With eugenic selection, the best two individuals are selected: v 1 = g 1 and v 2 = g 2 . With alphamale selection, the first parent is the best individual v 1 = g 1 , while the second parent is selected at random from the rest of the population: v 2 ∈ {g , 2 ≤ ≤ }. In our experiments, we found that preferred parenting provided the most effective combination of rapid convergence and low final cost.
The two selected parents breed a pair of children {c 1 , c 2 }. Together, the two children have the same genes as the two parents. However, each child contains some genes from one parent and the remaining genes from the other parent. The genes are selected by first generating a cross-over mask
] with binary elements, ∈ {0, 1}. The vector e is generated at random such that its entries are i.i.d. Bernoulli variables with
The value is called the crossover probability. The two children are generated according to
Thus, child c , ∈ {1, 2}, will contain the genes of parent v in those positions that e is a zero, and will contain the genes of the other parent in those positions that e is a one. After breeding, the children are mutated. Each child c is transformed into a set of mutants, {m ,1 , ..., m , }. Mutant m , is derived from c by replacing a few entries of c with new genes selected randomly from the set of possibilities. The choice of which genes to replace is also random, with each gene being mutated with probability . The value is called the mutation probability, and genes mutate independently.
The last step of the generation is to update the population by replacing individuals. The number of individuals that are replaced is either zero, one, or two, and the size of the population remains at the fixed value of after each generation. Two replacement strategies may be used: normal replacement or culling. With normal replacement, a set = {v , c , m ,1 , . .., m , } is formed containing a parent and its offspring (its child and the child's mutants). Let g = v be the individual in the population that was selected to be the parent. This individual is replaced by
With this replacement policy, a parent will be replaced by its offspring that has the lowest cost. However, if the parent has a cost lower than its offspring, then it will not be replaced. Equation (17) is run for both individuals that were selected as parents.
With the culling replacement strategy, a set = {g , c 1 , m 1,1 , ..., m 1, , c 2 , m 2,1 , ..., m 2, } is formed containing the worst member of the population (g ) and all the offspring of both parents. The worst element of the population is replaced by
With this replacement strategy, both parents remain in the population, and the best of their offspring is used to replace the worst member of the population (if the best offspring has the lowest cost). Culling after some (but not all) generations is beneficial because it allows unfit individuals to be periodically purged from the population. Rather than always using one policy or the other, our algorithm randomly picks between the two at the conclusion of each generation, with defined to be the probability of using the culling strategy. The value of should be small so that most generations use normal replacement.
After the population has been updated, it is resorted in ascending order of cost. The algorithm then either moves on to the next generation or terminates if the halting condition has been achieved.
IV. OPTIMIZATION RESULTS
The genetic algorithm described in Section III was used to produce rate-1 designs for = 3, 4, and 5 antennas. We experimented with a wide range of parameters for the genetic algorithm and found that the most effective designs were achieved using the following parameters and conditions.
• Alphabet: One of two discrete alphabets was used:
{0, ±1} or {0, ±1/ √ 2}.
• Weights: The set of weights used in (15) was = [1, 1, 1].
• Population size: The population contained = 400 individuals.
• Parent selection: The preferred parenting selection policy was used. • Number of mutants: = 2 mutants were generated per child.
• Crossover probability: = 1/ .
• Mutation probability: = 1/ . • Culling probability: = 0.01.
The Appendix lists the dispersion matrices of the best designs found for each of = 3, 4, and 5 antennas. For all evolved codes, we use the mapping with each = and each = in (2). The notation "( , , )" denotes a code with the parameter values = , = , and = . The codes for 3 and 4 antennas have = = 4. For each of the two alphabets, Fig. 2 shows the cost per generation of the best design in the population. After 1 million generations, the cost of the (4, 3, 4) code converges to 12 with alphabet {0, ±1/ √ 2}, and 16 with alphabet {0, ±1}, while cost of the (4, 4, 4) code converges to 32 with both alphabets. The code for 5 antennas has = = 8 and converges to a cost of 128 after 1.7 million generations. Simulation results confirm that the bit error rate (BER) always improves as the cost decreases. Fig. 3 shows the BER versus ℰ / 0 of the (4, 3, 4) code with alphabet {0, ±1/ √ 2} that is obtained by a simulation over a Rayleigh fading channel with quadriphase-shift keying (QPSK). The simulated fading coefficients are constant for blocks of symbols, but independent from block to block and have zero-mean, unit-variance, complex Gaussian distributions. The figure shows the BER of both maximum-likelihood and decoupled decoding for the best designs obtained after 10 thousand and 1 million generations.
Also shown in Fig. 3 is the performance of the (4, 3, 4) linear dispersion code presented in [8] . As can be seen, the reference code outperforms the evolved code when maximumlikelihood decoding is used. The reason is that the cost function of (15) is not designed to optimize maximum-likelihood performance. However, when the reference code is detected with the simple decoupled decoder, performance is poor and exhibits a relatively high error floor. The reason is that the cost of the reference code is 64 2 , which is significantly 4, 3, 4) codes. The evolved code is defined over the discrete alphabet {0, ±1/ √ 2}, and evolved for 10 thousand and 1 million generations. The "reference code" is the (4, 3, 4) code from [8] . QPSK modulation is used. higher than the cost of the evolved code. The designs obtained during early generations of the genetic algorithm exhibit an error floor with decoupled decoding. However, as the design becomes more highly evolved, the decoupled-decoding error floor is lowered. After 1 million generations, the performances of maximum-likelihood and decoupled decoding are identical down to at least a BER of 10 −6 . While the decoupleddecoding performance improves as the design becomes more highly evolved, the maximum-likelihood performance actually degrades as the design evolves. in Example 1. In order to provide a fair comparison, the spectral efficiency is maintained at 3 bits/s/Hz by using 8-phase-shift keying (8-PSK) for the rate-1 codes and 16-QAM for the rate-3/4 orthogonal code. For the MDC-QO code, the 8-PSK constellation is rotated by 4.9 degrees, which provides full diversity [6] . As can be seen, the evolved rate-1 codes with 8-PSK are better than both MDC-QO with 8-PSK and the orthogonal code with 16-QAM for ℰ / 0 < 20 dB and > 10 −4 . Beyond this point, the evolved codes do not perform as well as the other two codes at high ℰ / 0 , the signal-to-noise ratio (SNR), indicating that full diversity is advantageous primarily for high SNRs. Fig. 5 shows the performance over a Rayleigh fading channel of the evolved (4, 4, 4) code with 8-PSK and alphabet {0, ±1}, the (4, 4, 4) quasi-orthogonal (QO) code of [3] with 8-PSK and the /8 radian constellation rotation described in [4] , the (4, 4, 4) MDC-QO code from Example 1 with 4.9-degree rotated 8-PSK, and the rate-3/4 (3, 4, 4) orthogonal code from [2] with 16-QAM. The evolved code shows a loss relative to the QO and MDC-QO codes for ℰ / 0 > 5 dB and < 10 −1 . However, the evolved codes are still beneficial even with four transmit antennas for two reasons: First, the evolved code is less complex because, after linear processing, each of the real and imaginary components of each symbol may be demodulated independently (single-component decodable), whereas the MDC-QO code requires joint detection of the real and imaginary components of each symbol (singlesymbol decodable) and the QO code requires joint decoding of two (pairwise decodable). Second, the error performance of the evolved code is actually slightly better than MDC-QO code at very low SNR and BERs above 10 −1 and therefore, as we demonstrate next, will actually perform better than MDC-QO code when both are concatenated with a strong outer channel code.
An MDC-QO code has a special structure that causes a specific constellation rotation to improve its BER at the cost of an increased transmitted peak-to-average power ratio (PAPR) [16] . The evolved codes lack structures that would suggest that rotations would be useful. Simulation results confirm that the best constellation rotations only slightly improve the BERs of the evolved codes at high SNRs and have a negligible effect when outer channel codes are used. Since rotated constellations tend to increase the PAPR, they are not considered further for evolved codes. For constellations in which the symbol components range over the same values, such as PSK and square QAM constellations, the PAPR is the same for all one-to-one coefficient mappings. When an outer channel code is used, the decoder must be given proper soft input values. Prior to outer decoding, the vector y = D −1 H y is computed and may be expressed as y = [ 1 , ..., , 1 , . .., ]. For orthogonal and MDC-QO codes, a log-likelihood is produced for each hypothetical group of 2 symbols by using the conditional pdf of y given d, which is Gaussian and given by
For orthogonal codes, D is diagonal, and therefore each component of d may be independently detected. For MDC-QO codes, each real component is correlated with the corresponding imaginary component, and therefore the two components must be jointly detected. For the evolved codes, D is not diagonal but is almost so. The soft-output demodulator for the evolved codes neglects the correlation among components caused by the nondiagonal D and detects each component of the vector d independently. Once the log-likelihoods of the symbols are computed, then they are transformed into the bit log-likelihood ratios that are required by the decoder (see, for instance, equation (6) in [17] ). Fig. 6 shows the performance when an outer code is combined with the evolved full-rate (4, 4, 4) STBC with 8-PSK modulation and alphabet {0, ±1}, the (4, 4, 4) MDC-QO code with 4.9-degree rotated 8-PSK, the rate-3/4 orthogonal (3, 4, 4) STBC with 16-QAM, and the full-rate orthogonal Alamouti (2, 2, 2) STBC with 8-PSK modulation. The outer code is the turbo code specified by the UMTS third-generation cellular standard [18] . The code rate is set to 1/2, and the message length is set to 4500 bits. The fading is Rayleigh and the channel gains are held constant for blocks of 4 consecutive signaling intervals, corresponding to a single (4, 4, 4) or (3, 4, 4) space-time codeword or a pair of Alamouti space-time codewords, but independent from one block to the next. The turbo code is decoded using 14 iterations of the log-MAP algorithm [1] . In the waterfall region, the evolved code provides a gain of 0.1 dB over the MDC-QO and 1.5 dB over the (3, 4, 4) code. The improved performance relative to MDC-QO can be attributed to the evolved code's superior performance at low SNR and the degradation caused by correlated real and imaginary components. Interestingly, the Alamouti code has approximately the same turbo-coded performance as the evolved code in Rayleigh fading.
It has been shown in [19] that often fading is more severe than Rayleigh. While the evolved space-time codes cannot exploit the potential added diversity when the fading is Rayleigh and a turbo code is used, they are able to outperform the Alamouti code when the fading is more severe than Rayleigh. To simulate severe fading, each fading coefficient is assumed to have a uniform phase distribution and a fading amplitude with a Nakagami-density [1] ,
[ 2 ] = 1, and 1/2 ≤ ≤ 1, where = 1 corresponds to Rayleigh fading. Fig. 7 repeats the simulations used to generate Fig. 6 , but instead using a Nakagami-fading channel with = 1/2. As in the Rayleigh fading case, the evolved code is about 0.1 dB better than MDC-QO and 1.5 dB better than orthogonal in the waterfall region. However, now the evolved code is better than the Alamouti code by about 0.7 dB, suggesting that the additional levels of diversity are exploited in fast Nakagami-m fading. Because of the greatly increased search space, the (8, 5, 8) code was evolved in parallel on multiple computers. Each computer was seeded with a different initial population and was allowed to evolve using its own gene pool. Periodically, the populations were compared, and if there was one individual that was superior to the best designs attained on the other computers, then that individual was copied to the other computers to become part of the other gene pools. This process of cloning and immigration from one gene pool to another was a key to attaining a low cost when ≥ 6.
The genetic algorithm failed to generate (3, 3, 3) and (5,5,5) codes that performed well, probably because they do not exist. Evolved (4,5,4) and (6,5,6) codes do not perform as well as the evolved (8, 5, 8) code. Evolved (6, 3, 6) , (6, 4, 6) , and (8, 4, 8) codes perform as well as but no better than shorter evolved codes, and thus the shorter evolved codes are deemed more practical because they require less processing, incur less latency, and can be used over a more rapidly fading channel.
V. CONCLUSIONS
A genetic algorithm has been designed to produce rate-1 space-time block codes with decoupled decoding in the receiver. Although the evolved codes do not have orthogonal transmission matrices and the decoding is simple and suboptimal, good performance at practical signal-to-noise ratios is obtained in a fading environment. Simulation results show that evolved codes combined with efficient outer codes provide better performance over fading channels than minimumdecoding-complexity quasi-orthogonal codes at typical operating signal-to-noise ratios. When the fading is more severe than Rayleigh fading, the spectral efficiency is specified, and an efficient outer code is used, evolved codes outperform orthogonal space-time block codes. 
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