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UNE JUSTIFICATION DE LA MfiTHODE 
DE RACCORDEMENT DES DBVELOPPEMENTS 
ASYMPTOTIQUES APPLIQUfiE A UN PROBLfiME 
DE PLAQUE EN FLEXXON. 
ESTIMATION DE LA MATRICE D’IMPGDANCE 
Par A. CAMPBELL et S. NAZAROV 
RBsuMB. - On considere les vibrations de flexion dune plaque mince 12, de modele Love-Kirchhoff, dont une 
inclusion w, a un mouvement don&, E dtsignant le rapport des diametres de w, et de R, on construit une solution 
approchee du probleme en utilisant les solutions de problbmes exterieur et interieur et on en deduit deux types 
d’estimation de la solution. Dans le cas d’une inclusion rigide wE, on applique les rksultats & la determination 
d’equivalents rationnels en In e des termes d’impedance qui permettent le calcul des efforts de R sur w, en fonction 
des parambtres caracterisant le mouvement rigide de w,. 
ABSTRACT. - This paper considers a vibrating Love-Kirchhoff plate R. The motion of a small inclusion w, is 
given and we note E the ratio between the diameters of w, and R. We give an approximate solution of the problem, 
using outer and inner expansions, and we obtain two hinds of estimates for the solution. In the case of a rigid 
motion of uE, we apply the results to justify rational equivalents in In E for impedance terms. 
1. Introduction 
On s’interesse aux vibrations de flexion d’une plaque mince R, de modele Love- 
Kirchhoff, de contour dR de classe C r, R est libre d’effort suivant XI et reliee a 
un support rigide vibrant. I1 s’agit d’un probleme de jonction entre deux structures de 
comportements differents (cJ: par exemple, [l], 121, [3] et [7]). On definit ici une inclusion 
w, dans la plaque R. Le comportement de w, est connu, par exemple rigide, et on designe 
par E le rapport des diametres de wE et de R. On suppose que l’epaisseur de la plaque est 
tres petite devant E et on se propose d’estimer la solution en deplacement du problbme 
et dans le cas d’une inclusion w, rigide, d’appliquer les resultats obtenus a l’etude du 
comportement des termes de la matrice d’impedance (cJ: [4]) : 
Soit 0 un point interieur a w,, 0x1~~ designant le plan de la plaque, le mouvement 
rigide de w, est defini par une translation suivant la direction orthogonale x> d’amplitude 
(Ye, et deux rotations autour de z?r et 5 2, Q:! et -or. Les elements de reduction en 0 
du torseur des actions de R sur w, sont une resultante Ro suivant XT et deux moments 
Mr et kl2 suivant Xi et z>. 
JOURNALDE MATH6MATIQUES PURES ET APPLIQU6ES. - 0021-7824/1997/011$ 7.00 
0 Gauthier-Villars 
16 A. CAMPBELL ET S. NAZAROV 
La matrice d’impedance 3 est alors definie par : 
(1.1) [1 =J [:+I. 
Les coefficients I;j de cette matrice dependent de E. En particulier, les Iij pour i Cgal a 
1 ou 2, qui permettent le calcul des moments, sont des infiniment petits en (In e)-l (cJ: [4] 
et [6]). Par des methodes de raccordement de developpements asymptotiques, on a exhibe 
formellement des equivalents de ces coefficients sow forme de fractions rationnelles en 
In E (c-6 [6]) et ce travail propose d’en apporter la justification. Le probleme est traite ici 
dans un cadre plus general : les conditions aux limites sur le bord de la plaque 52 et les 
conditions en deplacement des points de w, sont quelconques. 
On caractkise le domaine w, par son image par la dilatation [ = c-lx. 
Soit w une partie du plan de contour dw de classe Cl, strictement incluse dans R et 
contenant le point 0. On definit w,, par 
w, = (3~ = (zt, ~2) E R2 telsque&-l.2 E w} 
et on pose 
(l-2) R (c) = R\w,. 
Les deplacements des points de R (c) sont solutions d’un problbme de plaque en flexion. 
On note << a >> la forme bilineaire des plaques, 27 = (Dr, 232) et 27’ les operateurs des 
conditions de Dirichlet sur dR et dwE, et N = (Nl, N2) et ni’ les operateurs des 
conditions de Neumann sur 80 et dw,. La formule de Green s’ecrit : 
(1.3) a (u, u),,,, = (6 Oqc) + (h/u, Wan + (Vu, vEu)a+. 
En coordondes dilatCes [ = X/E, l’operateur de Dirichlet sur dw, ZY ([, VE), v&me : 
?J” (x:, w u (4 = (T 65 Vd u (El, ; v,w (L V() u (0) 
et l’opbateur de Neumann NW (I, 0,) sur dw est tel que : 
(1.4) 
Le problbme considere est done le suivant : on cherche u tel que : 
(1.5) AZ u (E, Lx) - Au (E, Lx) = f (E, x) sur n(E), 
(1.7) DE (z, v,> u (6 x) = h (E, 4 = (kc&, XI, f52 (E, XI> SW aw,. 
TOME 76 - 1997 - No 1 
UNE JUSTIFICATION DE LA MfiTHODE DE RACCORDEMENT 17 
Les conditions aux limites sur as2 sont quelconques (de Dirichlet, de Neumann ou 
mixte) et representees par B = (&, B,). Dans l’equation (1.5), A est un scalaire reel 
proportionnel au cart-e de la pulsation de vibration de la structure. 
Soit 1 un nombre entier naturel. On definit sur l’espace H 1+4 (Q (E)), l’opbrateur associe 
au problbme (1.5), (1.6), (1.7) : 
(1.8) A, = {A$A,B,DE} 
qui prend ses valeurs dans l’espace RIH (0 (E)) defini par : 
(1.9) RIH (R (&)) = HZ (R(E)) 
x H1-u1+7’2 (an) x H1-“2+7/2 ((fq x H”+7/2 (&&) x fp+5/2 (&), 
ou u; est l’ordre de derivation dans &. L’operateur d, est auto-adjoint et possbde la 
propriete de Fredholm (c$ [12]). 
Le but de cette etude est de donner des estimations assez fines des solutions du probleme 
(1.5), (1.6), (1.7) quand E tend vers zero. 
Dans la partie 2, on introduit les espaces fonctionnels et les normes adapt& aux problbmes 
definis sur ce type de domaine (espaces de Kondratiev). 
Dans la troisibme partie, on Ctudie le premier probleme limite, obtenu en faisant tendre 
E vers zero dans (1.5), (1.6) (problbme exterieur). Celui-ci prend la forme, 
(1.10) 
Azv- Au = f1 sur Q, 
B(Ic, Vz)v = g1 sur &I. 
Les conditions aux limites (1.7) sur w, ont disparu mais elles vont influencer le problbme 
(1.10) par l’intermediaire des espaces fonctionnels choisis. On &once quelques theoremes 
d’existence de solutions et on precise que A ne devra pas Ctre l’une des valeurs propres 
d’un problbme exterieur particulier appele problbme de Sobolev. On donne des estimations 
asymptotiques des solutions a l’aide de la solution fondamentale du problbme biharmonique. 
La partie 4 est consacree au second probleme limite (probleme interieur). On &tit le 
problbme (1.5), (1.6), (1.7) en coordonnees dilatees [. La distance entre le point 0 et Ke 
contour XI est d’ordre e-l et dR est done rejete a l’infini quand E tend vers zero. La 
condition (1.6) disparait done dans ce second probleme qui prend la forme : 
(1.11) 
A;w=f2 sur R2\w, 
P((', 0,)~ = h2 sur dw. 
On se contente d’enoncer quelques theoremes permettant d’obtenir l’existence de solutions 
et leurs estimations. 
Dans la cinquieme partie, on construit une solution approchee U (xc, E) du probleme 
(1.5), (1.6), (1.7) en utilisant les solutions des problemes limites precedents et on en deduit 
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une premiere representation de I’inverse de l’operateur d, 
unique ‘1~ du problbme dans H’+” (R (E)). 
La sixieme partie est consacree a la construction d’une 
et une estimation de la’ solution 
representation plus explicite de 
l’inverse de d, qui permet d’obtenir une nouvelle estimation de la solution U. 
Enfin, on applique les resultats obtenus par ces deux methodes aux equivalents des 
termes de la matrice d’impedance. En particulier, si on pose : 
et Mz = - g Jlrc (E) ak, 
k=O 
les termes Jik (e) sont, a l’ordre prbs, les termes d’impedance. On obtient par exemple 
les estimations : 
<J,, (E) = T$ (E) + 0 (C) j. k = 1,2, 
ou ri est arbitraire dans JO, 1[ et ou T”;’ (e) est le terme j, k de la matrice inverse de, 
1nE 
z + r11 - Yll r12 - 712 
T(E) = 
r12 - 32 
lnc 
Jg + r22 - 722 
Les constantes rPq et ypn dependent de la geom&rie des domaines R et w. 
2. Espces de Kondratiev 
Les espaces de Kondratiev (CY [lo], [15]) sont des espaces fonctionnels avec poids, 
definis de la man&e suivante : 
Soit 1 un nombre entier naturel, /3 un nombre reel et P une partie de W2 
On note Vj (P), l’espace des fonctions definies sur P et norm6 par, 
112 
(2.1) II? J$ P>II = ( k II 
% ---f IxpL+” ok z (2); L2 (7q2 
k=O ) 
Cette norme est la norme adaptee aux problemes de domaines singulierement perturb& 
et aux problemes de domaines avec coins (cJ: [13], [14]). Ici, P sera 9, R (E) ou R’\w et on 
considerera le point origine 0 (ou le point a l’infini) comme sommet d’un angle compkt. 
Sur 0 (e) = Q\sS;, 1 1 z verifie une inegalite de la forme, 
C& < 1x1 < c, 
done Vj (fl (E)) et H1 (R (&)) coincident et les normes associees sont Cquivalentes, mais 
les constantes traduisant l’equivalence de ces normes dependent de E. 
Afin d’alleger le texte, on convient que d&s qu’apparam-a la lettre G c D, il faudra lire, 
<< il existe une constante positive c telle que... >>. 
Introduisons un lemme precisant les propriCk% des elements de Vj (R (E)) sur les 
contours. 
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LEMME 1. - On suppose 1 2 1. Soit z appartenant h Vi (0 (E)). Alors la trace zn (resp. 
z,) de z sur Xl (resp. aw,) appartient & H’-l/’ (Xl) (resp. H’-1/2 (awE)) et on a : 
(2.2) cllz; V$ (R (EM < ((zn; fP1/’ (WI1 
l-l 
+ 8 11~~; H’-1’2 (i3wE)l\ + c E~-‘+~“((V:~,; L2 (awc)ll 
k=O 
02 les constantes c et C ne dkpendent ni de z ni de E. 
Dbnonstration. - z appartient B H1 (f2 (E)) et done ZQ et z, appartiennent respectivement 
B H”-l/’ (Xl) et A H - ’ 1/Z (a~,). Comme dR est un contour born6 ne contenant pas 0, 
l’estimation sur zn est Cvidente. 
Par le changement de variables 3: = E[ dans (2.1) et par continuiti: de la trace SW 
dw, on a: 
lb; $ (0 MI = @-l+l HE‘ --+ z (4); v; ({I : 4 E fl(4Hll 
> c&~+~J(< + z (E<); H’-l” (aw)jl, - 
oti c ne dCpend pas de E. En appliquant la dkfinition de la norme dans H’-lj2 (c$ [19]), 
on obtient. 
> CE’-~+~ - 111 ---f z (&I); H1-l (aw)ll” 
l-l 
> lx@ c E2k-21+1)1v~z; L2 (t3w,)l12 
k=O 
+ SJ IV”,-’ z (x) - V;-’ z (y)\” (Z - y(-’ dx dy aw, aW, 
La seconde inCgalit6 (2.2) en r6sulte. 
Par des calculs analogues sur des relbvements de fonctions zn de H”-1/2 (Xl), et zw de 
H1-li2 (a~_,) d ans R (E), on montre la premihre inCgalit6. 
On obtient comme normes convenables sur les espaces de traces, les normes : 
[(zQ; Vfvl” (ast)II = Inf (1l.z; Vj (fl (~))lj, Vz tels que z = zn sur an}, 
llzW; Vi-l” (aw,)ll = Inf (112; Vj (a (&))I], Vz tels que z = z, sur aw,}. 
On en dtduit que : 
111 -+ d-l+1 z (E<); H’-l” (a~)\] 5 111~ -+ z(x); Vi-l’” (i3wE)ll. 
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En effet, pour tout relbvement 2 dans I$ (a (e)) 
II< --f p+1 2 (a P1’2 @WI1 I cl16 vj (Q (E>)II, 
d’ou le resultat par passage a la borne inferieure. 
On note x une fonction << plateau B de classe C” sur R, a support compact et Cgale 
a 1 au voisinage de zero. Par exemple : 
x(z) = 1 si Jzj < f, 
x(x) = 0 si 1x1 > d. 
On suppose en outre que x vaut 1 sur w, strictement inclus dans R, hypotbese obtenue en 
modifiant Cventuellement le domaine de reference w. On d&nit alors pour (Y appartenant 
g w, 11, 
( 
x; (E, x) = x (E-“+ 
(2.3) 
xg (E, z) = 1 - x (E-%), 
et on a ainsi, 
XL (E, x) = 1 et xk (E, Z) = 0 sur aw,, 
xz (E, 2~) = 0 et xk (E, X) = 1 sur XL 
On peut Cnoncer le lemme : 
LEMME 2. - 1” Soit 2 un kl.kment de I$ (Q(E)). On pose : 
2; = x&z, 
2; (,g = p+1 x: (E, 4 2 (4); 
alors 2; (resp. 2,“) appartient Li Vj (a) (resp. Vj (R2\w)) et il existe une constante c 
indtfpendante de 2, de E et de Q! telle que, 
(2.4) Il.%% vj WI + ll.c v; P”\w>Il I 4% vj (fl(4>ll. 
2” Soit 2, (resp. 2,) un klbment de Vj (0) (resp. Vj (R2\w)). On pose : 
2” = ~$2~ (resp.2” (z) = ~-~+‘--l x$ (e, x) 2, (e-lx)); 
alors Z* appartient ci I$ (0 (e)) t I e i existe une constante c indbpendante de 
Z,), cy et E telle que, 
(2.5) J/Z”; Vj (fi(e))lJ 5 cll&; Vj (fl>II (rew. I cllL; Vj (~“\w>ll>. 
Dkmonstration. - 1” On a, 
1 k 
& (resp. 
Il.%“; v; (fv12 5 c c c l/z -+ 14B-z+klv~-Qx~ (E, 4 . 10: z (2)l; L2 (qll”, 
kc0 q=O 
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d’apres Leibniz. Or IV: xs (E, x)[ est un 0 (E-“*) et done, en permutant les sommations, 
1 2 
IC Cl 
5 -+ 1L7p1+q . lo: 2 @-)I 
( 
f: Izlk-q E+ (It-q) 
q=o k=q ) ;L2(suPP.LxsI) . II 
Or, tout IC du support de 0,~: verifie g E” < (~1 < de” et appartient a R (E). Finalement : 
II-G; v; Wll L CIIR v; (Q Wll. 
La seconde idgalite se demontre de maniere analogue en remarquant que : 
II< --+ x: (5 4 2 (4; v; P2\4112 
=& -2(@--1+1) & I\( -+ IEIIP-l+klv;c (x:: (E, &F) 2 (Et)); L2 (R2\W)(j2. 
k=O 
2” Par des raisonnements de meme type, on obtient la deuxieme partie du lemme. 
3. Premier probkme limite 
Le premier probleme limite est le probleme exterieur expose en (1.10). On lui associe 
l’operateur : 
defini sur l’espace V;:‘” (a) et a valeurs dans 
RbV (R) = vg (0) x v;-a1+7’2 (an) x v;-u2+7’2 (km), 
f3 = (&, B2) d&nit les conditions aux limites sur dQ et ci est l’ordre de derivation dans 
B;. On definit 7 (z, V,), operateur dual de 23 au sens de la formule de Green qui s’ecrit ici, 
‘duet v E c” 6% (A&k V)n+(W 7V)an = (II, A;V-hV)o+(lv, ~v)~o. 
La plupart des resultats utilises dans cette partie sont demontres dans [lo], [15] et [ 181 
et sont valables pour un probleme aux limites elliptique tres general. Des references plus 
precises seront donnees pour chacun des resultats rappel& ci-dessous. 
On note, 
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la solution fondamentale de l’operateur biharmonique darts R2, et on introduit la famille 
de polynomes biharmoniques definie par : 
(3*2) I voo (z) = 1. vll (x) = Xl; V12 (x) = x2> 
I v2l (x) = 3, xi v22 (x) = Z’ v23 (x) = x122, 
et, pour 7z superieur a 3, V”” (x) (m = 1. . .4) designent quatre polynomes de degre R 
qui engendrent l’espace des polynbmes biharmoniques de degre R. 
On pose alors : 
(3.3) anm (x) = V”” (4,) a(x). 
Le degre de Pm (x) par rapport a Iz( est 2 - n. 
Soit la famille (cp”‘), p appartenant a N, T = 1 . . .4, des fonctions biharmoniques de 
degre p relativement a 1x1, definies par, 
cp PT = I/P’ si T = 1.. .4 et p 13, 
‘p 
2r zz V2’ si r=1...3 et p2”=@‘. 
cp 
17 = vll J/712 Qll @I2 
* , , 3 
cp 
or = T/o0 a21 ) Q2> 5T?23. 
On a alors le theoreme : 
THI~OR~ME 3. - (c$ [18], th. 4.1.2, th. 6.1.2 et th. 6.1.8). 
1”) Soit p un entier naturel. 
Si dans le probl2me exte’rieur (1. lo), ( fl , 91) appartient h Rh V (a), avec ,lJ E 12 + 2 - p, 
I+ 3 - p[ et si v est une solution du probkme appartenant ri VG+4 (R) avec y Ument de 
]I + 3 - p, 1 + 4 - p[, alors on a la d&composition, 
(3.4) v (x) = v (x) + 2 cpl. cppr (z>, 
r=l 
oLi 6 est Ument de I$ lf4 R et oli les cpr sont des constantes. En outre, ( ) 
2”) Sous les m&mes conditions, si y et ,D sont klkments de ]I + 2 - p, 1 + 3 - p[, avec 
y < p, alors la solution u appartient ir I$ 1+4 R et on a (3.4) et (3.5) avec des constantes ( ) 
cpT toutes nulles. 
Ce theoreme montre en particulier que les seules solutions possibles de l’equation 
biharmonique dans R2 \ { 0) sont du type presente en (3.2) et (3.3). L’existence de ces 
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solutions est due a la propriete de Fredholm de l’operateur associe au problbme exterieur. 
On sait que cet operateur perd cette propriete si /? est tel qu’il existe une solution cp dont 
l’integrale ](cp; I$” (F!‘)]\ d’ iver e a a g ’ 1 f ois en zero et a l’infini (c$ [lo] et [18]...), done si 
-p+Z+4-degcp=l. 
TH-~ORBME 4. - (cj [18], th. 4.1.2). 
L’ope’ruteur (3.1) de I$+” (Cl) dans R$ (R) p osst?de la proprie’te’ de Fredholm si et 
seulement si 0 n’est pas entier. 
Rappelons quelques autres theoremes utiles pour la suite : 
THGOREME 5. - (cc [18], th. 4.3.3). Sow les hypoth&es du the’orZme 3, l”), on a 
Ind Al’y (A) = Ind Ajo (A) + 4. 
On remarque que 4 est la dimension de l’espace des solutions appartenant a VG+* (R) 
et non a Vj+4 (R). 
THBORGME 6. - (c$ [18], th. 6.1.8). Si {f’, gl} appartient ti RLV (Cl) alors le probkme 
(1 .lO) admet une solution dans I$‘” (0) si et seulement si {f’, gl} ve’ri$e l’kquation de 
compatibilite’ : 
(3.6) ” E ker A:, 21-p+4 CA>, (fl, V)n + (d, 7V)afl = 0. 
En d’autres termes, on a 
(3.7) cokerA:,@ (A) = {(V, ‘TV), VV E kerAi,21-4+4 (A)}. 
Le theoreme suivant permet de preciser comment il faut choisir les constantes A dans 
la suite de cette etude. Soit le problbme de Sobolev homogene : 
(3.8) 
Azv - Av = 0 sur R, 
B(z, VZ)v = 0 surdn, 
v(0) =o. 
On peut Ccrire une forme variationnelle de ce probleme dans l’espace, 
(3.9) 7-l = {v E H2 (R) tels que v (0) = 0 et Bjjv = 0 sur dQ si aj < 2 (j = 1, a)}, 
dans lequel apparaissent la condition en 0 et les conditions cinematiques sur dR. Alors : 
TH~OR~ZME 7. - (cJ: [20], [5]). Le problbme (3.8) admet une suite de valeurs propres (A,), 
(3.10) 
tendant vers 1 ‘in&i. 
0 5 Ai 5 A2 5 . . . 
Cette suite correspond aux pulsations propres de vibration de la plaque R fixee en 0. 
Si les conditions sur dR sont des conditions d’encastrement ou de support simple, A, 
est strictement positive. 
JOURNAL DE MATHeMATIQUES PURES ET APPLJQU!kES 
24 A. CAMPBELL ET S. NAZAROV 
On suppose dans la suite que A est distinct de toutes les valeurs propres A, du problbme 
(3.8). 
THGORGME 8. - Soit 1 un entier naturel. 
1”) Si y ~11 + 2, 1 + 3[, l’ope’rateur A& (A) est surjectif: Une base de ker A& (A) est 
constitue’e par les solutions du probl2me de Sobolev (3.8), r$ et r12 telles que, 
(3.11) 
i 
q3 = $a - rjlvll - rj2v12 + fjj 
uuec, 
10: fjj (x)1 5 cl~J2)~-~ (1 + JlnJx]]). 
Les rjrc sont des constantes (I’ 12 = l?zl), et fjj est Ument de Vd?f (C?). 
2”) Si ,O E 11 + 1, I + 2[, l’ope’rateur A,1, (A) est injectif et on a, 
(3.12) coker Ab (A) = Url, Jv) P our tout q combinaison line’aire de q1 et v2}. 
Dkmonstrution. - Soit y E]I + 2, I + 3[. On pose p = 21 - y + 4 qui appartient a 
]I + 1, I + 2[. D’apres le thtoreme 6, 
dim ker Ai0 (A) = dim coker A& (A), 
dim ker Al’y (A) = dim coker Ai0 (A) 
et done 
or, par le thboreme 5 
done 
Ind A& (A) = -1nd A& (A), 
Ind A& (A) = Ind A& (A) + 4, 
(3.13) Ind A;O (A) = -1nd Al’y (A) = -2. 
D’autre part, &ant donne 21 E kerAi@ (A), w E Vj’” (Q), et done ]x]~-‘-~+~V~U est 
dans L2 (Q). Comme /3 appartient a ]1+ 1, I+ 2[, 2, appartient a 7-L et done est nul. 
Alors AfP (A) est injectif et A& (A) est surjectif. 
De plus 
dim ker A& (A) = dim coker AiO (A) = 2. 
D’apres le theorbme 3 avec fi = g1 = 0, tout Clement q de ker A& (A) s’ecrit : 
?j + qp + c12v12 + ClgP + c1&12, 
oh 6 appartient a Vif4 (R) et done a 7-t. cl3 et cl4 ne sont done pas simultanement nulles. 
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q est done combinaison lineaire de Gpll et @12 et d’un Clement de ‘F1 note 6. On choisit 
alors comme base de ker A& (A), le systeme ($, n2) defini par : 
,+ = p + $ i = 1,2, 
ou iri appartient a ‘M. 11 reste a Ctablir (3.11). On pose : 
$ est solution du problbme de Sobolev non homogene, 
&j&O stir dR et q(o) = 0, 
ou 7 est dans H1 (a) et done dans Vd-l (R). 11 existe done une constante A telle que 
+ - A@ appartienne a H5 (Q). q appartient a V, 1+4 (a) et est solution de (1.10) avec 
le second membre {F, 0). Done, 
? = -l-gP - ri2v12 + c&l + c;4@2 + Yj( 
d’apres le theoreme 3. ci3 et ci4 sont done nuls et on a obtenu (3.11) avec 
La symetrie l? ia = l?ai est classique (c$ [6]) et les estimations de (3.11) resultent 
d’estimations analogues sur la fonction @. 
D’aprbs le theoreme 5, on voit que l’operateur Aio (A) n’est jamais bijectif. Si p est 
superieur a 1 + 2, son noyau n’est pas reduit a 0, si p est inferieur a 1 + 2, c’est son conoyau 
qui n’est pas nul et si /3 est Cgal a 1 + 2, il perd la propriete de Fredholm. Cependant, on 
peut modifier les espaces fonctionnels pour obtenir un isomorphisme associe au problbme 
(cfi [17], [18]) paragraphe 6.1.4). 
Soit s un nombre appartenant a [0, 11, soit I$, s (0) l’espace dont la norme est definie par : 
ou 0 est la fonction de Heavyside. 
Tout v” de V1+4 R admet alors une representation de la forme : P,l ( ) 
(3.15) 21’ (x) = a121 + a222 + 3 (xc), 
oti ?P appartient a V, 1+4 R et oti al et us sont des constantes. De plus, on a l’inegalite : ( ) 
(3.16) II& vj’” (WI + 14 + Ia21 I cllvO; v;;‘p (Q>ll. 
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Cette propriete resulte d’une inegalite de Hardy (cfi [ 161, [18] paragraphe 4.5.1). On 
peut Cnoncer le lemme : 
LEMME 9. - Soit /3 appurtenant & ]I + 1: 1 + 2[ et A un Gel diffe’r-ent des valeurs propres 
de (3.8). L’application A (A), 
(3.17) {Af - A, O} : y;y (0) --) Rgf (0) 
est un isomorphisme. De plus, &ant donne’ f ‘, y1 duns RkV (G) et v” son ant&&dent duns 
$T14 (R), les constantes u1 et a2 d.$nies en (3.15) sont don&es par : 
(3.18) ak = (f’, qk)12 + (d. ~~k)ZK2 k = 1,2, 
oti les 7’ sont les fonctions dkjinies au thkorsme 8. 
Dkmonstration. - D’aprbs (3.15), la dimension de (Q) v;‘p t’;+4 (n) est 2. L’indice de l’operateur 
(3.17) est done nul d’apres (3.13). Les fonctions 773 n’appartiennent pas a VjTt (0). 
Comme Vj+I4 (a) est inclus dans V,,, ( ), rt4 R 
ker 4, p+1 iN 
le noyau de I’operateur (3.17) est inclus dans 
9 ui est engendre par les nj. (3.17) est done un isomorphisme. 
D’autre part, on peut montrer dans le cas g1 = 0, que la solution U’ dans Vjy (a) est 
Clement de 3-1 (comme dans la demonstration du theoreme 3), et done l’operateur (3.17) 
correspond au probleme de Sobolev. 
Pour demontrer (3.189, on introduit le disque II, de centre 0 et de rayon T, de contour 
C,, et on pose R, = n\II,. On introduit la forme bilineaire antisymetrique qT definie par, 
(3.19) q7 (u, *u) = (Nu, DDv)CT - (Du, Nv)c,, 
la forme qT ne depend pas de T pour des fonctions u et ‘u biharmoniques ou solutions de 
l’equation A2u - Au = 0 sur R\O (c$ [6]). De plus, on a : 
QT P-, vy = 0. 
(3.20) 
% (4""', qYq) = 0 pour n et ?, inffkieurs B 2, 
QT (4”“. VPy) = 1 si (n, m) = (y, q), 
47 (4”““> WY) = 0 sinon, 
71k est solution du probleme (I. 10) homogene et done par la formule de Green, on a : 
(3.21) (A$’ - Au’. +)n, + (ho, Jr&n = q,. (TJ’, v”). 
En faisant tendre T vers zero, on obtient; 
(.,fl! rlk)n + (gl, Jv”)an = lim qT ($, u”) 
or, d’apres (3.11), (3.15) et (3.20), on a, 
% (qk, u”) = ak + 47 (& &o), 
oti F et 2 appartiennent a I$+4 (0) (p E 11 + 1, 1 + 2[), qT (I;‘“, 2) tend done vers zero 
avec 7. 
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4. Second problhme limite 
11 s’agit d’etudier ici le problbme interieur defini en (1 .ll) : 
A; w (I) = f2 (0 sur W2\wT 
VW CL V,> w (I) = h2 (0 
auquel on associe l’operateur, 
sur dw, 
dtfini sur l’espace Vj+4 (R2\w) et a valeurs dans, 
R; V (Iw2\w) = V; (R2\w) x V;+7’2 (8~) x V;+5’2 (8~). 
Ce probleme peut &tre CtudiC de la mCme man&e que le probleme exterieur en 
consider-ant le point ?I l’infini comme le sommet d’un angle. Les resultats generaux 
s’appliquent. On peut aussi utiliser la transformation 
x-6 
qui transforme R2\w en un domaine borne. On se contente ici d’indiquer les resultats 
principaux. 
TH~OR~ME 10. - Soit I un entier naturel, p E]Z + 1, 1 + 2[, y l ]1+ 2, I+ 3[. 
1”) Si w appurtenant a I$+” (W’\w) est solution du problbme (1.11) avec un second 
membre {f 2, h2} appartenant a RI V (BB2\w), alors on a la decomposition 
(4.2) ‘w(I) = Cl@l (E) + c2@12 (<) + blVll (I) + b2V12 (I) + 2zI (I); 
02 22) est element de V;+4 (R2\w) et de plus : 
116; VYf4 (R’\w>ll+ c (Ihl+lcil> L 411{f2, h2}; RI,V(~2\w)Il+IIw; Vft4 (W2\w)JJ). 
id,2 
2”) Si w appartenant a VP t+4 (R2\w) est solution du probltme (1.11) avec (f2, h2) 
duns Rk V (W2\w), 06 CT est un nombre de l’intervalle [,L?, 1 + 2[, alors w appartient a 
vi+4 (W\W). 
Le theoreme 10 est analogue au thtoreme 3. 
THBOR&ME 11. - Soit 1 un entier naturel. 
lo) Si ,8 E ]I + 1, I + 2[, l’ope’rateur A& est surjecti$ Une base de ker A& est constitue’e 
par les elements <’ et c2, solutions du problbme (1.11) homogtne telles que, 
I cj (0 = @lj (I) - YjP ct) - -rj2V12 65) + ? (I) 
(4.3) 
I 
avec, 
I IVE” ej (E)I I 4El-‘” (1 + I1nlrll). 
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Les ?jk sent des constantes (712 = yzl), et 9 est e’kment de r/j:: (W”\w). 
2”) Si y E]l + 2, 1 + 3[, l’ope’rateur At7 est injectifet on a : 
coker A& = {(C, -PC) p our tout < combinaison line’aire de C1 et <“}. 
Remarque 12. - Soit {f2, h2} appartenant a R\ V (W2\w). Soit (A&-l un inverse de 
l’operateur surjectif A& Alors w = (A&-l ({f”, h2}) appartient a rf’” (R2\w) et on 
a l’estimation; 
lb; V;+4 (W”\w>O I c(ll{.f”, h2}; R; V (R2\w)Il), 
5 c (ll{f2, h2); R; V (~2\w)lI), 
w verifie (4.2), et en posant 
w” = w - Cl[l - c& 
on obtient : 
20' = (h + clrll + c2~12)V~~ + (b2 + cl-y21 + ~2722) V12 + z, 
avec ulo appartenant a V,, ( \ 1’4 R2 w) on y’ est le minimum de ,0 + 1 et de y. De plus, 
en posant : 
by = bi + clyil + czyiz 
on a : 
II& VI;‘” W”\w)ll + c lb!1 5 c(ll{f2, h2}; R; V (W2\w)ll). 
id, 2 
On retrouve ainsi la solution w” d’energie finie au sens de la norme associee a la 
forme C( a >> (c$ [6]). 
5. Une premihe reprkentation de I’opCrateur inverse .A;' 
On suppose que A n’est pas valeur propre du problbme (3.8). I est un entier nature1 et ,& 
un nombre reel appartenant B ]I + 1, 1+ 2[. On considere { f, g, h} appartenant a l’ensemble, 
(5.1) R;V (flk>> 
= vj (Q (&)) x v;-a1+7’2 (an) x vif-g2+7’2 (&q x v;+712 (&,) x v;+5/2 (&) 
et on se propose de construire une representation de l’inverse de l’operateur A, associt 
au probleme (1.5), (1.6), (1.7), 
(5.2) A, : V;+4 (R (E)) ---f R; V (52 (E)) 
et d’en deduire une estimation de la solution u. Le problbme diff&re de celui expose en 
(1.8) et (1.9) par le choix des normes. 
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Cette partie 5 est structuree de la maniere suivante : 
En 5.1, on pose un probleme interieur et l’operateur A$ [cJ: (4.1)] &ant surjectif 
(theoreme II), on obtient une solution w definie a un terme de noyau p&s. 
En 5.2, on construit un probleme exterieur dont le second membre depend de 20. Aio (A) 
[CT (3.1)] est injectif (theoreme 8), mais en choisissant w convenablement, ce probleme 
admet une solution II. 
En 5.3, on propose une solution approchee U (E, X) dependant de w et w, et on d&nit 
alors l’operateur R : 
(5.3) R: RpqR(&)) + v;+“@(E)): 
de telle sorte que, pour tout K positif et tout E appartenant a 10, ~a[, 
(5.4) IId, R - 1; R; V (R (e)) -+ R; V (Q (&>)[I I CE&, 
A, R est done inversible et on a une representation de l’inverse de A, : 
dF1 = R (A, R)-‘. 
Enfin en 5.4, on &once le theoreme 13 qui foumit une estimation de la solution u de 
(1.5) (1.6), (1.7) appartenant a H1+4 (R(c)). 
On pose, 
f1 (6 4 = XY” (E, 4 f (5 4, 
(5.5) 
f2 (E, [) = P+l xY2 (6 4) f (6 4, 
g1 (ET 4 = 9 (ET 4 sur m, 
h2 k, 0 = (h: (E, 8, h; (E, S>> sur dw, 
= (E@-~-~ hl (E, E[), EB-‘-~ hz (E, E[)). 
Les supports des fonctions plateaux [c$ (2.3)] sont compacts. On a 
Vu E W, {f’, gl} E Rk V (0) et {f2, h2} E RL V (oip2\w). 
En outre, &ant don&% deux nombres positifs St et SO_ tels que p - St et /3 + 60_ 
appartiennent ii [l + 1, l + 21, pour tout 6, (resp. S-), Clement de [0, St[ (resp. [0, S()[), 
on peut definir les espaces Vj+6- et Vj-&+. 
D’apres la definition du support de fl, 
Ilfl; V&6+ (fl)ll I ( ~)p6+‘211fl; I$ ({x E R tels que 121 > cP2})]] 
et par (2.4), 
(5.6) I ll~~eli~e(n)o I c&-6+‘211f; v (fl (E>>ll ll.f2; v;+,_ jw’\w)ll L cE-6+‘21(f; vj (R (&))ll. 
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D’autre part, d’apres les consequences du lemme 1, on a : 
(5.7) l(h,2; H 1+7’2 (&J) x H 1+5’2 (tkd)ll 5 c(lh; $f7i2 (aw,) x y;+5’2 (&&)II. 
5.1. L’operateur A& &ant surjectif sur Rij+, V (R2\w), on introduit un inverse de AFlj 
et on pose 
w” = (A&-’ ({f’, h2}) E Vi+” (Iw2\w). 
D’apres le theoreme 10, on a aussi 
VJS- E [O, ny w” E y;;gm (W”\w). 
Tous les antecedents de {f2, h2} sont de la forme : 
(5.8) w = w" +< = w" + cJ+ c2c2> 
ou cl et c2 sont arbitraires, et, d’apres la remarque 12, avec, 
(5.9) IlwO; v;:;_ (fJ2\411 1. C(llLf2> h2h Rb+,- vf2\411). 
D’autre part, par (4.3), on a : 
(5.10) c (E) = c q [@j (I) - “ii1 VI1 (0 - Tjyj:, v12 (01 + c (0 = co (0 + C(I)* 
j=l,Z 
oh < = cr& + czc2 appartient a I$‘;: (W”\w). 
En revenant a la variable z, on a : 
(5.11) (0 = (Z) E1 c cj [,Q (X) + 2 vlj (z) - “ijl vll (X) - yj2 v12 (z,]. 
j=1,2 
5.2. On construit alors le problbme limite exterieur : 
(5.12) Azv (27) - Av (cc) = f1 (E, 2~) + A&3+1-S co (E-~x); 
sur 62, 
a,v (x) = gl (E, x) - &3+l-P & ((0 (&-lx)) sur X2 
et on va determiner les constantes cr et c2 pour satisfaire les equations de compatibilitk 
Le second membre appartient a Rb+, V (a) et ce probkme admet des solutions dans 
I$.!: (0) car Al, p+r (A) est surjectif. De plus, d’apres le lemme 9, A (A) defini de 
$:r4 (0) sur Rh V(R), est un isomorphisme. On pose : 
v” = (A (A))-’ Kf’> .#I) 
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et on a la forme, 
?I0 = UlXl + a422 + 2, ) 5 
oti v^b appartient 2 Vif4 (R) d’aprh (3.15). 
On remarque que YO E V&+, 1 (0) et v” (x) - E~+~-O co (&-lx) est alors une solution 
de (5.12) dans Vp+l ( ). z+4 R Toutes les solutions s’bcrivent sous la forme : 
w” (x) - E 3-b-P <o @-lx) + combinaison linbaire de # et q2, 
oti $ est dCfini en (3.11). Pour obtenir la solution u de (5.12) qui appartient h Vj+’ (fl), 
il faut Climiner les termes de V1j et en @I’. I1 reste : 
(5.13) 21 (x) = a121 + lx222 + 2 (x) - E3+- ((0 (&-lx) - c &-lCjqj (x)), 
j=1,2 
oti al et a2 vkrifient : 
(5.14) al [ 1 = a2 E2+l-8T E) c1 ([I c2 ’ 
T (E) est la matrice dkfinie par : 
(5.15) 
T (E) est inversible pour E suffisamment petit. On a : 
1~11 + (~21 I clln4- 1&p-2-z (IQ1 + lazl), 
or, d’aprbs (3.16) et (5.6), 
Iall + b2l 5 c 11~‘; Vj?:+, 1 (VII L c IIU1, d; Rbvs+ V (911 
et done, pour tout S+ appartenant ?I [0, st[, 
(5.16) 1~11 + 1~21 I clln4-1 ~p-2-z11 {f’, gl}; R&+ V (a>[\. 
De plus, A:, p-s+ (A) est injectif de V’j’t+ (Q) dans Rbe6+ V (a), et done, 
llw; v;:;+ (fql 5 c/lx --+ {fl (E, x) + hE3+z-P co @-lx), g1 (E, x) 
- Ed+- B, co (c-lx)}; R;d6+ V (sZ)ll 
I 4{f1, $1; &+ v(Wil + ~2+“-p11n4(lc~l + JetI), 
d’aprks (5.11) et finalement, en utilisant (5.16), on a : 
(5.17) lb; V;+:+ @>I1 5 c Il{.t 9% &+ V (Q)ll. 
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5.3. On propose une solution approchee du probleme (1 S), (1.6), (1.7) sous la forme, 
(5.18) u (E, XT) = x; (E, x) w (E, c7J) 
+ E3+l-fl [XZ (E, 2) w (E, E-l x) + xi (E, x) (0 (&Cl z)]; 
oti w, 5’ et 21 ont CtC definis respectivement en (5.8), (5.11) et (5.12). On rappelle que : 
w et (0 E I$;+4 (W”\w), w E v;+-1 (R). 
Verifions les conditions aux limites. 
Sur XL 
(5.19) B (2, 0,) u (E, X) = f3 (Ic, V,) (U(X) +&“+“-p co (e&T)) = gi (E, z) = g (E, X) 
et sur dw,, il reste 
(5.20) DE (z, V,) u (E, x) = E3+l-@ (w (E, ,o, &Cl a, w (E, ())/& = h (E, x). 
U vCrifie done (1.6) et (1.7). 11 reste a Ctudier l’equation (1.5). On a, en allegeant 
les notations, 
u = x; w + E3+1-s8 (XL w” + XL c + x; SO) 
et comme [ = Co + 5 et xi + xh = 1, il reste, 
u = x; w + .E3+-? (xi w” + 5 - & (0). 
En introduisant la notation [A, B] = AB - BA, on obtient : 
(A” - A) U = XA (A2 - A) 7/ + [A”, x;] 2, +E~+[+ {XL (A2 - A) w” + [A”, $1 w”) 
+ Ed+- (-A) ( - c3+l-’ {& (-A) < + [A”, x;] <}, 
qu’on peut encore transformer avec 5 = co + < et < = c,& + c2& en : 
(5.21) (A2 - A) U = {x:, (A” - A) u - E~+~+ A<“} + {[A”, x;] v} 
+ @ 3+1--p x;A2wo} + {c3+‘+ [A”, x;] w”} - {E~+[-~ Ax; w”} 
_ E3+1-P 
c ci {Ax:6 + [A”, x:1 $1 
id, 2 
zz 2 Qi - E3+1-fi c ci QGi, 
i=l i=1,2 
en numerotant les &i dans l’ordre des accolades de (5.21). On a I’estimation : 
Pour tout K appartenant a 10; 11, on a, 
llA2u - AU - f; % (0 (4>II 5 CF IIU, g, h); R; V(fl (~))ll. 
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Dkmonstrution. - On va Cvaluer les normes des quantids Qi et Qsi. 
1. On a Q2 = [A”, xk] ‘u dont le support est inclus dans {c& < 1x1 < C&}, done, 
llQ2; $ (fW)lI I c~~+llQ2; V;-6+ ({c& < 1x1 < C&})ll 
5 c2+I(w; vj:;+ ({c < E-1l2l < C})(l, 
en revenant h la definition de la norme dans I$‘:+. Done, 
llQ2; V; (0 (d)II 5 cP+ 11~; V;‘:+ (fl)ll 
et d’aprks (5.17) et (5.6), 
(5.22) llQ2; V; (0 (&))I1 I c~~+‘~ll{f, 9, h}; R;V (n (d)ll. 
2. De m&me, le support de Q4 = &3+1-0 A%, x0] w” (E, &-lx) est inclus dans [ w 
{c < 1x1 < C}, done 
llQ4; Vj (%))I1 I ~,~+~--‘+~llJ -+ Q4 (E, 4); V;+6- ({c < E-‘IFI < C})ll 
5 C& Ilt -+ [A;, x: (~7 ~01 UJ’ (E, I); $+6- (a2\w)ll 
5 c2- [IWO; v/,4’,;- (R2\w)(l. 
D’ob, par (5.9) et (5.6) 
(5.23) llQ4; V; (0 (&))I1 I ~~~-‘~lN.f, 9, hh R;V (fi k))II. 
3. D’autre part, par dkfinition des normes : 
llQ5; V; (a (&))\I = 11~ --) ,z3+l+ AX: (E, x> w” (E, ~-l z); V; (R (c))11 
= 14&411J --) x: (5 4 w” (G 0; vj ({lrl < C&‘>)ll 
< C&-4 llx~wO; v;+,/, (M < CE-lHll, - 
x”, &ant C”, il reste comme pour Q4, 
(5.24) llQ5; V; (a (d)ll I ~~~-‘~llLf, 9, W; R;V (a (d)ll. 
4. Estimation des Qs; : 
Qsi=Ax;?+[A”,x;]C;, 
on a : 
IlxP; $ (Q (4)112 5 c k Jd (x12(P--l+lc)lv~ F (E-1 2)l2lr@lsl. 
k=O 0 
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D’aprks (4.3), 
et on en diduit : 
10: si (E-l cc)\ 5 c(2(-Ic (1 + ln(&-l XI) 
Ilxi?; Vj (0 (&))/I” 5 c (lnE)2. 
De mCme, le support de [AZ, ~$1 si es inch dans { $ _< /ICI 5 d} et on montre aisCment t 
que : 
IllA:, xi1 Pr Vj (fl (&>)I/” < c(ln~)~. 
Finalement, d’aprks (5.16) et (5.6), on a : 
(5.25) I/E~+‘+ c ci Qsi; v; (0 WII L 4l{f> 9, w; f$v (0 WII, 
i=l. 2 
5. 11 reste g estimer Q1 + Q3. Or, 
Q1 = x; [fl + @+“-0 (01 - E3+b9 Ace, 
d’aprks (5.12). Comme x; . ~2” = xz”, il reste : 
&I = xz” f + c3+l-0 A xi co. 
De meme, par dkfinition de w” et d’aprks (5.5), 
done, 
Q3 = E 3+1-9 xi (E, x) f2 (E, &-I X)&P 
= xli2 (E, 4 f (6 4, w 
&1+&3=f(w)+ E3+l- Ax; (E, x) co (E-l x) 
= f (E, x) + AE”+‘-~ c ci x: (E: x) <Oi (c’ x): 
i=l, 2 
oti <Oi est dCfini par (5.11). I1 est facile de voir que : 
10: coi (EC’ x)1 5 cC1(zI1--IC (1 + In/&-l xl), 
done : 
11x: (E, x) coi (E-l 2); v; (n (&))I[” 5 c k 1”’ (z(2(~-z+k)‘(v~ pi (&-%)(y?$(zl 
k=O ’ 
< cE2(8--1)+1 (lnE)2. - 
On en dtduit, d’aprbs (5.16) et (5.6), que 
(5.27) llQ1 + Q3 - f; v; (0 (&))I1 L c~~‘~+~-“/({f, g, h}; R;V (n (&))ll. 
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Soit alors K un nombre quelconque inferieur a 1. On choisit S- et S+ tels que : 
(5.28) K. = imin(6, 6,) 
et on a alors : 
llA2U - AU - f; V; (fl (e>)ll I [I&I + . . . + Qs + Ed+'-@ c c; Q6i - f; v,: (R (&))I[ 
i=1,2 
d’apres (5.22), (5.23), (5.24), (5.25) et (5.27). 
(5.19) et (5.20) ont montre que U verifiait les conditions aux bords. Done : 
(5.29) llde U - U, g> hh R; V (0 (M I cow, g, h}; Rj,‘V (a (~)>ll. 
On a done obtenu (5.4) avec : 
WLf, 9, w = u; 
d, est done inversible, et on a, 
d,l = 72 (d, R)-‘. 
5.4. De plus, on a le theoreme suivant : 
THGORBME 13. - Soit ,0 appurtenant & 11 + 1, 1+ 2[, 1 positif ou nul. On suppose que h 
n’est pas valeur propre de (3.8). 
Soit E ~10, EO] et {f, g, h} appurtenant & Rk V (Cl (E)). 
Alors E’unique solution u du probltme (1.5), (1.6), (1.7) appurtenant d Hz+4 (Cl (E)), 
ve’ri$e 
(5.30) 11% ‘J;;+, (0 (&>)I1 I CE -Ip-z-21 . JlncJBIJJ{f, g, h}; Rh V (R (E))II, 
oti c dkpend de ,l3 et de A mais ne dkpend ni de E ni de {f, g, h}. 
Dkmonstration. - Rappelons que les espaces H1+4 (0 (E)) et I/j’” (0 (E)) comcident 
et que les normes associees sont equivalentes. Cependant, les constantes d’equivalence 
dependent de E; u &ant l’anteddent de {f, g, h} par d;l, u appartient a H1+4 (Q (E)) 
mais on ne peut rien dire de sa norme dans H”+4 (R (E)). 
D’apres (5.18), (5.10) et (5.8), on a, 
(5.31) WV, 9, 4) (E, 4 = u (E, 4 = xii (E> 4 21 (E, x) 
+ e3+- [XL (E,, x) w” (E, E-l x) + x; (E, CT) F(e-l x) + c ci ci (e-l x$] 
id,2 
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et on va estimer les diffkrents termes. D’aprks (2.4), (5.17) et (5.6), 
De man&e analogue, en appliquant (2.5) ?I 
2, (E, z) = w” (E, &-l x) et +P (E, XT) = E4+--l XL (E, x) w” (E, &Cl x) 
on a : 
II x + E3+z-8 x; (E, z) w” (E, E-l x); v;+4 (n (&))I[ 5 c /Iwo (E, &Cl z); vi+4 (R2\LJ)(I 
L c H.f> 9, vi $3 v (52 m> 
d’aprb (5.6) et (5.9). 
Le troisibme terme de (5.31) vCrifie : 
(5.33) 112 + E3+l-@ x”n (E, x) &-l z); I$+4 (R (&))I[, 
5 c ( c ICJ) &3+z-p 11x; (6 x> F Vx); vf’” (c I 1x1 5 C>ll, 
kl, 2 
5 c ( c ICJ) E3+- 1212(~-z-4+k) (0,” p (E-l@ Izldlxl 
kl, 2 
L c ( C Icil) c3+z-PllnEl, 
id, 2 
I CC lltf, 9, % Rb V (fi (d)II, 
par (4.3), (5.6), (5.15) et (5.17). Enfin, d’aprb les estimations utiliskes pour (5.27), il vient 
(5.34) 1) z f E3+l-p c 4 k-l 2); v;+, (52 (4) 11, 
i=l, 2 
5 c ( c ICil) E3+-, 
i=l, 2 
1+4 c 
{ 1 
t 
x C ’ Ix12(P-1-4+k) 12)2(1-k)~-2 (1 + Iln~-1(2~~)2~~(dJ~I i 
k=O CE 1 
oh on a utilise (5.17). 
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Finalement, en estimant les differents termes de (5.31) on a obtenu : 
IIU; v;+* (0 k>>II - < c@-‘-~ . ]lnc]-’ ]]{f, g, h}; Rb V(R (&))I1 
ou encore : 
1172,; Rb V (Cl (E)) -+ I$+* (Cl (&))/I 5 CE@-~-~ . ]lntl]-‘. 
D’apres (5.4), l’operateur inverse de A, R est borne 
(5.35) II(dc'W1; R; V@(E)) + R"P v(+))I( I c, 
en prenant K = 1. Done (dE)-l = R (A, R)-’ est de norme inferieure a ~@-(‘+~)]lnc]-~. 
Comme l’antecedent de {f, g, h} par (dAE)-l est u, on peut Ccrire (5.30) car /3 est plus 
petit que 1 + 2. 
Remarque 14. - Si p E ]Z + 2, Z+3[, l’operateur Ato (A) est surjectif alors que l’operateur 
AFo est injectif. On peut alors utiliser le caractbre arbitraire de la solution du probleme 
exterieur pour satisfaire la condition de compatibilite du probleme interieur. On peut 
construire une solution approchte comme en (5.18), et on obtient une estimation analogue 
a (5.4) pour l’operateur (5.3). L’inCgalitC (5.30) avec I/3 - (1 + 2)] est alors valable. 
Nous verrons au paragraphe 8 que la constante c de (5.30), augmente indefiniment quand 
/j tend vets (I + 2). On peut done reecrire le theoreme 13 avec p E ]Z + 1, Z + 3[ et p 
distinct de (1 + 2). 
6. Une reprbentation plus fine de l’ophateur inverse ,A;] 
Apt-es avoir remarque que la norme de d;l tend vers l’infini quand c vers zero, on se 
propose ici d’exhiber la par-tie de dF1 qui explose. 
Le lemme 15 et le theoreme 16 donnent des representations explicites des operateurs 
R et d;l. 
La majoration (5.30) obtenue au theoreme 13, est, pour p inferieur a 1 + 2, une estimation 
assez fine quand E tend vers zero. D’ailleurs, la norme de dF1 admet un equivalent en 
ep-1-2]1nc]-1. 
En effet, ci &ant solution du probleme (1.11) homogene, on a : 
IJZ + < (e-1 2); I$!+* (n (&))I\ = EP-lt3 IIC; v;+* w%t E fl WHII. 
De plus, pour tout e inferieur a ~0, il existe une partie G, contenant w et incluse dans 
{X/&E E R (E)}, sur laquelle ci n’est pas identiquement nulle. On a done : 
(6.1) (Ix --+ Ci (~-lx); I$+* (0 (&))I\ 2 E~-~+~II~; I$+* (G)ll > CE~-‘+~. 
D’autre part, on a : 
115 + A, (si (E-~+ R; V (fl (~)>ll, 
= (ICE -+ {-AC (8x), .17(x, Vz)c (E-'XT), 0); R; V(fl(~))ll 
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et 
On a une estimation analogue pour t? (z, V,) ci (c’ Z) d’aprks les Cvaluations de 0: Ci 
au voisinage de 6% et done, 
(lx -+ A, (ci (E-lx)); R; V (0 (E))II < ;jlnel. 
On en dCduit que : 
(64 IJdF1; Rk V (0 (E)) -+ Vj+4 (a (E))// > E~-‘-~ . IlnEl-‘. 
D’aprks (5.30), on a done l’kquivalent annon& 
La norme de l’opkrateur R dkfini en (5.3) tend aussi vers l’infini quand E tend vers 
zCr0. On a le lemme : 
LEMME 15. - Soit p appartenant h 11 + 1, I+ 2[, 1 positifou nul. On suppose que A n’est 
pas valeur propre de (3.8). Soit E ~10, CO] et {f, g, h} appartenant b Rb V (a (E)). 
L’ope’rateur R dkjini en (5.3), s’e’crit sous la forme : 
(6.3) WLf, g, W = E c b ---f Ci (&-’ 41 q1 C&J CXY” f, vk)n + (97 7- Ilk)sn) 
i, k=l. 2 
+ fi w, 9, w 
02 les Tiil (E) sont les coeficients de la matrice inverse de T(E) dkjinie en (5.15), et oLi 
1 ‘opkrateur 7? est born& 
Dkmonstration. - D’aprks (5.18) et (5.31), 
(6.4) 2 ({f, g, W (4 = u (E, x) = &3+1--p c ci ci (E-’ x) + 7? ({f, g, h}) (xc), 
i=1,2 
avec 
7? est born6 [cf: (5.32) et (5.33)]. De plus, d’aprh (5.14), on a : 
(6.6) Ci = &1+2 c T.l (&> ak, 
k=1,2 
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ou (L~ et a2 ont Cte calcules en (3.18) (lemme 9). D’aprbs (5.5), il vient : 
(6.7) ak = (xy2 f, Ilk)fl + (9, 777’)%1 
et le lemme est ainsi demontre. 
Comme l’operateur (A,R)-1 est borne [cc (5.35)], et clue, 
A,l = R (A, R)-l, 
on a d’apres (6.3), 
(6.8) 4-l Kf, 9, W = E c [ 2 -+ c (&-’ 41 - K W, 9, W + c ({f, 9, W. 
i=1,2 
oti AT est borne; Iii, defini sur Rk V (0 (E)) a l’aide de (A, ‘FL)-‘, est borne et on 
peut &-ire, 
(6.9) IlIIi; Rb V (fl (E)) --t RJJ + ]\A?; RL V (R (E)) + Vj’4 (fl (&))I1 2 C. 
Comme on ne connait pas explicitement (A, R)-I, il faut utiliser une autre mtthode 
pour determiner les II;. On a le theoreme : 
THBORGME 16. - Soit /J appartenant d ]I + 1, 1+ 2[, 1 positif ou nul. On suppose que h 
n’estpas valeurpropre de (3.8). Pour E ~10, ~01. L’ope’rateur A;l s’tkrit sous la forme : 
i=1,2 
02 AT* est borne’ et oi 
(6.10) 
pour tout (f, g, h) appurtenant Li Rb V (fl (E)). 
Dkmonstration. - 0 appartient a ]I + 1, I + 2[. Soit y = 21 + 4 - p, y est l’exposant 
adjoint de p (y E]Z + 2, I+ 3[). At7 (A) et Aip (A) sont formellement adjoints au sens de 
la formule de Green [c$ (3.6) et (3.7)]. 11 en est de meme de A& et A&. Cependant, ce 
n’est pas le cas pour les A, associes a 0 et y adjoints. On a vu le caractere particulier des 
fonctions XT -+ c (E-’ x). Leur norme dans I$‘” (R (E)) est superieure a ~a-(~+~) [c$ 
(6.1)], et la norme de leur image par A, dans Rh V(R (E)) est d’ordre inferieur a celui 
~-illn E] [c$ (6.2)] et done, est t&s petite devant ~o-(r+~). On peut traduire cette propriete 
en disant que z ---f c (E-’ z) est << presque B solution du probleme homogene. 
Cherchons Ies (< presque s solutions du problbme associe a y. On a vu que le noyau 
de A& (A) contient les fonctions $ et $, solutions du probleme homogene (1.14). De 
plus, on a 
114; v;‘” (Q Mll L Ild; v;+4 P\%Jl 2 c > 0 
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lb4 vi; R; VP (4)ll = (0, 0, DC $1; R; V (fi (4)/I 
5 c)l$; v;+7’2 (awJl 5CJJ$; vi’” (0 < 1x1 < Cc)ll, 
par definition des normes et d’apres le lemme I. En utilisant les estimations (3.1 l), il reste : 
(6.11) J(v.4, qi; R; V (R (&))I/ 5 c~~-(~+~)(ln~I = ~(“+~)-~llne(, 
qui tend vers zero avec E. La norme de A, # dans Rk V (a (c)) est done tres petite devant 
celle de vi dans V, ( ( 1+4 R e)) et done les vi sont bien les fonctions recherchees. 
Soit done U, solution du probleme (1 S), (1.6), (1.7), 
u = “c ({f, 97 h)). 
En posant, 
6 = G ({.A 9, h)), 
on a, 
(6.12) 11 (E, 4 = E c si k-l x> JA ({f, g, h}) + 6 (E, 4 
i=1,2 
et d’apres les remarques prededentes, on se propose de determiner les Iii en utilisant la 
formule de Green a (A, U, $) : 
(A&-Au, ~lc)n~~~ + (au, 7$)an - (DEu,Pqk)aiJc = -(Ah, DE&+ 
car 7’ est solution du probleme homogbne exterieur. 11 reste, 
(6.13) (‘A rl%qE) + (9, w%m - (k N” $%u, = -(N” ‘L1, DDE d%w,. 
En Cvaluant les differents termes de cette Cgalite, et en remplacant u par (6.12), on se 
propose de faire apparaitre II,. 
1. Estimation du premier membre de (6.13) : 
d’apres (3.1 l), on a : 
<_C I If (6 %)I . I4 . Cl+ bl40 dz, . O(5) 
I C  
(J 
x 2 (l-0+1) 
noI I  E 
. (1 + )ln~2)))2 d3.) 1’2 (s,,,, /2/2(P-~) . If (E, X)1” &) 1’2, 
p est plus petit que 1 + 2, done 
l(f> rl%(E)I I cllf; v; (0 (E>>II. 
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Comme q” et ses d&ivCes sont bornkes sur dR, on a : 
l(g, 7$)aQ( 5 cl(g; Vif-n1+7’2 (dR) x v;-u2+7’2 (aql. 
Enfin on a : 
I@, Jv &3w, I I c J (lb (E, x>I . W2 + (h2 (5 x>I .IzI-‘) . (I+ IlnlzJl) ds, aa 
> 
112 
Jhl (E, x)1” . (r~l~(~-‘-~‘~) ds, 
l/2 + Jh2 (E, x)I” . )xI~(~-~-~‘~) ds, ) I +3+3/2 
et finalement : 
Le premier membre de 1’Cgalitk (6.13) est done major6 en valeur absolue par : 
(6.14) cll{f, 9, 0); $I V (Q (~>>ll + clln4~z+2-Pll{0, 0, h}; Rh V (0 (~))ll. 
2. Estimation de Pk ({f, g, h}) = -(n/” ii, V’ q”)aw, : 
ce terme apparaIt en remplaqant u par (6.12) dans (6.13); on a, 
/Pk ({f, g, h})l = c ~(/,~~-~-~+l’2N; 6, )qp+z++1’2 27; 7f)&, I 
j=1,2 
or : 
II? v,o_,+,,, @&>I1 I CE”-S+1’211? L”@e>II 
et d’apr& l’irkgalid (2.2) du lemme 1 (avec 0 = CT et 5 = 0), 
(6.15) 
done 
II? v,o_s+,,2 P4ll L cllz; vY2 (h)ll 5 Cllz; Vi(fl(4>Il, 
IC c 11 
6; v;+4-1’2 (dw,)l( . I\$; v;+7’2 (awJl, 
j=1,2 
5 c [(ii; Vj+4 (0 (c))11 &1+2-plln&l, 
d’aprbs (6.11). fi &taut l’image de {f, g, h} par un opkateur born& on obtient : 
(6.16) IPk (if, 9, WI I CE 1+2-PlW II W, 9, W; RL V (0 (411. 
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3. fivaluation des termes de la forme E (n/” C’ (CC’ :c). VE nk)aw, : 
en revenant sur dw par (1.4), ces termes s’ecrivent, 
(6.17) c-l (N” 5” (0: 2)” rjk (&L$))au. 
D’apres (3.1 I), 
et 
$ = $k + 7 = all: _ 
c rkh Vlh + 7 
-z 
h=l.Z 
(6.18) 1c-l (N” ci (I), VW ?(~[))a~/ < &Cl ce’jlne( < ce1+2+)1n&(. 
11 reste a Cvaluer, 
E-l W” 5i (0, VW vok (4))aw = E-l 4aw (5” (0 170k (4): 
ou qaw est definie sur dw comme en (3.19). c ([) et ~1’” (et) sont biharmoniques, done, 
pour tout 7, 
Qacd (Si ([I, r/Ok (4)) = qT (C (I), vok k-9). 
En utilisant (4.3), 
ci (a = coi 63 + ? (0 
et 
(6.19) 
h=1.2 
il reste : 
E-l (.n/” ci (5), VW 710k (mxd = E-l QT K”” 69, vok c4) + 07 Cl)> 
car, d’apres les estimations sur F et no”, qT (F (Q, no’ (E<)) tend vers zero quand T 
tend vers l’infini. 
On obtient finalement, compte tenu de (4.2), de (6.19) et de (3.201, 
(6.20) c-l (NW ci (<), v)” 7” (&<))a, = -Tik (E)> 
oti les Tik (e) sont les termes de la matrice T(e) definie en (5.15). 
Finalement, (6.13), s’ecrit : 
(.f, rlkh(c) +b> 7vk)an -(h p q’)aw, = c T;k (E) ni ({f, 9, h}) +pk ({f, g, h}), i=l,Z 
avec, d’apres (6.14) et (6.16), 
ipk ({f, 9, h))t + I(h, N” 77k)au, ( 2 c~1+2-811n~IIl({f, 9 h)); Rb V (0 (&>>lI. 
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On obtient alors, en inversant, la forme : 
n Kc 91 w = E w, 99 w + c TZ1 (4 {(f, rlkh(,) + (9, Qk)an). 
k=1,2 
D’apres l’expression de Tik (E), on a l’estimation : 
(6.21) IF w, 9, w I c~“+2-PIlLfl 9, hh $3 v P Wll 
et (6.8) s’krit : 
On a vu dans la demonstration de (5.34) que, 
(6.22) 112 -+ E ci (E-1 cc); vj’” (cl (E))II 5 C&p-1-2, 
done, d’apres (6.21), l’operateur E c [CC -+ ci (c-l x)] pi est borne. 11 suffit alors de 
i=1,2 
poser : 
Ail;-* = AZ + E c [Lx --+ ci (&Cl x)] pi, 
i=1,2 
pour obtenir le theoreme 16. 
7. Application 31 la matrice d’impedance 
On se place ici dans les hypotheses exposees dans l’introduction. La plaque est libre au 
bord et l’inclusion w, est animee d’un mouvement rigide. On a done un probleme du type 
(1.5), (1.6), (1.7) dans lequel : 
(7.1) 
ol i3, designe la derivee normale. On note rP la solution du probleme et on calcule les 
elements de reduction du torseur des efforts exerces par R (E) sur w, [cj (1.1) ; on a en 
particulier l’expression des moments sous la forme : 
(7.2) 
-M2 = -(N” ua, VDE~l)aw, = % (xl, ua) = 5 Jlk (&) ak, 
k=O 
Ml = -(N’ zP, VD” 52)aw, = 47. (x2, 21”) = 5 J21c (E> ak, 
k=O 
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ob qT est la forme bilineaire (3.19). Les termes Jik (E) sont, a l’ordre p&s, les termes 
d’impedance. On se propose d’etudier leurs comportements quand E tend vers zero, par 
deux approches. 
La premiere methode est classique et utilise les raccordements de developpements 
asymptotiques (cJ: [22], [l 11, [8], [ 131, [6]) et l’approximation (5.30) sur la solution. La 
seconde utilise le resultat obtenu au theoreme 16. 
Les paragraphes 7.1 et 7.2 Ctudient le cas d’un mouvement rigide sans translation 
(a0 = 0); 7.3 et 7.4 t rai en t t 1 e mouvement de w, constitue seulement d’une translation 
(a1 = a2 = 0). 
7.1. a0 = 0. PremPre mdthode 
On cherche le terme principal du developpement interieur cW”, c’est-a-dire de la 
solution du probleme (1 .l 1) avec : 
f2 = 0, 
h: (t) = QI (1 + ~2 12, 
hi: (0 = 8, (w G + ~2 (2). 
La solution W” est de la forme 
(7.3) w” K) = a1 G + Q2 E2 + Cl cl (Q + c2 c2 (I), 
oti C1 et C2 sont inconnues. 
Le terme principal du developpement exterieur, solution du problbme (1.10) avec 
f1 = g1 = 0, est de la forme : 
(7.4) v” (x) = BI q1 (z> + B2 q2 b>, 
d’apres le theoreme 8; 
(7.3) et (7.4) s’ecrivent, 
(7.5) I 
w” (0 = Ql I1 + a2 (2 + c cj p'j (<) - ^/jl Vll(() 
j=1,2 
- ‘Yj2 VI2 (0) + 0 (WI), 
V” (x) = c Bj (@)‘j (2) - rjl V1’ (XT) 
j=1,2 
- rj2 V12 (x)) + 0 (1x1” lnlz]), 
d’apres (3.11) et (4.3). En posant x = E[, on identifie les parties principales de V” (x) 
et de EW’ ([) et on obtient : 
(7-Q Bj = Cj j = 1,2, 
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et 
(7.7) = -T(E)-1 ;; ) [ 1 
oh la matrice T(E) a CtC dkfinie en (5.15). 
On peut alors construire une reprhentation asymptotique globale de la solution sous 
la forme : 
(7.8) u (E, x) = x:, (E, x) v” (x) + x: (E, x) EWO (E-l x> - x; (E, cc> xll, (E, x> Y0 (z>, 
oli xh et x: sont dCfinies comme en (2.3), et oti Y” est don&e par, 
(7.9) Y” (x) = c Bj (@‘j (x) - rjl V1’ (x) - rj2 V12 (x)). 
j=1,2 
On hit U (E, x) sous la forme (7.8) car Y” (x) apparait h la fois dans V” (x) et 
dans W” (E-’ e). Les conditions limites (1.6) et (1.7) sont alors satisfaites par U avec les 
seconds membres dkfinis en (7.1). 
De plus comme XL xh = XL + xh - 1, on montre aiskment que : 
(7.10) AZ U (E, x) - AU (E, ix) = [A:, x; (E, z)] (V” (x) - Y” (x)) 
+ [A;, x; (E, x)] (E IV0 (~-l x) - Y” (x)) 
- A& (E, cc) (&Iv0 (E-l x) - x; (E, x) Y0 (XT)), 
= 2 Qh (e, 4. 
h=l 
On va estimer la norme des Qh dans Vj (Cl (E)), /? ~]l + 1, 1 + 2[. 
Comme on a : 
V”-Y”=B1$+B& 
on a aussi d’aprks (3.11) et (7.7), 
(s ds 
l/2 
II&l; V; (0 WII < cW1 + IW )512(p-z)-3 1 + (ln(zll)2 dlsl , 
da/2 
< c (la11 + /aal) @-l-l 
d’aprh (7.7) et (5.16). 
De manih-e analogue, 
EWO (c-1 x) - Y0 (ST) = E (Cl ? (E-l x) + c2 ? (E-l 4) 
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et done, d’aprks (4.2), 
10: (EWO (&-lx) - Y” (cc))/ < CEIX(-~ (1 + /h/El ~11) (ICI1 + IC2/). 
On obtient : 
II&s Vj P WII 
< c(lCll + IC21) li2 l~12(~-‘+k)~21~)-2(k+4) (1 + Ilnl&-1zll)2 l~[a![zj) 
112 
. 
Enfin, Q3 s’estime de mCme par : 
llQ3; $ (0 WII 
< c 115. -+eWO (&Cl 2); v; (o I 1x1 2 &)(I + $ 5 1x1 2 d& 
+ IJZ -+ &WO (&Cl CT) - x; (E. XT) Y” (XT); V; (de 2 JzI 5 d)lj . 
< &1l+ lQzl>E. 
On a obtenu finalement, 
)[A2 U - AU: V; (i2 (&))I/ F CE@-‘-~ (la11 + Ia2(), 
pour p appartenant St ]Z+ 1, 1 + 2[ et E, B 10, ~~1. 
En remarquant que la diffhrence U - u” est la solution du problbme (1 S), (I .6), (I .7) 
pour le second membre (A2U - AU, 0, 0), on a l’estimation (5.30) : 
IIU - ua; v;+4(fl (4) II F c~~--E-2~1n~)-1~~(A2 U - AU, 0, 0); Ri V(~(E))(/, 
< cE2~~-2~-3~1rlt‘l-1 ([all + Ia21). 
Ceci permet de calculer les expressions asymptotiques des termes d’impkdances (7.2). 
On a, 
or 
(7.11) q7 (L&k, U) = -(WE w” (c-l cc), 27 2k)&& = -c, 
d’aprks (3.20), (7.9, (7.8) et de man&e analogue B ce qui a CtC fait pour (6.20). D’autre 
part, on a : 
(7.12) lqT h, ~a - u)l 5 II@, 0, D’ac); Rf V (fl(4)lI . 11~~ - U; V;+4 (fl (~)>ll, 
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comme dans la demonstration de (6.16), et ou y = 22 + 4 - p. Or, par le lemme 1, 
Il(O, 0, 2)‘~); R; V (0 (c))1] 5 1(x/c; I!;+* (0 L (51 L c&>ll L C&-‘--I-’ 
et done il reste. 
soit, d’apres (7.7) et (7.11), 
(7.13) Jj]i (E) = T$ (E) + 0 (P-iIlnE(-i), 
pour j et k prenant les valeurs 1 et 2. Cette approximation des termes d’imp&lance est 
valable pour tout ,0 compris entre 1 + 1 et I + 2, bomes exclues. 
7.2. QO = 0. Deuxkme mCthode 
La solution rP peut s’ecrire 
UQ (E, x) = a1 x1+ a2 q? + u (E, x), 
oil u (E, z) est solution du probkme (1.5), (1.6), (1.7) avec Ie second membre : 
(7.14) 
{ 
Pk x> = ~(~1~1+~2~2), 
B(X,V,)u.=g(c,2)=0 avec B=N, 
P(2, v&l = h(E, z) = 0, 
u admet la decomposition (6.12), 
U(&, x) = E c 5i k-l 4 a ({f, 0, 0)) + G (6 4, 
id,2 
avec 
(7.15) II@ vj’” (Q WII < c (lo11 + la21) 
< 4lWl 9> w; $3 v w Mll 
et en appliquant le theoreme 16 : 
(7.16) UC&, 4 = E c ci (z-l 4 q1 (4 . {(A (a1 Xl + a2 24, $)Q(E)) + ii (E, 27). 
i,k=1,2 
Comme A (zj, n”)o = qT (zj, $) = -Sjk, on a, 
a = -A (w a + a2 22, $)cz(~J + 0 (E*llnEl) (la11 + la2l) 
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et done : 
u (E, x) = --E c ( c Tii’ (&) CQ) ci(E-l x) + ii (E, XT) 
(7.17) 
i=1,2 k=1,2 
+ 0 (&“I (IQ11 + b21) c ci +-lx>. 
i=1,2 
On calcule les termes d’impedance. On a [c$ (7.1211, 
147 (WC, G)I I c~z-p+2JIc v;+4 (fi (E>>II, 
< cEz-p+2 (Iall + lazl) - 
et d’apres (4.3) et des calculs analogues a ceux de (6.20) : 
qr (Q, u”) = c TG1 (&) Qi + 0 (El-P+2) 
i=1,2 
et on obtient les approximations, 
(7.18) Jjk (E) = T]<’ (E) + 0 (c”+2-p]ln cl-‘). 
A premiere vue, les restes obtenus en (7.13) et (7.18) semblent difftrents. En fait, 
comme ,# est arbitraire dans ]E + 1, 1 + 2[, on a bien des estimations de mCme type. On 
a la proposition suivante : 
PROFWITION 18. - Pour tout S uppartenant h 10, l[, 
1 Jjk (E) - T$’ (&)I 5 cg &l-6 j, k = 1,2, 
oli cg est we constante inde’pendante de E duns 10, ~01. 
7.3. a1 = a2 = 0. Premiere mkthode 
Dans ce cas, le problbme indrieur est defini par : 
f2 = 0, 
h;(l) = Qo, 
h; (0 = 0, 
qui admet dans V, z+4 (R2\w), une solution de la forme : 
(7.19) W(F) = Qo (1+ E Cl cl (t) + E (72 c2 (0) = a0 + EWO (E). 
Le problbme exterieur est homogene et admet une solution unique 1 + no dam H2 (52) 
telle que 77’ (0) soit nul; q” est solution de : 
(7.20) 
C 
A2q0-Ano=& 
An = -N(l) = 0. 
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Ce problbme admet des solutions dans V’+4 R p+l ( ) qui admettent la decomposition (3.4), 
avec p Cgal a 1. En particulier, no Ctant dans H2 (R), on a 
71O (4 = + (4 + Cl0 21 + c20 527 
ou $ est element de Vj’” (R) et est solution de, 
(7.21) 
t 
A2770 -A$’ =A(l+closl +czoz2), 
A@) = -N(1+ Cl0 Zl + c20 22) = 0. 
Les conditions de compatibilite de ce probleme s’ecrivent : 
A (1+ Cl0 21 + c20 x2, vk)n = 0, 
ou les nk (k = 1,2) sont les fonctions definies par (3.11). Elles sont v&ifiCes si cje et 
I’jo sont Cgales d’apres (3.20) (ct [6]); 
(7.21) admet alors une solution unique dans VF4 (0) et on a : 
77O (4 = $ (x) + r10 Xl + r20 22, 
= rlozl +r20~2 +roo@0(2) +k CHAP +$(x), 
r=l 
ou 770 appartient a $2; (R), d’apres le theoreme 3. 
On choisit la solution du probleme exterieur sous la forme : 
(7.22) V” (4 = ao ho (4 + AI $ (4 + A2 v2 (4) 
= ao [C Aj (dP (x1 - rjlv11(2g - rj2v12 (x)) 
j=1,2 
+ rol P(2)+ ro2 v12(5)] + 0(12j2 In 1x1) 
et on Ccrit, 
(7.23) EWO ([) = &cl!0 C cj (@)‘j (0 - Yjl vll (E) - ^Ij2 V12 (t)) + 0 (In It\>- 
j=1,2 
On pose z = E[ et on raccorde. On obtient : 
(7.24) 
On construit la representation asymptotique globale de la solution sous la forme 
a0 + U (E, x) avec, 
(7.25) u (E, lx) = x; (E, Lx) v” (x) + x0, (E, x) EWO (E-l CT) 
- xii (E> x> xti, (5 x> y1 (4, 
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oti Y’ est d&hi par : 
(7.26) Y1 (x) = a0 [ c A, ((a’j (x) - I$ V1’ (x) - rj2 V12 (x)) 
j=1,2 
+ ro1 vll (z) + ro2 v12 (xc>] ; 
U v&Se les conditions limites (1.6) et (1.7), et on a une d&composition analogue ?I (7. lo), 
A: U (E, z) - AU (E, x) = 2 Qh (E, z). 
h=l 
L’estimation de ce terme se fait comme pr&Cdemment; on a : 
&I (E, x> = [A:, xk (E, 41 (V” (x) - Y1 W, 
on remarque que, 
done, 
II&l; $ (Q (~)>ll < +.01(1+ IAll + I&l) Ep-‘-111n4. 
De meme, si, 
alors, 
Q2 k 4 = [A:, xf, k 41 C&W0 (&-’ x) - Y1 b)), 
II&z; V/4 (fl (&))I1 < 4~l0KlGl + lC2l) 4n4. 
La dernike quantitk Qs s’estime de mCme. Finalement, 
llA2U - AU; V; (Cl (&))I[ 5 d-‘--llcxOl, 
en tenant compte de (7.24). 11 en rksulte que, TP &ant la solution, 
IJU - ua - ao; I$+” (Q (.E))[[ < ~~~~~~~~~ (In&l-l [CEO/, 
d’aprhs (5.30). On calcule les termes d’im$dance, 
QT (a, ‘lLO) = QT (me, ?f - u - Qo> + 47 (a, u + ao), 
on a, 
q7. (a, u”) = -G a0 
De mEme qu’en (7.12), il reste, 
(7.27) J/co (4 = P&l (~1, T,-,’ (41 rol [ 1 ro2 + 0 (E~-‘-~ Jln$l), 
pour k prenant les valeurs 1 et 2 et p appartenant ?i ]1+ 1 et I + 2[. 
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7.4. al = a2 = 0. DeuxPme mbthode 
On au” (E, X) = aa+u (E, Z) ou u est solution de (1.5) (1.6), (1.7) avec f (E, X) = Acua 
et g et h nulles. On pro&de comme en 7.2 avec ici, 
(7.28) 
On obtient alors : 
(7.29) u (E, x) = --E% c ( c Ti-,’ (E) r,,k) ci (E-’ $) 
id,2 k=1,2 
+ ii (E, x) + 0 (E4)IQlJ( c ci (E-1 x) 
i=1,2 
et on trouve ainsi que : 
(7.30) 
qui est analogue a (7.27). 
8. Remarques et commentaires 
lo) Soient A et 5 deux op&ateurs dans un espace de Banach C, tels que : 
ker A = (cp), coker A = ($J) avec cp E L, $ E L* et (cp> !a = 1. 
Alors on a la representation : pour tout E non nul et tout F de L, 
(8.1) (A + EB)-I F = E-I{& 4) (F, Icl) cp + S(E) F, 
ou § est un operateur borne de L dans lui-meme (c$ (91, [21]). 
Cette formule (8.1) est analogue a la representation classique de la resolvante sous la 
forme : 
(8.2) (A + AM)-' F = X-l(F, T,!J) cp + I’(X) F, 
pour X tel que 0 < 1x1 < SO, et oti I’ est holomorphe au voisinage de zero. 
Pour E = 0, a l’op&ateur Sz,, defini en (5.2), correspond en un certain sens [c$ [14]], 
l’op&ateur dip (A) = {A:o (A), Afp} [cJ: (3.1) et (4.1)]. 
Pour p appartenant a]Z+l, Z+2[, (0, <‘} et (0, c2} constituent une base de ker dip (A) 
tandis que {#, 7$, 0, 0) et {q2, lq2, 0, 0) forment une base de cokerdla (A). On peut 
alors constater une analogie formelle entre (6.8) et (8.1). 
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2”) Si on remplace ,8 par y = 21 - p + 4 dans A, [cJ: (5.2)], alors on a vu dans la 
remarque 14 que l’estimation (5.30) ttait encore valable. De plus, on peut montrer comme 
on I’a deja fait dans les parties 5 et 6 que : 
(8.3) d,l ({f, g> W = c [ 2 -+ vi (41. fii (if, 9, h)) + % ({f, g, W)> 
i=1,2 
avec 
et 
[Id?; R; V(R (E)) --) V;+4 (n (E))[[ < c 
(8.4)fii (if, 9, h)) 
= E c q;’ (E) . {(f, IC -+ 5” (E-’ x))ocEj - (h, 2 -+ NE <” (e-l z))an}. 
k=1,2 
La permutation de ,0 et y echange les proprietes des op&ateurs A& (A) (surjectif) et 
A$ (injectif) et permute les rales jot&s par ci et qk. 
3”) On a vu que pour /3 = 1 + 2, les opkateurs AiD (A) et A& perdent la propriM de 
Fredholm. Cependant, on peut Ctudier ce cas particulier separement. Nous nous bomerons 
ici, a donner les resultats sans demonstration. Pour simplifier, on suppose des conditions 
de Dirichlet homogbnes sur dQ et dw, : B = D et g = h = 0 dans (1.6) et (1.7). On 
a alors le lemme : 
LEMME 19. - Sur Ze sous-espace ‘H d&ini en (3.9), les nonnes 11~; H2 (fI(e))II, 
(a(~, u))‘i2 et 
(8.5) (IlV~ u; L2 (a (e)>ll” + )(z -+ (XI-~ (1 + Iln]xl])-l V, u; L2 (Q (e))II” 
+ llz + ILC)-~ (1 + (ln]z(])-l zL; L2 (R (E))~~“)‘/“, 
sont t!quivalentes. L.es constantes d’tfquivalence ne dbpendent pas de E inf+ieur ci un ~0 jixt?. 
La demonstration resulte d’inegalites de Hardy. On peut alors demontrer le theoreme : 
THJ~OR&E 20. - Sous les hypothkses prtfctfdentes, la solution u appartenant ri 
IIP+~ (C? (e)), v&rife l’estimation : 
1+4 
1114112 + c IIT + I4 k-2 0: u(z); L2 (0 (E))ll2 
k=3 
5 c 
( 
115 --+ 14” (1 + IW4l> f (4; L2 P k>>l12 
z -+ 14k+2 0: f (4; L2 (Q (4>II” , 
k=l 
00 I I 1. ((I est la not-me d&inie en (8.5) et oli c ne dkpend pas de u, f et E appartenant ci 10, ~01. 
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Notons que cette dernibre in&alit6 s’bcrit encore : 
En comparant avec (5.30), on constate que pour p Cgal 2 1 + 2, la constante c de 
1’inCgalitC (5.30) doit dkpendre de E. 
En outre, pour A = 0, la fonction v+!I~ (x) = xj (ln(aj)2 est solution de, 
sur le domaine R (E) constituC du disque de centre 0, de rayon 1, privC du disque de 
centre 0 et de rayon E. Or on a : 
IWj; %:i” (fl (&)>I1 2 4n45’2, 
tandis que, 
ce qui montre la prkision de l’inCgalit6 (8.7). 
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