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ABSTRACT

Software complexity is an indicator of the expected future maintenance and sustainability.
Excessive complexity suggests that software or a component of software has a design or
implementation that is difficult to understand, modify, and maintain. Several complexity
measures have been developed by researchers to identify and characterize degrees of
complexity. Code smells are widely adopted as indicators for low code quality. Many studies
have adopted fixed threshold values for code smells and other quality metrics. These fixed
threshold values often ignore the uniqueness of each software system and the unique roles
each component play. Moreover, these thresholds are largely fixed throughout the software
development lifecycle. Complexity frameworks that adopt fixed thresholds do not adequately
consider variations in development technologies and the architectural roles of various code
and design elements. This is a significant limitation particularly at this period where software
platforms, middleware, and contexts are going through a rapid period of flux.
This dissertation reports on a novel software complexity metrics that adopts dynamic
threshold values. This approach ensures that the derived metrics are uniquely tailored for the
software under development, sensitive to the architectural roles played by modules, and that
the metrics and their thresholds can dynamically evolve throughout the software lifecycle.
This research is motivated by the following hypothesis: Sustainability metrics that are derived
from software designs provide better characterization of codebase quality and sustainability
than traditional metrics. This dissertation presents two main contributions as follows.
The first contribution is a study that proposes novel complexity metrics derived from the
software design. In order to establish a fundamental foundation for these metrics, a theoretical
vi

and practical evaluation is performed. The theoretical evaluation is performed using the
Weyuker’s nine properties to ensure the validity and correctness of the proposed metrics. The
results demonstrate that the design driven complexity metrics satisfy by all Weyuker’s
properties. An empirical evaluation is achieved by investigating correlations between the
proposed design complexity metrics and other existing contemporary measures, such as code
smells and technical debt.
The second contribution is a set of mathematical formulas that calculates fuzzy metrics
that adopts dynamic thresholds. These formulas enable an extensive empirical evaluation of
these fuzzy metrics against data extracted from experts’ evaluations. This empirical study
demonstrates that fuzzy metrics are significantly more aligned with human expert evaluators
than existing methodologies.
Developing accurate software quality frameworks can significantly improve how
organizations manage their ever-increasing codebases, and can provide effective guidance to
practitioners as they refactor and reengineer their software systems.
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CHAPTER 1: INTRODUCTION

This chapter introduces the dissertation topic that is concerned with software quality and
code smells. This chapter also presents the main research objectives of this dissertation.
Finally, the chapter lists the publications based on this dissertation: nine published papers, and
one paper under review.
1.1 Background
Software systems are growing in size and becoming more complex. Managing these
growing systems is a tedious task. Additionally, there are deficiencies working in these
complex systems. One established mechanism for managing growing software complexity is
the use of software design and modeling. Software modeling more specifically UML (Unified
Modeling Language) model opens the door to software stakeholders where software
developers participate in software development and collaboration. Models tend to be more
abstract, easier to understand than the code, and can represent software systems at various
levels of abstraction. Models can be used to generate all or most of the code, further increasing
the developers’ productivity and improving the reliability and quality of software systems.
1.1.1 Software Quality
Software quality means that the software satisfies all the functional and non-functional
requirements. The functional requirements are the customer needs in software. Non-functional
requirements are the quality attributes that can help to produce a high level of quality. The
attributes include software maintainability, reusability, reliability, performance and
sustainability. Software quality attributes and measures are some of the main factors that made
1

significant influences on software engineering [4]. It plays an important role in evaluating
software systems to provide the market with high quality competitive applications. There are
many measurement approaches developed by researchers such as cyclomatic complexity
which has been developed by McCabe [66] to compute the control flow graph of the program.
Code smells are considered as software quality measure which are a certain structure in the
code that indicate some violations of the software design and impact software quality
negatively [150]. Some examples of code smells are large class, lazy class, long method,
feature envy, and refused bequest (explained in 2.2.1). The goal of my research is to develop
a novel approach that formulates software code quality metrics with thresholds that are
derived from software design. This method results in metrics that, instead of adopting rigid
thresholds, formulates dynamic, unique and evolving thresholds specific to each software.
1.1.2 Software Sustainability
Software sustainability describes the practices that allow software to continue to operate
as expected for a long period of time [5]. Software sustainability is a systematic challenge for
many communities such as software developers, open source communities, and software
researchers [3]. In recent years, software lack sustainability because of some limitations in its
design or due to the growing complexities embedded in its algorithms and codes. The
importance of sustainability in software arises because there is a lack of long-term thinking in
the current software engineering practice. Engineers mostly focus on technical aspects of a
software system and any concern beyond the immediate software release is usually treated as
secondary [249]. It has been argued that sustainability should be the main concern in software
engineering discipline because sustainability impacts all aspects of human societal life aspects
including commerce, education, environment, finance, and governance. Figure 1, shows the
2

result of a study that I conducted to understand what can impact the software sustainability in
two phases, design and coding

3

Figure 1: Mapping of the software sustainability

4

1.1.3 Software Complexity
There are several researches on the software complexity, yet there is no consensus of a
definition of software complexity. The IEEE defines software complexity as “the degree to
which a system or component has a design or implementation that is difficult to understand
and verify”. Basili defines complexity as “a measure of the resources expended by a system
while interacting with a piece of software to perform a given task” [151]. In general, the
complexity of software system can harm the maintainability and sustainability. Moreover, it
reduces the understandability which can lead to many limitations of improving and modifying
the system in long term. Recently, the need for developing complex software systems that
provide many services and operate on different platforms has been increased rapidly. This
need for more complex systems can create some impediments for software sustainability in
the future and increase the cost and time of modifying. To measure software complexity, many
researchers produced some measurement metrics that are based on number of elements in the
design. My research aims to develop metrics which are more adequate in predicting the
system’s complexity based on the complexity of each element in the software design,
specially, the UML class diagrams and state machine models.
My goal is to produce two measurement approaches that will help to identify software
quality. The first one measurement approach aims to measure the design complexity. The
second measurement approach is to measure software quality by using the result of the first
measures. My research goals are motivated by the following research objectives.

5

1.2 Research Objectives
The goal of my research is to develop novel complexity and quality metrics for
software designs and code that will capture software faults better than the existing ones.
Towards that goal, I plan to attempt the following objectives.
Objective 1: To develop new complexity metrics for UML Class models that will
capture software deficiencies better than the existing ones.
My research developed new complexity metrics to measure software design complexity.
My focus of complexity measures is in two UML modeling notation, one of them is UML
class diagram. The metrics will be based on the complexity of the elements within the class
diagram (attributes, methods, and associations). I performed two evaluation studies to
understand the validity of my new complexity metrics for the class diagram. The first
evaluation study aims to investigate the theoretically validation of the proposed complexity
approach. I have used the widely used approach, which is Weyuker’s measurement properties.
The results found that the proposed measure is satisfied by all of the nine Weyuker’s
properties. The second evaluation study is a practical evaluation investigation of the proposed
metrics.
Objective 2: To develop novel UML state machine diagram complexity metrics that
will capture software deficiencies better than the existing ones.
My goal is formulating new UML state machine diagram complexity metrics. I also
performed an evaluation study to recognize the validity of my new complexity metrics for the
state machine diagram. I performed a study to explore the theoretically validity of the state
machine complexity measure. The goal is to apply Briand´s theoretical property-based

6

framework to ensure the correctness of the metrics. Our results show that the proposed
complexity metrics is satisfied by four from five properties.
Objective 3: To formulate adaptive quality metrics for code units that will capture
software deficiencies better than the existing ones.
I have developed a novel approach that formulates code quality metrics with thresholds
that are derived from software design models. This method results in fuzzy metrics that,
instead of adopting rigid thresholds to quantify code smells, formulate a unique and evolving
threshold specific to each code module.
Objective 4: To evaluate the aforementioned quality and complexity metrics.
I have performed a study to evaluate the proposed fuzzy measures against open source
codebase developed by experienced software engineers. The results [6] suggest that the
proposed methodology results in code quality quantification that provides an adequate
characterization of measuring the code quality and identifying code smells. Moreover, I have
studied the relationship between the proposed fuzzy quality metrics and the size of source
code. The goal is to investigate if the complexity will increase the size of the software. The
results [10] found that there is a high correlation between codebases complexity and size of
code in term of lines of code.
1.3 Publications based on this dissertation
Towards constructing my PhD dissertation, I have authored and co-authored in two journal
papers [5] and [7]. Also, I have published seven conference papers [1], [2], [3], [4], [6], [8],
[9], and one conference paper under review [10]. The main goal of those publications is to
build and present novel code quality metrics that start with measuring the complexity of the
7

software design. The first paper reports on a systematic literature mapping study on modeldriven security. The first conference paper is a long-term survey study to investigate the
practices of software development that have an impact on software quality and sustainability.
I have developed a novel complexity metrics to measure UML class models and state machine
models resulted in two published papers. Moreover, I have formalized a new software
quantification methodology that derives quality metrics from key software design elements as
demonstrated earlier. I have applied this new quantification methodology on sample code
repositories of more than one million lines of code to evaluate the effectiveness of my
proposed quantification approach. This effort has resulted in some accepted conference
papers. The following summarizes my research publications based on this dissertation.
1.3.1 Comprehensive Model-Driven Complexity Metrics for Software [1]
Software complexity is an increasing challenge that many software developers faces, and
it is an important indicator of the quality of any software which can affect the sustainability
and maintainability. To quantify the complexity of any software design, we need to develop
appropriate metrics to estimate its complexity. Many researchers had developed some
complexity metrics to measure the level of complexity in software models. Most of these
metrics are limited in scope and focus on counting the number of elements in each design,
overlooking the unique characteristics of these elements and their interactions. In this study,
we propose a new methodology to measure the complexity of any software design. This
measurement approach is based on evaluating each element in any class diagram and state
machine diagram by assigning a complexity rate. The complexity rate can be either primitive,
simple, or complexity. Then, we can measure the complexity of a system by adding the
complexity values of all elements within the software design.
8

1.3.2 Code Complexity Metrics Derived from Software Design: A Framework and
Theoretical Evaluation [4]
This study proposed a new methodology to measure software complexity. The novel
methodology derives software complexity metrics from the software design. This encloses
that the derived metrics are uniquely tailored for the software under development and the
metrics can dynamically evolve throughout the system life cycle. In addition, it adequately
considers variations in development technologies and the architectural roles of various code
and design elements. The proposed complexity metrics involve assigning complexity rates for
all components of a class (attributes, methods and associations) and by adding those
components we can estimate the complexity of the class.
I evaluated the proposed metrics on the examples of actual software. It worked much better
than all previously proposed metrics. I also tested the proposed metrics against the nine
Weyuker’s properties in order to validate the usefulness and correctness our measure. I found
that the proposed measure satisfies the properties. Moreover, I evaluated it against the
understandability framework to ensure that it is clear and understandable by the users.
1.3.3 Metrics to Measure Code Complexity Based on Software Design: Practical Evaluation
[10]
In this chapter, I attempt a practical evaluation study of the code complexity metrics that
presented in chapter 3. To evaluate this approach, I performed a study to investigate the
correlation between the proposed complexity metrics and the associated code, in particular,
the code size, code smells, and technical debt. The results showed a high correlation between
the complexity of the codebase measured by the proposed UML class diagram complexity
9

metrics and the code size. Moreover, the results suggest that when the complexity of a class
is high that will increase the chance to be a smelly class. That’s mean that when the complexity
increased, the smelly classes increased as well. Further, we found that the time needed to fix
the complex classes is much more than the time needed to fix classes with lower complexity
value.
1.3.4 Theoretically Validated Complexity Metrics for UML State Machines Models [3]
The unified modeling language UML is a modeling approach that can provide a clear
understanding of the system design in early stage of software lifecycle. One of these modeling
languages is UML state machines diagram is a modeling notation of the system behavior. This
modeling notation aims to describe the states of the system and any transition between the
states. In this study, I have introduced a novel complexity metrics to measure the UML state
machines diagram complexity. The proposed approach is formulated by assigning a
complexity rate for each element in the state and transition. Moreover, I evaluated the
mathematical validity of the proposed complexity metrics theoretically by applying Briand´s
theoretical property-based framework to ensure the correctness of the metrics. The result
shows that my proposed complexity metrics satisfies four out of five Briand´s complexity
property.
1.3.5 Towards a Model-Based Fuzzy Software Quality Metrics [6]
Code smells and Technical debt are two common notions that are often referred to for
quantifying codebase quality. Quality metrics based on such notions often reply on rigid
thresholds and are insensitive to the project unique context, such as development technologies,
team size, and the desired code qualities. This challenge often manifest itself in inadequate
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quantification of code qualities and potentially numerous false positives cases. This paper
presents a novel approach that formulates code quality metrics with thresholds that are derived
from software design models. This method results in metrics that, instead of adopting rigid
thresholds, formulates unique and evolving thresholds specific to each code module. This
paper presents the novel methodology and introduces some novel code quality formulas. To
evaluate the proposed formulas, I evaluated them against open source codebase developed by
experienced software engineers. The results suggest that the proposed methodology results in
code quality quantification that provides more adequate characterization.
1.3.6 Empirical Evaluation of Fuzzy Code Smells Methods with Expert Assessment [9]
In this study, I performed another empirical study to evaluate the code smells metrics. I
performed a comparative study between the proposed fuzzy metrics for detecting code smells
and four other code smell detection tools. I used a list of smelly classes and methods of two
codebases that were identified manually by experts in software engineering. The results of the
statistical analysis found that our fuzzy approach is better than the techniques that are adopted
by the four code smell detection tools. As a result, in this paper I demonstrated the validity of
the proposed fuzzy quality metrics.
1.4 Organization of this dissertation
This dissertation is organized based on my research contributions to date. Chapter 2
poresents the related works. Chapters 3, 4, 5, 6, 7 and 8 are based on published papers and
present the main research contributions. Chapter 9 present the main findings, implications,
and limitations. Chapter 10 contains the conclusion to the dissertation.
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1.4.1 Chapter 2: Related Works
This Chapter covers papers related to software quality and UML modeling complexity.
The research areas that is included in this chapter covers the following: UML models
complexity metrics, characterization of code smells, software quality metrics, quality
assessment by design recovery, fuzzy software quality metrics, software design quality and
design smells, technical debt, impact of quality metrics on software maintenance, and
software complexity as a measure of code quality.
1.4.2 Chapter 3: Comprehensive Model-Driven Complexity Metrics for Software
Chapter 3 outlines the metrics for two major software design notations; UML Class
Diagrams and UML State Machines. The approach is based on the analysis of the design
elements and their interactions.
1.4.3 Chapter 4: Code Complexity Metrics Derived from Software Design: A Framework
and Theoretical Evaluation
This Chapter presents the proposed UML class modeling complexity metrics. In this
chapter I explain the design driven code complexity metrics and I provide an example to
demonstrate the proposed metrics. Then, I describe framework and theoretical evaluation to
validate our measure. After that, I committed a comparative study of other complexity
measures in term of Weyuker’s properties evaluation.
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1.4.4 Chapter 5: Metrics to Measure Code Complexity Based on Software Design: Practical
Evaluation
This Chapter presents the practical evaluation of the code complexity metrics presented in
the previous chapter. This chapter started with reporting on some related works. After that, I
explain the proposed code complexity metrics. Moreover, I describe a practical evaluation
study to validate the complexity metrics, and then I explained and commented on the results
of this study.
1.4.5 Chapter 6: Theoretically Validated Complexity Metrics for UML State Machines
Models
In this Chapter, I introduce the complexity metrics for the UML state machine models. In
addition, I evaluate the mathematical validity of the proposed complexity metrics theoretically
by applying Briand´s complex properties. This chapter is constructed as follows; the first
section covers the related research works. The second section explained the proposed state
machine complexity metrics. Then I provide demonstration examples for the proposed
measures. After that, I have applied the approach to the Briand´s theoretical property.
1.4.6 Chapter 7: Towards A Model-Based Fuzzy Software Quality Metrics
This chapter presents the novel approach that formulates code quality metrics with
thresholds that are derived from software design models. This method results in metrics that,
instead of adopting rigid thresholds, formulates unique and evolving thresholds specific to
each code module. I provide a motivation example then I proposed the approach. Then, I have
showed the study design, results, and the analysis of the results.
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1.4.7 Chapter 8: Empirical Evaluation of Fuzzy Code Smells Methods with Expert
Assessment
This chapter presents another empirical study of the novel approach of the code quality
metrics with thresholds that are derived from software design models presented in the previous
chapter. This chapter is organized by starting with related works. After that, I present the study
design, then I show the results of the study. Then, I did an analysis of the results, and finally,
I explain the threats to the validity of this study.
1.4.8 Chapter 9: Results and Main Findings
This chapter summaries the final results and the main findings of all studies that I
conducted in my PhD dissertation. The studies are Code Complexity Metrics Derived from
Software Design: A Framework and Theoretical Evaluation in chapter 4, Metrics to Measure
Code Complexity Based on Software Design: Practical Evaluation in chapter 5, Theoretically
Validated Complexity Metrics for UML State Machines Models in chapter 6, Towards A
Model-Based Fuzzy Software Quality Metrics in chapter 7, and Empirical Evaluation of
Fuzzy Code Smells Methods with Expert Assessment in chapter 8. Moreover, I present the
theoretical and practical implications, and also, I show the limitations of the dissertation.
1.4.9 Chapter 10: Conclusion
This chapter summaries and concludes the dissertation.
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CHAPTER 2: RELATED WORKS

This chapter covers the work done in this area. I have covered research works related to
software quality and UML modeling complexity. The research areas that included in this
chapter covers the following: UML models complexity metrics, characterization of code
smells, software quality metrics, quality assessment by design recovery, fuzzy software
quality metrics, software design quality and design smells, technical debt, impact of quality
metrics on software maintenance, and software complexity as a measure of code quality.
2.1 Complexity Metrics for UML Models
Kim and Boldyreff suggested a software metrics that can be applied to the elements of
UML modelling [144]. The proposed UML metrics are based on the metamodel scheme and
divided into four categories of metrics which are model, class, message, and use case metrics.
The model metrics are; Number of the packages in a model (NPM), Number of the classes in
a model (NCM), Number of actors in a model (NAM), Number of use cases in a model
(NUM), Number of objects in a model (NOM), Number of the messages in a model (NMM),
Number of the associations in a model (NASM), Number of aggregations in a model
(NAGM), and Number of the inheritance relations in a model (NIM). The use case metrics
are: Number of actors associated with a use case (NAU), Number of messages associated with
a use case (NMU), Number of system classes associated with a use case (NSCU).
Doraisamy et al. proposed a model metric to be a guideline for software project managers
in order to control and monitor software [146]. The proposed model metrics are divided into
five important modelling activities. First, metrics integration, which results in deriving the
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final metrics using Constant Comparative technique. This technique is the core of the
Grounded Theory method. Second, metrics description, to identify the attributes of model
such as metrics name, purpose of the metrics, method of application. measurement formula
and data element, interpretation of measured value, metric scale type, and the target audience.
Third, metrics validation, by reviewing three important criteria, which are the correctness of
metrics title, the usefulness of monitoring and controlling software projects, and the validation
of measurement types. Fourth, metrics categorization, which validates metrics based on
project management Iron triangle model. This model contains three elements which are cost,
schedule and quality. Finally, metrics performance threshold value, by establishing Metrics
Performance Threshold Scale to validate the metrics.
Halstead approach: metrics are collected based on counting operators and operands of
Analytical Software Design (ASD) [149]. Halstead metrics use the following basis measures:
• n1: the number of unique operators,
• N1: the total number of occurrences of operators,
• n2: the number of unique operands,
• N2: the total number of occurrences of operands,
• n = n1 + n2 which indicates the model vocabulary,
• N = N1 + N2 which denotes the length of the model.
• Volume: V = N ∗ log2n, the volume metric V considers the information content of a

program as bits. Assuming that humans use binary search when selecting the next operand or
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operator to write, Halstead interpreted volume as a number of mental comparisons a developer
would need to write a program of length N.
• Difficulty: D = (n1/2) ∗ (N2/n2),

• Effort: E = D ∗ V denotes the effort spent to make the model,

• Time required to understand the (ASD) model: T = (E/18) (seconds),
• Expected number of Bugs: B = V /3000.
2.1.1 Theoretical Validation of Complexity Metrics
The metric for software should be validated theoretically and empirically for its
usefulness and validity [145]. The popular and widely used are Weyuker’s nine properties
developed by Weyuker [128]. These properties are:


Property 1 Noncoarseness: implies that not every class can have the same value
for a metric.



Property 2 Granularity: there should be a finite number of cases having the same
metric value.



Property 3 Nonuniqueness: implies that two classes can have the same metric
value.



Property 4 Design Details are Important: implies that even though two class
designs perform same functions, the details of design is important in
determining the metric for the class.



Property 5 Monotonicity: implies that the metric for the combination of two
classes can never be less than the metric for either of component classes.
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Property 6 Nonequivalence of Interaction: This property suggests that if there
are two program bodies of equal value which, when separately concatenated to
a same third program, yield program of different value.



Property 7 Permutation: implies that the measure is sensitive to the permutation
of classes.



Property 8 Renaming: implies that the metric should remain unchanged if a
class P is a renaming of a class Q.



Property 9 Interaction Increases Complexity: when two classes are combined,
the interaction between classes will increase the complexity metric value.

Kitchenham et al. defined a theory to validate measure by validating types of software
measurement which are attribute, unit, instrument and protocol validity [147]. The
Kitchenham’s properties for metrics are Property 1: for an attribute to be measurable, it must
allow different entities to be distinguished from one another, Property 2: a valid measure must
comply with the representation condition, Property 3: every unit of an attribute contributing
to a valid measure is equivalent, Property 4: different entities can have the same attribute value
within the bounds of measurement error, Property 5: any metric must be based on an explicit
model of the relationship between certain attributes, Property 6: a model must be consistent
dimensionally, Property 7: metric must not display any unexpected discontinuities, and
Property 8: the metric must be using the units and scale types correctly. Briand et al suggested
a property-based approach for software measurement validation by evaluating size, length,
complexity, cohesion and coupling [148]. The Briand properties as explained in the following
table.
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Table 1: Braind’s theoretical validation properties

Element

Metric Name
Property Size.1: Non-negativity

Size

Property Size.2: Null Value
Property Size.3: Module Additivity
Property Length.1: Non-negativity
Property Length.2: Null Value

Length

Property Length.3: Non-increasing Monotonicity for
Connected Components
Property Length.4: Non-decreasing Monotonicity for Nonconnected Components
Property Length.5: Disjoint Modules
Property Complexity.1: Non-negativity
Property Complexity.2: Null Value

Complexity

Property Complexity.3: Symmetry
Property Complexity.4: Module Monotonicity
Property Complexity.5: Disjoint Module Additivity

Cohesion

Property Cohesion.1: Non-negativity and Normalization
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Property Cohesion.2: Null Value
Property Cohesion.3: Monotonicity
Property Cohesion.4: Cohesive Modules
Property Coupling.1: Non-negativity
Property Coupling.2: Null Value
Coupling

Property Coupling.3: Monotonicity
Property Coupling.4: Merging of Modules
Property Coupling.5: Disjoint Module Additivity

2.1.2 Complexity Metrics for UML Class Diagrams
One of the most important structural modeling is UML class diagram, as the most
important structural model and indeed the central model of the UML. It shows the static
concept of classes to represent objects and the relationships between these objects. Many
different metrics for class diagram has been developed to help software developers to analyze
complexity and maintainability in the early phase of software lifecycle. One of them is
developed by Peter, In [131] to analyze the complexity of architecture by using metric tree.
He used UML diagram as an input to find some key indicators. He developed metrics to
predict class’s fault-proneness and to provide quality measurements as shown in Table 2.
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Table 2: Peter's Complexity Metrics for UML Class Diagram

Name
WMC (Weighted
Method per Class)
NOC (Number of
Children per Class)
DIT (Depth of
Inheritance Tree)

Metric

Description

𝑛𝑛

𝐶𝐶𝑖𝑖 is the complexity of the
methods

� 𝐶𝐶𝑖𝑖
𝑖𝑖=1
𝑛𝑛

𝑆𝑆𝑆𝑆𝑖𝑖 is the number of immediate

� 𝑆𝑆𝑆𝑆𝑖𝑖

subclasses

𝑖𝑖=1

max-leng is the maximum length
from the root node to the leaf
node

max-leng

𝑉𝑉 (𝑀𝑀𝑚𝑚𝑚𝑚 ) =

∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 𝑖𝑖𝑖𝑖_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝑀𝑀𝑚𝑚𝑚𝑚 ,𝐶𝐶𝑖𝑖 )
𝑇𝑇𝑇𝑇−1

𝑖𝑖𝑖𝑖_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝑀𝑀𝑚𝑚𝑚𝑚 , 𝐶𝐶𝑖𝑖 )=
MHF (Method
Hiding Factor)

𝑀𝑀𝑀𝑀𝑐𝑐𝑐𝑐
∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 ∑𝑚𝑚=1 (1 − 𝑉𝑉 (𝑀𝑀𝑚𝑚𝑚𝑚 ))
∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 𝑀𝑀𝑀𝑀(𝐶𝐶𝑖𝑖 )

𝑗𝑗≠ 𝑖𝑖
𝐶𝐶𝑗𝑗 𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑀𝑀𝑚𝑚𝑚𝑚
0 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝑇𝑇𝑇𝑇 = Total number of class
�

1 𝑖𝑖𝑖𝑖 �

𝑀𝑀𝑀𝑀 = Total number of methods
defined

𝑉𝑉 (𝑀𝑀𝑚𝑚𝑚𝑚 ) = Visibility of the total
classes from which the method
𝑀𝑀𝑚𝑚𝑚𝑚 is visible
(MHF is a measure of the use of
information
hiding
concept
through methods)

AHF (Attribute
Hiding Factor)

𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐
∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 ∑𝑚𝑚=1(1 − 𝑉𝑉 (𝐴𝐴𝑚𝑚𝑚𝑚 ))
∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 𝐴𝐴𝐴𝐴(𝐶𝐶𝑖𝑖 )

𝑉𝑉 (𝐴𝐴𝑚𝑚𝑚𝑚 ) =

∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 𝑖𝑖𝑖𝑖_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝐴𝐴𝑚𝑚𝑚𝑚 ,𝐶𝐶𝑖𝑖 )
𝑇𝑇𝑇𝑇−1

𝑖𝑖𝑖𝑖_𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣(𝐴𝐴𝑚𝑚𝑚𝑚 , 𝐶𝐶𝑖𝑖 )=

𝑗𝑗≠ 𝑖𝑖
𝐶𝐶𝑗𝑗 𝑚𝑚𝑚𝑚𝑚𝑚 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝐴𝐴𝑚𝑚𝑚𝑚
�
0 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝑇𝑇𝑇𝑇 = Total number of class
1 𝑖𝑖𝑖𝑖 �

𝐴𝐴𝐴𝐴 = Total number of methods
defined
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𝑉𝑉 (𝐴𝐴𝑚𝑚𝑚𝑚 ) = Visibility of the total
classes from which the method
𝐴𝐴𝑚𝑚𝑚𝑚 is visible
(MHF is a measure of the use of
information
hiding
concept
through attributes)
MIF (Method
Inheritance Factor)

AIF (Attribute
Inheritance Factor)

𝑀𝑀𝑎𝑎 (𝐶𝐶𝑖𝑖 ) = 𝑀𝑀𝑀𝑀(𝐶𝐶𝑖𝑖 ) + 𝑀𝑀𝑖𝑖 (𝐶𝐶𝑖𝑖 ) is total
number of available methods
(locally defined plus inherited)

∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 𝑀𝑀𝑖𝑖 (𝐶𝐶𝑖𝑖 )
𝑇𝑇𝑇𝑇
∑𝑖𝑖=1 𝑀𝑀𝑎𝑎 (𝐶𝐶𝑖𝑖 )

(MIF is a measure of inheritance
through methods)
𝐴𝐴𝑎𝑎 (𝐶𝐶𝑖𝑖 ) = A𝑑𝑑(𝐶𝐶𝑖𝑖 ) + 𝐴𝐴𝑖𝑖 (𝐶𝐶𝑖𝑖 ) is total
number of available attributes
(locally defined plus inherited)

∑𝑇𝑇𝑇𝑇
𝑖𝑖=1 𝐴𝐴𝑖𝑖 (𝐶𝐶𝑖𝑖 )
𝑇𝑇𝑇𝑇
∑𝑖𝑖=1 𝐴𝐴𝑎𝑎 (𝐶𝐶𝑖𝑖 )

(AIF is a measure of inheritance
through attributes)

M. Genero discusses two group of metrics to measure the complexity of class diagrams
[132]. The first group is to measure size which are the total number of classes (NC), attributes
(NA), and methods (NM). Second group is the structural complexity metrics which are
number

of

associations

(NAssoc),

aggregations

(NAgg),

dependencies

(NDep),

generalizations (NGen), generalization hierarchies (NGenH), aggregation hierarchies
(NAggH), the maximum DIT value obtained for each class of the class diagram (MaxDIT),
and the maximum HAgg value obtained for each class of the class diagram (MaxHAgg). Kang
et al proposed weighted class dependence graphs to present a structure complexity measure
for the UML class diagram by calculating classes and relationships between them [133]. They
are using the entropy distance to measure the complexity of the class diagram. Use stochastic
variables x and y to denote the output and input edges weight of each node.
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𝑝𝑝(𝑥𝑥𝑖𝑖 ) =
𝑝𝑝(𝑦𝑦𝑖𝑖 ) =

∑𝑛𝑛2∈𝑁𝑁(𝐷𝐷) 𝑊𝑊 (𝑥𝑥𝑖𝑖 , 𝑛𝑛2)
∑𝑛𝑛1∈𝑁𝑁(𝐷𝐷) ∑𝑛𝑛2∈𝑁𝑁(𝐷𝐷) 𝑊𝑊(𝑛𝑛1, 𝑛𝑛2)

∑𝑛𝑛2∈𝑁𝑁(𝐷𝐷) 𝑊𝑊 (𝑛𝑛1, 𝑦𝑦𝑖𝑖 )
∑𝑛𝑛1∈𝑁𝑁(𝐷𝐷) ∑𝑛𝑛2∈𝑁𝑁(𝐷𝐷) 𝑊𝑊(𝑛𝑛1, 𝑛𝑛2)

Class diagram metrics were proposed by Marchesi to measure the complexity by balancing
the responsibilities among packages and classes, and of cohesion and coupling among system
entities [134]. Table 3 shows the proposed metrics designed by Marchesi.
Table 3: Marchesi Complexity Metrics

Name

CL1

Metric

+ 𝐾𝐾𝑟𝑟 � 𝑁𝑁𝑁𝑁ℎ
ℎ∈ 𝑏𝑏 (𝑖𝑖)

Weighted number of
responsibilities of a
class

𝑁𝑁𝐶𝐶

+ 𝐾𝐾𝑒𝑒 � (𝑑𝑑𝑗𝑗𝑗𝑗 )𝑘𝑘𝑑𝑑

Weighted number of
dependencies of a class

ℎ∈ 𝑏𝑏 (𝑖𝑖)

CL3

CL4

CL5

𝑖𝑖

𝑁𝑁𝑁𝑁𝑖𝑖 = dim (𝑆𝑆 )
� 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑑𝑑𝑘𝑘𝑘𝑘 )

𝑘𝑘=1

of the system.

classes.
P array whose elements
are the packages of the

Depth of inheritance tree system. NP = dim(P) #
of a class
of packages.

dim(𝐵𝐵𝑖𝑖 )

𝑁𝑁𝑐𝑐

elements are the classes

NC = dim(C) # of

�(𝑑𝑑𝑖𝑖𝑖𝑖 )𝑘𝑘𝑑𝑑

𝑘𝑘=1

Notations
C array whose

𝑁𝑁𝑁𝑁𝑖𝑖 + 𝐾𝐾𝑎𝑎 𝑁𝑁𝑁𝑁𝑖𝑖

𝑁𝑁𝐶𝐶

CL2

Description

Number of immediate
subclasses of a single
class
Number of distinct
classes depending on a
given class
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G array whose
elements are the classes
which are roots of

OA1

𝑁𝑁𝐺𝐺

Overall number of
classes of the system

𝑁𝑁𝑐𝑐

Average weighted
number of
responsibilities of the
classes

1
� 𝑃𝑃𝑃𝑃𝑖𝑖
𝑁𝑁𝑐𝑐

OA3

𝑘𝑘=1

OA4

OA5

�

𝑁𝑁𝑐𝑐

1
�(𝑃𝑃𝑃𝑃𝑖𝑖 − 𝑃𝑃𝑃𝑃𝑖𝑖 )2
𝑁𝑁𝑐𝑐
𝑘𝑘=1

𝑁𝑁𝑐𝑐

1
� 𝑁𝑁𝑁𝑁𝑖𝑖
𝑁𝑁𝑐𝑐
𝑘𝑘=1

OA6

𝑁𝑁𝑐𝑐

1
� �(𝑁𝑁𝑁𝑁𝑖𝑖 − 𝑁𝑁𝑁𝑁𝑖𝑖 )2
𝑁𝑁𝑐𝑐
𝑘𝑘=1

inheritance hierarchies
of the system.
NG = dim(G) # of root
classes B(i) array
whose elements are all

Standard deviation of
weighted number of
responsibilities

superclasses of class Ci
b(i) array whose

Average of the number
of direct dependencies
of classes
Standard deviation of
the number of direct
dependencies of classes

elements are the
indexes of all
superclasses of class Ci
. Consequently: B(i)= {
Ck | k ∈ b(i) }.

R(k) array with

OA7

𝑐𝑐
∑𝑁𝑁
𝑘𝑘=1 𝐴𝐴𝐴𝐴𝑘𝑘

𝑁𝑁𝑐𝑐
∑𝑘𝑘=1
𝑋𝑋𝑋𝑋𝑘𝑘

Percentage of inherited
responsibilities with
respect to the total
number of
responsibilities.

Ck NRk = dim(R(k)) #
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concrete
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R. Rufai presented metrics for measuring the similarity between a pair of UML models
based on class diagrams [135]. Those metrics are shallow semantic similarity metric (SSSM)
and deep semantic similarity metric (DSSM). Another measure developed by Bansiya and
Davis which contain adequate information to allow accurate determination of the properties
design [136]. The metrics are Design Size in Classes (DSC), Number of Hierarchies (NOH),
Average Number of Ancestors (ANA), Direct Class Coupling (DCC), Cohesion Among
Method of Class (CAM), and Measure of Aggregation (MOA). Chidamber and Kemerer
proposed metrics, only three of them for measuring the UML class diagram [69][137]. The
first is Number of Children (NOC) to measure the number of immediate descendants of a
class. Second, Depth of Inheritance Tree (DIT) metric that can provide a measure for any class
to measure the inheritance levels from the top hierarchy, and third metric is, Weighted
methods per class (WMC).
2.1.3 Complexity Metrics for UML State Machines Diagrams
The UML state machines show a complete behavior description and it can be either
Behavior State Machines (BSM) or Protocol State Machines (PSM) [139]. There are some
metrics that have been developed by researchers to measure the complexity of UML state
machines diagram. Zhang et al proposed a set of metrics for states and transitions in UML
state machines [138][140]. The proposed metrics are trying to measure the state activation
and deactivation. Table 4 below summaries the major four metrics for measuring state
machines diagrams complexity.
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Table 4: Complexity Measurements by Zhang

Metric

Description

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (𝑠𝑠) = #𝐴𝐴𝑡𝑡𝑡𝑡 (𝑠𝑠)

Number of Activating Transitions

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (𝑠𝑠) = #𝐷𝐷𝑡𝑡𝑡𝑡 (𝑠𝑠)

Number of Deactivating Transitions

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (𝑡𝑡 ) = #𝐴𝐴𝐴𝐴𝐴𝐴(𝑡𝑡)

Number of Activated States

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (𝑡𝑡 ) = #𝐷𝐷𝐷𝐷𝐷𝐷(𝑡𝑡)

Number of Deactivated States

Hall in his work introduced two new metrics; Top Level Cyclomatic Complexity and
Hierarchical Cyclomatic Complexity [143]. These two metrics measure the complexity of a
hierarchical machine directly and allow a comparison between the original, flat state machine
and its hierarchical counterpart. Cruz-Lemus et al developed a complexity measurement
approach based on the commonly used elements when modelling an UML state chart diagram
[141].
Table 5: State chart Complexity Metrics by Cruz

Metric

Description

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

Number of entry actions

𝑁𝑁𝑁𝑁

Number of activities

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

Number of exit actions

𝑁𝑁𝑁𝑁𝑁𝑁

Number of simple states

𝑁𝑁𝑁𝑁𝑁𝑁

Number of composite states
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𝑁𝑁𝑁𝑁

Number of guards

𝑁𝑁𝑁𝑁

Number of transitions

Number of events

𝑁𝑁𝑁𝑁

𝐶𝐶𝐶𝐶

Cyclomatic Complexity

𝑆𝑆𝑆𝑆𝑆𝑆

Simple States Features (NSS, NE, NG, NT and CC)

𝐴𝐴𝐴𝐴𝐴𝐴

Activities Within States (NEntryA and NExitA)

Those elements are action, state, composite state, simple state, event, guard, and transition.
They formulate metrics for measuring structural complexity by using the elements. These
metrics were evaluated theoretically by using Briand et al.’s property-based framework,
which is a set of intuitively derived axioms that the metrics must satisfy in order to be
considered as valid and correct measure [142]. In Table 5, we can see the set metrics for
evaluating state chart complexity.
2.2 Characterization of Code Smells
Code smell is one of the software quality measures that can affect maintainability and
sustainability. In this section I will introduce some of those smells and methodologies for
detecting them.
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2.2.1 Code Smells Identification and Detection
Code smells are structural characteristics of software that may indicate a code or design
problem that makes software hard to evolve and maintain [33]. There are many code smells
discovered by researchers since Martin Fowler [22] started explaining this term on his book
Refactoring: Improving the Design of Existing Code. The following Table 6 descries the most
important code smells.
Table 6: Code Smells Descriptions

Code-Smell

Description
The Large class is a class which is trying to do
too much, contains many variables, function or

1

Large Class [22]

in terms of line of code. It makes class more
difficult to read, understand or troubleshoot in
case of any error. There might be the possibility
of refactoring the large Class into smaller one.
The Large method is considered to be long when
it possesses many lines of code, and that is why

2

Long Method [22]

it is termed as complex and difficult to
understand the exact role of the method. There
might be the possibility of refactoring the large
method into smaller one.
The number of the parameters passed to the
function/methods. The large number of

3

Large Parameter List [22]

parameters worsen the code quality and
readability of function. It is an indication that a
method possesses enough functionality and need
to be refactored.
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The method of a Class that uses feature of other
4

Feature Envy [22]

class more than its own. It is better moving the
method to other class this might help.
Duplicate code is generally considered

5

Duplicate codes [22]

undesirable and Sequences of duplicate code are
known as code clones.

6

Cyclic Hierarchy [19]

7

Small Class [22]

8

Middle Man [22]

9

Dead Code [20]

10

Refused Bequest [22]

This smell arises when superclass depends upon
any of its subtype class.
A Class literally does nothing. It should be
merged with another suitable class.
A Class or method with no logic but acting as an
interface between two modules
A code that is no longer used in the program
A class doesn’t use things it inherits from its
superclass
The smell occurs when a class often accesses the
other class method which in turn represent

11

Inappropriate-Intimacy [22]

highly coupled relation between two. It could be
a chance that the both methods are serving same
functionality.
This type of a smell occurs when a developer

12

Swiss Army Knife [22]

tries to build too much of functionality in class
make it more complex to understand.
This smell occurs when function acquires the

13

Message Chains [22]

series of the object sending a message to each
other.
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This smell occurs when changes have been
14

Divergent Change [22]

made by many developers to single class for
different reason.

15

Shotgun Surgery [22]

16

Obsolete Class [21]

17

Assertion Roulette [20]

18

Eager Test [20]

19

Incomplete Library Class
[22]

20

Indirect Testing [25]

21

Mystery Guest [25]

Making one change requires changing code in
multiple places
The Smell occurs when a class is no longer used
in system.
Multiple assertions in a test method with no
explanations
A test checks several methods of the object it’s
testing
Libraries that don’t provide all needed methods
A test class testing objects other than the main
one it is testing
Tests using external resources
Making code more general in case it’s needed

22

Speculative-Generality [22]

later; Unused hooks and special cases make
code more difficult to understand
Instance variables set only in certain

23

Temporary Field [22]

circumstances or fields used to hold intermediate
results

24

25

Test Code Duplication [22]

Parallel-Inheritance
Hierarchies [21]

Code repeated in multiple tests

Every time you make a subclass of one class,
you have to make a subclass of another
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26

Dependent test methods
[28]

27

Switch Statements [22]

28

Lazy Class [22]

29

Data Clumps [22]
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One test method depends on another to be able
to run
Using a switch statement where polymorphism
would work better
A class that isn’t doing enough work to justify
its existence
Sets of variables usually passed together in
multiple places

Alternative Classes with

Two Classes performing the same task, but

Different Interfaces [22]

possessing different name

The detection of code smells in software systems can either be performed manually by
reviewing the code [22] or by applying detection code metrics [23][24][25][26]. The
performance of different automated detection code metrics has been compared with manual
approaches in various studies [27]. The results show that automated detection is a worthwhile
alternative to manual detection, and automatic detection scales much better. An analysis of
the inconsistency between the code smells detection tools such as JDeodorant, PMD, iPlasma,
and InFusion in identifying the number of packages, classes and methods done by Fontana et
al. [114].
2.2.2 Impact of code smells on software maintenance
In this section I cover some the research papers that investigated the impact of code smells
on the maintainability of software.
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Khomh, F. et al. investigate if classes with code smells are more change-prone than classes
without smells [28]. They detect 29 code smells in 9 releases of Azureus and in 13 releases of
Eclipse and study the relation between classes with these code smells and class changeproneness. The results show that, in almost all releases of Azureus and Eclipse, classes with
code smells are more change-prone than others, and that specific smells are more correlated
than others to change-proneness. These result supports the conjecture that smells may have a
negative impact on software evolution.
Sjoberg et al. investigates the relationship between 12 code smells and maintenance effort
and they found that none of the 12 investigated smells was significantly associated with
increased effort [29]. The results show that there is a limited impact of the selected code smells
on software maintenance. They suggested that to reduce maintenance effort, we must focus
on reducing code size and the work practices to limit the number of changes may be more
beneficial than refactoring code smells.
Lozano et al. found that at least 50% of the methods that have duplicated code required
more change effort than the methods without duplicated code [30]. Li et al. investigated three
the effect of three code smells which are Shotgun Surgery, Data Class, and Refused Bequest
[31]. The results of the study show that Shotgun Surgery was positively associated with
software faults, however, Data Class and Refused Bequest was not associated with software
faults.
Bavota et al performed two empirical studies [42]. The first study, by analyzing the
distribution of test smells in 18 software systems (two industrial and 16 open source). Results
found that from a total of 637 JUnit classes analyzed, only 112 (18%) were not affected by
any test smell, while the remaining 525 (82%) was affected by at least one test smell with a
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peak of six test smells founded in six (1%) of the JUnit classes. As a result, the first case study
highlighted the high diffusion of the test smells in software systems. The second study, by
asking 20 Master students to perform maintenance activities on test suites of two software
systems with and without test smells. Results showed that the existence of test smells has a
strong negative impact on maintainability.
Perepletchikov and Ryan [43] presents a controlled experiment examining the relationship
between coupling in service-oriented designs, as measured using a recently proposed suite of
SOC-specific coupling metrics and software maintainability in terms of the specific
subcharacteristics of analyzability, changeability, and stability. The results suggest a
statistically significant causal relationship between the investigated coupling metrics and the
maintainability of service-oriented software. As such, the investigated metrics can facilitate
coupling related design decisions with the aim of producing more maintainable serviceoriented software products.
Yamashita and Moonen [44] reports on an empirical study that investigates the extent to
which code smells reflect factors affecting maintainability that have been identified as
important by programmers. They consider two sources for their analysis: (1) expert-based
maintainability assessments of four Java systems before they entered a maintenance project,
and (2) observations and interviews with professional developers who maintained these
systems during 14 working days and implemented a number of change requests.
Moreover, an empirical investigate on the interactions amongst 12 code smells and analyze
how those interactions relate to maintenance problems [45]. Professional developers were
hired for a period of four weeks to implement change requests on four medium-sized Java
systems with some known smells. They recorded what specific problems they faced and which
33

of the artifacts were associated with them. Code smells were automatically detected in the
pre-maintenance versions of the systems and analyzed using Principal Component Analysis
(PCA) to identify patterns of co-located code smells. Then, they conducted an analysis of
these factors with the observed maintenance problems that revealed how smells that were colocated in the same artifact interacted with each other, and affected maintainability. Moreover,
they found that code smell interactions occurred across coupled artifacts, with comparable
negative effects as same-artifact co-location.
Another study by [46] investigated the capability of 12 code smells to reflect actual
maintenance problems. In this study, 4 medium-sized systems with equivalent functionality
but dissimilar design were examined for code smells. Three change requests were
implemented on the systems by six software developers, each of them working for up to four
weeks. During that period, they recorded the problems faced by developers and the associated
Java files every day. They developed a binary logistic regression model, with “problematic
file” as the dependent variable. 12 code smells, file size, and code churn (code churn is how
often a file has evolved over a specified period) constituted the independent variables. The
result found that violation of the Interface Segregation Principle (ISP violation) displayed the
strongest connection with maintenance problems. Analysis of the nature of the problems, as
reported by the developers in daily interviews and think-aloud sessions, strengthened the view
about the relevance of this code smell. They observed that severe instances of problems
relating to change propagation were associated with ISP violation. Thus, they recommend that
code with ISP violation should be considered potentially problematic and be prioritized for
refactoring. Furthermore, a study aimed at a detailed investigation to which extent problems
in maintenance projects can be predicted by the detection of currently known code smells
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[47]. They conducted multiple case study, in which the problems faced by six developers
working on four different Java systems for four weeks. Code smells were detected in the premaintenance version of the systems, using the tools Borland Together and InCode. The results
found that from the total set of problems, roughly 30% percent were related to files containing
code smells. Moreover, interaction effects were observed amongst code smells, and between
code smells and other code characteristics, and these effects led to severe problems during
maintenance.
2.2.3 Code Smells Evolution
Olbrich el al studied the evolution of God Class and Brain Class smells in three open
source systems over the period of seven to ten years [33]. The results show that God and Brain
Classes tend to be changed more frequently and tend to contain more defects than other kinds
of classes. Deligiannis et al. investigated the effect of God Class and he showed that the
existing design violations in software systems lead to an increased probability on later
maintenance tasks, causes further design violations [35][36]. These results show that it is
important to evaluate how software evolves with respect to components with code smells [34].
Chatzigeorgiou et al. presented the results of a case study that investigates the evolution
of three bad code smells throughout successive versions of two open-source systems [36]. The
results that they found indicate that in most cases, the design problems persist up to the latest
examined version accumulating as the project matures. Sharma et al present the current
knowledge related to software smells and identify challenges as well as opportunities in the
current practices [41]. The results found five possible characterizations of smells (indicator,
poor solution, violates best practices, impacts quality, and recurrence). They also classify
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existing smell detection methods into five groups (metrics, rules/heuristics, history, machine
learning, and optimization-based detection).
2.3 Software Quality Metrics
Rashid et al. have discussed how the software metrics affect the quality of the software
and which stages of its development software metrics have applied [39]. They discussed the
different software metrics and how these metrics have an impact on software quality and how
these techniques have been used for improving the quality of software. They claimed that It
is best to use the quality metrics obtained from the advanced study to improve the software's
quality.
To understand and minimize the complexity of the software many organizations adopt
some techniques or methodologies and software metrics is one of them which is being used
by almost all organizations. These are the measurement techniques used to check if the
software is functional, reliable, usable, efficient, portable, and maintainable which tells about
the extent of its quality. They are used for assessment of the quality of the software during
and after its development. Their usage will provide quantitative measures for making good
decisions about the software quality [39]. Metrics are also used to detect code redundancy,
which can be removed by applies refactoring techniques [38].
2.3.1 Basic Code Quality Metrics
Vidal et al [48] present a flexible tool to prioritize technical debt in the form of code smells.
The tool is flexible to allow developers to add new smell detection strategies and to prioritize
smells, and also groups of smells, based on the configuration of their manifold criteria. To
illustrate this flexibility, they proposed an application example of their tool. The results
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suggest that this tool can be easily extended to be aligned with the goals of the developer.
Marinescu on his dissertation, proposed a novel type of quality model, called Factor-Strategy
[49]. In contrast to traditional quality models that express the goodness of design in terms of
a set of metrics, this novel model relates explicitly the quality of a design to its conformance
with a set of essential principles, rules and heuristics, which are quantified using detection
strategies.
Dexun et al. developed a new model to describe the statistic distribution of class length
[50]. In this model, the class groups that are far away from the distribution curve are treated
as containing bad smells potentially. And combining with cohesion metric computing, the bad
smell classes are confirmed in the class groups. After using Agglomerative Clustering
Technique, the scheme of Extract Class is proposed for refactoring prosses. Tahvildari and
Kontogiannis used an object-oriented metrics suite consisting of complexity, coupling, and
cohesion metrics in order to detect classes for which quality has deteriorated and re-engineer
detected design flaws [51]. A limitation of their approach is that it indicates the kind of the
required transformation but does not specify on which specific methods, attributes, or classes
this transformation should apply because this process requires human interpretation.
Sharma and Anwer introduced an approach to assess a system for known performance
antipatterns, before Cloud migration [52]. This approach leverages static analysis and also
factors in information about the prospective deployment on Cloud to evaluate if any certain
antipatterns become prominent if the system is migrated to Cloud. They found that the
presence of these performance antipatterns can actually worsen the performance of parts of a
software system containing them.
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Maiga et al proposed some approaches to detect occurrences of anti-patterns but these
approaches have currently some limitations. First, they require extensive knowledge of antipatterns. In addition, they have limited precision and recall, and they cannot be applied on
parts of systems [53]. To overcome these limitations, they introduce SVMDetect, which is a
new approach to detect anti-patterns, based on a machine learning technique—support vector
machines. Through an empirical study involving three subject systems and four anti-patterns,
they showed that the accuracy of SVMDetect is greater than of DETEX when detecting antipatterns occurrences on a set of classes. Moreover, the whole system, SVMDetect is able to
find more anti-patterns occurrences than DETEX.
Bryton et al proposed a technique to detect Long Method objectively and automatically,
using a Binary Logistic Regression model calibrated by expert’s knowledge [54]. The results
of an experiment illustrating the use of this technique are reported. Further, Fenske et al
proposed a novel metric-based method that integrates source code and C preprocessor
annotations to detect such smells [55]. they evaluated the method for one specific smell on
five open-source systems of medium size, thus, demonstrating its general applicability.
Moreover, they manually reviewed 100 instances of the smell and provide a qualitative
analysis of the potential impact of variability-aware code smells as well as common causes
for their occurrence. Khomh et al [56] presented a GQM-based approach, BDTEX, to
systematically build BBNs to detect occurrences of antipatterns in programs.
Macia et al presented a family of metric-based strategies that support the detection of
recurring smells observed in existing aspect-oriented systems [57]. They analyzed the
accuracy of such smell detection strategies and some others. The study involved in total 17
releases of 3 evolving aspect-oriented systems from different domains. The result suggests
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that strategies for previously documented AOP smells do not present a satisfactory accuracy.
The outcome of the analysis revealed that the newly discovered strategies achieved better
results than well-known ones, and the detection strategies seem to have high accuracy with
respect to the identification of both trivial and non-trivial code smells.
2.3.2 Quality Metrics Prediction
Kaur and Kumar presented the Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) [75]. The concept is to evaluate Java based Object Oriented Software
system from NASA Metrics Data Program (MDP) data repository on the basis of fault
proneness of the classes. Their metric based approach is used for prediction. As estimated
from the results, it is clear that the performance of the proposed approach is better in case of
reduced set of attributes. The Accuracy of prediction is improved from 85% to 90% with
reduced set of attributes. With reduced set of the factors the density based clustering provides
Probability of detection for non-faulty modules equal to 1 and Probability of false alarm for
the faulty modules equal to 0 which is mean that it is satisfactory enough to apply (DBSCAN)
technique for the prediction of the object oriented software components based on the fault
proneness.
Gokhale and Lyu demonstrated the use of regression tree models to predict the number of
faults in a software module based on the software complexity metrics, prior to the testing
phase, which can help in channeling the validation and testing efforts in a productive direction
[76]. Moreover, they compared the regression tree modeling technique with the fault density
technique which is a very commonly used approach to predict the number of faults.
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2.4 Quality Assessment by design Recovery
Gannod and Cheng [77] describe a framework for analyzing software reverse engineering
and design recovery tools and techniques. Within this framework they provide a context by
which software reverse engineering and design recovery tools can be classified according to
the underlying approach used to analyze software. Experiments by Arisholm et al [78] aiming
at studying the impact of UML documentation in software maintenance indicate that such
documentation improves the functional correctness of changes and the quality of the design.
Yann conducted a comparative framework comprises eight concerns, which were further
decomposed into fifty-three criteria and which we applied on ten design recovery tools
successfully [79].
Marchetto propose a reverse-engineering tool, ReAjax, to build GUI-based state models
from Ajax applications. ReAjax applies dynamic analysis and uses execution traces to
generate a finite state machine of the target application GUI [80]. They show that GUI-based
state models obtained semi-automatically are similar to those obtained manually and they can
be used for program understanding purposes. Finally, the authors summaries a case study and
some usage scenarios in which ReAjax has been applied to five real Ajax applications with
the purpose of evaluating its viability and effectiveness in recovering models.
Mendonça and Kramer [81] presents an exploratory reverse engineering approach, called
X-ray, to aid programmers in recovering architectural runtime information from a distributed
system’s existing software artifacts. X-ray comprises three domain-based static analysis
techniques, namely component module classification, syntactic pattern matching, and
structural reachability analysis.
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Garcia et al present a machine learning-based technique for recovering an architectural
view containing a system’s components and connectors such as a software system’s role,
responsibility, concept, or purpose [82]. Pirzadeh et al argue that the quality of a design and
architecture recovery approach depends significantly on the ability to detect and eliminate the
unwanted noise in the source code [83]. They characterize this noise as being the system utility
components that tend to encumber the system structure and hinder the ability to effectively
recover adequate design views of the system. They support this argument by presenting some
design and architecture recovery studies that have been shown to be successful because of
their ability to filter out utility components. They also present existing automatic utility
detection techniques along with the challenges that remain unaddressed.
Platenius et al propose Archimetrix approach to regard the most relevant deficiencies with
respect to the reverse engineered component-based architecture and support reengineers by
presenting the architectural consequences of removing a given deficiency [84]. They validate
this approach on the Common Component Modeling Example and show that they are able to
identify relevant deficiencies and that their removal leads to an improved reengineered
architecture.
2.5 Fuzzy Software Quality Metrics
Mittal proposes a fuzzy logic based precise approach to quantify quality of software
modules on the basis of inspection rate and error density [74]. They have used triangular fuzzy
numbers to represent inspection rate and error density of the software. Software modules are
given quality grades using fuzzy logic. Fuzzy logic offers significant advantages over other
approaches due to its ability to naturally represent qualitative aspect of inspection data and
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apply flexible inference rules based on fuzziness. They have evaluated their model on the
basis of published inspection data.
Pandey and Goyal proposed a model to predict total number of faults before testing using
a fuzzy expert system [85]. The proposed model predicts number of faults at the end of each
software development phase using reliability relevant software metrics and the level of
developer’s Capability Maturity Model (CMM) level. They illustrated how fuzzy expert
system can predict the number of faults in the software and thereafter reliability of the
software. The proposed model has been applied to the various project data and the results
show that prediction results are quite realistic. Chatterjee and Maji proposed model uses the
linguistic values of software metrics in fuzzy inference system to predict the total number of
faults present in software in its requirement analysis phase [86]. Considering specific target
reliability, weightage of each input software metrics and size of software, an algorithm has
been proposed for developing general fuzzy rule base. For model validation of the proposed
model, 20 real software project data have been used. The linguistic values from four software
metrics related to requirement analysis phase have been considered as model inputs. The
performance of the proposed model has been compared with two existing early software fault
prediction models.
Kumar and Goyal present a new approach of early software quality prediction and ranking
[87]. Quality prediction is done by classifying software modules as fault-prone (FP) or not
fault-prone (NFP). Furthermore, modules are ranked using software metrics and fuzzy
ordering algorithm on the basis of their degree of fault proneness. Ranking of fault-prone
module along with classification found to be a new approach to help in prioritizing and
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allocating test resources to the respective software modules. The results that they found are
promising, when compared with some of the earlier models.
Dubey and Rana propose a fuzzy model to the maintainability of object-oriented software
system [88]. The inputs for the proposed model are complexity, class, coupling, inheritance
and number of children on which maintainability depends. This model will help to select the
best maintainable when many alternatives are presented. Vimaladevi and Zayaraz discussed
about the quality analysis of an Object-Oriented Software system modeled using Weighted
Complex Networks during the early design phase of a software development life cycle [89].
They argued that instead of traditional UML models for Object Oriented systems, Fuzzy UML
models are used to model the software architecture.
2.6 Software Design Quality and Design Smells
Poor software design is one the common issues perceived in real-life software projects.
Design smells are indicators of poor design quality of the software system.
2.6.1 Software Design Smells
Software design smells are structures in the software design that indicate violation of
fundamental design principles and it can impact the design quality negatively [168]. Some of
the software design smells described by [40] are described in the following table.
Table 7: Description of Software Design Smells

Design Smell
1

Incomplete Abstraction

Description
This smell arises when an abstraction does not
support a responsibility completely
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2

Passive Abstraction

3

Delegating Abstraction

This smell arises when a class is used as a
holder for data, without any methods operating
on it
This design smell arises when an abstraction
exists only for passing messages from one
abstraction to another
This design smell arises when a class is trivial
and does not qualify to be one. This smell
typically manifests itself as an abstraction with
few (or no) methods or attributes, with no clear
responsibility that could be assigned to it.

4

Trivial Abstraction

5

Unutilized Abstraction

This smell arises when an abstraction is left
unused

6

Duplicate Abstraction

This design smell arises when there exist two or
more abstractions that are similar.

7

Large Abstraction

This design smell arises when an abstraction has
a large number of members in its public
interface

8

Dense Abstraction

This design smell arises when the abstraction
has excessive implementation complexity.

9

Controlling Abstraction

This smell arises when an abstraction controls
other abstraction in the system.

10

Multifaceted Abstraction

This design smell arises when an abstraction has
more than one responsibility assigned to it.

11

Violated Encapsulation

This design smell arises when a class-level
abstraction directly accesses implementation
details of other abstractions

12

Weakened Modularity
(Cyclic Dependencies
Form)

This design smell arises when two or more
class-level abstractions depend on each other
directly or indirectly

13

Weakened Modularity
(Central Dependencies
Form)

This design smell arises when a class-level
abstraction has dependencies with large number
of other class-level abstractions

14

Complex Hierarchy

This design smell arises when the inheritance
graph is tangled, or excessively wide, deep, or
skewed
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15

16

17

Rebellious Hierarchy

This design smell arises when a subtype rejects
or invalidates the methods supported from its
supertype

Broken Hierarchy

This design smell arises when the supertype and
its subtype(s) conceptually do not share “is-a”
relationship

Parallel Hierarchy

This design smell arises when there are two
structurally similar (symmetrical) class
hierarchies with same class name prefixes

Furthermore, Gubta et al proposed a mathematical model to predict the bad smells using
the concept of entropy as defined by the Information Theory [60]. Open-source software
Apache Abdera is taken into consideration for calculating the bad smells. Bad smells are
collected using a detection tool from subcomponents of the Apache Abdera project, and
different measures of entropy (Shannon, Rényi and Tsallis entropy). By applying non-linear
regression techniques, the bad smells that can arise in the future versions of software are
predicted based on the observed bad smells and entropy measures. This proposed model has
been validated using goodness of fit parameters (prediction error, bias, variation, and Root
Mean Squared Prediction Error (RMSPE)). The values of model performance statistics justify
the proposed model. They have compared the results of the prediction model with the
observed results on real data. The results of the model might be helpful for software
development industries and future researchers.
The existing smell detection tools focus largely on implementation smells and do not
reveal a comprehensive set of smells that arise at design level. Sharma [105] present Designite
a software design quality assessment tool. It not only supports comprehensive design smells
detection but also provides a detailed metrics analysis. Further, it offers various features to

45

help identify issues contributing to design debt and also improve the design quality of the
analyzed software system.
Garcia et al introduced the concept of architectural “bad smells,” which are frequently
recurring software designs that can have non-obvious and significant detrimental effects on
system lifecycle properties, such as understandability, testability, extensibility, and reusability
[90]. They defined architectural smells and differentiate them from related concepts, such as
architectural antipatterns and code smells. They described in detail a set of four representative
architectural smells that they encountered in the context of reverse-engineering and reengineering two large industrial systems and from our search through case studies in research
literature. For each of these architectural smells, they provide illustrative examples and
demonstrate the impact on system lifecycle properties.
Andrade et al. conduct an exploratory study that aims at characterizing bad smells in the
context of product line architectures [91]. They analyzed an open source SPL project and
extracted its architecture to investigate the occurrence or absence of four smells initially
studied in single systems. In addition, they propose a smell specific to the SPL context and
discuss possible causes and implications of having those smells in the architecture of a product
line. The results indicate that the granularity of the SPL features may influence on the
occurrence of smells. Kouroshfar et al. reports on the importance of considering software
architecture as one of the key factors that affecting the quality of a changing software system
[92].
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2.7 Technical Debt
In this section I will discuss the literature about technical debt. In more details I will cover
areas regarding measuring technical debt, tools and approaches for detecting and measuring
technical debt.
2.7.1 Related Tools and methodologies
Zazworka et al. in their study focuses on the identification of TD [68]. They evaluated
human elicitation of TD and compare it to automated identification by asking a development
team to identify TD items in artifacts from a software project on which they were working.
They provided the participants with a TD template and a short questionnaire. In addition, they
collected the output of three tools to automatically identify TD and compared it to the results
of human elicitation. They found that there is little overlap between the TD reported by
different developers, so aggregation, rather than consensus, is an appropriate way to combine
TD reported by multiple developers. The tools used are especially useful for identifying defect
debt but cannot help in identifying many other types of debt, so involving humans in the
identification process is necessary.
A systematic mapping study on technical debt has been done by Zengyang Li [6] found
ten types of TD, which are.
1) Requirements TD refers to the distance between the optimal requirements
specification and the actual system implementation.
2) Architectural TD is caused by architecture decisions that make compromises in
some internal quality aspects, such as maintainability.
3) Design TD refers to technical shortcuts that are taken in detailed design.
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4) Code TD is the poorly written code that violates best coding practices or coding
rules.
5) Test TD refers to shortcuts taken in testing such as lack of tests (e.g., unit tests,
integration tests, and acceptance tests).
6) Build TD refers to flaws in a software system, in its build system, or in its build
process that make the build overly complex and difficult.
7) Documentation TD refers to insufficient, incomplete, or outdated documentation
in any aspect of software development. Examples include out-of-date architecture
documentation and lack of code comments.
8) Infrastructure TD refers to a sub-optimal configuration of development-related
processes, technologies, supporting tools, etc. Such a sub-optimal configuration
negatively affects the team’s ability to produce a quality product.
9) Versioning TD refers to the problems in source code versioning, such as
unnecessary code forks.
10) Defect TD refers to defects, bugs, or failures found in software systems.
Marinescu propose a novel framework for assessing technical debt using a technique for
detecting design flaws, specific violations of well-established design principles and rules [69].
To make the framework comprehensive and balanced, it is built on top of a set of metricsbased detection rules for well-known design flaws that cover all of the major aspects of design
such as coupling, complexity, and encapsulation. He demonstrated the effectiveness of the
framework by assessing the evolution of technical debt symptoms over a total of 63 releases
of two popular Eclipse projects. The result of the case study shows how the framework can
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detect debt symptoms and past refactoring actions. The experiment also reveals that in the
absence of such a framework, restructuring actions are not always coherent and systematic,
not even when performed by very experienced developers.
Letouzey presents the SQALE (Software Quality Assessment Based on Lifecycle
Expectations) method [70][71]. They described its Quality Model and Analysis Model which
is used to estimate the Quality and the Technical Debt of an application source code. They
provide recommendations and guidelines for using the SQALE indicators in order to analyze
the structure and the impact of the Technical Debt. Schmid provide a detailed, formal analysis
of decision making on technical debt in development [72]. Using this formalization, they show
that optimal decision making is not effectively computable in real-world situations and
provide several well-defined approximations that allow to handle the problem nevertheless in
practical situations. Combining these approximations in a single method leads to a lightweight approach that can be effectively applied in iterative software development, including
the agile methods.
2.8 Impact of Quality metrics on software Maintenance
Sejberg et al investigates the relationship between code smells and maintenance effort
[29]. They hired six software developers to perform three maintenance tasks each on four
functionally equivalent Java systems originally implemented by different companies. Each
developer spent three to four weeks. In total, they modified 298 Java files in the four systems.
An Eclipse IDE plug-in measured the exact amount of time a developer spent maintaining
each file. Regression analysis was used to explain the effort using file properties, including
the number of smells. They found that none of the 12 investigated smells was significantly
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associated with increased effort after we adjusted for file size and the number of changes;
Refused Bequest was significantly associated with decreased effort. File size and the number
of changes explained almost all of the modeled variation in effort. They suggest that to reduce
maintenance effort, a focus on reducing code size and the work practices that limit the number
of changes may be more beneficial than refactoring code smells.
Baggen et al describe an approach developed by the Software Improvement Group (SIG)
for code analysis and quality consulting focused on software maintainability [93]. The
approach uses a standardized measurement procedure based on the ISO/IEC 9126 definition
of maintainability and source code metrics. Measurement standardization greatly facilitates
the collection of individual assessments in a structured repository. Based on the repository,
any system at hand can be compared to the industry-wide state of the art in code quality and
maintainability. Procedural standardization in evaluation projects further enhances the
comparability of the outcomes. Alvarez et al proposes an empirical model for estimating
maintenance cost based on maintainability quality factor, as well as the method of using it
[94].
Perepletchikov et al propose a set of metrics for quantifying the structural coupling of
design artefacts in service-oriented systems [95]. The metrics, which are validated against
previously established properties of coupling, are intended to predict the quality characteristic
of maintainability of service-oriented software. This is expected to benefit both research and
industrial communities as existing object-oriented and procedural metrics are not readily
applicable to the implementation of service-oriented systems.
Bakar et al presents the empirical investigation into maintainability of software using
Chidamber and Kemmerer Metric suite [96]. The study used metric threshold to propose the
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model for predicting maintainability of object-oriented software. Two geospatial software
systems were used to identify the extent on which the metrics in Chidamber and Kemmerer
suite can be used to track the needed efforts during maintenance phase. Linear Discriminant
Analysis was used to find the performance measurement for each metric in order to understand
the effect on particular software product. The results indicated the significant impact of the
Chidamber and Kemmerer metrics in predicting maintainability when threshold are used over
experts’ opinions.
Furthermore, the results found the important role of size and inheritance metrics in
predicting maintainability of Object-oriented software and highlighted the needs for further
empirical investigation. This is specifically on the production of more metrics thresholds that
give researchers and practitioners a room to work on more metrics. Another study [97] shows
that many object oriented software metrics can be used to measure properties in Open Source
Software OSS but some few metrics like Lack of Documentation LOD and Length of Class
Names LCN are not applicable in predicting maintainability of their approach.
2.9 Software Complexity as a Measure of Code Quality
Rawat et al examines the realm of software engineering to see why software metrics are
needed and also reviews their contribution to software quality [73]. Results can be improved
further as they add additional experience with variety of software metrics. These experiences
can yield tremendous benefits and betterment in quality and reliability.
2.9.1 Code Complexity
Misra and Akman propose a metric to compute the structural and cognitive complexity of
class by associating a weight to the class, called as Weighted Class Complexity (WCC) [58].
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On the contrary, of the other metrics used for object-oriented systems, proposed metric
calculates the complexity of a class due to methods and attributes in terms of cognitive weight.
This proposed measure has been demonstrated with some object-oriented examples.
Moreover, they attempt a theoretical and practical evaluations based on the information
theory and they found that the proposed metric is on ratio scale and satisfies most of the
parameters required by the measurement theory. The metrics that they developed as follow
(Table 8):
Table 8: Weighted Class Complexity Metrics

Metric
𝑞𝑞

𝑚𝑚

Description

𝑛𝑛

𝑀𝑀𝑀𝑀 = � �� � 𝑊𝑊𝑐𝑐 (𝑗𝑗, 𝑘𝑘, 𝑖𝑖)�

Total cognitive weight of a method

� 𝑀𝑀𝑀𝑀𝑝𝑝

Total method complexity

𝑗𝑗=1 𝑘𝑘=1 𝑖𝑖=1
𝑠𝑠

𝑝𝑝=1

𝑠𝑠

𝑊𝑊𝑊𝑊𝑊𝑊 = 𝑁𝑁𝑎𝑎 + � 𝑀𝑀𝑀𝑀𝑝𝑝

Weighted Class Complexity (WCC)

� 𝑊𝑊𝑊𝑊𝑊𝑊𝑥𝑥

Total Weighted Class Complexity

𝑦𝑦

𝑝𝑝=1

𝑥𝑥=1

In another study [59], they propose a cognitive complexity metric for evaluating design of
object-oriented (OO) code. The proposed metric is based on an important feature of the OO
systems which is Inheritance. It calculates the complexity at method level considering internal
structure of methods, and also considers inheritance to calculate the complexity of class
hierarchies. The proposed metric is validated both theoretically and empirically. For
theoretical validation, principles of measurement theory are applied since the measurement
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theory has been proposed and extensively used in the literature as a means to evaluate the
software engineering metrics. In addition, they applied the metric on a real project for
empirical validation and compared it with Chidamber and Kemerer (CK) metrics suite. The
theoretical, practical and empirical validations and the comparative study prove the robustness
of the measure.
A survey study by Andarade et al presents various metrics of component-based software
using their interface complexity, quality aspect using reusability, dependency and complexity
of black box [91]. Even though the component-based software development is increasingly
being adopted for software development. But measuring the black box component complexity
during component selection is still a difficult task. By using metrics, they argued that they can
guess the component understandability, testability, integration effort, complexity of an
interface, black box, analyze the dependency using minimum spanning tree approach with
component dependency graph and quality aspect of component using reusability. Thus, there
is a need of complexity metric that can measure the component complexity with all the aspects
of the software. Adewumi et al identified factors that bring about complexity in Cascading
Style Sheets CSS and also they proposed some complexity measures based on each of these
factors in order to analyze the complexity of CSS documents [62][64].
Table 9: Complexity of CSS Documents

Metric

Description

𝑅𝑅𝑅𝑅 = � 𝑟𝑟𝑢𝑢𝑢𝑢𝑢𝑢 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

Rule Length

𝐻𝐻 = − � 𝑃𝑃(𝐶𝐶𝑡𝑡 ) log 2 𝑃𝑃(𝐶𝐶𝑡𝑡 )

Entropy Metric
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Number of Extended Rule Blocks

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = � 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑖𝑖)

Number of Attributes Defined per
Rule Block

NADRB = (Total no. of attributes in all rule
blocks / Total no. of rule blocks)

Number of Cohesive Rule Blocks

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = � 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝑖𝑖 )

The researchers claimed that by using these proposed metrics, web developers and
designers can measure the complexity of CSS documents (Table 9) in terms of size, variety
in rule block structure, rule block reuse, cohesion and also the average number of attributes
defined per rule block. These proposed metrics were validated practically through a
framework to prove their usefulness and practical applicability. They found that the proposed
metric satisfies most of the parameters required by the practical evaluation framework.
Maheswaran and Aloysius investigate the various object-oriented metrics both cognitive
and non-cognitive approach [63]. The class level, program or code level, polymorphism,
encapsulation and inheritance aspects of complexity metrics are analyzed and tabulated. From
the existing literature, some of the observations and future directions are also discussed.
Moreover, Hourani et al proposes a new model for OOP code complexity [65]. The new model
has added into OOP complexity metrics the following characteristics: abstraction and class
details complexity. The proposed model is based on the following attributes selection criteria:
Readability, Understandability, Maintainability, Reusability, Extensibility and Consistency of
the programming code. They propose the Detailed Class Complexity (DCC), which is
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𝑛𝑛

𝐷𝐷𝐷𝐷𝐷𝐷 = �(𝐶𝐶𝐶𝐶𝐶𝐶 + 𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑁𝑁𝑁𝑁𝑁𝑁 + 𝑁𝑁𝑁𝑁𝑁𝑁 + 𝐶𝐶𝐶𝐶𝐶𝐶)
𝑘𝑘=0

Traditional code complexity metrics like Cyclomatic Complexity, is used to evaluates the
code complexity of an algorithm in a method [66]. Cyclomatic complexity measures the
number of linearly independent paths through function or method’s code. It is one of most
used metrics.
The Chidamber & Kemerer (CK) that was introduced in 1991 is the most common metrics
[67]. Weighted Method per Class (WMC) which is the sum of the complexity of all methods
defined in a class. Depth of Inheritance Tree (DIT) which is maximum inheritance path from
the class to the root class. Number of Children (NOC) which is the number of immediate subclasses of a class. Coupling between Objects (CBO) the number of classes to which a class is
couple. Response for a Class (RFC) which is set of methods that can potentially be executed
in response to a message received by an object of that class. Finally, Lack of Cohesion in
Methods (LCOM) which is cohesion metrics that measure how well the methods of a class
are related to each other.
2.9.2 Effect of Code Complexity on Software Quality
Honglei et al claims that in order to improve the software quality and the project
controllability, it is necessary to control the software complexity by measuring the related
aspects [98]. Complexity is often hypothesized to be the enemy of software security [99].
Banker et al found that the more difficult a system is to comprehend, the more likely it is that
programming errors will go unnoticed [100]. The more difficult it is to test, the less likely it
is that those errors will be caught before the software goes into operation. Gegick et al.
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evaluated software complexity on a large commercial telecommunications software system
[101]. They used alerts of static analysis tool (FlexeLint), code churn and count of source
lines of code as metrics and could predict vulnerable components with 8% false positive rate
and 0% false negative rate.
Nguyen and Tran investigated semantic complexity of software application for
vulnerability prediction [102]. Their evaluation on Mozilla JSE could improve FN rate of
nesting metrics. Chowdhury and Zulkernine in their study used volume, cyclomatic
complexity and Object Oriented (OO) metrics to predict vulnerabilities between different
releases of Mozilla Firefox [103]. Using four data mining techniques (C4.5 Decision Tree,
Random Forests, Logistic Regression and Naïve-Bayes), these metrics could correctly predict
75% of vulnerable files with false positive rate of lower than 30% and an overall prediction
accuracy of about 74%. Finally, Shin et al. evaluated the ability of complexity, code churn
and developer activity metrics to predict vulnerable files [104]. Their experiments on the
Mozilla Firefox and Linux Kernel showed that predictive power of the metrics is different
between projects and modeling techniques.
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CHAPTER 3: COMPREHENSIVE MODEL-DRIVEN COMPLEXITY
METRICS FOR SOFTWARE SYSTEMS

This chapter is based on a paper accepted at the 20th IEEE International Conference on
Software Quality, Reliability and Security Companion (QRS-C) 2020 [1].
Measuring software complexity is key in managing the software lifecycle and in
controlling its maintenance. While there are well-established and comprehensive metrics to
measure the complexity of the software code, assessment of the complexity of software
designs remains elusive. Moreover, there are no clear guidelines to help software designers
chose alternatives that reduce design complexity, improve design comprehensibility, and
improve the maintainability of the software.
This chapter outlines a language independent approach for measuring software design
complexity using objective and deterministic metrics. The chapter outlines the metrics for two
major software design notations; UML Class Diagrams and UML State Machines. The
approach is based on the analysis of the design elements and their mutual interactions. The
approach can be extended to cover other UML design notations.
3.1 Introduction
Society continue to be more dependent on large and complex software systems. These
complex systems require design languages that themselves are becoming complex [197].
Software complexity is a systematic challenge facing many communities including
professional software developers, open source communities, and the research and scientific
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communities. Moreover, software complexity is an important indicator of the quality
sustainability of any system [3].
UML has emerged as the defacto standard language for software design. UML contains a
set of diagrams and notations developed in order to help software developers construct and
analyze software systems [161]. It primarily provides a graphical notation that can be used in
object-oriented designing and programming [162]. Many researchers in this field had
developed some complexity metrics to measure the level of complexity in software models.
Unfortunately, most of the available metrics are limited to counting the number of elements
in a design, overlooking the characteristics, complexity, and interdependence of the elements
themselves.
The main contribution of this paper is to introduce new complexity metrics for software
designs. The approach is based on evaluating every element in each software design by
assigning a relative complexity rate. The complexity rate can be either primitive, simple, or
complex. As such, the complexity of a system can be estimated by summing the complexity
values of all elements within the system. This approach can be used to measure the complexity
of any UML notation. In this paper, we illustrate the complexity metrics for UML class
diagrams and state machines.
3.2 Proposed Complexity Metrics
The main concept of this complexity measurement approach involves assigning a
complexity rate for every element within the UML model [2][198][199]. Complexity Rate
(𝑪𝑪𝑪𝑪𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 ) is to differentiate the level of complexity for each part and element in each design
from primitive, simple, to complex. The primitive represents the simplest complexity assigned
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a rate of one (1). The moderate complexity is simple with complexity of two (2), and the most
complicated element assigned complexity rate three (3). We can use this approach to measure
the complexity of any UML diagram such as sequence diagram, class diagram, use case
diagram, and activity diagram. In this paper, we focus on two UML notations; class and state
machine diagrams.
3.2.1 UML Class Diagram Complexity Metrics
The class diagram complexity metrics involve assigning complexity values for every
element within any class, which are attributes, methods and associations [2]. We assign a
complexity rate to every element in the class to quantify attribute complexity (𝑨𝑨𝑨𝑨𝑨𝑨𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 ),

method complexity (𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 ), and association complexity (𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 ). The following
metrics describe the proposed approach. The complete information about it will be in the next
chapter.
3.2.2 UML State Machine Diagram Complexity Metrics
The UML state machine diagram complexity metric (𝑺𝑺𝑺𝑺𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 ) is the sum of state

complexity (𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄) and transition complexity (𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻.𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄). The state includes only one

element which is activity. Any state (𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄) will be considered as a primitive complexity
with rate of complexity of one (1) if there are no activities (𝑨𝑨(𝒔𝒔)𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄 ). However, when a state

includes activities such as entry, exit or do activities, then we add the complexity of the

activities based on how many activities included within that state. If the state has only one
activity, then the complexity will be primitive, and the complexity rate will be one (1). In case
of two activities within the state, it will be simple complexity, and if there are three or more
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activities inside any state it will increase it to a complex state. Further information will be in
chapter 6.
3.3 Summary
Software complexity is an increasing challenge that many software developers faces, and
it is an important indicator of the quality of any software which can affect the sustainability
and maintainability. To quantify the complexity of any software design, we need to develop
appropriate metrics to estimate its complexity. Many researchers had developed some
complexity metrics to measure the level of complexity in software models. Most of these
metrics are limited in scope and focus on counting the number of elements in each design,
overlooking the unique characteristics of these elements and their interactions. In this study,
we propose a new methodology to measure the complexity of any software design. This
measurement approach is based on evaluating each element in any class diagram and state
machine diagram by assigning a complexity rate. The complexity rate can be either primitive,
simple, or complexity. Then, we can measure the complexity of a system by adding the
complexity values of all elements within the software design. In future work, I plan to attempt
a theoretical and empirical evaluation study to evaluate the proposed complexity metrics and
broaden the scope of the metrics to include other modeling notations.
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CHAPTER 4: CODE COMPLEXITY METRICS DERIVED FROM
SOFTWARE DESIGN: A FRAMEWORK AND THEORETICAL
EVALUATION

This chapter is based on a paper accepted at the Future Technologies Conference (FTC
2020) [2]. The proceedings of this conference will be published in the Springer series
"Advances in Intelligent Systems and Computing".
The chapter presents a novel code complexity metrics that are derived from its design. In
order to have a clear understanding of the proposed measure, a practical framework evaluation
has been done by answering some questions. A theoretical evaluation also has been made by
using the Weyuker’s nine properties to insure the usefulness and correctness of our proposed
metrics. The result shows that the design driven code complexity metrics are satisfied by all
Weyuker’s properties.
4.1 Introduction
In the recent years, people tend to adopt technology into their live. This means that we
need to develop systems that covers all of people needs. This will increase the need for
designing more and more complex software [197][200]. Software complexity is a systematic
challenge facing many communities including professional software developers, open source
communities, and the research and scientific communities. Moreover, software complexity is
an important indicator of the quality of systems. It leads the software to have a lack of its
quality attributes such as understandability, maintainability, and sustainability. To countify
the complexity of any software system, we need to measure its complexity first. Many studies
61

and definitions have been developed on complexity measure such as [201][202][203][204].
One of the first metrics that was developed to measure software complexity is cyclomatic
complexity by McCabe that measures the complexity of a software code [205]. In this matter,
we have developed a novel metrics to measure the complexity. This new approach derives
software complexity metrics from software designs. This ensures that the derived metrics are
uniquely tailored for the software under development, and also, the derived metrics are unique
for each software module. Further, the metrics can dynamically evolve throughout the
codebase life cycle and adequately consider variations in development technologies and the
architectural roles of various code and design elements.
This chapter is organized as follows. In the next section, we explained the design driven
code complexity metrics. After that, we provide an example to demonstrate the proposed
metrics. In section 4, we attempted a framework and theoretical evaluation to validate our
measure. In section 5, we conducted a comparative study of other complexity measures in
term of Weyuker’s properties evaluation, then, we reported on some related works in section
6. Finally, we conclude the paper in the last section.
4.2 Proposed Design Driven Code Complexity Metrics
The proposed complexity metrics involve assigning complexity values for each element
(attributes, methods and associations) to come up with the complexity of a class. We assign a
complexity rate (𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) to every element in the class to quantify attribute complexity
(𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ), method complexity (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ), and association complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). The

following metrics describe the proposed approach.
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4.2.1 Attribute Complexity
The first metric estimates the complexity of the attributes.
𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = (𝑉𝑉𝐴𝐴𝐴𝐴𝐴𝐴. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) + (𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 )

Where ( 𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is attribute complexity, (𝑉𝑉𝐴𝐴𝐴𝐴𝐴𝐴. ) attribute visibility, (𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴. ) is attribute type

and (𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) is the complexity rate. The complexity rate of the attribute type and visibility is
shown is Table 10.

Table 10: Classification of Complexity Rate for Attribute

Scope
Visibility

Type

Name
𝑉𝑉𝐴𝐴𝐴𝐴𝐴𝐴.

𝑇𝑇𝐴𝐴𝐴𝐴𝐴𝐴.

Classification

Examples

Rating

Primitive

Private

1

Simple

Protected, Package

2

Complex

Public

3

Primitive

int, char, Boolean

1

Simple

float, long, double,
str

2

Complex

array, struct, tuple,
date, time, list, map

3

Derived

object, array of
complex types

4

4.2.2 Method Complexity
The second metric is to estimate method complexity (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) by summing the

complexity of method’s visibility, return type, and the total parameters list. Table 11 show the
complexity rate for each part of method.
𝑛𝑛

𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = (𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) + (𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) + ��(𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑎𝑎𝑎𝑎𝑎𝑎 )�
𝑖𝑖=1
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In here, (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is method complexity, (𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ) is the method visibility,

(𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ) is method return type and (∑𝑛𝑛𝑖𝑖=1(𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 )) is the complexity rate for all

parameters in the method.

Table 11: Method Complexity Ratings

Scope

Parameters

Return Type

Visibility

Name

𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ.

𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀ℎ.

𝑉𝑉𝑀𝑀𝑒𝑒𝑒𝑒ℎ.

Classification

Examples

Rating

Primitive

int, char, boolean

1

Simple

float, long, double,
str

2

Complex

array, struct, tuple,
date, time, list

3

Derived

object, array of
complex types, map

4

Primitive

int, char, boolean,
void

1

Simple

float, long, double,
str

2

Complex

array, struct, tuple,
date, time, list

3

Derived

object, array of
complex types, map

4

Primitive

Private

1

Simple

Protected, Package

2

Complex

Public

3

4.2.3 Association Complexity
The third metric is to estimate the association complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) by adding all

incoming and outgoing association links. In Table 12 the association complexity ratings.
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Table 12: Ratings for Association Complexity

Scope

Incoming

Incoming

Name

𝐼𝐼𝐼𝐼𝐴𝐴𝐴𝐴.

𝑂𝑂𝑂𝑂𝑂𝑂𝐴𝐴𝐴𝐴.

Classification

Examples

Rating

Primitive

1 to many

1

Simple

many to many, 1 to
1

2

Complex

everything else,
such as 0..1 to
many, n .. m to
many, etc..

3

Primitive

1 to many

1

Simple

many to many, 1 to
1

2

Complex

everything else,
such as 0..1 to
many, n .. m to
many, etc..

3

𝑛𝑛

𝑛𝑛

𝑖𝑖=1

𝑖𝑖=1

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = ��(𝐼𝐼𝐼𝐼𝐴𝐴𝐴𝐴. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 )� + ��(𝑂𝑂𝑂𝑂𝑂𝑂𝐴𝐴𝐴𝐴. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 )�
(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is the association complexity, (∑𝑛𝑛𝑖𝑖=1(𝐼𝐼𝐼𝐼𝐴𝐴𝐴𝐴. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 )) is the complexity for all

incoming associations to the class, and (∑𝑛𝑛𝑖𝑖=1(𝑂𝑂𝑈𝑈𝑈𝑈𝐴𝐴𝐴𝐴. ∗ 𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 )) is the complexity for all

outgoing associations.

4.2.4 Class Complexity
Finally, by summing all attributes, methods, and associations complexities, we can
estimate the class complexity (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) which we can use to quantify the software
complexity.
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𝑛𝑛

𝑛𝑛

𝑖𝑖=1

𝑖𝑖=1

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = �� 𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � + �� 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � + 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
The class complexity (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) can be calculated by adding the complexity of all class

attributes �∑𝑛𝑛𝑖𝑖=1 𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 �, the complexity of all methods in the class �∑𝑛𝑛𝑖𝑖=1 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 � and
the class association complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). That will provide a view about the complexity

of any class in the software system based on its design.
4.3 Example of using the Proposed Metrics

To demonstrate the proposed approach of deriving complexity measures from software
design, consider the following simplified UML class diagram in Figure 2. The class diagram
shows six classes, and some associations between them. We will first measure the complexity
of the attributes, then the methods complexity, and after that the associations complexity. The
total of the three elements will be the class complexity. When we apply the first formula to
the Class Diagram example, we can find that the all the three attributes in class B, for instance,
has a public visibility, which will be given rate 3 in term of complexity rate, and the types are
integers, which are rated 1. For the provided example, the visibility is (3 * 3 = 9) and attribute
types is (3 * 1 = 3). Thus, the attribute complexity will be 12 (𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 9 + 3 = 12).
In method complexity, class B includes only one method. The visibility is public which
will be rated 3, and the return type is ”long” will be rated 2 in term of method return type. All
the parameters in this method is integers, which all will have the same complexity rate 1 (3 *
1 = 3). Thus, the method complexity can be calculated as follow: (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 3 + 2 + 3 =

8).
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Figure 2: UML class diagram example

To demonstrate the association complexity for class B, we will be assigning a complexity
rate 2 for incoming association because the multiplicity is many to many. Class B has no
outgoing association, and therefore, the association complexity of class B is: ( 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 2).

Finally, class B complexity will be the total of attribute complexity, method complexity,

and association complexity: (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 12 + 8 + 2 = 22). Table 13 shows the attribute,

method, association, and class complexity for all classes on the UML class diagram example.
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Table 13: Complexities for Classes from the UML Example

Attributes

Methods

Associations

Class

Complexity

Complexity

Complexity

Complexity

Class A

8

7

3

18

Class B

12

8

2

22

Class C

8

7

6

21

Class D

2

15

6

33

Class E

8

7

6

21

Class

4.4 Evaluating the Proposed Complexity Metrics
Any new proposed metric must be validated and evaluated both theoretically and
practically to be acceptable. In addition, to prove the usefulness this metrics, we need to go
through a validation process [154]. In this section we will evaluate our novel complexity
metrics from a theoretical measurement perspective by using the nine well known Weyuker’s
properties [128] and from a practical framework evaluation perspective by applying the
metrics evaluation framework developed by C. Kaner [126].
4.4.1 Framework Evaluation
The functional success of any proposed complexity metric depends on the foundation of
its validation, understandability by its users, and the tight link between the metric and the
attribute that it is intended to measure [125]. We followed a framework approach to evaluate
our proposed metrics by answering the following ten questions:
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What is the purpose of this measure?
The purpose of the design driven code complexity is to introduce a comprehensive

software quality and complexity metrics and proactive quantification methodologies derived
from software design.


What is the scope of this measure?
The proposed metrics are derived from software design. As a result, the scope of use is the

system analysis and software development, and more specifically, in early stage of software
design.


What attribute are we trying to measure?
The attribute that the proposed metrics are trying to measure the complexity. Complexity

lead to less understandable of the software, which will eventually, decrees the maintainability.
Further, the maintainability of any software can affect its sustainability in the future.


What is the natural scale of the attribute we are trying to measure?
The natural scale that the proposed metrics are using is a complexity rate for measuring

the complexity. The complexity rate is used to measure the level of complexity of every
element within the class.


What is the natural variability of the attribute?
The natural variability of the attribute is subjective and cannot be defined without using a

metric to measure the variability of complexity.


What is the metric (the function that assigns a value to the attribute)? What measuring
instrument do we use to perform the measurement?
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The proposed metrics has been defined formally earlier in this chapter in section 2 and
explained with an example in section 3.
To perform the measurement, we have computed all the parameters of the metrics
(attribute visibility and types, method visibility, return types and parameters, and class
associations) manually. However, it can be computed automatically by developing an
instrument such as a software tool for measuring the proposed metrics.


What is the natural scale for this metric?
The natural scale for design driven code complexity metrics is a complexity rate. In our

metrics, we assigned a complexity rate for every element in class.
Those elements are attributes (visibility and type), methods (visibility, return type and
method parameters), and associations (incoming and outgoing associations).


What is the natural variability of readings from this instrument?
The natural variability of reading from the proposed complexity metrics is varying

between three categories. First, primitive which show that the element is at the low level of
complexity. Second, simple which mean that the element at a moderate level of complexity.
Third, complex which reflects the high level of complexity.


What is the relationship of the attribute to the metric value?
If the complexity value increases, the software quality will decrease. That shows that there

is a strong relationship between the quality attributes of the software and our complexity
metrics.


What are the natural and foreseeable side effects of using this instrument?
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By performing measurement manually, there is no any side effect except the time. of
using instrument, because once we develop the complexity calculator, it would be very easy
to measure all the complexity measures, without any extra effort and additional workload of
manpower. The only side effect will be the cost of automation [124].
4.4.2 Theoretical Evaluation
In this section, we will evaluate our approach by using Weyuker’s properties. Weyuker’s
properties is a set of nine properties widely adopted by researchers in order to evaluate the
usefulness of software complexity metrics and to mathematically validate the correctness of
a measure as an acceptable metric.
4.4.2.1 PROPERTY 1
This property means that a measure should not produce the same complexity value for
every element. We will apply this property to our complexity approach. Firstly, the attribute
complexity, let’s take class A and class B for example. The attribute complexity for class A
is 8 and for class B is 12. Since the attribute complexity of class A is not equal to the attribute
complexity of class B, then attribute complexity satisfies this property. Secondly, method
complexity, by taking the same classes as an example, we can find that the method complexity
for class A is not equal to class B (7 ≠ 8). That prove that method complexity satisfies this
property as well. Thirdly, to apply association complexity to this property, we will take the
association complexity of class A and class B. The association complexity of class A is 3 and
the association complexity of class B is 2 which are not equal, and that satisfies this property.
Finally, we will evaluate the class complexity by using this property. As shown on Table 13,
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we can find that each class has a different class complexity which prove that class complexity
is also satisfies this property.
4.4.2.2 PROPERTY 2
This property states that there is only finite number of elements of the same complexity
rate. We can prove this property by taking any example from Figure 2 where there are some
attributers, methods, associations, or classes having a same complexity rate. Therefore, this
property is satisfying design driven complexity metrics.
4.4.2.3 PROPERTY 3
This property states that not every element (attributes, methods, associations, or classes)
have a unique complexity value. Let’s take the class complexities in Table 13, for instance,
where not all of them at the same complexity. From that we can see that our measure clearly
satisfies this property.
4.4.2.4 PROPERTY 4
Even though two methods may have the same functionality, it is the details of the design
that determine the complexity of the method and the class. This property states that the
implementation is important [169]. For example, if we have two methods that the first one
take two integer parameters and return the summation of those two integers, and the second
method take two double parameters and return the summation of those two parameters. Those
two methods have the same functionality, but the complexity rate for integer parameter is not
equal to the complexity rate for double parameter as shown in Table 13. To examine our
approach by using this property, let’s take classes A and C with the same functionality, which
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is calculating the area, but a different complexity (class A is 18 and class C is 21). Therefore,
this property is also satisfied by our complexity metrics.
4.4.2.5 PROPERTY 5
This property states that the complexity of a class, for example, should be less than or
equal to the complexity of the whole software. Similarly, the complexity of method in a class,
should be less than the complexity of the whole class. We can use this property to validate
our complexity metrics by examine the complexity of any element shown in Table 13. For
instance, in class A we can find that any element complexity (attribute, method, or association)
is less than class A complexity. According to that, our proposed complexity measurement
satisfied by this property.
4.4.2.6 PROPERTY 6
This property states that, even though classes P and Q for example have the same
complexity, the complexity of the composition of two classes P and R is not the same as the
composition of classes Q and R. The proposed metrics satisfied by this property because each
of those two compositions may interact with other classes which will lead to a different
association complexity. In Fig. 1, class C and class E having the same elements with the same
complexity 21, and class B contains from a slightly different elements with complexity 22.
The composition of classes C and B is class D, and the composition of classes E and C is class
F. by applying this property, we can find that the complexity of those new classes are not
equal since the complexity of class D is 33 and class F is 46. As a result, our proposed
complexity metric is satisfied by this property.
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4.4.2.7 PROPERTY 7
This property means that permutation of the elements of a class change the metric value.
In our proposed metrics, any of class components, attribute and method, has a complexity rate
based on visibility or type. Changing the order of any attributes or methods will not change
the assigned complexity rate. However, the new class, that created by changing the elements
order of the old class, could have more or less associations which will results in a different
association complexity and that will lead to different class complexity. For example, in Figure
2 shows that class D and class F have the same elements but in a different order, yet they don’t
have the same complexity (class D is 33 and class F is 46). Therefore, our proposed
complexity metrics is satisfied by this property.
4.4.2.8 PROPERTY 8
This property shows that if the name of any element changed, that will not affect the
complexity of that element. In addition, if any attribute or method name has been changed
within a class, the class complexity will remain the same. In our proposed complexity
measurements, renaming any element will not affect the complexity rate, which mean that this
property is also satisfied.
4.4.2.9 PROPERTY 9
This property shows that the complexity of the composition of two classes may be greater
than the sum of the complexities of the two taken separately. For example, let’s take the UML
class diagram in Figure 2, the class complexity of class A is 20and class B is 21, the result of
combining those two classes is 41. When we create a new class (class F) from the composition
of those two classes, then the complexity of this new class could be greater than the
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aggregation of class A and class B if the new class interacted with any other classes. In the
example from Fig. 1, the complexity of class F is 46, which is greater than the summation of
class A and class B. Thus, our complexity measurements are satisfied by this property.
4.5 Comparing with Other Complexity Metrics
In this section, we have done a comparing study between some of complexity measures in
term of Weyuker’s properties evaluation. First, Depth of Inheritance Tree (DIT) calculate the
maximum path length from that class to the root of the inheritance tree [170].
Second, Number of Children (NOC) which is the number of children components of a
component [171]. Those two metrics satisfied by seven properties, only property 7 and 9 fails
[171]. Cyclomatic complexity is one of the first metrics, developed by McCabe, to measures
the number of linearly independent paths in the control-flow of a method. The measure
satisfied by 1, 3, 4, 5, and 8 [173].
Another metric is DepDegree which is a measure for data-flow dependencies for a method
that counts the dependencies for each statement [173]. DepDegree satisfied by all Weyuker’s
properties. Cognitive complexity is a metric to measure the interactions of basic control
structures, which satisfied by Weyuker’s properties except property number 6 [116].
Structural Cognitive Information Measure (SCIM) defined as the total of the products of
corresponding cognitive weights and information contained in leaf node, and Extended
Structural Cognitive Information Measure (ESCIM) is extending SCIMS based on scope
information complexity of variables and BCS unit decomposition of software. Both of those
two metrics passed all Weyuker’s properties [173]. Finally, Weighted Class Complexity
(WCC) is a measure used to compute the structural and cognitive complexity of class by
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associating a weight to the class based on attributes and methods [58]. This metric is not
satisfied by only three properties, which are 6, 7, and 9.
Table 14: Comparing Class Complexity Metrics in Term of Weyuker’s Properties

Metric

P1

P2

P3

P4

P5

P6

P7

P8

P9

Depth of Inheritance Tree (DIT)

Y

Y

Y

Y

Y

Y

N

Y

N

Number of Children (NOC)

Y

Y

Y

Y

Y

Y

N

Y

N

Cyclomatic Complexity

Y

N

Y

Y

Y

N

N

Y

N

Data-flow Complexity

Y

N

Y

Y

N

Y

Y

Y

Y

DepDegree

Y

Y

Y

Y

Y

Y

Y

Y

Y

Cognitive Complexity

Y

Y

Y

Y

Y

N

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

N

N

Y

N

Y

Y

Y

Y

Y

Y

Y

Y

Y

Structural Cognitive Information
Measure (SCIM)
Extended Structural Cognitive
Information Measure (ESCIM)
Weighted Class Complexity
(WCC)
Design Driven

Table 14 summaries the comparing our class design driven metric and some other
complexity metrics in term of the nine Weyuker’s properties.
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4.6 Related Work
In this section we will explore research works that uses Weyuker’s Properties as a way to
evaluate software and code complexity measurements, and research works that applying
evaluation framework developed by C. Kaner.
Cardoso in his work focus on investigating process complexity [115]. he defines process
complexity as the degree to which a business process is difficult to analyze, understand or
explain. One way to analyze the process complexity is by using the process control-flow
complexity metrics. In his paper, he evaluated the control-flow complexity measure in terms
of Weyuker’s properties. He stated that Weyuker’s properties must be satisfied by any
complexity measure to qualify to be a good and comprehensive measure. Misra et al also
claim that Weyuker properties must be satisfied by every complexity measure to qualify as a
good and comprehensive one [116]. In their paper, thy evaluated cognitive complexity
measure in terms of the nine Weyuker properties through some examples. they found that
eight of nine Weyuker properties have been satisfied by the cognitive weight software
complexity measure and establishes the cognitive complexity as a well-structured one.
Sharma et al [175] proposed a new metric called Number of Polymorphic Dispatches.
After they evaluated the metric, the result is shown to satisfy Weyuker’s property number 9.
Kushwaha and Misra proposed an attempt has been made to evaluate cognitive information
complexity measure in terms of nine Weyuker properties, through examples [118]. It has been
found that all the nine properties have been satisfied by cognitive information complexity
measurement and they proved that it was a robust and well-structured. Mishra in her paper
has presented two inheritance complexity metrics, one at class level CCI (Class Complexity
due to Inheritance) and the other one at program level ACI (Average Complexity of a program
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due to Inheritance), for object-oriented software systems [176]. These proposed metrics are
evaluated with Weyuker’s properties and then, compared with other well-known metrics of
object-oriented inheritance. It has been found that the proposed metrics better represent the
complexity of a class and a program due to inheritance. In more details, Weyuker’s property
number 7, which is significance of permutation, has not satisfied by any of the object-oriented
inheritance metrics proposed. Yiming et al prospered the complex network theory into
software engineering and employ modularity metric to measure software modularity as a
whole [121]. First, a specific piece of software is represented by a software network, feature
coupling network (FCN), where they are using methods and attributes as nodes, couplings
between methods and attributes as a edges, and the weight on the edges represent the coupling
strength. They apply the Weyuker’s properties which is widely used in the field of software
metrics, to validate the modularity as a software metric theoretically. Many other papers
validated software complexity metrics against Weyuker's properties such as [120] and [129].
Evaluating software complexity by applying the evaluation framework developed by C.
Kaner [126] has been used in some research works. Misra et al [59] proposed a cognitive
complexity metric for evaluating design of object-oriented (OO) code based on inheritance
feature. It calculates the complexity at method level by considering internal structure of
methods and inheritance to calculate the class complexity. The proposed metric is validated
both theoretically by using Weyuker’s properties, and practically by using C. Kaner
evaluation framework which proved the robustness of the complexity metric. Baski and Misra
introduced suite of metrics includes data weight of a web service description language, distinct
message ratio metric, message entropy metric and message repetition scale metric [124]. All
the proposed metrics have been evaluated theoretically and validated empirically. A
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comparative study with similar measures proves the worth of the metric suite. In another work
[123], they presented a metric for the assessment of the quality of the Web services in terms
of its maintainability by implementing data complexity metric that can be evaluated by
analyzing WSDL (Web Service Description Language) documents used for describing Web
services. Moreover, they evaluated, in other paper, the quality of XML schema documents
(XSD) written in W3C XML Schema language by proposing a metric that measures the
complexity due to the internal architecture of XSD components, and due to recursion [122].
This metric covers all major factors responsible for complexity of XSD and it has been
empirically and theoretically validated.
4.7 Summary
Software complexity is an increasing challenge that facing software systems. Moreover,
software complexity is an important indicator of the quality of any software and it can affect
maintainability, and sustainability. To countify the complexity of any software system, we
need to measure its complexity first. In this study, we proposed a new methodology to measure
software complexity. The novel methodology derives software complexity metrics from the
software design. This encloses that the derived metrics are uniquely tailored for the software
under development and the metrics can dynamically evolve throughout the system life cycle.
In addition, it adequately considers variations in development technologies and the
architectural roles of various code and design elements. The proposed complexity metrics
involve assigning complexity rates for all components of a class (attributes, methods and
associations) and by adding those components we can estimate the complexity of the class.
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I have evaluated the proposed metrics against the nine Weyuker’s properties in order to
validate the usefulness and correctness our measure. We found that the proposed measure
satisfied by the properties. Moreover, we evaluated the framework of the proposed approach
to ensure that it is a clear understandability by its users, and the strong relationship between
the metric and the attribute that it is intended to measure. Future research should consider the
potential measures of other UML models more carefully, since we just considered class
diagram only.
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CHAPTER 5: METRICS TO MEASURE CODE COMPLEXITY BASED ON
SOFTWARE DESIGN: PRACTICAL EVALUATION

This chapter is based on accepted paper at the Future of Information and Communication
Conference (FICC) 2021 [10]. The proceedings of this conference will be published in the
Springer series "Advances in Intelligent Systems and Computing".
Software complexity is an indicator to the quality of software. It shows that a software or
a component of software has a design or implementation that is difficult to understand, modify
and maintain. Many complexity metrics have been developed by researchers to identify and
measure the degree of complexity. In this paper, we proposed a new code complexity metrics
that are derived from its design. This approach ensures that the derived metrics are uniquely
tailored for the software under development, and the derived metrics are unique for each
software module. We have done a theoretical evaluation also has been made by using the
Weyuker’s nine properties to insure the usefulness and correctness of our proposed metrics in
another paper. In this study, we aim to attempt an empirical evaluation study in order to have
a clear understanding of the proposed complexity metrics. We investigated whether there is a
correlation between the proposed UML Class Diagram complexity and the associated code,
specially code size, code smells, and technical debt. The result shows that there is a high
correlation between the design driven code complexity metrics and the associated code.
5.1 Introduction
In the last years, people tend to adopt technology into their live which mean that we need
to develop systems that covers all of people needs. This will increase the need for designing
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more and more complex software. Software complexity is a systematic challenge facing many
communities including professional software developers, open source communities, and the
research and scientific communities. Moreover, software complexity is an important indicator
of the quality of systems. It leads the software to have a lack of its quality attributes such as
understandability, maintainability, and sustainability. To countify the complexity of any
software system, we need to measure its complexity first. Many studies and definitions have
been developed on complexity measurements. One of the first metrics that was developed to
measure software complexity is cyclomatic complexity by McCabe that measures the
complexity of a software code [206]. Most of the UML class diagram complexity metrics
depends on number of classes or elements within each class. In this matter, we have developed
a novel metrics to measure the software complexity. This new approach derives software
complexity metrics from software design by measuring the complexity rate of each element.
This ensures that the derived metrics are uniquely tailored for the software under
development, and also, the derived metrics are unique for each software module. Further, the
metrics can dynamically evolve throughout the codebase life cycle and adequately consider
variations in development technologies and the architectural roles of various code and design
elements.
This chapter is organized as follows: in the next section, we report on some related works.
After that, we explain the proposed code complexity metrics. In section 4, we attempt a
practical evaluation study to validate our measure. In section 5, we explain and comment on
the results of this study. Finally, we conclude the paper in the last section.
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5.2 Related Work
In this section, we will cover some related works on UML class diagram complexity
metrics. Many different metrics for class diagram has been developed to help software
developers to analyze complexity and maintainability in the early phase of software lifecycle.
One of them is developed by Peter, In [131] to analyze the complexity of architecture by using
metric tree. In his study, he used UML diagram as an input to find some key indicators. He
developed metrics to predict class’s fault-proneness and to provide quality measurements. M.
Genero discussed two group of metrics to measure the complexity of class diagrams [132].
The first group is to measure size which are the total number of classes (NC), attributes (NA),
and methods (NM). Second group is the structural complexity metrics which are number of
associations (NAssoc), aggregations (NAgg), dependencies (NDep), generalizations (NGen),
generalization hierarchies (NGenH), aggregation hierarchies (NAggH), the maximum DIT
value obtained for each class of the class diagram (MaxDIT), and the maximum HAgg value
obtained for each class of the class diagram (MaxHAgg). Kang et al proposed weighted class
dependence graphs to present a structure complexity measure for the UML class diagram by
calculating classes and relationships between them [133]. They are using the entropy distance
to measure the complexity of the class diagram. Use stochastic variables x and y to denote the
output and input edges weight of each node.
Moreover, a class diagram metrics proposed by Marchesi metrics to measure the
complexity by balancing the responsibilities among packages and classes, and of cohesion
and coupling among system entities [134]. R. Rufai presented metrics for measuring the
similarity between a pair of UML models based on class diagrams [135]. Those metrics are
shallow semantic similarity metric (SSSM) and deep semantic similarity metric (DSSM).
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Another measure developed by Bansiya and Davis which contain adequate information to
allow accurate determination of the properties design [136]. The metrics are Design Size in
Classes (DSC), Number of Hierarchies (NOH), Average Number of Ancestors (ANA), Direct
Class Coupling (DCC), Cohesion Among Method of Class (CAM), and Measure of
Aggregation (MOA). Chidamber and Kemerer proposed metrics, only three of them for
measuring the UML class diagram [137][138]. The first is Number of Children (NOC) to
measure the number of immediate descendants of a class. Second, Depth of Inheritance Tree
(DIT) metric that can provide a measure for any class to measure the inheritance levels from
the top hierarchy, and third metric is, Weighted methods per class (WMC). Cardoso in his
work focuses on investigating process complexity [115]. He defines process complexity as
the degree to which a business process is difficult to analyze, understand or explain. claims
that that the only way to analyze the process complexity is by using the process control-flow
complexity metrics. Tong [209] applies a method to measure UML class diagram complexity
weights based on information entropy-based multi-attribute decision in UML class diagram
metrics. He claims that his approach can serve the software quality control and evaluation
modeling can be applied to improve software quality and software maintenance work. Ma et
al. [210] proposed a hierarchical metrics set in terms of coupling and cohesion for large-scale
object-oriented (OO) software systems. They analyzed the proposed approach on a sample of
13 open-source OO software systems to empirically validate the set. Fourati et al. [211]
propose an approach that identifies anti-patterns in UML designs through the use of existing
and newly defined quality metrics that examines the structural and behavioral information
through the class and sequence diagrams. It is illustrated through five of some well-known
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anti-patterns: Blob, Lava Flow, Functional Decomposition, Poltergeists, and Swiss Army
Knife.
Kim and Boldyreff suggested a software metrics that can be applied to the elements of
UML modelling [212]. The proposed UML metrics are based on the metamodel scheme and
are divided into four categories of metrics which are model, class, message, and use case
metrics. The model metrics are; Number of the packages in a model (NPM), Number of the
classes in a model (NCM), Number of actors in a model (NAM), Number of use cases in a
model (NUM), Number of objects in a model (NOM), Number of the messages in a model
(NMM), Number of the associations in a model (NASM), Number of aggregations in a model
(NAGM), and Number of the inheritance relations in a model (NIM). The use case metrics
are: Number of actors associated with a use case (NAU), Number of messages associated with
a use case (NMU), Number of system classes associated with a use case (NSCU).
Doraisamy et al proposed a model metric to be a guideline for software project managers
in order to control and monitor software [144]. The proposed model metrics is divided into
five important modelling activities. First, metrics integration, which integrated in deriving the
final metrics using Constant Comparative technique. This technique is the core of the
Grounded Theory method. Second, metrics description, to identify the attributes of model
such as metrics name, purpose of the metrics, method of application. measurement formula
and data element, interpretation of measured value, metric scale type, and the target audience.
Third, metrics validation, by reviewing three important criteria, which are the correctness of
metrics title, the usefulness of monitoring and controlling software projects, and the validation
of measurement types. Fourth, metrics categorization, which validating metrics based on
project management Iron triangle model. This model contains three elements which are cost,
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schedule and quality. Finally, metrics performance threshold value, by establishing Metrics
Performance Threshold Scale to validate the metrics.
5.3 Proposed Complexity Metrics
The complexity metrics involve assigning a complexity rate for each element (attributes,
methods, and associations) to determine the complexity of a class. We assign a complexity
rate (𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) to every element in the class to quantify the attribute complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ),

method complexity (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ), and association complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). The first metric

estimates the complexity of each attribute in the class. The proposed complexity metrics has
been explained earlier in chapter 4 (4.2).
5.4 Study Design
The plan is to collect small to medium size software codebase from open source. GitHub
[17] is a large and widely used open source community that we will target for the codebase
collection. The second step is to use the reverse engineering tools “Understand” [213] and
“Visual Paradigm” [214], Appendix A, and Appendix B explained how to use both
Understand and Visual Paradigm tools, to get the UML class diagram of the software
codebase. To calculate the complexity of the collected codebases, we will apply the proposed

UML class diagram complexity metrics. The measurement starts with measuring attribute
complexity then method complexity and association complexity before we calculate class
complexity. The system complexity will be the total complexity of all classes within the
system. Code smells considered as a measure of the quality of software systems. I will use a
software code smell detection tools such as “PMD”, “inFusion”, “JDeodorant” and “JSpIRIT”
to quantify the number of code smells in every software codebase. A large number of code
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smells is an indicator that the software is a low quality, and verse versa, the high-quality
system includes low number of code smells. The plan in this stage is to attempt a correlation
study between the software codebase complexity and number of code smells to understand
the relationship between my proposed complexity approach and software quality. Moreover,
we plan to measure the technical dept in the software systems and to conduct another
correlation study between the complexity of software codebases and their technical dept in
order to understand the relationship between our proposed complexity metrics and software
maintainability.
5.4.1 Research Question
The practical evaluation study is motivated by the following research question:
RQ: Is there a correlation between the proposed UML Class Diagram complexity and the
associated code. Specially Code Size (LOC), Code Smells (Quality), and Technical Debt.
(Maintainability)?
Complex code usually associated with large code. In this study, we need to investigate
whether there is correlation between the code size and the complexity of that code (measured
by our complexity approach). In addition, large number of code smells is an indicator that the
software is a low quality, and verse versa, the high-quality system includes low number of
code smells. Moreover, we plan to measure the technical dept in the software systems and to
conduct another correlation study between the complexity of software codebases and their
technical dept in order to understand the relationship between my proposed complexity
metrics and software maintainability.
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5.4.2 Subject Codebase
For this study, we investigated a simple of an open-source codebase, which is Mobil Media
[127] which contain 8 versions and explained in Table 15. Mobil Media is a java-based
application system that manipulated photos, music, and video on mobile devices. After
analyzing the codebase, we found that there are 253 classes and 997 methods with more than
28,000 LOC.
Table 15: Information about Mobile Media codebase

Version

Number of Classes

Number of Methods

LOC

V1

15

72

2,063

V2

25

78

2,540

V3

25

95

2,839

V4

25

98

2,936

V5

30

111

3,327

V6

36

143

4,241

V7

46

190

5,021

V8

51

210

5,741

V9

15

72

2,063

5.4.3 Code Smell Detection Tools
We used four code smell detection tools in this study. In those detection tools, each one
had a detection technique based on metrics. Our goal is to use those tools to analyze the quality
of the codebase by detecting the code smells. The code smell detection tools are:
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1. PMD [215] is an open-source tool for Java and an Eclipse plugin that detects many
problems in Java code, including two of the code smells of interest in our study: god class
and god method [216].
2. inFusion [217] is a commercial standalone tool for Java, C, and C++ that detects 22 code
smells. As a commercial product, inFusion was no longer available for download, instead,
the open source version of the tool, called iPlasma, was still available [218].
3. JDeodorant [219] is an open-source Eclipse plugin for Java that detects four code smells:
god class, god method, feature envy, and switch statement [220].
4. JSpIRIT [221] is a tool that takes as input the Java source code of an application, and it is
an Eclipse plugin for Java that identifies and prioritizes ten code smells.
5.4.4 Technical Dept Tool
In order to study the relationship between our complexity metrics and software
maintainability, we will use a well-known code analysis tool named “SonarQube” [192]. The
popularity of tools for software quality analysis has increased over the years, with special
attention to tools that calculate technical debt based on violations of a set of rules [222].
SonarQube is one of the most used tools and provides an estimation of the time needed to
remediate technical debt. SonarQube proposes a set of coding rules, which represent
something wrong in the code that will soon be reflected in a fault or will increase maintenance
effort [209].
5.5 Results and Analysis
We applied the study on the open source codebase Mobil Media by measuring the
complexity of each class. Then we calculated the correlation between each class complexity
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of each version the class lines of code (LOC). In the next step, we calculated the average of
the correlation of the whole codebase. The results in Table 16 showed a high correlation
between the complexity of the codebase measured by the proposed UML class diagram
complexity metrics and the code size. The correlation was between 0.94 in version number 2
and 0.64 in version number 7. The average of class complexity of the whole system 0.81
which is a strong relationship as shown in Figure 3, and that will answer the first part of the
research question about the correlation between the proposed UML Class Diagram
complexity and the associated code size (LOC).
Table 16: Correlation between class complexity and LOC for each version and the average of the whole system

Version

Correlation (Each
Version)

V1

0.9260

V2

0.9407

V3

0.9162

V4

0.9013

V5

0.7699

V6

0.7580

V7

0.6439

V8

0.6521

V9

0.9260
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Correlation (Total)

0.8135

To answer the second part of the research question about the correlation between the
proposed UML Class Diagram complexity and the associated code smells (Quality), we
started by measuring the complexity of each class in the system by using the proposed
complexity metrics. We found that there are 180 classes has a complexity between 1 to 50 and
43 classes has complexity between 51 to 100 as shown in Table 17. Also, there are 21 classes
with complexity measure between 101 to 150, and only 8 classes have a complexity rate with
more than 150. After that, we analyzed the codebase by using four code smells detection tools.
The tools are inFusion, JSpIRIT, PMD, and JDeodorant.
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Figure 3: Correlation between Class Complexity and Class Size (LOC)
Table 17: Class complexity groups and the results of each code smell tool of smelly Large Class

Class Complexity

(1-50)

(51-100)

(101-150)

(151-200)

Number of Classes

180

43

21

8
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Smells

%

Smells

%

Smells

%

Smells

%

inFusion

3

2%

0

0%

0

0%

3

38%

JDeodorant

36

20%

15

35%

13

62%

8

100%

JSpIRIT

7

4%

3

7%

0

0%

4

50%

PMD

7

4%

3

7%

0

0%

4

50%

We found that from the first group (the 180 classes that has complexity between 1-50),
inFusion detected 3 classes that are large class bad smell, which is 2% of the 180 classes.
JDeodorant detected 36 smelly classes, and the other two, JSpIRIT and PMD, each tool
detected 7 classes. From the second group (51-100), JDeodorant detected 15 smelly classes,
JSpIRIT and PMD, each tool detected only 3 classes. From the 21 classes in the third group,
that has complexity between 101 to 150, the tool JDeodorant found that 62% of them smelly
classes.
Finally, in the group that has the highest complexity (151-200), which are only 8 classes,
JDeodorant detected all of them as smelly classes, JSpIRIT and PMD, each tool detected half
of them 50% as smelly. Figures 4, 5, 6, and 7 shows the percentage of smelly classes that
detected by of each tool.
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inFusion
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Figure 4: Code smells detected by inFusion tool
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(151-200)

JSpIRIT
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Figure 5: Code smells detected by JSpIRT tool
PMD
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Figure 6: Code smells detected by PMD tool
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Figure 7: Code smells detected by JDeodorant tool

By calculating the average of all smelly classes that detected from all code smells detection
tools, we found that 7.36% of classes that has complexity 50 or less, are smelly classes (Table
18). In the second complexity group (51-100), the average is around 12% smelly classes, and
15% in the third complexity group. The highest percentage of smelly classes, which is 59%,
are found in the highest complexity group (151-200).
The results, as shown in Figure 8, suggest that when the complexity of a class is high that
will increase the chance to be a smelly class. When the complexity increased, the smelly
classes increased as well, and that answered the second part of the research question.
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Table 18: Average of smelly classes in each class complexity group

Class Complexity

Average

(1-50)

7.36 %

(51-100)

12.21 %

(101-150)

15.48 %

(151-200)

59.38 %

70%

60%

50%

40%

30%

20%

10%

0%

(1-50)

(51-100)

(101-150)

(151-200)

Figure 8: Relationship between Class Complexity and Smelly Classes (Average)

Finally, to answer the third part of the research question, we analyzed the codebase by
using SonarQube, which is software tool that used to apply a code analysis and to measure
the technical debt. We found that the time needed to fix the complex classes is much more
than the time needed to fix classes with lower complexity value. The correlation between class
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complexity and technical debt is 0.61, which mean that higher complexity will decrease
software maintainability as shown in Figure 9.
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Figure 9: Correlation between Class Complexity and Technical Debt

5.6 Threats to Validity
In this section, we present the internal and external threats to validity of this study. Internal
validity points to threats of conclusions about the cause and effects of the study [114],
whereas, external validity refers to the ability to generalize the results to other environments.
5.6.1 Internal Validity
The main factor that could affect the internal validity of this study negatively is the size of
the selected codebases. We selected this codebase because they have been reviewed by
software experts manually to identify code smells in another study [223], and also they have
been used in many other studies [224][225][226][227][228][229]. Furthermore, the size of the
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selected systems helps us to reduce the risk of erroneous measurements of method and class
complexity since we are calculating them manually.
5.6.2 External Validity
The selected software systems might not be representative of the real industrial practices
and our findings might not be directly extended or implied to large scale projects [114].
However, to reduce this risk we selected systems from different domains, Mobile Media is a
mobile application, which was developed to incorporate nowadays technologies, such as
GUIs, persistence, distribution, concurrency, and recurrent maintenance scenarios of real
software systems.
5.7 Summary
In this chapter, we presented a novel approach that defines code complexity metrics with
thresholds that are derived from software design. This ensures alignment between the
intentional specification of software design characteristics and their implementation. This
approach means that metrics can evolves as the codebase design evolves throughout the
software lifecycle. Moreover, this approach means that each code module will have its own
unique quality metrics that are tailored to its unique context. Our approach based on measuring
the complexity of each element in each class in the system.
To evaluate our approach, we performed a study to investigate the correlation between the
proposed complexity metrics and the associated code, in particular, the code size, code smells,
and technical debt. The results showed a high correlation between the complexity of the
codebase measured by the proposed UML class diagram complexity metrics and the code
size. The average of class complexity of the whole system 0.81 which is a strong relationship.
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Moreover, the results suggest that when the complexity of a class is high that will increase the
chance to be a smelly class. That’s mean that when the complexity increased, the smelly
classes increased as well. Further, we found that the time needed to fix the complex classes is
much more than the time needed to fix classes with lower complexity value. The correlation
between class complexity and technical debt is 0.61, which mean that higher complexity will
decrease software maintainability. In future work, we would like to expand our analysis to
include more real-life software systems from different domains. Moreover, we intend to
further investigate the evolution of other code smells in codebases and the impact that they
have on system maintenance.
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CHAPTER 6: THEORETICALLY VALIDATED COMPLEXITY METRICS
FOR UML STATE MACHINE MODELS

This chapter is based on a paper accepted at the Future Technologies Conference (FTC
2020) [3]. The proceedings of this conference will be published in the Springer series
"Advances in Intelligent Systems and Computing".
The chapter introduce a novel complexity metrics to measure the UML state machines
diagram complexity. The proposed approach is formulated by assigning a complexity rate for
each element in the state and transition. Moreover, we evaluated the mathematical validity of
the proposed complexity metrics theoretically by applying Briand´s theoretical propertybased framework to ensure the correctness of the metrics. The result shows that our proposed
complexity metrics satisfies four out of five Briand´s complexity property.
6.1 Introduction
The unified modeling language is a standard modeling language consisting of set of
diagrams developed in order to help software developers for constructing and visualizing the
software systems. It provides a graphical notation that can be used in object-oriented
designing and programming [161][162]. These notations are considered as a solution to design
more complex systems with high level of understandability. Recently, the need for developing
complex software systems that provide many services and operate on different platforms has
been increased rapidly. This need for more complex systems can create some impediments
for software sustainability in the future. Software sustainability is a systematic challenge that
impacts professional software developers and open source communities [167]. To improve
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the sustainability of software systems, we need to reduce the level of complexity of the system.
For this purpose, many researchers had developed some complexity metrics.
One of the UML modeling languages is state machines diagram. State machine diagram
is used to graphically represent finite state machines of the system behavior [163]. The
contribution of this paper is to propose a new complexity metrics to measure state machine
complexity. This measurement approach is based on evaluating each element is the states and
transitions in the system by appoint a complexity rate. The complexity rate can be either
primitive, simple, or complexity. After that we measure the complexity of state and transition.
Finally, we can measure the complexity of a system by adding the complexity values of all
states and transitions within the system. In order to evaluate the proposed complexity metrics,
we will evaluate the mathematical validity of the metrics theoretically by applying Briand´s
theoretical property-based framework [167] to ensure the usefulness and the correctness of
the metrics. Briand´s complexity properties are consisting of five properties which are Nonnegativity, null value, symmetry, module monotonicity, and disjoint module additivity.
The paper is constructed as follow. The next section will cover the related research works.
Section thee explained the proposed state machine complexity metrics. Then we provide
demonstration examples for the proposed measures. After that we applied our approach to the
Briand´s theoretical property. We have summarized and conclude the paper is in the last
section.
6.2 Related Work
This section provides the literature regarding works have been done to develop complexity
measures for UML state machine.
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Zhang et al proposed a set of metrics for states and transitions in UML state machines
[140][156]. The proposed metrics are trying to measure the state activation and deactivation.
These set of metrics are designed to measure the complexity of UML state machines arising
from different kinds of non-locality. Hall in his work introduced two new metrics which are
Top Level Cyclomatic Complexity and Hierarchical Cyclomatic Complexity [143]. The first
measure that he presented was to calculate cyclomatic complexity by ignoring superstates,
which is called structural cyclomatic complexity (SCC) [164]. The second measurement
approach is calculating top-level cyclomatic complexity (TLCC) of a state machine. In
metrics he only considered only the top-level composite states. The last metric is a
combination of the two approaches. The measure is adding the cyclomatic complexity of each
layer in a hierarchy with its own weight, where each layer weight is symmetrical backward to
the depth of the layer in the hierarchy (weight = 1/n, where n is the depth of state machine
layer).
Moreover, Cruz-Lemus et al developed a complexity measurement approach based on the
commonly used elements when modelling an UML state chart diagram [141]. These elements
are action, state, composite state, simple state, event, guard, and transition. He aims to study
the impact of structural complexity on the understandability of state machine diagrams. They
formulate metrics for measuring structural complexity by using the elements and they grouped
it into three components of complexity metrics. The first group is Simple states features (SSF)
which is comprising of NSS, NE, NG, NT and CC metrics. Second is Activities Within States
(AWS) which includes NEntryA and NExitA metrics. The third is Number of Activities (NA)
which is the number of activities in the model.
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Jose studied the effect of composite states on the state machines understandability [166].
After performing several experiments, he found that the increased level of nesting has a
negative impact on the understandability and that flat state machines should be preferred over
hierarchical ones. Genero identified set of basic state machine metrics [165]. The metrics are
the number of entry actions (NEntryA), the number of exit actions (NExitA), the number of
activities (NA), the number of simple states (NSS), the number of composite states (NCS),
the number of events (NE), the number of guards (NG), cyclomatic number (CC), the number
of transitions (NT), the number of complex transitions (NCT), the number of composite states
(NCS) and the number of actions associated to transitions (NIA). These metrics were
evaluated theoretically by using Briand et al.’s property-based framework, which is a set of
intuitively derived axioms that the metrics must satisfy in order to be considered as valid and
correct measure.
6.3 Proposed Measurement Metrics
The concept of our approach for complexity measurement is by assigning a complexity
rate for every element within the UML state machine diagram. Complexity Rate (𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) is
to differ the level of complexity for each part and element between primitive, simple and
complex as shown in Table 19. In here we will explain the proposed metrics.
Table 19: The Complexity Rating Classification

Complexity Rate (𝑪𝑪𝑪𝑪𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 )

Classification

Rate

Primitive

1
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Complexity Rate (𝑪𝑪𝑪𝑪𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 )

Classification

Rate

Simple

2

Complex

3

6.3.1 Definitions
First, we expound the definitions of variables and constants used in the UML state
machines metrics.
Complexity Rate = 𝑪𝑪𝑪𝑪𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹

Activity Complexity = 𝑨𝑨(𝒔𝒔)𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄
Event Complexity = 𝑬𝑬(𝒕𝒕)𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

Guard Complexity = 𝑮𝑮(𝒕𝒕)𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

Action Complexity = 𝑨𝑨(𝒕𝒕)𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄
State Complexity = 𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

Transition Complexity = 𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻.𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

State Machines Complexity = 𝑺𝑺𝑺𝑺𝒄𝒄𝒄𝒄𝒄𝒄𝒄𝒄

6.3.2 State Measurement

The state includes only one element which is activity. Any state will be considered as a
primitive complexity with rate of complexity (1) if it is there are no activities inside it. If a
state includes activities such as entry, exit or do activities, then we add the complexity of the
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activities based on how many activities included within that state. If the state has only one
activity, then the complexity will be primitive, and the complexity rate will be (1). In case of
two activities within the state, it will take a simple complexity rate (2). Three or more activities
inside any state will increase it to a complex state as explained in Table 20.
Table 20: Activates Complexity Rating

Count
Classification

Rate
(Number of activates)

Primitive

1

1

Simple

2

2

Complex

3 or more

3

The formulation for measuring the complexity of a state activity is.
𝐴𝐴(𝑠𝑠)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

1
𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 1
𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 2
= �2
3 𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 >= 3

Based on that, we can measure the state complexity by using the following metric.
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐴𝐴(𝑠𝑠)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 1
6.3.3 Transition Measurement
Transition include three elements, which are event, guard, and action. When transition has
no elements, then it will be a primitive transition with a complexity rate (1). The complexity
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will increase when transition include one or more elements. We can describe the elements of
a transition to get the complexity for each element. First, event, which can be a signal event,
call event, time event, or change event. Based on the classification of the complexity rate of
each event type explained in Table 21, we can measure the complexity of event as follow.
Table 21: Complexity Rating for Transition Event

Classification

Type

Rate

Primitive

Signal

1

Simple

Call

2

Complex

Time, Change

3

The second element in transition is guard. We can estimate the complexity of guard based
on number of conditions within the guard. Basically, a guard can be primitive with complexity
rate (1) if the guard contain only one condition. Two conditions will raise the complexity from
primitive to simple as shown in Table 22. When the guard has tree conditions or more, then
we consider it as a complex guard and the complexity rate will increase to be (3). The formula
for measuring the guard complexity is.
𝐺𝐺(𝑡𝑡)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

1
𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 1
𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 2
= �2
3 𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 >= 3
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Table 22: Guard Complexity Rating

Count
Classification

Rate
(Number of conditions)

Primitive

1

1

Simple

2

2

Complex

3 or more

3

Moreover, we measure the third element in transition which is action. We can find one or
more actions in every transition. According to that, we assign a complexity rate based on how
many numbers of actions for a transition. The complexity rate will be (1) if we have just one
action, complexity rate (2) when we have two actions, and if the transition includes tree
actions or more the complexity rate will be (3) as explained in Table 23.
Table 23: Actions Complexity Rating

Count
Classification

Rate
(Number of actions)

Primitive

1

1

Simple

2

2

Complex

3 or more

3

𝐴𝐴(𝑡𝑡)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

1
𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 1
𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝑢𝑢𝑛𝑛𝑛𝑛 = 2
= �2
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3 𝑖𝑖𝑖𝑖 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 >= 3

Finally, we can measure transition complexity by adding the complexity of all elements
(event, guard, and actions) within the transition. The metric to measure the complexity of a
transition is.
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝐸𝐸(𝑡𝑡)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐺𝐺(𝑡𝑡)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝐴𝐴(𝑡𝑡)𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 1
6.3.4 State Machines Matric
The UML state machine diagram complexity metric (𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is the total of state

complexity (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) and transition complexity (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ).
𝑛𝑛

𝑛𝑛

𝑖𝑖=1

𝑖𝑖=1

𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = � 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + � 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
6.4 Demonstration Examples
To demonstrate the proposed UML state machine diagram complexity measures, we will
provide the following examples. Firstly, let us consider the state machine model for login in
to an e-learning system in Figure 10 where we can see three states and six transitions.
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Figure 10: First example of UML State Machine Model

The first state is Login which include two activates, the second state is Online with only
one activity, and the third is Offline state with no activates. Moreover, there are three
transitions that include guards, the reset does not have guards. The complexity of the first state
is counted based on the number of the two activates and the complexity of the state which is
(1). The second state which is Online has only one entry activity which we can measure the
complexity by adding the complexity of the state and the activity. The complexity value for
the third state, which is Offline, is one because we just measure the complexity of the state
only since it not has any activity. The measures of the three states is as follow.
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿) = 2 + 1 = 3
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 1 + 1 = 2
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𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂) = 0 + 1 = 1
The first transition is between Login state and Online state, has an event, guard, and action.
The guard include two conditions to check the username and password to login to the system.
The complexity value of the first state is 4.
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 1 + 2 + 1 = 4
The second transition is this model is between Login state and Offline state. This transition
has one event and one guard with three conditions. The complexity value of the second
transition is 4. The transition between Login state and final state will have the same
complexity value since it includes an event and a guard with three conditions. So, the
transition complexity value is 4 as well.
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 1 + 3 + 0 = 4
The complexity value for the transition between Online state and Offline state is 2 because
it has an event. The last two transitions which are the one between the initial state and Login
state, and the transition between Offline state and final state, will be measured 1 for each of
them.
To measure the complexity of the state machine model in the first example we will add
the complexity of all states and transitions to estimate the total complexity. The total state
complexity (∑𝑛𝑛𝑖𝑖=1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is 6 and for the transitions (∑𝑛𝑛𝑖𝑖=1 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is 16. As a result,
𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
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= 6 + 16 = 22

the state machine complexity is 22.

Another example in Figure 11 is shown a composite state, fork node, and join node. In this
model, there are eight states in total and twelve transitions. The complexity value of the states
Online, Lab2, Pass, and Fail is 1. States Lab1, Test1, and Test2 has a complexity value 2
because each one of them is including one activity. The complexity measure of state Project
is 3. In total, the complexity of all states in the model is 13.
The transition complexity value of the transition between states Test2 and Pass, and the
transition between state Test2 and state Fail, is 3. There are three transitions with complexity
value 2, which are the transition between state Lab1 and state Lab2, the transition between
state Test1 and state Test2, and the transition between state Project and the join node.
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Figure 11: Second Example of State Machin

The rest of the five transition will receive complexity value 1 for each. Finally, we
calculate the complexity of the state machine model in the second example by adding the
complexities of all states and transitions.
𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 13 + 17 = 30
6.5 Theoretical Validation
Any new metric in software should be validated for its validity [161]. One way to validate
new metrics is the internal theoretical construction validation to ensures that the metric is a
proper numerical characterization of the property that it claims to measure [154]. The
theoretical validation can be done based on analysis of the properties of the attribute to be
measured to provide information about mathematical and statistical operations that can be
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performed with the measure.
The theoretical validation of the proposed metrics will be done by applying Briand et al.´s
property-based framework [159] to assess whether the proposed complexity metrics actually
measures what it purports to measure. The complexity evaluation process in Briand properties
comes throw five complexity properties which are nonnegativity, null value, symmetry,
module monotonicity, and disjoint module additivity. In the following we will apply these
properties to our measurement approach. We consider that the UML state machine diagram
is a system (S) composed of states (E) and transitions (R).
6.5.1 Property Complexity.1: Non-negativity
The complexity of a system S = <E,R> is non-negative Complexity(S) ≥ 0
This property states that the complexity metric must be non-negative. Based on the
propped measure, the state complexity metric (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) will have a minimum complexity

value (1) if there are no activities inside it. The transition complexity metric (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) will

be at least (1) as well if it does not include any event, guard, or actions. Moreover, if the model

consists of only one state with no transitions, the state machine complexity value (𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 )
will be minimum (1). According to that, state complexity, transition complexity, and state
machine complexity metric is satisfied by this property.
6.5.2 Property Complexity.2: Null Value
The complexity of a system S = <E,R> is null if R is empty
0

R = ∅ ⇒ Complexity(S) =

The second property implies that when there are no transitions between states, the
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complexity metric of state machine must be null. As we explained earlier in first property, all
the complexity metrics will have complexity value more than zero at least. So, if the model
contains only one state (E) with no transition (R), the state machine complexity value
(𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) will be at least (1). Based on that, the state machine complexity metric is not
satisfied by the second property.

6.5.3 Property Complexity.3: Symmetry
The complexity of a system S = <E,R> does not depend on the convention chosen to
represent the relationships between its elements (S=<E,R> and S1=<E,R-1>) ⇒
Complexity(S) = Complexity(S1)

Figure 12: Symmetry Property Example

This complexity property states that the complexity measure should not be sensitive to
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representation conventions with respect to the direction of the transitions. In our proposed
measure, the complexity values in transition complexity metric (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇.𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is given based

on the transition itself and any elements within it, not to the direction of the transition. For
instance, Figure 12 shows two systems (system S, and system S1) with a different direction.
The complexity value for system S is 4, and for system S1 is also 4. Thus, complexity(S) =
complexity(S1) which satisfied our complexity measure.
6.5.4 Property Complexity.4: Module Monotonicity
The complexity of a system S = <E,R> is no less than the sum of the complexities of any
two of its modules with no relationships in common
(S = <E,R> and m1 = <Em1,Rm1> and m2 = <Em2,Rm2> and m1 ∪ m2 ⊆ S and Rm1 ∩

Rm2 = ∅ ) ⇒ Complexity(S) ≥ Complexity(m1)+Complexity(m2)

This property implies that the complexity of any system must be at least as much as the

sum of the complexities of any two modules that are not connected together. To apply this
property on the proposed metrics, let’s take the example showed in Figure 13.
The system has tree modules not sharing a relationship, which are module 1 (m1 ⇒ state

Login and state Online), module 2 (m2 ⇒ state Lab1 and state Lab2), and module 3 (m3 ⇒

state Test1 and state Test2). The complexity value of m1 = 5, m2 = 6, and m3 = 4. The
complexity value of the system S = 15. When we take any two modules, for example m1 and
m2, the sum of complexity of those two modules is less than the complexity of the system (15
≥ 5 + 6). Accordingly, the proposed measure is satisfied by the Module Monotonicity
property.
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Figure 13: The Module Monotonicity Property

6.5.5 Property Complexity.5: Disjoint Module Additivity

Figure 14: Example to show the Property of Disjoint Module Additivity
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The complexity of a system S = <E,R> composed of two disjoint modules m1, m2 is equal
to the sum of the complexities of the two modules
(S = <E,R> and S = m1 ∪ m2 and m1 ∩ m2 = ∅ ) ⇒ Complexity(S) = Complexity(m1) +

Complexity(m2)

The last property suggest that the complexity of any system made of disjoint modules is
the sum of the complexities of all those modules. Figure 14 show a system constricted from
two disjoint modules. Module 1 (m1 ⇒ state Login and state Online), and module 2 (m2 ⇒

state Lab1 and state Lab2). The complexity of m1 = 5, complexity of m2 = 6, and the
complexity of the system S = 11. The total complexities of the two modules is (m1 + m2 =
11) which is equal to the complexity of the system. Consequently, our proposed measure is
satisfied by the last complexity property.
6.6 Summary
Complexity is one of the major challenges that facing software developers. In the last
years, many researchers had developed some complexity metrics to measure the level of
complexity in software models. The contribution of this study is to propose a novel complexity
metrics to measure state machine models complexity. This measurement approach is based
on evaluating each element is the states and transitions in the system by appoint a complexity
rate. The complexity rate can be either primitive, simple, or complexity. After that we measure
the complexity of state and transition. Then, we can measure the complexity of a system by
adding the complexity values of all states and transitions within the system. Moreover, we
attempt an evaluation study for the proposed complexity metrics, we evaluated the
mathematical validity of the metrics theoretically by applying Briand´s theoretical property117

based framework to ensure the usefulness and the correctness of the metrics. The result of the
theoretical evaluation shows that our proposed complexity metrics satisfies four out of five
Briand´s complexity properties which are non-negativity, symmetry, module monotonicity,
and disjoint module additivity. The only property that not satisfied is null value. In future
work we plan to attempt an empirical evaluation study to evaluate the proposed complexity
metrics.
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CHAPTER 7: TOWARDS A MODEL-BASED FUZZY SOFTWARE QUALITY
METRICS

This chapter is based on a published paper at the 8th International Conference on ModelDriven Engineering and Software Development 2020 (MODELSWARD) [6].
The Chapter presents a novel approach that formulates code quality metrics with
thresholds that are derived from software design models. This method results in metrics that,
instead of adopting rigid thresholds, formulates unique and evolving thresholds specific to
each code module. This paper presents the novel methodology and introduces some novel
code quality formulas. To evaluate the proposed formulas, we evaluate them against open
source codebase developed by experienced software engineers. The results suggest that the
proposed methodology results in code quality quantification that provides more adequate
characterization.
7.1 Introduction
One important goal of software engineering is to deliver software systems that can be
sustainably maintained for extended period of time. Software longevity maximizes returns
and justifies efforts in design and testing. The code lines at the heart of any software systems
represent significant intellectual investments by professionals often with unique domain
expertise. Engineers must develop systems efficiently and address key requirements and do
so while ensuring that the software system is scalable to address future users’ needs and
requirements. Unfortunately, it is not uncommon that software becomes prohibitively
expensive to maintain. Software codes tends to accumulate arbitrary complexities that obscure
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knowledge and make maintenance more challenging. Engineers, under pressure to deliver
functioning systems on time and within budget, often take shortcuts and deliver code, while
may address immediate users’ needs, may not be suitable to adapt to evolving requirements
in the future. Therefore, it is paramount to be able to track code quality characteristics
throughout the software lifecycle.
Quality quantification methodologies reply on desired code characteristics, such as size of
code modules, the number of dependencies between modules, and more. Violation of those
desired characteristics suggest that future maintenance of the codebase will require more time
and effort. An important notion of such metrics are code smells. Large Class and Large
Parameter List are example of such code smells. For example, a Class that is more than 750
lines of code is determined to suffer from Large Class Code smell, suggesting that the Class
is too big in size, and efforts to comprehend and maintain its code will be challenging. A
related concept is Technical Debt (TD) which quantifies codebase deficiencies using units of
time (time required to maintain a unit of code).
Code quality metrics that reply on code smells and technical debt suffer from key
fundamental limitations. First, such methodologies are insensitive to software project unique
contextual elements such as, project priorities, development technologies, maturity level, and
expertise of its developers. These metrics operate under the one- size-fits assumption that a
quality metric is applicable to all software modules at all times. Second, these metrics do not
evolve over time to appropriately consider the evolving code base size and its indented
lifetime. A software system developed to serve as a prototype should not be subject to the
same quality metrics for one that is intended to be sustained for an extended period of time.
Similarly, the quality of a codebase that is expected to be subject to extensive maintenance
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should be measured differently than code that is unlikely to be changed overtime. Third,
prevalent quality metrics are largely independent of the intended software design
specifications. For example, a software module designed to perform significant computations
may appear to violate key quality metrics. This violation, however, is intentional as per the
design specification.
This paper presents a methodology to address some of these limitations as follows. First,
the methodology defines code quality metrics with thresholds that are derived from software
design. This ensures alignment between the intentional specification of software design
characteristics and its implementation. This approach means that metrics can evolve as the
codebase design evolve throughout the software lifecycle. Moreover, this approach means
that each code module will have its own unique quality metrics that are tailored to its unique
context.
7.2 Related Work
It has been argued that code metrics are too sensitive to context and that metrics
appropriate for one project are not an adequate predictor for another. Gil and Lalouche has
demonstrated this phenomenon by applying both statistical and visual analysis of code metrics
[177]. Fortunately, they demonstrate that context dependency can be neutralized by applying
Log Normal Standardization (LNS) technique. In a similar study, Zhang et al demonstrated
that code metrics are dependent on six factors, namely, application domain, programming
language, age, lifespan, the number of changes, and the number of downloads [8]. Aniche et
al investigated the effect of architecture on code metrics [9]. They proposed SATT (Software
Architecture Tailored Thresholds), an approach that detects whether an architectural role is
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considerably different from others in the system in terms of code metrics and provides a
specific threshold for that role. Our work presented in this paper is similar, in the sense that it
aims at improving the accuracy of code metrics thresholds. However, while the SATT
approach derives a unique threshold only if the architectural role of the module is deemed to
be significantly different, our approach derives the unique thresholds even in cases where the
architectural role may only be slightly different.
There is sizable evidence that prevalent standard code metrics are in fact ineffective even
in standard cases. Concas et al investigated 10 properties related to classes, methods and the
relationships between them and found that distributions are often Pareto or long-normal
distributions [10]. As such, they argued that standard evaluations that are often based on
means and standard deviations are misleading. Another study has found a manifestation of
Power law, a law that is very common in natural and social phenomenon, in source code [11].
A power law implies that small values are extremely common, whereas large values are
extremely rare. In that study, the authors identify twelve new power laws relating to the static
graph structures of Java programs. Yao et al apply complex network theory to lar objectoriented software system [12]. They demonstrated that large object-oriented software network
is a scale-free network with power-law distribution of degree, low shortest path length and
high clustering coefficient. In particular, with increase of softwarepsilas scale, scale-free
property is more and more evident.
In a related work, Herraiz et al. analyzed the size of a large collection of software (the
Debian GNU/Linux distribution version 5.0.2), and found that the statistical distribution of its
source code file sizes follows a double Pareto distribution [13]. Because identifying
appropriate metrics and their threshold is challenging, many have proposed using experience
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as a primary source for metric definition [14][15][16]. Resorting to experience is in fact
related to the proposed approach in this paper. Software design is a formalization of the
expertise of the software developer team, their domain expertise, and the software context
under development.
7.3 Motivation Example
To demonstrate the proposed approach of deriving complexity measures from software
design, consider the following simplified UML class diagram (Figure 15). The class diagram
shows a data- heavy class (Class D), computational heavy Class (Class E), and some
associations between classes. While the implementation of this model follows the design very
closely, efforts to quantify code health returns significantly low sustainability quantification.
For example, because Class D is data-heavy, its size in terms of lines of code is very small
resulting in Lazy Class code smell [4]. Similarly, the Class C is designed to access many
methods and attributes in other classes (it is participating in five associations). The code
analysis of Class C returns God Class code smell [5]. Large Parameter List code smell was
also found in method 1 in Class D. This is arguably because the Class is designed to have
many data fields but only a single method to operate on these fields.
Contemporary code analysis approaches that uncovers code smells are agnostic to the
intentions of the software designers as evident in the provided UML Class diagram. The
analysis did not consider to what extent the implementation is aligned with the design. The
identified code smells are frequently not an indication of unsustainable code but are rather is
a direct result from the intentional design. Class D is Lazy because it is designed to host data
and perform little computations. Class C is Large and has access to many external entities
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because it is designed as a root element. Similarly, Smells of Large Parameter list is
misleading because the class to which these methods belong to are data-heavy and as a result,
its method has legitimate reason to use large number of parameters. Recommended code
refactorings to remove the code smells will inevitably suggest refactorings that are difficult
to implement without violating the design.

Figure 15: UML Class Diagram Example

More importantly, the aforementioned smells are only detectable after the significant
effort of developing the codebase. Meaning, the development teams are informed of the
deficiencies after they have manifested with little upfront guidance. The team has the only
option of implementing potentially time consuming refactorings to minimize or remove the
smells.
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7.4 Proposed Metrics
The proposed metrics are derived from the design by estimating complexity rating for each
Class, which itself is estimated from the complexity rating of the Class attributes, and the
complexity rating of the methods in that Class. Each Class element has its own unique
complexity rating based on its data type and visibility (for attributes), parameter list size, type,
and return type (for methods). In the following, we present the element complexity rating and
the metrics formula.
5.1.1 Element Complexity Rating
The elements complexity rating is explained in Chapter 3. These ratings are used as input
to the proposed metrics discussed in the following section. Attributes have two complexity
ratings to quantify, attribute visibility and attribute type. The visibility of attribute (𝐴𝐴𝐴𝐴𝐴𝐴𝑉𝑉𝑉𝑉𝑉𝑉 )

differs in term of complexity between primitive, simple and complex complexity. Private

attribute, which can be used only on its own class, classified as primitive complexity with the
lowest rating. On the other hand, public attributes can be associated with many other classes
in the system which will increase the complexity to the highest rating. Protected and package
attributes are rated in the moderate complexity rating since it can communicate with a limited
number of classes within the package or based on inheritance role.
The second attribute scope of complexity ratings is the attribute type (𝐴𝐴𝐴𝐴𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ), which we

divided into four different complexity classifications. First, primitive types such as integer
and boolean with the minimum complexity rating. Second, simple types like double, float,

long, and string data fields. Third, attributes contain an array, structure, tuple or list are
considered as a complex attribute type. Finally, derived data types with the highest complexity
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rating such as objects and array of complex types. The same classifications of complexity
assigned to the method visibility (𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ), return type (𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀ℎ. ) and the total of parameters list
(𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀ℎ.).

5.1.2 Proposed Design Driven Metrics
The metrics are defined using the following formulas.

First, ( 𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is the attribute complexity, which explained earlier in chapter 3 (3.3.1).

Second, (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) is method complexity, which explained earlier in chapter 3 (3.3.2).
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5.1.3 Fuzzy Quality Metrics
We define a fuzzy quality metric is one where the quantification value is dependent on the
gap between the actual and expected value. To demonstrate this concept, we illustrate a fuzzy
metric for Large Class and Long method code metrics.
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) = ((𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)) − �𝐿𝐿𝑂𝑂𝑂𝑂(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)�
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Where ELOC is the expected size in terms of lines of code. That is, the metric for Large
Class is a function of the absolute distance between the expected and actual class size in terms
of lines of code. ELOC is calculated as follows.
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )

That is, the expected Class size is the Complexity of the class (as defined in 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

equation) multiplied by LOC factor to capture platform and development language
dependencies.
Similarly, the Fuzzy Metric for method is defined as follows.
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 (𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 ) = (�𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 )� − �𝐿𝐿𝐿𝐿𝐿𝐿(𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜)�)

Where (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 )) is the expected lines of code of the method. That is, the metric

for Long Method is the absolute value of the distance between the expected and actual method

size in terms of lines of code. (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 )), which is the expected LOC of method, is

calculated as follows.

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 ) = 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )
7.5 Study Design
The goal of this case study is to evaluate whether in fact the proposed fuzzy metrics
provide adequate characterization for the underlying codebase quality. Towards that goal, the
case study constructs two points of analysis (PoA); 1) Analysis of a stable codebase developed
by experienced professionals. 2) Analysis of a stable codebase developed by nonprofessionals. Table 24 shows the selected codebases from the open source GitHub [17] to
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represent professional developers and some other codebases as non-professional developers.
We include top trending codebases (primarily in Java) developed in Google, Microsoft, and
National Security Agency. To determine the UML class diagram of the selected projects, we
used the tool Understand [18] which can be used for code analysis and graphical UML class
view. In total, more than 700 classes from the codebases were selected randomly. From the
selected systems, we excluded interface classes, abstract classes, and classes that include test
cases. From large systems, we selected the first alphabet names of the classes.
Table 24: The Selected Open Source Projects

Category

High-Trending
Repository

Project

Developer

Stars

Commits

LOC

Data Wave

National Security

[180]

Agency

233

964

399,719

Copy Bara [181]

Google

487

1,660

75,227

Pai [182]

Microsoft

1,047

3,159

20,506

Java [183]

The Algorithms

13,827

771

13,100

Nacos [184]

Alibaba

6,189

1,283

62,353

Kafka [185]

apache

12,138

6,216

393,403

glin1

0

13

1,119

Pascal Bakker

1

53

1,372

Sam Pryadarshi

2

8

1,883

Pablo formoso

1

1

352

Ghosh kumar arun

2

8

2,568

Arrays and
Array Lists [186]
Cool Cats Project
Low-Trending
Repository

Final [187]
Address Book
[188]
CITIC06a [189]
Attendance-App
[190]

128

Multitask

Feng Mario

Downloader [191]

1

8

1899

7.6 Results
We present the results for analyzing the subject systems.
5.1.4 Attribute Complexity
Table 25 explains the results after applying formula number 1 described earlier on the
codebases attributes. Project Data Wave, which designed by professional developers, has 680
attributes in the selected class. Those attributes are 463 primitives, 76 simple and 141 complex
attributes. The complexity rate for those attributes is 1,038 based on our derived matric. The
complexity rate for attribute types is 1870 after measuring 98 primitives, 229 simple, 98
complexes, and 255 derived attributes. Consequently, the total attribute complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 )

of Data Wave project is 2,908.

Table 25: Attributes Complexity

Nacos

Kafka

Arrays and Array Lists

Cool Cats Project Final

Address Book

CITIC06a

Multitask Downloader

Number of Classes

150

100

100

100

100

100

13

9

18

7

10

Number of Attributes

680

64

18

153

467

403

45

64

73

10

95

Primitive

463

64

17

113

318

263

42

21

37

5

54

Simple

76

0

0

0

0

0

0

0

15

0

0

Complex

141

0

1

40

147

139

3

43

21

5

41

System

Visibility

Data Wave

Java

Low-trending Repository

Copy Bara

High-Trending Repository

Pai

Developers

129

Complexity

1038

64

20

233

763

682

51

150

130

20

177

Primitive

98

36

5

55

98

51

23

6

9

3

7

Simple

229

10

4

12

182

119

1

20

31

1

27

Complex

98

1

3

42

53

62

5

4

6

2

11

Derived

255

17

6

44

134

171

16

34

27

4

51

1870

127

46

381

1157

1159

104

194

197

27

298

2908

191

66

614

1920

1841

155

344

327

47

475

Rate

Type

Complexity
Rate
Attribute Complexity

5.1.5 Method Complexity
For measuring method complexity, we used the design driven metric number 2
(𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑝𝑝 ). The outcomes illustrated in Table 26 where we used the same classification
that we used it on attribute visibility to classify method visibility.

Table 26: Method Complexity for the Selected Projects

CITIC06a

26

82

9

130

Primitive

103

89

70

78

117

39

1

4

14

1

12

Simple

127

47

14

0

2

15

0

4

10

0

40

Complex

1009

881

541

324

661

589

42

18

58

8

78

Complexity
Rate

3384

2826

1721

1050

2104

1836

127

66

208

25

326

Primitive

553

573

92

297

400

243

35

21

45

5

93

130

Multitask Downloader

Address Book

43

Kafka
643

Nacos
780

Java
402

Copy Bara
625

Number of Methods

Pai
1017

Data Wave

Cool Cats Project Final

Low-trending Repository

1239

System

Method
Visibility

High-Trending Repository

Arrays and Array Lists

Developers

Method
Return
Type

Total
Methods
Parameters

Simple

229

169

192

36

185

78

4

1

21

2

14

Complex

121

78

26

11

74

101

0

0

4

1

2

Derived

335

197

315

58

128

221

4

4

12

1

21

Complexity
Rate

2714

1933

1814

634

1508

1586

59

39

147

16

211

Primitive

199

145

40

145

154

82

11

5

2

0

11

Simple

441

289

198

64

549

100

1

1

32

1

18

Complex

148

89

29

106

117

100

3

0

1

0

5

Derived

450

619

296

86

183

272

12

23

29

6

27

Complexity
Rate

3325

3466

1707

935

2335

1670

70

99

185

26

170

9423

8225

5242

2619

5980

5092

256

204

540

69

707

Method Complexity

The complexity rate for all the 1,239 methods found from the selected class for project
Data Wave, for example, is 3,384. In the second factor of method complexity, which is method
return type, we found that the complexity rate is 553 for primitive methods, 229 for simple,
121 for complex and 335 for the derived methods. As a result, the total complexity rate for
the methods return type is 2,714. After that, we estimated complexity rate for the total
parameters of the methods which are 3,325 parameters. Finally, we added the complexity rate
of the three factors, method visibility, method return type and the total parameters to estimate
method complexity.
5.1.6 Class Complexity
For measuring method complexity, we used the design driven metric number 2
(𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). The outcomes illustrated in Table 27 where we used the same classification

that we used it on attribute visibility to classify method visibility. The complexity rate for all
the 1,239 methods found from the selected class for project Data Wave, for example, is 3,384.
In the second factor of method complexity, which is method return type, we found that the
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complexity rate is 553 for primitive methods, 229 for simple, 121 for complex and 335 for the
derived methods.
As a result, the total complexity rate for the methods return type is 2,714. After that, we
estimated complexity rate for the total parameters of the methods which are 3325 parameters.
Finally, we added the complexity rate of the three factors, method visibility, method return
type and the total parameters to estimate method complexity.

Table 27: Class Complexity and Correlation between LOC and Class Complexity

Developers

HighTrending
Repository

LowTrending
Repository

System

LOC

Attribute
Complexity

Method
Complexity

Class
Complexity

Correlation (LOC
and Class
Complexity)
Each
System

Data Wave

24,233

2,908

9,423

12,331

0.85

Pai

12,813

1,988

8,225

10,213

0.85

Copy bara

14,636

1,905

5,242

7,147

0.85

Java

10,054

614

2,619

3,233

0.88

Nacos

15,148

1,913

5,914

7,827

0.76

Kafka

11,547

1,788

5,092

6,880

0.91

Arrays and
Array Lists

1,094

155

256

411

0.51

Cool Cats
Pro Final

1,147

344

204

548

0.89

Address
book

1,744

327

540

867

0.73

CITIC06a

249

47

67

114

0.57
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Average

0.85

0.7

Attendance
App

2,271

1,912

6,033

7,945

0.84

Multitask
downloader

1,723

375

668

1,043

0.71

7.7 Analysis
In this section, we present the analysis for classes and methods complexity.
5.1.7 Class Complexity Analysis
In Table 27 we can observe the high correlation between LOC and class complexity of the
high trending repository systems. The correlation was between 0.76 and 0.91 with an average
0.85 for all high trending systems (Figure 16). Meanwhile, the correlation for the low trending
systems (Figure 17) comes between 0.51 and 0.89 with an average 0.7.
Class Complexity
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Figure 16: Correlation in High-Trending Repository
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Figure 17: Correlation in Low-Trending Repository

5.1.8 Method Complexity Analysis
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Figure 18: Relationship between Methods Complexity and Methods LOC in Class 1
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17

18

We have applied the proposed method complexity approach on the same code repositories.
For example, in the method number 8 in class 1 from Data Wave project (Figure 18), the total
method complexity is 4 and the LOC is 3. Also, in the second class, method number 5 there
are 14 LOC and we can see that the method complexity is 11 (Figure 19). Accordingly, we
can feel the strong relationship between method complexity and the number of lines of code
for that method.
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Figure 19: Relationship between Methods Complexity and Methods LOC in Class 2

7.8 Estimating Fuzzy Metrics
To estimate the fuzzy code quality metrics, we need to find a pattern to explain the
relationship between class complexity and the LOC for that class, and between method
complexity and LOC for that method.
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5.1.9 Fuzzy Metrics (Large Class)
We estimated the factor (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) that we need to be used in expecting the lines

of code in the class (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) ) by the following steps. First, in our case study, we selected

758 classes from 12 projects. The total number of the LOC for all those classes is 97,986 with
an average 129 LOC per class. The next step is to calculate the class complexity of all selected
classes which is 22,561, and the average is 29.76 per class. Then, we found that the average
of class complexity is less than the average of LOC, so, we multiplied the average of class
complexity with the factor “2”. The result was -69.72 less than average of LOC.
We increased the factor every time until we found the first factor that when we multiply it

with the class complexity, we get a number greater than class LOC, which is 5. This means
that we will use 5 as a LOC factor (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) in the expected lines of code formula
(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) as explained in Table 28.

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 5

Table 28: Estimating Class LOC Factor

758

Number of Classes
Total

97,968

Average

129

Total

22,561

Average

29.76

2

-69.72

LOC of the selected classes

Class Complexity

Estimating factor (average)

136

3

-39.95

4

-10.19

5

19.57

Based on that, we applied (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 )) formula to use it to measure the fuzzy large

class code smell (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 (𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠) ) on ours dataset.

5.1.10 Fuzzy Metrics (Long Method)

We estimated the factor (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) by applying the same technique that we

use it in expecting the lines of code in the class (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) ). We found that “2” is the best

number to represent the factor for the method as shown in Table 29.
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 ) = 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 2

Table 29: Estimating Factor of Method LOC Factor

Method LOC (average)

6.8

Method Complexity (average)

7.66

Estimating factor
(average)

137

2

8.53

3

16.19

7.9 Comparing with Detection Tools
In order to evaluate our approach, we will be using PMD which is an Eclipse plug-in tool
used for analyzing source code and detecting code smells such as large class and long method.
Figure 20 shows that 7.22% of the high trending projects and 9.41% of the low trending
projects considered as large class code smell after applying fuzzy metric. Moreover, only
1.36% of the high trending repositories methods are smelly methods and 5.17% of the low
trending repositories. In total, 50 methods are long method code smell which is 0.42%.
After comparing the results of our design driven fuzzy metrics with PMD results, we can
see the differences between them in term of large class and long method code smells. The toll
PMD discovered only 0.86% of large class code smell and 0.43% of long method from the
high trending repositories as shown in Figure 21. In addition, from the low trending
repositories, PMD discovered 3.23% smelly classes and 2.85% smelly methods.
By comparing our metrics to the existing code smell detection tools, we can find that in
both of them, less smelly classes and methods in the high trending projects, which designed
by professionals and expected to be a high quality with less code smells, than the low trending
projects. Accordingly, using software quality fuzzy metrics provides high level and adequate
characterization based on software design.
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Figure 20: Smelly Classes and Methods by using Fuzzy Metrics
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Figure 21: Smelly Classes and Methods Results from PMD

7.10 Threats to Validity
We discussed construct, internal and external validity threats to this study.
7.10.1 Construct Validity
In our case study, we analyzed open source code from various sources and made
assumptions on code quality. We attributed specific quality characteristics primarily based on
the developers of the code base. It is possible that the case study construct is not valid due to
the assumption about code quality characteristics. To minimize this risk, we analyzed a
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significantly large number of lines of code and included code fragments from different code
repositories. We also analyzed sample code elements to evaluate our assumptions.
7.10.2 Internal Validity
For the threats that could have influenced our dataset extraction process, we include
project stars, commits, and the number of contributors as criteria to classify the quality level
of the projects form open source communities. However, these criteria could be changed from
time to time. This means that the projects that we selected as a top trending project in GitHub
on the time that we performed the research, we could not find some of them any time later.
Another internal validity refers to the extent to which the study makes sure that the two class
factors, variables and methods, are the only factors that can be measured and has an effect on
the class. Future work will add to the formula a third factor that related to the class, which is
the association.
7.10.3 External Validity
The external validity concerns applying our findings. The study is limited to limit number
of classes from 12 Java projects. The reason is that we analyzed the systems manually since
we do not have a software tool to perform the analysis automatically.
However, our decision to analyze few systems was also due to the need for manually
validating class complexity, rather than just relying on tool output [179]. Moreover, since the
commercial source code is not available, we targeted open source systems for our analysis.
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7.11 Summary
In this study, we introduced a new approach to measure software quality by using fuzzy
metrics that are derived from the software design. This metrics starts by estimating complexity
rating for each class, which itself is estimated from the complexity rating of the class
attributes, and the complexity rating of the class methods. Next, for estimating the fuzzy code
quality metrics, we followed a pattern to explain the relationship between class complexity
and the LOC for that class, and between method complexity and LOC for that method. To
evaluate our new approach, we used a case study constructs two points of analysis, analysis
of a stable codebase developed by experienced professionals from high trending repositories,
and analysis of a stable codebase developed by non-professionals from low trending
repositories. We found that our new metrics works better with the high trending repositories
that developed by professional developers. We can observe that the correlation between class
complexity and class’s lines of code is extremely high, r = 0.85, in average of high trending
repositories. Finally, we compared the results of our metrics with the results of a code smell
detection tool that using a traditional fixed metrics and we discovered the differences between
them in term of large class and long method code smells. In future work, we are going to apply
our metrics to a large number of projects implemented with different programing languages.
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CHAPTER 8: EMPIRICAL EVALUATION OF FUZZY CODE SMELLS
METHODS BASED ON EXPERT ASSESSMENT

This chapter is based on a paper under review at the 20th IEEE International Working
Conference on Source Code Analysis and Manipulation (SCAM) [9].
Code smell is an established concept that is used for quantifying the quality of code for
any software system. Quality metrics for code smell detection often depend on rigid thresholds
and are insensitive to a project’s unique context, such as development technologies, team size,
and desired code qualities. In this chapter, we present a novel methodology that formulates
code quality metrics with thresholds that are derived from software design models. This
method results in metrics with unique and evolving thresholds specific to each code module
rather than adopting rigid thresholds for detecting the large class and long method smells. To
evaluate the proposed approach, we conducted a comparative study of those metrics with other
code smell detection tools utilizing open-source codebases built from an expert list of code
smells that were identified manually by experienced software engineers. The proposed
methodology resulted in better code quality quantification than the alternatives.
8.1 Introduction
The goal of software engineering is to deliver software systems that can be sustainably
maintained for an extended period of time. Sustainable software maximizes returns and
justifies efforts in design, implementation, and testing. The lines of software code are the basis
of any software system and represent significant intellectual investments by professionals who
often have unique domain expertise. Software engineers aim to address key requirements,
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develop systems efficiently, and ensure that the software system is scalable to address the
current needs and requirements and those of the foreseeable future. Software developers,
under pressure to deliver functioning systems on time and within budget, often take shortcuts
to deliver code which may increase the complexity of the system and its future maintenance.
Moreover, the code may not be suitable for necessary changes due to evolving requirements
in the future. Therefore, it is paramount to be able to track code quality characteristics
throughout the software lifecycle. Quality quantification methodologies reply on desired code
characteristics, such as dependencies between modules, the size of the code, etc. Violation of
those desired characteristics suggest that the future maintenance of the codebase will require
more time and effort. An important software quality metric is based on the characteristic of
code smells. Bad code smells have been described as symptoms of poor design and
implementation choices that are not necessarily errors but may cause maintenance problems
in the future. Examples of code smells are large class and long method. Most of the current
metrics that measure large class and long method smells are based on rigid thresholds. For
example, a class that is more than 1000 lines of code is determined to suffer from a large class
code smell, suggesting that the class is too big in size and efforts to comprehend and maintain
its code will be challenging.
Code quality metrics that depend on code smells suffer from some fundamental limitations
[6]. First, such methodologies are insensitive to the unique contextual elements of software
projects, such as project priorities, development technologies, maturity level, and the expertise
of its developers. The quality metrics operate under the one-size-fits-all assumption that a
quality metric is applicable to all software modules at all times. Second, these metrics do not
evolve over time to appropriately consider the evolving code base size and its intended
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lifetime. A software system developed to serve as a prototype should not be subject to the
same quality metrics as one that is intended to be sustained for an extended period of time.
Similarly, the quality of a codebase that is expected to be subject to extensive maintenance
should be measured differently than code that is unlikely to be changed over time. Third,
prevalent quality metrics are largely independent of the intended software design
specifications. For example, a software module designed to perform significant computations
may appear to violate some important quality metrics. This violation, however, may be
intentional as per the design specifications required that kind of quality violation.
This chapter presents a methodology to address some of these limitations as follows. First,
the methodology defines code quality metrics with thresholds that are derived from software
design. This ensures alignment between the intentional specification of software design
characteristics and its implementation. This approach means that metrics can evolve as the
codebase design evolves throughout the software lifecycle. Moreover, this approach means
that each code module will have its own unique quality metrics that are tailored to its unique
context.
8.2 Related Work
In this section, we will provide some previous works that covered code smells detection
tools and the differences between them. Fontana et al. [230] discussed the findings of a
literature review covering seven detection tools: Checkstyle, DÉCOR, inFusion, iPlasma,
JDeodorant, PMD, and Stench Blossom. Furthermore, they evaluated four of the tools
(Checkstyle, inFusion, JDeodorant, and PMD) using six versions of the same software system
as an input. They found that the code smells detection tools provided significantly different
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detection results for the same bad smell. In respect to the agreement of the tools, they found
significant agreement results for only two bad smells: large class and long parameter list. In a
in a study by Mariani et al. [114] to describe their experience in using code smells detection
tools and outline the difficulties in the comparison task. they found that the main critical aspect
is to have no immediate visibility on the deduction rules used and on the thresholds of the
metrics. It would be nice to have at least the possibility to set and change the thresholds
according to the contexts and to have an automatically generated results report and, very
important, the link to the code.
Another related work by Moha et al. [231], evaluated detection tools. The authors
presented a comparative study of tools including a new one proposed by them called iPlasma.
By using a list of bad smells built through a manual inspection of source code, they were able
to compute recall and precision for iPlasma. Oizumi et al. [232] proposed that code smells are
related, appearing together in the source code to compose different design problems. In their
approach, code smells were detected as agglomerations, unlike our work in which we focus
on methodology that help us to identify code smells individually. Fernandes. et al. [226]
attempt a systematic literature review of bad smell detection tools and they found 84 tools; 29
of them available online for download. Altogether, these tools aim to detect 61 bad smells.
Many tools for code smell detection have been proposed, both commercial tools and
research prototypes. Code smell detection tools adopt different techniques to detect code
smells; some of them are metrics based [233][234][235], others use a dedicated specification
language [236], use program analysis to identify refactoring opportunities [237][238][239],
or use a machine learning approach [240][241][242]. Stench Blossom [243] displays the code
smell severity as a visual effect on a petal corresponding to the code smell (increased severity
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corresponds to an increased petal size). It uses the count of the number of detection rule
violations to determine the length of the petal; each rule violation is given equal weight. This
is different from our intensity index, because we compute a single measure aggregating the
value of the detection rule violations compared with a reference.
Recently, Mkaouer et al. [244], with the aim to suggest refactoring solutions, proposed a
code smell severity that is a level assigned to a code smell by the developer. This assessment
can change over time. They also define the code smell importance of a class that contains a
code smell, related to the number and size of the features that the class supports. Also, this
property can vary over time as classes are added/deleted/split. Another study by Fontana et
al. [245], applied 16 different machine-learning algorithms in 74 software systems to detect
four code smells in an attempt to avoid some common problems of code smell detectors. In
the same direction, Vidal et al. [177] present a semi-automated approach for prioritizing code
smells before deciding on suitable refactorings for them. The approach is based on three
criteria: the stability of the component in which the smell was found, the subjective assessment
that the developer makes of each kind of smell using an ordinal scale, and the related
modifiability scenarios.
8.3 Proposed Approach
The fuzzy-code quality approach contains three steps. The first step is measuring the
complexity of the codebase classes and methods. In this step, we propose a novel complexity
rating for the data visibility and types within the classes and methods to quantify class and
method complexity. In the second step, we use class complexity and method complexity
metrics that were estimated in the first step to now estimate the expected size in terms of lines
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of code (LOC) for each class and method. The last step is to find the fuzzy code smells by
using expected size (LOC) for each class and method. The steps are explained as follows.
8.3.1 Complexity Metrics
The complexity metrics involve assigning a complexity rate for each element (attributes,
methods, and associations) to determine the complexity of a class. We assign a complexity
rate (𝐶𝐶𝐶𝐶𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ) to every element in the class to quantify the attribute complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ),

method complexity (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ), and association complexity (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ). The metrics has

been explained in chapter 4 (4.2).
8.3.2 Fuzzy Metrics

The fuzzy quality metrics are a new methodology to measure two of the bad code smells,
which are large class and long method. This methodology is based on measuring the difference
between the actual and expected values of the lines of code for the class and method. To
demonstrate this concept, we illustrate a fuzzy metric for the large class and long method code
metrics.
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) = 𝐿𝐿𝐿𝐿𝐿𝐿 (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ) =

𝐿𝐿𝐿𝐿𝐿𝐿(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) ∗ 𝐿𝐿𝐿𝐿𝐿𝐿(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇) ∗ 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)
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Where ELOC (class) is the expected size in terms of lines of code, LOC(Total) is the total
LOC for all classes, and LOC(Average) is the average of LOC for all classes. Similarly, the
fuzzy metric for method is defined as follows:
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 ) = 𝐿𝐿𝐿𝐿𝐿𝐿(𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜) − 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 )
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 ) = 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ∗ 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )

8.4 Study Design

𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ) = 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)

This study aimed to evaluate fuzzy bad code smells with a comparative study between the
technique of fuzzy code smells and other techniques used by some code smell detection tools,
utilizing a list of code smells detected manually by experts in software engineering. Then, we
compared our approach and other code smell detection tools statistically by measuring the
recall, precision and F1 score for all the solutions. We first present in Section 4.1 the selected
software systems. In Section 4.2, we present the code smell detection tools that we used in
this study. Section 4.3 summarizes the reference list of code smells identified manually by
software experts in both codebase systems.
8.4.1 Subject Codebases
Table 30: Information about Mobile Media codebase

Version
V1
V2

Mobile Media
Number of Classes
Number of Methods
15
72
25

78

149

LOC
2,063
2,540

Mobile Media
Number of Classes
Number of Methods
25
95

Version
V3

LOC
2,839

V4

25

98

2,936

V5

30

111

3,327

V6

36

143

4,241

V7

46

190

5,021

V8

51

210

5,741

For this study, we investigated two open-source codebases, which were Mobil Media
[193] (Table 30), and Health Watcher [246] (Table 31). Mobil Media was a java-based
application system that manipulated photos, music, and video on mobile devices. Health
Watcher was a web-based information system that allowed citizens to register complaints
regarding health issues. When considering both codebases, there were 1,237 classes and 6,349
methods with more than 100,000 LOC.

Table 31: Number of classes and methods in Health Watcher

Health Watcher
Version

Number of Classes

Number of
Methods

LOC

V1

77

401

5,996

V2

80

424

6,369

V3

80

424

6,369
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Health Watcher
Version

Number of Classes

Number of
Methods

LOC

V4

92

566

7,046

V5

93

581

7,231

V6

97

406

7,293

V7

99

606

7,316

V8

103

611

7,355

V9

115

659

8,800

V10

118

671

8,702

8.4.2 Code Smell Detection Tools
We used four code smell detection tools in this study. In those detection tools, each one
had a detection technique based on metrics. Our goal was to compare the metrics that those
tools adopted to the fuzzy approach that we are presenting in this paper. The code smell
detection tools were:
-

PMD is an open-source tool for Java and an Eclipse plugin that detects many problems
in Java code, including two of the code smells of interest in our study: god class and
god method.

-

inFusion is a commercial standalone tool for Java, C, and C++ that detects 22 code
smells. As a commercial product, inFusion was no longer available for download,
instead, the open source version of the tool, called iPlasma, was still available.
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-

JDeodorant is an open-source Eclipse plugin for Java that detects four code smells:
god class, god method, feature envy, and switch statement.

-

JSpIRIT is a tool that takes as input the Java source code of an application, and it is an
Eclipse plugin for Java that identifies and prioritizes ten code smells.

8.4.3 Expert Review List
The code smell reference list was a document containing the code smells that were
identified in the source code of both codebases by three experts in software engineering, which
was compiled by Pavia et al [223]. There were 40 large classes and 61 long methods detected
in Mobile Media, and 12 large classes and 60 long methods from Health Watcher (Table 32).
Table 32: List of code smells detected by the experts

Mobile Media
Version

Large Class

Health Watcher

Long
Method

Large Class

Long
Method

V1

3

9

1

6

V2

3

7

1

6

V3

3

6

1

6

V4

4

8

1

6

V5

5

8

1

6

V6

6

9

1

6

V7

7

7

1

6

V8

9

7

1

6

V9

-

-

2

6

V10

-

-

2

6
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Mobile Media
Version
Total

Large Class
40

Health Watcher

Long
Method
61

Large Class
12

Long
Method
60

8.5 Results
To quantify the fuzzy code smell, we needed to follow three steps. The first step in our
approach was to measure the complexity of all the classes and methods in each codebase. The
second step was to estimate the expected size for each class and method by using the
complexity measurement that we calculated from the first step. The last step was to calculate
the fuzzy code smell based on the differences between the actual and expected sizes of each
class and method. We first measured the complexity of the methods and classes based on the
metrics explained earlier. We used the tool “Understand” to analyze and quantify the
visibility, types of all attributes, and methods in the codebases. We also used another tool
“Visual Paradigm” to explore the relationships and associations between the classes.
First, we measured the complexity of the methods by quantifying the complexity rate
of the visibility, return type, and parameters list of each. In Table 33, we show an example of
the complexity measurement of some methods. For example, in class “PhotoViewScreen”
from the codebase Mobile Media Version 1, there were two methods. In the first method,
which was “loadImage,” the visibility was 3 because it was a public method. The return type
was void, so the complexity rate was 1, and this method had no parameters. The complexity
of this method was 4 after adding the complexities of its elements. The second method “paint”
was a protected method, which received a visibility complexity rate of 2. This method was
void as well, which took a complexity rate of 1. The parameter in this method was one object
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which received a complexity rate of 4. The total complexity of this method was 2 + 1 + 4 = 7.
Accordingly, the method complexity of class “PhotoViewScreen” is 11 as shown in Table 34.
To quantify the fuzzy code smell, we needed to follow three steps. The first step in our
approach was to measure the complexity of all the classes and methods in each codebase. The
second step was to estimate the expected size for each class and method by using the
complexity measurement that we calculated from the first step. The last step was to calculate
the fuzzy code smell based on the differences between the actual and expected sizes of each
class and method. We first measured the complexity of the methods and classes based on the
metrics explained earlier. We used the tool “Understand” to analyze and quantify the
visibility, types of all attributes, and methods in the codebases. We also used another tool
“Visual Paradigm” to explore the relationships and associations between the classes.
Table 33: Simple of methods in Mobile Media (v1) complexity measurement and detecting code smells by using fuzzy
metric
Class
Name

Method Name
addNew

Visibility

Method
Return
Type

Method

Method

Parameters

Complexity

Expected

Fuzzy

Method

Long

LOC

Method

3

3

1

6

10

84

-81

7

3

1

2

6

50

-43

deleteImage

6

3

1

4

8

67

-61

Delete PhotoAlbum

3

3

1

2

6

50

-47

getAlbumNames

11

3

3

0

6

50

-39

18

3

4

4

11

93

-75

getImageInfoTable

7

3

4

0

7

59

-52

getImageNames

10

3

3

2

8

67

-57

loadImage

6

3

1

0

4

34

-28

paint

14

2

1

4

7

59

-45

commandAction

9

3

1

8

12

101

-92

PhotoToAlbum
createNew
PhotoAlbum

Album

LOC

Method

Data

getImageFrom
RecordStore

Photo View
Screen
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Class

Method Name

Name

getCurrent

LOC

Method
Visibility

Method
Return
Type

Method

Method

Parameters

Complexity

Expected

Fuzzy

Method

Long

LOC

Method

7

3

4

0

7

59

-52

6

3

2

0

5

42

-36

getModel

6

3

4

0

7

59

-53

getNextController

6

3

4

0

7

59

-53

23

3

2

0

5

42

-19

goToPrevious Screen

31

1

1

0

2

16

15

handleCommand

108

3

1

8

12

101

7

ScreenName
getCurrent
StoreName
Base
Controller

getSelected
ImageName

Table 34: The measurement of class complexity and large fuzzy class in Mobile Media (v1)
Attribute Complexity

Fuzzy

Method

Association

Class

Expected

Total

Complexity

Complexity

Complexity

Class LOC

16

28

10

0

38

194

-162

6

9

15

74

5

94

479

-352

86

15

20

35

15

1

51

260

-174

BaseController

434

7

24

31

123

9

163

831

-397

BaseThread

29

0

0

0

4

0

4

20

9

Constants

43

24

14

38

0

0

38

194

-151

31

0

0

0

6

4

10

51

-20

ImageAccessor

383

18

23

41

106

2

149

760

-377

ImageData

93

4

6

10

40

0

50

255

-162

ImageUtil

173

1

2

3

28

0

31
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15

MainUIMidlet

70

2

8

10

13

3

26

133

-63

Class Name
AddPhoto
ToAlbum
AlbumData
Album
ListScreen

Controller
Interface

LOC

Attribute

Attribute

Visibility

Type

32

12

127

155

Large
Class

Attribute Complexity
Class Name
NewAlbum
Screen
PhotoList
Screen
PhotoView
Screen
SplashScreen

LOC

Method

Association

Class

Expected

Total

Complexity

Complexity

Complexity

Class LOC

Fuzzy
Large

Attribute

Attribute

Visibility

Type

52

9

12

21

5

0

26

133

-81

74

12

16

28

4

0

32

163

-89

72

12

14

26

11

1

38

194

-122

59

3

11

14

25

3

42

214

-155

Class

After measuring the method complexity, we calculated class complexity by measuring the
complexity of the attributes and the association of each class. Table 6 shows all the classes in
Mobile Media Version 1 as an example of our approach for measuring class complexity. For
instance, in the class “AddPhotoToAlbum,” there were four public attributes, which each took
a complexity rate of 3 for a total of 12, and each of them were objects, so they also each
received a complexity rate of 4 for a total of 16. The attribute complexity of this class was 28
after summing the complexity of the attribute visibility and attribute type. Moreover, this class
had no relationship with any other class, so the association complexity of this class was zero.
Finally, we calculated the class complexity of the first class by adding the attribute
complexity, method complexity, and association complexity (28 + 10 + 0 = 38).
The second step was to estimate the expected size of each class and each method in the
codebase. To do that, we used the class and method complexity that we measured in the first
step, and multiplied them by the class LOC factor (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) and the method LOC

factor ( 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )), respectively. In order to estimate the factor of the class LOC,

we followed the formula by finding the total LOC of all the classes in the system and the

average. Also, we needed to calculate the complexity of all the classes and the average. The
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factor of class LOC (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) was calculated by dividing the product of the total
LOC of all the classes (𝐿𝐿𝐿𝐿𝐿𝐿(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇)) and the average (𝐿𝐿𝐿𝐿𝐿𝐿(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)) by the product of the

total

complexity

of

all

the

classes

(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)).

(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 ))

and

the

average

In Table 35, we can see that the total LOC for Mobile Media is 28,708 lines of code, and

the average was approximately 107 lines of code. The total for Health Watcher was 81,855
lines of code and by dividing that by the number of all classes (which were 969), we get the
average which is about 84 lines of code. The total class complexity (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 ) ) for

Mobil Media was 12,778 with an average (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)) of 47.68. The total for
Health Watcher is 24,791 with 25.58 on average. Accordingly, the factor of class lines of code
(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) is 5.1 for Mobil Media and 10.9 for Health Watcher. The factor of method

lines of code ( 𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜(𝐿𝐿𝐿𝐿𝐿𝐿𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 )) was simply the average of method complexity
(𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)).

The next step is finding the fuzzy large class (𝐹𝐹𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶)), and fuzzy long

method (𝐹𝐹𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 )) code smell metrics. In this step, we simply calculated the

difference between the lines of code of each class (𝐿𝐿𝐿𝐿𝐿𝐿 (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) ) and the expected lines of

code (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) ) for the fuzzy large class metric, and the difference between the lines of

code of each method (𝐿𝐿𝐿𝐿𝐿𝐿 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 )) and the expected lines of code (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑜𝑜𝑜𝑜 ) ) for
the fuzzy long method metric. First, we calculated the expected lines of code for each method

by multiplying the method complexity by the factor of method LOC. As shown earlier in the
example in Table 33, the expected lines of code (LOC) for the first method, which is
(addNewPhotoToAlbum), is 10 * 8.4 = 84.
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Table 35: Estimating class and method factors

Codebase

Mobile Media

# of Classes

268

969

# of Methods

997

5352

Total

28708

81855

Average

107.12

84.47

Total

12778

24791

Average

47.68

25.58

Total

13164

39493

Average

8.48

7.38

5.1

10.9

8.48

7.38

LOC

Class Complexity

Method Complexity

𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪𝑪(𝑳𝑳𝑳𝑳𝑳𝑳𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇 )

𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴(𝑳𝑳𝑳𝑳𝑳𝑳𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇 )

Health Watcher

We then determined whether this method had a fuzzy long method smell or not by
subtracting the actual LOC of the method from the expected LOC. In the first method,
(addNewPhotoToAlbum), for instance, the fuzzy metric was −81 (3 – 84 = −81), which means
that this method was not a smelly method. Most of the methods shown in Table 33 were not
smelly methods except the last two (for which the fuzzy metric was more than zero). The
value for method (goToPreviousScreen) is 15, and the value for method (handleCommand) is
7, so both were considered as having a bad long method smell based on the fuzzy metric.
To identify large class smells, we applied the metric (𝐹𝐹𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 )) that was

explained earlier by subtracting the actual LOC of each class from the expected LOC

(𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 (𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑠𝑠) ). For example, the LOC of class (AddPhotoToAlbum) is 32, and the expected
LOC was 194. By applying the fuzzy metric, we determined the value was −192 (32 −194 =

−192) and that shows that this class was not smelly. As shown from the codebase of Mobil
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Media Version 1 (in To quantify the fuzzy code smell, we needed to follow three steps. The
first step in our approach was to measure the complexity of all the classes and methods in
each codebase. The second step was to estimate the expected size for each class and method
by using the complexity measurement that we calculated from the first step. The last step was
to calculate the fuzzy code smell based on the differences between the actual and expected
sizes of each class and method. We first measured the complexity of the methods and classes
based on the metrics explained earlier. We used the tool “Understand” to analyze and quantify
the visibility, types of all attributes, and methods in the codebases. We also used another tool
“Visual Paradigm” to explore the relationships and associations between the classes.
Table 34), out of 15 classes, there were 13 classes that were not smelly. Only the class
(BaseThread) with a fuzzy large class metric of 9 and class (ImageUtil) with a 15 which
considered to have a bad large class smell.
Table 36: Number of code smells by each tool

Tool

Mobile Media

Health Watcher

Large Class

Long Method

Large Class

Long Method

inFusion

2

15

0

0

JDeodorant

72

88

98

599

JSpIRIT

7

22

20

30

PMD

7

13

33

13

Fuzzy Metrics

29

90

21

227

By applying the proposed fuzzy metrics, we found that there were 29 fuzzy large classes
and 90 fuzzy long methods in Mobile Media and 21 fuzzy large classes and 227 fuzzy long
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methods in Health Watcher. To compare the measurements of our approach against the others,
we collected results from the other code smell detection tools on the same codebases from
[223]. Table 36 shows the results from each of the four tools (inFusion, JDeodorant, JSpIRIT,
and PMD) along with our fuzzy metrics approach.
8.6 Analysis
To compare between our technique and the others that were adopted by some code smell
detection tools, we used a reference list as a basis to do the evaluation study. This reference
list was created by experts in software engineering to manually quantify the code smells in
both systems. We then did a statistical analysis by using precision, recall, and F1 scores. Table
37 and Table 38 show the true positive (TP), true negative (TN), false positive (FP), and false
negative (FN) counts for each technique. A true positive was when the experts indicated that
a class or method is smelly, and the approach said the same thing. A true negative was when
the experts indicated that a class or method is not smelly, and the approach said the same
thing. A false positive was when the experts indicated that a class or method is not smelly,
and the approach found it smelly. Finally, a false negative was when the experts indicated that
a class or method is smelly, and the approach found it was not smelly.
In the Mobil Media system, for instance, there are 18 true positive classes from the 29 that
were detected as having a bad large class smell by our fuzzy approach according to the expert
list. The other 11 classes were false positives, which the experts indicated were not smelly,
but our approach found to be smelly. In addition, the fuzzy approach considered 217 classes
as not smelly with which the experts agreed (true negatives). There are 22 that we considered
not smelly, but the experts do not agree (false negatives). We calculated the true positive class
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counts for the other tools: PMD (6), inFusion (2), JDeodorant (22), and JSpIRIT (7). The false
positive class counts were 1 for PMD and 50 for JDeodorant; there are no false positives for
the tools inFusion and JSpIRIT. For the bad long method smell by our approach in Mobile
Media, the true positives are 55 methods, 901 true negatives, 35 false positives, and 6 false
negatives. To analyze these results, we calculated the precision to find the proportion of
predicted smelly classes and methods that were real true positives [247]. The precision
measure of our approach was 62%, because out of a total of 29 classes that we predicted as
smelly classes, only 18 considered true by the experts (Figure 22). JSpIRIT predicted 7
classes, PMD predicted only 6, and inFusion has just 2 classes. The tool with the highest truepositive class count was JDeodorant with 22 classes, but only 31% of them matched the expert
list.
Moreover, our fuzzy approach predicted 90 smelly long methods, and 55 of them were in
agreement with the experts, which was 61%. The precision of inFusion and PMD was 100%
since all of the predicted methods agreed with the experts. JSpIRIT predicted 22 methods, and
20 of them matched the expert list for 91%; lastly, 30 methods were predicted by JDeodorant
in agreement with the experts out of 88 methods.
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Class
100%
90%
80%
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60%
50%
40%
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20%
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Fuzzy

PMD

inFusion
Precision

JDeodorant

JSpIRIT

Recall

Figure 22: Precision and Recall of Mobile Media Classes

We also calculated the recall, which is the fraction of actual positive instances that are
classified as positive [248]. The experts identified 40 classes as smelly from Mobile Media.
Our approach succeeded in detecting 18 of them, which means that the recall of our approach
was 45%. The highest was JDeodorant with 55%, and the lowest was inFusion with only 5%.
For the smelly long methods, our fuzzy approach had the highest recall with 90%, as shown
in Figure 23. The second highest was JDeodorant with 49%, then JSpIRIT with 33%, and the
lowest was PMD with only 21%.
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Figure 23: Precision and Recall of Mobile Media Methods
Table 37: Precision, Recall, and F1 Score of each Tool in Mobile Media

PMD

inFusion

JDeodorant

JSpIRIT

Fuzzy

PMD

inFusion

JDeodorant

JSpIRIT

Method

Fuzzy

Class

TP

18

6

2

22

7

55

13

15

30

20

TN

217

227

228

178

228

901

936

936

878

934

FP

11

1

0

50

0

35

0

0

58

2

FN

22

34

38

18

33

6

48

46

31

41

Precision

62%

86%

100%

31%

100%

61%

100%

100%

34%

91%

Recall

45%

15%

5%

55%

18%

90%

21%

25%

49%

33%

F1 Score

52%

26%

10%

39%

30%

73%

35%

39%

40%

48%

Tool
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Table 38: Precision, Recall, and F1 Score of each Tool in Health Watcher

1

55

13

15

30

20

TN

946

936

957

867

938

901

936

936

878

934

FP

11

21

0

50

0

35

0

0

58

2

FN

2

0

12

4

11

6

48

46

31

41

Precision

62%

86%

100%

31%

100%

61%

100%

100%

34%

91%

Recall

45%

15%

5%

55%

18%

90%

21%

25%

49%

33%

F1 Score

52%

26%

10%

39%

30%

73%

35%

39%

40%

48%

JSpIRIT

8

inFusion

0

PMD

JSpIRIT

12

Fuzzy

JDeodorant

10

PMD

TP

Fuzzy

inFusion

Tool

Method
JDeodorant

Class

Finally, we calculated the F1 score, which is the harmonic mean of precision and recall.
The F1 score was used because in many studies, the F-measure is the ultimate measure of
performance of a classifier [206]. After calculating the F1 score for all the approaches (Table
39), we found that the best performance for detecting a bad large class smell was our approach.
Figure 24 shows that the accuracy of the fuzzy metric was the highest with 55%. The second
highest was PMD with 39%, then JDeodorant with 33%, and after that JSpIRIT with 27%.
The lowest accuracy was found for inFusion with only 7%. Moreover, for detecting a bad long
method smell, we found that our approach was the best as well.
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Table 39: Precision, Recall, and F1 Score in all Codebases

Class

Method

Tool

Precision

Recall

F1 Score

Fuzzy

56%

54%

55%

PMD

45%

35%

39%

inFusion

100%

4%

7%

JDeodorant

23%

58%

33%

JSpIRIT

100%

15%

27%

Fuzzy

40%

90%

55%

PMD

100%

21%

35%

inFusion

100%

25%

39%

JDeodorant

34%

49%

40%

JSpIRIT

91%

33%

48%

F1 Score (Class)
60%
50%
40%
30%
20%
10%
0%

Fuzzy

PMD

inFusion

JDeodorant

Figure 24: The Total F1 Score for Classes of Each Tool
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JSpIRIT

F1 Score (Method)
60%
50%
40%
30%
20%
10%
0%

Fuzzy

PMD

inFusion

JDeodorant

JSpIRIT

Figure 25: The Total F1 Score for Methods of Each Tool in all Codebases

The F1 score for our approach is 55%, the highest of all the tested methods. JSpIRIT with
48% is the second highest, after that came JDeodorant with 40%, and then inFusion with 39%.
The lowest F1 score is for PMD with 35% (Figure 25).
8.7 Threats to Validity
In this section, the internal and external threats to validity of this study, as explained earlier
in chapter 5. Internal validity points to threats of conclusions about the cause and effects of
the study [225], whereas, external validity refers to the ability to generalize the results to other
environments.
8.7.1 Internal Validity
The main factor that could affect the internal validity of this study negatively is the size of
the selected codebases. We selected those codebases because it has been reviewed by software
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experts manually to identify code smells in another study, and also it been used in many other
studies [224][225][226][227][228][229]. The experts list of code smells in the selected
codebases helps us to measure precision, recall, and F1 score to evaluate our approach.
Furthermore, the size of the selected systems helps us to reduce the risk of erroneous
measurements of method and class complexity since we are calculating them manually.
8.7.2 External Validity
The selected software systems might not be representative of the real industrial practices
and our findings might not be directly extended or implied to large scale projects [114].
However, to reduce this risk we selected systems from different domains, Mobile Media is a
mobile application, and Health Watcher is an online system, which was developed to
incorporate nowadays technologies, such as GUIs, persistence, distribution, concurrency, and
recurrent maintenance scenarios of real software systems.
8.8 Summery
In this Chapter, I presented a novel approach that defines code quality metrics with
thresholds that are derived from software design. This ensures alignment between the
intentional specification of software design characteristics and their implementation. This
approach means that metrics can evolves as the codebase design evolves throughout the
software lifecycle. Moreover, this approach means that each code module will have its own
unique quality metrics that are tailored to its unique context. Our approach starts with
measuring the complexity of each class and method in the system. We then estimate the
expected size for each class and method by using the complexity measurement that we
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calculated from the first step. The last step is to calculate the fuzzy code smell based on the
difference between the actual and expected size of each class and method.
To evaluate our approach, we performed a comparative study between the proposed fuzzy
metrics for detecting code smells and four other code smell detection tools. We used a list of
smelly classes and methods of two codebases that were identified manually by experts in
software engineering. The results of the statistical analysis found that our fuzzy approach was
better than the techniques that were adopted by the four code smell detection tools. The F1
score analysis showed that the fuzzy metric for a bad large class smell received an F1 score
of 52%, which was the highest among the tested methods. Furthermore, our fuzzy metric for
the long method smell had the highest F1 score with 73%. As a result, in this paper we
demonstrated the validity of our proposed fuzzy quality metrics. In future work, I would like
to expand the analysis to include more real-life software systems from different domains.
Moreover, we intend to further investigate the evolution of other code smells in codebases
and the impact they have on system maintenance.
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CHAPTER 9: RESULTS AND MAIN FINDINGS

This chapter summaries the final results, main findings, theoretical and practical
implications, and the limitations of my PhD dissertation.
9.1 Summary of Main Findings
The main research findings of this dissertation will be discussed separately by briefly
focusing on the outcomes of each of the studies referred to above.
9.1.1 Chapter 3: Main Findings
To quantify the complexity of any software design, we need to develop appropriate metrics
to estimate its complex. Many researchers had developed some complexity metrics to measure
the level of complexity in software models. Most of these metrics are limited in scope and
focus on counting the number of elements in each design, overlooking the unique
characteristics of these elements and their interactions. In this study, I have introduced a new
methodology to measure the complexity of any software design. This measurement approach
is based on evaluating each element in any class diagram and state machine diagram by
assigning a complexity rate. The complexity rate can be either primitive, simple, or
complexity. Then, we can measure the complexity of a system by adding the complexity
values of all elements within the software design.
9.1.2 Chapter 4: Main Findings
Software complexity is an important indicator of the quality of any software and it can
affect maintainability and sustainability. To quantify the complexity of any software system,
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we need to measure its complexity first. In this study, I proposed a new methodology to
measure software complexity. The novel methodology derives software complexity metrics
from the software design. This ensures that the derived metrics are uniquely tailored for the
software under development and the metrics can dynamically evolve throughout the system
life cycle. In addition, it adequately considers variations in development technologies and the
architectural roles of various code and design elements. The proposed complexity metrics
involve assigning complexity rates for all components of a class (attributes, methods and
associations). By adding those components, we can estimate the complexity of the class.
I have evaluated the proposed metrics against the nine Weyuker’s properties in order to
validate the usefulness and correctness of our measure. We found that the proposed measure
satisfies the properties. We also evaluated the framework of the proposed approach to ensure
that it is clear understandable by its users, and there is a strong relationship between the metric
and the attribute that it is intended to measure.
9.1.3 Chapter 5: Main Findings
In this study, I have presented a novel approach that defines code complexity metrics by
using thresholds that are derived from software design. This ensures alignment between the
intentional specification of software design characteristics and their implementation. This
approach means that metrics can evolves as the codebase design evolves throughout the
software lifecycle. Moreover, this approach means that each code module will have its own
unique quality metrics that are tailored to its unique context. Our approach is based on
measuring the complexity of each element in each class in the system.
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To evaluate this approach, I performed a study to investigate the correlation between the
proposed complexity metrics and characteristics of the associated code, in particular, the code
size, code smells, and technical debt. The results showed a high correlation between the
complexity of the codebase measured by the proposed UML class diagram complexity metrics
and the code size. The correlation between class complexity and code size of the whole system
0.81 which is a strong relationship. Moreover, the results suggest that when the complexity of
a class is high that will increase the chance to that this class is smelly. This means that when
the complexity increased, the smelly classes increased as well. Further, the result of this study
found that the time needed to fix the complex classes is much larger than the time needed to
fix classes with lower complexity value. The correlation between class complexity and
technical debt is 0.61, which means that higher complexity will decrease software
maintainability. Accordingly, using software quality fuzzy metrics based on software design
provides high level and adequate characterization.
9.1.4 Chapter 6: Main Findings
The contribution of this study is to propose novel complexity metrics to measure state
machine models complexity. This measurement approach is based on evaluating each element
is the states and transitions in the system by assigning a complexity rate. The complexity rate
can be either primitive, simple, or complex. After that we measure the complexity of states
and transitions. Then, we can measure the complexity of a system by adding the complexity
values of all states and transitions within the system. Moreover, we performed an evaluation
study for the proposed complexity metrics, we evaluated the mathematical validity of the
metrics theoretically by applying Briand´s theoretical property-based framework to ensure the
usefulness and the correctness of the metrics. The result of the theoretical evaluation shows
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that our proposed complexity metrics satisfy four out of five of Briand´s complexity properties
which are non-negativity, symmetry, module monotonicity, and disjoint module additivity.
The only property that is not satisfied is null value.
9.1.5 Chapter 7: Main Findings
This study proposed a new approach to measure software quality by using fuzzy metrics
that are derived from the software design. This metric starts by estimating complexity rating
for each class, which itself is estimated from the complexity rating of the class attributes, and
the complexity rating of the class methods. Next, for estimating the fuzzy code quality metric,
I followed a pattern to explain the relationship between class complexity and the LOC for that
class, and between method complexity and LOC for that method. To evaluate fuzzy metric, I
have used two case studies constructs two points of analysis: a stable codebase developed by
experienced professionals from high trending repositories, and a stable codebase developed
by non-professionals from low trending repositories. Results are that the new metric works
better with the high trending repositories that developed by professional developers. We can
observe that the correlation between class complexity and class’s lines of code is extremely
high, r = 0.85, on average for high trending repositories. Finally, I have compared the results
of the fuzzy metric with the results of a code smell detection tools uses a traditional fixed
metrics and I discovered the differences between them in term of large class and long method
code smells.
9.1.6 Chapter 8: Main Findings
In this chapter, I have done another empirical evaluation study for the proposed approach
that defines code quality metric by using thresholds that are derived from software design. To
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evaluate the approach, I have performed a comparative study between the proposed fuzzy
metric for detecting code smells and four other code smell detection tools. I used a list of
smelly classes and methods of two codebases that were identified manually by experts in
software engineering. The results of the statistical analysis found that the fuzzy approach is
better than the techniques that are adopted by the four code smell detection tools. The F1 score
analysis showed that the fuzzy metric for a bad large class smell received an F1 score of 52%,
which was the highest among the tested methods. Also, our fuzzy metric for the long method
smell had the highest F1 score with 73%. As a result, in this study I have demonstrated the
advantages of the proposed fuzzy quality metric.
9.2 Implications
This section presents the theoretical and practical implications of the results of this
dissertation.
9.2.1 Theoretical implications
Software complexity is a systematic challenge facing many communities including
professional software developers, open source communities, and the research/scientific
communities. Also, software complexity is an important indicator of the quality sustainability
of any system [3]. Many researchers in this field had developed some complexity metrics to
measure the level of complexity in software models. Unfortunately, most of the available
metrics are limited to counting the number of elements in a design, overlooking the
characteristics, complexity, and interdependence of the elements themselves. Therefore, we
encourage more investigation and developing new complexity metrics that adequately
considers variations in development technologies and the architectural roles of various code
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and design elements. This ensures that the complexity metrics are uniquely tailored for the
software under development and the metrics can dynamically evolve throughout the system
life cycle.
Code quality metrics that depend on code smells suffer from some limitations. These
metrics operate under the one size fits all assumption that a quality metric is applicable to all
software modules at all times. Moreover, these metrics do not evolve over time to
appropriately consider the evolving code base size and its intended lifetime. According to
these limitations, we suggest that future research consider these key limitations in order to
develop code smells metrics that instead of focusing on rigid thresholds, improve metrics to
become sensitive to a project’s unique context, such as development technologies, team size,
and desired code qualities.
9.2.2 Practical implications
Because we observed many code smells detection tools that consider the size of the code
as the only factor for detecting code smells especially large class and long method, therefore,
we encourage the development of the tools to adopt other metric based on techniques such as
fuzzy metric described in this dissertation.
9.3 Limitations
In the study in chapter five, the main factor that could affect the internal validity of this
study negatively is the size of the selected codebases. We selected these codebases because
they have been reviewed by software experts manually to identify code smells in another study
[223], and also they have been used in many other studies [224][225][226][227][228][229].
Also, the size of the selected systems helps us to reduce the risk of erroneous measurements
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of method and class complexity, since we are calculating them manually. The selected
software systems might not be representative of the real industrial practices and our findings
might not be directly extended or implied to large scale projects [223]. However, to reduce
this risk we selected systems from different domains, Mobile Media is a mobile application,
which was developed to incorporate nowadays technologies, such as GUIs, distribution,
concurrency, and recurrent maintenance scenarios of real software systems.
In the study in chapter seven, the study started firstly with checking validity. In this case
study, we analyzed open source code from various sources and made assumptions on code
quality. We attributed specific quality characteristics primarily based on the developers of the
code base. It is possible that the case study results are not fully valid due to the assumption
about code quality characteristics. To minimize this risk, we analyzed a significantly large
number of lines of code and included code fragments from different code repositories. We
also analyzed sample code elements to evaluate our assumptions.
For the threats that could have influenced our dataset extraction process, we include
project stars, commits, and the number of contributors as criteria to classify the quality level
of the projects form open source communities. However, these criteria could be changed from
time to time. This means that the projects that we selected as top trending projects in GitHub
at the time when we performed the research, we could not find some of them any time later.
Another internal validity refers to the extent to which the study makes sure that the two class
factors, variables and methods, are the only factors that can be measured and have an effect
on the class. Future work will add to the formula a third factor that related to the class, which
is the association.
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The external validity concerns applying our findings. The study is limited to classes from
12 Java projects. The reason is that we analyzed the systems manually since we do not have
a software tool to perform the analysis automatically. However, our decision to analyze few
systems was also due to the need for manually validating class complexity, rather than just
relying on tool output. Also, since the commercial source code is not available, we targeted
open source systems for our analysis.
Finally, regarding the external validity of the study in chapter eight, the selected software
systems might not be representative of the real industrial practices and our findings might not
be directly applied to large scale projects [114]. However, to reduce this risk we selected
systems from different domains, Mobile Media is a mobile application, and Health Watcher
is an online system, which was developed to incorporate nowadays technologies, such as
GUIs, distribution, concurrency, and recurrent maintenance scenarios of real software
systems.
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CHAPTER 10: CONCLUSION

This dissertation explained my past and future research work. I have contributed to three
main research studies for my PhD thesis. These three contributions were demonstrated in
chapters 3, 4, 5, 6, 7 and 8 of this dissertation. Moreover, I have explained my future plan
research in the area of software design complexity and software quality.
In the first study, I proposed a new methodology to measure software complexity. The
novel methodology derives software complexity metrics from the software design. This
ensures that the derived metrics are uniquely tailored for the software under development and
the metrics can dynamically evolve throughout the system life cycle. In addition, it adequately
considers variations in development technologies and the architectural roles of various code
and design elements. The proposed complexity metrics involve assigning complexity rates for
all components of a class (attributes, methods and associations) and by adding those
components estimating the complexity of the class. I have evaluated the proposed metrics
against the nine Weyuker’s properties in order to validate the usefulness and correctness of
our measure. We found that the proposed measure satisfies the properties. Also, we evaluated
the framework of the proposed approach to ensure that it is a clear understandable by its users,
and the strong relationship between the metric and the attribute that it is intended to measure.
Future research should consider the potential measures of other UML models more carefully,
since we just considered class diagram only.
The contribution of the second study is to propose a novel complexity metric for
measuring state machine models complexity. This measurement approach i.e., based on
evaluating each element is the states and transitions of the system by assigning a complexity
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rate. The complexity rate can be either primitive, simple, or complex. After that we measure
the complexity of states and transitions. Then, we can measure the complexity of a system by
adding the complexity values of all states and transitions within the system. I also performed
an evaluation study for the proposed complexity metric, I evaluated the mathematical validity
of the metric theoretically by applying Briand´s theoretical property-based framework to
ensure the usefulness and the correctness of the metric. The result of the theoretical evaluation
shows that our proposed complexity metric is satisfies four out of five Briand´s complexity
properties which are non-negativity, symmetry, module monotonicity, and disjoint module
additivity. The only property that is not satisfied is null value. In future work we plan to
perform an empirical evaluation study to evaluate the proposed complexity metrics.
In third study, I introduced a new approach to measure software quality by using fuzzy
metric that are derived from the software design. This metric starts by estimating complexity
rating for each class, which itself is estimated from the complexity ratings of the class
attributes, and that the complexity rating of the class methods. To evaluate our new approach,
we used a case study constructs two points of analysis, analysis of a stable codebase developed
by experienced professionals from high trending repositories, and analysis of a stable
codebase developed by non-professionals from low trending repositories. We found that our
new metrics works better with the high trending repositories that developed by professional
developers. We can observe that the correlation between class complexity and class’s lines of
code is extremely high, r = 0.85, in average of high trending repositories. Finally, we
compared the results of our metric with the results of a code smell detection tool that using a
traditional fixed metrics and we discovered the differences between them in term of large
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class and long method code smells. In future work, we are going to apply our metrics to a
large number of projects implemented with different programing languages.
10.1 Future research Directions
The plan of future research work is to expand my investigations in the area of software
design complexity and software quality. The following summarizes the plan of my future
research work.
•

I plan to consider the potential measures of other UML models more carefully,
since we just considered UML class diagram and UML state machine diagram
only.

•

In future work I plan to perform an empirical evaluation study to evaluate the
proposed complexity metrics for the UML state machine diagram.

•

I plan to perform a theoretical and empirical evaluation study to evaluate the
proposed complexity metrics and broaden the scope of the metrics to include other
modeling notations.

•

In future work, I would like to expand the analysis to include more real-life
software systems from different domains.

•

I intend to further investigate the evolution of other code smells such as lazy class,
long parameter list, data class, and middleman in software systems and the impact
they have on system maintenance.

•

I plan to apply the proposed fuzzy metrics to a large number of projects
implemented with different programing languages.
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•

I plan to investigate the gap between academic and software developers in
identifying code smells especially, large class and long method.

180

REFERENCES

[1] Omar Masmali, and Omar Badreddin. “Design Driven Code Complexity
Metrics: Theoretical Framework Evaluation”. International Conference on
Model-Driven Engineering and Software Development, MODELSWARD
2020 (under review). Preprint available: https://bit.ly/35VrNZQ. Accessed
October 14, 2019.
[2] Omar Masmali, and Omar Badreddin. “Towards a Model-Based Fuzzy Software
Quality Metrics”. International Conference on Model-Driven Engineering and
Software

Development,

MODELSWARD

2020.

Preprint

available:

https://bit.ly/2MZtgpe.
[3] Omar Badreddin. Powering Software Sustainability with Blockchain. In
Proceedings of the 28th Annual International Conference on Computer Science
and Software Engineering, pp. 315-322. IBM Corp., 2018.
[4] Kayed, Ahmad, et al. "Towards an ontology for software product quality
attributes." Internet and Web Applications and Services, 2009. ICIW'09. Fourth
International Conference on. IEEE, 2009.
[5] S. Hettrick, “Research software sustainability: Report on a Knowledge
Exchange workshop,” The Software Sustainability Institute, Tech. Rep., 2016.
[Online]. Available: http://repository.jisc.ac.uk/6332/

181

[6] Zengyang Li, Paris Avgerioua, Peng Liang, "a systematic mapping study on
technical debt and its management", Journal of Systems and Software, Volume
101 Issue C, March 2015, Pages 193-220
[7] Gil, Joseph Yossi, and Gal Lalouche. "When do Software Complexity Metrics
Mean Nothing? When Examined out of Context." Journal of Object
Technology 15, no. 1 (2016): 2-1.
[8] Zhang, Feng, Audris Mockus, Ying Zou, Foutse Khomh, and Ahmed E.
Hassan. "How does context affect the distribution of software maintainability
metrics?" In 2013 IEEE International Conference on Software Maintenance,
pp. 350-359. IEEE, 2013.
[9] M. Aniche, C. Treude, A. Zaidman, A. van Deursen, M. A. Gerosa, "SATT:
Tailoring code metric thresholds for different software architectures," presented
at IEEE 16th International Working Conference on Source Code Analysis and
Manipulation (SCAM). Raleigh, NC, USA, 2016
[10]

Concas, Giulio, Michele Marchesi, Sandro Pinna, and Nicola Serra.

"Power-laws in a large object-oriented software system." IEEE Transactions on
Software Engineering 33, no. 10 (2007): 687-708.
[11]

Wheeldon, Richard, and Steve Counsell. "Power law distributions in

class relationships." In Proceedings Third IEEE International Workshop on
Source Code Analysis and Manipulation, pp. 45-54. IEEE, 2003.
[12]

Yao, Yi, Song Huang, Zheng-ping Ren, and Xiao-ming Liu. "Scale-free

property in large scale object-oriented software and its significance on software
182

engineering." In 2009 Second International Conference on Information and
Computing Science, vol. 3, pp. 401-404. IEEE, 2009.
[13]

Herraiz, Israel, Daniel M. German, and Ahmed E. Hassan. "On the

distribution of source code file sizes." In ICSOFT (2), pp. 5-14. 2011.
[14]

Lanza, Michele, and Radu Marinescu. Object-oriented metrics in

practice: using software metrics to characterize, evaluate, and improve the
design of object-oriented systems. Springer Science & Business Media, 2007.
[15]

D. Coleman, B. Lowther, and P. Oman, "The application of software

maintainability models in industrial software systems," Journal of Systems and
Software, vol. 29, no. 1, 1995.
[16]

B. A. Nejmeh, "Npath: a measure of execution path complexity and its

applications," Communications of the ACM, vol. 31, no. 2, 1988
[17]

https://github.com/

[18]

https://scitools.com/

[19]

G. Suryanarayan, G. Samarthyam, T. Sharma "Refactoring of Software

design smell: Managing Technical Debt". Morgan Kaufmann, 2014
[20]

Brown W. H., Malveau, R. C., McCormick, H. W. S., Mowbray, T. J.,

1998. AntiPatterns: Refactoring Software, Architectures, and Projects in Crisis,
1st Edition. John Wiley & Sons, Inc.
[21]

M.Lippert, S. Roock, "Refactoring in Large software Project:

Performing the Complex restructuring successfully" John Willey and sons,
2006.
183

[22]

Fowler, M., Beck, K., Brant, J., Opdyke, W., & Roberts, D. (1999).

Refactoring: Improving the Design of Existing Code. Addison Wesley.
[23]

Marinescu, R. (2001). Detecting Design Flaws via Metrics in

ObjectOriented Systems. TOOLS (39) (173-182). IEEE Computer Society.
[24]

Marinescu, R. (2002). Measurement and Quality in Object-Oriented

Design (PhD Thesis). Timisora: "Politehenica" University of Timisora.
[25]

Marinescu, R. (2004). Detection Strategies: Metrics-Based Rules for

Detecting Design Flaws. ICSM, (350-359).
[26]

Lanza, M., & Marinescu, R., (2006). Object-Oriented Metrics in

Practice. Springer.
[27]

S. M. Olbrich, D. S. Cruzes, and D. I. K. Sj√∏berg, "Are all code smells

harmful? a study of God Classes and Brain Classes in the evolution of three
open source systems," in Proceedings of the International Conference on
Software Maintenance (ICSM). IEEE, 2010, pp. 1-10.
[28]

Khomh, F., Penta, M. D., & Gu√©h√©neuc, Y.-G. (2009). An

Exploratory Study of the Impact of Code Smells on Software Changeproneness. WCRE (75-84). IEEE Computer Society
[29]

D. I. K. Sjberg, A. F. Yamashita, B. C. D. Anda, A. Mockus, and T.

Dyba, "Quantifying the effect of code smells on maintenance effort," Àö IEEE
Trans. Software Eng., vol. 39, no. 8, pp. 1144-1156, 2013.
[30]

A. Lozano and M. Wermelinger, "Assessing the Effect of Clones of

Changeability," Proc. Int'l Conf. Software Maintenance, pp. 227-236, 2008.
184

[31]

W. Li and R. Shatnawi, "An Empirical Study of the Bad Smells and

Class Error Probability in the Post-Release Object-Oriented System Evolution,"
J. Systems Software, vol. 80, no. 7, pp. 1120- 1128, 2007
[32]

Fontana, F., Braione, P., and Zanoni, M. Automatic Detection of Bad

Smells in Code: An Experimental Assessment. Journal of Object Technology,
2012.
[33]

S. Olbrich, D. S. Cruzes, V. Basili, and N. Zazworka. The evolution and

impact of code smells: A case study of two open source systems. In Proceedings
of International Symposium on Empirical Software Engineering and
Measurement, pages 390-400, Los Alamitos, CA, USA, 2009. IEEE Computer
Society
[34]

Deligiannis, Ignatios; Stamelos, Ioannis; Angelis, Lefteris; Roumeliotis,

Manos; Shepperd, Martin (2003). A controlled experiment investigation of an
object oriented design heuristic for maintainability Journal of Systems and
Software, v.65 n.2, p.127-139, 15 February 2003
[35]

Deligiannis, I.; Shepperd, M.; Roumeliotis, M.; Stamelos, I. (2004). An

empirical

investigation

of

an

object-oriented

design

heuristic

for

maintainability. The Journal of Systems and Software 72 (2), 129-143
[36]

A. Chatzigeorgiou and A. Manakos, "Investigating the evolution of bad

smells in object-oriented code," in International Conference on the Quality of
Information and Communications Technology (QUATIC). IEEE, 2010, pp.
106-115.
185

[37]

Z. Markov, I. Russell, "An introduction to the WEKA data mining

system", ACM SIGCSE Bulletin 38 (3) (2006) 367-368
[38]

T. Mens, S. Demeyer. "Future trends in software evolution metrics".

InProceedings of the 4th international workshop on Principles of software
evolution 2001 Sep 10 (pp. 83-86). ACM
[39]

J.Rashid, T.Mahmood, M.W.Nisar, "A Study on Software Metrics and

its Impact on Software Quality", Technical Journal, University of Engineering
and Technology (UET) Taxila, Pakistan Vol. 24 No. 1-2019
[40]

S. G. Ganesh, T. Sharma, and G. Suryanarayana. Towards a principle-

based classification of structural design smells. Journal of Object Technology,
pages 1-29, 2013
[41]

Tushar Sharma and Diomidis Spinellis. 2018. A survey on software

smells. Journal of Systems and Software 138 (2018), 158 - 173.
[42]

G. Bavota, A. Qusef, R. Oliveto, A. De Lucia, and D. Binkley, "An

empirical analysis of the distribution of unit test smells and their impact on
software maintenance," in 28th IEEE International Conference on Software
Maintenance, ICSM 2012, Trento, Italy, September 23-28, 2012. IEEE
Computer Society, 2012, pp. 56-65.
[43]

M. Perepletchikov, C. Ryan, A controlled experiment for evaluating the

impact of coupling on the maintainability of service-oriented software, IEEE
Trans. Software Eng. 37 (4) (2011) 449-465.

186

[44]

A. F. Yamashita and L. Moonen, "Do code smells reflect important

maintainability aspects?" in 28th IEEE International Conference on Software
Maintenance, ICSM 2012, Trento, Italy, September 23-28, 2012. IEEE
Computer Society, 2012, pp. 306-315.
[45]

A. Yamashita, "Assessing the capability of code smells to explain

maintenance problems: an empirical study combining quantitative and
qualitative data," Empirical Soft. Eng., vol. 19, no. 4, pp. 1111-1143, aug 2014.
[46]

A. Yamashita and L. Moonen, "Exploring the impact of inter-smell

relations on software maintainability: An empirical study," in International
Conference on Software Engineering (ICSE). IEEE, 2013, pp. 682-691.
[47]

A. Yamashita and L. Moonen, "To what extent can maintenance

problems be predicted by code smell detection? An empirical study," Inf. and
Softw. Technology, vol. 55, no. 12, pp. 2223-2242, Dec. 2013.
[48]

S. Vidal, H. Vazquez, J. A. Diaz-Pace, C. Marcos, A. Garcia and W.

Oizumi, "JSpIRIT: a flexible tool for the analysis of code smells". In Proc. of
the International Conference of Chilean Computer Science Society (SCCC),
2015.
[49]

R. Marinescu, "Measurement and quality in object-oriented design," in

IEEE Int'l Conf. Softw. Maintenance (ICSM), 2005, pp. 701-704.
[50]

Dexun, J.; Peijun, M.; Xiaohong, S.; Tiantian, W. Detection and

Refactoring of Bad Smell Caused by Large Scale. Int. J. Softw. Eng. Appl.
2013, 4, 1
187

[51]

Ladan Tahvildari & Kostas Kontogiannis, (2003) "A Metric-Based

Approach to Enhance Design Quality through Meta-Pattern Transformations",
7th European Conference Software Maintenance and Reengineering, pp183192.
[52]

V. S. Sharma and S. Anwer, "Detecting performance antipatterns before

migrating to the cloud," Poster/Short paper at the 2013 IEEE International
Conference on Cloud Computing Technology and Science, pp. 148-151, 2013.
[Online]. Available: http://dx.doi.org/10.1109/CloudCom.2013.166
[53]

A. Maiga, N. Ali, N. Bhattacharya, A. Sabane, Y.-G. Gueh eneuc, G.

Antoniol, and E. Ameur, "Support vector machines for anti-pattern detection,"
in ASE, 2012
[54]

S. Bryton, F. Brito, Abreu, and M. P. Monteiro. Reducing subjectivity

in code smells detection: Experimenting with the long method. In QUATIC'10,
pages 337-342, 2010
[55]

W. Fenske, S. Schulze, D. Meyer, and G. Saake, "When code smells

twice as much: Metric-based detection of variability-aware code smells," in
IEEE 15th Int. Work. Conf. Source Code Analysis and Manipulation (SCAM),
Bremen, Germany, 2015, pp. 171-180.
[56]

Khomh, F., Vaucher, S., Gu√©h√©neuc, Y., and Sahraoui, H. BDTEX:

A GQM-based Bayesian Approach for the Detection of Antipatterns. Journal
of Systems and Software (JSS), pp. 559-572, 2011.

188

[57]

Isela Macia, Alessandro Garcia, and Arndt von Staa. Defining and

applying detection strategies for aspect-oriented code smells. In Proceedings of
the 2010 Brazilian Symposium on Software Engineering, SBES '10, pages 6069. IEEE Computer Society, 2010.
[58]

Misra, S., Akman, I.: 'Weighted class complexity: a measure of

complexity for object oriented systems', J. Inf. Sci. Eng., 2008, 24, pp. 16891708
[59]

S. Misra, I. Akman, and M. Koyuncu, ''An inheritance complexity

metric for object-oriented code: A cognitive approach,'' Sadhana, vol. 36, no.
3, pp. 317-337, Jun. 2011.
[60]

Gupta, A.; Suri, B.; Kumar, V.; Misra, S.; Bla≈æauskas, T.;

DamaeviÀácius, R. Software Code Smell Prediction Model Using Shannon,
Rnyi and Tsallis Entropies. Entropy 2018, 20, 372.
[61]

Kumar M, Aloysius A. A review on component based software metrics.

International Journal of Fuzzy Mathematical. 2015; 7(2):185-94.
[62]

A. Adewumi, S. Misra, and N. Ikhu-Omoregbe. Complexity Metrics for

Cascading Style Sheets. In 12th International Conference on Computational
Science and its Applications (ICCSA), volume 7336 of LNCS, pages 248-257.
Springer, 2012.
[63]

Maheswaran, K., & Aloysius, A. (2017). An Analysis of Object

Oriented Complexity Metrics. International Journal of Scientific Research in
Computer Science, Engineering and Information Technology, 2, 768-775.
189

[64]

A. Adewumi, S. Misra, and R. Dama≈°eviÀácius. A Complexity

Metrics Suite for Cascading Style Sheets. Computers 2019, 8(3), 54.
[65]

H. Hourani, H. Wasmi, T. Alrawashdeh. A Code Complexity Model of

Object Oriented Programming (OOP). 2019 IEEE Jordan International Joint
Conference on Electrical Engineering and Information Technology (JEEIT).
[66]

T. J. McCabe. A complexity measure. TSE'76, (4):308-320.

[67]

S.R. Chidamber, C.F. Kemerer, "Towards a Metrics Suite for Object

Oriented design", in A. Paepcke, (ed.) Proc. Conference on Object-Oriented
Programming: Systems, Languages and Applications (OOPSLA'91), October
1991. Published in SIGPLAN Notices, 26 (11), 197-211, 1991.
[68]

Nico Zazworka, Rodrigo O. Sp¬¥ƒ±nola, Antonio Vetro', Forrest Shull,

and Carolyn Seaman. A case study on effectively identifying technical debt. In
Proceedings of the 17th International Conferenceon Evaluation and Assessment
in Software Engineering, EASE '13, pages 42-47, New York, NY, USA, 2013.
ACM.
[69]

R. Marinescu, "Assessing technical debt by identifying design flaws in

software systems," IBM Journal of Research and Development, vol. 56, no. 5,
p. 9, 2012.
[70]

J.-L. Letouzey, Th. Coq, "The SQALE Analysis Model - An analysis

model compliant with the representation condition for assessing the Quality of
Software Source Code", VALID 2010, Nice, August 2010.

190

[71]

J.-L. Letouzey and M. Ilkiewicz, "Managing Technical Debt with the

SQALE Method," IEEE Software, vol. 29, pp. 44-51, 2012.
[72]

Klaus Schmid. 2013. A formal approach to technical debt decision

making. In Proceedings of the 9th international ACM Sigsoft conference on
Quality

of

software

architectures.

ACM,

153-162.

http://dl.acm.org/citation.cfm?id=2465492
[73]

Mrinal Singh Rawat, Arpita Mittal, and Sanjay Kumar Dubey "Survey

on impact of software metrics on software quality", IJACSA Vol 3, No. 1, 2012.
[74]

Mittal, H., Bhatia, P.K. and Goswami, P., "Software Quality Assessment

Based on Fuzzy Logic Technique", International Journal of Software
Computing Applications, Issue 3, 105-112, 2008.
[75]

Supreet Kaur, Dinesh Kumar "Quality Prediction of Object Oriented

Software Using Density Based Clustering Approach" IACSIT International
Journal of Engineering and Technology, Vol.3, No.4, August 2011
[76]

S. S. Gokhale and M. R. Lyu. Regression tree modeling for the

prediction of software quality. Proc. the Third ISSAT International Conference
on Reliability and Quality in Design, pp31-36, Anaheim, CA, Mar. 1997.
[77]

G. C. Gannod and B. H. C. Cheng. A framework for classifying and

comparing software reverse engineering and design recovery techniques. In
Proceedings of IEEE Working Conference on Reverse Engineering, pages 7788, 1999.

191

[78]

E. Arisholm, L. C. Briand, S. E. Hove, and Y. Labiche. The impact of

UML documentation on software maintenance: An experimental evaluation.
IEEE Transactions on Software Engineering, 32(6):365-381, 2006
[79]

Yann-Ga√´l Gu√©h√©neuc, Kim Mens, and Roel Wuyts. A

comparative framework for design recovery tools. In CSMR, 2006.
[80]

A. Marchetto, P. Tonella, and F.Ricca, ReAjax: a reverse engineering

tool for Ajax web applications, Software, IET 6.1, 2012, pages 33-49.
[81]

Nabor C. Mendon√ßa and Jeff Kramer. An approach for recovering

distributed system architectures. Automated Software Engineering, 8 (34):311-354, 2001. ISSN 0928-8910.
[82]

J. Garcia, D. Popescu, C. Mattmann, N. Medvidovic, and Y. Cai,

"Enhancing architectural recovery using concerns," in ASE, 2011.
[83]

Pirzadeh H., Alawneh L., Hamou-Lhadj A. Quality of the Source Code

for Design and Architecture Recovery Techniques: Utilities are the Problem.
Ninth International Conference on Quality Software, IEEE, 2009.
[84]

M. C. Platenius, M. von Detten, and S. Becker, "Archimetrix: Improved

Software Architecture Recovery in the Presence of Design Deficiencies," in
Proc. of the 16th Conf. on Software Maintenance and Reengineering. IEEE,
Mar. 2012, pp. 255 - 264.
[85]

A. K. Pandey and N. K. Goyal, A Fuzzy Model for Early Software Fault

Prediction Using Process Maturity and Software Metrics, International Journal
of Electronics Engineering, 1 (2009) 239-245.
192

[86]

S. Chatterjee and B. Maji, ''A new fuzzy rule based algorithm for

estimating software faults in early phase of development,'' Soft Comput., vol.
19, pp. 1-13, Jun. 2015.
[87]

Pandey, Ajit Kumar and N.K. Goyal. A Fuzzy Model for Early Software

Quality

Prediction

and

Module

Ranking.

International

Journal

of

Performability Engineering, 2012; 8(6): 689- 698.
[88]

Dubey, S.K., and Rana, A., "A Fuzzy Approach for Evaluation of

Maintainability of Object Oriented Software System," International Journal of
Computer Applications, Vol. 49, No 21, July 2012, pp. 1-6.
[89]

M. Vimaladevi, and Dr. G. Zayaraz, "Design Level Quality Analysis

using Fuzzy UML models and Weighted Complex Networks", International
Conference on Communication and Signal Processing, April 6-8, 2017, India
[90]

J. Garcia, D. Popescu, G. Edwards, and N. Medvidovic. Identifying

architectural bad smells. In Proc. 13th CSMR, pages 255-258, Mar. 2009
[91]

H. S. de Andrade, E. Almeida, and I. Crnkovic, "Architectural bad

smells in software product lines: An exploratory study," in Proceedings of the
WICSA 2014. ACM, 2014, p. 12.
[92]

E. Kouroshfar, M. Mirakhorli, H. Bagheri, L. Xiao, S. Malek and Y.

Cai. "A Study on the Role of Software Architecture in the Evolution and
Quality of Software". // Proceedings of the 12th Working Conference on
Mining Software Repositories, (2015) 246-257

193

[93]

R. Baggen, J. P. Correia, K. Schill, and J. Visser, "Standardized code

quality benchmarking for improving software maintainability," Software
Quality Journal, vol. 20, pp. 287- 307, 2012.
[94]

Granju-Alvarez, J.C. and M.J. Barranco-Garcia, A Method for

Estimating Maintenance Cost in a Software Project: A Case Study. Journal of
Software Maintenance and Evolution: Research and Practice, 1997. 9(3): p.
161-175. 1-Em, 2-Rg, 3-Ca, 4-Pr, 5-On
[95]

M. Perepletchikov, C. Ryan, K. Frampton, and Z. Tari, "Coupling

metrics for predicting maintainability in service-oriented designs," in 18th
Australian Softw. Engg Conf., Apr. 2007, pp. 329-340.
[96]

A. D. Bakar, A. Sultan, H. Zulzalil, and J. Din, ''Predicting

maintainability of object-oriented software using metric threshold,'' Inf.
Technol. J., vol. 13, no. 8, pp. 1540-1547, 2014.
[97]

A. D. Bakar, A. B. M. Sultan, H. Zulzalil, and J. Din, "Review On

'Maintainability' Metrics In Open Source Software," Int. Rev. Comput.
Software., vol. 7, no. 3, pp. 903-908, 2012.
[98]

Tu Honglei, Sun Wei, Zhang Yanan, "The Research on Software

Metrics and Software Complexity Metrics", International Forum on Computer
Science-Technology and Applications, 2009.
[99]

Y. Shin and L. Williams. An Empirical Model to Predict Security

Vulnerabilities Using Code Complexity Metrics. In ESEM, pages 315-317,
2008.
194

[100]

R. D. Banker, S. M. Datar, and D. Zweig, "Software complexity and

maintainability", In: Proc. of the tenth international conference on Information
Systems - ICIS '89, pp. 247-255, 1989.
[101]

Gegick M., Williams L., Osborne J., Vouk M.: Prioritizing Software

Security Fortification through Code-Level Metrics. Proc. 4th ACM workshop
on Quality of protection, Alexandria, Virginia, USA, Oct. 27 2008, 31-38.
[102]

Nguyen

V.H.,

Tran

L.M.S.:

Predicting

Vulnerable

Software

Components with Dependency Graphs. Proceedings of the 6th International
Workshop on Security Measurements and Metrics, Bolzano-Bozen, Italy, Sep
2010.
[103]

Chowdhury I., Zulkernine M.: Using complexity, coupling and cohesion

metrics as early indicators of vulnerabilities. Journal of Systems Architecture,
57, 3, (Mar. 2011),294-313
[104]

Shin Y., Meneely A., Williams L., Osborne J.: Evaluating Complexity,

Code Churn, and Developer Activity Metrics as Indicators of Software
Vulnerabilities, IEEE Transactions on Software Engineering, 37, 6, (2011),
772-787.
[105]
May

T. Sharma, "Designite - A Software Design Quality Assessment Tool,"
2016,

http://www.designite-tools.com.

[Online].

Available:

https://doi.org/10.5281/zenodo.2566832
[106]

D. Tran-Cao, G. Levesque, A. Abran, "Measuring Software Functional

Size: Towards an Effective Measurement of Complexity", Proceedings of the
195

International Conference on Software Maintenance ICSM'02, Montreal,
Canada, 2002, pp.11-17.
[107]

Israel Herraiz, Daniel M German, and Ahmed E Hassan. 2011. On the

Distribution of Source Code File Sizes. In Proceedings of the International
Conference on Software Technologies (ICSOFT). 5-14
[108]

Congedo, L., 2013. Semi-Automatic Classification Plugin for QGIS.

Tech. rep. Rome: Sapienza University, ACC Dar Project Sapienza University.
[109]

Graser, A., & Olaya, V., Processing: A Python Framework for the

Seamless Integration of Geoprocessing Tools in QGIS, ISPRS Int. J. Geo-Inf.,
4(4), 2219-2245; doi:10.3390/ijgi4042219, 2015.
[110]

Lacaze B, Dudek J, Picard J (2018) GRASS GIS Software with QGIS.

QGIS Generic Tools 1:67-106
[111]

A. Capiluppi, P. Lago, and M. Morisio, "Characteristics of open source

projects," in Proceedings of the 7th European Conference on Software
Maintenance and Reengineering (CSMR'03), Mar. 2003, pp. 317 - 327
[112]

K. Lind and R. Heldal, "A Model-Based and Automated Approach to

Size Estimation of Embedded Software Components," presented at the
ACM/IEEE 14th International Conference on Model Driven Engineering
Languages and Systems, Wellington, New Zealand, 2011.
[113]

Quantum

Geographic

Information

https://qgis.org/en/site/

196

System.

Available

at:

[114]

F. Fontana, E. Mariani, A. Mornioli, R. Sormani and A. Tonello, "An

Experience Report on Using Code Smells Detection Tools", ICSTW '11:
Proceedings of the 2011 IEEE Fourth International Conference on Software
Testing, Verification and Validation Workshops, (2011).
[115]

J. Cardoso, "Control-Flow Complexity Measurement of Processes and

Weyuker's Properties", in Trans. Enformatika, Systems Sciences and
Engineering, vol. 8, pp. 213-218, 2005.
[116]

Misra, S and Misra, A.K. (2005): Evaluating Cognitive Complexity

measure with Weyuker Properties, Proceeding of the 3rd IEEE International
Conference on Cognitive Informatics (ICCI'04).
[117]

N. Sharma, P. Joshi, and R.K. Joshi, "Applicability of Weyuker's

Property 9 to Object Oriented Metrics," short note, IEEE Trans. Software Eng.,
vol. 32, no. 3, pp. 209-211, Mar. 2006.
[118]

D. S. Kushwaha and A. K. Misra, ''Robustness analysis of cognitive

information complexity measure using Weyuker properties,'' ACM SIG Soft.
Eng. Notes, vol. 31, no. 1, pp. 1-6, 2006.
[119]

Mishra, D.: New Inheritance Complexity Metrics for Object-Oriented

Software Systems: An Evaluation with Weyuker's Properties. Computing and
Informatics, Vol. 30, 2011, No. 2, pp. 267-293.
[120]

Rana Pooja, and Singh Rajender." Evaluation and applicability of

weyuker's properties on software metrics for component based software

197

system". International Journal of Engineering, Science and Mathematics, 2018,
Volume : 7, Issue : 4, Pages : 495-505
[121]

Xiang, Yiming; Pan, Weifeng; Jiang, Haibo; Zhu, Yunfang; Li, Hao.

"Measuring Software Modularity Based on Software Networks". Entropy, vol.
21, issue 4, p. 344, 2019
[122]

Basic, D., Misra, S.: 'Measuring and evaluating a design complexity

metric for XML schema documents', J. Inf. Sci. Eng., 2009, 25, (5), pp. 14051425
[123]

Basci, D., Misra, S.: Data Complexity Metrics for XML Web Services.

Advances in Electrical and Computer Engineering 9(2) (2009)
[124]

Basci, D. and Misra, S. (2011). Metrics suite for maintainability of

extensible markup language Web Services. IET Software, 5(3):320-341.
[125]

E. Bouwers, A. v. Deursen, and J. Visser. Evaluating usefulness of

software metrics: an industrial experience report. In ICSE, pages 921- 930.
IEEE Press, 2013.
[126]

C. Kaner, "Software engineering metrics: what do they measure and

how do we know?" in Proceedings of the 10th International Software Metrics
Symposium, 2004. pp. 1-12.
[127]

Mobile Media. Accessed

on

November

2019. Available at:

https://github.com/julioserafim/MobileMedia
[128]

E. Weyuker, "Evaluating software complexity measures," IEEE

Transactions on Software Engineering, Vol. 14, 1988, pp. 1357-1365.
198

[129]

Usha Kumari and Shuchita Upadhyaya, "An Interface Complexity

Measure for Component-based Software Systems," International Journal of
Computer Applications, Volume 36- No.1, December 2011.
[130]

N. Baskar, "An Interactions of a Component Based Software

Development Evaluated by Weyuker's Properties Using in Software
Maintainability", International Journal of Trend in Research and Development,
Volume 4(5), 2017.
[131]

In, P., Kim, S., Barry, M. (2003): UML-based object-oriented metrics

for architecture complexity analysis. Department of computer science, Texas
A&M University, 2003.
[132]

Manso, M., Genero, M., Piattini, M. (2003): No-redundant metrics for

UML class diagram structural complexity. Lecture Notes on Computer Science,
2681, 2003, pp.127-142.
[133]

Kang, D., et al. (2004): A structural complexity measure for UML class

diagrams. In International Conference on Computational Science 2004 (ICCS
2004), Krakow Poland, June 2004, pp.431-435.
[134]

Marchesi, M. (1998): OOA metrics for the unified modeling languages.

In Proceedings of 2nd Euromicro Conference on Software Maintenance and
Reengineering (CSMR'98), Palazzo degli Affari, Italy, March, 1998, pp.67-73.
[135]

Rufai, R. (2003): New structure similarity metrics for UML models

[Master Thesis]. Computer Science, King Fahd University of Petroleum &
Minerals, 2003.
199

[136]

Bansiya, J. and Davis, C. G. 2002. A Hierarchical Model for Object-

Oriented Design Quality Assessment. IEEE Trans. on Software Engineering,
28,

1,

(January

2002).

4-17.

DOI=

http://doi.ieeecomputersociety.org/10.1109/32.979986
[137]

Genero, M., Piattini, M., and Calero, C., "A survey of Metrics for UML

Class Diagrams". Journal of Object Technology, 4 (9). 2005. p. 59-92.
[138]

G. Zhang, M. Holzl, A set of metrics for states and transitions in UML

state machines, ‚Ç¨ in: Proceedings of the 2014 Workshop on Behaviour
Modelling-Foundations and Applications (BM-FA '14), ACM, New York, NY,
USA, 2014, p. 6 pages.
[139]

E. Roubtsova, Chapter Two - Advances in Behavior Modeling,

Advances in Computers, vol. 97 (Elsevier, 2015), pp. 49-109
[140]

G. Zhang and M. Holzl, "A Set of Metrics of Non-locality Complexity

in UML State Machines," in Revised Selected Papers of the International
Workshops on Behavior Modeling -- Foundations and Applications, 2015, vol.
6368, pp. 59-81.
[141]

J. A. Cruz-Lemus, A. Maes, M. Genero, G. Poels, and M. Piattini, ¬¥

"The impact of structural complexity on the understandability of uml statechart
diagrams," Information Sciences, vol. 180, no. 11, pp. 2209- 2220, 2010, cited
By (since 1996):14

200

[142]

L.C. Briand, S. Morasca, and V. Basili, "Property-Based Software

Engineering Measurement," IEEE Trans. Software Eng., vol. 22, pp. 68-86,
1996
[143]

Mathew Hall. Complexity Metrics for Hierarchical State Machines. In

Myra B. Cohen and Mel O Cinneide, editors, 3rd Int. Symp. Search Based
Software Engineering (SBSE'11), volume 6956 of Lect. Notes Comp. Sci.,
pages 76-81. Springer-Verlag, 2011.
[144]

H. Kim, C. Boldyreff, Developing software metrics applicable to UML

models, Proc. of the 6th ECOOP Workshop on Quantitative Approaches in
Object-oriented engineering, Malaga, Spain, June 2002.
[145]

K.P Srinivasan and T. Devi. 2014. Software metrics Validation

Methodologies in Software Engineering. International Journal of Software
Engineering & Applications (IJSEA). 5(6),
[146]

M. Doraisamy, S. bin Ibrahim, M. N. Mahrin, "Metric based software

project performance monitoring model", Proceedings of the IEEE International
Conference on Open Systems (ICOS)., August 2015.
[147]

Kitchenham, B., Pfleeger, S.L., and Fenton, N., 1995, "Towards a

Framework for Software Measurement Validation," IEEE Transactions on
Software Engineering, Vol. 21, No.12, December, pp. 929-943.
[148]

Briand, L.C., Morasca, S., Basili, V.R., 1996, "Property-Based Software

Engineering Measurement," IEEE Transactions on Software Engineering, Vol.
22, No.1, January, pp. 68-85.
201

[149]

A. Osaiweran, J. Marincic, and J. F. Groote, "Assessing the quality of

tabular state machines through metrics," in IEEE International Conference on
Software Quality, Reliability and Security. Prague, Czech Republic: IEEE
Computer Society, 2017, pp. 426-433.
[150]

Suryanarayana, Girish (November 2014). Refactoring for Software

Design Smells. Morgan Kaufmann. p. 258.
[151]

V.R. Basili, Qualitative software complexity models: A summary. In:

Tutorial on models and methods for software management and engineering.
IEEE Computer Society Press. 1990.
[152]

Briand, L., Morasca, S., Basili, V.: Property-based software engineering

measurement. IEEE Transactions on Software Engineering, 22 (1) (1996) 6885.
[153]

K. Srinivasan and T. Devi. Software Metrics Validation Methodologies

in Software Engineering. International Journal of Software Engineering &
Applications (IJSEA),, 5(6):87-102, November 2014.
[154]

Misra, S., Akman, I.: 'Weighted class complexity: a measure of

complexity for object oriented systems', J. Inf. Sci. Eng., 2008, 24, pp. 16891708.
[155]

G. Zhang and M. Holzl, "A Set of Metrics of Non-locality Complexity

in UML State Machines," in Revised Selected Papers of the International
Workshops on Behavior Modeling -- Foundations and Applications, 2015, vol.
6368, pp. 59-81.
202

[156]

G. Zhang, M. Holzl, A set of metrics for states and transitions in UML

state machines, ‚Ç¨ in: Proceedings of the 2014 Workshop on Behaviour
Modelling-Foundations and Applications (BM-FA '14), ACM, New York, NY,
USA, 2014, p. 6 pages.
[157]

Mathew Hall. Complexity Metrics for Hierarchical State Machines. In

Myra B. Cohen and Mel O Cinneide, editors, 3rd Int. Symp. Search Based
Software Engineering (SBSE'11), volume 6956 of Lect. Notes Comp. Sci.,
pages 76-81. Springer-Verlag, 2011.
[158]

J. A. Cruz-Lemus, A. Maes, M. Genero, G. Poels, and M. Piattini, "The

impact of structural complexity on the understandability of uml statechart
diagrams," Information Sciences, vol. 180, no. 11, pp. 2209- 2220, 2010
[159]

Aldawud, O., Elrad, T., and Bader, A. A UML Profile for Aspect

Oriented Modeling. Workshop on Advanced Separation of Concerns in ObjectOriented Systems, 2001 Conference on Object-Oriented Programming,
Languages, and Systems, Tampa, Florida, October, 2001.
[160]

Omar Badreddin. Powering Software Sustainability with Blockchain. In

Proceedings of 28th ACM Annual International Conference on Computer
Science and Software Engineering, CASCON 2018.
[161]

M.Broy and M.V.Cengarle, "UML formal semantics: lessons learned,"

Software and System Modeling, vol.10, pp.441-446, 2011.

203

[162]

Lee, Sunguk. 2012. Unified Modeling Language (UML) for Database

Systems and Computer Applications. International Journal of Database Theory
and Application. Vol.5 No.1.
[163]

J. L. Risco-Martn, S. Mittal, B. P. Zeigler, and J. M. De La Cruz, "From

UML State Charts to DEVS State Machines using XML," in Proc. of the
ACM/IEEE 10th International Conference on Model-Driven Engineering
Lanuages and Systems (MODELS'07), Nashville, Tennessee, USA, January
2007, pp. 35-48
[164]

Nenad Ukic, "Measuring Software Complexity". Doctoral theasis,

University of Split, Croatia.
[165]

Mario Piattini Marcela Genero David Miranda. "Defining Metrics for

UML Statechart Diagrams in a Methodological Way". In: Conceptual
Modeling for Novel Application Domains. 2003.
[166]

Mario Piattini Jose A. Cruz-Lemus Marcela Genero. "Using Controlled

Experiments for Validating UML Statechart Diagrams Measures". In: Software
Process and Product Measurement. 2008.
[167]

Briand, L., Morasca, S., Basili, V.: Response to: Comments on Property-

Based Software Engineering Measurement: Refining the Additivity Properties.
IEEE Transactions on Software Engineering 23, 196-197 (1997).
[168]

Girish Suryanarayana, Ganesh SG, Tushar Sharma (2014). "Refactoring

for software design smells: Managing technical debt". Morgan Kaufmann.

204

[169]

N. Baskar, “An Interactions of a Component Based Software

Development Evaluated by Weyuker’s Properties Using in Software
Maintainability”, International Journal of Trend in Research and Development,
Volume 4(5), 2017.
[170]

N. Gill and S. Sikka, Inheritance Hierarchy Based Reuse & Reusability

Metrics in OOSD, International Journal on Computer Science and Engineering
(IJCSE), vol.3, June 2011, pp.2300-2309.
[171]

Anderson Uchôa, Eduardo Fernandes, Ana Carla Bibiano, and

Alessandro Garcia. 2017. Do Coupling Metrics Help Characterize Critical
Components in Component-based SPL? An Empirical Study. In Proceedings
of the 5th Workshop on Software Visualization, Evolution and Maintenance
(VEM). 36-43.
[172]

T. Mens, “Research trends in structural software complexity,” arXiv

preprintarXiv:1608.01533, 2016.
[173]

D. Beyer and P. Häring, "A formal evaluation of DepDegree based on

weyuker's properties," Proceedings of the 22nd International Conference on
Program Comprehension. ACM, 2014. doi:10.1145/2597008.2597794.
[174]

Y. Choe, C. Jong, S. Han, "Software Cognitive Information Measure

based on Relation Between Structures", Mathematics Subject Classification:
68Q25 68W40, 2010.

205

[175]

N. Sharma, P. Joshi, and R.K. Joshi, “Applicability of Weyuker’s

Property 9 to Object Oriented Metrics,” short note, IEEE Trans. Software Eng.,
vol. 32, no. 3, pp. 209-211, Mar. 2006.
[176]

Mishra, D.: New Inheritance Complexity Metrics for Object-Oriented

Software Systems: An Evaluation with Weyuker’s Properties. Computing and
Informatics, Vol. 30, 2011, No. 2, pp. 267–293.
[177]

S.A. Vidal, C. Marcos, J. Díaz-Pace (2016). “An approach to prioritize

code smells for refactoring”. Automated Software Engineering, September
2016, Volume 23, Issue 3, pp 501–532.
[178]

PMD Code Analysis Tool. Available: https://pmd.github.io/. Accessed:

May, 2019.
[179]

Gabriele Bavota, Andrea De Lucia, Massimiliano Di Penta, Rocco

Oliveto, and Fabio Palomba. “An Experimental Investigation on the Innate
Relationship Between Quality and Refactoring”. Journal of Systems and
Software, Volume 107 Issue C, September 2015, Pages 1-14.
[180]

National

Security

Agency

(NSA),

Datawave.

Available:

https://github.com/NationalSecurityAgency/datawave. Accessed: March 2019.
[181]

Google, Copybara. Available: https://github.com/google/copybara

Accessed: March 2019.
[182]

Microsoft, pai. Available: https://github.com/Microsoft/pai. Accessed:

March 2019.

206

[183]

The

Algorithms,

Java.

Available:

https://github.com/TheAlgorithms/Java. Accessed: March 2019.
[184]

Alibaba,

Nacos.

Available:

https://github.com/alibaba/nacos.

Accessed: March 2019.
[185]

Apache, Kafka. Available: https://github.com/apache/kafka. Accessed:

March 2019.
[186]

Glin1,

unit4

Arrays

Array

Lists.

Available:

https://github.com/glin1/unit4ArraysArrayLists. Accessed: March 2019.
[187]

Pascal

Bakker,

Cool

Cats

Project

Final.

Available:

https://github.com/pascalbakker/CoolCatsProjectFinal. Accessed: March 2019.
[188]

Sam

Pryadarshi,

Address

Book.

Available:

https://github.com/sampryadarshi/address-book. Accessed: March 2019.
[189]

Pablo

Formoso,

CITIC06a.

Available:

https://github.com/pabloformoso/CITIC06a. Accessed: March 2019.
[190]

Arun

Kumar

Ghosh,

Attendance-App.

Available:

https://github.com/ghoshkumararun/Attendance-App. Accessed: March 2019.
[191]

Feng

Mario,

Multitask-Downloader,

Available:

https://github.com/fengmario/ Multitask-Downloader. Accessed: March 2019.
[192]

SonarQube, Available at: https://www.sonarqube.org/

[193]

Julio Serafim, Mobile Media, Accessed: November 2019, Available at:

https://github.com/julioserafim/MobileMedia
207

[194]

Infusion, Available at http://www.intooitus.com/products/infusion

[195]

JDeodorant, Available at http://jdeodorant.com/

[196]

JSpIRIT,

Available

at:

https://sites.google.com/site/santiagoavidal/projects/jspirit
[197]

Badreddin, O., Khandoker, R., Forward, A., Masmali, O., & Lethbridge,

T. C. (2018, October). A decade of software design and modeling: A survey to
uncover trends of the practice. In Proceedings of the 21th ACM/IEEE
International Conference on Model Driven Engineering Languages and
Systems (pp. 245-255). ACM.
[198]

O. Masmali and O. Badreddin, "Theoretically Validated Complexity

Metrics for UML State Machines Diagram", In Proceedings of the Future
Technologies Conference (FTC 2020), Canada, Vancouver, 2020.
[199]

O. Masmali and O. Badreddin. "Code Complexity Metrics Derived from

Software Design: Framework and Theoretical Evaluation", In Proceedings of
the Future Technologies Conference (FTC 2020), Canada, Vancouver, 2020.
[200]

Omar Badreddin and Rahad Khandoker. The Impact of Design and

UML Modeling on Codebase Quality and Sustainability. In Proceedings of 28th
Annual International Conference on Computer Science and Software
Engineering, CASCON (2018).
[201]

D. Taibi, A. Janes, V. Lenarduzzi: How developers perceive smells in

source code: A replicated study. Information and Software Technology,
Volume 92, Pages 223-235 (2017).
208

[202]

S.A.Vidal,C.Marcos,J.Díaz-

Pace:Anapproachtoprioritizecodesmellsforrefactoring. Automated Software
Engineering, September 2016, Volume 23, Issue 3, pp 501–532 (2016).
[203]

Abdullah Aldaeej and Omar Badreddin. “Towards Improving UML

Adoption and Modeling Practices in the Open Source Community”. In
Proceedings of the ACM/IEEE International Conference on Software
Engineering (ICSE), (2016).
[204]

Masmali O, Omar Badreddin. Model Driven Security: A Systematic

Mapping Study. Journal of Software Engineering. 2019 Aug 6;7(2):30.
[205]

Omar Badreddin, Wahab Hamou-Lhadj, Vahdat Abdelzad, Rahad

Khandoker, and Maged Elassar. “Collaborative Software Design and Modeling
in Open Source Systems.” In International Conference on System Analysis and
Modeling, pp. 219-228. Springer, Cham, (2018).
[206]

G. Forman, “An extensive empirical study of feature selection metrics

for text classification,” Journal of Machine Learning Research, vol. 3, pp.
1289–1305, (2003).
[207]

Vladik Kreinovich, Omar Masmali, Hoang Phuong Nguyen, Omar

Badreddin. “Theoretical Explanation of Recent Empirically Successful Code
Quality Metrics”. To appear in Journal of Advanced Computational
Intelligence and Intelligent Informatics (JACIII). 2020.
[208]

Omar Masmali and Omar Badreddin. “Code Complexity Metrics

Derived from Software Design: A Framework and Theoretical Evaluation”. In
209

the proceedings of The Future Technologies Conference (FTC) 2020 scheduled
from 5-6 November 2020 in Vancouver, Canada.
[209]

Saarimaki, Nyyti, Maria Teresa Baldassarre, Valentina Lenarduzzi, and

Simone Romano. "On the Accuracy of SonarQube Technical Debt Remediation
Time." In 2019 45th Euromicro Conference on Software Engineering and
Advanced Applications (SEAA), pp. 317-324. IEEE, (2019).
[210]

Yi, Tong. "On the application of information entropy-based multi-

attribute decision in UML class diagram metrics." International JoUrnal of uand e-Service, Science and Technology 8, no. 6: 105-116. (2015).
[211]

Ma, Yu-Tao, KeQing He, Bing Li, Jing Liu, and Xiao-Yan Zhou. "A

hybrid set of complexity metrics for large-scale object-oriented software
systems." Journal of Computer Science and Technology 25, no. 6: 1184-1201.
(2010).
[212]

Fourati, Rahma, Nadia Bouassida, and Hanêne Ben Abdallah. "A

metric-based approach for anti-pattern detection in UML designs." In
Computer and Information Science 2011, pp. 17-33. Springer, Berlin,
Heidelberg, (2011).
[213]

Understand. Code analysis and visualizing tool. Accessed on February

2020. Available on: https://scitools.com/
[214]

Visual Paradigm. Reverse engineering and modeling notation tool.

Available on: https://www.visual-paradigm.com/

210

[215]

PMD, Code Smell Detection Tool. Accessed on 2020. Available at:

https://pmd.github.io/
[216]

F. A. Fontana, P. Braione, and M. Zanoni, ‘‘Automatic detection of bad

smells in code: An experimental assessment,’’ J. Object Technol., vol. 11, no.
2, pp. 1–5, (2012).
[217]

inFuction, Code Smell Detection Tool. Accessed on 2019. Available at:

http://loose.upt.ro/iplasma/
[218]

D. Mazinanian, N. Tsantalis, R. Stein, and Z. Valenta. “JDeodorant:

clone refactoring”. In Proceedings of the 38th International Conference on
Software Engineering Companion (ICSE). (2016).
[219]

JDeodorant, Code Smell Detection Tool. Accessed on 2019. Available

at: https://github.com/tsantalis/JDeodorant
[220]

S. Vidal, H. Vazquez, J. A. Diaz-Pace, C. Marcos, A. Garcia and W.

Oizumi, “JSpIRIT: a flexible tool for the analysis of code smells”. In Proc. of
the International Conference of Chilean Computer Science Society (SCCC),
(2015).
[221]

JSpIRIT, Code Smell Detection Tool. Accessed on 2019. Available at:

https://sites.google.com/site/santiagoavidal/projects/jspirit.
[222]

SonarQube,

Code

Static

https://www.sonarqube.org/

211

Analysis,

Available

at:

[223]

Thanis Paiva, Amanda Damasceno, Eduardo Figueiredo and Cláudio

Sant Anna, “On the evaluation of code smells and detection tools,” Journal of
Software Engineering Research and Development, Springer (2017).
[224]

S. Soares, P. Borba, E. Laureano, "Distribution and Persistence as

Aspects", Software: Practice & Experience, vol. 36, no. 6, 2006.
[225]

Wohlin, Claes, Per Runeson, Martin Höst, Magnus C. Ohlsson, Björn

Regnell, and Anders Wesslén. Experimentation in software engineering.
Springer Science & Business Media, (2012).
[226]

Fernandes, Eduardo, Johnatan Oliveira, Gustavo Vale, Thanis Paiva,

and Eduardo Figueiredo. "A review-based comparative study of bad smell
detection tools." In Proceedings of the 20th International Conference on
Evaluation and Assessment in Software Engineering, pp. 1-12. (2016).
[227]

Kulesza, Uira, Claudio Sant'Anna, Alessandro Garcia, Roberta Coelho,

Arndt Von Staa, and Carlos Lucena. "Quantifying the effects of aspect-oriented
programming: A maintenance study." In 2006 22nd IEEE International
Conference on Software Maintenance, pp. 223-233. IEEE, (2006).
[228]

Greenwood, Phil, Thiago Bartolomei, Eduardo Figueiredo, Marcos

Dosea, Alessandro Garcia, Nelio Cacho, Cláudio Sant’Anna et al. "On the
impact of aspectual decompositions on design stability: An empirical study."
In European Conference on Object-Oriented Programming, pp. 176-200.
Springer, Berlin, Heidelberg, (2007).

212

[229]

Figueiredo, Eduardo, Nelio Cacho, Claudio Sant'Anna, Mario Monteiro,

Uira Kulesza, Alessandro Garcia, Sérgio Soares et al. "Evolving software
product lines with aspects." In 2008 ACM/IEEE 30th International Conference
on Software Engineering, pp. 261-270. IEEE, (2008).
[230]

E. Fernandes, J. Oliveira, G. Vale, T. Paiva, and E. Figueiredo, ''A

reviewbased comparative study of bad smell detection tools,'' in Proc. 20th Int.
Conf. Eval. Assessment Softw. Eng. (EASE), Limerick, Ireland, Jun. 2016, Art.
no. 18.
[231]

Moha, N., Gueheneuc, Y., Duchien, L., and Le Meur, A. DECOR: A

Method for the Specification and Detection of Code and Design Smells.
Transactions on Software Engineering (TSE), pp. 20-36, 2010.
[232]

Oizumi, W., Garcia, A., da Silva Sousa, L., Cafeo, B., & Zhao, Y. "Code

anomalies flock together: Exploring code anomaly agglomerations for locating
design problems, " Proc. of the 38th Intl. Conference on Software Engineering,
ACM, 2016, pp. 440-451.
[233]

M. Lanza and R. Marinescu, Object-Oriented Metrics in Practice.

Springer-Verlag, 2006.
[234]

Checkstyle. Available on: http://checkstyle. sourceforge.net/index.html

[235]

M. Munro, "Product metrics for automatic identification of "bad smell"

design problems in java source-code," in Proc. 11th IEEE Int. Software Metrics
Symp. (METRICS'05). Como, Italy: IEEE, 2005, p. 15.

213

[236]

Omar Masmali, Omar Badreddin. "Software Design Driven Complexity

Metrics- Framework and Theoretical Evaluation", In Proceedings of the Future
Technologies Conference (FTC 2020) in Vancouver, Canada, 2020.
[237]

N. Tsantalis, T. Chaikalis, and A. Chatzigeorgiou, "JDeodorant:

Identification and removal of type-checking bad smells," in Proc. 12th
European Conf. Software Maintenance and ReEng. (CSMR 2008). IEEE, Apr.
2008, pp. 329-331.
[238]

M. Fokaefs, N. Tsantalis, and A. Chatzigeorgiou, "JDeodorant:

Identification and Removal of Feature Envy Bad Smells," in Proc. Int. Conf.
Software Maintenance (ICSM 2007). IEEE, Oct. 2007, pp. 519-520.
[239]

J. Lee, D. Lee, D.k. Kim, and S. Park. (2012, Apr.) A semanticbased

approach for detecting and decomposing god classes. [Online]. Available:
http://arxiv.org/abs/1204.1967v1
[240]

F. Arcelli Fontana, M. Zanoni, A. Marino, and M. V. Mantyl, "Code

smell detection: towards a machine learning-based approach," in Proc. 29th
IEEE Intern. Conf. on Software Maintenance (ICSM 2013), ERA Track.
Eindhoven: IEEE, September 2013, pp. 396-399.
[241]

Maiga, A., Ali, N., Bhattacharya, N., Sabané, A., Guéhéneuc, Y. G., &

Aimeur, E. (2012, October). Smurf: A svm-based incremental anti-pattern
detection

approach.

In 2012

19th

Engineering (pp. 466-475). IEEE.

214

Working

Conference

on

Reverse

[242]

N. Maneerat and P. Muenchaisri, "Bad-smell prediction from software

design model using machine learning techniques," in Proc. 8th Int. Joint Conf.
Computer Science and Software Eng. (JCSSE 2011). Nakhon Pathom,
Thailand: IEEE, May 2011, pp. 331-336.
[243]

E. Murphy-Hill, N. Carolina, and A. P. Black, "An interactive ambient

visualization for code smells," in Proc. 5th Int. Symp. Software visualization
(SOFTVIS '10). Salt Lake City, Utah, USA: ACM, October 2010, pp. 5-14.
[244]

M. W. Mkaouer, M. Kessentini, S. Bechikh, and M. O Cinn eide,

"Arobust multi-objective approach for software refactoring under uncertainty,"
in Search-Based Software Engineering, ser. Lecture Notes in Computer
Science, C. Le Goues and S. Yoo, Eds. Springer International Publishing, 2014,
vol. 8636, pp. 168-183.
[245]

Fontana, F. A., Mantyla, M. V., Zanoni, M., Marino, A. "Comparing

and experimenting machine learning techniques for code smell detection,"
EMSE, 2010, vol 21(3), pp. 1143-1191
[246]

Health

Watcher.

Accessed

on

March

20120.

Available

at:

https://github.com/juarezmeneses/ArCatchExperiment/tree/master/hwsr.
[247]

D. Powers, "Evaluation: from precision, recall and f-measure to roc,

informedness, markedness and correlation," Journal of Machine Learning
Technologies, vol. 2, no. 1, pp. 37-63, 2011.
[248]

F. Arcelli Fontana, M. V. Mntyl, M. Zanoni, and A. Marino,

"Comparing and experimenting machine learning techniques for code smell
215

detection," Empirical Software Engineering, vol. 21, no. 3, pp. 1143- 1191,
2016.
[249]

Saputri, Theresia Ratih Dewi, and Seok-Won Lee. "Integrated

framework for incorporating sustainability design in software engineering lifecycle: An empirical study." Information and Software Technology (2020):
106407.

216

GLOSSARY

Unified Modeling Language (UML): A standardized general-purpose modeling language
that
is managed by the Object Management Group OMG.

UML Class Diagram: is a type of static structure diagram that describes the structure of a
system by showing the system's classes, their attributes, operations (or methods), and the
relationships among objects.

UML State Machine Diagrams: (or sometimes referred to as state diagram, state machine
or state chart) show the different states of an entity and also show how an entity responds to
various events by changing from one state to another.

Code Smell: Some violations of the fundamentals of developing software that decrease the
quality of code. For example, Large Class, Long parameter list, Long Method and Lazy
Class.

Code Smell Detection Tool: Tools that created by software experts and software
development companies to find and detect code smells with any software code. Examples of
those tools are, inFusion, JDeodorant, PMD, and JSpIRIT.
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Software Reverse Engineering (SRE): Software reverse engineering is the practice of
analyzing a software system, either in whole or in part, to extract the design and
implementation of any software system.

Software Quality: Software quality is measuring whether software satisfies its functional or
non-functional requirements.

Large Class: A class that contains many fields, methods, and lines of code that can grow
over time and cause a problem controlling it.

Long Method: Method in a class that contains too many lines of code.

Software Complexity: Is a way to describe a specific set of characteristics of a code that
describe the degree to which a system or component has a design or implementation that is
difficult to understand and verify.

Software Complexity Metrics: Measures of software complexity that been proposed by
researchers to measure the complexity of software such as McCabe's cyclomatic complexity
metric, Hallstead’s software metrics, and Object-Oriented design metrics.

Software Maintainability: The degree to which an application is understood, repaired, or
improved and it is important because it is approximately 75% of the cost related to a project.
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Technical Debt: Technical debt (also known as tech debt or code debt) describes what
results when development teams take actions to expedite the delivery of a piece of
functionality or a project which later needs to be refactored.

Theoretical Validation: The theoretical approach to the validation of metrics requires us to
clarify what attributes of software we are measuring, and how we go about measuring those
attributes. A metric must measure what it purports to measure.

Briand´s Theoretical Properties: Lionel Briand theoretical property-based framework is
five properties that set to evaluate the validate of metrics.

Weyuker’s Theoretical Properties: Elaine Weyuker proposed nine properties to evaluate
software complexity measures.
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APPENDIX A: USING “UNDERSTAND” TOOL

To begin analyzing code, you create a project and specify what source files to analyze.
Understand analyzes the code and creates a database you can browse. This database can be
refreshed incrementally in the GUI or updated using command-line tools.
This section shows how to create a new project. The project will be stored in a Project
Database, which has a file extension of .udb.
To create a new project, follow these steps:
1 Click the New Project link in the Getting Started tab that you see when you start
Understand. Or, choose File > New > Project from the menus.
- By default, this opens the New Project Wizard, which is described on the second step.
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In the New Project Wizard, enter a Name for the project and browse for a directory to
contain the Understand project files. It is often handy to have the project file in the top-level
directory of the source code, but this is not required.
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Click Next to see the Languages page of the wizard. The defaults for this and other
configuration categories are the most recent settings you saved for another project. Put
checkmarks next to languages used in the source code for this project. Then click Next.
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You can generate graphs that show the hierarchy of an architecture. You can save these
graphs as PNG, JPEG, SVG, Visio XML, and DOT files. To create a graph, follow these
steps: Right-click on the class name and choose Graphical Views from the context menu. then
UML Class Diagram
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Choose Reports > Generate Reports from the menus to open a dialog that lets you begin
generating the selected reports. Once you have specified formatting options and the types of
reports to be generated, Click Generate to show the progress of the report generation. You can
view the reports either HTML or Text.
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You can save metric information to a comma-delimited text file by choosing Metrics >
Export Metrics from the menus or clicking the Generate Detailed Metrics button in the Project
Metrics Browser. You can use the generated file in Excel and other spreadsheet programs.

229

230

APPENDIX B: USING “VISUAL PARADIGM” TOOL

Instant reverse is a process to produce UML class model from a given input of source
code. With instant reverse, you can reverse a snapshot of your codebase to UML classes and
form class diagram in further. By bringing code content into visual UML model, this helps
programmers or software engineers to review an implementation, identify potential bugs or
deficiency and look for possible improvements. Apart from this, developers may reverse a
code library as UML classes, and construct model with them, like to reverse a generic
collection framework and develop your own framework by extending the generic one.
To reverse engineering UML classes from source files, select Tools > Code > Reverse
Java Code... from the toolbar.
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