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We introduce a purely graph-theoretical object, namely the coding clique, to construct quantum error-
correcting codes. Almost all quantum codes constructed so far are stabilizer (additive) codes and the construc-
tion of nonadditive codes, which are potentially more efficient, is not as well understood as that of stabilizer
codes. Our graphical approach provides a unified and classical way to construct both stabilizer and nonadditive
codes. In particular we have explicitly constructed the optimal ((10,24,3)) code and a family of 1-error detect-
ing nonadditive codes with the highest encoding rate so far. In the case of stabilizer codes a thorough search
becomes tangible and we have classified all the extremal stabilizer codes up to 8 qubits.
Introduction
Quantum error correcting code (QECC) [1, 2, 3, 4] has be-
come an indispensable element in many quantum informa-
tional tasks such as the fault-tolerant quantum computation
[5], the quantum key distributions [6], and the entanglement
purification [7] and so on, to fight the noises. Roughly speak-
ing, a QECC is a subspace of the Hilbert space of a system
of many qubits (physical qubits) with the property that the
quantum data (logical qubits) encoded in this subspace can be
recovered faithfully, even though some physical qubits may
suffer arbitrary errors, by a measurement followed by suitable
unitary transformations.
Almost all QECCs constructed so far are stabilizer or ad-
ditive codes [8, 9, 10] whose code space is specified by the
joint +1 eigenspace of a stabilizer, an Abelian group of tensor
products of Pauli operators. Special examples include the CSS
codes [11], the topological codes [12], color codes [13], and
the recently introduced entanglement-assisted codes [14]. Be-
cause of its structure a stabilizer code has always a dimension
that is a power of 2 and is usually denoted as [[n, k, d]], which
is a 2k dimensional subspace of an n-qubit Hilbert space. Here
d denotes the distance of a quantum code meaning that [ d−12 ]-
qubit errors can be corrected and all the errors that acts non-
trivially on less than d qubits either can be detected or sta-
bilize the code subspace. Apart from a classification of the
[[n, 0, d]] codes up to 12 qubits [15], the classification of sta-
bilizer codes encoding a nonzero number of logical qubits has
not been achieved yet.
The code without a stabilizer structure is called as a non-
additive code. Usually we denote by ((n,K, d)) a nonadditive
QECC of distance d that is a K-dimensional subspace of an
n-qubit Hilbert space correcting [ d−12 ]-qubit. Since less struc-
tured than the additive codes, the nonadditive codes may be
more efficient in the sense of a larger code subspace on one
hand, harder to be constructed on the other hand. The first
nonadditive code [16] that outperforms the stabilizer codes is
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the 1-error detecting code ((5, 6, 2)). Its generalization [17] is
outperformed by another family of codes of distance 2 [18].
There are also some efforts to construct nonadditive codes
systematically [19, 20, 21]. Only recently the first error-
correcting code, namely a ((9,12,3)) code, that outperforms
the optimal stabilizer code is explicitly constructed in [22].
Later on some other nonadditive codes have also been found
[23].
In this article we present a graphical approach to construct
both additive and nonadditive codes in a unified and system-
atic manner. Graph is related intimately to the construction
of classical error-correcting codes (e.g. Tanner graph [24])
and also finds applications in the quantum stabilizer code via
graph states [25, 26, 27, 28]. With the help of graph states, we
relate a pure graph-theoretic object — the coding cliques —
to the construction of quantum codes, especially of nonaddi-
tive codes. An algorithm to search systematically for quantum
codes via coding cliques is outlined.
Graph and graph-state basis
A graph G = (V,Γ) is composed of a set V of n vertices and
a set of edges specified by the adjacency matrix Γ, which is
an n×n symmetric matrix with vanishing diagonal entries and
Γab = 1 if vertices a, b are connected and Γab = 0 otherwise.
Here we consider only undirected simple graphs. The neigh-
borhood of a vertex a is denoted by Na = {v ∈ V |Γav = 1}, i.e,
the set of all the vertices that are connected to a.
The graph states [25, 26] are useful multipartite entangled
states that are essential resources for the one-way computing
[29] and can be experimentally demonstrated [30]. Also the
graph state plays the key role in our graphical construction of
QECC. Consider a system of n qubits that are labeled by those
n vertices in V and denote by Xa,Ya,Za, and Ia three Pauli
operators and identity matrix acting on the qubit a ∈ V . The
n-qubit graph state associated with G reads [25, 26]
|Γ〉 =
∏
Γab=1
Uab|+〉Vx =
1√
2n
1∑
~µ=0
(−1) 12 ~µ·Γ·~µ|~µ〉z, (1)
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2where |~µ〉z is the joint eigenstate of Za (a ∈ V) with (−1)µa
as eigenvalues, |+〉Vx is the joint +1 eigenstate of Xa (a ∈ V),
and Uab is the controlled phase gate between qubits a and b.
The graph-state basis of the n-qubit Hilbert space Hn refers
to {|ΓC〉 := ZC |Γ〉} with C ∈ 2V , the set of all the subsets
of V . A collection of subsets {C1,C2, . . . ,CK} specifies a K
dimensional subspace ofHn that is spanned by the graph-state
basis {|ΓCi〉}Ki=1. The graph state |Γ〉 is also the unique joint +1
eigenstate of n vertex stabilizers
Ga = Xa
∏
b∈Na
Zb := XaZNa , a ∈ V. (2)
Obviously Ga|ΓC〉 = −|ΓC〉 if a ∈ C and Ga|ΓC〉 = |ΓC〉 other-
wise. For a given subset S ⊆ V the operator GS := ∏a∈S Ga
also stabilizes the graph state, i.e., GS |Γ〉 = |Γ〉.
A graph determines uniquely a graph state and two graph
states determined by two graphs are equivalent up to some lo-
cal Clifford transformations (LCTs) iff these two graphs are
related to each other by local complements (LCs) [31]. An
LCT is a special local unitary transformation that maps Pauli
operators to themselves up to some sign changes. An LC of
a graph on a vertex v refers to the operation that in the neigh-
borhood of v we connect all the disconnected vertices and dis-
connect all the connected vertices. All the graphs on up to
12 vertices have been classified under LCs and graph isomor-
phisms [15].
Coding cliques and QECC
From the standard theory of the QECC we know that if a
set of Pauli errors can be corrected then all the errors that are
linear combinations of the Pauli errors belonging to that set
can also be corrected. One crucial observation is that when
acting on the graph states, because of the vertex stabilizers in
Eq.(2), the Pauli errors can be equivalently, up to some signs,
replaced by phase flip errors, which motivates us to introduce
the notion of coding cliques as follows.
Given a graph G = (V,Γ) we define the neighborhood of
a subset S ⊆ V to be NS = 4v∈S Nv, where we have denoted
by C 4 D := C ∪ D − C ∩ D the symmetric difference of two
sets C,D ⊆ V . Given any integer d (1 ≤ d ≤ n) we define a
d-purity set as
Sd =
{
S ⊆ V
∣∣∣∣ |S ∪ NS | < d} . (3)
Here |S | denotes the number of the elements in set S . For a
subset of vertices C ⊆ V if there exist two subsets ω, δ ⊆ V
such that C = δ 4 Nω and |ω∪ δ| = p, we call the ordered pair
(δ, ω) as a p-cover of C or equivalently C is said to be covered
by p vertices or by (δ, ω). We denote by Dd the d-uncoverable
set that contains all the subsets of V which cannot be covered
by less than d vertices, i.e.,
Dd = 2V −
{
δ 4 Nω
∣∣∣∣ |ω ∪ δ| < d} . (4)
A coding clique CKd of a graph G is a collection of vertex sub-
sets {C1,C2, . . . ,CK} that satisfies
Condition 0. ∅ ∈ CKd ;
Condition 1. |Ci ∩ S | is even for all 1 ≤ i ≤ K and S ∈ Sd;
Condition 2. Ci 4C j ∈ Dd for all 1 ≤ i , j ≤ K.
A K-clique of a given graph refers to a subset of K vertices
that are pairwise connected. Our coding clique CKd of a graph
G is exactly a K-clique of the super graph G defined as fol-
lows. The vertices of the super graph G include the empty
set and all the nonempty vertex subsets that belong to Dd and
satisfy Condition 1. Two different vertices C,C′ of the su-
per graph G are connected if C 4 C′ ∈ Dd. Thus the coding
clique CKd is a pure graph-theoretic object that is formulated
in a constructive way. The following theorem relates the cod-
ing cliques to the construction of QECCs. (See Appendix for
proofs.)
Theorem 1 Given a coding clique CKd of a graph G on
n vertices, the subspace spanned by the graph-state basis
{|ΓC〉|C ∈ CKd }, denoted as (G,K, d), is an ((n,K, d)) code.
As an application, a systematic search for the quantum
codes can be done according to the following algorithm: i)
To input a graph G = (V,Γ) on n vertices that may be con-
nected or disconnected; ii) To choose a distance d and com-
pute the d-purity set Sd and the d-uncoverable set Dd so that
a super graph G can be built; iii) To find all the K-clique CKd
of the super graph G; iv) For every coding clique we obtain a
(G,K, d) code , i.e., an ((n,K, d)) code that is spanned by the
graph-state basis {|ΓC〉 = ZC |Γ〉|C ∈ CKd }.
It is not difficult to see that if the d-purity set Sd is empty
then the (G,K, d) code is pure, i.e., every error acting nontriv-
ially on less than d qubits can be detected.
If a coding clique form a group with respect to the sym-
metric difference 4, then this coding clique is referred to as
a coding group of the graph. Because the coding group is
an Abelian group with self inverse, the number K of its ele-
ments must be a power of 2, i.e., K = 2k for some integer k,
which is referred to as the dimension of the coding group. A
k-dimensional coding group has k independent generators. If
we find a coding group then we obtain a stabilizer code and
all the stabilizer codes can be found this way because of the
following theorem.
Theorem 2 Every coding group C2kd (G) provides a stabi-
lizer code [[n, k, d]], denoted as a [G, k, d] code. Every stabi-
lizer code [[n, k, d]] is equivalent to a [G, k, d] code for some
graph G on n vertices.
From the same graph we may obtain inequivalent (G,K, d)
codes and different graphs may provide equivalent codes. To
reduce the number of the graphs to be searched we have also
investigated how the coding clique changes under the local
complements of the graph. For convenience we denote by Gv
the graph obtained from G by making an LC on vertex v. For
a given vertex v and a subset C ⊆ V we denote Cv = C if v < C
and Cv = C 4 Nv if v ∈ C.
3LC rule for coding cliques If CKd is a coding clique (group)
of the graph G, then C˜Kd = {Cv|C ∈ CKd } is the coding clique
(group) of the graph Gv. Two codes specified by coding
cliques (groups) CKd and C˜
K
d of G and Gv are equivalent under
LCTs.
Two quantum codes are regarded to be equivalent if they
are related to each other by LCTs plus permutations of physi-
cal qubits. Therefore we need only to take those inequivalent
classes of graphs under LCs and graph isomorphisms as inputs
to our algorithm. In what follows we shall document some re-
sults obtained via the algorithm outlined above [32]. A QECC
will be specified by a graph together with a coding clique. For
a stabilizer code we will only specify the generators of the
coding group and for a nonadditive code we will list all the
members of the coding clique.
Nonadditive codes
At first let us reproduce some known nonadditive codes via
our graphical construction. The first example is the first non-
additive 1-error detecting code ((5, 6, 2)) [16] that outperforms
the optimal stabilizer code [[5, 2, 2]]. The graph provides the
code is the loop graph L5 on 5 vertices as shown in Fig.1.(a)
and the coding clique is {Ci}6i=1 where
C1 = ∅, C2 = {235}, C3 = {341},
C4 = {452}, C5 = {513}, C6 = {124}. (5)
The second example comes from the first 1-error correcting
nonadditive code ((9, 12, 3)) that outperforms the optimal sta-
bilizer code [[9, 3, 3]]. The code is specified by the loop graph
L9 on 9 vertices and the coding clique contains those 12 sub-
sets {Vi}12i=1 defined as in [22]. Our search results show that the
code (L5, 6, 2) and the code (L9, 12, 3) are unique. In addition
there is no (G, 13, 3) code for any graph G on 9 vertices.
Another example is Rain’s ((2m + 3, 6 · 4m−1, 2)) code [17],
which can be specified by the graph made up of L5 and 2(m−1)
pairwise connected vertices as shown in Fig.1(b). The coding
clique contains all the subsets of form {Ci 4 U}6i=1 where Ci’s
are given in Eq.(5) and U can be any one of 22m−2 subsets of
vertices generated by {2, a j} and {5, bl} for j, l = 1, 2, . . . ,m−1
with respect to the symmetric difference 4.
Now let us construct some new codes. The first result is a
family of 1-error detecting codes ((4n + 1,Mn + 1, 2)) where
Mn = 24n−1 − 12C2n4n. A family of nonadditive codes of dis-
tance 2 [18] is constructed which encodes an Mn-dimensional
subspace if there are 4n + 1 physical qubits. The code can be
specified by the star graph on 4n+1 vertices V4n+1 centered on
vertex o as shown in Fig.1 (c) (indicated by red edges). The
coding clique reads{
C ⊂ V4n+1
∣∣∣∣o < C; |C| = 2l, or |C| = 2n + 2l + 1, 0 ≤ l ≤ n − 1} .
(6)
For the star graph the dimension Mn of the code space is opti-
mal [18]. We consider instead the graph as shown in Fig.1(c)
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FIG. 1: The graphs and coding cliques for nonadditive codes. (a) Six
elements of the coding clique for the ((5, 6, 2)) code. (b) A graph for
Rain’s ((2m+3, 6 ·4m−1, 2)) code. (c) The graph for the ((4n+1,Mn +
1, 2)) code together with an element of the coding clique. (d) The
((10, 24, 3)) code.
that is built on a star graph with red edges and some addi-
tional black edges. The coding clique, in addition to Eq.(6),
contains one more subset of all 2n + 1 blue-colored vertices
{o, 4l − 2, 4l − 1}nl=1 as indicated in Fig.1(c). Therefore we
obtain a family of nonadditive code of distance 2 with an en-
coding rate Mn + 1.
The second result is the optimal ((10, 24, 3)) code. The lin-
ear programming bound [10] indicates that the largest code
subspace of a 1-error correcting code on 10 qubits is of di-
mension 24. Among 3132 inequivalent connected graphs and
all the disconnected graphs on 10 vertices there is a unique
(G10, 24, 3) code as depicted in Fig.1(d) in which blue-colored
vertex sets indicate all the nonempty elements of the coding
clique.
Stabilizer codes
Because of Theorem 2 the search on all the inequivalent
graphs on n vertices for all the coding groups according to our
algorithm provided above will exhaust all the stabilizer codes
of n qubits. Therefore a classification of all stabilizer codes
is tangible. We consider in the following the classification
of those extremal codes, i.e., the code with a maximal k or a
maximal d given n, up to 8 qubits, as listed in the table in [10].
Up to six qubits, there are three extremal codes [[4, 2, 2]],
[[5, 1, 3]], and [[6, 1, 3]], which are all unique and corre-
sponding graphs and coding groups are shown in Fig.2.
For [[4, 2, 2]] we have shown 4 different graphs and coding
groups, all resulting an equivalent code. There is also a trivial
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FIG. 2: The classification of stabilizer codes part I. There are three
primary colored sets of vertices: red set R, yellow set Y , and blue set
B. Orange, green, purple, and black vertices belong to R ∩ Y , Y ∩ B,
B∩R, and R∩Y ∩ B, respectively. Each primary color set represents
a generator of the coding group.
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Figure 2: The table of 16 inequivalent [[7, 1, 3]] codes with 10 different weight distributions
separated by lines and dashed lines. Graphs with blue vertices provide pure codes and graphs
with red vertices provide impure codes.
GHZ state and a 4-qubit cluster state. Neither of these its two components is 1-error-correcting.
Among 101 inequivalent 8-qubit graph statse there are only 6 LU-inequivalent graphs as
shown in Fig.1 that admit 3-dim coding groups. In each graph there may be many different
coding groups. All the corresponding stabilizers have the same weight distribution (286, 38)
and 3 stabilizers with full support form a group. Therefore it is possible to bring two generators
of the stabilizer to XV and ZV by LCTs. Denote [Gx|Gz] as the check matrix of the remaining
3 generators. The 3× 8 matrix Gx(z) must have distinct columns and Gx and Gz cannot have 2
or more identical columns on the same qubit since the code must correct X , Z , and Y errors
on a single qubit. Further one can always bring the local operator acting on the first qubit to
the identity operator with the help of XV and ZV . Thus the remaining columns of Gz form a
12
FIG. 3: Classification of stabilizer codes part II. The table of 16 in-
equivalent [[7, 1, 3]] codes with 10 different weight distributions sep-
arated by lines and dashed lines. Graphs with blue vertices provide
pure codes and graphs with red vertices provide impure codes.
[[6, 1, 3]] code obtained from [[5, 1, 3]] code by appending an
isolated vertex to the p ntagon as not ced in [10]. In the clas-
sification of 7-qubit codes we will neglect also those codes
obtained from [[5, 1, 3]] and [[6, 1, 3]] by appending a discon-
nected subgraph.
Among 26 inequivalent connected graphs and on 7 vertices
there are 14 graphs that admit a 1-dimensional coding group
as shown in Fig.3, where the numberings of the inequivalent
graphs are adopted from [25]. One graph may provide in-
equivalent codes and different graphs may provide equivalent
codes. Steane’s 7-qubit code [4] is provided by graph No.43
with the weight distribution W8. (A detailed account of weight
distribution [33] is given in Appendix.) It is interesting to no-
tice that a [[7, 1, 3]] code can be provided by a disconnected
graph, whose two subgraphs cannot admit any coding clique
alone. Disconnected graphs on 7 vertices provides no further
[[7, 1, 3]] codes.
Among 101 inequivalent connected graphs on 8 ver-
tices there are only 6 LU-inequivalent graphs that admit 3-
dimensional coding groups as shown in Fig.2. In each graph
there may be many different coding groups and only one cod-
ing group is shown for each graph. Disconnected graphs
on 8 vertices provides no further [[8, 3, 3]] codes. From the
weight distributions of corresponding codes it can be proved
that the code [[8, 3, 3]] is unique (Appendix). In Fig.2 we also
show three different graphs and the coding groups that pro-
vide codes that are equivalent to Shor’s [[9, 1, 3]] code [1]
and a LC-equivalent graph for the impure [[10, 1, 4]] code
constructed in [26]. In comparison we have found a pure
[[10, 2, 4]] code with a weight distribution (906, 1358, 3010).
Discussion
We provide a classical recipe to cook quantum codes, which
is exhaustive for stabilizer codes and systematic for nonaddi-
tive codes. A classification of stabilizer codes has been done
up to 8 qubits. Since all the known good nonadditive codes
can be reproduced and an optimal code ((10,24,3)) is con-
structed via our graphical approach, we speculate that our al-
gorithm is also exhaustive for nonadditive codes.
With an improved computational power a classification of
the stabilizer codes on more qubits and the discovery of more
good codes either stabilizer or nonadditive codes are expected.
It should admitted that the clique finding problem is intrinsi-
cally a NP-complete problem. Therefore analytical construc-
tions of the coding cliques, at least for some special family
of graphs such as loop graphs and hyper cubic graphs, de-
serve exploring. A direct construction of a series nonadditive
1-error detecting codes with highest encoding rate so far de-
scribed here may provide a clue. In addition it is not difficult
to generalize the idea of coding cliques to the construction of
nonbinary codes via graph states for systems with more than
2 levels.
Our precious quantum data can be protected from decoher-
ences either in a dynamical manner as in the decoherence-free
subspace approach, or in a geometric manner as in geometric
computations, or in a topological manner as in the topological
quantum computations based on the topological codes, a spe-
cial stabilizer codes. Our results make a bridge between the
exciting classical field of graph theory and the quantum error
correction. Equipped with the one-way computation model
bas d on graph states and the graphical QECCs, we may en-
vision a graphical quantum computation based directly on the
graphical objects.
SXY acknowledges financial support from NNSF of China
(Grant No. 90303023 and Grant No. 10675107), CAS, and
WBS (Project Account No): R-144-000-189-305, Quantum
information and Storage (QIS).
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Proof of Theorem 1 It is enough to prove that for any
error Ed acting nontrivially on less than d qubits we have
〈ΓC |Ed |ΓC′〉 = f (Ed)δCC′ [3, 26] for all C,C′ ∈ CKd . With-
out lose of generosity we assume that Ed = XωZδ for some
pair of subsets δ, ω with |ω ∪ δ| < d, which represents that
there are X,Y, andZ errors on the qubits in ω− δ∩ω, ω∩ δ,
and δ − ω ∩ δ respectively. When acting on the graph state
the error Ed ∝ GωZΩ can be replaced by phase flip errorsZΩ
on Ω := δ 4 Nω. If Ω is empty then δ = Nω and the error is
proportional to Gω. In this case we have Gω|ΓC〉 = |ΓC〉 for
all C ∈ Ckd because |ω ∩ C| is even which stems from the fact
that |ω ∪ Nω| < d, i.e., ω ∈ Sp and Condition 1. Thus the
error behaves like a constant operator on the coding subspace
and can be neglected. If Ω is not empty then Ω < Dd ∪ ∅
because it is covered by (δ, ω) and |δ ∪ ω| < d. As a result
〈ΓC |Ed |ΓC′〉 ∝ 〈Γ|ZC4C′ZΩ|Γ〉 = 0 for all C,C′ ∈ Ckd ∪ ∅ be-
cause condition 2 ensures that C 4C′ , Ω.
Proof of Theorem 2 We prove the second part first, i.e. to
construct a graph and a coding clique from a given stabilizer
code. We do not need to introduce those input vertices as in
Ref.[26].
A stabilizer is a set of commuting observables that are
tensor products of Pauli operators {X,Y,Z} and the iden-
tity operator I on each qubit. A stabilizer code [[n, k, d]]
is the simultaneous +1 eigenspace of n − k generators
〈S1,S2, . . . ,Sn−k〉 of the stabilizer. Stabilizer codes that can
be related to each other by a local Clifford transformation
(LCTs) and permutations of physical qubits are equivalent.
With the help of the binary representation (I → 00, X →
10, Z → 01, Y → 11) of the local operators we can describe
the stabilizer a check matrix [Gx|Gz] where (n − k) × n ma-
trix Gx(z) is formed by all the first (second) digits of the local
operators of the generators of the stabilizer. By relabling or a
different choice of the generators of the stabilizer, permutating
the qubits, and making suitable LCTs, one can always bring
the check matrix into its standard form [34]
[Ir, Ar×k |Dr×r + AET , Er×k] (r = n − k) (7)
where Ir denotes the identity matrix and the submatrix D is
symmetric as required by the commutativity among the gen-
erators, i.e., GxGTz being symmetric. Here all the additions are
additions module 2.
A basis of the code subspace can be constructed by adding
to the stabilizer additional k independent generators. The most
general choice, up to an LCT and a choice of different gener-
ators, is to add the k generators specified by the check matrix
[0, Ik |ET + FAT , Fk×k] (8)
where F is an arbitrary symmetric matrix. By adding the
check matrix Eq.(8) multiplied by A from left to the the stan-
dard form Eq.(7) we obtain the check matrix of n generators
as [ Ir 0
0 Ik
∣∣∣∣∣ D + AFAT E + AFET + FAT F ] := [In|Γ]. (9)
If one of the diagonal element Γ, say Γmm, is nonzero then
we can make it vanish by performing a LCT (Y → X →
−Y;Z → Z) to the m-th qubit. Therefore we obtain a stan-
dard adjacency matrix Γ of a graph: n × n symmetric matrix
with vanishing diagonal entries. In terms of the vertex stabi-
lizers {Ga} of this graph, the stabilizer is generated by
Ga
k∏
c=1
(Gn−k+c)Aac a = 1, . . . , n − k. (10)
Denote by Cm the set of vertices on which the entries of the
m-th row (m = 1, . . . , k) of the k × n matrix [AT , Ik] do not
vanish and by C the set of subset of V generated by {Cm}km=1
with respect to the symmetric difference 4. Then the graph-
state basis {ZC |Γ〉|C ∈ C} spans the [[n, k, d]] code. By def-
inition C is a group with respect to the symmetric difference
and ∅ ∈ C. Secondly for every S ∈ Sd the graph stabilizer
GS , which can be a possible error, must stabilize the code sub-
space, i.e., |S ∩C|must be even for all C ∈ C. Thirdly, had one
nonempty C ∈ C a p-cover (ω, δ) with p < d, the error opera-
tor XωZδ would be incorrigible because XωZδ|G〉 ∝ ZC |G〉.
Thus C ⊆ Dd, i.e., Condition 3 is satisfied. As a result C is a
coding group.
One the other hand if we have a k dimensional coding group
of a graph G which is generated by 〈C1,C2, . . . ,Ck〉, then we
have a code (G, 2k, d) according to Theorem 1. Since k con-
straints |S ∪Ci| =even for i = 1, 2, . . . , k have exactly n− k in-
dependent solutions which are denoted as 〈S 1, S 2, . . . , S n−k〉,
we obtain a stabilizer of the code that is generated by 〈GS i〉n−ki=1 .
Proof of LC rule for coding cliques Given a graph G =
(V,Γ) and a coding clique CKd we denote C˜
K
d = {Cv|C ∈ CKd }
with Cv = C if v < C and Cv = C 4 Nv otherwise where Nv
is the neighborhood of v in the graph G. For convenience we
denote A 4m B = A if m is even and A 4m B = A 4 B if m is
odd. Then we have concisely Cv = C4|v∩C|Nv, where we have
denoted the single vertex set containing v also by v. After
a local complement on vertex v made to G we obtain a new
graph Gv = (V, Γ˜). The neighborhood of a vertex set S ⊆ V in
the new graph Gv reads
N˜S = NS 4 (S ∩ Nv) 4|S∩Nv | Nv (11)
where NS is the neighborhood of S in the original graph G.
Firstly since ∅ ∈ CKd and v < ∅ we have ∅ ∈ C˜Kd . Condition
0 is satisfied. Secondly, by denoting S v = S 4|S∩Nv | v we see
that if S ∈ Sd(Gv), i.e., S belongs to the d-purity set of Gv then
S belongs to the d-purity set of G, i.e., S v ∈ Sd(G), because
S v ∪ NS v = S ∪ N˜S . As a result |S v ∩ C| must be even for all
C ∈ CKd and S ∈ Sd(Gv). Because
(S ∩Cv) 4 (S v ∩C) = ∅ 4|S∩Nv | (v ∩C) 4|v∩C| (S ∩ Nv) (12)
is an even set, it follows that |S ∩Cv| must also be even for all
Cv ∈ C˜Kd . Thus Condition 1 is satisfied. Thirdly let us suppose
that Cv 4 C′v has a p-cover (δ, ω) in the new graph Gv with
p < d, i.e. Cv 4 C′v = δ 4 N˜ω. Then (δ′, ω′) provides a cover
6for C 4C′ in G, i.e. C 4C′ = δ′ 4Nω′ where δ′ = δ4 (ω∩Nv)
and ω′ = ω 4m v where
m = |ω ∩ Nv| + |v ∩ (C 4C′)| (13)
Since m+ |v∩δ| is even we obtain |δ′∪ω′| = p. Thus C4C′ has
a p < d cover in graph G which is in contradiction with Condi-
tion 2 of a coding clique. Therefore Cv4C′v cannot be covered
by less than d vertices and belongs to the d-uncoverable set of
Gv, i.e., Cv 4 C′v ∈ Dd(Gv) for every Cv,C′v ∈ C˜Kd (G). Condi-
tion 2 is also satisfied. In addition if CKd is a coding group of
G then C˜Kd is a coding group of Gv since Cv 4C′v = (C 4C′)v.
Let us denote by P and P˜ two projectors of the code sub-
spaces specified by CKd of G = (V,Γ) and C˜
K
d of Gv = (V, Γ˜)
i.e.,
P =
∑
C∈CKd
ZC |Γ〉〈Γ|ZC , P˜ =
∑
Cv∈C˜Kd
ZCv |˜Γ〉〈˜Γ|ZCv . (14)
By denoting an LCT as U = √−iXv ∏u∈Nv √iZu we have
U|Γ〉〈Γ|U† = |˜Γ〉〈˜Γ| and UZCU† = ZC = ZCv if v < C and
UZCU† = iZCvGv if v ∈ C. As a resultUPU† = P˜, i.e., two
codes are related to each other by the LCTU.
Weight distribution and Classification of all the [[7, 1, 3]]
codes Given a K dimensional subspace with projector de-
noted by P of n qubit Hilbert space and an arbitrary set ω
of qubits, one can build an invariant [35] under local unitary
transformations as
Aω =
1
K2
∑
supp(E)=ω
|Tr(EP)|2 (15)
where the summation is taken over all Hermitian Pauli er-
rors that acting nontrivially on the qubits in ω. If ω = ∅
we have A0 = 1. If we sum over all possible subsets con-
taining d qubits then we obtain the weight distribution [33]
(A0, A1, A2, . . . , An) of a code where
Ad =
∑
|ω|=d
Aω, d = 0, 1, . . . , n (16)
are invariant under LUTs and permutations of qubits. Ob-
viously
∑n
d=0 Ad = 2
n/K and we neglect A0 and those zero
entries sometimes in the weight distributions. For nonaddi-
tive codes Ad may be a fractional. For example the weight
distribution of the nonadditive (G10, 24, 3) code is (( 203 )6, 358)
meaning that A0 = 1, A6 = 20/3, A8 = 35, and Ai = 0 other-
wise.
For stabilizer codes Ad is an integer which equals to the
number of the stabilizers with the same weight d. The weight
of a Pauli operator is the number of qubits on which it acts
nontrivially. For all the stabilizer codes [[7, 1, 3]] obtained by
searching the coding groups can have only 10 different weight
distributions as documented in the following table
W0 W1 W2 W3 W4 W5 W6 W7 W8 W9
A1 0 0 0 0 0 0 0 0 0 0
A2 5 3 2 2 1 1 1 0 0 0
A3 0 0 0 0 2 0 0 2 0 0
A4 11 15 17 9 7 19 11 9 21 13
A5 0 0 0 24 24 0 24 24 0 24
A6 47 45 44 20 23 43 19 22 42 18
A7 0 0 0 8 6 0 8 6 0 8
By using the weight distributions we can only identify 10 dif-
ferent classes of [[7, 1, 3]] codes. Further classification is done
by the frequency analysis described as follows. Given d and a
subset S of qubits we define
Fd(S ) =
∑
ω⊇S ,|ω|=d
Aω, d = 1, 2, . . . , n (17)
to be the frequency of S , which is obviously an LU-invariant
quantity. For every d we order all the frequencies Fd(S ) of
S containing the same number of qubits by their magnitudes.
The resulting ordered series of frequencies is invariant under
permutations of qubits. Any difference between the corre-
sponding series of two codes will witness their inequivalency.
As a result of frequency analysis we obtain 16 different in-
equivalent codes and within each equivalent class all codes
can be related to each other via explicit local Clifford trans-
formations.
Proof of the uniqueness of the code [[8, 3, 3]] All the sta-
bilizer codes specified by the coding groups of graphs on 8
vertices have the same weight distribution (286, 38) and 3 sta-
bilizers with full support form a group. Therefore the code
must be pure (A1, A2 = 0) and it is possible to bring two
weight 8 generators of the stabilizer to XV and ZV by LCTs.
(V denotes 8 qubits here.) As a result one can always bring the
local operator acting on the first qubit of the remaining three
generators to the identity operator by choosing different gen-
erators. Denote [Gx|Gz] as the check matrix of the remaining
3 generators. The 3 × 8 matrix Gx or Gz must have distinct
columns because all single-qubit Z or X errors can be cor-
rected and two matrices Gx and Gz cannot have 2 or more
identical columns on the same qubit because all the single-
qubitY errors can be corrected and the code is pure. Thus the
columns of Gz form a map of the the columns of Gx with only
one fix point and this map is unique up to LCTs and permuta-
tions [10]. As a result the code [[8, 3, 3]] is unique.
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