In this paper, we first study in a Hilbertian framework the weak convergence of a general Gradient Projection Algorithm for minimizing a convex function of class C 1 over a convex constraint set. The way of selecting the stepsizes corresponds to the one used by López et al. for the particular case of the Split Feasibility Problem. This choice allows us to avoid the computation of operator norms. Afterwards, a relaxed version of the Gradient Projection Algorithm is considered where the feasible set is approximated by half-spaces making the projections explicit. Finally, to get the strong convergence, each step of the general Gradient Projection Method is combined with a viscosity step. This is done by adapting Halpern's algorithm to our problem. The general scheme is then applied to the Split Equality Problem, and also to the Split Feasibility Problem.
Introduction
Let H 1 , H 2 and H 3 be three infinite-dimensional real Hilbert spaces. The split equality problem recently studied by Byrne and Moudafi [1] , and Moudafi [2, 3] consists in (S E P) Finding x ∈ C and y ∈ Q such that Ax = By where C and Q are two nonempty closed convex subsets of H 1 and H 2 , respectively, and A : H 1 → H 3 and B : H 2 → H 3 two bounded linear operators.
As mentioned in Moudafi [3] , the interest of considering this problem is to cover many situations, for instance in decomposition methods for PDEs and in game theory. In decision sciences, this problem allows us to consider agents who interplay only via some components of their control variables. For further details, see Attouch et al. [4] and the references therein.
then f is a nonnegative convex function of class C 1 on H 1 , and x * is a solution of the minimization problem min f (x) subject to x ∈ C that satisfies the property f (x * ) = 0. So in both cases we have to solve the minimization problem (P) min f (z) subject to z ∈ S with the additional condition that the solution z * ∈ S satisfies f (z * ) = 0 where S is a nonempty closed convex subset of a Hilbert space H and f : H → R is a nonnegative convex function of class C 1 . Many iterative methods have been investigated for solving the SFP. Among them, the most popular method is the Byrne CQ-algorithm [9] , which generates a sequence {x k } by
where x 0 ∈ C, the stepsize λ is chosen in the interval 0, 2 A 2 , and A * denotes the adjoint of the operator A. Recently, this method has been studied by Moudafi [12] when the sets C and Q are the fixed point sets of two quasi-nonexpansive operators, respectively.
As observed in López et al. [13] , this method is nothing but the gradient projection method applied for minimizing on C the function f defined by Indeed, the iteration (1) can be rewritten as
Motivated by Byrne [9] , Byrne and Moudafi proposed in [1] the following CQ-algorithm for solving the Split Equality Problem (SEP); see also Moudafi and Al-Shemas [14] . Given (x 0 , y 0 ) ∈ C × Q, compute successively the elements of the sequence {(x k , y k )} by using the equalities
where the stepsize λ k is chosen in the interval (a, b) ⊂ 0, min
. Let us mention that Moudafi [2] has also proposed a sequential version of (2) where the computation of y k+1 is replaced by
If we define f (z) = f (x, y) = 1 2 Ax − By 2 for every z = (x, y) ∈ H 1 × H 2 , it is easy to see that the iteration (2) can be rewritten as
Note that for computing λ or λ k both iterative methods (1) and (2) need the a priori knowledge of the norm (or at least an estimate of the norm) of the bounded linear operators A and B, which is, in general, not an easy work (see, for instance, Byrne [9] and López et al. [13] ). To overcome this difficulty, an alternative way is to construct another stepsize that is independent of operator norms. A first attempt was made by Yang [15] who considered the following stepsize λ k = ρ k / ∇ f (x k ) where {ρ k } is a sequence of positive real numbers such that
Unfortunately, in order to obtain the convergence of the corresponding method, other conditions must be imposed on the step sequence {λ k } excluding some important cases (see López et al. [13] for more details). Recently, the authors in [13] modified the computation of λ k to remove the additional conditions imposed by Yang [15] in the CQ-algorithm for solving (SFP). They proposed to use the sequence {x k } defined by
where x 0 ∈ C is given, and the stepsize λ k is chosen as
with f (x) = 1 2 (I − P Q )Ax 2 and ρ k ∈ (0, 4). It was proved in ( [13] , Theorem 3.5) that if inf k ρ k (4 − ρ k ) > 0, then the sequence {x k } generated by (4) with the step given by (5) converges weakly to a solution x * of (SFP). The reader is referred to Polyak's book [16] for more details about the Gradient Projection Algorithm.
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In this paper, motivated by the work of López et al. [13] , we first study the convergence of a general Gradient Projection Algorithm for minimizing a convex function f of class C 1 over a convex constraint set S using the stepsize λ k given by (5). Then we apply this general result first to the Split Equality Problem (SEP), and then after to the Split Feasibility Problem (SFP). Doing so, we recover the convergence results of López et al. [13] , and we obtain a new method for solving the Split Equality Problem (SEP) without the knowledge of operator norms A and B .
When C and Q are the level sets associated with convex functions, the computation of the projections onto C and Q may be time-consuming. In such cases, many authors replaced the projections P C and P Q used in the previous iterative schemes by projections onto halfspaces containing the convex sets C and Q, respectively. In that case, the projections become explicit. Let us mention here the papers by Byrne and Moudafi [1] and Moudafi [3] for Problem (SEP), and by López et al. [13] , Xu [17] , and Yang [18] for Problem (SFP).
In this paper, we consider a relaxed version of the Gradient Projection Algorithm. In this version, the feasible set is the level set of a convex function and the objective function f is approximated at each iteration k by a nonnegative convex function f k of class C 1 . Conditions linking f k to f are given to obtain the convergence of the sequence generated by the algorithm. This general scheme allows us to treat the Split Equality Problem (SEP) by taking f k = f for all k, and the Split Feasibility Problem (SFP) by choosing carefully the functions f k .
Up to now, only weak convergence results have been discussed. However, it is well known that strongly convergent algorithms are of fundamental importance for solving infinite-dimensional problems. So in the last part of this paper we combine the general Gradient Projection Method with a viscosity procedure to get the strong convergence of the sequence of iterates generated by our scheme. This is done by adapting Halpern's algorithm [19] to our problem. As before, this general scheme is applied to the Split Equality Problem (SEP) and the Split Feasibility Problem (SFP) giving each time the strong convergence of the generated sequences. Finally, let us mention the Tikhonov regularization method that was also used in Chen et al. [20] to obtain the strong convergence of the iterates.
After this paper has been submitted, the authors took note of a paper of Dong et al. [21] which was devoted to the Split Equality Problem. The difference between their algorithm and ours is in the choice of the step length that can be larger in our algorithm (see Section 3 below).
The paper is organized as follows. In the next Section, some preliminary results are recalled. In Section 3, a general Gradient Projection Algorithm is presented and the weak convergence of the sequence generated by this one is given. Then the particular cases of the Split Equality Problem and the Split Feasibility Problem are examined. In Section 4, we consider a relaxed version of the Gradient Projection Algorithm when the feasible sets C and Q are level sets of convex functions. The strong convergence of the method is obtained in Section 5 thanks to the incorporation of a viscosity step into the iterations. Finally, in Section 6, we give some concluding remarks.
Preliminaries
Let H be a real Hilbert endowed with an inner product and its induced norm denoted ·, · and · , respectively. We write x k x (x k → x) to indicate that the sequence {x k } Downloaded by [Vuong Phan] at 02:29 12 June 2016 converges weakly (strongly) to x. Let C be a nonempty closed convex subset of H . For each x ∈ H , there exists a unique point in C, denoted by P C x, such that
It is known that P C is a nonexpansive mapping from H onto C and that for every x ∈ H , u ∈ C, the following property holds
On the other hand, a function f : H → R is said to be weakly lower semi-continuous
The function f is said to be weakly l.s.c. on H if it is weakly l.s.c. at every point x ∈ H . We also need the following lemma due to He and Yang [22] . This lemma is a new fundamental tool that generalizes a very well-known result due to Xu [23] .
Lemma 2.1 Assume that {s k } is a sequence of nonnegative real numbers such that for all k
where {α k } is a sequence in (0, 1), {η k } is a sequence of nonnegative real numbers, and {δ k } and {γ k } are two sequences in R such that
Then lim k→∞ s k = 0.
A gradient projection method
In this section, we study a general Gradient Projection Method for minimizing a nonnegative convex function f : H → R of class C 1 over a nonempty closed convex subset S of H . We assume that this problem has a solution z * such that f (z * ) = 0. We denote by (P) this problem and by SOL(P) its solution set. Our aim is first to solve Problem (P) and then to apply the obtained algorithm for solving the particular problems (SEP) and (SFP). For this purpose we introduce a gradient projection algorithm with a special stepsize that coincides with the one used by López et al. [13] when the problem (SFP) is considered.
The Gradient Projection Algorithm we consider in this paper has the following form:
Step 1. Step 3. Compute the next iterate as follows
where the stepsize λ k is chosen in such a way that
Step 4. Set k → k + 1 and go to Step 2.
Since the function f is convex, it is immediate that z k ∈ S is a minimum of f over S when ∇ f (z k ) = 0. So in the sequel we assume that ∇ f (z k ) = 0 for all k. In order to prove the convergence of the sequence {z k } generated by Algorithm 1, we introduce the following assumptions on the sequences {z k }, {λ k }, and {ρ k }.
that was introduced by Konnov [24] to prove the convergence of the gradient projection method. Thanks to this condition, we can write immediately for everyz ∈ SOL(P)
Now we can choose λ k > 0 such that the right-hand side of (8) is minimized. This gives the following value for λ k
However in our method, to have more flexibility, we choose
Let us also observe that the sequence {z k } generated by Algorithm 1 is contained in S. Now we can prove the following weak convergence theorem for Algorithm 1. (a) For all k and everyz ∈ SOL(P), the following inequality holds 
The sequence {z k } converges weakly to some z * ∈ SOL(P) and the sequence { f (z k )} converges to 0.
Proof The first statement is obtained immediately by replacing λ k by its value (9) in the inequality (8) . Since ρ k (4 − ρ k ) > 0, it follows from (a) that { z k −z } is a decreasing sequence. As a consequence, the sequence {z k } is bounded. Furthermore, it follows immediately from (a) that for all n n k=0
But this means that the second statement of (b) is proven. Now it remains to prove (c).
In that purpose, first we observe that thanks to Condition (C3) and the convergence of the series given in (b), we can write that
Since 0 < ρ k < 4, we can also write, using the definition of λ k and Condition (C2), that
Furthermore, using the nonexpansiveness of the projection, we obtain for all k that
Let z * be a weak limit point of the bounded sequence {z k }. Then there exists a subsequence of {z k }, denoted again by {z k }, that converges weakly to z * . Since
we have immediately that
where N S (z k+1 ) denotes the normal cone to S at z k+1 . Taking the limit in (11) as k → ∞, we obtain that 0 ∈ N S (z * ), and thus that z * ∈ S. On the other hand, the function f being convex and strongly continuous is weakly l.s.c. and
Hence f (z * ) = 0, and since z * ∈ S, we can conclude that z * ∈ SOL(P). It remains to prove that z * is the unique weak limit point of {z k }. Suppose there exists another weak limit pointz of {z k }. Replacing z * byz in the previous part of the proof, we Downloaded by [Vuong Phan] at 02:29 12 June 2016 can deduce thatz ∈ SOL(P). Furthermore thanks to (8) written withz instead of z * , we have that the sequences { z k − z * } and { z k −z } are convergent.
On the other hand, since for all k,
we can conclude that the sequence { z k , z * −z } is also convergent. Let l be its limit. Since z * andz are the weak limits of two subsequences of {z k }, we obtain that
i.e. z * −z 2 = 0. But this means that z * =z and thus that the whole sequence {z k } converges weakly to a vector z * in SOL(P).
Now we examine successively the particular problems SEP and SFP. Since, for Problem
for every (x, y) ∈ C × Q, where A * and B * denote the adjoint operators of A and B, respectively. In this case, Algorithm 1 can be rewritten as
Otherwise, go to Step 3.
Step 3. Compute the next iterate (x k+1 , y k+1 ) as follows:
Recently, Dong et al. [21] have proposed a projection algorithm similar to Algorithm 1-SEP for solving Problem (SEP). The main difference with our algorithm is in the choice of the stepsize λ k in (12) . If, at iteration k, we set
then the stepsize used in [21] the step λ k in our algorithm can be theoretically chosen larger than the one considered in [21] .
When Problem (SFP) is considered, the function f is defined for every x ∈ C by
In this case, Algorithm 1 coincides with Algorithm 3.1 in López et al. [13] and takes the following form
Step 2. If (I − P Q )Ax k = 0, STOP (x k is a solution of Problem (SFP)). Otherwise, go to Step 3.
Step 3. Compute the next iterate as follows:
In the next two propositions we will prove the weak convergence of the sequences generated by Algorithms 1-SEP and 1-SFP to a solution of Problems (SEP) and (SFP), respectively. This is done by using Theorem 3.1. Proof In order to use Theorem 3.1, we have only to show that the sequences {z k } = {(x k , y k )} and {λ k } satisfy Condition (C1) and Condition (C2), respectively. Letz = (x,ȳ) be a solution to Problem (SEP) and let
we easily obtain the following equalities
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On the other hand, since ρ k ≥ ρ > 0 (by Condition (C3)), the stepsize λ k satisfies the following relations for all k
So Condition (C2) is satisfied. Finally, using Theorem 3.1, we obtain that f (x k , y k ) → 0, i.e. the sequence {Ax k − Bx k } converges strongly to 0.
For Problem (SFP) we can recover from Theorem 3.1 the following convergence result due to López et al. ( [13] , Theorem 3.5):
Proposition 3.3 Assume that the solution set of Problem (S F P) is nonempty and that the sequence {ρ k } satisfies Condition (C3). Then the sequence {x k } generated by Algorithm 
1-SFP converges weakly to a solution of Problem (S F P). Moreover, the sequence {(I − P Q )Ax k } converges strongly to 0.
Proof In order to use Theorem 3.1, we have only to prove that the sequences {x k } and {λ k } satisfy Condition (C1) and Condition (C2), respectively. Letx be a solution to problem (SFP) and let x ∈ C. Since ∇ f (x) = A * (I − P Q )Ax, we can write
where we have used P Q (Ax) = Ax and (I − P Q )(I − P Q ) = I − P Q . So Condition (C1) is satisfied. On the other hand, since ρ k ≥ ρ > 0, the stepsize λ k satisfies the following relations for all k
So Condition (C2) is satisfied. Finally, using Theorem 3.1, we obtain that f (x k ) → 0, i.e. the sequence {(I − P Q )Ax k } converges strongly to 0.
A relaxed gradient projection method
In Section 3, we studied a gradient projection method for solving Problem (P). In that method it was supposed that the orthogonal projection onto the feasible set S is easy to obtain. It was the case, for example, when S is a ball, a half-space or a convex polyhedron. However, when the set S is defined by means of convex inequalities, the computation of the projection onto S is generally difficult. To overcome this difficulty, Fukushima [25] suggested to approximate the set S by a sequence of half-spaces {S k } that contain it. Then the projection onto S is replaced by projections onto the half-spaces S k . This idea was followed by Yang [18] and Moudafi [3] for solving (SFP) and (SEP), respectively. Here we use the same strategy but applied to Problem (P). As a consequence the sequence of points Downloaded by [Vuong Phan] at 02:29 12 June 2016 generated by the algorithm does not remain necessarily in the set S. Practically, we assume that the set S is defined by
where s : H → R is a convex l.s.c. (w.r.t. the strong topology) function defined on a real Hilbert space H . In this section, we also assume that the function s is subdifferentiable on H and that at each point z some subgradient of s at z can be computed. So, if ψ k ∈ ∂s(z k ) (i.e. ψ k is a subgradient of s calculated at z k ), the level set S is approximated at z k by the half-space
(see, e.g. [22] ). Then the projectionz of a point z ∈ S k onto S k is explicitly given bȳ
Here we assume that the objective function f : H → R of Problem (P) is convex and l.s.c. (in the strong topology). In order that our general model can solve both problems (SEP) and (SFP), we also consider a sequence { f k } of nonnegative convex functions of class C 1 defined on H that approximate f in the sense given below by Condition (C4). More precisely, we consider the following relaxed algorithm for solving Problem (P).
ALGORITHM 2
Step 1.
STOP (z k is a solution to (P)). Otherwise, go to
Step 3.
Step 3. Compute ψ k ∈ ∂s(z k ) and the next iterate as follows
where the set S k = {z ∈ H | s(z k ) + ψ k , z − z k ≤ 0} and the stepsize λ k is chosen in such a way that
Let us observe that Algorithm 2 is implementable because the projections onto halfspaces S k are explicit (via the formula (15)). In the next theorem, we need to replace Condition (C1) by the following condition
and to assume the following relationship between the functions f k and f :
Finally, we have also to impose the next assumption on the function s: (C1a) and (C2)-(C4) , then the sequence {z k } converges weakly to a solution z * of (P). Moreover, the sequence { f k (z k )} converges to 0.
Proof
(1) Letz be a solution of Problem (P). Then f (z) = 0 andz ∈ S ⊂ S k for all k. Using Assumptions (C1a) (instead of (C1)), (C2) and (C3), we can deduce, using a proof similar to the one of Theorem 3.1, that the sequence { z k −z } is decreasing, the sequence {z k } is bounded and the sequence { f k (z k )} tends to zero. Moreover
Consequently, the sequence z k+1 − z k → 0 as k → ∞. Indeed, for all k, we have
and by definition of z k+1 ,
Hence, for all k, we can write, using the Cauchy-Schwarz inequality
Gathering (18) and (19), we deduce that for all k
because the sequence { z − z k } is convergent and
(2) Let z * be a weak limit point of the sequence {z k }. Then there exists a subsequence of {z k }, denoted again {z k }, that converges weakly to z * . Since, by construction, z k+1 ∈ S k , we have
where ψ k ∈ ∂s(z k ). The subdifferential operator ∂s(·) being bounded on bounded subsets of H (in virtue of (A1)), there exists > 0 such that ψ k ≤ for all k. Then, following (20) ,
So, from the weak lower semicontinuity of the mapping s, we obtain that
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But this means that z * ∈ S.
(3) Since f k (z k ) → 0, we obtain from Condition (C4) that f (z k ) → 0. So, the function f being convex and l.s.c. (in the strong topology) is weakly l.s.c. and
Since z * ∈ S, this implies that z * is a solution of Problem (P). Finally, using again the proof of Theorem 3.1, we can conclude that the weak limit of the sequence {z k } is unique. So the whole sequence {z k } converges weakly to z * . Now we examine Problem (SEP) where f (x, y) = 1 2 Ax − By 2 for every (x, y) ∈ C × Q. In this case, the sets C and Q have a particular structure of the form
where the functions c : H 1 → R and q : H 2 → R are convex and subdifferentiable.
Then the corresponding relaxed sets at iteration k are defined by
and
where ξ k ∈ ∂c(x k ) and η k ∈ ∂q(y k ). We have immediately that C ⊂ C k and Q ⊂ Q k for all k. To make the link with Algorithm 2, we define the function s :
Furthermore, it is easy to see that ∂s(x, y) = ∂c(x) × ∂q(y) for all x ∈ H 1 and y ∈ H 2 . Here we also define the sequence { f k } by f k = f for all k. So each function f k is nonnegative, convex and of class C 1 , and Condition (C4) is satisfied with M = 1. In this case, Algorithm 2 can be rewritten as
is a solution to Problem (SEP)). Otherwise, go to Step 3.
As for Algorithm1-SEP, the step λ k in our algorithm can be chosen larger than the one considered in [21] .
Since the projections onto half-spaces C k and Q k are explicit, Algorithm 2-SEP is implementable. Now we study the convergence of Algorithm 2-SEP. For this purpose, we need the following assumption (A2) The subdifferential operators ∂c and ∂q are bounded on bounded subsets of H 1 and H 2 , respectively.
As for Assumption (A1), it is well known that Assumption (A2) is satisfied when the Hilbert spaces H 1 and H 2 are finite dimensional.
Proposition 4.2 Assume that the solution set of Problem (S E P) is nonempty and that
Assumption (A2) is satisfied. If the sequence {ρ k } satisfies Condition (C3), then the sequence {(x k , y k )} generated by Algorithm 2-SEP converges weakly to a solution (x * , y * ) of (S E P). Moreover, the sequence {Ax k − By k } converges strongly to 0.
Proof Since f k = f for all k, Condition (C4) is obviously satisfied. Moreover, using a proof similar to that of Proposition 3.2 with (x k , y k ) belonging to H 1 × H 2 instead of C × Q, we obtain that the sequence {z k } = {(x k , y k )} satisfies Condition (C1a) (and thus Condition (C1)) and the sequence {ρ k } Condition (C2).
On the other hand, setting z k = (x k , y k ) and replacing S by C × Q and S k by C k × Q k in the first part of the proof of Theorem 4.1, we obtain that the sequence {z k } is bounded, the sequences { f k (z k )} and { z k+1 − z k } tend to zero. Consequently
Let z * = (x * , y * ) be a weak limit point of the sequence {z k } = {(x k , y k )}. Then the second part of the proof of Theorem 4.1 may be used twice with z k replaced successively by x k and y k to get first that x * ∈ C and after that y * ∈ Q. The third part of the proof of Theorem 4.1 gives directly that f (x * , y
Since (x * , y * ) ∈ C × Q, this implies that (x * , y * ) is a solution to Problem (SEP). The rest of the proof follows directly from the end of the proof of Theorem 4.1.
To finish this section, we consider the Split Feasibility Problem:
Here the operator A : H 1 → H 2 is linear and bounded, and the subsets C and Q are defined as
where the functions c : H 1 → R and q : H 2 → R are convex and subdifferentiable. Then the corresponding relaxed sets at iteration k are defined by
where ξ k ∈ ∂c(x k ) and η k ∈ ∂q(Ax k ).
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For all k we define the functions f k :
In this case, Algorithm 2 coincides with Algorithm 4.1 in López et al. [13] and takes the following form:
Step 2.
Step 3. Compute the next iterate x k+1 as follows:
For Problem (SFP) we recover from Theorem 4.1 the following convergence result due to López et al. ([13] , Theorem 4.3), where the following assumption has been used: (A3) The subdifferential operator ∂c is bounded on bounded subsets of H 1 .
Proposition 4.3 Assume that the solution set of Problem (S F P) is nonempty and that
Assumption (A3) is satisfied. If the sequence {ρ k } satisfies Condition (C3), then the sequence {x k } generated by Algorithm 2-SFP converges weakly to a solution x * of (S F P). Moreover, the sequence {(I − P Q )Ax k } converges strongly to 0.
Proof In order to apply Theorem 4.1, we have to prove that Conditions (C1a), (C2) and (C4) are satisfied. First we observe that Conditions (C1a) and (C2) can be proven exactly as in the proof of Proposition 3.3. Consequently, for everyx ∈ S, we can write as in Theorem 3.1(a) that for all k
So the sequence {x k } is bounded. Next, the solution set of Problem (SFP) being nonempty, it is easy to see that Problem (SFP) is equivalent to the problem
where f : H 1 → R is defined by
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This function f is weakly l.s.c. because it is convex and l.s.c. (in the strong topology). So, to finish the proof, it remains to show that Condition (C4) is satisfied. Since
where η k ∈ ∂q(Ax k ). On the other hand, the sequence {x k } being bounded, it follows from (A3) that the sequence {η k } is also bounded. So there exists
Strong convergence of the GP method
In this Section, we use a Halpern-type procedure to modify Algorithm 1 in Section 3 in such a way that the weak convergence of the iterates becomes strong convergence. This procedure has been introduced in Halpern [19] for finding a fixed point of a nonexpansive mapping. Let K be a nonempty closed convex subset of a Hilbert space H and let T : K → K be a nonexpansive mapping (i.e. T x − T y ≤ x − y for all x, y ∈ H ) whose fixed point set is nonempty. Let u ∈ K be fixed. Then Halpern's algorithm generates a sequence {x k } in K via the iterative procedure
where x 0 ∈ K and {α k } is a sequence in (0, 1). It was shown in Wittmann [23, 26] and Xu [23] that if {α k } satisfies the following conditions (B1) lim k→∞ α k = 0 and
then the sequence {x k } generated by Halpern's algorithm converges strongly to the fixed point of T nearest to u. In [27] , Suzuki used an explicit iteration similar to (24) and proved the strong convergence of the sequence {x k } under the only Assumption (B1). In this section, our aim is to adapt Halpern's procedure for solving Problem (P). Let us recall that this problem consists in minimizing a nonnegative convex function f : H → R of class C 1 onto a nonempty closed convex subset S of H . We assume that this problem has a solution z * such that f (z * ) = 0. Furthermore, we want the sequence generated by our algorithm to be strongly convergent to the projection of a fixed element w ∈ S onto the solution set, and that under the Assumption (B1). In that purpose we consider the following algorithm ALGORITHM 3
Step 1. Choose w ∈ S. Let z 0 ∈ S. Set k = 0.
Step 2. If ∇ f (z k ) = 0, STOP (z k ∈ SOL(P)). Otherwise, go to Step 3.
Step 3. Compute the next iterate as follows: 
for every (x, y) ∈ C × Q. In this case, Algorithm 3 takes the following form:
where α k ∈ (0, 1) and the stepsize λ k is chosen in such a way that
When Problem (SFP) is considered, the function f is defined, for every x ∈ C, by f (x) = 1 2 (I − P Q )Ax 2 . Then ∇ f (x) = A * (I − P Q )Ax for every x ∈ C. In that case, Algorithm 3 coincides with Algorithm 5.1 in López et al. [13] and takes the following form:
ALGORITHM 3-SFP
Step 1. Choose u ∈ C. Let x 0 ∈ C. Set k = 0.
Step 2. If (I − P Q )Ax k = 0, STOP (x k is a solution to Problem (SFP)). Otherwise, go to Step 3.
where α k ∈ (0, 1) and the stepsize λ k is chosen in such a way that 
Remark 1 Very recently, He and Zhao [28] proposed a Halpern-type algorithm to solve the Split Feasibility Problem (SFP) based on the stepsize given by López et al. [13] . Their algorithm is similar to our Algorithm 3-SFP above, but their approach and proof are quite different from ours. 
Proposition 5.2 Assume that the solution set S O L(S E P) of Problem (SEP) is nonempty and that Conditions

S E P). This solution is the projection of (u, v) onto S O L(S E P).
For Problem (SFP) we recover from Theorem 5.1 the following convergence result due to López et al. ([13] , Theorem 5.2).
Proposition 5.3 Assume that the solution set S O L(S F P) of Problem (SFP) is nonempty
and that Conditions (C3) and (B1) are satisfied. Then Conditions (C1) and (C2) hold and the sequence {x k } generated by Algorithm 3-S F P converges strongly to a solution x * of
Problem (S F P). This solution is the projection of u onto S O L(S F P).
Remark 2 A relaxed version of Algorithms 3, 3-SEP and 3-SFP can be obtained when the feasible sets S, C and Q are described by means of convex inequalities. The procedure is the same as the one used in Section 4 to derive Algorithms 2, 2-SEP and 2-SFP from Algorithms 1, 1-SEP and 1-SFP, respectively. At each iteration, the sets S, C and Q are approximated by half-spaces S k , C k and Q k making the projections easy to compute.
Conclusions
Ageneral Gradient Projection Method has been introduced for minimizing a convex function of class C 1 onto a convex constraint set. When this set is described by convex inequalities, a relaxation was proposed to make explicit the computation of the projections. In a first part, conditions were given for obtaining a weak convergence theorem and after, it was proven that these conditions are satisfied for the particular problems (SEP) and (SFP). In a second part, the Gradient Projection Method has been combined with a viscosity procedure to get a strong convergence theorem. Finally, let us mention that encouraging numerical results have been displayed in [21] where the behaviour of Algorithm 1-SEP has been compared with the classical projection algorithm (2) and the alternating CQ algorithm (3).
