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Abstract
We present the design of Scoop, a system that is designed to efficiently store and query relational data
collected by nodes in a bandwidth-constrained sensor network. Sensor networks allow remote environments
to be monitored at very fine levels of granularity; often such monitoring deployments generate large amounts
of data which may be impractical to collect due to bandwidth limitations, but which can easily stored in-
network for some period of time. Existing approaches to querying stored data in sensor networks have
typically assumed that all data either is stored locally, at the node that produced it, or is hashed to some
location in the network using a predefined uniform hash function. These two approaches are at the extremes
of a trade-off between storage and query costs. In the former case, the costs of storing data are low, since no
transmissions are required, but queries must flood the entire network. In the latter case, some queries can
be executed efficiently by using the hash function to find the nodes of interest, but storage is expensive as
readings must be transmitted to some (likely far away) location in the network. In contrast, Scoop monitors
changes in the distribution of sensor readings, queried values, and network connectivity to determine the
best location to store data. We formulate this as an optimization problem and present a practical algorithm
that solves this problem in Scoop. We have built a complete implementation of Scoop for TinyOS mote [1]
sensor network hardware and evaluated its performance on a 60-node testbed and in the TinyOS simulator,
TOSSIM. Our results show that Scoop not only provides substantial performance benefits over alternative
approaches on a range of data sets, but is also able to efficiently adapt to changes in the distribution and rates
of data and queries.
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Chapter 1
Introduction
The availability of low-cost wireless networking technologies like 802.11 and the emerging IEEE 802.15.4
standard means that the vast array of embedded computers in the world around us will soon be intercon-
nected, promising tremendous advances in a variety of industries.
For example, automobile manufacturers are beginning to deploy wireless infrastructures that can mon-
itor cars-GM's OnStar [2] system for monitoring location and providing emergency services via cellular
networks has been available for several years, but has had relatively little uptake due to the substantial
monthly charges required for the cellular service. GM has indicated a strong desire to expand this type of
technology to include tighter integration with emerging standards for in-car data collection [3], since each
car that is sold is equipped with tens of microprocessors wired to thousands of sensor devices. They would
also like to be able to deliver this data over low-cost WiFi (802.11) and WiMax (802.16) wireless standard
rather than relying on costly cell phone plans that systems like OnStar currently use.
Wireless technology would allow manufacturers to collect this sensor data (with permission from drivers)
to a centralized location, providing better diagnostic and monitoring facilities to individual car owners, and
allowing manufacturers to better understand the performance and usage patterns of cars in the field. For
end users, the availability of this data would enable community web sites that tell drivers how their cars are
performing in terms of fuel economy and wear-and-tear versus other owners of the same car, and alert them
to possible problems based on sensor readings that have precipitated issues in other driver's cars.
Another example might be a factory floor that uses sensors on equipment to measure temperature or
vibrational energy in certain frequency bands. Real-world examples of such deployments (e.g., [4]) typically
consist of some number of battery powered nodes on different pieces of equipment (batteries obviate the
need for expensive and possibly dangerous power wires). Current deployments (like [4]) typically send
all sensor readings to a centralized basestation for analysis, but a more power-efficient approach would
be to collect readings on the nodes, possibly pre-process them locally, and store the values at or near the
detecting nodes in the network. Users could then query the history of readings relevant to their interests.
Different users might query for different types of readings: a maintenance worker may be interested in
recent problematic conditions (e.g., temperatures or vibrational energy over some threshold), whereas a
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foreman or line manager may be interested in a longer-term history of machine temperature profiles or
power consumption. Depending on the application and the rates of data production and querying, users may
query for most or all of the values over time, or they may query for only a small subset of the total readings
that are detected and stored.
For these kinds of applications to be widely deployed, users require a reusable infrastructure that allows
them to monitor information from sensors without concern for the low-level details of networking, power
management, or the difficulties associated with writing bug-free code for embedded microprocessors. Ex-
isting efforts within the sensor networking community to deploy reusable data collection technology for
wireless sensor networks (WSNs) [5, 6, 7, 8, 9, 10] have had some success in making this a reality; several
groups have proposed and built declarative languages and/or efficient query execution substrates that allow
users to focus on the data they want to collect rather than the implementation details of collecting it.
However, these "database-style" systems like Cougar [5], TinyDB [11] as well as many deployments
(e.g, [4, 12, 13]) generally assume that the system is organized into a connected network topology with
some "root" and sufficient network bandwidth to deliver query answers to the user, often at some pre-
selected rate. Unfortunately, the data rates required for industrial monitoring deployments are typically
hundreds to thousands of Hertz [14, 15], which is insufficient to allow current low-power radio technologies
to continuously stream data from thousands of nodes. Even if sufficient bandwidth were available, doing
so would quickly drain the batteries of these devices, suggesting that some kind of in-network storage and
processing of data is needed. Although these systems do allow users to summarize data via aggregates, the
raw readings that comprise those aggregates are not stored; they provide no way for users to revisit data
collected by the system or query different subsets of the data as needed.
In contrast, we are building a system, Scoop, where nodes in a sensor network collect data and collabo-
rate to store it in the network, so as to minimize networking costs associated with storing and querying the
data. Users can then pose queries over this stored data; these queries can be over different subsets of nodes,
ranges of data values, and time periods, allowing users to focus on the data in which they are particularly
interested. This approach yields significant advantages over existing sensor network query systems [11, 5],
most notably:
" Scoop minimizes network bandwidth usage of queries over stored data by optimizing the placement of
data in the network based on the rate at which data is being acquired, the expected values of acquired
sensor readings, and the expected type and frequency of users' queries. This optimization is based on
the insight that recently sensed values are likely to be a good predictor of values a node produces in
the near future; this temporal correlation has been shown to be present in practice in sensor data in
several papers on the use of statistical models for sensor value prediction [9, 8].
* Scoop adapts to changes in the rates of query and data arrival as well as in the distributions of queried
values and sensor readings.
* Scoop allows users to query recent historical data; queries can efficiently select data from different
time and value ranges.
10
* Scoop runs on current mote hardware, uses standard and well-understood networking protocols, and
does not rely on hard-to-implement features such as localization, geographic routing, or precise time
synchronization.
Though there has been some work on in-network storage in sensor networks [16, 7], existing work
typically uses a hashing-based approach, where a hash function that maps data values to network sensor ad-
dresses is used to determine where a given data item should be stored. The disadvantage of such approaches
is that data is sent to a random network location, which can be far away (in terms of network hops) from
the producer of the data. The advantage of using a hash function, however, is that queries can be performed
efficiently, as the basestation node, where the query is issued, can apply the hash function to directly route
queries to nodes that have matching data.
In Scoop, we strive to store data in the location that minimizes the total cost associated with storing and
querying the data from the basestation. To achieve this, Scoop relies on statistics about recent historical
readings from each node to estimate likely future readings. Scoop periodically collects such statistics at
the basestation and computes an owner, o,, for each value v. The resulting map, the storage assignment,
maps the attribute's domain (e.g., different temperature values) to nodes. The storage assignment is then
distributed through the network. Nodes use the storage assignment to determine to which node they should
send recent sensor values. The basestation uses it to answer user queries. Storage assignments are peri-
odically recomputed, allowing Scoop to respond to changes in frequencies and distributions of data and
queries. The storage assignment that the basestation generates minimizes communication costs subject to
the assumption that nodes will continue to produce readings similar to their recent readings.
In this thesis, we present the design and an evaluation of our implementation of Scoop. We frame the
problem of constructing a storage assignment that maps a sensor value to the network node that should store
that value as an optimization problem that computes the minimum cost storage assignment and describe an
algorithm that selects an optimal assignment of data to nodes based on this optimization. We also describe
variants of this basic optimization problem and describe heuristic solutions to these more complex problems.
In all cases, we show that our algorithms perform well for a range of synthetic and real world sensor data.
We discuss the architecture of the Scoop prototype we have built, focusing on its network efficiency and
tolerance to faults that are common in the wireless sensor network domain. Finally, we evaluate the results
of both a real-life deployment of Scoop and simulation results. We compare Scoop to several alternative
algorithms and show that it strictly dominates all of them in terms of total number of radio messages required
to complete a particular query workload, often outperforming them by several hundred percent.
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Chapter 2
Background
In this chapter, we briefly summarize the current state and expected trends of sensor networking technology
to, focusing on the limitations and capabilities that motivate the design and implementation decisions we
have made in Scoop.
2.1 Hardware
Current-generation hardware has a small amount of RAM with a significantly larger amount of (non-volatile)
Flash memory, where Scoop stores its intermediate query results. Future generations of devices will certainly
have both more RAM and Flash, particularly as consumer devices like digital cameras and MP3 players have
led to the commoditization of very low-power, high capacity Flash memories.
Communication In WSNs, radio communication tends to be quite lossy without retransmission; motes
drop significant numbers of packets. At very short ranges, loss rates may be as low as 5%; at longer ranges,
these rates can climb to 50% or more [17]. Though retransmission can mitigate these losses somewhat,
nodes can still fail, move away, or be subject to radio interference that makes them temporarily unable to
communicate with some or all of their neighbors. Thus, any algorithm that runs inside of a sensor network
must tolerate and adapt to some degree of communication failure.
First generation mote radios provide a single, shared, 38.6 kilobits per second (Kbps) communication
channel. The actual, usable application bandwidth is closer to 10 Kbps once channel access and packet-
header overheads are figured in. Channel access is particularly expensive in ad-hoc networks with large
numbers of nodes, because devices end up repeatedly sampling the channel and backing off until they can
receive access [18]. Next-generation 802.15.4 radios will increase the maximum raw bandwidth to 250
Kbps; delivered throughput will be closer to 100 Kbps. Note that this number is still small relative to the
amount of data many industrial monitoring applications are likely to produce [19].
For example, in a typical Intel fabrication plant, there are 800 pieces of equipment, each of which has 3-5
vibration sensors sampling at about 5 KHz. At 12 bits per sample, this amounts to 800 x 4 x 5000 x 12 = 192
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Mbps maximum data rate [20]. Of course, not all of these devices need to be sampled continuously, but even
if each device is only sampled for ten seconds a day, the raw data would still consume more than 22 Kbps,
not including the costs of multiple transmissions to route the data over the multihop network. The goal in
Scoop is to store data as locally as possible, either on the node that produces the data or at some nearby node
in the network. By storing data locally, the effective bandwidth of the network is increased as not all nodes
are contending to deliver data to the basestation. Instead, nodes in local sub-areas which do not interfere
with the transmissions of other sub-areas exchange and store data with each other.
It is unlikely that sensor network radios will ever deliver the high data rates that are seen in higher-power
radio-based networks like 802.11 g since the power levels in such high-rate networks are so much greater-
the power consumption of an average 802.11 card is typically on the order of I Watt; mote radios use about
10 Milliwatts.
Power Because sensors are battery powered, power consumption is of utmost concern to application de-
signers. Power is consumed by a number of factors; typically communications dominates this cost [6, 21].
Each message on first generation radio hardware consumes about .15 mAs of energy; on a 2000 mAH bat-
tery, this is sufficient to transmit about 48 million messages-one node sampling at 10 KHz transmitting
10 samples per message would consume a set of batteries in 13 hours, i.e., not long enough for most pur-
poses. In this thesis, we focus on algorithms that minimize the number of radio transmissions. We note
that, if careful power management is not used, the cost of listening to the radio will actually dominate the
cost of transmitting, as sending a message takes only a few milliseconds, but the receiver may need to be
on continuously, waiting for a message to arrive. One way that this issue is often addressed is by using a
technique called low-power listening [22], where receivers sample 1 out of every k bits on the radio to see
if someone is sending a message; if they detect a message, they wake up and begin receiving at full speed;
otherwise, they sleep for the remaining k - 1 bit-times. Senders precede each message by a k-bit preamble,
thus ensuring that receivers never miss a message. By setting k to a large value, e.g., 100, it is possible
reduce the cost of listening by approximately 1/k, while increasing transmission cost by only k bits. With
appropriately aggressive low-power listening, the total number of messages transmitted on the radio channel
dominates power consumption.
Current trends suggest that the cost-per-bit of radio transmission will continue to dominate the cost
to store and retrieve data from memory--even relatively power-hungry non-volatile flash. For example,
a current-generation Micron Technology 128 Mbit NX25P32 flash can erase and write a 64 kbyte page
in .87 seconds for a total energy cost of about 15 mJ. Thus, writes cost are about 28 nJ/bit. Reads are
substantially cheaper. In contrast, a radio that can deliver 100 kbit/sec of application data (such as current
generation 802.15.4 radios) consumes about 15 mJ of power per second, for a total energy consumption
of about 700 nJ/bit. This is merely the cost to send data over one radio hop; sending over multiple hops
further aggravates the cost of radio communication versus local storage. Hence, current generation Flash
technology is about two orders of magnitude less expensive to write than it would be to send the same data
over a radio; for this reason, we believe reducing the amount of communication is of critical importance.
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2.2 Software
Motes run a basic operating system called TinyOS [23], which provides a suite of software libraries for
sending and receiving messages, organizing motes into ad-hoc, multihop routing trees, storing data to and
from flash and acquiring data from sensors. In this section, we briefly summarize the features of TinyOS
that are salient to the design of Scoop.
Networking software TinyOS provides small, fixed-length packets. In Scoop, we use 64 bytes packets,
of which 52 are available for application use-another 5 are used by the network link layer and another 7 by
the multihop routing layer. TinyOS does not provide any segmentation, so applications must fragment any
data they wish to send into 52 byte chunks themselves.
TinyOS provides a simple link-layer that allows nodes to exchange messages with other nodes that are
within radio range. Multiple nodes that want to send messages concurrently negotiate channel access using
a CSMA protocol that is a variant of the protocol used in a shared Ethernet [18].
The most common multihop networking protocol in WSNs is tree-based routing. Tree-based routing
organizes the nodes in the network into a spanning tree rooted at the basestation, i.e., the root of the tree.
This tree allows the basestation to collect data from or disseminate data to all of the nodes in a network. The
most basic tree-formation protocol works as follows: each node periodically sends out a heartbeat message
that informs other nodes of its existence; this heartbeat message includes the node's id and a hopcount
indicating its distance from the basestation. All nodes except the basestation initially set their hopcount
to oo; the base station sets its hopcount to 0. When a node hears from a parent that has a hopcount h which
is lower than its own hopcount, it selects that node as a parent and sets its own hopcount to h + 1. In
this way, parent selection propagates from the network root down until all nodes have selected a parent. In
practice, there are a number of additional details involved in tree-formation, such as avoiding the formation
of routing cycles and preventing a node from selecting a low-hopcount parent that it has a poor connection
with in favor of a higher hopcount parent with whom it has a better connection. The details of such protocols
are covered work by Woo et al. [17] and DeCouto et al. [24].
There are other routing protocols that have been developed for ad-hoc networks [25, 26, 27, 28] that
offer more general purpose (e.g., not just many-to-one) routing. The difficulty with building such protocols
for ad-hoc networks is that simply remembering the routes from every node to every other node consumes
significant amounts of memory and is very hard to keep up to date given the rate at which wireless topologies
change (even in the absence of node failures, interference patterns can shift rapidly and dramatically). Thus,
existing many-to-many protocols fall in one of two categories: either they, 1) discover routes for each packet
(as is the case in AODV [26] and DSDV [27]), which has a high network overhead but works even in very
dynamic networks, or 2) rely on some coordinate space for routing purposes. For example, GPSR [25] routes
by geographic location, using a greedy protocol to forward packets progressively closer to their destination
(which is defined to be the node nearest to a given physical location). Neither of these approaches is well
suited to Scoop, since low-overhead routing is important and we do not wish to assume the availability of
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location information. We do compare against an existing in-network hash-based storage approach that uses
GPSR and show that our techniques significantly outperform it.
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Chapter 3
Design of Scoop
The goal of Scoop is to provide an efficient, queryable store for recent historical data from sensor networks.
We have two efficiency goals: first, we seek to minimize the power consumed storing and querying data
in the sensor network; our storage scheme adapts to the rate and types of queries by adjusting where it
chooses to place data in the network. Second, we wish to avoid protocols that require any one node to send
or transmit an undue number of messages. For example, in a high data rate sensing environment, sending
all data to the root of the network will likely overwhelm nodes around the root with traffic, causing many
messages to be lost.
Scoop is designed to work on current mote-class hardware; our implementation runs on Mica2 and
Cricket nodes from Crossbow corporation [1] and is written in TinyOS [29]. Hence, we are assuming an
environment with limited power and radio bandwidth. Given technology trends, we believe these resources
will remain relatively scarce into the near future, especially as sensornet applications move towards higher-
rate domains such as industrial [19] and medical monitoring.
3.1 Overview
Scoop operates on a network of nodes that sample data at a certain sample rate and store that data within the
network. An occasionally connected user issues queries over this data from a basestation at a certain query
rate. In this thesis, we focus on queries consisting of a range of sensor values and times to be queried, or of
a list of nodes and times to be queried. Queries are routed to nodes in the network that might have matching
data, and query results are returned.
In the absence of any information about the values that have been produced by sensors, every node could
potentially have matching data, and thus answering a query requires flooding the network. Since such floods
consume large amounts of network bandwidth (and energy on the nodes), we would like to avoid them when
possible. A simple way to do this is to collect statistics regarding what data a given node has recently stored,
and then use those statistics to determine the subset of nodes that may satisfy a given query. This approach,
however, only allows us to answer queries over data older than the last set of statistics that were collected,
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and can still require that a large number of nodes be queried if many sensors produce values in the queried
range.
Instead, in Scoop, the basestation uses collected statistics to generate a storage assignment that tells
nodes where in the network a given data item should be stored in the future. The insight here is that if a
node has recently produced a particular sensor reading, it is likely to produce readings around that value in
the near future. When a node produces data, it uses the storage assignment to determine the set of nodes
responsible for storing such data items, and picks the nearest one to send the data item to, or, if the node
itself is in the set, it stores the data item itself. To satisfy queries, the basestation needs only talk to nodes
that could possibly store data according to the storage assignment. Of course, building an optimal storage
assignment that minimizes network overhead and making use of it despite the network loss and shifting
nature of sensor network connectivity is non-trivial; we focus on these challenges in Section 4 and 5 below.
In the remainder of this chapter, we discuss the major pieces of the basic Scoop architecture.
3.2 Implementation overview
This section briefly outlines several aspects of the implementation of a Scoop sensor network. In particular,
we review how Scoop divides time, how the network nodes build a routing tree, how Scoop collects statistics,
and how nodes handle data they collect.
Time Time is divided into epochs. An epoch is defined as the time during which a certain storage assign-
ment is active. The basestation disseminates new storage assignments at a certain rate, which may vary from
deployment to deployment. Nodes need not and cannot easily be strictly synchronized: a storage assignment
may fail to disseminate to some nodes due to network conditions. Nodes that successfully receive the new
storage assignment will transition into the new epoch as soon as they can, using the new storage assignment.
Nodes that fail to receive the full storage assignment will keep using the most recent complete assignment.
Network Nodes collectively build and maintain a routing tree of the sort that is commonly used for data
collection in sensor networks [17], as described in the previous section.
In addition to choosing a parent as a part of routing tree formation, a node also keeps track of its children
which allows Scoop to disseminate queries selectively down certain branches of the routing tree. Finally,
each node keeps track of the nodes in its direct network neighborhood which helps it route data items
efficiently. These topics are discussed in more detail in Section 5.
Statistics A node periodically transmits statistics about its network neighborhood and about about the data
it produces up the routing tree to the basestation in summary messages. The basestation uses these summary
messages from all the sensors to generate a storage assignment (see Section 4).
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Sensor readings When a node produces a reading, it stores it locally (to support queries for data from
a specific node id) and, if necessary, sends it to the appropriate node as indicated in the active storage
assignment. The exact protocol for routing these tuples is described in Section 5.5. When a node receives a
tuple to store, it inserts it into a result buffer of readings for the current epoch. Note that tuples may contain
several attributes, though we only consider storage assignments based on a single attribute in this thesis. If
there is insufficient storage to store a given reading, the node discards the oldest reading it currently stores,
discarding data from epoch e - 1 before any readings from epoch e are discarded.
3.3 Queries
A user can issue queries from the basestation. By default, queries issued by the user relate to data produced
in the current epoch. However, a user can override this behavior to query historical data, in which case the
basestation uses the storage assignment that was active during the epoch corresponding to the user specified
time to determine the set of nodes to contact.
The storage assignment determines whether the query is sent to all, some, or even none of the nodes
(if all the required data is available on the base station already). In this work we focus on range queries;
for example, a user may query for all of the tuples with temperature value between 23 and 26. Once this
data is retrieved it can be processed using a traditional query engine-our focus is on efficiently storing and
retrieving this data.
A range query thus consists of a select list of attributes (e.g. light, temperature) to be queried, a time
range specifying a minimum and maximum timestamp of interest, and a set of attribute ranges specifying
the minimum and maximum ranges of interest for each of the attributes. In general, the user may include any
of a number of attributes in the select list. If there are multiple storage assignments available for different
attributes used in the query, the query executor estimates the most selective storage assignment based on
the query predicate and stored statistics for the time range being queried and uses that predicate to retrieve
the answer. It then filters the result set based on the remaining predicates in the time and attribute ranges.
Queries for values from a specific node simply consist of a time range and a node list that specifies the nodes
of interest to the user.
When the executor issues a query, it converts the time range specified in the query into an overlapping
assignment set that specifies which epochs' storage assignments should be used to lookup query results and
attaches this set to the query as it is sent through the network. For example, if node 01 was responsible for
storing a certain value, v, during epoch e and a different node, 02, was responsible for storing v during epoch
e - 1 then both o1 and 02 will be in the overlapping assignment set if a user queries for a value range that
includes v over a time range that includes both epoch e and e - 1. When a node receives a query, it uses the
overlapping assignment set to determine which of its result buffers it should query for results to send back
to the basestation. The node filters the data locally in each of these buffers according to the query predicate
and sends back one or more messages containing these results. If a node does not have results for a given
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epoch because it has evicted this data, it indicates this in the result message, and the user is notified that
some of the data he or she requested has been evicted.
With a megabyte of Flash memory, a Scoop node can store about 670,000 12-bit sensor readings. Thus,
at 1 KHz, users will be able to query about 10 minutes of historical data (assuming that each node stores
an equal share of the data), which is sufficient for many of the applications we wish to support in Scoop.
Given that 128 megabytes of SD Flash for a digital camera currently costs about $15 US, it seems probable
that future generations of mote-like devices (which cost more than $100 US today) will include tens of
megabytes of storage.
We cover the networking issues related to query dissemination and result collection in more detail in
Section 5.6.
3.4 Putting it all together
Figure 3-1 to Figure 3-6 show the overall architecture of Scoop in terms of all the different types of messages
that the system uses.
First, a user configures the system by setting various system parameters. The base station (re)configures
the system using configuration messages that are disseminated to all nodes in system. This process is
displayed in Figure 3-1.
Periodically, nodes send summary messages to the basestation, as depicted in Figure 3-2. These sum-
mary message contain various statistics about the most recent epoch, including a coarse-grained histogram
that captures the distribution of sensor readings over that epoch.
The basestation uses these statistics to generate a new storage assignment-a map that tells nodes where
in the network to store data they generate-and disseminates it via mapping messages, see Figure 3-3. As
nodes collect data, they use this map to determine where to store their data and send data to each other using
data messages, as depicted in Figure 3-4.
When a query message arrives from the user, the basestation determines which nodes may have answers
to the query and sends them a query message. Nodes which have matching data send reply messages with
the matching tuples, which are forwarded through the root to the user, see Figure 3-5.
Meanwhile, nodes continuously send heartbeat messages to inform neighbors of their presence, see
Figure 3-6, right.
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Chapter 4
Storage assignment
In this chapter, we focus on the core optimization problem in Scoop: constructing a storage assignment that
tells nodes where to store their data.
A storage assignment maps every value in the domain of an indexed sensor attribute to one or more
nodes where that value will be stored. These nodes are the owners of that value. At any one time, a given
Scoop network may maintain several different storage assignments over different attributes. We describe
the algorithm that the basestation periodically runs to generate a new storage assignment based on statistics
about the network topology, inter-node connectivity, recent query rates, and recent values produced by nodes
in the network. However, depending on application requirements, other information, such as query type
and patterns, power consumption, storage capacity on nodes, the expected reply volume, or even the cost
associated with disseminating the storage assignment itself may be used to optimize the storage assignment
even further; we discuss these issues briefly in Section 4.6.
We begin by considering the case where there is exactly one owner per attribute value in Section 4.3.
However, in dense or geographically large networks, having multiple candidates per value allows nodes to
pick the nearest candidate; we sketch an exponential time optimal algorithm in Section 4.5 which selects the
best number of candidate values. Because of the complexity of this algorithm, however, we also present a
heuristic to find good multi-owner mappings.
4.1 Data structure
A storage assignment is implemented as a value range -- node ID mapping. Figure 4-1, for example, shows
a mapping that describes a storage assignment for temperature. The left column is a range of values; the
right column is the owner's ID, i.e., the node that is to store these values. Nodes may have multiple non-
overlapping ranges assigned to them. For example, in Figure 4-1 node 2 stores temperature readings of 0-12
and 21-29 degrees.
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Temperature
range node
0-12 2
13-15 1
16-20 6
21-29 2
78-90 5
Figure 4-1: A storage assignment for temperature.
4.2 Statistics
In its current implementation, the Scoop basestation relies on four sets of statistics to generate a storage
assignment. These statistics are updated periodically, either as they are received from nodes in the network
or as the user issues queries. We describe these statistics and the role they play in generating a storage
assignment.
* Value histograms: The basestation stores one histogram per attribute per node, which it receives from
the nodes periodically in summary messages. A histogram captures the distribution of sensor readings
on that node over recent history. Assuming that history is a good indicator of likely readings in the
future, the histogram is used to compute Pvalue(v, a, s), i.e., the probability that attribute a on node s
will take on value v. Histograms consists of nBins fixed-width bins. The value in bin n is the number
of readings between min+n((max-min+ 1)/nBins) and min+ (n+ 1) ((max-min+1)/nBins),
where min and max are the smallest and largest values a has taken on at s during recent history. For
example, if min = 1, max = 100, and nBins = 10 and a node produced 8 readings between 50
and 60, the 6th bin (n = 5) in the histogram would have height 8. Palue (v, a, s) can be computed as
follows, assuming that the probability that a sensor takes on any value in a bin is uniformly distributed:
Pvalue (v, a, s) :
binWidth = (max - min + 1)/nrBins
bin = (v - min)/binWidth
P(vlbin) = 1/binWidth
P(bin) = height(bin)/(Ebe Bins height(b))
return P(vlbin) - P(bin)
* Query histograms: The basestation keeps a histogram per attribute reflecting the value ranges that
have recently been queried by the user. The query histogram is used to compute the value of a
function Pquery (v, a) that is the probability that value v of attribute a will be queried. The value
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of Pquery is computed from the histogram in a similar fashion as PaIue, based on queries received at
the basestation during the last epoch.
" Partial topology information: The basestation keeps a graph, G, which captures its knowledge about
the current structure of the sensor network topology. All Scoop messages contain some information
about parent/child relationships between nodes (see Section 5.1). In addition, each summary message
contains a list of the node's 12 best connected neighbors, sorted by link quality. (12 node IDs is
simply what will fit in one network packet in addition to a histogram.) Combining this information,
the basestation can build G, which is a partial representation of the true network topology. Nodes in G
represent sensors, and edges represent the fact that a pair of nodes can communicate with each other.
Using G, the basestation can compute hops(a, b), the estimated number of hops between a pair of
nodes a and b. We use hops to estimate the cost of a storing a data item on b. There is one exception:
if a path P from a to b in G passes through the basestation, hops(a, b) returns hops(a,base), since it
is more efficient for the basestation to simply retain any tuples it hears than it is to send the data on
to b. This means that some of the results needed to answer any query may be stored at the basestation;
also, the basestation may need significantly more storage than other nodes in the network.
" Attribute minima and maxima: Finally, the basestation stores the largest and smallest value of each
attribute that each sensor has produced recently, as well as the global minimum and maximum.
In the formulas shown below, we omit the a (attribute) parameter from the various functions, since we
consider storage assignments for only one attribute.
We discuss the networking issues associated with collecting these statistics in Section 5.
4.3 Optimization problem
For each possible attribute value, the basestation assigns one owner, i.e., the node responsible for storing
that value. Formally:
map[v] = o,
Sensor ov is the owner of value v. We first define the optimization problem, and then describe the basesta-
tion's algorithm for finding the mapping.
Intuitively, the best owner for a value v is the one with the optimal storage-cost/query-cost trade-off.
The total expected cost of assigning v to o is CT(o, v), which is the sum of CS(v, o) (the expected cost to
store values of v at o) and CQ(v, o) (the expected cost to query o about v). The best owner is the node for
which CT is lowest. Formally:
map[v = argmin CT(v, x)
where
CT(V, o) = CS(v, o) + CQ(V, o)
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CS(v, o) is the sum over the set of all nodes of the expected rate at which a node produces value v times the
cost of shipping v from that node to o. Formally:
CS(V, o) = Z R(s, v) - C,40
scA
where A is the set of all nodes and R(s, v) is the rate at which node s produces value v:
R(s, v) = samplerate . Pvalue(s, V)
where Pvalue(s, v) is estimated from the value histogram as described above. C,-yo is the cost of shipping a
packet from s to o:
Cs=O = packetsize -hops(s, o)
CQ(V, o) is the cost of querying o about v. This is the expected rate at which queries need to contact o
about v times the cost of querying o, which is the cost of sending one request packet and one or more reply
packets. Formally:
CQ(V, o) QR - Pquery(v) . (Cbase*o + #replies - Co>base)
where QR is the rate at which the basestation issues queries. Here, the QR -Pquery (v) quantifies the trade-
off between placing the owner of v close to the nodes that produce it or close to the basestation that queries
it-the more frequently a value is queried, the closer to the basestation it should be stored. We can compute
QR by observing the average number of queries issued per epoch over the past few epochs.
4.4 Algorithm
Figure 4-2 shows the buildrnapp ing algorithm that the basestation runs to generate a storage assignment.
This algorithm assumes that all sensor readings are integers, which in practice is true since sensors discretize
real-valued fields with some some precision (e.g., 12-bits).
The outer loop iterates through every value v of an attribute (from absmin to absmax, the smallest and
largest value reported by any node for this attribute) and computes the best owner o and stores this in map[v].
It does this by iterating through all nodes and computing the storage cost if node o were to be the owner
of v. The cost of storing v at o is computed in the innermost loop which sums up the cost of shipping v from
every node s to o, taking into account the respective probability that nodes s generates v. We also compute
the cost that will be incurred by queries looking for v as two times the depth of the node at which v is stored
times the rate at which v is queried.
The time-complexity of this algorithm is O(Vn2), where n is the number of nodes and V is the number
of values in the domain of the attribute.
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build-mapping(nodes, attr, absmax, absmin)
{ absmin/absmax is lowest/highest value from last epoch}
for v = absmin to absmax do
bestcost = oc, best-o = undef
{iterate through all potential owners for v}
for all o C nodes do
cost = 0
{iterate through all nodes to see if they generate v}
for all s E nodes do
prob = Pvaiue(v, attr, s)
cost += hops(s, o) * prob * sample-rate
end for{s E nodes}
querycost = (2 * depth(o)) * Pquery(v, attr) * QR
cost += querycost
{is o the best owner for v seen so far?}
if cost < bestcost then
bestcost = cost
best-o = o
end if
end for{o c nodes}
{best-o is undefined if no node produces v}
map[v] = best-o
end for{absmin .. absmax}
Figure 4-2: The basestation's algorithm to find a storage assignment.
4.5 Multiple owners
The algorithm in Figure 4-2 produces a storage assignment that has one owner per value. However, in
dense or geographically large networks, it may be advantageous to assign multiple owners to one value. For
example, if two nodes in remotely separated regions of the network both frequently produce value v, having
both of them own v avoids forcing one of them to ship large amounts of data to the other. Note that it is
not always beneficial to store data at multiple locations, since when querying for a particular value, we must
then interrogate several nodes.
We can extend the above algorithm to consider the possibility of multiple owners by making the second
for-loop, which iterates over possible owners of v, consider all possible subsets of owners, rather than just
one individual owner. Given a set N of sensors, there are IN*I = 2INI such subsets of N, where N* is the
power set of N.
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Clearly, iterating over this many subsets is too expensive to consider for large values of INI. Instead, for
the multiple owner case, we consider several heuristics to identify multi-owner storage assignments that we
expect may sometimes perform well:
" We compute the expected cost of a local storage assignment, where all nodes store all values locally.
" We compute the expected cost of a base storage assignment, where all nodes route all values up the
routing tree to the basestation.
* For each value, we compute the expected cost of assigning it to up to k owners, where k is a small
integer constant. There are . k} (INI) such assignments for each value. For k = 2, this is
n. n(n-1) = O(n 3 ). In our experiments below, we only consider the case where k = 1 (corresponding
to the algorithm shown in Figure 4-2, plus the first two heuristics).
Scoop computes the minimum expected storage cost storage assignment from all the possible storage
assignments generated by these 2 + k options. As above, this comparison takes into account the probability
of values as reported by the nodes, their network neighborhood, and, if known, the probability of querying
certain readings. The storage assignment deemed most optimal is picked and disseminated to all nodes, as
described in Section 5.4.
4.6 Optimization constraints
In its current form, this basic algorithm minimizes the total network overhead by using the expected number
of messages as its cost function. However, by changing this cost function or by using other statistics, the
basic algorithm can be extended or changed in a number of directions. Because we have a large collection
of centralized statistics, a number of relatively sophisticated optimizations are straightforward. We discuss
some possible changes to the basic algorithm in Figure 4-2.
We can easily subject the optimization of storage placement to one or more constraints by changing the
cost function. For example, we might want the algorithm to pick nodes with more available storage space.
The modified section of the algorithm would be:
cost = 0
{iterate through all nodes to see if they generate v}
for all s c nodes do
prob = Pvaiue(v, attr, s)
cost += hops(s, o) * prob * sample-rate
end forcost *= percentage-full(o)
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...where percentage-f ull(o) is the percentage of storage space used on node o.
Alternatively, the algorithm could find nodes where more than j Joules of energy remains. Note that this
requires hardware on the nodes that can report the status of the battery. In addition, the node would have to
periodically report these statistics to the basestation.
A number of variations of the mapping algorithm and storage scheme are also possible, depending on
user needs. For example, if users are particularly concerned about availability of results, we can specify
multiple required destinations for each value (as opposed to multiple optional destinations, as in Section 4.5
above). In that case, the algorithm picks not just the single best owner, o, but the best o and 02 for which
cost is lowest. Depending on the required availability, the number of copies may be scaled up at a higher
cost of storing data items. Querying data will be equal or cheaper (as one of the suboptimal copies may be
closer to the basestation).
If a user is concerned about the response time of queries, the algorithm should compute a higher cost
for nodes further away from the basestation. This affects the querycost term in the algorithm: it could be
expressed in terms of number of hops (or expected number of transmissions) from the basestation to the
relevant node (for the query) and back (for the reply).
Thus, Scoop can be used to generate a number of storage policies simply through small variations in the
centralized optimization algorithm.
29
30
Chapter 5
Networking activity
In Scoop, nodes send and receive various types of network messages for routing tree maintenance, statistics
collection, and query requests/replies. In this section we discuss in greater detail the various Scoop network
activities, focusing in particular on the techniques we use in Scoop to provide query answers despite the
high likelihood of networking faults in our environment.
5.1 Packet header
origin o-parent sender s-parent
seqno depth hopcount
Figure 5-1: Scoop packet header
Every Scoop message has a packet header (Figure 5-1) that contains the ID of the origin, i.e., the initial
sender of the packet, the ID of the origin's parent in the routing tree, the ID of the sender of the packet,
and the sender's parent ID. Origin and sender will differ only if the packet has been forwarded by an
intermediate node. The basestation can infer several parent/(sub)child relationships from each packet which
helps it estimate the hops function for the storage assignment.
The packet header also contains a per-node sequence number that other nodes use to estimate inter-node
link quality by snooping on all network traffic and counting the number of packets they missed.
Finally, the Scoop packet header has a depth field that is the origin's depth in the routing tree, and a
hopcount field that gets incremented each time a packet is forwarded. These are used by the basestation
to guess the number of hops between two nodes if they are not each other's neighbors (by subtracting the
reported depth of two different nodes).
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5.2 Topology maintenance
Scoop maintains a routing tree rooted at the base station to efficiently route packets among the nodes and
between the nodes and the basestation. We use a slightly modified version of the MultiHop [17] algorithm
in TinyOS: a node more aggressively sends probes to find a parent when it has none, but then backs down
once it picked a parent. This reduces the time it takes for a network to stabilize and to form a routing tree.
Each node keeps track of its children and all nodes it can reach through its children by storing the origin
of packets it forwards in a child table. For each child a-, a node stores y's ID that x's packet came through.
In addition, for each x, a node tracks the last time it routed a packet for x and the number of hops between
itself and x. A node periodically evicts children it has not heard from for several epochs to avoid claiming
children that are now in another branch of the routing tree; this helps reduce traffic when routing queries.
To maintain information about link quality and neighboring nodes needed for the summary messages
sent to the root, we use information collected as a part of the standard TinyOS MultiHop routing algo-
rithm [17].
As mentioned above, a node also measures the link quality between itself and its neighbors. A per-node
monotonically increasing sequence number on all Scoop messages a node sends allows its neighbors to
estimate the link quality by counting the number of messages they did not receive. This technique requires
that nodes inspect all packets, even those not explicitly sent to them. Notice that a neighbor may or may not
be a parent or child in the routing tree. Nodes periodically send information about their most well-connected
neighbors to the basestation in summary messages.
The basestation uses the topology information in the various messages to estimate the distance between
node pairs. This data is used to implement the hops function in the storage assignment algorithm from
Figure 4-2 as described in Section 4.2.
5.3 Summary messages
Nodes periodically send a summary message to the basestation which contains the minimum, the maximum,
the sum, and a coarse histogram over the R most recent readings, see the packet structure in Figure 5-
2. Summary messages also include a sorted list of a node's most well connected N neighbors. Current
parameter settings in Scoop use 10 bins per histogram and N = 12, since those are the largest sizes that can
fit into a single radio message.
Generating summary messages at a high rate provides the basestation with accurate data, at the cost of
more overhead. Conversely, keeping the summary message rate down reduces the overhead, at the expense
of inaccurate data at the basestation and, hence, a lower-quality storage assignment. To avoid congestion
near the top of the routing tree, a node inserts a random delay before sending its summary message.
If a particular summary message is lost while it is being transmitted to the basestation, the basestation
will use any old statistics it has for that node. Since summary statistics are sent relatively frequently, the
basestation is generally up-to-date with respect to the statistics on every node-in our experiments, about
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Scoop packet header
attribute minimum maximum sum
histogram[ ] neighbors[]
Figure 5-2: Scoop summary packet
40% of summary messages do not reach the basestation. The basestation may have old statistics for a few
nodes, but, in practice, this does not significantly impair the overall performance of a storage assignment.
One optimization to reduce the number of summary messages exploits the fact that the basestation will
continue to use old information: nodes send a new summary message only when it differs significantly from
the last summary message (i.e., if any of the reported numbers is more than 5% higher or lower than the
previous reported number). To ensure that the basestation receives all summary messages, it indicates nodes
from which it is missing a summary in outgoing query messages.
5.4 Mapping messages
After generating a storage assignment, the base station needs to disseminate it to all nodes in the network.
It does so by splitting the storage assignment into different mapping messages (since it is unlikely to fit
into one message in its entirety) and uses the Trickle [30] implementation in TinyOS to disseminate each
mapping message. Trickle uses a gossip-based probabilistic flooding protocol to reliably disseminate data
throughout a sensor network. To avoid congestion, and to allow the message to trickle through the entire
network, the base station pauses several seconds between injecting consecutive mapping messages.
Each mapping message contains an identifier for the attribute, the number of mappings in this particular
packet, the total number of entries in the entire mapping (of which this packet is only a part), a monotonically
increasing epoch ID to identify the storage assignment that the mapping message is part of and the total
number of entries in the storage assignment. The remaining space in the packet is filled with (valuefrom,
valueto, ID) tuples, each of which indicates that readings between valuefrom and valueto are to be
routed to node ID. The Scoop map message header is depicted in Figure 5-3.
When a node has received all mapping messages that constitute a storage assignment, it adopts this new
storage assignment, transitioning into the new epoch. As mentioned before, a node that fails to receive all
mapping messages continues to use the old storage assignment. If a node receives a mapping message with
an epoch ID greater than the storage assignment's epoch ID that it is currently assembling, it simply discards
the incomplete storage assignment and starts assembling the newer one. A node never discards its current
storage assignment until it has a complete newer one. In Section 5.5 below we explain how to route data in
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Scoop packet header
attribute nmappings total epoch
from[] to[] owner[]
Figure 5-3: Scoop map packet header
the face of different active storage assignments.
If the storage assignment is large (i.e., consists of many entries), disseminating it in its entirety can be
time-consuming and costly. Even worse, for larger storage assignments, it is more likely that nodes will
fail to receive some of it. Hence, we apply a simple technique to reduce the size of a storage assignment:
Scoop compacts the storage assignment by coalescing adjacent values that map to the same node into one
value range. To reduce the size even further, the basestation may aggressively coalesce consecutive values
in the mapping by merging together two consecutive ranges if they are separated by fewer than v values. Of
course, this can result in several nodes owning a value, one or more of which can be sub-optimal. However,
it provides a simple way to constrain the size of the mapping, and allows Scoop to deal with the case where
the domain of an attribute is very large.
Finally, to avoid congestion during the dissemination process, the base station pauses briefly between
two consecutive mapping messages to let a potential broadcast flurry die down.
5.5 Data messages
A node periodically acquires data from its sensor(s) and uses its storage assignment to determine where to
store it-either locally or on some other node. In either case, the node uses the value locally for the purpose
of generating the next summary message.
If the storage assignment dictates that a data item should be stored on another node, the producer checks
whether that node (the data's "owner") is a neighbor and, if so, sends the data directly to the owner, who
stores it.
If the value's owner is a child node or a node reachable through a child (a node can look this up in its
child table), it is sent down the appropriate branch of the routing tree. In all other cases, the data is sent up
to the parent, who tries to route the packet in similar fashion. If data ever reaches the root of the routing tree,
i.e., the basestation, it is stored there, and not routed back down the routing tree. Hence, all data is either
stored at the destination specified in the current mapping or is simply sent to the basestation. Experimental
results show that this routing heuristic works well.
If the storage assignment maps the data to multiple nodes, the packet is routed towards the nearest node
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(according to the node's neighbor table and/or knowledge of its children). If, as a data message is forwarded,
the forwarding node has a choice of multiple owners at which to store the data, it breaks ties by selecting an
owner randomly to spread the storage costs out as much as possible.
Scoop reduces the number of data packets by batching up to n sensor readings destined for the same
node together into one packet (by default we use n = 5). As soon as a reading destined for another node
is produced or the number of readings in the current data packet exceeds n, the previous message is sent.
Applications can set the value of n. in configuration messages.
Scoop packet header
attribute owner epoch
data[] complete?
Figure 5-4: Scoop data packet header
Recall that different nodes may use storage assignments from different epochs. Consequently, nodes
may disagree about where a data item should be stored. To prevent infinite routing loops that may result,
data packets have two fields, owner and epoch (see Figure 5-4), which specify the data's owner according to
its current storage assignment. If a forwarding node's epoch is higher than the packet's epoch field value, it
may override the owner and epoch field of the packet and route according to the newer storage assignment.
It can thus happen that node n sends a packet to node m only to have it bounced back because m (or some
node between n and m) has a more recent storage assignment that maps the data to Tn. Various techniques
could be applied to prevent this from happening multiple times-nodes could learn from such loops, or
gossip relevant parts of the mapping to each other-but we have not implemented any of these yet.
Data message delivery is only as reliable as the underlying topology provided by TinyOS. By default,
messages are acknowledged by the TinyOS link-layer, and if an acknowledgment is not received, the mes-
sage is retransmitted up to three times. For low-contention networks, this leads to better than ninety-five
percent reliability, but in times of high contention, loss rates can still be significant [31].
5.6 Query messages
To satisfy a query, the basestation uses the storage assignments in the overlapping assignment set to deter-
mine the set of nodes, N, that may have data which satisfies the query. The basestation first scans its own
local store for matching readings that were routed to it during the execution of the data routing algorithm.
The basestation then creates a query packet for all nodes in N. A query packet contains a bitmap in
which the bits that correspond to the node IDs in N are set. It then broadcasts this query packet. Any
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node receiving this query will forward it only if at least one bit in the packet's bitmap corresponds to one
of its children. (It is for this reason that we periodically clean up a node's child table: it will avoid needless
forwarding of queries.)
Nodes in N receiving the query generate an answer, and route the reply back through the routing tree.
Even if nodes in N have no matching results, they send one result message back indicating that they heard
the query. To avoid congestion near the root of the routing tree, a node inserts a random delay before sending
the reply packet.
It is still possible that one or more nodes may not be reached if they have failed or moved away since
they last transmitted a summary message. In this case, the basestation can either give up, or flood the whole
network in search of the node in question. In the current implementation, the basestation simply gives up.
5.7 Network failures
Scoop deals with network failures through a range of techniques. First, we use a limited number of link-level
retransmissions for data, summary, query, and reply messages. Scoop uses Trickle [30] to ensure that all
nodes receive the mapping and query messages. Also, nodes insert a random delay before sending mapping,
summary, and reply messages to avoid congestion near the top of the routing tree. In addition, nodes
will suppress sending a summary message if the difference with the last summary message is insignificant.
Similarly, the basestation may suppress dissemination of a storage index if it the difference with the previous
storage index is insignificant. Also, a node batches multiple data items into a single data message. Finally,
the basestation uses old statistics when summary messages from a node are lost.
This concludes our discussion of the design of Scoop. In the next section, we turn our attention to the
implementation and experimental setup and results.
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Chapter 6
Experiments
Scoop is implemented in TinyOS [32]. We ran experiments on a 62-node indoor testbed consisting of Mica2
and Cricket [1] motes. Because the Scoop basestation requires more memory and CPU power than current
mote hardware can provide, we ran the basestation on a PC connected to a mote using EmTOS [33]. This
allows us to run Scoop on a PC while doing all radio communication through a mote connected to that PC.
We also ran several experiments in the TinyOS simulator using the TOSSIM packet-level network sim-
ulator [34]. This simulator runs the exact same code that runs on real motes, but simulates the hardware to
allow experiments with networks of different sizes and shapes. In this section, we report simulation results;
Section 6.2 shows that our simulation results are matched closely by our implementation on real motes.
We compare Scoop against several other in-network storage methods under varying query rates, query
loads, sample rates, data sources, and network topologies. The default values for some of these parameters
are listed in Figure 6-1. All experiments use these default parameter values, unless specified otherwise. The
numbers we present are averages over three trials.
Figure 6-1: Default experimental parameter values.
Before describing our results, we define a few key terms and parameters.
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parameter value remark
sample rate 1 in 15 seconds
queried nodes 2% == 1 node
query rate 1 in 15 seconds
summary rate 1 in 110 seconds Scoop only
remap rate 1 in 240 seconds Scoop only
size 62 nodes + 1 base
duration 40 minutes
data source REAL
Cost metric In most experiments, the cost metric is the total number of messages the nodes collectively
send. Since communication costs dominate energy consumption, this metric is a good indicator of system-
wide performance of the network. We also compute expected energy consumption for some experiments.
Storage methods We compare Scoop with three other storage methods: LOCAL, BASE, and HASH.
LOCAL All nodes store all data locally. Queries are flooded to all nodes in the network. LOCAL is
occasionally abbreviated as LO.
BASE All nodes send their readings up the routing tree to the basestation. Queries have no associated
cost. Assuming nodes are uniformly distributed, we expect, on average, each data item to be sent
roughly halfway across the network. BASE is occasionally abbreviated as BA.
HASH A hash function maps each value in the attribute domain to one specific node in the network-
the destination of each value is uniformly selected from amongst all possible nodes. In this approach
each value goes to a random node, which also will be roughly one-half of the total width of the
network away on average. Thus the storage costs of HASH should be comparable to the storage
costs of BASE, though HASH will also have to pay the overhead of querying for values by routing
to the node identified in the hash function. Because routing to a random node from any node in the
network requires a non-tree based routing algorithm-typically based on geographic routing (such as
GPSR [25])-we can only measure the cost of HASH in simulation, since we could not find a reliable
implementation of such an algorithm and nodes in our network do not have access to geographic
information. Occasionally, we refer to HASH as HA.
Query interval The query interval is the time between two consecutive queries from the base station. The
default query interval is 15 seconds.
Nodes queried The fraction of nodes that the basestation sends a query to.
Sample rate The sample rate is the frequency at which nodes sample their sensor(s). In our experiments,
we only generate readings for one attribute. By default, the nodes sample once every 15 seconds. Occasion-
ally, we refer to the "sample interval," which is the time between two consecutive samples.
Data source In simulation, we generate sensor data according to one of several methods. We use these
same methods on our mote implementation to show that simulation performance is closely matched by the
real world. Due to a limitation of motes on our testbed, we are unable to connect sensors to our motes (their
sensorboard connectors are occupied by the cables we use for power and Ethernet-based reprogramming.)
We do use experiment with a trace of data collected from a real set of mote sensors in simulation.
The data sources we use are as follows.
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REAL We use a trace of light data collected from a 50-node indoor sensor network deployment [35].
Each time a node needs to generate a sample, it reads the next reading from this file. Because these
sensors were deployed in the same building, their readings are highly correlated, such that when when
sensor is bright, the other sensors are likely to be bright. REAL is occasionally abbreviated as R.
RANDOM Sensors produce randomly generated data in the range [0,100]. RANDOM is occasionally
abbreviated as RAN.
EQUAL All sensors in the network produce the same value for the duration of the experiment. EQUAL
is occasionally abbreviated as EQ.
GAUSSIAN Each sensor i randomly selects a mean value pi from the range [0,100], which it uses for
the duration of the experiment. It generates readings by sampling from a unidimensional Gaussian
with mean p and variance of 10. This is meant to approximate the behavior of a number of independent
sensors generating data. GAUSSIAN is occasionally abbreviated as GA.
UNIQUE Each sensor produces its own same unique value for the duration of the experiment. UNIQUE is
occasionally abbreviated as UNI.
Topology The testbed consists of 62 nodes, spread out across one floor of a large office building. The
simulated topologies consisted of 25, 49, and 100 nodes. On average, nodes can communicate with about
half of the nodes in the network, and of the pairs that can hear each other loss rates vary from twenty-five
percent to about ninety percent. Connections are slightly asymmetric, as are real wireless networks.
Duration All experiments ran for 40 (simulated) minutes. However, we allow the network to stabilize
and an initial mapping to propagate during the first 10 minutes. During stabilization, nodes send heartbeat
messages to form the routing tree. After the initialization period, nodes start sampling their sensor. Prior to
nodes receiving a mapping, they default to a LOCAL storage strategy.
Figure 6-2 shows, per storage method, the breakdown of cost into data messages, summary messages,
mapping messages, and query-reply messages for different data sources and storage methods. The bars
labeled SC/UN, SC/EQ, SC/R, SC/GA, SC/RAN correspond to a network running Scoop with UNIQUE,
EQUAL, REAL, GAUSSIAN, and RANDOM data sources, respectively. The LO/R bar corresponds to
LOCAL running with REAL; HA/R corresponds to HASH running with REAL; BA/R corresponds to BASE
running REAL. We do not show LOCAL, BASE, or HASH running with distributions other than REAL;
our experiments suggests that these approaches are relatively insensitive to the data source.
Clearly, Scoop running with UNIQUE performs very well-each node produces its own, unique sensor
reading, which allows Scoop to generate an optimal storage assignment. On the other hand, when all nodes
produce RANDOM readings, no such mapping is possible and Scoop performs only slightly better than
BASE. With REAL, Scoop outperforms BASE by about a factor of 3. This is because real sensor values
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Figure 6-2: Breakdown of costs for various storage methods with various data source combinations.
are actually quite stable and Scoop's storage assignments allow most nodes to store their data locally or at a
nearby node.
In most cases (except RANDOM), Scoop outperforms LOCAL. For each query, Scoop needs to contact
only a small fraction of nodes, while LOCAL floods each query to all nodes. Unsurprisingly, query and reply
messages dominate LOCAL's total cost. Scoop also outperforms HASH, since, as expected, the behavior of
HASH is close, even somewhat better than BASE.
Note that the overall number of messages devoted to storage assignments and summaries is quite small-
about 10% of the total fraction of messages in most cases.
Figure 6-3 shows the total cost for different storage methods as the arrival rate of queries goes down
(i.e., the interval between queries goes up). Since the cost as a result of querying is very small in SCOOP
and BASE only LOCAL is substantially affected by this; as the query rate drops, it becomes a much more
attractive option relative to the others. Note, however, that Scoop always performs as well as (or better than)
LOCAL because it has to query fewer or, in the worst case, an equal number of nodes.
Figure 6-4 shows the cost of Scoop running on different data sources as a function of the percentage of
nodes queried. As was clear from Figure 6-2, Scoop performs best when nodes generate their own, unique
set of of readings, as is the case with UNIQUE and GAUSSIAN. As the percentage of nodes queried goes
up, Scoop has to query a larger number of nodes. At these larger percentages, variations are due almost
entirely to the differences in storage costs-in all of the methods except EQUAL (where only one node is
queried) basically the entire network is queried.
Figure 6-5 shows the cost of Scoop running on data sources as the network size increases. Note that
GAUSSIAN and UNIQUE are much less sensitive to the network size, because most readings are stored lo-
cally, whereas in the other distributions, a significant number of readings must be sent off-node. RANDOM
performs particularly badly because there is no good storage mapping.
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Figure 6-3: Total cost for different storage methods as a function of the interval between queries.
Figure 6-6 shows the cost of Scoop running on different data sources as the sample interval increases
(i.e., the rate at which data is stored decreases). As less data is stored, the differences between the behavior of
Scoop on the different types of data become less pronounced; the cost of queries, mappings, and summaries
becomes dominant.
6.1 Power
We compared the power consumption of Scoop versus other storage policies. To do so, we used a power
consumption models that assumes that sending bytes over the radio consumes up to 3 orders of magnitude
more energy than storing the same number of bytes in flash [36].
In its current implementation, the TinyOS network stack sends only fixed-size packets, regardless whether
the data section of the packet is filled up or not. Assuming that future implementations of networking pro-
tocols for sensor networks will support variable sized packets, we decided, for the purposes of this analysis,
to count only the number of bytes in the data section of the packet. By only counting the size of the data
section of the packet, we "reward" protocols that send less data.
The table in Figure 6-7 shows the relative cost of different operations. Since these comparisons were
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Figure 6-5: Scoop cost as a function of network size for different data sources.
done in simulation, we only modeled relative power consumption, i.e, the power consumption in terms of
an abstract "power unit". These power units are tracked in simulation as a number that increases with each
flash read/write and each radio send, according to the table in Figure 6-7.
All settings and parameters for the power consumption experiments are described in Figure 6-8.
If sending a message over the radio dominates the energy consumption, then energy consumption is
mostly a measure of the number of bytes sent over the radio. LOCAL and SCOOP send the lowest number
of bytes. The results are displayed in Figure 6-9.
The cost of LOCAL is dominated by queries being flooded throughout the entire network. BASE incurs
a heavy cost because all data packets have to be routed up the routing tree, and HASH incurs the heaviest
cost because it needs to send each data packet across half the network (on average) as well as the query
and reply messages. SCOOP incurs the lowest cost. It is interesting to note that, in all storage policies, the
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operation older motes modern motes
1-byte read from flash 1 power unit 1 power unit
1-byte write to flash 10 power units 1 power unit
1-byte send from the radio 1000 power units 1 power unit
Figure 6-7: Power consumption models
nodes near the top of the routing tree often carry the biggest burden of sending packets because they route
all packets to and from the basestation.
Note that we do consider the cost of receiving messages over the radio since the cost will be the same in
all schemes, since all schemes rely on snooping-based routing protocols.
Figure 6-10 shows the relative power consumption of nodes in Scoop when taking the cost of receiving
messages into account. Note that nodes close to the basestation (the blue and green colored bars) consume
more energy because they function as a relay between the basestation and nodes farther away into the
network.
In summary, when measuring energy consumption (as a function of the number of bytes sent over the
radio and read/written to flash) rather than number of packets, SCOOP still outperforms the other storage
policies. It is worth nothing, however, that the cost of receiving message is significant-future work needs
to focus on limiting the cost of running the radio in promiscuous mode.
6.2 Experiments on real motes
In this section, we briefly report on the performance of Scoop on real mote hardware-in this case, the
62-node testbed. Here, we only report on UNIQUE and GAUSSIAN as we cannot run REAL on the motes
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parameter value remark
sample rate 1 in 15 seconds
queried nodes 2% == 1 node
query rate 1 in 10 seconds
summary rate 1 in 150 seconds Scoop only
remap rate 1 in 400 seconds Scoop only
size 62 nodes + 1 base
duration 40 minutes
data source REAL
Figure 6-8: Parameters for power experiments.
storage policy median mean stddev
SCOOP 1893 2152 1339
LOCAL 2738 2855 1482
BASE 4452 5401 3009
HASH 6012 5885 1038
Figure 6-9: Relative power consumption (as a result of sent messages) per node, given a model where energy
consumption is dominated by the radio
(since it requires the ability to load data from files). The purpose of this section is to demonstrate that
Scoop's performance in the real world is very similar to its performance in simulation, not to completely
replicate the experiments shown in the previous section.
Figure 6-11 shows the performance of Scoop in simulation side-by-side with Scoop running on the real
testbed. Notice that the performance of the two approaches is quite close. Scoop appears to send slightly
fewer query and mapping messages; this is likely due to differences in the connectivity of the network
topology, since our simulated topology does not exactly match the real network topology. Figure 6-12 shows
that the performance of Scoop on a smaller real-world network (in this case, just 20 nodes), is comparable
to its performance on a larger network.
We also measured the loss rates of Scoop running on the real network. Data messages are successfully
stored about 93% of the time, and about 39% of query results are successfully retrieved on average. This
relatively low query success rate is due to the fact that we do not currently have any retries on query result
messages.
We believe these real-world results demonstrate the practicality of Scoop -it runs on a large, real world
testbed, providing good overall performance using standard TinyOS networking protocols.
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Figure 6-10: Relative energy consumption by all 62 nodes. The magenta colored bar corresponds to the
basestation. The nodes that are represented by a blue bar are one hop away from the basestation in the
routing tree, green two hops, red three hops, yellow four hops.
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Figure 6-11: Simulation and real-world results side by side
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Figure 6-12: Performance results on a real network with 20 nodes
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Chapter 7
Extensions and Future Work
We are exploring a number of extensions to the basic Scoop architecture, including:
" Multiple owner experiments. We are experimenting with the benefit of the multiple owner exten-
sions presented in 4.5; we expect to see them further improve the performance of Scoop over the
BASE algorithm on real data, since some fraction of packets in Scoop end up being routed to the base
in our current implementation.
* Storing data at multiple locations. Currently, each data item is only stored at one location, even if it
is possibly owned by multiple nodes. In other words, nodes can pick any of the owners for a certain
value to send their data to. When the user queries that value, the basestation needs to query all owners
to generate complete result. Given the relatively low reliability of sensor network nodes, we expect
that storing each item at multiple locations could increase the tolerance of the system to failures.
Section 4.6 explains how the algorithm can be changed to do this. While the cost of storing data
will be higher (since data needs to be sent to multiple locations), the query cost remains unchanged
since the basestation must query all owners anyway. Obviously, when reporting query results, the
basestation needs to identify duplicate data items when it merges overlapping result sets from the
nodes.
" Range query optimizations. The build-mapping algorithm presented above does not optimize
the placement of sensor values that have a high probability of being queried together. Such an op-
timization could improve the performance of range queries, at the cost of a more complex query
statistics collector.
* Multi-dimensional queries. We currently build storage assignments only for a single attribute at a
time. One might imagine, however, building a multi-dimensional storage assignment, similar to an
index over multiple attributes in traditional databases. If nodes report two or more attributes (e.g.,
temperature and light), the basestation could define owners for combinations of values. Rather than
distributing two separate mappings, the system would have to disseminate only one mapping. This
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could make multi-dimensional queries more efficient, but range queries over a single attribute could
get more expensive since data in the attribute range may be spread out over different nodes and, hence,
more nodes need to be queries. Future research would have to point out whether this can be made to
work.
We are also investigating the use of Scoop-like systems in non-sensornet arenas, e.g., ad-hoc 802.11
networks and the wide-area Internet, where bandwidth constraints associated with monitoring network
flows and state can be quite expensive (e.g., BGP tables on the Internet are many megabytes and change
frequently-collecting all of them at a centralized location would cost a significant amount of bandwidth).
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Chapter 8
Related work
In this section we briefly review other work that influenced the design of Scoop and explain how Scoop is
different.
In-network Storage in WSNs Ratnasamy et al. [37] compare the performance of a hashing-based ap-
proach called "data centric storage" with the performance of a local storage approach and a "ship-to-root"
approach similar to our local storage and base storage methods described in Section 4.5. They show that
hashing performs better in sensor networks that (a) are large, and (b) collect data at high rates, but with an
overall lower query rate. Their approach differs from the hashing approach that we describe above in that
nodes are assigned to a particular region of the hash-key space based on their geographic location, and a
geographic routing protocol like GPSR [25] is used to route to a particular part of the value space. The
overall performance of their approach is similar to that the hashing scheme we compare against: it works
well when the query rate is high relative to the sampling rate, but as the sampling rate becomes large, the
cost of routing data to a random location dominates the overall cost. Scoop improves on GHT in two ways:
(1) it eliminates the need for geographic routing, which is difficult to implement and requires nodes to be
location-aware, and (2) instead of hashing, Scoop strives to minimize the combined cost of querying and
storing data based on current query rates and the values sensors have recently produced-as we illustrated,
it strictly dominates the performance of hashing-based schemes.
There has been other work in the WSN community on in-network storage. Ganesan et al. [38, 39] in-
vestigate wavelet-based schemes for summarizing data inside a sensor network; they envision nodes storing
data locally and transmitting summaries of it out of the network. Their wavelet based techniques are com-
plimentary to ours, in the sense that wavelets could be a useful mechanism for building summary messages
and that approximation techniques are an interesting future direction for us to explore.
Liu et al. [40] propose a system that investigates the trade-offs between push and pull in query systems;
these two opposites are analogous to our BASE and LOCAL schemes; as we show, the Scoop approach
outperforms either of these approaches.
Li et al. [7] propose a hash-based approach called DIM that strives to hash nearby sensor readings to the
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same node. This approach is well suited to range queries in sensor networks; as we discussed in Section 7
one of the avenues we are exploring is extending our optimization problem to optimize for range queries.
Although the DIM approach is good for range queries, it suffers from the same limitations as GHT in that it
requires geographic routing and has a high data-storage cost because readings have to be shipped far across
the network.
Trigoni et al. [41] present a system that uses statistics about query frequency and data production rates
to optimize network bandwidth in a multi-query environment. Their idea is to "push" data some distance up
the network, towards then sink, and then "pull" the data the rest of the way when queries arrive. They tune
the distance that data is pushed in the initial phase based on expected rates of querying and data production.
Unlike our approach, they do not take into account the values that sensor produce or that queries ask for in
determining how far to push data or where to store it. Kapadia and Krishnamachari [42] present a theoretical
analysis of several such push-pull strategies, but also do not use a statistics driven approach.
Related database work Work on approximate caching [10, 43, 8, 9] is related to our work in the sense
that it tries to keep an approximately consistent view of the data at a number of caches (sensor nodes in our
architecture) at some server (the basestation, in Scoop). The goal is only to keep the most current reading,
rather than a history of readings, however, and the results are approximate rather than exact.
There has been a fair amount of work on building summaries and histograms in the database community
that could be adapted to Scoop. Mannino et al. [44] summarize much of the early work in this area; our
statistics are currently based on a equal-bin-width histograms, and could possibly benefit from using more
sophisticated summarization techniques.
Madden et al. [6] discuss the notion of a "semantic routing tree" that bears some similarity to Scoop in
that it can be used to identify sensors that are likely to produce a given value. Madden does not, however,
discuss in-network storage in his work.
Other related work There has been some work in the systems field on distributed data structures for
storage; the recent trend towards Internet-scale distributed hash tables (DHTs) such as Chord [45] clearly
influenced the design of the GHT [37] system described above. Earlier work on cluster-based distributed
data structures [46, 47, 48] is also clearly related; work from conventional distributed systems is very hard
to directly apply to sensomets because the communications topologies, loss rates, and bandwidth and power
constraints are so different in WSNs.
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Chapter 9
Conclusion
Scoop strives to optimally store data in a bandwidth-limited network, accounting for the rate of arrival and
value distribution of data and queries. Since it uses an optimization framework to solve this problem, Scoop
naturally adapts to changes in these distributions over time. Scoop can mimic existing in-network storage
approaches, acting like a purely local store when query rates are low and degenerating to the case where all
data simply routed to the root of the network when query rates are very high. For this reason, Scoop almost
always performs as well as, and often much better, than existing approaches. Furthermore, our networking
protocols are robust to a range of failures that are common in sensor networks, and we do not rely on
complete network topology information or geographic routing protocols. For these reasons, we believe that
Scoop can be a core piece of sensor network querying technology for future high data rate WSN-based
monitoring deployments.
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