Introduction
O steoporotic fractures are a major and growing public health problem. The total number of individuals with osteoporosis in Europe is rising, and a prognosis predicts that 33.9 million individuals will have osteoporosis in 2025 due to the increasing proportion of elderly in the population.
(1) Osteoporotic fractures impose considerable burdens on the individual, increased mortality, and add significant cost to society. (2, 3) Osteoporosis causes more than 8.9 million fractures annually worldwide. (3) Hence, the identification of individuals with increased risk of osteoporotic fracture is an important challenge in the field of osteoporosis. Evidence suggests that the current strategy does not perform well. Indeed, osteoporosis is underdiagnosed and undertreated in Denmark and probably elsewhere as well. (4) Hence, there is a need for developing new strategies for precisely identifying persons with high risk of fracture.
Several prediction algorithms have already been developed to integrate known risk factors into a single estimate of fractures risk for individuals or to stratify them into risk categories for osteoporosis and fractures. (5) Among the available tools, the most used worldwide is the fracture risk assessment tool (FRAX) score that predicts the 10-year probability of osteoporotic fractures. This tool is incorporated in several guidelines in Western countries. The variables included in clinical cohortbased risk algorithms are, by necessity, only those that were collected in a consistent way across several independent cohorts, which could exclude strong and prevalent risk factors that were for some reason not collected in one or more key cohorts. Other algorithms are based on routinely collected administrative data. (6) This may allow inclusion of more predictors and also permit automation within electronic patient record systems, yet the information routinely collected by health care systems may not be those more strongly related to fracture risk, for example, a family history of osteoporosis or reliable data on lifestyle. The best performing predictive model for identifying persons at high risk of major osteoporotic fracture would potentially include not only common risk factors whose influence on fracture risk could be small or modest, but also rarer risk factors provided they strongly increased the risk of fracture in affected individuals.
Danish registers are particularly useful for studies of fracture risk because they cover the entire population and include consistently coded long-term data. (7) Denmark has a large array of high-quality national registers that provide a unique opportunity to perform large population-based studies linking information about diagnoses, medications, etc., at the individual level. (7, 8) Therefore, the aim of this study was to identify conditions (determined using the International Classification of Diseases and Related Health Problems, 10th Revision [ICD-10] code, http://www.who.int/classifications/icd/ICD10Volume2_en_2010. pdf) for inclusion in a predictive-as opposed to explanatorymodel (fracture risk evaluation model [FREM] ) for automated case finding of high-risk individuals of major osteoporotic fractures (MOFs) or hip fractures in the Danish population using Danish national registers. Second, the aim was to assess the performance of FREM in a validation cohort.
Subjects and Methods

Study design
We conducted a nationwide population-and register-based cohort study covering 1998 to 2013 following the STROBE (Strengthening the Reporting of Observational Studies in Epidemiology) recommendation for cohort studies. (9) The Danish national health registries For this study, we used data from the Danish national registers that cover all citizens of Denmark. All individuals living in Denmark are assigned a unique personal identification number, and data from all public registers can be linked at an individual level.
The Danish National Health Service provides access to taxfinanced health care for all 5.7 million citizens. All Danish hospitals, both public and privately owned, report all inpatient and outpatient contacts to the National Patient Register (NPR).
The NPR is one of the world's oldest nationwide hospital registers; it contains data on all patients admitted to hospitals since 1977 and covers all in-and outpatient (outpatients since 1994) records at Danish hospitals, including the main medical reason for diagnostic procedures or treatment. Records are available for any ICD code. (7) The NPR was used to retrieve information on all ICD-10 codes from 1998 to 2013 for the total population. We used the NPR for both defining conditions of interest and outcome.
The Danish Civil Registration System (CRS) (10) was used to identify persons for inclusion in the study population. The CRS was established in 1968; it includes all persons living in Denmark.
We extracted data on all citizens in Denmark aged 45þ years on January 1, 2013 from the CRS.
Conditions of interest (ICD-10 codes at level 2)
The conditions included were all ICD-10 codes assigned at the NPR that each individual had obtained from 1998 through 2012 as a primary or secondary diagnosis. We used ICD-10 codes at level 2 (eg, DS72) and excluded ICD-10 codes coded for administrative information because these are not consistent between countries. We recorded binary (yes or no) if an individual experienced each condition in the exposure period.
Outcome (fractures)
The primary outcome was a major osteoporotic fracture (MOF) defined as a hip, clinical vertebral, wrist, or humerus fracture (ICD-10 codes: S120, S121, S122, S220, S221, S320, T08, S422, S423, S720, S721, S722, S525, S526) during 2013 (January 1, 2013 to December 31, 2013) from the NPR as a primary or secondary diagnosis.
The secondary outcome was a hip fracture during 2013 derived from NPR data (ICD-10 codes: S720, S721, S722). Both outcomes were defined as the proportion of women with incident MOFs or hip fractures, dichotomized as having at least one of the ICD-10 codes or none in 2013.
Other measures (comorbidity)
The Charlson comorbidity index (CCI) that measures burden of disease was used to classify comorbid conditions among the respondents. (11) To calculate the Charlson score, we used ICD-10 codes from the NPR with look-back in the period 1998 to 2012 using the updated CCI by Quan and colleagues. (12) Age at January 1, 2013 was categorized into the following categories: <50, 50 to 54, 55 to 59, 60 to 64, 65 to 69, 70 to 74, 75 to 79, !80 years.
Statistics
We stratified our cohort by gender and randomly split each gender into a 50% development and a 50% validation data set. Descriptive statistics were reported split by gender and development/validation cohorts as frequencies and counts for categorical variables (age groups, incidence of MOFs by age, and CCI) and as median for numerical age.
We applied a multistep model selection procedure on the development data sets for both genders. In the first step, we calculated the incidence of the conditions in the exposure period 1998 to 2012 and excluded conditions that occurred in <0.1% of the development cohorts. In the second step, we carried out a backward selection by logistic regression (with the logit link function) for MOFs in 2013 starting with a model comprised of all included conditions as well as age, and then iteratively excluding conditions as long as they were not associated with the outcome with a p-value <0.01.
To evaluate the resulting model on the development data set, we produced a receiver-operating characteristic (ROC) curve comparing the FREM model with the model only including age and calculated area under the curve (AUC). Moreover, we calculated the AUC separately for each age group. Furthermore, we prepared a stair diagram comparing predicted with observed fracture risk with 95% CIs in 1% risk intervals (with one large interval for risk >5%) for MOFs and 0.3% risk intervals for hip fractures (with one large interval for risk >1.5%). These cut-offs were chosen because 1-year risks above 5% for MOFs and 1.5% for hip fractures are high enough to clearly indicate further diagnosis, and hence not require more detailed distinction. Moreover, we compared the resulting models with models only including age (and gender based on stratification) as risk factors. Furthermore, we evaluated the calibration of the logistic regression by calculating the Brier score. All analyses were conducted using STATA 14. (13) 
Validation
The resulting models were validated separately for each gender. We applied the models on the validation data set and predicted the risk of fracture for all individuals included in the data set. From this, we produced ROC curves and calculated AUCs, as well as drew diagrams comparing the predicted with the observed risk in risk intervals. Furthermore, we calculated positive predictive value (PPV) and negative predicted value (NPV) applying a risk cut-off of 2% for our 1-year risk; this corresponds approximately to the 20% cut-off for 10-year risk recommended by the International Osteoporosis Foundation. (14) An earlier study confirmed the 20% cut-off is applicable to the Danish population. (15) For comparison of the resulting AUCs, PPVs, and NPVs, we also fitted a model including only age categories to the validation data set.
Hip fractures
We repeated all the above procedures on the development and validation cohorts with hip fractures during 2013 as outcomes, including the same conditions as in the analysis for MOFs.
Sensitivity analyses
Instead of backward selection, we repeated the model selection applying forward selection with a p-value cut-off of 0.01 starting with a model including only age categories as exposure to investigate the sensitivity of our results on the selection method. Based on the clear recommendation of the backward selection in the literature, (16) we did not validate the results of the forward selection.
Ethics
The study was not a clinical trial. An ethics committee approval is not required for registry-based studies according to Danish law. (17) The study was approved by the Danish Data Protection Agency (jf.nr. 2008-58-0035).
Results
As of January 1, 2013, Denmark had a total population of 2,495,339 persons aged 45 years or above (1,294,206 women and 1,201,133 men). After stratification by gender and splitting of this cohort into development and validation data sets, the development cohort consisted of 647,103 women and 600,567 men; the validation cohort held data on 647,103 women and 600,566 men.
The characteristics of the population are shown in Table 1 . Men had a lower median age than women (60.6 versus 62.2 years, p < 0.001), which was anticipated as the life expectancy of women in Denmark is higher than that of men; hence, the population contains more elderly women. No differences between the development and validation cohorts were observed for women and men separately, which was expected because of the random splitting. By the end of 2013, 2.78% and 2.94% of women and men, respectively, had died in the cohort.
Fracture outcomes
There were 1.37% women and 0.56% men who experienced a major osteoporotic fracture during 2013; 0.47% women and 0.23% men experienced a hip fracture during 2013.
Conditions related to fracture and development of the predictive model (FREM) In total, we identified 1,707 different level 2 ICD-10 codes (1,564 among women and 1,467 among men) occurring in the development cohort between 1998 and 2012 after excluding administrative DZ codes (Fig. 1 ). There were 958 and 931 ICD-10 codes that had prevalence below 0.1% for women and men, respectively, and were therefore excluded. After applying the backward selection procedure on the development cohort, 38 predictive baseline diagnoses in women and 43 in men were identified and included in the final predictive models for MOF. The corresponding number of baseline diagnoses was 32 for both women and men in the models with hip fractures as the outcome.
The selection procedure resulted in an AUC of 0.754 (95% CI, 0.749 to 0.759) for women and 0.758 (95% CI, 0.749 to 0.767) for men ( Fig Tables 2 and 3 , show the results of the risk factor selection procedure in the development cohort of women and men, respectively, with MOFs as outcome (more detailed results in Supplementary Table 1) .
Age was found to be the strongest risk factor for MOF for both genders. Risk increased exponentially with age with the steepest gradient of risk in women with odds ratio (OR) 1.90 (95% CI, 1.63 to 2.22) for the age group 50 to 54 years to OR 11.61 (95% CI, 10.13 to 13.30) for the age group 80þ years with age group 45 to 49 years as reference (Table 2) . A categorization of risk factors as likely markers of bone strength versus falls or frailty based purely on our clinical opinion is shown in the tables and is discussed below. Most of the risk factors were interpreted as being indicators of fall or frailty risk rather than of bone strength.
A few conditions protect against MOF (OR <1): three for women (O80 ¼ Single spontaneous delivery, R26 ¼ Abnormalities of gait and mobility, and L89 ¼ Decubitus ulcer) and one for men (I20 ¼ Angina pectoris).
Sixteen of the risk factors identified were consistent across the two sexes (bold typeface in the tables), with the majority related to prior fractures, including major osteoporotic fractures of the hip, forearm, or humerus. Tables 4 and 5 show the results of the risk-factor-selection procedure in the development cohort of women and men, respectively, with hip fractures as outcome. In both women and men, age was found to be the most important risk factor for hip fractures with an increasing OR with higher age. In the female cohort, 11 risk factors were the same risk factors included in the model with MOFs as the outcome; for men, it was 20 risk factors. Number of individuals with 0, 1, 2, or 3þ risk factors is presented in Supplementary Table 2 . The observed risk in subgroups defined by their predicted risk level fitted well across all risk intervals (0 to 1%, 1% to 2%, 2% to 3%, 3% to 4%, 4% to 5%) and for both genders (Fig. 4B,D) . For the individuals with predicted risk above 5% for both genders, around 6% experienced a MOF in 2013, confirming that this marks a high-risk group.
FREM resulted in a PPV for MOF of 4.0% and 3.6% for women and men, respectively, and a NPV for MOF of 99.2% and 99.5% for women and men, respectively, with a 2% risk cut-off on the validation data. This indicates that most individuals with a low 
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A NEW FREM BASED ON PUBLIC HEALTH REGISTRIES 1971 positives for each age and sex groups with a 2% cut-off are reported in Supplementary Table 4 . For a hip fracture (Fig. 5B,D) , the observed risk in subgroups split by predicted risk in 0.3% intervals fitted well for all risk intervals (0 to 0.3%, 0.3% to 0.6%, 0.6% to 0.9%, 0.9% to 1.2%, 1.2% to 1.5%) and for both genders. For the individuals with predicted risk above 1.5% for both genders, approximately 2.5% experienced a hip fracture in 2013, confirming that the model truly identified a high-risk group.
For hip fractures with a cut-off of 0.3%, the PPVs were 1.40% and 1.00% for women and men and NPVs of 99.92% and 99.93%, respectively.
Sensitivity analyses
The forward selection model resulted in slightly fewer included conditions than in the main model and a large overlap of included conditions for both sexes. 1972 RUBIN ET AL.
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Discussion
Main findings
In the present study, we developed and tested a prediction model (FREM) for identifying men and women at high risk of MOFs or hip fractures. FREM lends itself to automation because it is driven entirely by routinely collected administrative data from the Danish National Patient register with no need for manual data entry at the point-of-service delivery. FREM for major osteoporotic fractures showed good accuracy in the validation cohort and included 38 and 43 risk factors for women and men, A number of previously recognized risk conditions related to general frailty or falls, as well as to bone health, were also confirmed in FREM. Previous studies have shown that age alone can predict fracture risk as accurately as or even better than 1974 RUBIN ET AL.
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some osteoporosis screening tools. (18) Our results confirm that age is a strong predictor for fracture risk; however, risk predictions can be improved by including national health data on comorbid conditions and prior fractures.
FREM predicts a 1-year MOF risk relatively well up to a 5% risk, which is the full clinically relevant spectrum of risk from unusually low to exceptionally high immediate fracture risk. A 5% annual risk of MOF estimated in the FRAX algorithm for Denmark, for example, corresponds to the risk seen in a 75-yearold woman with a T-score of À4 and a prior fracture. Certainly, a 1-year risk of MOF above 5% is more than enough to prompt screening (eg, by DXA scan), and a relevant cut-off for screening decisions may be around 2%. This is enough to separate highrisk individuals from low-risk individuals, whereas more adverse predictions in the (almost biologically implausible) risk range above 5% most probably would not influence screening and treatment decisions. Although a 2% cut-off for FREM would result in a large number of false-positives, this would be acceptable in practice, as the next step would be more detailed screening (ie, by DXA scanning) and only possible treatment after that. As population-based screening for osteoporosis has been suggested in Denmark, a screening program of only those with a FREM value above 2% would be feasible because it is a much smaller scale than a population screening. (19) The most Bold typeface indicates the 11 codes that also are represented in the analyses/model including women with MOF as outcome. ICD ¼ International Classification of Diseases and Related Health Problems, 10th Revision; OR ¼ odds ratio; MOF ¼ major osteoporotic fracture.
A NEW FREM BASED ON PUBLIC HEALTH REGISTRIES 1975 commonly used intervention threshold based on FRAX in a range of national guidelines is a 10-year MOF risk of 20%, though the threshold is as low as 4% in some areas of the world. (14) As FREM was validated on a population cohort of a random 50% sample of all elderly Danes, these risk predictions can be interpreted in a population setting; hence, we would expect similar fracture risks in comparable populations. It would be possible to automatically detect and prevent an important number of fractures in high-risk individuals by screening a relatively limited subgroup of the population.
Comparison with other studies
Several prediction risk models and tools have been developed in the last 20 years. (5) The most extensively evaluated tools include FRAX, the Garvan fracture risk calculator, and QFracture. They differ in both the input variables and in the output (sex, age, types of fractures, and time intervals of prediction). (5, 20) They all aim at assisting clinicians in the management of their patients through the calculation of the patient́s 5-or 10-years risk of fracture based on a combination of known risk factors (Qfractures also calculates the 1-year risk). FRAX and Garvan can be calculated with or without BMD. Discrimination in the present model (MOF approximate AUC 0.76) was comparable to FRAX without BMD (AUC 0.61 to 0.75), although no clear comparison is possible because we predict the 1-year risk and FRAX predicts the 10-year risk, which is more difficult to predict. (21) Comparing our results with other studies trying to predict osteoporotic fractures, Bolland and colleagues validated the FRAX screening tool and found AUC values for a 10-year hip- fracture risk of 0.70 including BMD measurements and 0.69 not including BMD. (22) Similarly, Francesco and colleagues in their validation of the FRA-HS algorithm found an AUC for 10-year MOF risk of 0.73 for women and 0.66 for men. (23) Furthermore, Berry and colleagues in there validation of the FRAiL (Fracture Risk Assessment in Long-term Care) tool found an AUC of 0.71 for women and 0.69 for men when predicting a 2-year risk of hip fractures. (24) Comparing these studies with the present investigation, it should be noted that FRAX, FRA-HS (Fracture Health Search), and FRAiL include lifestyle factors such as BMI, smoking, alcohol consumption, and limitations of daily activities, which might improve the predictive value of the models. We only used administrative data of which some will act as lifestyle proxies. Furthermore, it has to be noted that most other models predict 10-year fracture risk, while we predict 1-year risk, naturally resulting in a lower prevalence of fracture in our results. As we imagine FREM used in routine screening in the primary sector, a 1-year prediction is quite useful because it could be repeated regularly in consultations in primary care. Further, FREM does not require any laboratory testing or clinical measurement. All conditions used are from available administrative registry data. This is the first study that has made a model using populationbased registry data to predict later osteoporotic fractures. It could be a first step in developing individual osteoporosis risk predictions based on existing information about the patients, which could be applied in an automated risk calculation, guiding the clinical decision to refer individuals to DXA scanning.
More studies have recently investigated the use of administrative data to an automated risk calculation. (25) (26) (27) Reber and colleagues developed a risk assessment tool using administrative claims data in Germany. They included a range of wellknown risk factors in their prediction tool, whereas our prediction model includes all prior conditions, which allows us to catch new conditions of interest in the assessment of risk of osteoporotic fractures. (26) Moreover, Kruse and colleagues applied machine-learning methods to predict the 5-year risk of hip fractures, resulting in best-performing models with an AUC of 0.92 for women and 0.89 for men, but these models included BMD measurements as predictors. A higher predictive value is thus expected; however, models including BMD (as well as biochemical measurements and usage of health service) would naturally not be suitable as a prescreening procedure to inform decisions about which individuals to offer DXA scanning. (27) Further, although Kruse and colleagues applied more elaborate selection procedures (eg, more advanced types of machine learning), they included a much smaller cohort (5,439 individuals) (27) than our study. It would have been computationally challenging to apply such methods with our cohort of more than 2 million individuals. The FREM algorithm is fairly easy to use in a large setting with good accuracy. Many machine-learning approaches have the disadvantage that the resulting models are opaque, making them hard to interpret and to apply in clinical practice without access to the original data.
Strengths and limitations
A major strength of this study is that it covers a very large unselected cohort including the entire population of Denmark aged 45 years or above (approximate 2.5 million). We developed and validated models to predict MOFs and hip fractures, as well as to predict by gender, thus making the models more precise.
In addition, we used data from the NPR, which provides nationwide coverage of diagnoses from 1978 to the present. The ICD-10 codes are used by health services globally; this will simplify evaluation of the model in other parts of the world. However, it is likely that some adjustments to the coefficients will be required because of differences in fracture epidemiology and the prevalence, management, and coding practices for comorbid conditions from country to country.
In the current study, there was no need for patient consent or recruitment, which ensured inclusion of the whole population of interest and hence avoided selection bias. Furthermore, because 
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A NEW FREM BASED ON PUBLIC HEALTH REGISTRIES 1977 extracted data came from administrative registries the likelihood of information bias was reduced. Additionally, the results are applicable to everyone with access to the health care system, which is almost everyone in Denmark. Lastly, FREM is transparent and can be used and tested in future cohorts.
Our study also has some limitations. First, our data were administrative data from the NPR, which does not contain information on BMI, smoking, alcohol, family history for osteoporosis/fracture, or use of oral corticosteroids, which are all known potential risk factors for osteoporotic fractures.
(1) Second, although the NPR covers all hospital in-and outpatients, we did not have access to exposure data from the primary health care sector. Therefore, we only captured more severe manifestations of diseases in the model. Furthermore, we categorized conditions in relatively broad categories by level 2 ICD-10 codes. Thus, some of the included risk factors may be proxies for causes without a causal relationship with fracture risk. Because we were interested in developing a predictive model for possible screening rather than an explanatory model to detect biological causation, this causes no problems and is in fact desired as some of these risk factors might proxy for whole groups of biological causes, which each on its own might be too weak a risk factor to be detectable. (28) Third, we do not include data on medication. Our model may have been enhanced further by adding information on medication, but we aimed to make a fairly simple model using as few registries as possible. There is little doubt that inclusion of medication data would increase the sensitivity for capturing chronic conditions associated with no or infrequent hospital visits. Fracture risk is also influenced by the comedications themselves. The argument against including such data is model parsimony as noted, but more a central registry of past prescriptions may not be available to clinicians who would use the model. Fourth, we do not take into account when, that is how early, in the 15 years between 1998 and 2012 the exposures happened; we only include them dichotomized, not taking into account if a person had multiple exposures of the same type. This might result in overlooking comorbidities that are associated with high risk if they occurred multiple times in the previous years, but not if they only occurred once. Furthermore, including exposures over the long term with the same weight as recent exposures might dilute the risk associated with these exposures if only the short-term association is present. This is likely the case for prior fractures where the risk of new fractures and risk of mortality is strongly dependent on the recency of the first fracture. (29) (30) (31) Fifth, we have used the Charlson comorbidity index to classify comorbidities. Even though a study has found a consistently high PPV of the ICD-10 diagnostic coding in the NPR for the 19 Charlson conditions, (32) the index might not be the best tool to measure for burden of morbidity. Lastly, we used a classical backward selection method instead of a newer more-elaborate selection procedure, such as machine-learning algorithms as suggested by Kruse and colleagues. (27) On the other hand, we could both develop and validate on very large cohorts, which would decrease some of the uncertainty caused by a simpler selection algorithm. The forward selection we applied as a sensitivity analysis resulted in slightly fewer-but almost the same-included exposures for both sexes, indicating that our choice of selection procedure did not influence the results much. According to the literature, stepdown procedures are preferred to step-up procedures; therefore, we only reported the backward selection methods. (16) Finally, again because of computational limitations, we chose not to take time to event during 2013 and competing risk of death into account. Although this might have influenced the results slightly, we are confident that the effect of these factors would be limited; our 1-year-outcome period was short compared with the 15-year-exposure period and less than 3% of the cohort died during 2013.
Conclusion
In conclusion, we have developed and tested a prediction model (FREM) for identifying men and women at high risk of major osteoporotic fractures or hip fractures using administrative ICD-10 data alone. FREM showed good accuracy in the validation cohort and included 38 and 43 risk factors for MOF for women and men, respectively.
A number of previously recognized risk conditions for osteoporotic fractures are also found in FREM with age as the most important risk factor followed by a history of previous osteoporotic fractures at different locations. Our results indicate that a number of risk factors related to frailty or falls are important conditions to predict later osteoporotic fractures and should be taken into account when identifying high-risk persons for targeted assessment and potential treatment to avoid fractures.
FREM could be a first step in developing individual osteoporosis risk predictions based on routinely collected patient information, which could be applied in an automated risk calculation to guide the clinician in referring individuals to DXA screening or other invasive osteoporosis screening processes. Depending on the health care system in question, this tool could be employed either at the point of care and integrated into electronic patient record systems to flag fracture risk, or deployed centrally in a national case-finding strategy, where patients at high fracture risk who were not receiving treatment could take part in a focused DXA program.
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