Abstrad-Searching for content in peer-to-peer networks is an interesting and challenging problem. Queries in Gnutella-Iike unstructured systems that use flooding or random walk to search must visit O ( n ) nodes in a network of size R , thus consuming significant amounts of bandwidth. In this paper, we propose a query routing protocol that allows low bandwidth consumption during query forwarding using a low cost mechanism to create and maintain information about nearby objects. To achieve this, our protocol maintains a lightweight probabilistic routing table at each node that suggests the location of each object in the network. Following the cortesponding routing table entries, a query can reach the destination in a small number of hops with high probability. However, maintaining routing tables in a large and highly dynamic network requires non-traditional mechanisms.
I. INTRODUCTION
The mechanisms for searches in peer-to-peer (p2p) networks are severely constrained due to the distributed nature of content indices and highly dynamic membership of hosts in the network. In the context of peer-to-peer networks, searching is equivalent to routing a query to a node in the network that hosts content matching the query. Routing in traditional networks has endeavored to achieve determnistic and complete routing in the face of (relatively infrequent) network changes. On the other hand, content-based routing for peerto-peer networks has to grapple with the large size of routable content and frequent changes in the network membership. This rules out the conventional solution of building and maintaining a per-destination (object) routing table through an exchange of routing updates. However, relaxing the requirements of completeness and determinism in routing enables some interesting solutions that we explore in this paper.
The existing solutions to achieve content-based routing can be divided into two broad families. The first family of structured p2p networks consists of solutions that impose a particular structure on the overlay network (e.g., [ll, 121, 131, 141, [ 5 ] ) . The regularities in this smcture are then exploited to efficiently maintain and query a global data-structure such a Distributed Hash Table ( DHT).
The second family of rinstructured p2p nefworks comprises GnuteHa-like networks that do not impose any structure on the overlay network [61. The default search mechanism in GnuteHa is to blindly forward queries to all neighbors within a certain number of hops. Although this mechanism handles network dynamics very well, search through blind flooding is quite inefficient. This has motivated a host of studies proposing various enhancements to search in unstructured networks.
Major improvements include replacing the blind flooding with a random-walk [7] or an expanding ring search, tailoring the network construction to achieve properties of small world graphs 181 , reflecting the capacities of heterogeneous nodes in topology-construction E91, and caching pointers to content located one hop away [91. All of these proposals [except for caching) retain the "blind" nature of query forwarding in Gnutella. In other words, the forwarding of queries is independent of the query string and does not exploit the information contained in the query itself. "he keywords in the query are used only for searching the local content index. me objective of this Work is Io design an efJicienr queryrouting mechanism for unstructured peer-to-peer nerworks.
We propose to build probabilistic routing tables at nodes, constructed and maintained through an exchange of updates among immediate neighbors in the overlay. These routing tables use a novel data structure -the Exponential Decay Bloom Filter (EDBF) -to efficiently store and propagate probabilistic information about content hosted in the neighborhood of a node. The amount of information in an EDBF (and the number of bits used to store this information) decreases exponentially with distance. Such exponential decrease in information with distance restricts the impact of network dynamics to the neighborhood of any departing or newly arriving node. The Scalable Query Routing (SQR) mechanism we design uses hints obtained from these probabilistic routing tables to forward queries. The use of probabilistic hints provides a significant advantage over the completely blind nature of existing mechanisms, translating into large reductions in the average number of hops over which a query is forwarded before it is answered.
We evaluate our design through both analytical modeling and simulations. Our analysis provides good insight into the complex process of probabilistic information dissemination in 0-7803-8968-9/05~20.00 ( Arrow sizes represent the amount of information or awareness about content hosted at the node on the right extreme of the figure. Notice how the noise. depicted as small arrows. is present everywhere but is dominated by the information as we get closer to the host. random graphs and its use for efficient routing. Using the analytical model. we derive expressions for query success probability and the expected query path length. Predictions from this model closely match our observations of the system in simulation.
Our simulations cover a number of proposed systems and demonstrate the performance advantages of using a probabilistic routing mechanism like SQR. SQR achieves one to three orders of magnitude reduction in query path-length over the existing and proposed systems. These improvements are observed LO be consistent over a range of content replication models.
The rest of this paper is organized as follows. An overview of SQR is presented in the next section, followed by a detailed description of its design in section 111. Our model of SQR and its andysis is presented in section IV. In section V, the predictions from our analysis are verified and the performance of SQR is studied through extensive simulations.We also study the benefits of coupling SQR with various topology adaptation mechanisms. A brief discussion of our solution being an instance of a more general paradigm for information processing in dynamic networks is presented in section VI. We review related work in section VI1 and conclude in section VIII with pointers to future work.
OVERVIEW
In this section we present a brief overview of our solution, deferring a detailed description to the next section. The key idea of our Scalable Query Routing (SQR) scheme is captured in Fig. 1 . SQR propagates awareness about content hosted at a node in the neighborhood of the node, with the amount of information decreasing exponentially with the distance from the hosting node. The node on the extreme right of the figure is hosting a piece of content and originating information about it. As a consequence, nodes close to the origin have strong information about the content at the origin. The strength of this information decreases with distance until it becomes indistinguishable from noise towards the extreme left of the figure. As we will show. this exponential decay not only reduces the amount of communication overhead to a minimum, but also has a blind decay feature that allows the aggressive compression o f the route update, making the scheme highly efficient. Surprisingly, even such a small amount of route information can significantly improve the search operation.
This concept of propagating highly compressed information regarding contents is realized through the design of a novel data structure called Exponential Decay Bloom Filter (EDBF).
Intuitively, the EDBF is a data structure that allows us to vary the number of bits used to store probabilistic information.
As the distance from the node hosting the object (source of information) increases, fewer bits are used to represent information about the direction in which the object is localed.
At sufficiently large distances the number of bits used becomes figure 2) . At a node with degree 1, its forwarding table consists of 1 EDBF data structures of the same array size, each of which corresponds to one of its neighbors and contains highly-compressed summary information regarding contents that can be reached through that neighbor. As shown in the next section, information contained in these EDBF tables will allow the query for an object 3: to be forwarded to the correct neighbor (on the shortest path to E ) with high probability. In addition to these EDBF's, each node also keeps a list of contents that it hosts locally.
We have mentioned before that to make the scheme scalable, information regarding content x will decay exponentially with the hop-count distance to the node that hosts 8. This is achieved by each node only propagating l / d of its information (its EDBF's and EDBF encoding of its local contents) to its neighbors, through a blind decay process. As discussed before, the blind decay allows the encoding and propagation of route updates to be very bandwidth-efficient. This bandwidthefficiency of route updates is further improved by using two known techniques with adaptations: ( I ) compressed EDBF mentioned above (2) delta compression, i.e., a full route advertisement at the beginning (when a new link is set up) and periodic "delta updates" thereafter. EDBFs into a single EDBF through a bitwise-OR operation. The bits in this "Union EDBF' are randomly reset to zero so that only l / d of of lhe bits survive this decay operation. In other words, the union of updates received from all neighbors other than j is computed and "attenuated' by a factor of d before propagation. The local EDBF is propagated without attenuation.
Note that in OUT merging operation above, information (EDBF) received from a neigbor j will not be advertised back to j. This is analogous to "split horizon with poisoned reverse" in classical distance vector routing 1151. In fact, poisoned reverse in SQR is even more important because while in the distance vector algorithm the poisoned reverse makes a difference only when there is a nodellink failure, in a P2P network the routable entities are shared objects that exhibit significantly higher dynamics. However, split horizon does not protect against all forms of loops. Fortunately, the exponentially decaying nature of information in SQR implies that the count lo infinity problem manifests itseif as a "decay to infinitely small amount of information'". thus significantly restricting the impact of routing loops. ' The local EDBF is created when the node first joins the network and mcdifisd suitably whenever ths set of lowlly hosted objects changes. V q E { l ; -. , k }
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C. QiieT Forwarding
The algorithm €or forwarding queries in SQR is summarized in figure 3 . If the query is satisfied locally, it is answered. Otherwise. if the TIL of the query has not expired, the current node has to pick a neighbor to whom the query is forwarded. Our solution can be seen as a simple greedy algorithm with enhancements for loop avoidance and tie-breaking. If the query was previously seen, it is forwarded to a randomly chosen neighbor. Otherwise, the query is processed as follows.
The query string 5 is looked up in the EDBF associated with each neighbor of the node. For each neighbor i, the result of this lookup is an "indicator" value &, which is the total number of bits set to 1 in locations indexed by h j ( x ) , j E l...k. The query is forwarded to the neighbor with the highest indicator value after decrementing the TTL by 1. Ties are broken randomly. In an ideal situation, with the aware neighborhood extending throughout the network, and an exponentially increasing number of bits pointing towards the origin of the information about any object, queries will follow the shortest path to their destination. However, due to limited aware neighborhood size (to save on the cost of creating and maintaining the routing tables), and false positives in the EDBF, some additional issues need to be addressed before our description of the forwarding algorithm is complete.
The first issue we need to consider is that of "noise" in the indicator values as computed from the EDBF data-structure. Due to collisions in hashing, some of the bits that contribute to a total of f3i in advertisement Ai, could be caused by other unrelated keywords hashing to the same locations as h,(y). When the query is far away from the origin of information about an object, the information would have decayed to much less than one bit, and almost all bits corresponding to the query are likely to be such false positives. The neighbor with the largest &value is likely to be a local maximum for such 3Even in the absence of content dynamics. the randomness of the decay process will cause different bits to be reset each time an update is constructed.
To avoid this problem we use pseudo-random decay that ensures consistency in the decay process. random noise. Thus forwarding to the neighbor with the highest indicator value is equivalent to forwarding to a randomly chosen neighbor while outside the aware neighborhood.
Even inside the aware neighborhood, where the number of bits due to thc source of the information is non-negligible, the noise due to false positives might sometimes overwhelm the correct information, thus leading to a wrong forwarding decision. We develop an analytical model in section IV that captures this behavior and derive expression for the probability of making such mistake at various distances from the node hosting the target object.
We assume that queries contain unique identifiers (as in Gnutella [6j) that arc cached4 at intermediate nodes when seen for the first time. Thus, queries revisiting a node can be easily identified. As discussed above, the behavior of SQR outside the aware neighborhood is equivalent to random walk. It is possible that nodes are visited multiple times in such a random walk. To correctly implement the behavior of random walk, such "loop-back" queries should be forwarded to a randomly chosen neighbor.
Another way to understand the intuition behind this behavior is to look at it from the perspective of an intermediate node that sees a loop-back query. The first time this query was seen at this node, it must have been forwarded to the neighbor with the maximum number of bits corresponding to the query. Now, since the query has somehow propagated back to this node! the previous routing decision was wrong. In such a case, the amount of information in the routing tables is too low to make any inference about the location of the queried object, and a randomly chosen neighbor is as good a candidate as any to receive this query5. A. P2P network topology for our study Both meuics under study, the routing latency and the cornmunication cost, are functions of the underlying P2P network topology. In this section, we describe a typical topology (close to a random regular graph), that will be assumed in the rest of the paper, We emphasize, however, h a t our analytical methods and insights from the analysis are orthogonal to this topology and can be easily adapted to other topologies. 
Due to the symmetry of the model, the total number of bits at all other nodes caused by a node I , is equal to the total number of bits caused by all other nodes at node 1. Let m be total size of the m a y storing the EDBF. Since figure 4 . Recall that the forwarding rule in SQR is to pick the neighbor with the strongest signal for a new query, and to forward previously seen queries to a randomly chosen neighbor. At a node X, the information from the upstream neighbor XI is stronger than the noise6 from all other neighbors X2, X3, . . . , then the query is forwarded to XI and the system makes a transition from state i to i -1. The probability for this event is ai. Theorem 1 derives an expression for calculating the value of ai. If the noise from a non-upstream neighbor of X dominates the signal from the upstream neighbor (with probability pi = 1 -ai), the query gets forwarded to a neighbor at an equal or higher distance from the node hosting the object. Due to the uniform random nature of noise in EDBF, the source of this misleading noise is equally likely to be in any of the states i and above, Hence, we distribute the totd transition probability pi out of starc i into Pij going
States in the Markov chain.
to state j ( j 2 i) in proportion to the node population of each of these states. such that Justifications for the use of Markovian modeling. For our design to qualify as a Markov process, we need to show that the forwarding process is memoryless in the sense that the forwarding operation performed on a query is independent of the path it has traversed. This is mostly true except in the case when a query visits the same node a second time. Since queries are never returned to the node they are received from. the probability of such a loop is quite small. Recall that such queries are forwarded to a randomly chosen neighbor.
The randomness of this choice minimizes the impact of this memory, allowing us to ignore this situation and make the assumption of memorylessness in our model. Corollary 1: The transition probability from state i to states j 2 i and above is given by P i j = &pi, where = 1 -ai and ntDil = ni + ni+l + . -. + n5.
C. Computing the cos1 of forwarding itsing SQR
Using the model developed above, we can compute the number of steps required to route a query to its destination. Let The entries of matrix B are summarized in figure 5 . Let Ti;o, i = 1? 2, ..., 5, denote the number of steps it takes for a query that starts at a node in state i, to first encounter the target (Le., state 0). Let T denote the number of steps for a query that starts at a node chosen uniformly at random, to first encounter the destination. Since the probability of a query originating in state i is ni/n, it is easy to verify that 
70ur model mmiders a query successfully answered from the point where a query reaches the first node that has matching content. is used, and a query with hop limit h is received at a node with f neighbors, it is forwarded to the remaining f -1 neighbors with a hop limit of ( h -l)/(f -I ) appropriately rounded up or down' so 'that the hap limit of all the flooded messages adds up to h -1. The use of Hop Limit allows us to capture the cost of both random-walk and flooding based mechanisms on a common scale.
The set of object labels and queries are picked a1 random from a uniform distribution. We only simulate queries for content actually hosted in the network, with the understanding that queries for non-available content will fail after using up the maximum allowable bops, irrespective of the search mechanism in use. While all query routing mechanisms achieve a 100% success rate with sufficiently high hop limits, only the superior query routing mechanisms can achieve successful delivery of queries with low hop limits. Varying the hop limit allows us to study the profile of resource usage by various systems required to achieve different query success rates. Figure 6 shows the plot of number of queries answered vs. the initial hop limit. Figure 6 (a) and 6(b) are for flat Comparing analytical predictions with simulation results, Figure 7 compares the predicted behavior of SQR from our model in the previous section with the observed performance of system in simulation. The analytical curve corresponds to numerical computations based on theorems 1 and 2. The simulation curve is the same as in figure 6(b) , described in section V-A, Recall that the analysis in section IV models the performance of SQR in random graphs. This is an approximation of the topology constructed by Gnutella 
B. Q u a y response rate for hierarchical topologies
The second class of systems we simulate includes GIA [9] and Gnutella with Uluapeers [19] , [20] , that have the explicitly stated design goal of exploiting the heterogeneity in node capacities, in terms of processing capabilities and/or network bandwidth. They try to build a topology that reflects the capacity of a node in the degree of connectivity of the node, with higher capacity nodes corresponding to high degree vertices in the overlay graph. The topology of Gnutella V0.6 can be seen as a two layer hierarchy with a strongly connected layer of Ultrapeers (high capacity) that provide a flooding based search service to a large number of directly attached leaf nodes (low capacity). The topology adaptation algorithm of GIA [9] also achieves a similar situation of a small number of well connected high capacity nodes to which a large number of low capacity nodes attach themselves. 
C. Routing overheads
D. Impact of Replication
Having multiple instances of the same object at different locations in the network improves the efficiency of a11 query routing mechanisms by cutting short the average query path.
In this section, we demonstrate that SQR benefits equally from the effects of replication. The first model of content replication we use assumes a uniform (constant) rate of replication for all "The update mechanism designed by Rhea et al. 1141 has to remember several bytes of information for each individual bif in the Bloom filter, such as the ID of the source node and its distance from the current node. Objectdeletions in their mecharusm are quite complex and potentially even more expensive than insertions. EDBF was spcifically designed with properties of "blindness" and exponential decay, which in turn enables a simple update protocol that can handle both insertions and deletions of objects with equal ease and yet is cheaper by more than two orders of magnitude. The second model we use for replication of content is based on the Zipf distribution, frequently used to model the replication of objects on the web and in peer-to-peer systems [ZZ] . In a set of objects replicated according to the Zipf distribution, the ith most replicated object has l / i times as many replicas as the most replicated object. In our experiments, we use a replication rate of 10% for the most replicated object. The success rate of queries is plotted against the initial hop limit in figure 9 . Notice how the lower half of the curves differ from those in figure 6 . The faster initial growth in success rate can be attributed to the large number of replicas of the most replicated item. However, the top end of the curves look the same as in figure 6 . This portion conesponds to the queries that take a lot of steps to get answered, most of them being queries that target rare or unreplicated objects with low rank 121n figure 8, the system Ultrapeer shows a faster prformance improvement with increasing replication rate. This is an artifact of the relatively small number of Ultrapeers in the simdated topology (5% of 2500 nodes). where the expltcitly hierarchcal topology of Gnutella VO.6 s~arts looking hke a client-server system at high replication rates. These advantages are absent at network sizes above 10,ooO nodes and we observed Ultrapeer to perform worse than GIA in simulated networks of such sizes.
in the Zipf distribution.
VI. DISCUSSION
In this section, we briefly discuss a new paradigm of Distrihuted Coordinated Data Streaming. Our GIA is a comprehensive framework for increasing the scalability of Gnucella-like systems by exploiting the heterogeneity in node capacities to build an implicit hierarchy in the system [9] . GIA has components for dsnanzic ropobgy adaptation, acriveflow control, biased random walk for search and one hop replication of pointers to content. High capacity nodes have a higher degree and have pointers to a lot of content due to one hop replication of pointers and are visited preferentialiy due to the biased random walk. The danger of congestion at such high capacity nodes is mitigated by the active flow control mechanism. Our efforts, have been focussed on disseminating information about content as efficiently as possible, and then exploiting this partial information to route queries efficiently. The mechanisms for topology adaptation and flow control in GIA rtre orthogonal to our design and can be easily assimilated into an SQR based system. The routing tables in SQR have significantly larger amount of information than one hop replication of queries in GIA, and are cheaper to construct and maintain. Our evaluation shows that replacing the replication of pointers and biased random walk in G1A with SQR produces a system that retains all the benefits of GIA while improving the efficiency of query routing.
The use of routing indices in peer-to-peer networks was proposed by Crespo et al. [27] . Their scheme assumes that the content is classified under "topics" and nodes index the number of documents under each topic reachable through each of their immediate neighbors. History based systems typically cache some information from previous queries to "route" future queries more intelligently. For example, the adaptive probabilistic search mechanism proposed by Tsoumakos et al. [28] uses an adaptive "learning" algorithm to associate success probabilities for various queries along each of the immediate neighbors of the node, The use of probabilistic query forwarding, instead of deterministic flooding to all neighbors, is another way of reducing duplicate queries in the network and has been proposed by Kalogeraki et al. 1291 .
VIII. CONCLUSIONS
Routing in networks is a complex problem. But for the success of hierarchical routing, it would be impossible for the Internet to reach its present scale. Unfortunately the prerequisites for hierarchical routing such as prefix aggregation and a hierarchy in the network topology, are absent from the domain of query routing in peer-to-peer networks. In this work, we have explored the approach of spreading probabilistic information about the location of hosted content in its neighborhood, and then using this 
