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TORIC CODES AND LATTICE IDEALS
MESUT S¸AHI˙N
ABSTRACT. Let X be a complete simplicial toric variety over a finite field Fq with homogeneous coordinate
ring S = Fq[x1, . . . , xr] and split torus TX ∼= (F∗q)n. We prove that vanishing ideal of a subset Y of the torus
TX is a lattice ideal if and only if Y is a subgroup. We show that these subgroups are exactly those subsets
that are parameterized by Laurents monomials. We give an algorithm for determining this parametrization if
the subgroup is the zero locus of a lattice ideal in the torus. We also show that vanishing ideals of subgroups
of TX are radical homogeneous lattice ideals of dimension r − n. We identify the lattice corresponding to a
degenerate torus inX and completely characterize when its lattice ideal is a complete intersection. We compute
dimension and length of some generalized toric codes defined on these degenerate tori.
1. INTRODUCTION
Let X be a complete simplicial toric variety over a field K, corresponding to a fan Σ ⊂ Rn and let
TX ∼= (K∗)n be split which is the case for instance when K is algebraically closed or finite. Denote by
ρ1, . . . , ρr the rays in Σ and v1, . . . ,vr ∈ Zn the corresponding primitive lattice vectors generating them.
Given a vector u = (u1, . . . , ur) we use tu to denote the monomial tu = tu11 . . . t
ur
r . Recall the following
dual exact sequences:
P : 0 // Zn
φ
// Zr
β
// A // 0 ,
where φ is the matrix with rows v1, . . . ,vr, and
P∗ : 1 // G
i // (K∗)r
pi // TX // 1 ,
where pi : (t1, . . . , tr) 7→ [tu1 : · · · : tun ], with u1, . . . ,un being the columns of φ and G = Ker(pi).
Let S = K[x1, . . . , xr] =
⊕
α∈A
Sα be the homogeneous coordinate or Cox ring ofX , multigraded byA ∼=
Cl(X) via βj := degA(xj) := β(ej), where ej is the standart basis element of Zr for each j = 1, . . . , r.
The irrelevant ideal is a monomial ideal defined by B = 〈xσˆ : σ ∈ Σ〉, where xσˆ = Πρi /∈σxi. Thus,
TX ∼= (K∗)r/G and X ∼= (Kr \ V (B))/G as a geometric quotient if we additionally assume that the order
of the torsion part of the group A is coprime to the characteristic of the field K, since G will be reductive
in this case, see [3, 4]. This assumption is satisfied in particular when A is free or K has characteristic
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2 MESUT SAHIN
zero. The homogeneous polynomials of S are supported in the semigroup Nβ generated by β1, . . . , βr, i.e.
dimK Sα = 0 when α /∈ Nβ.
Next, we recall evaluation codes defined on subsets Y = {[P1], . . . , [PN ]} of the torus TX . Fix a degree
α ∈ Nβ and a monomial F0 = xφ(m0)+a ∈ Sα, where m0 ∈ Zn, a is any element of Zr with deg(a) = α,
and φ as in the exact sequence P. This defines the evaluation map
(1) evY : Sα → FNq , F 7→
(
F (P1)
F0(P1)
, . . . ,
F (PN )
F0(PN )
)
.
The image Cα,Y = evY (Sα) is a linear code, called the generalized toric code. The block-length N , the
dimension k = dimFq(Cα,Y ), and the minimum distance d = d(C) are three basic parameters of Cα,Y .
Minimum distance is the minimum of the number of nonzero components of nonzero vectors in Cα,Y . Toric
codes was introduced for the first time by Hansen in [10, 11] and studied later in [12, 19] for the special
case of Y = TX . Clearly, the block-length of Cα,Y equals N = |TX | = (q − 1)n in this case. But it is
not known in the general case. An algebraic way to compute the dimension and length of a generalized
toric code is given in [20]. This method is based on the observation that the kernel of the evaluation map
above is determined by the vanishing ideal of Y defined as follows. For Y ⊂ X , we define the vanishing
ideal I(Y ) of Y to be the ideal generated by homogeneous polynomials vanishing on Y . I(Y ) is a complete
intersection if it is generated by a regular sequence of homogeneous polynomials F1, . . . , Fk ∈ S where k is
the height of IY . When the vanishing ideal IY is a complete intersection, bounds on the minimum distance
of Cα,Y is provided in [21]. There are interesting results about evaluation codes on complete intersections in
literature, e.g. [6, 7, 9]. These results motivate studying vanishing ideals of special subsets of the torus TX
and characterize when they are complete intersections.
When the vanishing ideal is a binomial or a lattice ideal it is relatively easier to characterize whether it is
a complete intersection, see [16] and references therein. In the case that the toric variety X is a projective
space over a finite field, there are interesting results relating lattice ideals and subtori of the torus TX .
Vanishing ideals of subgroups of TX parameterised by Laurent monomials are studied in [18] and shown to
be homogeneous lattice ideals of dimension 1. Binomial ideals that are vanishing ideals are characterised
in [22]. It was also proven that homogeneous lattice ideals of dimension 1 correspond to subgroups of the
torus TX . In [17], these subgroups are identified as being the subgroups of TX parameterized by Laurent
monomials. In the case that the toric variety X is weighted projective space over a finite field, vanishing
ideal of the torus itself is shown to be a homogeneous lattice ideal of dimension 1 in [5].
We use some of the main ideas in these works and extend the main results to more general toric varieties
over any field in the present paper. In section 2, we show that a homogeneous binomial ideal gives a
submonoid of TX , see Proposition 2.1 and Corollary 2.4. Conversely, we show that vanishing ideals of
submonoids of TX are lattice ideals in Proposition 2.6. We prove that vanishing ideal of a subset Y of the
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torus TX is a lattice ideal if and only if Y is a subgroup, for K = Fq, in Theorem 2.9. In section 3, we focus
on finite submonoids of the torus when K is algebraically closed or finite. We show that these submonoids
coincide with the submonoids parameterized by Laurent monomials on a finite subgroup ofK∗, see Theorem
3.2. We also give an algorithm for parameterizing the submonoid obtained from a homogeneous lattice ideal,
when K = Fq, see Proposition 3.4 and Algorithm 1. In section 4, we determine the homogeneous lattice
defining the vanishing ideals of subtori of TX called the degenerate tori which are parameterized by diagonal
matrices, see Theorem 4.5. We also characterize when these are complete intersection in Proposition 4.12.
In section 5, we list main properties of vanishing ideals of arbitrary subsets of the torus TX and prove that
they must be radical homogeneous ideals of dimension r − n, see Theorem 5.1. Finally, we give quick
applications of these on evaluation codes on degenerate tori, see Corollaries 6.2 and 6.3.
2. LATTICE IDEALS AND SUBMONOIDS OF THE TORUS
In this section we explore the connection between homogeneous lattice ideals and submonoids of the
torus TX .
Recall that xu := xu11 . . . x
um
m denotes a Laurent monomial for a vectoru ∈ Zr. A binomial is a difference
xa − xb of two monomials corresponding to the vectors a,b ∈ Nr. An ideal is called a binomial ideal if it
is generated by binomials. An exact sequenceP gives a grading on the polynomial ring S = K[x1, . . . , xr],
where degA(xj) := βj is the j-th column of the degree matrix β. A homogeneous ideal in S with respect to
this grading is called A-graded or A-homogeneous. We usually just say that it is homogeneous if the group
A is clear from the context.
Throughout [P ] = G · P denotes a point in X . We use [1] to denote [1 : · · · : 1]. Similarly, [V (B)]
denotes the set of elements [P ] suct that P ∈ V (B) ⊂ Kr. If [P ], [P ′] ∈ X then [P ] · [P ′] := [PP ′] is
a well-defined element of X ∪ [V (B)]. The set [V (B)] does not include [1] but it is closed with respect
to this coordinatewise multiplication operation as xσˆ(PP ′) = xσˆ(P )xσˆ(P ′) = 0 when [P ] ∈ [V (B)] or
[P ′] ∈ [V (B)]. AlthoughX might not be closed with respect to this multiplication, X ∪ [V (B)] is a monoid
with identity [1]. Finally, if Y ⊆ X is a submonoid of X ∪ [V (B)], then so is Y ∪ [V (B)].
For a homogeneous ideal J of S, let
VX(J) := {[P ] ∈ X : F (P ) = 0, for all homogeneous F ∈ J}.
Proposition 2.1. If J ⊂ S is a homogeneous binomial ideal then VX(J) ∪ [V (B)] is a submonoid of
X ∪ [V (B)]. If furthermore, PP ′ /∈ V (B), for all [P ], [P ′] ∈ VX(J), then VX(J) is a submonoid of
X ∪ [V (B)]. In particular, VX(J) ∩ TX is a submonoid of TX .
Proof. If 0 6= f = xa − xb is a generator of J , then f([1]) = 1 − 1 = 0. So, [1] ∈ VX(J). If
[P ], [P ′] ∈ VX(J), then f(P ) = f(P ′) = 0. This implies that xa(P ) = xb(P ) and xa(P ′) = xb(P ′).
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So, xa(PP ′) = xb(PP ′) yielding f(PP ′) = 0, i.e. PP ′ ∈ V (J). Hence [V (J)] = VX(J) ∪ [V (B)] is a
submonoid. If furthermore, PP ′ /∈ V (B), for all [P ], [P ′] ∈ VX(J), then [PP ′] ∈ VX(J) and thus VX(J)
is a submonoid. When [P ], [P ′] ∈ VX(J) ∩ TX , we have PP ′ /∈ V (B) and so [PP ′] ∈ VX(J) ∩ TX .
Therefore, VX(J) ∩ TX is a submonoid. 
Definition 2.2. A lattice L is a subgroup of Zr and is called homogeneous if L ⊆ Lβ = Kerβ = Imφ.
Recall that every vector in Zr is written as m = m+ − m−, where m+,m− ∈ Nr. Letting Fm =
xm
+ − xm− , the lattice ideal IL is the binomial ideal IL = 〈Fm |m ∈ L〉 generated by special binomials
Fm arising from L ⊂ Zr.
Proposition 2.3. L is homogeneous if and only if IL is homogeneous.
Proof. Since IL is generated by the set {Fm |m ∈ L}, it is homogeneous if and only if Fm is homogeneous
for all m ∈ L. But Fm = xm+ − xm− is homogeneous ⇐⇒ β(m+) = β(m+) ⇐⇒ β(m) = 0 ⇐⇒
m ∈ Lβ . Thus, IL is homogeneous if and only if m ∈ Lβ for all m ∈ L, that is, L is homogeneous. 
Corollary 2.4. If L is homogeneous, VX(IL) ∩ TX is a submonoid of TX .
Proof. This follows from Propositions 2.1 and 2.3. 
Definition 2.5. For Y ⊆ X , we define the vanishing ideal I(Y ) of Y to be the ideal generated by homoge-
neous polynomials vanishing on Y .
Proposition 2.6. Let Y ⊆ X . If Y is a submonoid ofX∪ [V (B)], then I(Y ) is a binomial ideal. If Y ⊆ TX
is a submonoid, I(Y ) is a lattice ideal.
Proof. If Y is a submonoid of X ∪ [V (B)], the set Y = {P ∈ Kr | [P ] ∈ Y } is a submonoid of Kr. Take
a homogeneous polynomial f = λ1xa1 + · · · + λkxak from I(Y ) with exactly k terms. As [1] ∈ Y , f
can not be a monomial, i.e. k > 1. Since monomials are characters from Y to the multiplicative monoid
(K, ., 1), it follows from Dedekind’s Theorem that the monomials of f can not be distinct characters as in
the proof of [22, Theorem 3.2]. If, say, xa1 and xa2 are the same as characters, then xa1 − xa2 ∈ I(Y ).
Thus f − λ1(xa1 − xa2) lies in I(Y ) and has exactly k − 1 terms. By induction on k, f must be written
as an algebraic combination of binomials, and hence I(Y ) is a binomial ideal. For the second part, take a
polynomial f of S such that xjf ∈ I(Y ) for any j = 1, . . . , r. By [2, Corollary 2.5], it is enough to show
that f ∈ I(Y ). Let f = ⊕
α∈Nβ
fα be the expansion of f as the sum of its homogeneous components where
fα has total degree α. Then xjf =
⊕
α∈Nβ
xjfα and xjfα is homogeneous of total degree α + βj . As I(Y )
is a homogeneous ideal, xjfα ∈ I(Y ). So, (xjfα)(P ) = pjfα(P ) = 0 for any element [P ] ∈ Y . Since
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P ∈ (K∗)r, pj 6= 0, and so fα(P ) = 0. This yields that fα ∈ I(Y ) for all α, consequently f ∈ I(Y )
completing the proof. 
Remark 2.7. It is not clear if the hypothesis of Proposition 2.6 can be replaced with the weaker hypothesis
that Y ∪ [V (B)] is a submonoid of X ∪ [V (B)]. When X is a projective space or weighted projective space
V (B) = {0}, so this can be done using the fact that if f ∈ I(Y ) is a homogeneous polynomial then it also
vanishes on V (B). See [22, Theorem 3.2] for the case of projective space.
Lemma 2.8. We have the following basic properties.
(1) ∅ = VX(1) and X = VX(0).
(2) VX(J1) ∪ VX(J2) = VX(J1J2) and
⋂
i
VX(Ji) = VX(
⋃
i
Ji).
(3) Y1 ⊆ Y2 =⇒ I(Y2) ⊆ I(Y1) .
(4) J1 ⊆ J2 =⇒ VX(J2) ⊆ VX(J1).
(5) If Y¯ is the Zariski closure of Y , then I(Y ) = I(Y¯ ) .
(6) Y¯ = VX(I(Y )).
Proof. These can be proven using the fact that homogeneous ideals are generated by homogeneous poly-
nomials. For instance, if [P ] ∈ VX(J1J2) \ VX(J1), then it suffices to show that G(P ) = 0 for every
homogeneous G ∈ J2. Since, there is some homogeneous F ∈ J1 with F (P ) 6= 0 and F (P )G(P ) = 0,
this follows at once. So, VX(J1J2) ⊆ VX(J1) ∪ VX(J2). The rest is either similar or obvious. 
We define Zariski topology on X by taking closed sets to be the zero loci VX(J) for homogeneous ideals
J .
We close this section with establishing the following correspondence.
Theorem 2.9. Let Y ⊆ TX and K = Fq. Then, I(Y ) is a lattice ideal if and only if Y is a subgroup.
Proof. If I(Y ) is a lattice ideal then VX(I(Y )) ∩ TX is a submonoid of TX by Proposition 2.1. Since
VX(I(Y )) = Y¯ = Y lies in TX and K is finite Y is a subgroup. The converse follows directly from
Proposition 2.6. 
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3. FINITE SUBMONOIDS OF THE TORUS
In this section we completely characterize finite submonoids of the torus TX when K is a finite field
or an algebraically closed field by showing that they are exactly those that are parameterized by Laurent
monomials. This was done when X is a projective space over a finite field by [17] and over an algebraically
closed field by [22]. We give an algorithm producing these monomials when K is a finite field and the
submonoid corresponds to a homogeneous lattice ideal.
Definition 3.1. Let H be a subset of K∗ and Q be an s × r integer matrix with entries qij . Then the
parameterized set corresponding to Q and H is defined as follows:
YQ,H = {[tq111 · · · tqs1s : · · · : tq1r1 · · · tqsrs ] : t1, . . . , ts ∈ H}.
Theorem 3.2. Let K be a finite field or an algebraically closed field. Then the following are equivalent:
(1) Y is a finite submonoid of TX .
(2) Y = YQ,H for a finite submonoid H of K∗.
Proof. Suppose that (1) holds. In this case Y is a finite subgroup as being a finite sumbonoid of a group.
Thus Y is a product 〈[P1]〉 × · · · × 〈[Ps]〉 of cyclic subgroups generated by points [P1], . . . , [Ps] ∈ Y of
orders, say, c1, . . . , cs. In this case, for every i = 1, . . . , s, we have [Pi]ci = [1] = G. IfK is finite, we define
H to be the subgroup generated by the coordinates pij of P1, . . . , Ps. Then H is a finite subgroup of K∗. If
K is algebraically closed, then we define H to be the subgroup generated by all x ∈ K such that xci = 1, for
some i = 1, . . . , s. We show that H is non-empty. Since (1, . . . , 1) ∈ G = [P cii ] and G is parameterized by
the columns of β, it follows that (1, . . . , 1) = (tβ1pcii1, . . . , t
βrpciir). So, t
βjpciij = 1, for all j = 1, . . . , r. Let
µjk ∈ K∗ be such that µcijk = tk, for j = 1, . . . , r and k = 1, . . . , r − n. This leads to µ
ciβj
j = t
βj , where
µj = (µi1, . . . , µik). Thus, we have (µ
βj
j pij)
ci = 1, for all j = 1, . . . , r. If p′ij = µ
βj
j pij , then p
′
ij ∈ H and
[P ′i ] = [Pi]. In order to unify the rest of the proof for both cases that K is finite and algebraically closed, by
abusing the notation, let us assume that pij ∈ H . This implies that H is a non-empty finite subgroup of K.
Since K is a field and H is finite, H must be cyclic, i.e., H = 〈η〉, for some η ∈ K∗. Then pij = ηqij for
some qij . Let Q be the s× r integer matrix with entries qij and let
YQ,H = {[tq111 · · · tqs1s : · · · : tq1r1 · · · tqsrs ] : t1, . . . , ts ∈ H}.
Then
[P ] ∈ Y ⇐⇒ [P ] = [P1]i1 · · · [Ps]is = [pi111 · · · piss1 : · · · : pi11r · · · pissr]
⇐⇒ [P ] = [ηi1q11 · · · ηisqs1 : · · · : ηi1q1r · · · ηisqsr ]
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Since tj ∈ H ⇐⇒ tj = µij , for all j = 1, . . . , s, it follows that [P ] ∈ Y ⇐⇒ [P ] ∈ YQ,H . Therefore,
(2) holds.
Suppose now that (2) holds. Then, taking ti = 1 ∈ H , for all i = 1, . . . , s, we see that [1] ∈ Y . The
product of two elements [P ] = [tq111 · · · tqs1s : · · · : tq1r1 · · · tqsrs ] and [P ′] = [t′q111 · · · t′qs1s : · · · : t′q1r1 · · · t′qsrs ]
of Y lies in Y since tit′i ∈ H and
[P ][P ′] = [(t1t′1)q11 · · · (tst′s)qs1 : · · · : (t1t′1)q1r · · · (tst′s)qsr ].
Therefore, (1) holds, as Y is finite whenever H is so. 
Lemma 3.3. If L is a homogeneous lattice with basis b1, . . . ,b` then
VX(IL) ∩ TX =
⋂`
i=1
VX(Fbi) ∩ TX .
Proof. Take a point [P ] from the intersection
⋂`
i=1 VX(Fbi)∩TX . Then, Fbi(P ) = xbi
+
(P )−xbi−(P ) =
0, for all i = 1, . . . , `. Since [P ] ∈ TX , its coordinates are not zero, and thus xbi(P ) = 1, for all
i = 1, . . . , `. As we have m = c1b1 + · · · + c`b`, for any m ∈ L, it follows that xm(P ) = 1. So,
Fm(P ) = 0, for any m ∈ L. Hence, [P ] ∈ VX(IL) ∩ TX . The other inclusion is straightforward. 
For finite fields Theorem 3.2 has a more precise form given below.
Proposition 3.4. Let K = Fq be a finite field. Let L ⊂ Zr be a homogeneous lattice of rank ` with basis
vectors b1, . . . ,b` and BL be a matrix with rows of the form [bj (q − 1)ej ] where ej is the standard basis
vector of Z`. If AL is an integer matrix of size (r + `)× r such that Ker(BL) = Im(AL), and A = [aij ] is
an r × r matrix consisting of the first r rows of AL, then VX(IL) ∩ TX = YA,K∗ .
Proof. Since K is a finite field, K∗ = 〈η〉 is cyclic, and so every point in TX is of the form [P ] = [ηs1 :
· · · : ηsr ] for some s = (s1, . . . , sr) ∈ Nr. Then, by Lemma 3.3, we have [P ] ∈ VX(IL) if and only if
Fbj (P ) = 0 for all j = 1, . . . , `. This is equivalent to η
s·bj = 1 for all j = 1, . . . , `. Since the order of η is
q − 1 the latter is equivalent to s · bj ∼= 0 mod q − 1 for all j = 1, . . . , `. This can be turned into a system
of linear equations as s · bj ∼= 0 mod q − 1 if and only if s · bj = (q − 1)cj for some cj ∈ Z:
s1b11 + · · ·+ srb1r − (q − 1)c1 = 0
...
s1b`1 + · · ·+ srb`r − (q − 1)c` = 0.
Then BL is the matrix of this system. Thus, s ∈ Zr is a common solution of the equations s · bj ∼= 0
mod q − 1 for all j = 1, . . . , ` if and only if (s, c) ∈ Ker(BL) ∩ Zr+` for some c = (c1, . . . , c`) ∈ Z`. If
AL is an integer matrix of size (r+ `)× r such that Ker(BL) = Im(AL), then the last condition means that
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there is some (λ1, . . . , λr) ∈ Zr with (s, c) = AL(λ1, . . . , λr). If A = [aij ] is an r × r matrix consisting
of the first r rows of AL, we have [P ] ∈ VX(IL) if and only if (s1, . . . , sr) = A(λ1, . . . , λr). In this case,
si = ai1λ1 + · · · + airλr and hence ηsi = (ηλ1)ai1 · · · (ηλr)air , for all i = 1, . . . , r. Letting tj = ηλj for
any j = 1, . . . , r, we conclude that [P ] ∈ VX(IL) if and only if [P ] = [ta111 · · · ta1rr : · · · : tar11 · · · tarrr ]. So,
if [P ] ∈ VX(IL) ∩ TX then [P ] ∈ YA,K∗ by above. Converse is straightforward since any tj ∈ K∗ is of the
form ηλj for j = 1, . . . , r. 
Algorithm 1 Parameterizing the zero set of a lattice ideal in the torus.
Input A matrix L whose rows constitute a basis for a lattice L ⊂ Zr,
Output A matrix A parameterizing VX(IL) ∩ TX .
1: Form the matrix BL adding to L an identity matrix of size rank L.
2: Find a matrix AL with Ker(BL) = Im(AL)
3: Choose the first r rows of AL
The following will illustrate how to run this algorithm in Macaulay2.
Example 3.5. LetX = H2 be the Hirzebruch surface whose rays are generated by v1 = (1, 0), v2 = (0, 1),
v3 = (−1, 2), and v4 = (0,−1). Thus we have the short exact sequence
P : 0 // Z2
φ
// Z4
β
// Z2 // 0 ,
where
φ =
1 0 −1 0
0 1 2 −1
T and β =
1 −2 1 0
0 1 0 1
 .
This shows that the class group is A = Z2 and the total coordinate ring is S = K[x1, x2, x3, x4] where
degA(x1) = degA(x3) = (1, 0),degA(x2) = (−2, 1), degA(x4) = (0, 1).
We illustrate Proposition 3.4 taking L ⊂ Z4 to be the lattice generated by the rows of the matrix L below.
q=11;
beta = matrix {{1, -2, 1, 0}, {0, 1, 0, 1}};
L=matrix {{10,0,-10,0},{0,5,10,-5}};
beta*transpose L--L is homogeneous as this is zero
r=numColumns L;
l=numRows L;
BL=L|(q-1)*id_(ZZ^l)
O = matrix mutableMatrix(ZZ,r,l)--zero matrix
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A=transpose ((id_(ZZ^r)| O)*gens ker BL)
o1 = | 0 1 0 1 |
| 1 0 0 0 |
| 0 2 -1 0 |
| -1 0 -1 0 |
In this example the zero set VX(IL) of the lattice ideal IL = 〈x101 − x103 , x52x103 − x54〉 does lie in the torus,
as V (IL) \ (F∗q)4 ⊂ V (B) = V (x1, x3) ∪ V (x2, x4). Therefore, VX(IL) = YA,F∗11 .
We also consider the following typical singular example.
Example 3.6. Let X = P (1, 1, 1, 3) be the weighted projective surface with homogeneous coordinate ring
S = K[x1, x2, x3, x4] where degA(x1) = degA(x2) = degA(x3) = 1, degA(x4) = 3. The same lattice is
homogeneous here as in the previous example.
q=11;
beta = matrix {{1,1,1,3}};
Phi=gens ker beta
o1 = | 1 -1 0 |
| -1 0 3 |
| 0 1 0 |
| 0 0 -1 |
L=matrix {{10,0,-10,0},{0,5,10,-5}};
beta*transpose L--L is homogeneous as this is zero
r=numColumns L;
l=numRows L;
BL=L|(q-1)*id_(ZZ^l)
O = matrix mutableMatrix(ZZ,r,l)--zero matrix
A=transpose ((id_(ZZ^r)| O)*gens ker BL)
o1 = | 0 1 0 1 |
| 1 0 0 0 |
| 0 2 -1 0 |
| -1 0 -1 0 |
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Thus we have the short exact sequence
P : 0 // Z3
φ
// Z4
β
// Z // 0 ,
where
φ =

1 −1 0 0
−1 0 1 0
0 3 0 −1

T
and β =
[
1 1 1 3
]
.
In this example the zero set VX(IL) of the lattice ideal does not lie in the torus. But if we add to L the
subgroup generated by the vector (0, 10,−10, 0) and denote by L′ the new lattice we obtain, then it follows
that VX(IL′) = VX(IL) ∩ TX = YA,F∗11 .
We close this section with the following observation.
Corollary 3.7. If K = Fq, then YQ,H = YA,K∗ for some square integer matrix A.
Proof. Let IL = I(YQ,H) be the lattice ideal of YQ,H ⊆ TX . Then, by Proposition 3.4, there is a square
integer matrix A such that VX(IL) ∩ TX = YA,K∗ . Since YQ,H = VX(IL) by Lemma 2.8, the claim
follows. 
4. DEGENERATE TORI
In this section, we focus on finite submonoids of the torus TX which are parameterized by diagonal
matrices.
Definition 4.1. If H = 〈η〉 is a finite submonoid of K∗, then the finite submonoid YA,H = {[ta11 : · · · :
tarr ] : ti ∈ H} of the torus TX is called a degenerate torus.
Since H = 〈η〉, every ti ∈ H is of the form ti = ηsi , for some 0 ≤ si ≤ h − 1, where h = |η| is the
order of η. Let di = |ηai | and D = diag(d1, . . . , dr).
Proposition 4.2. If d1, . . . , dr are coprime to each other then YA,H is a cyclic group of order d1 · · · dr.
Proof. Let [Pi] = [1 : · · · : ηai : · · · : 1], for i = 1, . . . , r. If [Pi]si = [1], then (1, . . . , 1, ηaisi , 1, . . . , 1) ∈
G. Since G = Kerpi, it follows that xu1 = · · · = xun = 1 at [Pi]. So, ηaisiu1i = · · · = ηaisiuni = 1. Since
vi = (u1i, . . . , uni) is a primitive ray generator, the greatest common divisor of its coordinates is 1. Thus, di
divides si as di = |ηai |. This means the point [Pi] generates a cyclic group of order di, for all i = 1, . . . , r.
On the other hand, every element [ta11 : · · · : tarr ] is a product [P1]s1 · · · [Pr]sr of powers of the points
[P1], . . . [Pr], as ti = ηsi , for all i = 1, . . . , r. This shows that Y is a product of cyclic subgroups generated
by [P1], . . . , [Pr]. Under the hypothesis, this product becomes a direct product, completing the proof. 
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Remark 4.3. When X = Pr−1, H = F∗q , and gcd(d1, . . . , dr) = 1, the order of YA,H is d1 · · · dr by [14].
This does not hold in general, as the following example illustrates.
Example 4.4. Take X = H2 to be the Hirzebruch surface over F11 and consider (a1, a2, a3, a4) =
(2, 5, 4, 5). Then, we have (d1, d2, d3, d4) = (5, 2, 5, 2) and gcd(d1, d2, d3, d4) = 1. In this case G has
points of the form (g1, g2, g1, g21g2) for g1, g2 ∈ K∗. Denote by Ci the cyclic subgroup generated by
[Pi], for i = 1, 2, 3, 4. One can check that C1 ∩ C3 = [1], so C1C3 = C1 × C3. Since the orders 25
of C1C3 and 2 of C2 are relatively prime, it follows that C1C2C3 = C1 × C2 × C3 having order 50.
Now, C4 is a subgroup of C1C2C3, since [P4] = [P2] via (1, 1, 1, η5) = (1, η5, 1, η5)(1, η5, 1, 1). Hence,
YA,H = C1C2C3C4 = C1C2C3 have order 50.
On the other hand, if we take (a1, a2, a3, a4) = (5, 2, 5, 4), then (d1, d2, d3, d4) = (2, 5, 2, 5) and
gcd(d1, d2, d3, d4) = 1 as before. We observe that [P3] = [P1] and C4 = C2 in this case. So, YA,H =
C1C2C3C4 = C1 × C2 have order 10.
As YA,H is a submonoid of TX , I(YA,H) is a lattice ideal. We are ready to give our first main result
specifying the lattice of this ideal. Algorithms for finding general I(Y ) are given in [1].
Theorem 4.5. If Y = YA,H then I(Y ) = IL for L = D(LβD).
Proof. Take a generator Fm = xm
+−xm− of I(YA,H). Since Fm homogeneous, m ∈ Lβ and Fm(P ) = 0,
for all [P ] ∈ YA,H . So, xm(P ) = 1, for all [P ] ∈ YA,H . This is true in particular for points having
homogeneous coordinates [1 : · · · : ηai : · · · : 1] with ηai in the i− th component. So, (ηai)mi = 1 yielding
di|mi, i.e., m = D(m′), for some m′ ∈ Zr. As m ∈ Lβ , we have βD(m′) = βm = 0, so m′ ∈ LβD.
Therefore, m ∈ D(LβD) = L and Fm is a binomial generator of IL.
Conversely, take a binomial generator Fm of IL. Then m ∈ L, so m = D(m′), for some m′ ∈ LβD.
Since βm = βD(m′) = 0, Fm is homogeneous. On the other hand, xm([P ]) = ηa1s1m1 · · · ηarsrmr = 1
, for all [P ] = [ηa1s1 : · · · : ηarsr ] ∈ YA,H , since mi = dim′i and (ηai)di = 1 for all i ∈ [r]. Thus,
xm
+
([P ]) = xm
−
([P ]) and Fm([P ]) = 0, for all [P ] ∈ YA,H . Hence, Fm is a generator of I(YA,H). 
Remark 4.6. As di = |ηai | = h/ gcd(h, ai), the lattice L = D(LβD) depends on H . Since the lattice
LβD is saturated, ILβD is a prime lattice ideal also known as a toric ideal. There are various algorithms for
finding generators of a toric ideal, and these can be used here.
Definition 4.7. If each column of a matrix has both a positive and a negative entry we say that it is mixed.
If it does not have a square mixed submatrix, then it is called dominating.
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Algorithm 2 Lattice of the vanishing ideal of a degenerate torus.
Input A matrix A parameterizing the degenerate torus,
Output A matrix Γ whose columns generate the lattice L.
1: Find the matrix D using di = h/ gcd(h, ai).
2: Compute the matrix LbetaD whose columns generate LβD.
3: Multiply D by LbetaD
Example 4.8. The matrix φ =
0 1 1 1 0 −1 −1 −1
1 1 0 −1 −1 −1 0 1
T is a mixed BUT not dominating
matrix.
Definition 4.9. For Y ⊂ X , the ideal I(Y ) is called a complete intersection if it is generated by a regular
sequence of homogeneous polynomials F1, . . . , Fk ∈ S where k is the height of I(Y ).
Theorem 4.10 (Morales-Thoma 2005). Let L be a sublattice of Zr with L ∩ Nr = {0} and Γ be a matrix
whose columns constitute a basis of L. Then IL is a complete intersection iff Γ is mixed dominating.
Example 4.11. Take X = H2 to be the Hirzebruch surface over F11 and consider (a1, a2, a3, a4) =
(2, 5, 4, 5). Then, we have (d1, d2, d3, d4) = (5, 2, 5, 2) and gcd(d1, d2, d3, d4) = 1. We compute the
vanishing ideal in Macaulay2 as follows:
i1 : beta = matrix {{1, -2, 1, 0}, {0, 1, 0, 1}}
o1 = | 1 -2 1 0 |
| 0 1 0 1 |
i2 : D=matrix{{5,0,0,0},{0,2,0,0},{0,0,5,0},{0,0,0,2}};
i3 : LbetaD =gens ker (beta*D);
i4 : gamma=D*LbetaD
o4 = | -5 20 |
| 0 10 |
| 5 0 |
| 0 -10 |
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Thus, I(YA,K∗) = 〈x51 − x53, x201 x102 − x104 〉.
On the other hand, if we take (a1, a2, a3, a4) = (5, 2, 5, 4), then (d1, d2, d3, d4) = (2, 5, 2, 5) and
gcd(d1, d2, d3, d4) = 1 as before. Similarly, the vanishing ideal is found to be I(YA,K∗) = 〈x21−x23, x101 x52−
x54〉. Note that the matrix Gamma above is mixed-dominating and that the ideal I(YA,K∗) is a complete in-
tersection, in both cases.
Proposition 4.12. A generating system of binomials for I(YA,H) is obtained from that of ILβD by replacing
xi with x
di
i . I(YA,H) is a complete intersection if and only if so is the toric ideal ILβD . In this case, a
minimal generating system is obtained from a minimal generating system of ILβD this way.
Proof. I(YA,H) = IL for L = D(LβD). The first part relies on the fact that m ∈ LβD iff Dm ∈ D(LβD)
and thus xm
+ − xm− ∈ ILβD iff xDm
+ − xDm− ∈ I(YA,H). So, there is a one-to-one correspondence
between the binomials with disjoint supports. If xm
+ −xm− = g1(xm+1 −xm−1 ) + · · ·+ gk(xm+k −xm−k ),
then xDm
+ − xDm− = D(g1)(xDm+1 − xDm−1 ) + · · ·+D(gk)(xDm+k − xDm−k ), where D(g) means that
every xi in the polynomial g is replaced with x
di
i .
Let Γ be a matrix whose columns constitute a basis for the lattice LβD. It is clear that DΓ is a matrix
whose columns form a basis of L. Since D is a diagonal matrix with positive entries in the main diagonal,
the sign patterns of Γ and DΓ are the same. By Theorem 4.10 above, I(YA,H) is a complete intersection
iff so is the toric ideal ILβD . In this case we know that the minimal generating sets for both ideals have the
same cardinality : height I(YA,H) = height ILβD . If f1, . . . , fk are minimal generators for the ideal ILβD ,
with k = height ILβD , then D(f1), . . . , D(fk) are generators for the ideal I(YA,H). Since height I(YA,H)
is a lower bound for the number of generators, this set must be a minimal generating set, completing the
proof. 
Remark 4.13. The toric ideal ILβD depends on h but not on the field K.
When A is free, the ideal of {[1]} is the toric ideal of Nβ.
Corollary 4.14. When K = Fq we have the following.
(i) If Y = {[1]} then I(Y ) = ILβ ,
(ii) If Y = TX then I(Y ) = IL, for L = (q − 1)Lβ ,
(iii) I(TX) is a complete intersection iff so is ILβ , which is independent of q.
Proof. (i) If Y = {[1]} then H = 〈1〉. So, D = Ir and I(Y ) = ILβ . This is true for any field K.
(ii) If Y = TX then H = K∗ and A = Ir. So, D = (q − 1)Ir and thus I(Y ) = IL for L = DLβD =
(q − 1)Lβ , since βD = (q − 1)Irβ = (q − 1)β and β have the same kernel: LβD = Lβ .
(iii) This is a direct consequence of Proposition 4.12. 
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These consequences generalize some results of [5] from weighted projective spaces to a general toric
variety. Using the matrix φ defined by the fan Σ and the result presented in this section one can easily check
whether the vanishing ideal of TX is a complete intersection.
Example 4.15. The matrix φ =
1 0 −1 0
0 1 ` −1
T is a mixed dominating matrix.
• So, ILβ = 〈x1 − x3, x2x3` − x4〉 is a complete intersection.
• Thus, tori TX of the Hirzebruch surfacesH` are all complete intersection for every q and `:
I(TX) = 〈x1q−1 − x3q−1, x2q−1x3`(q−1) − x4q−1〉.
5. PRIMARY DECOMPOSITION OF VANISHING IDEALS
In this section, we list main properties of vanishing ideals of subsets of the torus TX over Fq.
Theorem 5.1. Let Y be a subset of TX and [P ] ∈ TX .
(i) If I(Y ) = IL then I([P ]Y ) = 〈xm+ − xm(P )xm− |m ∈ L〉.
(ii) I([P ]) = 〈xm+ − xm(P )xm− |m ∈ Lβ〉 is a prime ideal of height n.
(iii) The minimal primary decomposition of I(Y ) is as follows:
I(Y ) =
⋂
[P ]∈Y
I([P ]).
(iv) I(Y ) is radical.
(v) height I(Y ) = n.
(vi) dim I(Y ) = r − n.
Proof. (i) Let Fp(x) := F (p−1x), for a polynomial F ∈ S. Then Fp ∈ I([P ]Y ) if and only if F ∈ I(Y ),
since Fp(pt) = F (p−1pt) = F (t) for all t ∈ Y . If I(Y ) = IL and F (x) = xm+ − xm− is a generator for
IL, then
Fp(x) = x
−m+(P )xm
+ − x−m−(P )xm− = x−m+(P )(xm+ − xm(P )xm−),
giving a generator xm
+ − xm(P )xm− for I([P ]Y ). When [P ] = [P ′], p = gp′, for some g ∈ G. Since
xm(P ) = xm(g)xm(P ′) = xm(P ′), for all g ∈ G and m ∈ L ⊂ Lβ , it follows that xm+ − xm(P )xm− is
independent of the representative of [P ].
(ii) Since {[P ]} = [P ]Y for Y = {[1]}, the claim follows from the previous item and Corollary 4.14 (i).
As the map sending F to Fp is ring autormorphism, it follows that I([P ]) is a prime ideal of height n if and
only if so is the toric ideal I([1]) = ILβ . By [15, Proposition 7.5], the Krull dimension of S/ILβ , which is
r − height ILβ , equals r − rankLβ = r − n, whence the result.
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(iii) Since intersection of homogeneous ideals is homogeneous, we have
I(Y ) =
⋂
[P ]∈Y
I([P ]).
In order to show that this decomposition is minimal we prove that I([P ]) is a minimal prime of I(Y ), for
every [P ] ∈ Y . This follows from the following observation. (xm+ − xm(P )xm−)(P0) = 0 if and only
if xm(P ) = xm(P0) if and only if (xm
+ − xm(P0)xm−)(P ) = 0. Thus, I([P ]) ⊂ I([P0]) if and only if
I([P0]) ⊂ I([P ]), meaning that I([P ]) ⊂ I([P0]) if and only if I([P ]) = I([P0]).
(iv) This follows directly from the previous decomposition and the fact that each I([P ]) is prime.
(v) height I(Y ) = n, since all the minimal primes are of height n and thus the maximum is n.
(vi) dim I(Y ) is the maximum of dim I([P ]) as [P ] vary in Y . Since dim I([P ]) = r − height I([P ]),
for all points [P ] ∈ Y , the result follows from item (ii). 
6. EVALUATION CODES ON DEGENERATE TORI
In this section we apply our results in previous sections to evaluation codes on degenerate tori in a toric
variety.
Recall the basic definitions from coding theory. Let Fq be a finite field of q elements and F∗q = Fq \ {0}
its multiplicative group. A subspace C of FNq is called a linear code, and its elements c = (c1, . . . , cN )
are called codewords. The number N is called the block-length of C. The weight of c in C is the number
of non-zero entries in c. The distance between two codewords a and b in C is the weight of a − b ∈ C.
The minimum distance between distinct codewords in C is the same as the minimum weight of non-zero
codewords in C. The block-length N , the dimension k = dimFq(C), and the minimum distance d = d(C)
are the basic parameters of C.
Now, let X be a simplicial complete toric variety over Fq with torsion-free class group and S its homo-
geneous coordinate ring as in the previous sections.
Now, we recall evaluation codes defined on subsets Y = {[P1], . . . , [PN ]} of the torus TX . Fix a degree
α ∈ Nβ and a monomial F0 = xφ(m0)+a ∈ Sα, where m0 ∈ Zn, a is any element of Zr with deg(a) = α,
and φ as in the exact sequence P. This defines the evaluation map
(2) evY : Sα → FNq , F 7→
(
F (P1)
F0(P1)
, . . . ,
F (PN )
F0(PN )
)
.
The image Cα,Y = evY (Sα) is a linear code, called the generalized toric code. It can be readily seen
that different choices of F0 ∈ Sα yield to equivalent codes. Clearly, the block-length N of Cα,Y equals
|TX | = (q − 1)n in the case of toric codes where Y = TX , which was introduced for the first time by
Hansen in [10, 11]. A way to compute the dimension of a toric code is given in [19]. In the generalized
case, multigraded Hilbert function can be used to compute the length and dimension as shown by S¸ahin and
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Soprunov in [20]. For general information about algebraic geometry codes we refer the reader to [23] and
[13].
The next proposition provides a way to calculate the dimension of the code as the value of the Hilbert
function HY (α) := dimK Sα − dimK I(Y )α.
Proposition 6.1. dimK Cα,Y equals HY (α).
Proof. This follows as the kernel of the evaluation map is exactly the the degree α part of the vanishing
ideal I(Y ). 
We write α  α′ if α′−α lies in Nβ, where Nβ ⊂ A denotes the semigroup generated by the degrees βi
of the variables xi.
Corollary 6.2. If the set Y = YA,H and α  d1β1 + · · ·+ drβr, then evY is injective, that is, dimK Cα,Y =
dimK Sα.
Proof. In this case we have I(Y ) = IL for L = D(LβD) by Theorem 4.5, where D = diag(d1, . . . , dr).
By Proposition 4.12, the generators of I(Y ) are obtained from the generators of the toric ideal ILβ by
substituting xdii in xi. Thus, their degrees are at least diβi. In particular, the degree α part of the kernel
I(Y )α = {0} when α  d1β1 + · · ·+ drβr. 
Corollary 6.3. If the set Y = YA,H and d1, . . . , dr are pairwise relatively prime, then the length of Cα,Y is
d1 · · · dr.
Proof. This follows directly from Proposition 4.2. 
We finish with the following example.
Example 6.4. Take X = H2 to be the Hirzebruch surface over F11 and consider (a1, a2, a3, a4) =
(2, 5, 4, 5). Then, we have (d1, d2, d3, d4) = (5, 2, 5, 2) and gcd(d1, d2, d3, d4) = 1. Thus, I(YA,K∗) =
〈x51 − x53, x201 x102 − x104 〉 by Example 4.11. The fan Σ of X determines an important subsemigroup K of the
semigroup Nβ. Namely,K = ∩σ∈ΣNσˆ, where Nσˆ is the semigroup generated by the subset {βj : ρj /∈ σ}.
In this example, K = N2. Since the degrees (5, 0) and (0, 10) lie in K, it follows that the Hilbert function at
(5, 10) gives us the length by [20].
i1 : hilbertFunction({5,10},IYQ)
o1 = 50
On the other hand, if we take (a1, a2, a3, a4) = (5, 2, 5, 4), then (d1, d2, d3, d4) = (2, 5, 2, 5) and
gcd(d1, d2, d3, d4) = 1 as before. Similarly, the vanishing ideal is found to be I(YA,K∗) = 〈x21−x23, x101 x52−
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x54〉. Note that the matrix Gamma above is mixed-dominating and that the ideal I(YA,K∗) is a complete in-
tersection, in both cases.
Dimensions of various codes are encoded in the matrix below:
i2 : apply(6,j-> apply(18,i-> hilbertFunction({i-5,5-j},IYQ)));
i3 : oo / print @@ print
{06,07,08,09,10,10,10,10,10,10,10,10,10,10,10,10,10,10}
{04,05,06,07,08,09,10,10,10,10,10,10,10,10,10,10,10,10}
{02,03,04,05,06,07,08,08,08,08,08,08,08,08,08,08,08,08}
{00,01,02,03,04,05,06,06,06,06,06,06,06,06,06,06,06,06}
{00,00,00,01,02,03,04,04,04,04,04,04,04,04,04,04,04,04}
{00,00,00,00,00,01,02,02,02,02,02,02,02,02,02,02,02,02}
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