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The phase diagram of a material is of central importance to describe
the properties and behaviour of a condensed matter system. We prove
that the general task of determining the quantum phase diagram of a
many-body Hamiltonian is uncomputable, by explicitly constructing a
one-parameter family of Hamiltonians for which this is the case. This
work builds off recent results proving undecidability of the spectral gap
problem [CPW15a; CPW15b; Bau+18b]. However, in all previous
constructions, the Hamiltonian was necessarily a discontinuous function
of its parameters, making it difficult to derive rigorous implications for
phase diagrams or related condensed matter questions. Our main technical
contribution is to prove undecidability of the spectral gap for a continuous,
single-parameter family of translationally invariant, nearest-neighbour
spin-lattice Hamiltonians on a 2D square lattice: H(ϕ) where ϕ ∈ R. As
well as implying uncomputablity of phase diagrams, our result also proves
that undecidability can hold for a set of positive measure of a Hamiltonian’s
parameter space, whereas previous results only implied undecidability on
a zero measure set.
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1. Introduction
Phase transitions and phase diagrams have been a central area of study in condensed
matter physics for well over a century. In the second half of the 20th century interest in
superconductors and topological phases spurred work in quantum phase transitions;
phase transitions happening at zero temperature due to the change in some non-thermal
parameter [Sac11].
The phase diagrams for many materials have been well studied both experimentally
and theoretically. There exist numerous algorithms which are heuristically effective
at computing properties of many-body quantum systems, such as the Density Matrix
Renormalization Group for 1D gapped systems or density functional theory. Classic toy
models include the 1-dimensional transverse field Ising Model which is known to have
a transition from an unordered to ordered phase at a critical magnetic field strength
[Sac11]. On the other hand, in general numerical simulations are computationally
difficult, and may even be intractable [SMS13; SV09]. An important example is the 2D
Hubbard model which is thought to describe the behaviour of the high-temperature
superconducting cuprates but remains poorly understood [PKC15]. Moreover, quantum
phase diagrams can be highly complex. Experimentally and computationally one of the
best studied, the 2D electron gas—amodel for free electrons in semiconductors—is well
known to have a complex phase diagram; the system undergoes a large number of phase
transitions, most notably those associated with the quantum hall effect. Indeed, the
phase diagrams of such systems are known to be incredibly rich with some producing
Hoftstadter butterfly patterns with an infinite number of phases [OA01].
Quantum phase transitions are associated with the spectral gap of the Hamiltonian
closing, where the spectral gap is defined as the difference between the second smallest
and smallest eigenvalue of the Hamiltonian. More precisely, a discontinuous change in
the ground state is only possible if the spectral gap vanishes. So a vanishing gap is a
necessary (though not always sufficient) condition for a phase transition to occur. Cubitt,
Perez-Garcia, and Wolf [CPW15a; CPW15b] showed that the spectral gap problem
is undecidable. Specifically, given a (finite) description of a translationally invariant,
nearest neighbour Hamiltonian on a 2D square lattice, they prove that deciding whether
it has a spectral gap or not is at least as hard as solving the Halting Problem. Surprisingly,
given the efficient algorithms for approximating ground states of 1D systems, this result
was recently strengthened and extended to the case of 1D Hamiltonians [Bau+18b].
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In both constructions, the Hamiltonian H(ϕ) depends on an external parameter ϕ.
Whether the Hamiltonian is gapped or gapless depends on the value of this parameter,
with the former corresponding to a non-critical phase and the latter to a critical phase.
Hence these results give Hamiltonians with highly complex phase diagrams [CPW15b].
However, the Hamiltonian H(ϕ) is not a continuous function of ϕ. Specifically, the
Hamiltonian contains some terms which depend continuously on the value of ϕ, but also
others which depend on the number of bits |ϕ| in the binary expansion of ϕ. Clearly,
the latter takes integer values, and has discontinuous jumps as ϕ varies.
Thismay seem like aminor technical limitation. But in fact this limitation significantly
restricts the implications one can draw from the spectral gap undecidability results, in
particular for quantum phase diagrams, which are one of the main reasons for caring
about spectral gaps in the first place. It is not “natural” for the spectral gap of a
Hamiltonian to depend on the length of ϕ’s binary expression in the sense that no real
system is likely to have properties like this. Furthermore, the constructions do not allow
anything to be said about the spectral gap if ϕ and |ϕ| are decoupled.
Although mathematically strictly speaking H(ϕ) can be viewed as a function of a
single variable, as a physical model it really depends on two parameters, ϕ and |ϕ|,
which play very different roles in determining the physics of the system. Not only
does this mean it is not possible say anything about the full phase diagram of these
models, except along a disconnected collection of line-segments in the full 2D phase
diagram. It also means that the undecidability critically relies on fine-tuning the value
of one parameter in the Hamiltonian to precisely the integer value that matches |ϕ|; for
an arbitrarily small deviation from this precise value, the proof techniques cannot say
anything about the spectral gap, let alone about the phase diagram. The fact that this
discontinuous dependence on both ϕ and |ϕ| is fundamental to the proof approach raises
the possibility that undecidability and its consequences may not apply to the continuous
families of Hamiltonians traditionally considered in condensed matter models, and
may have no real consequences for understanding quantum phase diagrams, even in
principle.
In this work we significantly strengthen the previous results by proving undecidability
of the spectral gap for Hamiltonians H(ϕ) that depend continuously on a single, real
parameter. Qualitatively, this brings the results significantly closer to classic condensed
matter models, for example, the transverse Ising model H = ∑〈i, j 〉 σ(i)z σ(j)z + ϕ∑i σ(i)x .
Here the real parameter ϕ models the strength of an external magnetic field. Our
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undecidability result directly implies that the phase diagram of systems such as this can
be uncomputable: there provably does exist any procedure or algorithm for determining
the phase diagram of the system, even given a complete description of the parameters
of the model.
2. Main Result
The quantum many-body systems we will consider are translationally invariant, nearest-
neighbour, 2D spin lattice models. The L × L square lattice with open boundary
conditions will be denoted Λ(L); for brevity we leave the lattice size implicit whenever
it is clear from context. Each lattice site is associated with a spin system with local
Hilbert space of dimension d, Cd. The spins are coupled with a nearest neighbour,
translationally invariant Hamiltonian with local terms hcol, hrow ∈ B(Cd ⊗Cd). We are
interested in phase transitions, which strictly speaking only occur in the thermodynamic
limit of infinitely large lattices; we will take the thermodynamic limit by taking L →∞.
The resulting Hamiltonian over the entire lattice is
HΛ(L) =
L∑
i=1
L−1∑
j=1
hrow(i, j),(i+1, j) +
L−1∑
i=1
L∑
j=1
hcol(i, j),(i, j+1), (1)
where the subscripts indicate where the local terms act non-trivially. This defines a
family of Hamiltonians {HΛ(L)}L∈N, where we emphasize that the index parameter
is the lattice’s size, and all local terms are the same hcol and hrow for all L. This is
crucial: if we were to allow the local terms to change with L even in a trivial way (e.g.
as a scaling constant) it might be possible to encode exotic physical behaviour into the
interplay of the energy scales [Bau18]. We want to rule out any such loopholes and
demand the local terms to remain fixed. The notion of a family thus only relates to
the fact that the system size grows.1 We will often abuse notation and write or HΛ
or HΛ(L) rather than {HΛ(L)}L∈N to denote the whole family of Hamiltonians, or a
specific instance thereof—which one is meant will always be unambiguous and clear
from context.
1In a similar fashion we want to rule out L-dependent interaction topologies that could lead to non-trivial
behaviour. Since for us L simply describes the side length of the underlying spin lattice this is certainly
the case.
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The main quantity of interest for our purposes is the spectral gap of the Hamiltonian
HΛ, defined as the difference between the smallest and second smallest eigenvalue of
the lattice:
∆(HΛ) := λ1(HΛ) − λmin(HΛ). (2)
We then define a Hamiltonian to be gapped or gapless if they satisfy the following cases:
Definition 2.1 (Gapped, from [CPW15a]). We say that HΛ(L) of Hamiltonians is
gapped if there is a constant γ > 0 and a system size L0 ∈ N such that for all L > L0,
λmin(HΛ(L)) is non-degenerate and ∆(HΛ(L)) ≥ γ. In this case, we say that the spectral
gap is at least γ.
Definition 2.2 (Gapless, from [CPW15a]). We say that HΛ(L) is gapless if there is a
constant c > 0 such that for all  > 0 there is an L0 ∈ N so that for all L > L0 any
point in [λmin(HΛ(L)), λmin(HΛ(L)) + c] is within distance  from specHΛ(L).
As noted in [CPW15a], gapped is not defined as the negation of gapless; there are
systems that fall into neither class, such as systems with closing gap or degenerate
ground states. However, the stronger definitions allow us to avoid any potentially
ambiguous Hamiltonians—the family of systems we construct are guaranteed to fall
into one of the above categories.
Throughout the paper we will be using the notion of a continuous family of Hamilto-
nians.
Definition 2.3 (Continuous family of Hamiltonians). We say that a Hamiltonian
H(ϕ) = ∑j hj(ϕ) depending on a parameter ϕ ∈ R, made up of a sum over local terms
hj(ϕ) each acting on some Hilbert spaceH , is continuous if each hj(ϕ) : R −→ B(H)
is a continuous function. We say that a family of Hamiltonians {Hi(ϕ)}i∈I for some
index set I is a continuous family if each Hi(ϕ) is continuous.
Our main result is a constructive proof of the following theorem:
Theorem 2.4 (Spectral Gap Undecidability of a Continuous Family of Hamiltonians).
For any given universal Turing MachineM, we can construct explicitly a dimension
d ∈ N, d2 × d2 matrices a, a′, b, c and c′ with the following properties:
1. a and c are diagonal with entries in Z, i.e. they correspond to a completely
classical spin coupling.
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2. a′ is Hermitian with entries in Z + 1√
2
Z,
3. b has integer entries.
4. c′ is Hermitian with entries in Z.
For any real number ϕ′ ∈ R and any 0 ≤ β ≤ 1 which can be arbitrarily small, set
hcol := c + βc′ independent of ϕ′,
hrow(ϕ′) := a + β
(
a′ + eipiϕ′b + e−ipiϕ′b†
)
.
Then ‖hrow(ϕ′)‖ ≤ 2, ‖hcol(ϕ′)‖ ≤ 1. Given a square lattice Λ(L), we define HΛ(L) as
in eq. (1). Then one of the following holds.
1. There exists a non-halting instance η ∈ N forM such that, for an encoding
ϕ(η) := 2−η we have
ϕ′ ∈ [ϕ(η), ϕ(η) + 2−η−` ) for some ` ≥ 1,
and the Hamiltonian HΛ(ϕ′) is gapped in the sense of definition 2.1 with a
product ground state (i.e. with strictly 0 connected correlation functions).
2. There exists a halting instance η forM with halting tape length L0 such that
ϕ′ ∈ [ϕ(η), ϕ(η) + 2−η−` ) for some ` ≥ log2 (L−20 2L1/40 ) ,
and the HΛ(ϕ′) is gapless in the sense of definition 2.2 with a critical ground
state (i.e. with algebraic decay of correlations).
Since the Halting Problem for a universal Turing machine is undecidable, deter-
mining whether the Hamiltonian HΛ(ϕ) is gapped or not is undecidable—both in the
axiomatic and algorithmic sense; see [CPW15a, Sec. 1] for an extended discussion.
As a consequence of the new Hamiltonian construction that we present in this paper,
we conclude the following:
Corollary 2.5. The phase diagram of HΛ(ϕ) as a function of its parameter ϕ is
uncomputable.
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Note that, although this corollary is true and captures the essence of what we have
proven, there is a technical subtlety in pinning down rigorously what it means for a
phase diagram to be computable in the first place. Most real numbers are uncomputable.
(More precisely, the set of computable numbers is countable, whereas the reals are
uncountable.) For any Hamiltonian, at uncomputable values of its parameters, the
phase at that point in the phase diagram is obviously uncomputable. Thus, over the
reals, technically every phase diagram is uncomputable at almost every point, for trivial
reasons.
What we have proven here is significantly stronger than this trivial statement.
For the Hamiltonian we construct, the phase diagram is uncomputable even for
computable (or even algebraic) values of its parameter ϕ. Indeed, it is uncomputable
at a countably-infinite set of computable (or algebraic) values of ϕ. Moreover, for all
values ϕ ∈ R—computable or otherwise—the Hamiltonian is still guaranteed to either
be gapped or gapless.
A more precise version of the above corollary is:
Corollary 2.6. For all ϕ ∈ [0, 1], HΛ(ϕ) is either gapped, with spectral gap ≥ 1 and a
product ground state. Otherwise it is gapless, with critical ground state. Moreover,
there is a subset S ⊂ [0, 1] with Borel measure µ(S) > 0, for which the phase of HΛ(ϕ)
is uncomputable for all computable numbers ϕ ∈ S.
2.1. Discussion and Implications
Our result proves undecidability of the spectral gap for a family of Hamiltonians on a
two-dimensional lattice. While this sounds very reminiscent of the well-known result by
Cubitt, Perez-Garcia, and Wolf, there is a crucial difference in our findings: our family
of Hamiltonians {HΛ(ϕ′)} depends continuously on the parameter ϕ′ ∈ R. Since the
previous results [CPW15a; Bau+18b] require matrix elements of the form
2−2 |ϕ |x or e−ipi2−2|ϕ |y
where with |ϕ| we denote the length of the binary expansion of ϕ, it is clear that one
cannot vary ϕ along a continuous path between two phases ϕ1 and ϕ2 while keeping the
length of its binary expansion |ϕ| fixed at all points along the path. As a consequence,
one does indeed obtain a family of Hamiltonians {HΛ(L)
ϕ, |ϕ |}L∈N with uncomputable gap
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behaviour, but varying any of the local terms that encode the discrete quantity |ϕ|
breaks the construction.
In our case, the family of Hamiltonians we construct is truly continuous, i.e. we
define our local terms hrow(ϕ′) for arbitrary ϕ′ ∈ R, and without the requirement of
knowing the length of its binary expansion—thus even irrational numbers with infinitely
long binary expansions are perfectly fine as instances of our problem setup. In fact, ϕ
is not constrained to be an algebraic number, but can be any real number in [0, 1].
We note that given a ϕ′ and ϕ′ +  for any  > 0, then HΛ(ϕ′) and HΛ(ϕ′ + )
may have completely different behaviour. Thus, unlike the typical phase diagram of a
material (e.g. that of water), we cannot separate the diagram into regions with certain
properties, and determine what phase property the material has within each of the
regions. A set of schematic phase diagrams can be seen in section 2.1.
An obvious question to ask is whether the result can be extended to 1D, as per
[Bau+18b]. We will see that the method of proof for the continuous parameter case
presented here relies on encoding a classical Turing Machine in the ground state of a
classical Hamiltonian. This classical Turing Machine is then used to draw out a specific
pattern on the lattice which is then combined with a quantum Hamiltonian. Encoding
Turing Machines in such a fashion has long been part of the standard toolbox of 2D
complexity constructions; in fact it is part of the original proof of the undecidability of
the domino problem by Berger [Ber66].
It is also known that encoding a Turing Machine in this fashion is impossible in 1D,
as one cannot propagate an infinite amount of information along a one-dimensional
line with a finite number of tiles (which is necessary for a fixed local dimension). As
such, while there might still be a fundamentally different way of making an analogous
pattern in 1D or doing without it completely, there appears to be no obvious method of
extending our proof to one dimension.
3. Proof Overview
It is well known that given an arbitrary Turing Machine, determining whether or not
it halts is undecidable. To exploit this, we construct a Hamiltonian HΛ(ϕ) for some
parameter ϕ ∈ [0, 1] that encodes an input for the TM in a well-defined fashion. This
Hamiltonian is set up such that it has a spectral gap depending on whether the encoded
9
ϕ′
2−10 2−9 2−8 2−7 2−6 2−5 2−4 2−3 2−2 2−1 2−0· · ·
Figure 1: A selection of sample phase diagrams of the continuous family
{HΛ(L)(ϕ′)}L,ϕ′ written for a series of possible universal encoded Turing
machines varying from top to bottom, plotted against ϕ′ on the x-axis (note
the log scaling). Blue means gapless (which is where the TM halts asymptot-
ically on input ϕ′), yellow gapped (TM runs forever). At the points 2−η for
η ∈ N we can have a phase transition between gapped and gapless phases,
depending on the behaviour of the encoded TM; there is a nonzero interval
above these points where the phase behaviour is consistent. The grey sections
are parameter ranges which we do not evaluate explicitly; there will be a phase
transition at some point within that region if the bounding intervals have
different phases. The lighter yellow area indicates a changing gapped instance.
In our construction the gapless behaviour is more intricately-dependent on
ϕ′; but the TM can be chosen such that both halting and non-halting phases
cover an order one area of the phase diagram.
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Turing machine halts on ϕ. If the Turing machine runs forever the Hamiltonian will be
gapped, and if it halts the Hamiltonian will be gapless.
This setup is very reminiscent of the two constructions from [CPW15a; Bau+18b],
which proved undecidability of the spectral gap in 2D and 1D, respectively. Our result
only holds in 2D. However, unlike [CPW15a; Bau+18b], the undecidable family we
construct here is a continuous function of its one external parameter ϕ, allowing us to
derive stronger consequences for the uncomputability of its phase diagram.
The result of this is that we only allow our Hamiltonian to have matrix elements
depending on ϕ, not |ϕ|. The fact we cannot have matrix elements depending on |ϕ| will
prevent us from doing quantum phase estimation exactly, as rotation gates of the form
R(2−|ϕ |) are unavailable. Instead we rely on the well-known Solovay-Kitaev algorithm
to approximate these gates [DN05a]. To offset the error caused by this approximation
we will need to introduce some additional techniques.
3.1. Encoding Classical and Quantum Computation in Hamiltonians
Quantum Computation. It is well known that given a quantum circuit U1U2 . . .UT
there exists a local Hamiltonian which has a ground state encoding the evolution of
the computation: this is often call the “circuit-to-Hamiltonian” mapping; the resulting
operator is called a Feynman-Kitaev Hamiltonian. Equivalent to the circuit model, we
can think of the Ui as the ith step in a quantum Turing Machine [BV97]—which is e.g.
the computational model used in [GI09; BCO17]; since this is the model of computation
we employ in this paper we will from now on assume that the circuit-to-Hamiltonian
mapping is for a quantum Turing Machine.
The ground state of such a Feynman-Kitaev Hamiltonian is a “history state” of the
form
|Ψ〉 = 1√
T
T∑
t=1
|t〉Ut . . .U1 |ψ0〉 , (3)
where UT . . .U1 is the quantum Turing machine evolution up to the tth step of the
computation. The ground state energy of a Feynman-Kitaev Hamiltonian can be
made dependant on the outcome of the computation, simply by adding a projector that
penalises certain computational states at the beginning of the computation—to ensure
that the initial state has a certain form—and at the end of the computation to penalize a
particular outcome.
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All these ingredients are by now standard techniques, and we refer the reader to
[GI09; BCO17; CLN18; BC18; Wat19] for extensive details. The QTM-to-Hamiltonian
mapping we will use is that of [CPW15a], which is itself a slight modification of [GI09],
i.e. a one-dimensional, translationally-invariant nearest neighbour Hamiltonian with
order one coupling strenthsHcomp ∈ B(Cd)⊗Λ that can encode a computation of length
T(L), where Ω(L2L) = T(L) = O(L2L log L).
As a brief overview over the construction, consider a computation which executes
the following steps: start by running approximate phase estimation on a unitary Uϕ
with eigenvalue e−ipiϕ . Since we cannot implement the gates 2ipi2−|ϕ | exactly as they
depend on |ϕ| we use the Solovay-Kitaev algorithm to approximate them with high
precision. This gives an output state of the form
|χ(ϕ)〉 =
∑
x∈{0,1}n
βx |x〉 , (4)
where the amplitudes βx are concentrated around those values for which x ≈ ϕ and
rapidly drop off away from ϕ. We then feed the output |χ(ϕ)〉 of this phase estimation
into the input of a universal Turing Machine, as in [CPW15a]. This computation is
mapped to a one-dimensional, translationally-invariant nearest-neighbour Hamiltonian
Hcomp(ϕ) using the history state construction described above.
Let us for now consider the case where we have fixed boundary conditions, so that
precisely one stretch of tape for the Turing Machine is spanned across the length of the
spin chain. If the TM does not halt within the available tape whose length is determined
by the spin chain’s length, it necessarily has to run out of tape eventually; we give an
energy penalty to such configurations.2
If Πhalt denotes the projector onto halting configurations, the total energy penalty
received is then given byΠ⊥haltHcomp(ϕ) |χ(ϕ)〉2 = ∑
x∈S
|βx |2 =: , (5)
2Technically speaking the TM could also loop on the given input. As FK-Hamiltonians are driven by a
classical clock, however, looping will result in the clock eventually running out of time. Thus we do
not penalize the TM head running out of tape, but the clock configuration; non-halting and looping are
thus identical from our perspective.
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where S is the set of inputs which the universal TM halts on, and  represents the total
overlap of the end point of the computation with the non-halting state. Consequently, if
the computation lasts for time T , the ground state energy scales as
λmin(Hcomp(ϕ)) ∼ 1T2
∑
x∈S
|βx |2 = T2 . (6)
This immediately yields the halting-dependent (and hence undecidable) energy
penalty necessary for proving undecidability of the spectral gap. But here lies the
reason why Cubitt, Perez-Garcia, and Wolf’s construction does not directly translate to
the case where |ϕ|-dependent local terms are not available. Since they could estimate
the phase ϕ exactly, precisely one of the βx (namely βϕ) was 1, all others are precisely
0. Hence for Cubitt, Perez-Garcia, and Wolf,  = 0 if the UTM halted on its input.
However, since we have approximated some gates using the Solovay-Kitaev algorithm,
even in the halting case we can never guarantee that  = 0, which breaks the original
construction.
Classical Computation. A set of Wang tiles—which are square, 2D tiles with
coloured sides, with the rule that adjacent sides must match in colour—can be mapped
to a Hamiltonian such that the ground state of the Hamiltonian is a tiling satisfying the
tiling rules (if such a tiling exists). If no such tiling obeying the tiling rules exist, the
ground state energy of the Hamiltonian is ≥ 1.
Similarly, it is well known that there exist tile sets that encode the evolution of a
classical TM [Rob71] within a square grid: successive TM tape configurations are
represented by rows, such that adjacent rows represent successive time steps of the TM.
We combine both Wang tiles and the Turing Machine tiling ideas in the following
way, by constructing a tile set whose valid tilings have the following properties:
1. A tiling pattern that creates a square grid on the lattice Λ (much like a checker-
board), such that there are multiple valid tilings corresponding to different grid
square sizes.
2. Within each square, we place a tiling that translates the squares’ side length
w into a binary description of w along one of the edges (drawing ideas from
[Pat14]). This unary-to-binary tiling is then dovetailed with a TM which takes
the binary description as input, and then calculates the value dw1/8e, such that a
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special symbol • is placed at an offset by said 8th root from the left on the top
edge of each square.
The checkerboard pattern and the symbol on the edge are depicted in fig. 4, and in
the proof of lemma 6.8, respectively; we denote the checkerboard plus classical tiling
Hamiltonian with Hcb.
3.2. Classical Tiling with Quantum Overlay
We now want to combine classical and quantum Hamiltonians together; this will serve
two purposes.
1. We use the 1D Marker Hamiltonian from [Bau+18b], and couple its negative
energy contribution to the size of each square. This is achieved by conditioning
its local terms to only act on horizontal edges of squares in the checkerboard
pattern; we denote this Hamiltonian with H(, f ). The magnitude of negative
energy bonus each square contributes is ∼ −1/4 f (w) for a function f to be chosen.
2. We “place” the ground state of a HamiltonianHcomp encoding the quantum phase
estimation plus universal Turing machine on the same edge.
As mentioned, the patterns in the degenerate ground space of Hcb are checkerboard
grids of squares with periodicity w × w, where the integer square size w is not fixed.
Using the • symbol placed on the edge, and remembering the energy of the marker
Hamiltonian goes as ∼ −1/4 f (w), we can tune H(, f ) such that f (w) ∝ w + w1/8; this
scaling is carefully-chosen such that the energy of the Marker Hamiltonian’s bonus
and the ground state energy of the Gottesman-Irani Hamiltonian scale almost the same
way in the length of the square size. More precisely, the total energy of a single w × w
square A is:
λmin(w) := λmin
(
H(, f ) |A +Hcomp |A
)
=

≥ 0  sufficiently large
< −δ < 0  sufficiently small,
(7)
where δ = δ(w0) > 0 for the halting length w0 is small, but constant. “Sufficiently
large” and “sufficiently small” in this context refer to the non-halting and halting case,
respectively.
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It is now clear how we circumvent the potential errors introduced by the Solovay-
Kitaev approximation to the QPE circuits: the Marker Hamiltonian’s bonus counteracts
the effects of the error introduced by lowering the energy by just enough such that a
halting instance still has negative energy, given the Solovay-Kitaev approximation is
accurate enough. On the other hand, the energy of the non-halting instance remains
large enough that it remains positive despite this bonus.
Now realise that if the computation encoded in Hcomp never halts, then for all grid
sizes w, λmin(w) ≥ 0 in eq. (7). On the other hand, if the computation does halt on
some length w0, then
λmin(w) =

≥ 0 for all w < w0, and
< 0 for all w ≥ w0.
Since the magnitude of the bonus falls off strictly monotonously with growing square
size, λmin(w0) = minw λmin(w).
As a result, as long as  is sufficiently small, the ground state ofHcb +Hcomp +H(, f )
has constant but negative energy density and is a checkerboard grid of squares; along
the top of each of these grid squares we couple the ground state of the QTM and
bonus Hamiltonian ground state of the appropriate length. Otherwise the ground state
energy density of the lattice is lower-bounded by zero; the ground state is just one large
square extending over the entire spin lattice. Which of the two cases holds depends on
determining  , which is undecidable.
3.3. Undecidability of the Spectral Gap
To go from undecidability of the ground state energy density to the undecidability of
the spectral gap we follow the approach of [CPW15a; CPW15b] by first shifting the
energy of Hcb +Hcomp +H(, f ) up by one unit by modifying the checkerboard tiling
slightly, and then combining this with a trivial Hamiltonian Htrivial with ground state
energy 0 and ground state |0〉⊗Λ. The next ingredient is a dense Hamiltonian Hdense
which has asymptotically dense spectrum in [0,∞). The overall Hamiltonian is defined
as
HΛ :=
(
(Hcb +Hcomp +H(, f )) ⊗ 1 + 1 ⊗ Hdense
)
⊕ 0 + 0 ⊕ Htrivial +Hguard, (8)
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and acts on a Hilbert space (H1 ⊗H2 ⊕H3)⊗L×L . Here Hguard is a projector that
penalises the low-energy eigenstates of HΛ from having support onH1 ⊗H2 andH3
simultaneously.
The result is the familiar picture: if λmin ≥ 0 in eq. (7), then over the entire lattice
the first term in eq. (8)—Hcb + Hcomp + H(, f ) + Hdense—has ground state energy
lower-bounded by 1; the ground state of the overall Hamiltonian HΛ is the trivial zero
energy state |0〉⊗Λ fromHtrivial. Furthermore, HΛ has a constant spectral gap. If on the
other hand λmin < 0, thenHcb +Hcomp +H(, f ) +Hdense has a ground state with energy
diverging to −∞, and a dense spectrum above it. As a result the Hamiltonian becomes
gapless. Since discriminating between λmin ≥ 0 or < 0 is undecidable, determining
whether the Hamiltonian is gapless or gapped is undecidable as well.
4. Modified Quantum Phase Estimation
4.1. The State of the Art
In [CPW15a], the QPE on a unitary Uϕ with eigenvalue eipiϕ can output ϕ exactly:
this is due to the fact that, in their construction, the QTM has access to a perfect gate
set that is sufficient to expand precisely |ϕ| digits—in particular, the standard QPE
algorithm requires performing small controlled rotation gates Rn with angles 2ipi2
−n for
n = 1, . . . , |ϕ|, and since |ϕ| is explicitly encoded in the local terms of the Hamiltonian,
this circuit can be performed.
Furthermore, in [Bau+18b], one can detect when the binary expansion of ϕ is too long
for the tape available to the QTM and penalize said segment lengths accordingly—the
Marker Hamiltonian then has as a ground state a partition of the spin chain into segments
of length just long enough to perform QPE on ϕ and for the dovetailed TM to halt—if
it halts.
In our new construction the situation is fundamentally different. Since the local terms
of our Hamiltonian HΛ(ϕ) do not explicitly depend on |ϕ| anymore, we cannot provide
the QPE with a set of rotation gates sufficient to perform an exact quantum Fourier
transform. This means that we cannot guarantee the parameter we are estimating is
short enough to be written on the tape available.
We therefore have to change the construction in two key ways. First, our encoding of
ϕ will be in unary instead of binary. Since this is a undecidability result we are not
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constrained by poly-time reductions—or indeed any finite computational resources;
any runtime overhead is acceptable. Secondly, we will perform some gates in the QPE
only approximately. The gate approximation uses standard gate synthesis algorithms
from Solovay-Kitaev [DN05b], where we gear the precision of the algorithm such that
it suffices to obtain a large enough certainty on the first j digits of ϕ, given our tape has
said length. The error resulting from truncating ϕ to j digit is more involved, as QPE
yields a superposition of states close in value to ϕ, which can for example mean that it
rounds an expansion like 0.00001111 to 0.00010. We will circumvent this issue by
choosing an encoding which lets us easily discover and penalize a too-short expansion,
similar to the one in [Bau+18b].
4.2. Notation
Throughout we will denote the binary expansion of a number x as x¯, and the first j
digits of such an expansion as x¯· · · j . A questionmark ? will denote a digit that can
either be a 0 or a 1. The j th digit of x¯ will then be x¯j . For a given number x, we
define clz x to be the count of leading zeros until the first 1 within x¯—where we set
clz 0 = ∞. Similarly, we define the string pfx x to be the prefix of the string x¯ such that
pfx x = 0× clz x1, i.e. x¯ = (pfx x)?? . . ..
Within this section, we will further denote by Uϕ a local unitary operator with
eigenvalue eipiϕ , and will refer to ϕ as the phase to be extracted.
Finally, letM be a universal reversible classical TM that takes its input in unary, i.e.
as a string 00 . . . 0100 . . .; everything past the first leading one will be ignored; we lift
M to a quantum TM by standard procedures [BV97].
In the following analysis we first start with an encoding scheme and analyse how the
approximate QPE behaves on it; we finally show that each encoded parameter ϕ admits
a small -ball around it where the system behaves in an identical fashion, making the
behaviour of gapped vs. gapless robust and showing that our family of Hamiltonians
is undecidable on a non-zero-measure set over the entire parameter range ϕ ∈ [0, 1].
We do not make a claim of knowing how the construction behaves for any choice of
parameter. That is, given a particular value of ϕ, even if the halting behaviour ofM on
input clz ϕ were known, this would not always be sufficient to determine the behaviour
of the Hamiltonian at this point.
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4.3. Exact QPE with Truncated Expansion
We deal with the expansion error of our phase estimation first. As already mentioned,
we need to choose an encoding that lets us detect and penalize expansion failure.
Definition 4.1 (Unary Encoding). Let η ∈ N be the input we wish to encode. Then
ϕ = ϕ(η) := 0. 000 · · · 0︸    ︷︷    ︸
η−1 digits
100 · · · ≡ 2−η.
As mentioned, it is unclear a priori how much overlap the post-QPE state has with
binary strings that encode the same number in unary (i.e. the string with the same
number of leading 0 digits). The benefit of using the above encoding is that phase
estimation tends to round numbers that are too short to be expanded in full. Since we are
encoding small numbers (assuming a little Endian bit order), this rounding will produce
a large overlap with the all-zero state
0¯〉. If we then penalize this outcome—e.g. by
defining the dovetailed TM to move right forever on a zero input, which means it does
not halt—we can ensure that the tape length will be extended until the input can be
read in full, at which point there is no further expansion error to deal with.
As a first step we analyse the approximate quantum phase estimation procedure and
compare the associated error with the perfect case, meaning that for now we give the
QTM access to the same operations as in [CPW15a] and [Bau+18b], which includes
access to the unitary Uϕ and rotation gates Rn = 2ipi2
−η , which suffice to perform
phase estimation exactly. We then do the QPE algorithm identically to that laid out in
[CPW15a]; as this is the standard QPE algorithm from [NC10], we phrase the following
lemma in a generic way.
Lemma 4.2. Let ϕ(η) ∈ R be a unary encoding of η ∈ N as per definition 4.1. On
t qubits of precision, QPE is performed on the unitary Uϕ encoding ϕ(η) defined in
definition 4.1; denote the QPE output by |χ〉. Then either:
1. t ≥ |ϕ|, and |χ〉 = |ϕ¯〉,
2. t < |ϕ|, and
|χ〉 =
∑
x∈{0,1}t
βx |x〉 with |β0 | ≥ 12 .
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Proof. The first case is clear—we have a perfect gate set and sufficient tape, hence QPE
is performed exactly. For the second case where t < |ϕ| the βx are given in [NC10,
eq. 5.25],
βx =
1
2t
1 − exp(2pii(2tϕ − (b + x)))
1 − exp(2pii(ϕ − (b + x)/2t )), (9)
where b is the best t bit approximation to ϕ less than φ, i.e. 0 ≤ ϕ − 2−tb ≤ 2−t . By
definition 4.1 we have b ≡ 0, and therefore here
βx =
1
2t
1 − exp(2pii(2t−a − x))
1 − exp(2pii(2−a − x/2t ))
and thus
β0 =
1
2t
1 − exp(2pii2t−a)
1 − exp(2pii2−a) =
1
2t
sin(pi2t−a)
sin(pi2−a) .
The claim then follows from x/2 ≤ sin(x) ≤ x for x ∈ [0, pi/2). 
Corollary 4.3. Take some η ∈ N and ϕ(η) as defined in definition 4.1. Running the
same quantum phase estimation QTM as in [CPW15a] to precision m bits yields an
output state |χ〉 given in lemma 4.2, such that either
1. m ≥ η and |χ〉 = |ϕ¯(η)〉, or
2. m < η and | 〈χ |0〉 | ≥ 1/2.
What if ϕ(η) is not exactly given by the encoding in definition 4.1? It is clear that |χ〉
is still a superposition of bit strings |x〉, weighted by βx as in eq. (9). But our encoding
allows us to derive a variant for corollary 4.3 that applies to an interval around the
correctly-encoded inputs. Here we prove that we still have a large overlap with the all
zero if the phase ϕ is not expanded fully.
Corollary 4.4. Let η ∈ N, and ϕ(η) as in definition 4.1. Take a perturbed phase
ϕ′ ∈ [ϕ(η), ϕ(η) + 2−η−`) for some ` ∈ N, ` ≥ 1. Running the same quantum phase
estimation QTM as in [CPW15a] to precision m bits yields an output state |χ〉 given in
lemma 4.2, such that either
1. m ≥ η and | 〈χ |ϕ¯(η)〉 | ≥ 1 − 2−` , or
2. m < η, and | 〈χ |0〉 | ≥ 1/4.
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Proof. We start with the first case. Take βx from eq. (9). Assume for now that m = η;
for increasing m the overlap with ϕ¯(η) can only increase. It is clear that the best m bit
approximation to ϕ′ less than ϕ′ is given by b = 2mϕ¯(η) (as the first η digits of both
are identical, and ϕ¯′
η+1 = 0 by assumption). Then
β0 =
1
2m
1 − exp(2pii(2mϕ′ − b))
1 − exp(2pii(ϕ′ − b/2m)) =
1
2m
sin(pi2m)
sin(pi) ≥ 1 − 2
−`,
where  = ϕ′−b/2m, and the last inequality follows from sin(x)/x ≥ 1− x for x ∈ [0, 1].
The second claim follows analogously: here again b = 0, and at most 2mϕ′ ∈ [0, 3/4);
the final bound is obtained by applying x/4 ≤ sin(x) ≤ x for x ∈ [0, 3pi/4), via
1
2m
sin(pi2mϕ′)
sin(piϕ′) ≥
1
4
. 
4.4. Solovay-Kitaev Modification to Phase Estimation
The second step in our QPE analysis is to approximate the small rotation gates that were
previously allowed in corollary 4.3. We construct a QTM which only uses a standard
gate set and Uϕ for some ϕ = ϕ(η) = 2−η, to run Quantum Phase Estimation (QPE)
on Uϕ and output a state which is very close in fidelity to the expansion of ϕ if done
without error (i.e. if all gates were exact).
First note that all steps of the QPE procedure as described in [CPW15a] can be done
exactly up to applying the phase gradient and locating the least significant bit—i.e. up
until Section 3.6. However, after this, controlled rotation gates of the form Rn = 2ipi2
−n ,
for 1 ≤ n ≤ |ϕ¯| = η, need to be applied to perform the inverse QFT. In [CPW15a],
this was done by further giving the QTM access to the gate 2ipi2−η . To circumvent this
necessity, we approximate small rotation gates using the Solovay-Kitaev algorithm.
4.4.1. Solovay-Kitaev QTM
First we introduce the standard statement for the existence of a TM which outputs a high
precision approximation to the gate Rn = 2ipi2
−η using the Solovay-Kitaev algorithm.
Lemma 4.5 (SK Machine [DN05a]). There exists a classical TM which, given an
integer k and maximum error  , outputs an approximation R˜k to the gate Rk ∈ SU(2)
such that ‖R˜k − Rk ‖ <  . The TM runs in time and space O(logc1(1/)) for some
3.97 < c1 < 4.
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Part way through the quantum phase estimation procedure, we need to apply the
inverse QFT. However, we do not have access to gates of the form 2ipi2−η , and our
entire QTM will be limited to space L. As a result, whenever the procedure requires a
2ipi2−η-gate or a power of such a gate, we run the Solovay-Kitaev algorithm to generate an
approximation. As there is O(η2) many gates to be approximated overall, the procedure
will have to be repeated this many times.
However, since we are performing the QPE on a finite length tape, we only have L
qubits onto which we can write out the output of the Solovay-Kitaev algorithm; this
limits the precision we can achieve using this technique.
Inverting the space bound in lemma 4.5 with respect to the error  , the best
approximation obtainable is thusR˜k − Rk ≤ e−O(L1/c1 ) ≤ 2−c2L1/c1 , (10)
where we wrote the constant in the exponent as c2. Both Solovay-Kitaev constants c1
and c2 can be written down explicitly.
4.4.2. Approximation Error for Output State
The gates used in the inverse QFT in the previous section were only performed up
to a finite precision and hence there will be an error associated with the output state
relative to the case with perfect gates. We will see that the output is then a state that is
exponentially close to what would be expected in the case with perfect gates.
Let R˜n be the approximation to the rotation gateRn = 2pii2
−η such that ‖R˜n−Rn‖ <  ,
where  = 2−c2L1/c1 is given by the Solovay-Kitaev theorem, eq. (10) and lemma 4.5.
Lemma 4.6. Let UQPE be the unitary describing the implementation of QPE by a QTM
on m qubits with each gate performed exactly. Let U˜QPE be the unitary describing the
same QPE algorithm on m qubits, but where Solovay-Kitaev is used to approximate
the rotation gates Rn to precision ; all other gates are implemented exactly. Then the
total error of the approximate QPE isU˜QPE − UQPE < m22  = m22 2−c2L1/c1 . (11)
Proof. The first part of the phase estimation procedure—the phase gradient operations
UPG—can be done exactly in both the approximate and exact cases. If QPE is performed
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to m qudits, we see that there are m2/2 applications of Rn gates during the inverse
QFT procedure. As U˜QPE = U˜†QFTUPG, the claim follows from applying the triangle
inequality m2/2 times. 
4.5. Total Quantum Phase Estimation Error
We have seen previously that there will be errors from both the fact that the parameter
ϕ may have a binary expansion longer than the tape length available, and from the
Solovay-Kitaev (S-K) algorithm we use to approximate and apply the rotation gates.
Here we combine the two errors and upper bound the total deviation introduced. We
continue using m to denote the number of binary digits that ϕ is expanded to, and L is
the full tape length.
We emphasize that the two are not necessarily identical, as we can always cordon
off a section of the tape to restrict the QPE to only work to within a more limited
precision—i.e. we can execute the QPE TM on a subsegment of size m ≤ L as in
corollary 4.3, and approximate the latter with Solovay-Kitaev that itself can make use of
the full tape space available, i.e. L. For now we treat L and m as independent quantities,
regardless of how they are implemented, and we will choose their specific relation in
due course.
Lemma 4.7. Let η ∈ N and ϕ(η) ∈ R as in definition 4.1, and take U˜QPE as the
Solovay-Kitaev QPE unitary with output | χ˜〉. Then either
1. m ≥ η and | 〈 χ˜ |ϕ¯(η)〉 | ≥ 1 − δ(L,m), or
2. m < η and | 〈 χ˜ |0〉 | ≥ 1/2 − δ(L,m).
Here
δ(L,m) < m
2
2
2−c2L
1/c1
.
Proof. Immediate from lemma 4.6, eq. (10), and corollary 4.3. 
As before, we add an approximate variant for the case where ϕ′ , ϕ(η).
Lemma 4.8. Let η ∈ N, and ϕ(η) as in definition 4.1. Take a perturbed phase
ϕ′ ∈ [ϕ(η), ϕ(η) + 2−η−`) for ` ∈ N, ` ≥ 1, and consider the same setup as in
lemma 4.7. Then either
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Figure 2: QPE and universal TM circuit. The construction uses one flag ancilla |0〉anc
to verify that as many ancillas as necessary for the successive computation are
correctly-initialized ancillas (e.g. |0〉), and if not rotating the single guaranteed
|0〉anc flag by pi/3. On some ancillas, the problem instance l is written out.
Another rotation by pi/3 is applied depending on whether the dovetailed
universal TMM halts on η or not within the number of steps allowed by the
clock driving its execution, which in turn is limited by the tape length.
1. m ≥ η and | 〈 χ˜ |ϕ¯(η)〉 | ≥ 1 − 2−` − δ(L,m), or
2. m < η, and | 〈 χ˜ |0〉 | ≥ 1/4 − δ(L,m).
Proof. Analogously to lemma 4.7, but using corollary 4.4. 
The bound in terms of δ(L,m) is only useful for large L, in which case it is easy to
see that since m ≤ L, δ→ 0 for L → 0. Since we need δ to be small in due course, we
capture a more precise bound in the following remark.
Remark 4.9. For any δ0 > 0 there exists an L0 = L0(c1, c2, δ0) such that δ(L,m) < δ0
for all L ≥ L0, where δ(L,m) is defined in lemma 4.7, and c1, c2 are the Solovay-Kitaev
constants from eq. (10).
Proof. Clear. 
5. QPE and Universal QTM Hamiltonian
In this section we examine how to encode the quantum Turing machine performing
quantum phase estimation described in section 4 into a Hamiltonian on a spin chain
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of length L, such that the ground state energy of the Hamiltonian is non-negative if
and only if a dovetailed universal Turing machineM halts on input ϕ(η) and within
tape length L. We further prove that this ground state energy remains non-negative
(or negative, respectively) if instead of ϕ(η) we are given a slightly perturbed phase
ϕ′ ∈ [ϕ(η), ϕ(η) + 2−η−`), given ` ≥ 1 is large enough.
To this end, we first amend the computation slightly. In [CPW15a], the authors used
Gottesman and Irani’s history state construction for a Turing machine with an initially
empty tape. To ensure a correctly initialised tape, the authors use an initialization
sweep; essentially a single sweep over the entire tape with a special head symbol, under
which one can penalize a tape in the wrong state.
Instead of using an initialization sweep, we make do with a single ancilla (denoted
with subscript “anc” in the following) which is initialized to |0〉anc, and verify on a
circuit level that all the other ancillas are correctly initialized. In order to achieve this,
we first execute a single R2pi/3 rotation on |0〉anc to initialize it to a R2pi/3 |0〉anc-rotated
state. Next, we execute a controlled R−pi/3 rotation in the opposite direction on |φ〉anc,
where the controls are on all the ancillas we wish to ensure are in the right state. If
and only if all of the controlling ancillas are in state |1〉—which we can check e.g.
with a multi-anticontrolled operation—will we perform a rotation by R−pi/3. After the
controlled rotation, we apply X flips to all the ancillas we wish to initialize to |0〉.
This ancilla will carry another role: in case the dovetailed universal TMM from
section 4 halts, we transition to a finalisation routine that performs another R−pi/3
rotation on it. The net effect of this circuit is that, after the entire computation ends, the
ancilla is in state |out〉anc with overlap
〈1|out〉anc =

0 if all ancillas are correctly initialized andM halted, or
√
3
2 otherwise.
(12)
This idea in the context of circuit-to-Hamiltonian mappings was introduced in [BCO17];
for completeness we give an overall circuit diagram of the entire computation to be
mapped to a Hamiltonian in fig. 2. We remark that breaking down a multi-controlled
quantum gate into a local gate set is a standard procedure described e.g. in [NC10].
We formalise the above procedure in the following lemma:
Lemma 5.1. Consider an initial state
|ψ0〉 = |0〉anc
(
α |1〉⊗L +
√
1 − α2 |φ〉
)
where |φ〉 ⊥ |1〉⊗ L .
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Assume the Turing machineM halts with probability  when acting on an initial state
|0〉anc |1〉⊗L . Then, the final output state of the computation |ψT 〉 satisfies
〈ψT |
[|1〉〈1|anc ⊗ 1⊗L] |ψT 〉 = 34 (1 − α22) .
Proof. By explicit calculation, we have
|ψ0〉
R2pi/37−−−−→ R2pi/3 |0〉anc
(
α |1〉⊗L +
√
1 − α2 |φ〉
)
cR−pi/37−−−−−→ αRpi/3 |0〉anc |1〉⊗L +
√
1 − α2R2pi/3 |0〉 |φ〉
M−→ αRpi/3 |0〉anc
(
 |ψhalt〉 +
√
1 − 2 |ψnon−halt〉
)
+
√
1 − α2R2pi/3 |0〉anc
(
 ′ |φhalt〉 +
√
1 −  ′2 |φnon−halt〉
)
cR−pi/3−−−−−→ α |0〉 |ψhalt〉 + α
√
1 − 2Rpi/3 |0〉 |ψnon−halt〉
+  ′
√
1 − α2Rpi/3 |0〉anc |φhalt〉 +
√
1 −  ′2
√
1 − α2R2pi/3 |0〉anc |φnon−halt〉
= |ψT 〉 .
Using
|0〉 Rpi/37−−−→ cos
(pi
3
)
|0〉 + sin
(pi
3
)
|1〉 and |0〉 R2pi/37−−−−→ cos
(pi
3
)
|0〉 − sin
(pi
3
)
|1〉
this means that
〈ψT |
[|1〉〈1|anc ⊗ 1⊗L] |ψT 〉 = sin2 (pi3 ) (1 − α22) . 
5.1. Feynman-Kitaev Hamiltonian
Given our quantum Turing machine from section 4 augmented with a single necessary
“good” ancilla |0〉anc as just described, we apply the Gottesman and Irani construction
from [GI09] to translate our desired computation in the ground state of a one-dimensional,
nearest neighbour, translationally invariant Hamiltonian with open boundary conditions.
We summarize the core ideas to set up the notation used in this section, but refer the
reader to [GI09; CPW15a; BC18] for details.
Definition 5.2 (History state). A history state |Ψ〉 ∈ HC ⊗HQ is a quantum state of
the form
|Ψ〉 = 1√
T
T∑
t=1
|t〉C |ψt〉Q , (13)
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where {|1〉 , . . . , |T〉} is an orthonormal basis for HC, and |ψt〉 = ∏ti=1 Ui |ψ0〉 for
some initial state |ψ0〉 ∈ HQ and set of unitaries Ui ∈ B(HQ).
HC is called the clock register andHQ is called the computational register. If Ut is
the unitary transformation corresponding the tth step of a quantum computation—which
in our case is not a gate in the circuit model, but a QTM transition—then |ψt〉 is the
state of the computation after t steps. We say that the history state |Ψ〉 encodes the
evolution of the quantum computation.
As discussed in section 4.5, the QPE Turing machine we devised has two meta
parameters L and m. On a spin chain of length L, instead of expanding L − 3 digits of ϕ
as is the case in [CPW15a], we allow the expansion to happen on a smaller sub-segment
of length m of the chain. This can be done dynamically, i.e. by adding a Turing machine
before the QPE invocation which sections off a part m = m(L) of the tape and places a
distinct symbol there. Since it is obvious how to do this we will not go into detail
here, and remark that in the final construction we will choose m = L − 3: an explicit
construction for such a Turing machine is given in[Bau+18b, Lem. 15]. The QPE and
dovetailed universal TM—augmented by the single-ancilla construction described at
the start of this section—we will jointly callM ′ =M ′(L,m), i.e. such that there is L
tape available; we emphasize thatM ′(L,m) has an identical set of symbols and internal
states for all L and m.
In all of the following we will analyse the spectrum of the history state Hamiltonian
within a “good” type of subspace, by which we mean a tape bounded by special endpoint
states and . This subspace will, analogous to the 2D undecidability construction,
be called bracketed states; on an overall local Hilbert spaceH = H a ⊕Hb such that
| 〉 , | 〉 ∈ Hb, we set
Sbr(m) := | 〉 ⊗ H ⊗La ⊗ | 〉 . (14)
Since no transition rule for the history state Hamiltonian ever moves these boundary
markers, the overall Hamiltonian we construct will be block-diagonal with respect to
signatures determined by the brackets. A standard argument then shows that within this
bracketed subspace, the history state Hamiltonian encoding the QPE Turing machine
behaves as designed, and we can analyse the spectrum therein by analysing the encoded
computation. Outside of the bracketed subspace, a variant of the Clairvoyance lemma
allows us to always lower-bound the energy, such that it does not interfere with the rest
of the construction.
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In order to make all of this precise, we first define the full QPE history state
Hamiltonian in the following theorem, which is adapted from [CPW15a, Th. 10].
Theorem 5.3 (QPE history state Hamiltonian). Let L,m ∈ N, 0 < m ≤ L − 3. Let
there exist a Hermitian operator h ∈ B(Cd ⊗ Cd), where the local Hilbert space
contains special marker states | 〉 and | 〉 that define the bracketed subspace Sbr as
in eq. (14), such that
1. h ≥ 0,
2. d depends (at most polynomially) on the alphabet size and number of internal
states ofM ′,
3. h = A + eipiϕ(η)B + e−ipiϕ(η)B†, where
• B ∈ B(Cd ⊗Cd) independent of η and with coefficients in Z, and
• A ∈ B(Cd ⊗Cd) is Hermitian, independent of η, and with coefficients in
Z +Z/√2;
Furthermore, a spin chain of length L with local dimension d, the translationally-
invariant nearest-neighbour Hamiltonian HQTM(L) := ∑L−1i=1 h(i,i+1) has the following
properties.
4. HQTM(L) is frustration-free, and
5. the unique ground state of HQTM(L)|Sbr(m) is a computational history state as in
definition 5.2 encoding the evolution ofM ′(L,m).
The history state satisfies
6. T = Ω(poly(L)2L) time-steps, in either the halting or non-halting case;
7. IfM ′ runs out of tape within a time T less than the number of possible TM steps
allowed by the history state clock, the computational history state only encodes
the evolution ofM ′ up to time T .
8. In either the halting or non-halting case, the remaining time steps of the evolution
encoded in the history state leave the computational tape forM ′ unaltered, and
instead the QTM runs an arbitary computation on a waste tape as described in
[CPW15a].
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Proof. Almost all of the above follows from [CPW15a, Th. 10]. Item 3 differs only in
that we have removed any dependence on eipi2−|ϕ | due to the new modified transition
rules, as we now approximate the necessary rotations using the Solovay-Kitaev theorem
(see section 4). 
5.1.1. Clock Construction
The history state Hamiltonian described above encodes an evolution of a computation
for T(L) steps, where T(L) does not depend on the computation itself. This ensures
that the history state will be a superposition over T(L) time steps independent on
whetherM ′ halts on the tape of length L − 2 and with cordonned-off subsection m. As
mentioned previously, in the case of the computation halting, this is done by forcing
the QTM head to switch to an additional “waste tape” where an arbitrary computation
is performed until the clock finishes.
Theorem 5.3 uses the clock construction designed in [CPW15a, sec. 4.2, 4.3, 4.4].
Bounds on the clock runtime are readily obtained: if T(L) denotes the runtime of the
clock on a tape of length L, we have
Ω
(
LξL
)
≤ T(L) ≤ O
(
LξL log(L)
)
(15)
for some constant ξ ∈ N.
5.1.2. QTM and Clock Combined
Theorem 5.3 combines the QTM and clock such that the QTM head only makes a
transition when the oscillator from the clock part of the history state passes over the
QTM head. Details can be found in [CPW15a, sec. 4.6.1].
5.2. The Initialisation and Non-Halting Penalty
We now want to introduce a penalty term which will penalise computations that have
not halted and not been initialised correctly.
Initialisation Penalty. In order to ensure that the single ancilla we require is correctly
initialized, we introduce a projector that penalizes |ψ〉anc in any state but |0〉anc at the
start of the computation. This can be done by a term of the form |0〉〈0|C ⊗ (1− |1〉〈1|)anc,
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which is local if and only if we can locally detect the initial clock state |0〉C above the
single ancilla on the tape. As per the constructions in [GI09; CPW15a], this state can
indeed be locally detected.
Finalisation Penalty. The final penalty follows precisely the same pattern: we add
a local projector of the form |T〉〈T |C ⊗ (1 − |1〉〈1|)anc, and ensure that the final clock
state |T〉C can be recognized locally above where |out〉anc sits. To realise this, we note
that the ancilla bit is located at the end of string of qudits encoding the TM tape. The
final clock state can then be locally determined by a nearest-neighbour, translationally
invariant term that recognises the final clock state by looking at the pair of qudits at the
end of the chain. Again, this is done in [GI09; CPW15a].
Penalty Term Construction. The amplitude of the output ancilla |ψ〉anc depends on
correct initialization of the ancillas for the QTM, as well as on the halting amplitude,
and is given in eq. (12). To penalize the overlap 〈1|ψ〉anc—which corresponds to
wrong initialization, or halting—we add the following nearest neighbour term to the
Hamiltonian:
h(out)
i,i+1 =
[][ →1 , . . . , ξ]〉〈[][ →1 , . . . , ξ]
i,i+1
⊗ (1i − |1〉〈1|i) ⊗ 1i+1.
As just mentioned, the input penalty term h(in)
i,i+1 can similarly be written as a nearest-
neighbour projector onto a clock state at t = 0. Thus, on the entire chain we have the
penalty terms
H(in) =
L−1∑
i=1
h(in)
i,i+1 (16)
H(out) =
L−1∑
i=1
h(out)
i,i+1. (17)
Definition 5.4. We denote the QPE+QTM history state Hamiltonian including the in-
and output penalties from eq. (16) with Hcomp(L, ϕ) := HQTM(L, ϕ) +H(in) +H(out).
5.3. Ground State Energy in Halting and Non-Halting Case
The ground state energy ofHcomp depends on howmuch penalty is picked up throughout
the computation. Known techniques like Kitaev’s geometrical lemma [KSV02; BCO17]
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for a lower bound and a simple triangle inequality for the upper bound can be used to
show that
Ω
(
1
T3
)
≤ λmin(Hcomp(ϕ(η))) ≤ O
(
1
T
)
(18)
for a non-halting instance η ∈ N. However, both the upper and lower bounds here are
not tight enough for our purposes.
In order to obtain tighter bounds, we realize that our history state construction has
a linear clock (i.e. one that never branches and simply runs from t = 0 to t = T); in
this case, tight bounds on the overall energy effect of the penalty terms already exist;
we refer the reader to [BC18; CLN18; Wat19] for an extended analysis. For the sake
of completeness and brevity, we quote some of the definitions and lemmas from prior
literature in the appendix and reference them in the following.
Lemma 5.5. In case η ∈ N correspond to a non-halting instance, the lowest eigenvalue
of Hcomp satisfies λmin(Hcomp(ϕ(η))) = Ω(T−2).
Proof. In lemma A.3, we prove Hcomp is a standard-form Hamiltonian as per defini-
tion A.2, and so as per the Clairvoyance Lemma [Wat19, Lem. 5.6] we know thatHcomp
breaks down into three subspaces. The subspaces of types 1 and 2 are trivially shown
to have ground state energies Ω(T−2).
Within the third subspace, which we label S, there are no illegal terms and only
the in- and output penalties H(in) + H(out) from eq. (16) have to be considered. By
lemmaA.6 the clock evolution within this subspace is linear—meaning there is never any
branching—and henceHcomp |S is equivalent to Kitaev’s original circuit-to-Hamiltonian
construction. This means that the Hamiltonian therein is of the form
Hcomp |S = Hprop + |0〉〈0|C ⊗ Π(in) + |T〉〈T |C ⊗ Π(out)
where Hprop ∼ ∆ ⊗ 1 for a path graph Laplacian ∆, and Π(in)/(out) are the in- and output
penalties inflicted at time 0 and T ; this Hamiltonian is then explicitly of the family of
Hamiltonians studied in [BC18]. In particular, by [BC18, Th. 7], Hamiltonians of this
form have ground state energy λmin(Hcomp |S) = Ω(T−2). Thus all three of the subspaces
have a minimum eigenvalue of the form Ω(T−2), and since they are invariant subspaces,
we see that the overall minimum eigenvalue must be λmin(Hcomp) = Ω(T−2). 
Lemma 5.6 (Theorem 6.1 from [Wat19]). Let H(ϕ) ∈ B(Cd)⊗L be a standard form
Hamiltonian encoding a QTM with runtime T(L), with in- and output penalty terms
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H(in)/(out). Let there exist a computational path with no illegal states such that the final
state of the computation is |ψT 〉 and such that the output penalty term satisfies
〈T | 〈ψT |H(out) |ψT 〉 |T〉 ≤  .
Then the ground state energy is bounded by
0 ≤ λmin
(
H(ϕ)) ≤  (1 − cos ( pi
2(T − Tinit) + 1
))
= O
( 
T2
)
,
where Tinit = O(log(T)) is the time frame within which the input penalty term H(in)
applies to the history state.
With this machinery developed, we can derive the following lemma for the specific
Hamiltonian Hcomp at hand.
Theorem 5.7. TakeHcomp to encode a phase ϕ′ ∈ [ϕ(η), ϕ(η)+ 2−`), with ϕ(η), as per
definition 4.1, and let δ(L,m) be as in lemma 4.7. Then for
1. m < η we have
λmin(Hcomp) = Ω
[
T−2
]
.
2. m ≥ η and ϕ(η) corresponds to a non-halting instance, then
λmin(Hcomp) = Ω
[
T−2
]
.
3. m ≥ η and ϕ(η) corresponds to a halting instance, then
λmin(Hcomp) = O
[(
2−` + δ(L,m)
)2 1
T2
]
.
Proof. Combing lemma 4.8 with lemma 5.1 we derive upper and lower bounds on the
magnitude of the amplitudes that a given instance has on a non-halting state. Together
with lemma 5.5 this gives us the lower bounds for points 1 and 2. To get the upper
bound in 3, by lemma 4.8 and eq. (12), the output penalty is bounded as
〈ψT | Π(out) |ψT 〉 ≤ sin2
(pi
3
) (
2−` + δ(L,m)
)2
.
Since no other term contributes a positive energy, the ground state of Hcomp can be
upper-bounded with lemma 5.6 as
λmin(Hcomp) = O
( (
2−` + δ(L,m))2
T2
)
. 
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6. Checkerboard and TM Tiling
6.1. Tiling to Hamiltonian Mapping
Given a fixed set of Wang tiles on a 2D lattice, we can map the corresponding tiling
pattern to a classical translationally invariant, nearest neighbour Hamiltonian over
spins on the same lattice. This is used to great effect in [GI09; CPW15a] and shown
rigorously in [Bau+18a, Lem. 1&Cor. 2], where the authors also explain how to allow
weighted tile sets. In the latter it is explained how to favour a certain tile by giving a
bonus to it, or by giving an especially-strong penalty to a specific combination of tiles.
For the sake of completeness, we will summarize the essence of the result below.
Let T be a set of Wang tiles. For an edge e in the interaction graph denote with
K ⊂ T × T the subset of tiles that are allowed to be placed next to each other along
edge e, and a function w : K −→ R assigns a weight to a neighbouring tile pair. Then
the corresponding local term is simply a weighted projector
he =
∑
(t1,t2)=t∈K
(
1 − w(t) |t1〉〈t1 | ⊗ |t2〉〈t2 |
)
. (19)
The overall Hamiltonian will then be a sum of these terms, i.e. H = ∑e he, and its
ground state is the highest-score tiling possible on the interaction graph. In the most
simple case where w ≡ 1 this simply means that the ground state will have zero energy
if there exists a tiling without a single mismatch anywhere that tiles the lattice. Its
degeneracy will depend on how many tiling choices without any mismatching edges
are possible.
It is obvious that when the original tiling constraints on the interaction graph were
translationally-invariant, then so is the constructed Hamiltonian; furthermore, the local
dimension of that Hamiltonian will equal the number of tiles that we need to allow per
site.
In case we need to have more than one tile set on the same lattice, we can simply
introduce lattice layers:
Remark 6.1 (Tiling Layers [GI09]). For multiple tile sets T1, . . . , T` , there exists a
meta tileset T with a set of meta-tiling rules, such that the meta-tiling rules are only
satisfied iff the tiling rule for each element of the tuple is satisfied. The corresponding
Hamiltonian is defined on the tensor product of the individual Hilbert spaces. Tile
constraints may also be placed between layers.
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Proof. Given a lattice, we represent the meta-tile set as an `-tuple associated with
each site. Each element represents a layer in the tiling. Tiling rules for the k th layer
are enforced between the k th elements of tuples on neighbouring sites. Tiling rules
between layers can be prevented from occurring by disallowing certain tuples from
appearing. 
6.2. Checkerboard Tiling
In this section, we define a tile set that periodically tiles the infinite plane. The
underlying pattern we wish to create is that of a square lattice, where each grid cell
within the pattern has the same side length, much like the boundaries on a checkerboard.
The tiling will not be unique; in fact, there will be a countably infinite number of
variants of the tiling which satisfy the tiling rules, corresponding to the pattern’s
periodicity. This non-uniquess is intended: the corresponding tiling Hamiltonian
will have a degenerate ground state, the interplay of the other Hamiltonians’ energy
eigenstates that are conditioned on this underlying lattice pattern will then single out a
unique ground state.
We constructively define this checkerboard tiling in this section. In order to explain
and proof rigorously how the highest net-bonus tiling, we break the proof up into two
parts; in the first part, we will create a checkerboard pattern of various square sizes, but
such that the offset from the lower left corner in the lattice is left unconstrained. In the
second part, we will lift this degeneracy.
Proposition 6.2 (Unconstrained Checkerboard Tiling). We define the tileset T1 to
contain the following edge-colored tiles:
corner & edge :
interior :
The rules for these tiles—by convention—are such that edges have to match up. Then
all valid tilings for a lattice Λ will either:
1. have no corner tile present, or
2. have corner tiles present as shown in fig. 4, i.e. such that they are part of a
checkerboard pattern of squares, where the squares’ side length—and the offset
of the left- and bottommost corner tile—is unconstrained.
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Figure 3: Sub-tiling patterns A1, A2 and A3 from left to right, possible with at most four
tiles in proposition 6.2.
Proof. Fig. 4 forms a valid tiling by inspection. What is left to prove is that given we
demand at least one corner tile to be present this is the only tiling pattern possible.
To this end, we first note that the tiles directly adjacent to the corner tile are necessarily
of the following configuration:
We then note that the only way for multiple of these corner tiles to join up is via
blue horizontal links (called configuration A2), red vertical ones (configuration A3), or
diagonal purple ones (configuration A1); we show sections of these links A1, A2 and A3
in fig. 3.
This reduces the problem to finding valid geometric patterns of horizontal blue,
vertical red and diagonal purple lines, which are only ever allowed to intersect jointly
together; the resulting pattern is a grid of squares laid out by the red and blue edge tiles,
where the fact that each enclosed area is a square is enforced by the purple diagonals.
If the square size is bigger than the lattice Λ, this means that only a single corner tile
is present; otherwise there is multiple ones, as shown in fig. 4. Naturally, offset and
square sizes remain unconstrained; the claim follows. 
We emphasize that the tileset T in proposition 6.2 does have valid tilings that are e.g.
all-grey- or all-black-edged areas, or those where only a purple diagonal with grey on
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Figure 4: Section of the checkerboard tiling Hamiltonian’s ground state.
one side, and black on the other side is present, as shown in fig. 3. For this reason, and
in order to lift the offset degeneracy still present, we add extra constraints to the tileset.
In order to single out all those patterns that commence with a full square in the
lower left corner of the lattice region, we employ Gottesman and Irani’s boundary trick
which exploits the fact that on any hyperlattice there is always a very specific mismatch
between the number of vertices and the number of edges. In our case it reads as follows.
Proposition 6.3 (Constrained Checkerboard Tiling). Take the tileset T from proposi-
tion 6.2 with the same edge-matching tiling rules, and define a new tileset T ′ with the
following additional bonuses and penalties:
1. any interior tile gets a bonus of −1 if it appears to the top, and a bonus of −1 if it
appears to the right of another tile, and
2. any interior tile gets an unconditional penalty of 2.
Then the highest score tilings possible withT ′ on a square latticeΛ are the checkerboard
patterns shown in fig. 4, but such that a corner tile lies in the lower left of the lattice.
All other tilings have net score ≥ 1.
Proof. The only effect of the extra bonus and penalty terms are that the grey interior
tiles can no longer appear on the left or bottom lattice boundaries; edge tiles have to
be placed there. This, in turn, means that the only zero penalty configuration for the
lower left corner is to place a corner tile there, meaning that the only net zero penalty
configurations have at least one corner tile present. The rest of the claim then follows
from proposition 6.2. 
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With the tileset T ′ defined such that the highest net-score tilings are checkerboard
patterns with unconstrained square sizes and offset (0, 0) from the lower left corner in
the spin lattice, we can formalize the tiling Hamiltonian in the following lemma.
Lemma 6.4 (Checkerboard Tiling Hamiltonian). There exists a diagonal Hermitian
operator h ∈ B(Cd ⊗Cd) for d = 11 with matrix entries in Z as in eq. (19) such that
the corresponding tiling Hamiltonian Hcb =
∑
i∼j h(i, j) on a square lattice Λ has a
degenerate zero energy ground space Scb spanned by checkerboard tilings as in fig. 4,
of all possible square sizes, where the pattern starts with a corner tile at the origin
(i.e. in the lower left corner of the lattice), as laid out in proposition 6.3. Any other
eigenstate not contained in this family of zero energy states has eigenvalue ≥ 1.
Proof. Translating the tileset T ′ from proposition 6.3 into local terms as in eq. (19)
via [Bau+18a, Cor. 2] yields local Hamiltonian terms h ∈ B(Cd ⊗Cd), where d is the
number of tiles in the tileset—here 11; the local terms have entries in Z because all
the weights (bonuses and penalties) in the tileset are integers. Hcb will have a ground
space spanned by tilings with net score 0, which we proved in proposition 6.3 to look
as claimed.
Furthermore, since all other tilings must have integer net penalty, all other tiling
eigenstates will have energy ≥ 1. The claim follows. 
6.3. Classical Turing Machine Tiling
It is well know that a classical TM which runs for time N and uses a tape of length
N can be encoded in an N × N grid of tiles [Ber66]. A brief overview of how this is
done is given in the following. We first recall that a TM is specified by a tuple (Σ,Q, δ)
where Q is the TM state, Σ is the TM alphabet, and δ is a transition function
δ : Q × Σ→ Q × Σ × {L, R}. (20)
as well as an initial state q0, an accepting state qa, and a blank symbol # ∈ Σ. Here
L, R in the transition function output tell the TM head whether to move left or right
respectively.
We now take the N × N grid which we can place tiles on. We will identify the rows
of the grid with the tape of the TM, where successive rows will be successive time
steps. Each tile now represents a cell of the TM’s tape at a given time step. We now
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introduce a set of tiles which encode the evolution of the TM. We will need tiles which
represents every possible configuration that a cell can take (what is written in the cell,
whether the TM head is there, etc.).
To encode the evolution of such a TM into a set of tiles, we introduce three types
of tiles: variety 1 which is specified only by an element of Σ, variety 2 specified by
Σ ×Q × {r, l}, and variety 3 specified by Σ ×Q × {R, L}. At position P offset from the
left within a row, these tiles have the following function:
Variety 1 With marking (c), c ∈ Σ, the corresponding cell on the TM’s tape contains c, and
the TM head is not at position P at the corresponding time step.
Variety 2 With marking (c, q, d), c ∈ Σ, q ∈ Q, d ∈ {r, l}, the corresponding cell on the
TM’s tape contains c, the TM head is at position P at this time step, but has not
yet overwritten the tape symbol. The TM is in state q and the TM head has just
moved from the right/left of P.
Variety 3 With entry (c, q,D), c ∈ Σ, q ∈ Q, D ∈ {R, L}, the corresponding cell on the
TM’s tape contains c, the TM head has just moved right/left from position P
where it has just overwritten the previous symbol. The TM is in state q at this
time step.
As a last remark, we note that one can always dovetail multiple TM tilings, as shown
by Gottesman and Irani.
Lemma 6.5 (Tiling-Layer Dovetailing [GI09]). LetM1 andM2 be classical Turing
machines with the same alphabet Σ such that their evolution is encoded in a tiling
pattern on different tiling layers (see remark 6.1) of a rectangular grid with a border as
in fig. 4. Then—by potentially altering the tile sets—it is possible to constrain the tiling
layers at the border such thatM2 takes the output ofM1 as its input and continues the
computation.
Proof. If M1 and M2 are TMs, then there exists a TM M which carries out M1
followed byM2 [Tur37]. Define a tileset on each layer that corresponds to said Turing
machine, such thatM1 runs from bottom-to-top andM2 runs top-to-bottom on each
respective layer. We now need to show that there is a way of enforcing equality of the
tapes of the two tiling layers next to the boundary; then the claim follows.
Similar to remark 6.1, let the meta tile at position k be specified by a 2-tuple
Tk = (ti, tj)k . Let the set of tiles making up the border be B. Then we enforce the
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2-local tiling rule that the only valid tiles that can appear next to the upper border
tiles have the form ((ti, ti), b), where b ∈ B (i.e. the tiles must have the same markings
in both layers). Thus the output ofM1 is the input ofM2. M2 then continues the
computation on the top layer of the grid. 
In this fashion, any Turing machine (e.g. a universal one) can be encoded in a grid
of tiles, which in turn can be used to define a local Hamiltonian with a ground state
that corresponds to the TM’s valid evolution; given a TM tiling, this can be achieved
by using the tiling-to-Hamiltonian mapping already explained. Giving due credit, we
capture this mapping for TM tilings in the following lemma.
Lemma 6.6 (Berger’s Turing machine Tiling Hamiltonian [Ber66]). For any classical
Turing machine (Σ,Q, δ) there exists a diagonal Hermitian operator h ∈ B(Cd ⊗Cd)
for d = poly(|Σ |, |Q |) with matrix entries inZ as in eq. (19) such that the corresponding
tiling Hamiltonian
∑
i∼j h(i, j) on a square lattice Λ has a degenerate ground space
STM,tiling containing
1. any tape configuration without TM head tiling the plane forward indefinitely,
2. a tiling pattern corresponding to valid Turing machine evolutions where the
initial head is aligned on one side of the lattice and where the TM does not halt
on the initial tape and space provided, and
3. any valid Turing machine evolution starting mid-way that does not halt within
the space provided.
Proof. See [Ber66]; the fact that the tape without head tiles the infinite plane is obvious
since the tape can be initialized arbitrarily and will consistently cover the lattice, i.e.
by being copied forwar. If the TM’s head is present in a tile, and since there is no
transition into the initial state qi ∈ Q of the TM, if the initial state is present it has to
reside on one side of the lattice. Similarly, if the TM halts within the space provided
there is no forward transition, meaning that tiling cannot have zero energy. Finally, if
neither initial nor final state are present the tiling can show a consisten Turing machine
evolution starting mid-way, with the tape being copied forward, or potentially altered if
the TM head passes by. 
We emphasize that the TM in lemma 6.6 does not have to be reversible. We will
later lift the large degeneracy of the so-defined ground space by forcing an initial tape
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and head configuration; with such an initial setup, the tiling becomes unique since the
forward evolution of a TM head and tape is always unambiguous.
6.4. Combining Checkerboard and Turing Machine Tiling
As seen in remark 6.1 and lemma 6.5, we can combine two tilesets into one, by defining
the new tileset as the Cartesian product of the two. In this fashion we couple the TM tile
set to apper above grey-shaded interior of the squares in the underlying checkerboard
pattern from proposition 6.3; the area above the edge tiles we fill with a dummy border
tile. We use this dummy border to enforce initialization of the TM’s tape and head: for
a tape cell above but not to the right of the border, the tape cell is blank. For a cell
above and to the right of a border, we put the TM into its initial configuration q0.
In case we need our Turing machine to run for more steps than are available on a
single L × L grid, we can do so as well by introducing multiple layers as per remark 6.1.
Lemma 6.7. Let n1, n2 ∈ N be constant, and take a TM tileset S such that the TM tiles
appear over the grey-shaded interior of the checkerboard pattern in fig. 4. We can
define a new tileset S′ such that the TM head will start in the lower left corner on an
empty tape; on a grey square of side length L it will have a tape of length n1L and
runtime n2L available.
Proof. Initializing the head and tape on one edge of the grey square is achieved by
penalizing any other tiles from appearing there, which we can do using inter-layer
constraints as in remark 6.1. Once the TM tiling reaches one end of the grey square,
we can similarly copy its state to another layer with a separate TM tileset that makes it
evolve in the opposite direction. This shows that one can increase the available number
of time steps by another constant n2. An even simpler argument shows that on finitely
many grid cells L one can always increase the number of tape cells by a constant factor
n1, by redefining n1 sets of separate symbols. The claims follow. 
6.5. Cordonning off an Edge Subsection
In this section, we show that one can define a classical TM tiling that puts a single
marker on an extra layer within each checkerboard square in fig. 4, namely on the lower
edge, and at position x = dL1/ce for any c ∈ N, c > 0. Since we have already shown
how to define a classical TM tiling to appear only within the grey shaded interior of each
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checkerboard sqaure (remark 6.1), how to allow constant tape and runtime overhead
(lemma 6.7), and how to dovetail TM tilings (lemma 6.5), the claim is immediate from
the following two lemmas.
Lemma 6.8. Let f : N → N such that 1 ≤ f (N) ≤ N be computable within time
O(2 |x |) where |x | is the binary length of its input. Consider the checkerboard tiling
constructed in proposition 6.3 such that each square has side length N + 2 (which is
measured between corner tiles). Then there exists a set of tiles which has this same
checkerboard pattern, but for every corner tile, except those along the bottom edge,
there is a special symbol • at distance f (N) from the left border along the top edge.
Proof. The proof is a variant of a construction from [GI09]. First, we add an extra
tiling layer above the grey interior of the checkerboard tilings which translates the
square’s side length N into binary; this can be done with a counter tiling, see [GI09;
Pat14] and [BP17, sec. F2.3].
Using lemma 6.5, we then dovetail this output with a TM that computes the function
f (N) by taking input from the previous layer. Since this is promised to be computable in
time O(2 |N |) = O(N), this can be done via lemma 6.7. The output of this computation
is then f (N) in binary.
Finally we run a binary-to-unary converting TM on the binary output of f (N) by
reversing the binary counter tiling in [GI09; Pat14]; this requires N steps. This leaves a
marker at distance f (N) along the square interior. We can then introduce a tiling rule
which forces a • marker onto the edge above it. The configuration on the upper white
edge of each complete square of the tiling is then
· · · • · · · (21)
where the black dot • marks distance f (N) away from the left border. 
With lemma 6.8 in place, all that is left is to show existence of a TM that calculates
the 8th root of a number given in binary, and obeys the required constraint on the
number of steps—i.e. at most linear in the square’s side length L.
Lemma 6.9. Let c ∈ N, c > 0. There exists a classical TM which, on binary input L,
computes dL1/8e in binary, and requires at most O(log82(L)) steps.
Proof. It is known that taking the square root of a number has the same time complexity
as multiplication (see [Alt79]). For a number of ` = log2 L digits, long multiplication
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has time- and space complexity ∼ log22 L. Taking the 8th root can thus be done in
∼ log82 L steps by calculating
8√· =
√√√· 
Now we have all the ingredients together to define the following augmented checker-
board Hamiltonian, which is in essence the checkerboard tiling Hamiltonian defined in
lemma 6.4, but with a classical TM acting within its grey squares to place an additional
marker onto the horizontal edges.
Lemma 6.10 (Augmented Checkerboard Tiling Hamiltonian). Let Hcb be the Hamilto-
nian defined in lemma 6.4. Then we can increase the local Hilbert space dimension to
accommodate for the extra tileset necessary in lemma 6.9, and define a new Hamiltonian
H′cb as per eq. (19) where
1. the zero energy ground state is spanned by the same checkerboard patterns as
in lemma 6.4, but such that the horizontal edges above a grey square carry a
special marker • at offset L1/8 from the left cornerstone,
2. any other eigenstate has eigenvalue ≥ 1.
Proof. The first claim follows by lemmas 6.8 and 6.9, and lemma 6.6. The second
claim follows since the grey TM interiors feature unique tilings, enforced by penalties
only. 
For later reference, we further prove the following two tiling robustness facts.
Remark 6.11 (Checkerboard Tiling Robustness). We single out the pair of tiles
in the tileset T ′ used in proposition 6.3. Then either
1. the pair of tiles is part of an edge of some length L as shown in the proof of
lemma 6.8—i.e. fig. 21—with a grey square of size L × L below it, and a valid
TM tiling enforcing the position of the extra edge marker • at position dL1/8e, or
2. there exists a unique penalty ≥ 1 at another location in the lattice that can be
associated to the tile pair.
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Proof. Since the corner tile in the pair cannot be one on the left lattice boundary, we
follow the tiling to its left; it has to be a blue edge A2 pattern as in fig. 3, and necessarily
end in another corner tile—if not, take the mismatching tile and resulting penalty of
size 1 as the unique associated one.
Given the blue horizontal edge is intact, this defines a distance between the two
corner tiles, L. The subsquare L × L below this defined edge then has to be a valid
checkerboard square with augmenting TM as in lemma 6.10, which in turn enforces the
position of the • marker between the two upper corner tiles at the specified offset. If
the square is not intact—which includes it being cut off—take the closest penalty in
Manhattan distance from the tile pair as the associated penalty of size ≥ 1 (or one of
the closest one in case of ambiguities). 
Remark 6.12 (Augmented Checkerboard Tiling Robustness). In any given ground
state of the checkerboard tiling, there can be at most one • between two cornerstone
markers; this marker is only ever present on blue horizontal edges that have a full
grey interior square below them, meaning the • is offset at dL1/8e from its left, as in
lemma 6.9. Any other configuration introduces a penalty ≥ 1.
Proof. A bullet can only appear above the appropriate marker in the classical TM. We
design the TM such that it produces exactly one such marker and such a marker gets a
penalty if it is not above the point at which the TM places it. Thus, if there exists more
than one • per edge joining two cornerstones, at most one of them can be above the
marker left by the classical TM, and hence the other will receive an energy penalty.
Furthermore, since • can only occur at the output of a valid TM tiling, it can only
occur on edges that lie above a full TM tiling. Since the lattice boundaries are white
edges by proposition 6.3, the claim follows. 
7. A 2D Marker Checkerboard
In this section we will introduce a Hamiltonian on a one-dimensional spin chain which
has a fine-tuned negative energy. More specifically, our goal in this section is to take
the tiling pattern given in fig. 4 used to define H′cb in lemma 6.10, and on a separate
layer add the Marker Hamiltonian H( f ) from [Bau+18b, Thm. 11].
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In slight extension from the construction therein, we only allow the boundary markers
|〉 to coincide with the cornerstones of the checkerboard tiling
and condition the transition terms h1 and h2 from [Bau+18b, Lem. 2] to only occur in
between two cornerstones and if and only if the marker • is present there,3 i.e. on the
blue horizontal edge
· · · • · · ·︸                                                                         ︷︷                                                                         ︸
↑ L tiles
(22)
All other configurations are energetically penalised. The negative energy contribution
of one such edge—and thus by remark 6.12 also of one square below said edge in the
checkerboard pattern—is
Eedge(L) := λmin(H( f ) |S(L)), (23)
where S(L) denotes a single -bounded segment of the original marker construction of
length L. The arrow ↑ denotes the position of the special symbol that indicates position
L1/8, as explained in lemmas 6.9 and 6.10.
As the ground state energy ofH( f ) depends on the choice of the falloff f we carefully
pick this function to be able to discriminate between the halting and non-halting
cases in theorem 5.7. In particular, we will choose f such that if a universal TM
halts on input ϕ(η), then minL(Eedge(L) + λmin(Hcomp)) < 0, if it does not halt then
minL(Eedge(L)+λmin(Hcomp)) ≥ 0, where we assumed the Turing machine’s tape length
is L as well. For inputs ϕ′ ∈ [ϕ(η), ϕ(η)+2−η−`) for some ` ≥ 1 a similar condition will
be true depending on the amplitude that the output state has on halting and non-halting.
One obstacle is that the bounds on the energy contribution in [Bau+18b, Lem. 7] is
too loose for our purposes, i.e. it was asymptotically bounded as lying in the interval
λmin(H( f )) ∈ (−2− f (L),−4− f (L)). In the following section, we prove that the scaling of
the upper bound is in fact tight.
3This can easily be enforced with a regular expression.
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7.1. A Tight Marker Hamiltonian Bound
In this section we improve on the bounds set out in [Bau+18b, Lem. 7] for the ground
state energy of the Marker Hamiltonian. To do this, we consider the following w × w
matrix:
∆′w = ∆
(w) − |w〉〈w | . (24)
We now adapt [Bau+18b, Lem. 7] to prove a better lower bound on the lowest eigenvalue.
Lemma 7.1. The minimum eigenvalue of ∆′w satisfies
λmin(∆′w) ≥ −
1
2
− 3
4w
. (25)
Proof. Our proof is essentially the same as in Bausch et al. except we use a better
ansatz for the lower bound on the ground state energy. We begin by noting that, as in
the proof of [Bau+18b, Lem. 7], the characteristic polynomial of ∆′w is
pw(λ) = − 2
−w−1
√
λ − 4
(
3
√
λ(xw(λ) − yw(λ)) +
√
λ − 4(xw(λ) + yw(λ))
)
(26)
where
xw(λ) =
(
λ −
√
λ − 4√λ − 2
)w
yw(λ) =
(
λ +
√
λ − 4√λ − 2
)w
.
Since it is not clear if pw(λ) = 0 has any closed form solutions in expressible in λ
directly, we instead try to bound where the solutions can be.
First we calculate pw(−1/2) = (−1)1+w2−w, and thus know that sgn pw(−1/2) = 1
for w odd, and −1 for w even. If we can show that pw(−1/2 − f (w)) has the opposite
sign for some function f (w) ≥ 0, then by the intermediate value theorem we know
there has to exist a root in the interval [−1/2 − f (w),−1/2]. Since we are trying to
prove a tighter bound than [Bau+18b, Lem. 7], we will assume 0 ≤ f (w) ≤ 2−w .
44
Let pw(−1/2 − f (w)) =: Aw/Bw , where we use the notation of [Bau+18b, Lem. 7]:
Bw = 2w+1
√
f (w) + 9
2
,
Aw = −a1,w(x ′w − y′w) − a2,w(x ′w + y′w),
a1,w = 3
√
f (w) + 1
2
,
a2,w =
√
f (w) + 9
2
,
x ′w =
(√
f (w) + 9
2
√
f (w) + 1
2
− f (w) − 5
2
)w
,
y′w =
(
−
√
f (w) + 9
2
√
f (w) + 1
2
− f (w) − 5
2
)w
.
Then Bw , a1,w and a2,w are real positive for all w. We distinguish two cases.
w even. If w is even, we need to show pw(−1/2 − 1/2w) ≥ 0, which is equivalent to
0 ≤ Aw
Bw
⇐⇒ 0 ≤ Aw = −a1,w(x ′w − y′w) − a2,w(x ′w + y′w)
⇐⇒ 0 ≥ a(x ′w − y′w) + (x ′w + y′w) where a :=
a1,w
a2,w
∈ [1, 2]
⇐⇒ a − 1
a + 1
y′w ≥ x ′w .
For w even, y′w ≥ x ′w , and furthermore we find that x ′1/ww /y′1/ww is monotonically
decreasing (assuming that f (w) ≥ 0 and is itself monotonically decreasing), so it
suffices to find a f (w) which satisfies
a − 1
a + 1
≥
(
5
2
− 3
2
)w (5
2
+
3
2
)−w
=
1
4w
. (27)
Expanding out a as
a = 3
√
f (w) + 1/2
f (w) + 9/2, (28)
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and substituting this into the above, we find
f (w) ≥ 9
4(4w) − 10 + 5(4−w) . (29)
Hence we can choose f (w) = 3/4w , which works for all w ≥ 2.
w odd. Now y′w ≤ x ′w , and it suffices to show
a − 1
a + 1
y′w ≤ x ′w
which is true provided
a − 1
a + 1
≤ 1.
This also holds true for all w ≥ 0 for f (w) = 3/4w . This finishes the proof. 
Theorem 7.2. The minimum eigenvalue of ∆′w satisfies
−1
2
− 3
4w
≤ λmin(∆′w) ≤ −
1
2
− 1
4w
. (30)
Proof. Lemma 7.1 gives the lower bound, and [Bau+18b, Lem. 8] gives the upper
bound. 
7.2. Balancing QPE Error and True Halting Penalty
With this tighter bound derived in theorem 7.2, we can calculate the necessarymagnitude
and scaling of Eedge(L) as explained at the start of section 7 as follows. As a first
step, we notice that the clock runtime T = T(L) of the QTM is bounded by eq. (15),
which holds both in the halting and non-halting case, since the clock idles after the
computation is done. That is, the clock runtime does not depend on the input to the
computation.
Let Epen,halt(L) and Epen,too short(L) be the ground state energies of Hcomp(L) in the
case where the encoded computation does not halt with high probability, and when the
binary expansion of the encoded phase is too long, respectively, i.e. when |ϕ′ | > m.
Then from theorem 5.7 we get:
Epen,non-halt(L) ≥ Epen,too short(L) = Ω
[
1
T2
]
∗≥ K1
L2ξ2L log2 L
, (31)
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where we made use of remark 4.9 at step (∗). Similarly, let Epen,halt(L) be the minimum
eigenvalue when the QTM halts on input ϕ′ ∈ [ϕ(η), ϕ(η) + 2−η−`), as given in
definition 4.1. Then again from theorem 5.7 and for sufficiently large ` we get:
Epen,halt(L) =O
[(
2−` + δ(L,m)
) 1
T2
]
∗∗
=O
[(
2−` + L22−L
1/4 ) 1
T2
]
≤ K22
−L1/4
ξ2L
. (32)
where in step (∗∗) we have used the fact that m ≤ L, c1 < 4 and c2 ≥ 1. Both K1 and
K2 in eqs. (31) and (32) are positive constants, chosen sufficiently small and large to
satisfy the two bounds. How large does ` have to be—or in other words, how small
does the interval around ϕ(η) have to be that ϕ′ is chosen from—for eq. (32) to hold?
2−` ≤ L22−L1/4 ⇔ ` ≥ log2
(
L−22L
1/4 )
. (33)
In order to discriminate between the two asymptotic history state penalties in eqs. (31)
and (32), Eedge(L) thus has to lie asymptotically between these two bounds, i.e. we need
Eedge(L) = o
(
1
L2ξ2L log2 L
)
and Eedge(L) = ω
(
1
ξ2L2L1/4
)
.
Now we know by theorem 7.2 that Eedge(L) ∼ 4− f (L) for some f : N −→ N marker
falloff, which itself has to be computable by a history state construction on the segment
of length L. We therefore require
o
(
1
L2ξ2L log2 L
)
=
1
4 f (L)
= ω
(
1
ξ2L2L1/4
)
, or
ω (L + log L + log log L) = f (L) = o
(
L + L1/4
)
. (34)
This lets us formulate the following conclusion.
Corollary 7.3. There exists a constant C such that f (L) = C(L + L1/8) asymptotically
satisfies eq. (34).
7.3. Marker Hamiltonian with L + L1/8 Falloff
The crucial question is: can we create a Marker Hamiltonian with a falloff exponent like
f (L) = C(L + L1/8), which would satisfy corollary 7.3? As discussed in [Bau+18b],
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this is certainly possible for any polynomial of L, or even an exponential—in essence it
is a question of creating another history state clock for which the runtime of the segment
of length L equals f (L). Herein lies the problem: while a runtime L is easy—just have
a superposition of a particle sweeping from one side to the other—how do we perform
L1/8 additional steps?
While there might be a clever way of doing this purely within the scope of a history
state construction, we take the easy way out.4 In section 6.5, we discussed how we can
place a special symbol on the lower edge, which by lemma 6.9 can be at distance L1/8
from the left corner. With this in mind and with the tighter marker Hamiltonian spectral
bound from lemma 7.1 to define the following variant of a marker Hamiltonian:
Lemma 7.4. Let C ∈ N be constant. Take the standard marker Hamiltonian H( f )0 from
[Bau+18b] defined on a local Hilbert spaceH0 = Cd′ , where d ′ depends on the decay
function f to be implemented. Then there exists a variant H( f ) with local Hilbert space
H = H0 ⊗C2, where |F〉 is one of the basis states of the second subspace, such that
H( f ) has the following additional properties:
1. H( f ) = ∑i hi, with hi ∈ B(Cd ⊗Cd), and d = O(C).
2. [h, |F〉〈F|] = 0.
3. If S(r) is the subspace of a single -bounded segment of length L, containing a
singleF offset at position r , then
− 3
4 f (L)
≤ λmin
(
H( f ) |S(r)
)
≤ − 1
4 f (L)
, (35)
where f (L) = C(L + r).
Proof. We design the marker Hamiltonian variant to perform the following procedure
before stopping:
1. Sweep the length of the edge L,
2. Sweep back to the |F〉 symbol sitting at offset r .
4 We note that if this task is possible within the history state framework, then it may be possible to prove
the main result of this paper for 1D. Indeed, the 2D tiling construction is only used to allow the 1D
Marker Hamiltonian to have the correct drop off.
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3. If the number of rounds is not yet C, switch to another head state and repeat,
where even iterations run in reverse.
Finally, employ Gottesman and Irani’s boundary trick, used as in [Bau+18b, Rem. 3],
which exploits themismatch in number of one- and two-local interaction terms to remove
the constant −1/2 offset present in theorem 7.2 by only adding translationally-invariant
nearest neighbour terms to the Hamiltonian. The energy scaling then follows directly
from theorem 7.2, and the dimension and [hM, |F〉〈F|] = 0 follow by construction. 
This marker Hamiltonian we will now combine with the Hilbert space of the
checkerboard Hamiltonian H′cb from lemma 6.10, to obtain a 1D marker Hamiltonian
where the location of the boundary symbols  and offset marker F align with the
checkerboard tiles as
 ←→ and F ←→ • (36)
and such that the marker Hamiltonian terms do not occur above any other but the blue
edge tiles.
Corollary 7.5 (1D Marker Hamiltonian). Let H′cb be the checkerboard Hamiltonian
from lemma 6.10, with local Hilbert spaceH cb. Take H( f ) from lemma 7.4, with local
Hilbert space H , and let C ∈ N, C ≥ 1. Then there exists a marker Hamiltonian
H( f )1 with one- and two-local interactions h1 ∈ B(H ′), h2 ∈ B(H ′ ⊗H ′) where
H ′ := (H ⊕C) ⊗H cb, and such that H( f )1 has the following properties.
1. If S(r) denotes the subspace of a good tiling edge segment eq. (21) of length L,
where the marker • is offset at position r from the left, then
− 3
4 f (L)
≤ λmin
(
H( f )1 |S(r)
)
≤ − 1
4 f (L)
,
with f (L) = C(L + r).
2. Restricted to any other tiling subspace S′ which does not contain the pair of tiles
we have λmin(H( f )1 |S′) ≥ 0.
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Proof. Let h′1 and h′2 denote the one- and two-local terms of H( f ), trivially extended to
the larger Hilbert spaceH ⊕C. Let |0〉 denote the extra basis state inH ⊕C. Denote
with Π a projector onto the tiling subspace spanned by the corner and blue edge tiles
given in proposition 6.2. We explicitly construct the local interactions h1 and h2 of
H( f )1 by setting
h1 := h′1 ⊗Π + |0〉〈0| ⊗Π + (1 − |0〉〈0|) ⊗Π⊥+
(1 − |F〉〈F|) ⊗
 • 〉〈 •  + (1 − |〉〈|) ⊗  〉〈 
and
h2 := h′2 ⊗Π⊗ 2.
The marker bonus is only ever picked up by the (final state) marker head running into
the right boundary in a configuration |· · ·BBI〉, which by the one-local Hamiltonian
constraints newly imposed can only occur above the tile pair blue edge–corner given;
any other configuration will have a net penalty ≥ 0. By construction, the ground space
of H( f )1 features the required alignment from eq. (36). The claim then follows from
lemma 7.4. 
This is the last ingredient we require to formulate a two-dimensional variant of the
Marker Hamiltonian, with the required falloff from corollary 7.3.
Theorem 7.6 (2D Marker Hamiltonian). We denote with Λ the given lattice. Let h1
and h2 be the local terms defining the 1D marker Hamiltonian from corollary 7.5 with
constant C ∈ N, C ≥ 1. Further let H′cb be the augmented checkerboard lattice with
symbol • offset by L1/8 on each of the horizontal edges, as defined in lemma 6.10. On
the joint Hilbert space we set
H(, f ) := 1 ⊗H′cb +
∑
i∈Λ
h(i)1 +
∑
i∈Λ
h(i)2
where the second sum runs over any grid index where the 2 × 1-sized interaction can
be placed. Then the following hold:
1. H(, f ) block-decomposes as H(, f ) =
⊕L
s=1 H
(, f )
s ⊕ B; the family H(, f )s corre-
sponds to all those tiling patterns compatible with the augmented checkerboard
pattern in lemma 6.10 with square size s. B collects all other tiling configurations.
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2. The ground state ofH(, f )s , labelled |ψs〉 is product across squares |ψs〉 =
⊗
i |φi〉,
where i runs over all squares in the tiling.
3. B ≥ 0.
4. Denote with A a single square of the ground state |s〉 (i.e. a square making
up the grid), denoted |s〉A. Then its energy contribution to the ground state of
H(, f )s is
− 3
4C(s+s1/8)
≤ 〈s |AH(, f )(s)|A |s〉A ≤ −
1
4C(s+s1/8)
.
where C is the constant from corollary 7.5.
5. Denote with Π = |s〉〈s |A the projector onto the orthogonal complement of the
ground state of H(, f )s |A. Then
ΠH(, f )s |AΠ ≥ 0.
Proof. We prove the claims step by step.
Claim 1 & 2 The classical tiling Hamiltonian H′cb is diagonal in the computational basis.
Furthermore, by construction, h1 and h2 defined in corollary 7.5 commute with
the tiling terms.
Claim 3 The bonus of −1/2 introduced in the marker Hamiltonian can only ever act across
a pair of tiles
Since we have proven the checkerboard tiling to be robust with respect to the
occurence of this tile pair in remark 6.11, we know that the combination carries
at least a penalty ≥ 1 if it occurs in any non-checkerboard configuration; this
means that any tiling in B can never have a sub-configuration such that the marker
bonus offsets penalties inflicted by the tiling constraints; B ≥ 0 follows.
Claim 4 The “good” subspace in the fourth claim we know by remark 6.12 to necessarily
look as the blue edge segment eq. (21). This, in turn, means that r = dL1/8e in
lemma 7.4, and the claim follows from the first energy bound proven therein.
Claim 5 Follows in a similar fashion as the fourth claim, from remark 6.12 and from the
second claim in lemma 7.4. 
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8. Spectral Gap Undecidability of a
Continuous Family of Hamiltonians
In this section, we combine the 2D Marker Hamiltonian with the QPE History State
construction. Despite the two-dimensional marker Hamiltonian, the setup is very
reminiscent of the 1D construction; the crucial difference being the more finely-geared
bonus and penalties we need to analyse.
8.1. Uncomputability of the Ground State Energy Density
Lemma 8.1. Let h1, hrow2 , hcol2 be the one- and two-local terms of H(, f ) with local
Hilbert space Hm, and similarly denote with q1, q2 be the one- and two-local terms
of Hcomp from definition 5.4 with local Hilbert spaceHq, respectively. Let Πedge be a
projector onto the edge tiles in proposition 6.2. Define the combined Hilbert space
H := Hm ⊗(Hq ⊕C), where |0〉 denotes the basis state for the extension ofHq.
We define the following one- and two-local interactions:
htot1 := h1 ⊗ 1 + Πedge ⊗ q1 + Πedge ⊗ |0〉〈0| + Π⊥edge ⊗(1 − |0〉〈0|)
htot,row2 := h
row
2 ⊗ 1 + Π⊗ 2edge ⊗ q2
htot,col2 := h
col
2 ⊗ 1
ptot,row2 :=
[ 〉〈  ⊗ 1] ⊗ [1 ⊗ | 〉〈 |] +[
1 ⊗
 〉〈 ] ⊗ [ | 〉〈 | ⊗ 1]
On a lattice Λ define the overall Hamiltonian
H :=
∑
i∈Λ
htot1,(i) +
∑
i∈Λ
(
htot,row2,(i) + p
tot,row
2,(i)
)
+
∑
i∈Λ
htot,col2,(i) ,
where each sum index runs over the lattice Λ where the corresponding Hamiltonian
term can be placed. Then H has the following properties:
1. H =
⊕
s Hs ⊕ B′ block-decomposes asH(, f ) in theorem 7.6, where B′ = B ⊗ 1.
2. B′ ≥ 0.
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3. All eigenstates of Hs are product states across squares in the tiling with square
size s, product across rows within each square, and product across the local
Hilbert spaceHm ⊗(Hq ⊕C).
4. Within a single square A of side length s within a block Hs, all eigenstates are of
the form |s〉 |A ⊗ |r0〉 ⊗ |r〉, where
a) |s〉 is the ground state of the 2D marker Hamiltonian block H(, f )s ,
b) |r0〉 is an eigenstate of Hcomp ⊕ 0, i.e. the history state Hamiltonian with
local padded Hilbert spaceHq ⊕C, and
c) |r〉 ∈ (Hq ⊕C)⊗(s×(s−1)) defines the state elsewhere.
5. The ground state ofHs |A is unique and given by|r〉 = |0〉⊗(s×(s−1)) and |r0〉 = |Ψ〉,
where
|Ψ〉 =
T−1∑
t=0
|t〉 |ψt〉
is the history state of Hcomp as per theorem 5.3, and such that |ψ0〉 is correctly
initialized.
Proof. We already have all the machinery in place to swiftly prove this lemma. First
note that, by construction, all of {htot1 , htot,row2 , htot,col2 , hcol2 , ptot,row2 } pairwise commute
with the respective tiling Hamiltonian terms {h1, hrow2 , hcol2 }. Furthermore, the local
terms from Hcomp—q1 and q2—are positive semi-definite; together with theorem 7.6
this proves the first three claims. As shown in theorem 5.3 and since the Hamiltonian
constraints in ptot,row2 enforce the ground state of the top row within the square A to be
bracketed, the first and third claim imply the fourth and fifth. 
Lemma 8.2. Take the same setup as in lemma 8.1, and let Hcomp = Hcomp(ϕ′) for
ϕ′ ∈ [ϕ(η), ϕ(η)+2−η−`), where ϕ(η) is the unary encoding of η ∈ N from definition 4.1.
As usual ` ≥ 1. Then for a block Hs we have
1. If s < η, Hs ≥ 0.
2. If s ≥ η andM does not halt on input η within space s, then Hs ≥ 0.
3. If s ≥ η andM halting on input η, and ` ≥ log2(s−22s
1/4) as per eq. (33), then
λmin(Hs) < 0.
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Proof. We start with the first claim. By lemma 8.1, it suffices to analyse a single square
A of side length s; the proof then essentially follows that of [Bau+18b, Thm. 20]. We
first assume s < η. Using the same notation as in theorem 7.6, and denoting with Πedge
the projector onto the white horizontal edge within A, we have
λmin(Hs |A) = λmin
[
H(, f )(s)|A ⊗ 1 + Πedge ⊗ Hcomp(ϕ′)
]
= Eedge(s) + Epen,tooshort(s) ≥ 0,
where we used corollary 7.3 and theorem 7.6 and the fact that the two Hamiltonian
terms in the sum commute.
The other claims follow equivalently: in each case by corollary 7.3, the sum of
the edge bonus and TM penalties satisfy eq. (34). For the second claim, by the same
process we thus get
λmin(Hs |A) = Eedge(s) + Epen,non-halt(s) ≥ 0.
Then for the third claim,
λmin(Hs |A) = Eedge(s) + Epen,halt(s) < 0. 
Corollary 8.3. Take the same setup as in lemma 8.2, and let ϕ(η) encode a halting
instance. Set w = argmins{λmin(Hs) < 0}, andW a single tile of size w × w. Then the
ground state energy of H(ϕ′) on a grid Λ of size L × H is bounded as
λmin(H(ϕ′)) =
⌊
L
w
⌋ ⌊
H
w
⌋
λmin(H(ϕ′)|W ). (37)
Proof. From lemma 8.1, we know the ground state of H(ϕ′) is a grid with offset (0, 0)
from the lattice’s origin in the lower left. Each square of the grid contributes energy
λmin(H(ϕ′)|W ) < 0; the prefactor in eq. (37) is simply the number of complete squares
within the lattice.
For all truncated squares on the right hand side,Hcomp from definition 5.4 with either
the left or right ends truncated has zero ground state energy, since it is either free of the
in- or output penalty terms. Furthermore, we see that if we truncate the right end of the
1D Marker Hamiltonian H( f )1 in lemma 7.4, it has a zero energy ground state since it
never encounters the tile pair
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from theorem 7.6 necessary for a bonus. Truncating squares at the top does not yield
any positive or negative energy contribution. The total lattice energy is therefore simply
the number of complete squares on the lattice, multiplied by the energy contribution of
each square. 
Theorem8.4 (Undecidability ofGroundState EnergyDensity). Discriminating between
a negative or nonnegative ground state energy density of H(ϕ′) is undecidable.
Proof. Immediate from lemma 8.2 and corollary 8.3; the energy of a single square is
either a small negative constant, or nonnegative. Determining which is at least as hard
as solving the halting problem. 
With this result we can almost lift the undecidability of ground state energy density
to the spectral gap problem. In order to make the result slightly stronger, for this we
first shift the energy of H(ϕ′) by a constant.
Lemma 8.5 ([Bau+18b, Lem. 23]). By adding at most two-local identity terms, we can
shift the energy of H from lemma 8.1 such that
λmin(H)

≥ 1 in the non-halting case, and
−→ −∞ otherwise.
8.2. Undecidability of the Spectral Gap
With the proven uncomputability of the ground state energy density, we can lift the
result using the usual ingredients—a Hamiltonian with a trivial ground state, as well as
a dense spectrum Hamiltonian that will be pulled down alongside the spectrum of the
QPE Hamiltonian, if the encoded universal Turing machine halts on the input encoded
in the phase parameter—to prove that the existence of a spectral gap for our constructed
one-parameter family of Hamiltonians is undecidable as well.
Theorem 8.6 (Undecidability of the Spectral Gap). For a continuous-parameter family
of Hamiltonians, discriminating between gapped with trivial ground state |0〉⊗Λ, and
gapless as defined in definitions 2.1 and 2.2, is undecidable.
Proof. So far we have constructed a Hamiltonian H(ϕ′) with undecidable ground state
energy asymptotics given in lemma 8.5; we denote its Hilbert space withH1. We add
the usual Hamiltonian ingredients as in [CPW15a] or [Bau+18b, Thm. 25]:
55
Hdense Asymptotically dense spectrum in [0,∞) on Hilbert spaceH2.
Htrivial Diagonal in the computational basis, with a single 0 energy product ground
state |0〉⊗Λ, and a spectral gap of 1 (i.e. all other eigenstates have nonnegative
energy ≥ 0); its Hilbert space we denote withH3.
Hguard A 2-local Ising type interaction onH := H1 ⊗H2 ⊕H3 defined as
Hguard :=
∑
i∼j
(
1
(i)
1,2 ⊗ 1(j)3 + 1(i)3 ⊗ 1(j)1,2
)
,
where the summation runs over all neighbouring spin sites of the underlying
lattice Λ (horizontal and vertical).
We then define
HΛ(L)(ϕ′) := H(ϕ′) ⊗ 12 ⊕ 03 + 11 ⊗ Hdense ⊕ 03 + 01,2 ⊕ Htrivial +Hguard.
The guard Hamiltonian ensures that any state with overlap both withH1 ⊗H2 andH3
will incur a penalty ≥ 1. It is then straightforward to check that the spectrum of Htot is
given by
spec(HΛ) = {0} ∪ (spec(H(ϕ′)) + spec(Hdense)) ∪ G
for some G ⊂ [1,∞), where the single zero energy eigenstate stems from Htrivial.
In case that λmin(H(ϕ′)) ≥ 1, spec(H(ϕ′)) + spec(Hdense) ⊂ [1,∞) and hence the
ground state of HΛ is the ground state of Htrivial with a spectral gap of size one.
For λmin(H(ϕ′)) −→ −∞, Hdense is asymptotically gapless and dense; this means
that HΛ becomes asymptotically gapless as well. 
Since the spectral properties of H(ϕ′) are—by lemma 8.2—robust to a choice of
ϕ′ within an interval around an encoded instance ϕ(η) as per definition 4.1—i.e. for
large enough ` we can vary ϕ′ ∈ [ϕ(η), ϕ(η)+2−η−`)—theorem 8.6 immediately proves
theorem 2.4 and corollaries 2.5 and 2.6.
9. Conclusion
One of the main aims of this work was as a first foray into the study of the complexity
of phase transitions. Quantum phase transitions are one of the best studied, but poorly
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understood, physical phenomena. We envision this work can be extended in several
directions:
Uncomputablity in 1D.Here we have only studied phase diagrams in 2D. As described
in 7, our construction has relied on the fact we can encode a classical Turing Machine
into 2D tilings. This is not possible in 1D. However, since 1D systems tend to be
fundamentally easier to solve than 2D systems, it may still be the case that the phase
diagram of a 1D system is computable. However, given the undecidability of the
spectral gap in 1D [Bau+18b], it would not be unexpected that computing the phase
diagram in 1D is also uncomputable.
More Realistic Systems. The complexity of determining the critical value of ϕ
at which the quantum phase transition occurs. This work has shown it is in general
undecidable, but for more physically realistic systems—for example those with smaller
Hilbert space dimension—does this remain the case?
Finite Systems. In this work we have only studied phase diagrams in the ther-
modynamic limit; naturally, those cannot occur in reality. Yet for any finite-sized
system, determining any property is necessarily decidable (as we can simply diagonalise
the Hamiltonian). A natural question is thus what we can say about the complexity of
determining phases and phase parameters for finite system sizes, for a suitable notion
of phase transitions in this context.
We do not know the limits for which the properties of condensed matter systems
become decidable. However, the study of these limits has potentially far-reaching
consequences for high-energy physics and quantum chemistry, among other areas.
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A. Standard Form Hamiltonians
We begin with the following definition for a 1D chain of spins:
Definition A.1 (Standard Basis States, from Section 4.1 of [CPW15a]). Let the single
site Hilbert space be H = ⊗iHi and fix some orthonormal basis for the single site
Hilbert space. Then a Standard Basis State forH ⊗L are product states over the single
site basis.
We now define standard-form Hamiltonians – extending the definition from [CPW15a]:
Definition A.2 (Standard-form Hamiltonian, from [Wat19], extended from [CPW15a]).
We say that a Hamiltonian H = Htrans + Hpen + Hin + Hout acting on a Hilbert
space H = (CC ⊗ CQ)⊗L = (CC)⊗L ⊗ (CQ)⊗L =: HC ⊗ HQ is of standard form
if Htrans,pen,in,out =
∑L−1
i=1 h
(i,i+1)
trans,pen,in,out , and htrans,pen,in,out satisfy the following
conditions:
1. htrans ∈ B
((CC ⊗ CQ)⊗2) is a sum of transition rule terms, where all the
transition rules act diagonally on CC ⊗ CC in the following sense. Given
standard basis states a, b, c, d ∈ CC , exactly one of the following holds:
• there is no transition from ab to cd at all; or
• a, b, c, d ∈ CC and there exists a unitaryUabcd acting onCQ⊗CQ together
with an orthonormal basis {ψi
abcd
〉}i for CQ ⊗ CQ, both depending only
on a, b, c, d, such that the transition rules from ab to cd appearing in htrans
are exactly |ab〉 ψi
abcd
〉 → |cd〉Uabcd ψiabcd〉 for all i. There is then
a corresponding term in the Hamiltonian of the form (|cd〉 ⊗ Uabcd −
|ab〉)(〈cd | ⊗ U†
abcd
− 〈ab|).
2. hpen ∈ B
((CC ⊗ CQ)⊗2) is a sum of penalty terms which act non-trivially
only on (CC)⊗2 and are diagonal in the standard basis, such that hpen =∑
(ab) Illegal |ab〉C 〈ab| ⊗ 1Q, where (ab) are members of a disallowed/illegal
subspace.
3. hin =
∑
ab |ab〉 〈ab|C ⊗ Πab, where |ab〉 〈ab|C ∈ (CC)⊗2 is a projector onto
(CC)⊗2 basis states, and Π(in)
ab
∈ (CQ)⊗2 are orthogonal projectors onto (CQ)⊗2
basis states.
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4. hout = |xy〉 〈xy |C ⊗Πxy , where |xy〉 〈xy |C ∈ (CC)⊗2 is a projector onto (CC)⊗2
basis states, and Π(in)xy ∈ (CQ)⊗2 are orthogonal projectors onto (CQ)⊗2 basis
states.
We note that although hout and hin have essentially the same form, they will play a
conceptually different role.
Lemma A.3. HQTM is a standard form Hamiltonian.
Proof. Comparing with definition A.2, we see that all terms fall into one of the four
classifications, and hence it is standard form. 
We now introduce the following definition.
Definition A.4 (Legal and Illegal Pairs and States, from [CPW15a]). The pair ab is an
illegal pair if the penalty term |ab〉 〈ab|C ⊗ 1Q is in the support of the Hpen component
of the Hamiltonian. If a pair is not illegal, it is legal. We call a standard basis state
legal if it does not contain any illegal pairs, and illegal otherwise.
Then the following is a straightforward extension of Lemma 42 of [CPW15a] with
Hin and Hout terms included.
LemmaA.5 (Invariant subspaces, extended from Lemma 42 of [CPW15a]). Let Htrans,
Hpen, Hin and Hout define a standard-form Hamiltonian as defined in definition A.2.
Let S = {Si} be a partition of the standard basis states of HC into minimal subsets
Si that are closed under the transition rules (where a transition rule |ab〉CD |ψ〉 →
|cd〉CD Uabcd |ψ〉 acts on HC by restriction to (CC)⊗2, i.e. it acts as ab → cd).
Then H = (⊕S KSi ) ⊗ HQ decomposes into invariant subspaces KSi ⊗ HQ of
H = Hpen + Htrans + Hin + Hout where KSi is spanned by Si.
Lemma A.6 (Clairvoyance Lemma, extended from Lemma 43 of [CPW15a]). Let
H = Htrans + Hpen + Hin + Hout be a standard-form Hamiltonian, as defined in
definition A.2, and letKS be defined as in Lemma A.5. Let λ0(KS) denote the minimum
eigenvalue of the restriction H |KS ⊗HQ of H = Htrans + Hpen + Hin + Hout to the
invariant subspace KS ⊗ HQ.
Assume that there exists a subset W of standard basis states for HC with the
following properties:
1. All legal standard basis states forHC are contained inW.
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2. W is closed with respect to the transition rules.
3. At most one transition rule applies in each direction to any state inW. Fur-
thermore, there exists an ordering on the states in each S such that the forwards
transition (if it exists) is from |t〉 → |t + 1〉 and the backwards transition (if it
exists) is |t〉 → |t − 1〉.
4. For any subset S ⊆ W that contains only legal states, there exists at least one
state to which no backwards transition applies and one state to which no forwards
transition applies. Furthermore, the unitaries associated with the transition
|t〉 → |t + 1〉 areUt = 1Q, for 0 ≤ t ≤ Tinit − 1 and Tinit < T , and that the final
state |T〉 is detectable by a 2-local projector acting only on nearest neighbour
qudits.
Then each subspace KS falls into one of the following categories:
1. S contains only illegal states, and H |KS ⊗HQ ≥ 1.
2. S contains both legal and illegal states, and
W†H |KS ⊗HQW ≥
⊕
i
(
∆( |S |) +
∑
|k 〉∈Ki
|k〉 〈k | ) (38)
where
∑
|k 〉∈Ki |k〉 〈k | := Hpen |KS ⊗HQ and Ki is some non-empty set of basis
states andW is some unitary.
3. S contains only legal states, then there exists a unitary R = W(1C ⊗ (X ⊕ Y )Q)
that puts H |KS ⊗HQ in the form
R†H |KS ⊗HQR =
(
Haa Hab
H†
ab
Hbb
)
, (39)
where, defining G := supp
( ∑Tinit−1
t=0 Π
(in)
t
)
and s := dimG,
• X : G→ G.
• Y : Gc → Gc.
• Haa is an s × s matrix.
• Haa,Hbb ≥ 0 and are rank ra, rb respectively.
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• Haa has the form
Haa =
⊕
i
(
∆( |S |) + αi | |S | − 1〉 〈|S | − 1|
)
+
Tinit−1∑
t=0
|t〉 〈t | ⊗ X†Πt |GX .
(40)
• Hbb is a tridiagonal, stoquastic matrix of the form
Hbb =
⊕
i
(∆( |S |) + βi | |S | − 1〉 〈|S | − 1|). (41)
• Hab = Hba is a real, negative diagonal matrix with rank min{ra, rb}.
Hab = Hba =
⊕
i
γi | |S | − 1〉 〈|S | − 1| . (42)
where either we get pairings between the blocks such that(
αi γi
γi βi
)
=
(
1 − µi −
√
µi(1 − µi)
−√µi(1 − µi) µi
)
or
(
1 0
0 1
)
, (43)
for 0 ≤ µi ≤ 1, or we get unpaired values of αi = 0, 1 or βi = 0, 1 for which we
have no associated value of γi.
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