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Radon stationary measures for a random walk on Td ˆ R
Timothée Bénard
Abstract
We classify Radon stationary measures for a random walk on Td ˆ R. This walk is realised by
a random action of SLdpZq on the T
d component, coupled with a translation on the R component.
We show, under assumptions of irreducibility and recurrence, the rigidity and homogeneity of
Radon ergodic stationary measures.
Résumé
On classifie les mesures de Radon stationnaires pour une marche aléatoire sur Td ˆ R. Cette
marche est réalisée par une action aléatoire de SLdpZq sur la composante en T
d couplée à une trans-
lation de la coordonnée R. Nous démontrons sous des hypothèses d’irréductibilité et de récurrence
la rigidité et l’homogénéité des mesures de Radon stationnaires ergodiques.
Introduction
Ce texte aborde le problème de classification des mesures stationnaires dans le cas
d’une marche aléatoire sur un espace homogène de volume infini. Plus précisément, on
se donne G un groupe de Lie réel, Λ Ď G un sous groupe discret, et µ P PpGq une
probabilité sur G. On peut alors réaliser une marche aléatoire sur le quotient X “ G{Λ
telle que la probabilité de transition à partir d’un point x P X est la convolution µ ‹ δx,
i.e. la probabilité image de µ par l’application GÑ X, g ÞÑ g.x. Comprendre une telle
marche participe à décrire l’action de G sur l’espace homogène X.
Le comportement d’une marche aléatoire est intimement lié à ses mesures station-
naires. Les mesures considérées seront toutes des mesures de Radon, i.e. positives et
finies sur les compacts. Une mesure de Radon ν P MRadpXq est dite stationnaire si
elle est invariante par itération de la marche “en moyenne”, ou plus formellement si :
ν “ ş
G
g‹ν dµpgq. On précise qu’elle est ergodique si elle appartient à un rayon extré-
mal du cône convexe des mesures de Radon stationnaires sur X. L’ergodicité d’une
mesure stationnaire ν est une information clef pour étudier une marche aléatoire, car
elle garantit l’équidistribution de ν-presque toute trajectoire récurrente selon la mesure
ν. De plus, par désintégration ergodique, toute mesure stationnaire s’exprime comme
moyenne intégrale de mesures stationnaires ergodiques.
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En 2013, Y. Benoist et J-F. Quint font progresser le sujet de manière considérable,
en explicitant toutes les probabilités stationnaires pour une large classe de marches en
volume fini.
Théorème (Benoist-Quint [4]). Soit G un groupe de Lie réel, Λ Ď G un sous groupe
discret de covolume fini, X “ G{Λ et µ P PpGq une probabilité sur G dont le support est
compact et engendre un sous groupe Γ tel que ĚAdΓZ est semi-simple, Zariski connexe
et sans facteur compact. Alors toute probabilité µ-stationnaire ergodique ν sur X est
Γ-invariante et homogène.
La notation AdΓ désigne l’image de Γ par la représentation adjointe de G, et ĚAdΓZ
son adhérence de Zariski dans le groupe Autg des automorphismes de g. L’homogénéité
signifie que le support de ν est une orbite de son stabilisateur Gν :“ tg P G, g‹ν “ νu
(on peut ainsi identifier ν à une mesure Gν-invariante sur l’espace homogène Gν{Gν,x).
L’idée clef est le phénomène de dérive exponentielle, découvert quelques années plus
tôt dans [3]. La classification des mesures stationnaires vient alors d’être établie par
J. Bourgain, A. Furman, E. Lindenstrauss et S. Mozes dans le cas particulier d’une
marche sur le tore Td induite par une probabilité µ P SLdpZq proximale fortement
irréductible (voir [7], [8]). Rappelons que la proximalité de µ signifie que le semi-groupe
Γ Ď SLdpZq engendré par son support contient un élément ayant une valeur propre
simple de module strictement supérieur à celui de ses autres valeurs propres, et que
l’hypothèse de forte irréductibilité signifie que l’action Γ sur Rd ne préserve pas de
réunion finie de sous-espaces vectoriels propres non nuls. La preuve de [7] s’appuie
sur la théorie de Fourier et développe une approche quantitative permettant d’obtenir
aussi des résultats d’équidistribution des probabilités de position pµn ‹ δxqxPTd quand n
tend vers l’infini. Cependant, la démarche repose de façon cruciale sur l’hypothèse de
proximalité. Y. Benoist et J-F. Quint proposent dans r3s une méthode complètement
différente qui s’inspire des travaux de M. Ratner et ne requiert pas d’hypothèse de
proximalité.
Théorème (Benoist-Quint [3], Bourgain-Furman-Lindenstrauss-Mozes [7],[8]). Soit µ P
PpSLdpZqq une probabilité à support fini engendrant un sous semi-groupe Γ Ď SLdpZq
fortement irréductible.
Alors toute probabilité µ-stationnaire ergodique sur le tore Td est soit une équipro-
babilité sur une Γ-orbite finie dans Td, soit la probabilité de Haar.
Les preuves des théorèmes [3] et [4] ont été reprises pour étudier des marches aléa-
toires dans des cadres similaires. Citons par exemple A. Eskin et M. Mirzakhani qui
décrivent les mesures invariantes et stationnaires pour l’action de SL2pRq sur l’espace
des modules des surfaces de translations ([12]), A. Brown et F. Rodriguez Hertz qui
s’intéressent plus généralement à des marches par difféomorphismes sur des variétés
compactes ([9]), ou encore O. Sargent et U. Shapira qui considèrent une marche sur un
espace homogène défini par un stabilisateur non discret ([14]).
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Ce texte aborde le cas où l’espace homogène supportant la marche est de mesure
infinie. Peu de résultats sont connus dans cette voie. On se concentre sur un premier cas
concret : classer les mesures de Radon stationnaires pour une marche sur TdˆR. On peut
en effet réaliser TdˆR comme un espace homogène en posant G :“ pSLdpZq˙Rdq ‘ R,
Λ :“ pSLdpZq˙Zdq ‘ t0u. On vérifie que G{Λ ” TdˆR et que via cette identification,
l’action d’un élément pg, r, sq P G est donnée pour px, tq P Td ˆ R par la formule
pg, r, sq.px, tq “ pgx`r, s`tq. Pour définir notre marche aléatoire, on fixe une probabilité
µ P PpSLdpZqq, on note Γ :“ xsuppµy Ď SLdpZq le sous semi-groupe engendré par son
support, et on se donne χ : Γ Ñ R un morphisme de semi-groupes. On peut voir Γ
comme un sous semi-groupe de G via le plongement i : Γ ãÑ G, g ÞÑ pg, 0, χpgqq, et
l’action de Γ sur G{Λ “ Td ˆ R est alors donnée par g.px, tq “ pgx, t ` χpgqq. On va
démontrer le théorème suivant :
Théorème 1.1. Supposons la probabilité µ P PpSLdpZqq à support fini engendrant un
sous semi-groupe Γ Ď SLdpZq fortement irréductible, et supposons la probabilité image
χ‹µ P PpRq d’espérance nulle.
Alors toute mesure de Radon µ-stationnaire ergodique sur Td ˆ R est Γ-invariante
et homogène.
Le théorème 1.1 décrit aussi les probabilités stationnaires pour certaines marches sur
Td qui n’entrent pas dans le cadre du théorème de Benoist-Quint car induites par une
probabilité sur SLdpZq qui n’a pas de moment d’ordre 1. En effet, considérons le cas où
χpΓq “ Z. On peut restreindre notre marche sur TdˆR en une marche sur TdˆZ, puis
considérer la marche induite sur le bloc Td ˆ t0u ” Td. Cette marche est donnée par
une probabilité µτ P PpSLdpZqq sans moment d’ordre 1. Le théorème 1.1 implique que
toute probabilité µτ -stationnaire ergodique sur T
d est soit atomique, soit la probabilité
de Haar.
Notre résultat peut être adapté pour décrire les mesures de Radon stationnaires sur
des produits plus généraux, de la forme G{Λ ˆ Rk où G est un groupe algébrique réel
simple, Λ un réseau dans G et k P t1, 2u. On doit alors supposer que le semi-groupe
Γ est Zariski-dense dans G. Si k ě 3 il apparaît des difficultés venant du fait qu’une
marche aléatoire, même centrée, sur R3 n’est pas nécessairement récurrente.
La démonstration du théorème 1.1 s’inspirera de [4] mais nécessitera des adaptations
pour gérer le volume infini de G{Λ “ Td ˆ R. Le texte s’organise ainsi :
Section 1 : On présente une version plus détaillée du théorème 1.1, et on explique
l’intérêt d’avoir supposé le paramètre de translation réelle χ de µ-moyenne nulle.
Section 2 : On prouve qu’une mesure de Radon stationnaire sur Td ˆ R admet une
décomposition en mesures limites. Cela signifie qu’elle est une moyenne intégrale de
mesures indexées par les trajectoires de la marche et vérifiant une certaine propriété
d’équivariance. La section 2 étend des méthodes d’habitude employées pour l’étude de
probabilités stationnaires.
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Section 3 : On démontre le théorème 1.1 pour des mesures de Radon stationnaires
ergodiques ν sur Td ˆ R dont le projeté sur Td est atomique. Nous aurons besoin
d’exclure ce cas par la suite. La preuve repose sur les propriétés de récurrence de la
marche.
A partir de la section 4, on fixe une mesure ν PMRadpTdˆRq stationnaire ergodique
dont le projeté sur Td est sans atome.
Section 4 : Après quelques rappels sur les groupes algébriques, on explique la stra-
tégie mise en oeuvre pour décrire la mesure ν. L’idée est de montrer que les mesures
limites décomposant ν sont chacune invariante par translation sur Td suivant une cer-
taine direction limite. Pour cela, on définit un système dynamique fibré pB`, T`, β`q
(de mesure infinie) et un flot pφtqtPRr sur B` tels que l’invariance recherchée équivaut à
l’invariance de la mesure β` sous l’action du flot pφtqtPRr . Après désintégration de β` le
long de pφtqtPRr , on se ramène à un énoncé général sur pB`, T`, β`q, appelé théorème de
dérive exponentielle dont la démonstration occupe le reste du texte. La preuve repose
sur l’étude des fibres de l’opérateur T`, plus précisément de leur intersection avec une
fenêtre W Ď B` de mesure finie fixée au préalable.
Section 5 : On montre que les mesures limites de ν sur TdˆR sont non dégénérées,
i.e. que leurs projections sur Td sont sans atomes. Cela permettra plus tard de choisir
deux points de B` dont les fibres s’écartent à vitesse exponentielle. La preuve distingue
les cas où le semi-groupe de translation χpΓq Ď R est discret ou dense. Dans le premier
cas, on se ramène à montrer la récurrence hors de t0u pour une marche sur le tore.
La difficulté est que cette marche n’a pas de moment d’ordre 1. Dans le second cas,
on raisonne par l’absurde et on utilise la récurrence de la marche et un argument de
connexité.
Section 6 : On explicite les fibres de l’opérateur T` puis on donne une formule
générale décrivant leur distribution au sein d’une fenêtre W Ď B` de mesure finie, du
point de vue de la mesure restreinte β`|W . C’est l’équirépartition des morceaux de fibres.
Section 7 : On prouve un théorème local limite pour le cocycle pσ, χq où σ désigne
le cocycle d’Iwasawa et χ le paramètre de translation réelle de la marche. Grâce à la
section 6, cela permet d’estimer selon quelle proportion une fibre du système dynamique
pB`, T`, β`q rencontre la fenêtre W Ď B`.
Section 8 : On démontre la loi des angles qui permet de contrôler l’écart (en termes de
norme et de direction) entre deux morceaux de fibres du système dynamique pB`, T`, β`q.
Section 9 : A l’aide des sections 5,6,7,8, on prouve le théorème de dérive exponen-
tielle.
Section 10 : On explique comment le théorème de dérive exponentielle permet de
conclure la preuve du théorème 1.1.
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1 Premières considérations
On présente une version détaillée du théorème 1.1, et on explique l’intérêt d’avoir sup-
posé le paramètre de translation réelle χ de µ-moyenne nulle.
Notations. On se donne µ P PpSLdpZqq une probabilité sur SLdpZq, on note Γ :“
xsuppµy le sous semi-groupe de SLdpZq engendré par son support, et on fixe χ : ΓÑ R
un morphisme de semi-groupes. Ces données induisent une action de Γ sur TdˆR via la
formule g.px, tq “ pgx, t`χpgqq, puis une marche aléatoire de probabilités de transitions
données par pµ ‹ δpx,tqqpx,tqPTdˆR.
Notons MRadpTd ˆRq l’ensemble des mesures de Radon sur Td ˆR. On dit qu’une
mesure ν PMRadpTd ˆ Rq est µ-stationnaire si ν “ ş
Γ
g‹ν dµpgq. On précise alors que
ν est ergodique si elle appartient à un rayon extrémal du cône des mesures de Radon
µ-stationnaires sur Td ˆ R.
L’objectif de ce texte est de classer les mesures de Radon stationnaires pour une
marche sur Td ˆ R :
Théorème 1.1. Soit µ P PpSLdpZqq une probabilité à support fini engendrant un sous
semi-groupe Γ Ď SLdpZq fortement irréductible, et soit χ : Γ Ñ R un morphisme de
semi-groupes tel que la probabilité χ‹µ P PpRq est centrée. Alors toute mesure de Radon
µ-stationnaire ergodique sur Td ˆ R est Γ-invariante et homogène.
La forte irréductibilité de Γ signifie que l’action de Γ sur Rd ne préserve pas de réunion
finie de sous-espaces vectoriels propres non nuls. L’hypothèse χ‹µ centrée signifie que
(χ‹µ est a un moment d’ordre 1 et)
ş
R
t dχ‹µptq “ 0. Enfin, l’homogénéité d’une mesure
de Radon ν sur Td ˆ R signifie que le support de ν est une orbite de son stabilisateur
Gν :“ tg P pSLdpZq ˙ Rdq ‘ R, g‹ν “ νu (on peut ainsi identifier ν à une mesure
Gν-invariante sur l’espace homogène Gν{Gν,x).
On constate que ce théorème décrit les mesures de Radon stationaires ergodiques,
mais plus généralement toutes les mesures de Radon stationnaires sur Td ˆ R car elles
s’écrivent comme une moyenne de mesures ergodiques (voir [6]). Il en découle notam-
ment la rigidité des mesures stationnaires sur Td ˆ R :
Corollaire 1.2. Dans le cadre du théorème 1.1, toute mesure de Radon µ-stationnaire
sur Td ˆ R est Γ-invariante.
La preuve du théorème 1.1 fournira une classification plus explicite :
Théorème 1.3. Soit µ P PpSLdpZqq une probabilité à support fini engendrant un sous
semi-groupe Γ Ď SLdpZq fortement irréductible et soit χ : Γ Ñ R un morphisme de
semi-groupes tel que la probabilité χ‹µ P PpRq est centrée. On se donne une mesure de
Radon µ-stationnaire ergodique ν sur Td ˆ R. Il y a plusieurs cas :
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1er cas : il existe un point x P Td pour lequel νpxˆRq ą 0. Alors ce point est rationnel,
on note ω :“ Γx Ď Td sa Γ-orbite (finie) dans Td. Si χpΓq Ď R est discret, alors ν
est une mesure uniforme sur une Γ-orbite incluse dans ωˆχpΓq ou un translaté. Si
χpΓq Ď R est dense, alors ν “ νω b leb où νω PMfpTdq est une mesure uniforme
sur ω.
2ème cas : la mesure projetée νp.ˆRq PMRadpTdq est sans atome. La mesure ν est alors
une mesure de Haar sur Td ˆĘχpΓq ou un translaté.
Nous allons maintenant mettre en lumière quelques remarques essentielles pour la
suite du texte, à savoir que la µ-marche que l’on considère est récurrente presque sûre,
et que les mesures de Radon µ-stationnaires sur Td ˆ R projetées sur l’axe réel sont
χpΓq-invariantes. Le lemme général derrière ce phénomène est le suivant :
Lemme 1.4. Soit m P PpRq une probabilité centrée sur R, notons Γm Ď R le semi-
groupe engendré par son support. Alors :
• Pour tout t0 P R, presque toute m-trajectoire issue de t0 revient arbitrairement
proche de t0.
• Toute mesure de Radon m-stationnaire sur R est Γm-invariante (pour l’action par
translation).
En particulier, si Γm est discret dans R, alors Γm est un sous groupe de R. Si Γm n’est
pas discret, alors Γm est dense dans R et la mesure de Lebesgue est la seule mesure de
Radon m-stationnaire sur R (à scalaire près).
Démonstration. Pour prouver le premier point, donnons nous pΩ,F ,Pq un espace pro-
babilisé et Xn : ΩÑ R des variables aléatoires indépendantes de loim. La loi des grands
nombres affirme que presque pour presque tout ω P Ω, on a X1pωq`¨ ¨ ¨`Xnpωq “ opnq.
Le lemme 3.18 de [5] sur la divergence des sommes de Birkhoff affirme que pour presque
tout ω P Ω, pX1pωq`¨ ¨ ¨`Xnpωqqně0 admet une sous suite tendant vers 0, ce qui donne
le résultat.
Le deuxième point est un corollaire du théorème de Choquet-Deny ([10]). On en
donne une démonstration dans ce cas particulier. Soit ν PMRadpRqm-stationnaire. No-
tons B “ RN‹ , β “ mN‹ . Le théorème de convergence presque sûre des martingales po-
sitives permet de définir β-presque sûrement ses mesures limites νb “ limpbn . . . b1q‹ν P
MRadpRq (voir lemme A.1). D’après le premier point, nous avons νb “ ν β-ps. Par
ailleurs, les νb vérifient la relation d’équivariance : b1‹νb2b3... “ νb β-ps. On en déduit
que ν est invariante par µ-presque tout élement de R d’où le résultat.
Dans le cas où Γm est discret, le premier point donne que Γm est stable par passage
à l’opposé, donc est un groupe. Si le semi-groupe Γm n’est pas discret, le premier point
assure qu’il est dense dans R. Dans ce cas, soit λ une mesure de Radon Γm invariante
sur R. Comme le stabilisateur de λ dans R est fermé, on a λ R-invariante, donc multiple
de la mesure de Lebesgue.
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On en déduit les propriétés annoncées plus haut.
Corollaire 1.5. Dans le cadre du théorème 1.1 : Soit ν PMRadpTd ˆ Rq une mesure
de Radon µ-stationnaire sur Td ˆ R. Alors
• ν est conservative : pour ν-presque tout px0, t0q P TdˆR, presque toute µ-trajectoire
issue de px0, t0q revient arbitrairement proche de px0, t0q.
• La projection de ν sur R, notée par la suite νpTd ˆ .q P MRadpRq, est χpΓq-
invariante (et en particulier un multiple de la mesure de Lebesgue si χpΓq est
dense dans R).
Démonstration. La conservativité de ν découle du premier point dans le lemme 1.4
appliqué à la probabilité centrée χ‹µ. En effet, ce dernier garantit que pour tout ouvert
borné de Td ˆ R de la forme U :“ Tdˆs ´ r, rr avec r ą 0, presque toute µ-trajectoire
issue de U revient dans U . Cela permet de considérer la marche induite sur U , qui est
nécessairement récurrente par le théorème de récurrence de Poincaré.
Par ailleurs, la mesure projetée νpTdˆ .q PMRadpRq est χ‹µ-stationnaire donc χpΓq-
invariante par le lemme 1.4.
Enfin, notons comme corollaire de la conservativité le résultat suivant :
Corollaire 1.6. Soit ν, ν1 PMRadpTd ˆ Rq des mesures de Radon µ-stationnaires sur
TdˆR. Supposons ν ergodique et ν 1 ăă ν. Alors il existe une constante c ě 0 telle que
ν 1 “ c ν
Remarque 1.7. En mesure infinie, cette propriété ne découle pas de l’ergodicité. Par
exemple, la m-marche sur Z donnée par m :“ 1
3
δ´1 ` 23δ1 P PpZq admet deux mesures
de Radons stationnaires ergodiques équivalentes non proportionnelles
ν0 :“
ÿ
kPZ
δk et ν :“
ÿ
kPZ
2kδk
.
Preuve du corollaire 1.6. Il suffit de montrer que pour tout r ą 0, il existe c ě 0 tel
que
ν 1|Tdˆr´r,rs “ c ν|Tdˆr´r,rs
Or les mesures restreintes ν 1|Tdˆr´r,rs, ν
1
|Tdˆr´r,rs sont finies et stationnaires pour la marche
de premier-retour sur Td ˆ r´r, rs, avec ν|Tdˆr´r,rs ergodique. Par la théorie ergodique
des marches aléatoires en mesure finie on en déduit l’égalité annoncée. Pour plus de
détails, on pourra consulter [1] (section 1.5) et [5] (proposition 2.9).
Remarque 1.8. Cette preuve s’adapte pour montrer qu’une mesure ν de Radon µ-
stationnaire sur Td ˆ R est ergodique si et seulement pour toute partie mesurable A Ď
Td ˆR telle que µ ‹ 1A “ 1A ν-pp, on a νpAq “ 0 ou νpTd ˆR´Aq “ 0. On fait ainsi
le lien avec une autre définition courante de l’ergodicité.
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2 Mesures limites
La notion de mesure limite constitue un outil fondamental pour étudier les mesures
stationnaires. Il s’agit d’écrire une mesure stationnaire comme moyenne intégrale de
mesures indexées par les trajectoires de la marche et qui vérifient une propriété d’équi-
variance. Ce point de vue a été introduit par Furstenberg pour étudier des probabilités
stationnaires. La section qui suit étend la notion de mesure limite au cas d’une me-
sure stationnaire de Radon (infinie) sur Td ˆR. Elle s’appuie sur l’annexe A qui traite
des mesures limites en général, pour une mesure de Radon stationnaire sur un espace
localement compact à base dénombrable.
La preuve du théorème 1.1 consistera (essentiellement) à montrer que ces mesures
limites sont invariantes par translation de la coordonnée en Td selon des directions
denses dans le tore.
On reprend les notations de la section 1. En particulier µ est une probabilité sur
Γ Ď SLdpZq dont le poussé en avant χ‹µ P PpRq est centré. On introduit B :“ ΓN‹,
β :“ µbN‹ P PpBq, T : B Ñ B, b “ pbiqiě1 ÞÑ pbi`1qiě1 le shift unilatère. Le lemme
suivant définit les mesures limites annoncées.
Lemme 2.1. Soit ν PMRadpTdˆRq une mesure de Radon µ-stationnaire sur TdˆR.
Il existe une application mesurable B ÑMRadpTdˆRq, b ÞÑ νb telle que pour β-presque
tout b P B, on a la convergence pb1 . . . bnq‹ν Ñ νb pour la topologie faible-‹. Cette
application est unique en dehors d’un ensemble β-négligeable. De plus,
• Pour β-presque tout b P B, on a pb1q‹νTb “ νb
• ν “ ş
B
νb dβpbq
• Pour tout intervalle I Ď R et β-presque tout b P B, on a νpTd ˆ Iq “ νbpTd ˆ Iq
Ces mesures pνbqbPB sont appelées les mesures limites associées à ν.
Démonstration. La convergence qui définit les νb, la relation d’équivariance et l’inégalité
ν ě ş
B
νb dβpbq sont démontrées dans le lemme A.1 de l’annexe. Il reste à vérifier le
troisième point. Fixons I Ď R un intervalle borné.
1er cas : χpΓq Ď R discret. D’après le lemme 1.4, χpΓq est un groupe, on peut
donc supposer χpΓq “ Z puis ν portée sur Td ˆ Z par ergodicité. D’après l’inégalité
ν ě ş
B
νb dβpbq, le résultat est vrai si I ne rencontre pas Z. On peut donc supposer
I “sk ´ 1{2, k ` 1{2r où k P Z. Soit b P B tel que pb1 . . . bnq‹ν Ñ νb, νbpTd ˆ BIq “ 0
et tel qu’il existe une extraction σ : N Ñ N vérifiant χpb1 . . . bσpnqq “ 0. On a alors
νbpTd ˆ Iq “ lim νppb1 . . . bσpnqq´1Td ˆ Iq “ νpTd ˆ Iq.
2ème cas : χpΓq Ď R dense. La mesure νpTd ˆ .q P MRadpRq est un multiple de
la mesure de lebesgue (corollaire 1.5). En particulier, νpTd ˆ BIq “ 0. On se donne
b P B tel que pb1 . . . bnq‹ν Ñ νb, νbpTd ˆ BIq “ 0 et tel qu’il existe une extraction
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σ : N Ñ N vérifiant χpb1 . . . bσpnqq Ñ 0. Alors νbpTdˆIq “ lim νppb1 . . . bσpnqq´1TdˆIq “
lim νpTd ˆ I ´ χpb1 . . . bσpnqq “ νpTd ˆ Iq.
On donne un premier corollaire de cette définition, qui autorise de modifier la pro-
babilité µ induisant la marche :
Stationnarité et temps d’arrêt. Une mesure µ-stationnaire est aussi µτ -stationnaire
où µτ désigne la mesure µ conditionnée par un temps d’arrêt τ . Plus précisément, soit
Bn Ď B la sous tribu des n premières coordonnées, τ : B Ñ N Y t8u un temps d’arrêt
pour la filtration pBnqně0. On suppose τ fini β-ps. On note µτ P PpΓq la loi de b1 . . . bτpbq
quand b varie selon β.
Corollaire 2.2. La mesure ν est µτ -stationnaire.
Démonstration. Cela découle de l’égalité ν “ ş
B
νb dβpbq et du lemme A.2 de l’annexe
A.
Dans le cas où χpΓq Ď R est discret, nous serons souvent amenés à conditionner µ
par rapport au temps d’arrêt τ : B Ñ N Y t8u, b ÞÑ inftn ě 1, χpb1 . . . bnq “ 0u qui
donne le temps de premier retour d’une trajectoire à son bloc de départ (β-presque
sûrement fini d’après le corollaire 1.5). On note Γ0 :“ tg P Γ, χpgq “ 0u le semi-groupe
engendré par le support de µτ . Le lemme suivant nous sera utile.
Lemme 2.3. Le groupe Γ0 est fortement irréductible sur R
d.
Démonstration. Soit g, h P Γ. Comme χpΓq est un groupe (lemme 1.4), il existe g1, h1 P Γ
tels que χpg1q “ ´χpgq, χph1q “ ´χphq. Ainsi le commutateur rg, hs “ pghg1h1qphgg1h1q´1 P
Γ0Γ
´1
0 Ď sΓZ0 . On en déduit que sΓZ0 ĚĞrΓ,ΓsZ “ rG,Gs Ě Gc où G “ sΓZ est l’adhérence
de Zariski de Γ (semi-simple). Comme Γ est fortement irréductible par hypothèse, c’est
aussi le cas de G, puis de sΓZ0 et Γ0.
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3 Cas atomique
Dans cette section, on prouve le théorème 1.3 dans le cas où la mesure projetée νp.ˆRq P
MpTdq admet un atome. Les notations sont celles des sections précédentes.
Proposition 3.1 (cas atomique). Soit µ P PpSLdpZqq une probabilité à support fini
engendrant un sous semi-groupe Γ Ď SLdpZq fortement irréductible, et soit χ : Γ Ñ R
un morphisme de semi-groupes tel que la probabilité image χ‹µ P PpRq est centrée.
On se donne une mesure de Radon µ-stationnaire ergodique ν sur Td ˆ R tel qu’il
existe x P Td pour lequel νptxu ˆ Rq Ps0,`8s. Alors le point x est rationnel. On note
ω :“ Γx Ď Td sa Γ-orbite. Il y a deux cas :
1. Si χpΓq Ď R est discret, alors ν est une mesure uniforme sur une Γ-orbite incluse
dans ω ˆ χpΓq ou un translaté.
2. Si χpΓq Ď R est dense, alors ν “ νωbleb où νω PMfpTdq est une mesure uniforme
sur ω.
Remarque. Dans le premier cas de la proposition, le sous ensemble ωˆχpΓq Ď TdˆR
est stable par Γ mais peut contenir plusieurs Γ-orbites. Par exemple, considérons les
matrices g0 :“
ˆ
1 2
0 1
˙
, g1 :“
ˆ
1 0
2 1
˙
et µ :“ 1
4
pδg0 ` δg´1
0
` δg1 ` δg´1
1
q. Le semi-groupe
Γ engendré par le support de µ est un sous groupe de SL2pZq, librement engendré par
g0, g1, et Zariski dense dans SL2pRq. On note χ : Γ Ñ Z le morphisme défini par
χpg0q “ 0, χpg1q “ 1. Le point x “ p14 , 0q P T2 est tel que g0.x “ x, g1.x ‰ x, g0g1x “
g1x, g
2
1.x “ x. Ainsi Γx “ tx, g1xu dans T2. Finalement, dans T2 ˆ R, l’ensemble
Γ.px, 0q :“ tpy, kq P T2ˆZ, y “ x si k pair, y “ g1x sinonu est une Γ-orbite strictement
incluse dans Γxˆ χpΓq.
La suite de la section est consacrée à la preuve de la proposition.
1q Cas où χpΓq Ď R est discret.
Rappelons que χpΓq est alors un sous groupe de R (via le lemme 1.4). Le cas où
χpΓq “ t0u est celui traité par Benoist-Quint. On peut supposer χpΓq “ Z et ν portée
par TdˆZ. Il existe alors k P Z tel que νpxˆtkuq ą 0. On note Dk “ Tdˆtku le k-ième
bloc de Td ˆ Z, et τ : B Ñ J1,`8K, b ÞÑ inftn ě 1, χpb1 . . . bnq “ 0u le temps que met
une trajectoire pour revenir au bloc duquel elle est partie. C’est un temps d’arrêt fini
β-ps. On note µτ P PpΓq la loi de bτpbq . . . b1 (qui est aussi celle de b1 . . . bτpbq). La loi
µτ régit la chaîne de Markov induite sur Dk donc ν|Dk est µτ -stationnaire ergodique.
C’est aussi le cas de sa partie atomique de poids maximal. On en déduit que ν|Dk est
une mesure uniforme sur une Γ0-orbite finie, où Γ0 “ tg P Γ, χpgq “ 0u Ď Γ est le
semi-groupe engendré par le support de µτ .
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Le lemme 2.3 assure que l’action de Γ0 sur R
d est irréductible donc que les atomes de
ν|Dk sont des points rationnels dans T
d. Notons ω “ Γ.x Ď Qd{Zd la Γ-orbite de x dans
Td. La mesure ν 1 “ řyPω δy břkPZ δk PMRadpTd ˆ Rq est µ-stationnaire et ν ăă ν 1.
Le support de ν étant dénombrable, les mesures ν1|suppν et ν sont donc équivalentes puis
proportionnelles (par le corollaire 1.6 et l’ergodicité de ν), ce qui conclut.
2q Cas où χpΓq Ď R est dense.
Lemme 3.2. La mesure ν est Γ-invariante.
Démonstration. Il suffit de montrer que pour β-presque tout b P B, on a νb “ ν. Le
résultat découle alors de la relation d’équivariance sur les pνbqbPB.
Soit x P Td tel que νpxˆ Rq Ps0,`8s, et t P R tel que px, tq P supp ν|xˆR. Si I Ď R
est un intervalle ouvert contenant t, on a νpx ˆ Iq ą 0, donc la conservativité de ν
assure que presque toute µ-trajectoire issue de txu ˆ I revient infiniment souvent dans
txu ˆ I. En considérant une base dénombrable de voisinages de t, on obtient que pour
β-presque tout b P B, il existe une extraction σ : N Ñ N telle que pour tout n ě 0, on
a b1 . . . bσpnq.x “ x, et χpb1 . . . bσpnqq Ñ 0.
On en déduit que pour β-presque tout b P B,
νb “ limpb1 . . . bσpnqq‹ν ě limpb1 . . . bσpnqq‹pν|xˆRq “ ν|xˆR
puis νb|xˆR ě ν|xˆR. Comme ν “
ş
B
νb dβpbq, on a donc finalement l’égalité :
@βb P B, νb|xˆR “ ν|xˆR
Par ailleurs, l’ergodicité de ν implique que ν et les νb sont concentrées sur ty P Γ.x, νpyˆ
Rq ą 0uˆR. Le résulat du paragraphe précédent étant valable pour chacun de ces points
y, et l’orbite Γ.x Ď Td étant dénombrable, on en déduit que :
@βb P B, νb “ ν
ce qui conclut.
Déduisons du lemme précédent que x est rationnel. On note rΓ,Γs Ď SLdpZq le
“semi-groupe dérivé”, i.e. le semi-groupe engendré par les commutateurs rg, hs pour
g, h P Γ. La Γ-invariance de ν implique que ν est invariante pour l’action de rΓ,Γs
sur la coordonnée Td. Soit I Ď R un intervalle borné tel que νpx ˆ Iq ą 0. Alors
νprΓ,Γs.x ˆ Iq “ 7prΓ,Γs.xq νpx ˆ Iq. Le caractère Radon de ν implique donc que
l’orbite de x sous rΓ,Γs est finie. Or le semi-groupe dérivé est irréductible sur Rd (car
l’adhérence de Zariski G “ sΓZ de Γ dans SLdpRq est semi-simple, fortement irréductible,
etĞrΓ,ΓsZ contient sa composante neutre Gc). Cela entraine que x est rationnel.
Notons ω :“ Γ.x la Γ-orbite de x dans Td (finie d’après le paragraphe précédent), et
introduisons la mesure ν1 :“ řyPω δy b leb PMpTd ˆ Rq. C’est une mesure de Radon
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sur Td ˆ R qui est µ-stationnaire (car Γ-invariante). Le corollaire 1.5 affirme qu’elle
est donc conservative. Pour montrer que ν et ν1 sont proportionnelles, il suffit donc de
vérifier que ν ăă ν1 et que ν 1 est µ-ergodique (cf. corollaire 1.6).
Vérifions que ν ăă ν1 : L’ergodicité de ν implique que ν est concentrée sur ω ˆ R.
Il suffit donc de voir que ν|yˆR ăă δy b leb pour tout y P ω, et cela est fourni par le
deuxième point du corollaire 1.5.
Vérifions que ν1 est µ-ergodique : Par la remarque 1.8 et la Γ-invariance de ν 1, on
est ramené à montrer l’énoncé suivant : Soit A Ď Td ˆ R une partie mesurable telle
que ν 1pAq ą 0 et g.A “ A pour tout g P Γ, alors ν1pTd ˆ R ´ Aq “ 0. Soit y P ω. La
Γ-invariance de ν1 entraine que ν1pAX ptyuˆRqq ą 0. Introduisons rΓ Ď DiffpTdˆRq le
groupe des difféomorphismes de TdˆR engendré par l’action de Γ, et rΓy le stabilisateur
de tyuˆR dans rΓ. Le sous groupe rΓy agit sur tyuˆR par translation de la coordonnée
réelle et en préservant A X ptyu ˆ Rq. Comme rΓy est d’indice fini dans rΓ, l’ensemble
des translations possibles est dense dans R. On en déduit que AX ptyu ˆRq “ tyu ˆR
δyb leb presque-partout. Comme cela vaut pour tout y P ω, on conclut que A “ TdˆR
ν 1-pp.
On a finalement montré que l’atome x est rationnel et que les mesures ν et ν 1 “ř
yPΓ.x δy b leb sont proportionnelles. La preuve est donc terminée.
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4 Réduction du cas non atomique
D’après la conclusion de la section 3, nous avons réduit le problème au cas où la mesure
projetée νp. ˆ Rq PMpTdq est sans atome. Le reste du texte est consacré à la preuve
du résultat suivant :
Théorème 4.1. Soit µ P PpSLdpZqq une probabilité à support fini engendrant un sous
semi-groupe Γ Ď SLdpZq fortement irréductible, et soit χ : Γ Ñ R un morphisme de
semi-groupes tel que la probabilité χ‹µ P PpRq est centrée. Alors toute mesure de Radon
µ-stationnaire ergodique ν sur Td ˆ R dont la projection νp. ˆ Rq P MpTdq est sans
atome est (à translation près) une mesure de Haar sur Td ˆĘχpΓq.
Toute mesure µ-stationnaire (ergodique) sur Td ˆ R étant 1
2
pµ ` δeq-stationnaire
(ergodique), et le cas où χ ” 0 ayant été traité dans [4], on pourra supposer :
µpeq ą 0 et χ ı 0
La méthode que nous allons employer s’inspire de celle de Benoist-Quint ([4]). L’ap-
proche consiste à prouver que les mesures limites νb PMRadpTd ˆ Rq sont invariantes
par translations de la coordonnée Td suivant des directions denses dans le tore. On
commence par des rappels sur les groupes algébriques réels semi-simples. Remarquons
que l’adhérence de Zariski G :“ sΓZ de Γ dans SLdpRq est bien semi-simple ([3], lemme
8.5).
4.1 Rappels sur les groupes algébriques
Cette sous-section rappelle les théorèmes de structure des groupes algébriques réels
semi-simples, les notions de projection de Cartan et de cocycle d’Iwasawa, leur inter-
prétation en terme de représentations, une description de la variété drapeau à partir de
représentations proximales, et enfin les propriétés d’une marche aléatoire sur la variété
drapeau. On conseille pour une première lecture de supposer le groupe G en question
Zariski-connexe, ce qui allège les notations. Pour plus de détails, on peut consulter
la référence [5], notamment les sections 6.7 ´ 6.10, 8.1 ´ 8.5. Les groupes algébriques
considérés seront tous linéaires.
Soit G un groupe algébrique réel semi-simple, K un sous groupe compact maximal
de G, g et k leurs algèbres de Lie. On note s :“ kK l’orthogonal de k pour la forme de
Killing sur g. Comme elle est non-dégénérée sur k, on a k‘ s “ g. Soit a Ď s une sous-
algèbre de Lie abélienne maximale. C’est un sous-espace de Cartan i.e. une sous algèbre
de g abélienne ad-diagonalisable sur g et maximale pour ces propriétés (mais elle n’est
pas forcément abélienne maximale dans g). On note g :“ z‘p‘αPΣgαq la décomposition
de g en espaces de racines associée, où Σ Ď a‹ ´ t0u désigne l’ensemble des racines de
a dans g, et gα :“ ty P g, @x P a, adxpyq “ αpxqyu, z :“ ty P g, @x P a, adxpyq “ 0u.
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On choisit ensuite Π Ď Σ une base de Σ et on note Σ` Ď Σ l’ensemble des racines
positives de Σ (i.e. s’écrivant comme somme d’éléments de Π). Posons u :“ ‘αPΣ`gα
sous-algèbre nilpotente de g, a` :“ tx P a, @α P Σ`, αpxq ě 0u.
On revient maintenant au groupe G. On note Gc la composante Zariski-connexe de
G contenant l’élément neutre, Kc “ K XGc sous groupe compact maximal de Gc. On
appelle A et U Ď Gc les sous groupes de G Zariski-fermés Zariski-connexes d’algèbres
de Lie respectives a et u (ils existent bien). On note P :“ NGpz ‘ uq le sous-groupe
parabolique minimal associé à Σ`. On peut écrire P “M exppaqU où M :“ P XK est
un sous groupe qui rencontre chaque composante connexe de G, qui normalise A (donc
exppaq), et tel que Mc :“M XGc centralise A.
Introduisons maintenant quelques décompositions utiles de G.
Lemme 4.2 (Décomposition de Cartan).
G “ K exppa`qKc
Plus précisément, pour tout g P G, il existe k P K, lc P Kc et un unique élément x P a`
tel que g “ k exppxqlc. On note κpgq “ x, appelé projection de Cartan de g.
Lemme 4.3 (Décomposition d’Iwasawa).
G “ K exppaqU
Plus précisément, l’application K ˆ exppaq ˆ U Ñ G, pk, a, uq ÞÑ kau est un homémor-
phisme.
On définit la variété drapeau P :“ G{Pc où Pc :“ P X Gc. Elle jouera un rôle clef
dans toute la suite du texte. Le groupe G agit sur P par translation à gauche et l’action
du sous groupe K est transitive. Notons ξ0 :“ Pc{Pc le drapeau standard. On définit
sur P un cocycle continu σ : GˆP Ñ a appelé cocycle d’Iwasawa : soit g P G, on note
σpg, ξ0q l’unique élément de a tel que g P K exppσpg, ξ0qqU ; si ξ P P est quelconque,
on écrit ξ “ kPc pour un k P K et on pose σpg, ξq “ σpgk, ξ0q.
Le groupe des composantes connexes F :“ G{Gc a plusieurs actions naturelles. Il agit
à droite sur la variété drapeau P :“ G{Pc à travers l’identification F ” P {Pc. Il agit
aussi (à gauche) sur l’espace de Cartan a de la façon suivante : si f P F est représenté
par m P M , alors l’action de f sur a est donnée par la représentation adjointe Adm
restreinte à a. Cette action est bien définie d’après les propriétés de M et Mc énoncées
plus haut. Par ailleurs, le cocycle d’Iwasawa σ : G ˆ P Ñ a est équivariant à droite
pour ces actions au sens où pour g P G, ξ P P, f P F , on a σpg, ξfq “ f´1σpg, ξq.
Rappelons quelques éléments de théorie du plus haut poids pour une représentation
de Gc . Soit V un R-espace vectoriel de dimension finie, ρ : Gc Ñ SLpV q une représenta-
tion algébrique irréductible de Gc. Alors l’action de l’algèbre de Lie a induite sur V est
diagonalisable. On note V “ ‘iPIVi une décomposition de V en sous-espaces propres.
Chaque Vi correspond à une forme linéaire αi P a‹. Cet ensemble de formes linéaires
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admet un (unique) plus grand élément ω P a‹ au sens où pour tout i P I, ω ´ αi est
somme de racines dans la base Π. On appelle ω le plus haut poids de la représentation
ρ. Le sous-espace propre associé est V U :“ tv P V, ρpUqv “ vu. Sa dimension est ap-
pelée dimension proximale de ρpGcq. On dit que la représentation ρ est proximale si sa
dimension proximale est égale à 1.
Une représentation pV, ρq de Gc peut se “prolonger” en une représentation de G
appelée représentation induite. Elle est construite ainsi : on note
W :“ tϕ : GÑ V, ϕp . gcq “ ρpgcq´1ϕu
R-espace vectoriel de dimension |G{Gc|. dim V , et pour g P G, ϕ PW , on pose ρW pgqϕ :“
ϕpg´1.q. On peut décomposer W en copies de V indexées par l’ensemble des compo-
santes connexes F :“ G{Gc de G. Pour cela on pose pour f P F , V f :“ tϕ P W, ϕ “
0 en dehors de fu et on remarque que W “ÀfPF V f . Notons G Ñ F, g ÞÑ fg le mor-
phisme naturel. On identifie V fe ” V via l’isomorphisme ϕ ÞÑ ϕpeq. Pour tout g P G,
ρW pgqV “ V fg , et si g P Gc, alors ρW pgq : V Ñ V coïncide avec ρpgq.
Le lemme suivant permet de voir toute représentation de G à travers une représen-
tation induite par Gc.
Lemme 4.4. Soit pV, ρq une représentation de G, pW, ρW q “ IndGGcpV, ρq la repré-
sentation induite par ρ|Gc. Il existe une (unique) application linéaire G-équivariante
Ψ : W Ñ V telle que Ψ|V “ IdV .
Nous allons maintenant voir comment la projection de Cartan et le cocycle d’Iwasawa
s’interprètent en termes de représentations. Donnons nous pV, ρq une représentation
algébrique irréductible de Gc, on note ω P a‹ son plus haut poids, r P N la dimension
proximale de ρpGcq et pW, ρW q “ IndGGcpV, ρq la représentation induite à G. On munit
W d’un “bon” produit scalaire x..y où “bon” signifie que ρW pKq préserve x..y (noté plus
tard ρW pKq Ď OpW q), que ρW pAq est constitué d’éléments auto-adjoints (noté plus
tard ρW pAq Ď SympW q), et que les sous-espaces pV fqfPF sont orthogonaux entre eux.
On introduit aussi une application G-équivariante de P vers la variété Grassmanienne
>fPFGrpV fq donnée par :
P Ñ >fPFGrpV f q, ξ “ gξ0 ÞÑ Vξ :“ ρW pgqV U
On a alors le dictionnaire suivant :
Lemme 4.5. Soit g P G, ξ P P
• ωpκpgqq “ logp||ρW pgq|V ||q
• ωpσpg, ξqq “ log ||ρW pgqw||||w|| pour w P Vξ
La combinaison du lemme 4.4 et du lemme 4.5 donnent une interprétation de la
projection de Cartan et du cocycle d’Iwasawa en termes de représentations algébriques
fortement irréductibles de G. Plus explicitement, soit pV, ρq une telle représentation,
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ω P a‹ et r ě 0 comme précédemment. On peut munir V d’un produit scalaire ρpKq-
invariant tel que ρpAq Ď SympV q (cf. [5], lemma 8.9). Pour ξ “ gξ0 P P, on pose
Vξ :“ gV U . Alors l’application P Ñ GrpV q, ξ ÞÑ Vξ et le plus haut poids ω P a‹ sont
F -invariants et ωpκpgqq “ logp||ρpgq||q et ωpσpg, ξqq “ log ||ρpgqv||||v|| pour v P Vξ.
Les paragraphes précédents montrent comment les objets algébriques tels que P, a,
κ, σ fournissent des informations intrinsèques qui décrivent simultanément toutes les
représentations fortement irréductibles de G. Réciproquement, ces objets peuvent être
caractérisés par un nombre fini de réprésentations irréductibles proximales de Gc.
Lemme 4.6. Il existe une famille finie pρα, VαqαPΠ de représentations algébriques proxi-
males irréductibles de Gc telle que :
• l’application produit
P Ñ >fPFΠαPΠPpV fα q, ξ ÞÑ pVα,ξqαPΠ
est un plongement G-équivariant.
• les plus haut poids pωαqαPΠ de ces représentations forment une base de a‹
Dans la suite on fixe une telle famille pρα, VαqαPΠ. On munit chaque représentation
induite Wα d’un “bon” produit scalaire. On a alors une distance d
f
α sur PpV fα q donnée
par dfαpRv,Rwq :“ ||v^w||||v||||w|| pour tout v, w P V fα ´ t0u. Etant donné f P F , on munit
ΠαPΠPpV fα q de la distance produit dppRvαq, pRwαqq :“
ř
αPΠ d
f
αpRvα,Rwαq. Cela induit
une distance sur P (telle que deux points appartenant à des composantes connexes
différentes sont par convention à distance infinie).
Terminons les rappels par la dynamique des marches aléatoires sur la variété drapeau
(détails dans [5], 10.1). Soit µ P PpGq une probabilité sur G dont le support engendre
un sous semi-groupe Zariski-dense de G. Notons µGc P PpGcq la loi du premier retour
à Gc pour la marche à droite sur G. Plus formellement, on pose B “ GN‹ , β :“ µbN‹,
τGc : B Ñ N Y t8u, b ÞÑ inftn ě 1, b1 . . . bn P Gcu le temps de retour à Gc (fini β-ps),
et on définit µGc comme étant la loi de b1 . . . bτGc pbq quand b varie suivant β.
La composante connexe Pc :“ Gc{Pc de la variété drapeau admet une unique pro-
babilité µGc-stationnaire νPc P PpPcq. Notons βGc :“ µbN
‹
Gc
P PpBq. La probabilité
νPc est proximale au sens où ses mesures limites pνPc,bqbPB sont βGc-presque sûre-
ment des masses de Dirac. Comme l’application de retour s : pB, βq Ñ pB, βGcq, b ÞÑ
pb1 . . . bτGc pbq, bτGc pbq`1 . . . bτGc pT τGc pbqbq, . . . q respecte les mesures, on dispose d’une famille
mesurable de drapeaux pξbqbPB P PBc β-ps bien définie telle que pour β-presque tout
b P B, νPc,spbq “ δξb .
La variété drapeau P admet une unique probabilité µ-stationnaire que l’on désignera
par νP P PpPq. Via l’identification P ” Pc ˆ F donnée par l’action de F sur P,
cette probabilité s’écrit νP “ νPc b df où df est la probabilité uniforme sur F . En
17
particulier, νP est F -invariante à droite, et pour β-presque tout b P B, la mesure limite
νP,b “ 1|F |
ř
fPF δξb,f où ξb,f :“ ξb.f . On dit que νP est µ-proximale au dessus de F .
On note σµ :“
ş
GˆP σpg, ξq dµpgqdνPpξq P a le vecteur de Lyapunov associé. Il est F -
invariant. Etant donné représentation algébrique fortement irréductible ρ : GÑ GLpV q,
de plus haut poids ω P a‹ (par rapport à Gc), on note λµ :“ ωpσµq P R le premier
exposant de Lyapunov de la µ-marche sur V . Si l’image ρpGq Ď GLpV q n’est pas bornée,
alors on a λµ ą 0 ([5], 4.7)
4.2 Réduction au théorème de dérive exponentielle
On réduit la preuve du théorème 4.1 à un théorème de dérive exponentielle sur un
système dynamique fibré. On explique aussi l’intuition derrière une telle démarche.
Revenons au cadre du théorème 4.1. Le groupe G :“ sΓZ Ď SLdpRq est fortement
irréductible et contient Γ Ď SLdpZq comme semi-groupe Zariski-dense. Il est donc semi-
simple (cf [3], lemme 8.5). On peut ainsi appliquer la sous-section précédente à G et se
donner un sous groupe compact maximal K, un sous espace de Cartan a, un système
de racines Σ Ď a‹, etc. fixés une fois pour toute dans la suite. Par ailleurs, G est
inclus dans SLdpRq donc admet une représentation canonique sur V “ Rd (donnée par
l’identité). Le plus haut poids de Gc sera noté ω P a‹, sa dimension proximale sera notée
r P J1, d´ 1K (r ă d car G n’est pas borné). On munit V d’un produit scalaire x., .y tel
que K Ď OpV q, A Ď SympV q.
On reprend les notations P,Pc, pξbqbPB P PBc ainsi que l’application (F -invariante)
P Ñ GrpV q, ξ “ gξ0 ÞÑ Vξ :“ gV U de la sous-section précédente et on pose Vb :“
Vξb, appelé r-plan limite pour la trajectoire b P B. Il est prouvé dans r5s (section
10.2) que pour β-presque tout b P B, toute valeur d’adhérence de la suite de matrices
p b1...bn||b1...bn||qně1 PMdpRqN
‹
a pour image Vb.
L’idée fondamentale motivant la preuve du théorème 4.1 est de montrer que les me-
sures limites νb de ν PMRadpTdˆRq sont invariantes par translation de la coordonnée
Td suivant les r-plans limites Vb. Un tel résultat permettrait de conclure. En effet, la
forte irréductibilité de G assure que les projections de ces r-plans dans Td sont presque
sûrement denses, et ainsi que les mesures νb, puis ν, sont invariantes par translation de
la coordonnée Td. On termine alors la preuve en appliquant le deuxième point corol-
laire 1.5.
On cherche donc à prouver l’invariance des νb selon les r-plans Vb. On note X :“ Tdˆ
R et on introduit le système dynamique fibré BX :“ B ˆX, TX : BX Ñ BX , pb, xq ÞÑ
pTb, b´11 xq muni de la mesure de Radon invariante βX :“
ş
B
δbbνb dβpbq. Donnons nous
de plus une famille mesurable pebqbPB P pRdqr telle que pour β-presque tout b P B,
eb “ peb,1, . . . , eb,rq est une base orthonormée de Vb. On peut définir sur BX un flot à r-
paramètres pφtqtPRr via la formule φtpb, xq :“ pb, x`
řr
i“1 tieb,iq, la translation concernant
la coordonnée sur Td. Montrer l’invariance des νb suivant les r-plans Vb revient alors à
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montrer que la mesure βX est φt invariante. Une première difficulté est que le flot φt ne
commute pas avec la transformation TX . On rajoute alors des paramètres au système
pour contourner cette obstruction.
Notons σ : G ˆP Ñ a le cocycle d’Iwasawa, aF :“ tx P a, F.x “ xu le sous-espace
F -invariant de a, σF :“ 1|F |ΣfPFf.σ le cocycle projeté de σ sur aF , et θ : B Ñ aF , b ÞÑ
σF pb1, ξTbq (où T désigne le shift sur B “ ΓN‹q. Pour β-presque tout b P B, on a la
relation d’équivariance b1VTb “ Vb, et quelque soit v P VTb, l’égalité ||b1v|| “ eωpθpbqq||v||
(cf. lemme 4.5). Il existe donc une matrice orthogonale Opbq P OrpRq tel que
b1eTb “ eωpθpbqqOpbqeb (˚)
On définit un système dynamique fibré au dessus du shift en posant :
• B` “ B ˆ aF ˆOrpRq ˆX
• T` : B` Ñ B`, pb, z, O, xq ÞÑ pTb, z ´ θpbq, OOpbq´1, b´11 xq.
• β` :“ ş
B
δpb,z,Oq b νb dβpbqdlebaF pzqdhpOq
où lebaF et h sont des mesures de Haar sur a et OrpRq, fixées une fois pour toute.
On munit B` d’un flot pφtqtPRr respectant les fibres défini par φt : B` Ñ B`, pb, z, O, xq ÞÑ
pb, z, O, x`xt, eωpzqOeby1q, où x., .y1 : RrˆpRdqr Ñ Rd, pt, vq ÞÑ
řr
i“1 tivi et la translation
concerne la coordonnée sur Td de X “ Td ˆ R.
Lemme 4.7. • T` préserve la mesure β`.
• Pour β-presque b P B, pour tout pz, O, x, tq P aF ˆOrpRq ˆX ˆ R,
T` ˝ φtpb, z, O, xq “ φt ˝ T`pb, z, O, xq
Démonstration. Vérifions le premier point. Soit ϕ : B` Ñ r0,`8s mesurable.
T`‹ β
`pϕq “
ż
B`
ϕpTb, z ´ θpbq, OOpbq´1, b´11 xq dνbpxqdβpbqdlebaF pzqdhpOq
“
ż
B`
ϕpTb, z, O, b´11 xq dνbpxqdβpbqdlebaF pzqdhpOq
“
ż
B`
ϕpb, z, O, xq dνbpxqdβpbqdlebaF pzqdhpOq
“ β`pϕq
en utilisant l’invariance par translation à droite des mesures de Haar, et l’équivariance
des νb. Ainsi, T
`
‹ β
` “ β`.
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Vérifions le second point. On se donne b P B tel que b1eTb “ eωpθpbqqOpbqeb (vérifié
β-ps.). Soit pz, O, x, tq P aF ˆOrpRq ˆX ˆ R. Alors
T` ˝ φtpb, z, O, xq “ pTb, z ´ θpbq, OOpbq´1, b´11 px` xt, eωpzqOeby1qq
φt ˝ T`pb, z, O, xq “ pTb, z ´ θpbq, OOpbq´1, b´11 x` xt, eωpz´θpbqqOOpbq´1eTby1q
Il suffit donc de vérifier que b´11 e
ωpzqOeb “ eωpz´θpbqqOOpbq´1eTb ce qui est une réécriture
de p˚q ci dessus.
L’invariance des νb suivant les r-plans Vb revient à montrer que β
` est invariante sous
le flot pφtqtPRr . L’idée est alors de désintégrer β` le long des orbites de φt. Dans le cas
où l’espace des orbites muni de la tribu quotient est un espace borélien standard, cette
désintégration est une désintégration au sens classique (par rapport à l’application de
projection B` Ñ φtzB`) et attribue à chaque φt-orbite une mesure de Radon. Notons
que pour tout c P B`, on peut alors relever la mesure sur son orbite tφtpcq, t P Rru
via l’homéomorphisme local : Rr Ñ tφtpcq, t P Rru, t ÞÑ φtpcq. On obtient finalement
une famille de mesures σ : B` Ñ MRadpRrq qui vérifie la propriété d’équivariance :
σpφtcq “ δ‹t σpcq où δt désigne la translation de pas t sur Rr.
Le problème de cette approche est que l’espace des orbites n’est pas standard en
général. Notons MRad1 pRrq “ MRadpRrq{ „ l’ensemble des mesures de Radon (non
nulles) sur Rr quotienté par la relation d’équivalence m „ m1 s’il existe λ ą 0 tel que
m “ λm1. Un élément de MRad1 pRrq sera appelé classe projective de mesures. L’action
par translation de Rr sur MRadpRrq respecte la relation d’équivalence „, donc induit
une action sur MRad1 pRrq. La théorie générale donne un sens à une désintégration de
β` le long du flot pφtqtPRr (voir [3] ou [11]), et conduit à une application mesurable
σ : B` ÑMRad1 pRrq ainsi qu’à une partie E Ď B` de mesure pleine telle que pour tout
c P E, t P Rr tel que φtc P E, on a σpφtcq “ δ‹t σpcq. On a de plus que
Lemme 4.8. La mesure de Radon β` est invariante par le flot pφtqtPRr si et seulement
si l’application σ est β`-pp égale à la classe projective Rą0leb.
Démonstration. On réfère au chapitre 2 de la thèse de L. Dufloux [11] pour une introduc-
tion détaillée aux mesures conditionnelles le long d’une action de groupe à stabilisateurs
discrets. Ce dernier lemme est une application du théorème 2.1.2.14.
On est donc ramené à montrer que σ : B` ÑMRad1 pRrq est β`-pp égale à la classe
projective de Lebesgue. Le point clef est de montrer que pour presque tout point c P B`,
la classe projective σpcq PMRad1 pRrq est invariante par translation suivant une droite de
Rr (attention, il s’agit de l’invariance d’un ensemble de mesures, mais pas forcément des
mesures individuellement). Dans le cas où r “ 1, on peut alors conclure directement
(en utilisant ([3], proposition 4.3) et en remarquant que le flot φt stabilise une suite
exhaustive de compacts de B` pour se ramener à une mesure finie). Le cas général
nécessitera quelques efforts supplémentaires (voir la dernière section).
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Pour n ě 0, on note Q`n “ pT`q´npB`q la tribu des n-fibres de T`. C’est une famille
décroissante de sous tribus de Bf . Leur intersection Q`8 :“ Xně0Q`n est appelée la tribu
queue du système dynamique pB`, T`q. La tribu queue d’un système dynamique fournit
beaucoup d’informations sur celui ci, par exemple sa trivialité par rapport à une mesure
invariante implique que cette mesure est ergodique.
Lemme 4.9. Quitte à modifier σ sur un ensemble β`-négligeable, on peut supposer
σ ˝ T` “ σ (en tout point). L’application σ est alors Q`8-mesurable.
Démonstration. On commence par montrer que σ ˝ T` “ σ β`-pp. Cela provient es-
sentiellement du fait que T` commute avec le flot pφtqtPRr .
Fixons pb, z, Oq P BˆaFˆOrpRq un point βblebaFbh-typique. On entend par là que
ce qui suit est valable pour presque tout choix de pb, z, Oq. On note E :“ tpb, z, OquˆX,
E1 :“ tpTb, z´ θpbq, OOpbq´1quˆX munis naturellement des mesures νE :“ δpb,z,Oqb νb
et νE1 :“ δpTb,z´θpbq,OOpbq´1q b νTb. Remarquons que E et E1 sont tous deux stables par
le flot φt et que d’après le lemme 4.7 l’application T
`
|E : E Ñ E1 est une bijection
bimesurable qui respecte les mesures et commute à l’action du flot. Soit σE : E Ñ
MRad1 pRrq, σE1 : E1 ÑMRad1 pRrq les mesures conditionnelles associées aux flots sur E
et E1. On a alors que σE1 ˝ T`|E “ σE νE-pp. Par ailleurs, on a que σE “ σ|E νE-pp et
σE1 “ σ|E1 νE1-pp. Finalement, pour presque tout pb, z, Oq et νb-presque tout x P X, on
a σ ˝ T`pb, z, O, xq “ σpb, z, O, xq d’où l’égalité β`-presque partout.
Pour conclure, on se donne D Ď B` plein tel que σ ˝ T`|D “ σ|D. On pose D1 “
Yně0 Xpěn pT`q´pD. C’est un sous ensemble plein de B` tel que pT`q´1D1 “ D1.
On se donne une apllication σ1 : B` Ñ MRad1 pRq telle que σ1 est constante sur le
complémentaire de D1 et σ1pcq “ limn σ ˝ pT`qnpcq pour c P D1 (cette limite est définie
car la suite est stationnaire). L’application σ1 coïncide avec σ sur D donc presque
partout et est T`-invariante.
Le théorème de dérive exponentielle déduit du lemme précédent l’invariance de
presque toute classe projective σpcq P MRad1 pRrq suivant une droite de Rr. Il est du
à Benoist-Quint ([4]) dans le cas des espaces homogènes de volume fini. Sa démonstra-
tion occupera toute la prochaine section.
Théorème (Dérive exponentielle). Soit Y un espace mesurable standard, σ : B` Ñ Y
une application Q`8-mesurable, E Ď B` une partie β`-pleine. Alors pour presque tout
c P E, pour tout ε ą 0, il existe c1, c2 P E, t Ps ´ ε, εrr non nul, tels que c2 “ φtpc1q et
σpcq “ σpc1q “ σpc2q.
En appliquant la dérive à la mesure conditionnelle σ : B` ÑMRad1 pRrq, on obtient :
Corollaire 4.10. Pour β-presque tout c P B`, l’ensemble
tt P Rr, σpcq PMRad1 pRrq est t-invarianteu
contient une droite.
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Démonstration du corollaire. D’après le dernier lemme, on a peut appliquer le théorème
de dérive à la mesure conditionnelle σ : B` ÑMRad1 pRq et à une partie E Ď B` telle
que pour tout c P E, t P R tel que φtpcq P E on a σpφtpcqq “ δ‹t σpcq. Notons E1 Ď E
l’ensemble des c P E tels que la conclusion du théorème de dérive est vérifiée. Pour
c P E1, l’ensemble tt P Rr, σpcq PMRad1 pRrq est t-invarianteu est un sous-groupe fermé
de Rr qui n’est pas discret. Il contient donc forcément une droite, d’où le corollaire.
On en déduira le théorème 4.1 dans la dernière section.
4.3 Stratégie pour la dérive exponentielle
Les prochaines sections sont consacrées à la preuve de la dérive exponentielle énoncée
en fin de section 4.
La stratégie de la preuve est la suivante. On se donne W Ď B` une partie de mesure
finie, vue comme une fenêtre. On montre le résultat pour presque tout c P W X E.
On fixe K Ď W X E une partie compacte de mesure presque pleine dans W et sur
laquelle l’application σ est continue (possible via le théorème de Lusin), ainsi qu’un
point c “ pb, z, O, xq P K (β`-typique). Via le théorème de non-dégénérescence des
mesures limites (section 5), on peut construire une suite d’approximations pcpqpě0 P KN
du point c de la forme cp “ pb, z, O, x ` upq où le terme de dérive up P Rd, agit sur la
coordonnée en Td, est bien positionné par rapport à x, et tend vers 0 quand p Ñ 8.
Appelons n-fibre passant par c l’ensemble Fn,c :“ tc1 P B`, pT`qnpc1q “ pT`qnpcqu. Pour
tout p ě 0, on peut choisir des entiers np ě 0 et des éléments hp,c P Fnp,c, hp,cp P Fnp,cp
dans les np-fibres passant par c et cp tels que (quitte à extraire) :
• hp,c, hp,cp P K (section 6.2, équirépartition des morceaux fibres)
• hp,cp “ hp,c `Dp où le terme de dérive Dp P Rd agit sur la coordonnée en Td et se
comporte bien du point de vue de la norme et de la direction (section 8.6, contrôle
de la dérive).
On peut de plus supposer que les suites php,cq et php,cpq convergent dans K vers des
points limites c1, c2 P K.
Alors σpcq “ σpc1q “ σpc2q. En effet, la continuité de σ sur K entraine que σpc1q “
limpÑ8 σphp,cq. Comme l’application σ est Q`8-mesurable, elle est constante sur les n-
fibres passant par un point, donc σphp,cq “ σpcq puis σpc1q “ σpcq. De même avec
c2.
De plus c2 “ φtc1 où le paramètre t est arbitrairement petit (quitte à bien choisir les
hp,c, hp,cp), grâce au bon comportement du terme de dérive Dp, ce qui conclut.
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5 Non dégénérescence des mesures limites
Les notations sont celles de la section 4. On rappelle que µ est une probabilité sur
SLdpZq à support fini engendrant un semi-groupe Γ Ď SLdpZq fortement irréductible,
que χ : Γ Ñ R est un morphisme de semi-groupes tel que la probabilité image χ‹µ est
centrée. Ces données induisent une action de Γ sur X :“ TdˆR via la formule g.px, tq “
pgx, t ` χpgqq, puis une marche aléatoire de probabilités de transitions données par
pµ ‹ δxqxPX . On s’est donné une mesure de Radon stationnaire ergodique ν PMRadpXq
dont la projection sur Td est sans atome. On note par ailleurs B :“ ΓN‹, β :“ µbN‹ et
pour β-presque tout b P B, νb :“ limnÑ8pb1 . . . bnq‹ν PMRadpXq (cf. section 2 sur les
mesures limites).
Le but de cette section est de montrer que les mesures limites pνbqbPB se projettent
sur Td en des mesures sans atome. Autrement dit :
Théorème 5.1 (Non dégénérescence). Pour β-presque tout b P B, on a
@x P Td, νbptxu ˆ Rq “ 0
Signalons tout de suite le corollaire utilisé dans la preuve de la dérive exponentielle.
Pour b P B, x P Td, on note :
Wbpxq :“ ty P Td, lim
nÑ8 dpb
´1
n . . . b
´1
1 x, b
´1
n . . . b
´1
1 yq “ 0u
où la distance considérée est la distance euclidienne standard sur le tore.
Corollaire 5.2. Pour β-presque tout b P B, pour tout x P Td, on a
νbpWbpxq ˆ Rq “ 0
.
Preuve du corollaire. Soit x, y P Td, x ‰ y. Pour β-presque tout b P B, la suite
pb´1n . . . b´11 px ´ yqqně0 ne tend pas vers 0 dans Td, i.e. y R Wbpxq. Soit I Ď R un
intervalle borné. D’après le théorème 5.1, pour β-presque tout b P B, la mesure νb,I :“
νbp.ˆ Iq PMfpTdq est sans atome, donc νb2b,I ne charge pas la diagonale ∆Td Ď TdˆTd.
On en déduit via le théorème de Fubini que pour β-presque tout b P B,
νb2b,I ppx, yq P Td ˆ Td, y PWbpxqq “ 0
autrement dit que ż
B
νb,IpWbpxqqdνb,Ipxq “ 0
Ainsi, pour νb,I-presque tout x P Td, on a νb,IpWbpxqq “ 0. C’est en fait vrai pour tout x.
Sinon, il existerait x P Td tel que νb,IpWbpxqq ą 0. On aurait alors pour tout y P Wbpxq
que νb,IpWbpyqq ą 0, ce qui contredit la première assertion. On a finalement montré que
pour tout intervalle I Ď R borné, pour β-presque tout b P B, pour tout x P Td, on a
νbpWbpxq ˆ Iq “ 0. En considérant des intervalles I arbitrairement grands, on obtient
le résultat.
23
5.1 Cas où χpΓq Ď R est discret.
L’image χpΓq est alors un sous-groupe de R (cf. lemme 1.4). Le cas où χpΓq “ t0u
provient des travaux de Benoist-Quint r3s. On peut donc supposer χpΓq discret non
trivial, et même χpΓq “ Z. Comme la mesure ν PMRadpXq est µ-stationnaire ergodique
sur X “ TdˆR, son support est inclus dans un sous ensemble de la forme Tdˆpr`Zq
où r P R. Quitte à considérer un translaté de ν, on peut supposer que supp ν Ď TdˆZ.
On est ainsi ramené à considérer une marche sur Td ˆ Z. L’objectif est de montrer que
les mesures limites νb PMRadpTd ˆ Zq n’ont pas d’atome. Il suffit de montrer que les
mesures limites restreintes au bloc de base νb|Tdˆt0u PMRadpTdq n’ont pas d’atome (le
cas des autres blocs s’en déduisant par translation). La stratégie est alors de voir les
νb|Tdˆt0u comme des mesures limites pour une marche induite sur le tore Td. Le point
clef est de montrer que cette marche est récurrente hors de zéro. Un argument tiré de
Benoist-Quint r3s implique alors la non dégénérescence cherchée.
Construisons la marche induite. On définit un “temps de retour au bloc de départ”
τ : B Ñ N Y t8u : b ÞÑ inftn ě 1, χpbn . . . b1q “ 0u et on note µτ P PpΓq la loi de
bτpbq . . . b1 quand b varie suivant β. Notons que c’est aussi la loi de b1 . . . bτpbq, donc que la
mesure ν|Tdˆt0u est µτ -stationnaire d’après le corollaire 2.2. On pose βτ :“ µbN‹τ P PpBq.
La proposition suivante affirme que le point 0 P Td est positivement instable pour
la marche induite par µτ sur T
d et permet de conclure. On note Pµτ l’opérateur de
Markov associé à µτ , défini sur les fonctions mesurables non négatives f : T
d Ñ r0,8s
par Pµτfpxq “
ş
G
fpgxq dµτpgq. On dit qu’une fonction u : Td ´ t0u Ñ r0,`8r est
propre si elle est continue et si l’image inverse de tout compact est compacte.
Proposition 5.3. Il existe une fonction propre u : Td´t0u Ñ r0,`8r et des constantes
a P r0, 1r, C P r0,`8r telles que
Pµτu ď au` C
Voyons comment en déduire le théorème de non dégénérescence.
Proposition 5.3 ùñ théorème 5.1 : Notons ν0 :“ ν|Tdˆt0u PMfpTdq. C’est une mesure
finie µτ -stationnaire sur T
d, on peut donc s’en donner une décomposition en mesures
limites pν0,aqaPB (par rapport à la marche µτ ). Vérifions qu’elles coïncident avec les
νb|Tdˆt0u. On introduit les différents temps de retour à χ “ 0 en posant#
τ 0 “ 0
τk`1 : B Ñ NY t8u, b ÞÑ inftn ą τkpbq, χpbn . . . b1q “ 0u
En particulier τ 1 “ τ . On pose alors ρ : B Ñ B, b ÞÑ pbτkpbq`1 . . . bτk`1pbqqkě0.
L’application ρ vérifie ρ‹β “ βτ et pour β-presque tout b P B, on a νb|Tdˆt0u “
rlimpb1 . . . bnq‹νs|Tdˆt0u “ rlimpρpbq1 . . . ρpbqnq‹νs|Tdˆt0u “ limpρpbq1 . . . ρpbqnq‹rν|Tdˆt0us “
ν0,ρpbq. On est donc ramené à montrer que les mesures limites de ν0 sont sans atome.
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Soit u, a, C comme dans la proposition précédente et posons
v : Td ˆ Td ´∆Td Ñ R`, px, yq ÞÑ upx´ yq
L’application v est propre et vérifie Pµτv ď av ` C (ce qui s’interprète comme un
phénomène de récurrence hors de la diagonale pour la marche induite par µτ sur T
dˆTd).
Le lemme 3.11 de r3s affirme alors que pour βτ -presque tout a P B, la probabilité ν0,a
n’a pas d’atome, ce qui conclut.
On va maintenant prouver la proposition 5.3. La difficulté est que la probabilité µτ
n’a pas de moment d’ordre 1. On ne peut donc pas appliquer les résultats de Benoist-
Quint qui concernent les marches à moment exponentiel.
Lemme 5.4. La probabilité µτ n’a pas de moment d’ordre 1.
Démonstration. Il s’agit de prouver que
ş
G
| logp||g||q|dµτpgq “ `8. On a la minorationż
G
| logp||g||q|dµτpgq ě
ż
tτěku
| logp||bτpbq . . . b1||q|dβpbq
Or βtτ ě ku ě ck´1{2 pour un certain c ą 0 (voir par exemple [13],p5.1.1q). Par ailleurs,
d’après le principe des grandes déviations ([5], p13.6q), il existe α ą 0 tel que pour k
assez grand, on a
βtb P B, @n ě k, ||bn . . . b1|| ě en2 λµu ě 1´ e´αk
(où λµ ą 0 désigne l’exposant de Lyapunov associé à µ, voir (4.1)). On en déduit queş
G
| logp||g||q|dµτpgq ě pck´1{2 ´ e´αkqk2λµ Ñ `8 quand k Ñ8. D’où le résultat.
Cette difficulté est surmontée en considérant la µτ -marche comme une sous marche
de la µ-marche sur Td, qui elle est à moment exponentiel fini donc plus facile à contrôler
(notamment grâce au principe des grandes déviations).
Preuve de la proposition 5.3
Dans toute cette preuve, on munira Rd de la distance euclidienne standard, et Td “
Rd{Zd de la distance quotient. Plus précisément, en notant π : Rd Ñ Td la projection
canonique, on pose pour x, y P Td,
dpx, yq :“ inftdprx, ryq, rx P π´1pxq, ry P π´1pyqqu
On va montrer le résultat suivant.
Proposition 5.3 bis. Fixons δ ą 0 et notons u la fonction u : Td´t0u Ñs0,`8r, x ÞÑ
dpx, 0q´δ. On peut choisir le paramètre δ pour qu’il existe des constantes a P r0, 1r,
C P r0,`8r, k ě 1 telles que
P kµτu ď au` C
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Remarque. 1q La proposition 5.3 s’en déduit en considérant la fonction propreřk´1i“0 αiP iµu
où α Ps1, p 1
a
q 1k´1 r.
2q µ‹kτ “ µτk où τk : B Ñ NY t8u est le temps de k-ième atteinte de χ “ 0. Ainsi,
P kµτ est l’opérateur de Markov associé à la marche µτk sur T
d.
Démonstration. On fixe des paramètres δ ą 0, k ě 1 que l’on ajustera à la fin. On
partitionne le tore Td en deux régions : une petite boule ouverte centrée en 0 notée
D :“ Bp0, εq et son complémentaire noté R :“ X ´ D. L’hypothèse que la boule est
petite signifiera ε ă 1
4
e´2M où M :“ log supt||g||, ||g1||, g P supp µu.
Fixons x P Td ´ t0u. On note T x1 :“ inftn ą 0, bn . . . b1x P Ru, T x2 :“ inftn ą
T x1 , bn . . . b1x P Ru, etc. les temps de passage dans R, et T x´ :“ maxtT xi , T xi ď τku le
dernier temps de passage dans R avant de rencontrer χ “ 0 pour la k-ième fois.
On écrit
pP kµτuqpxq “
ż
B
upbτkpbq . . . b1xq dβpbq
“
ż
tTx´“0u
upbτkpbq . . . b1xq dβpbq `
ż
tTx´ě1u
upbτkpbq . . . b1xq dβpbq
Cette décomposition distingue les cas où la trajectoire pbn . . . b1xqně0 sort ou non du
disque D avant l’instant τkpbq. On va majorer chacune des intégrales en montrant :
1q Si δ ą 0 est assez petit, alors il existe une constante C P r0,`8r tel que pour
tout x P Td ´ t0u, on a ştTx´ě1u upbτkpbq . . . b1xq dβpbq ď C.
2q Si δ ą 0 est assez petit, et k ě 1 assez grand, alors il existe a P r0, 1r tel que pour
tout x P Td ´ t0u, on a ştTx´“0u upbτkpbq . . . b1xq dβpbq ď aupxq.
La proposition s’en déduit immédiatement. Comme la preuve à venir est un peu
technique, on explique d’abord la démarche mise en jeu :
Idée pour 1q : Dans ce cas, la µ-marche sur Td issue de x passe par R avant la k-ième
annulation de χ. Or le principe des grandes déviations implique que le temps de retour
à R de la µ-marche sur Td´t0u a un moment exponentiel. On s’attend donc à ce que la
trajectoire issue de x revienne souvent dans R puis que l’instant de k-ième annulation
de χ se fasse à proximité de R. La difficulté est que l’on ne sait pas quelle excursion hors
de R verra χ s’annuler pour la k-ième fois, autrement dit pour quelle valeur de i ě 1,
on a T xi ď τk ă T xi`1. Cela oblige à sommer sur tous les cas possibles. Pour obtenir une
majoration, on distingue alors suivant la valeur de χ à l’instant T xi .
Idée pour 2q : Dans ce cas, la µ-marche sur Td issue de x reste dans la boule D
jusqu’à l’instant τk. On peut donc voir cette marche comme une marche sur Rd ´ t0u
sans perte d’information. On applique alors le principe des grandes déviations.
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Preuve du point 1q
Le paramètre k ě 1 ne sera utile pour le point 2q. On conseille donc pour une première
lecture de supposer k “ 1.
En observant qu’un µ-pas rapproche au plus de 0 par un facteur e´M , on obtient
que : ż
tTx´ě1u
upbτkpbq . . . b1xq dβpbq ď
ż
tTx´ě1u
ε´δeδMpτ
k´Tx´q dβ
Il suffit donc de montrer que la variable τk ´ T x´ a un moment exponentiel unifor-
mément borné en x P X ´ t0u au sens où :
Lemme 5.5. Il existe des constantes C1 ą 0, α1 ą 0 telles que pour tout x P Td ´ t0u,
n ě 1 on a :
βpT x´ ě 1, τk ´ T x´ ě nq ď C1e´α1n
Dans cette preuve, on sera amené à considérer les variables aléatoires Sn :“ B Ñ
Z, b ÞÑ χpbn . . . b1q. Elles constituent une chaîne de Markov sur Z de probabilités de
transition induites par µZ :“ χ‹µ P PpZq. Rappelons que χ‹µ est à support borné et
d’espérance nulle, et que Sn est en particulier récurrente. On se donne l ě 1 tel que
suppχ‹µ Ď r´l, ls.
Soit n ě 1, en notant pj “ tlog2ju on a :
βpT x´ ě 1, τk ´ T x´ ě nq “
ÿ
iě1
βpT x´ “ T xi , τk ´ T xi ě nq
“
ÿ
iě1
βpτk ą T xi , T xi`1 ´ T xi ą τk ´ T xi ě nq
“
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj| ą pj, T xi`1 ´ T xi ą τk ´ T xi ě nq
`
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj | ď pj, T xi`1 ´ T xi ą τk ´ T xi ě nq
ď
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj| ą pj, T xi`1 ´ T xi ą
pj
l
` n
2
q
`
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj | ď pj, T xi`1 ´ T xi ě nq
ď
ÿ
i,jě1
βpT xi “ j, T xi`1 ´ T xi ą
pj
l
` n
2
q
`
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj | ď pj, T xi`1 ´ T xi ě nq
où la première des deux inégalités s’obtient en remarquant que si STx´ ą p ą 0, alors
τk ´ T x´ ą p{l.
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Nous allons maintenant majorer ces deux sommes, que l’on note respectivement Σ1
et Σ2 :
Σ1 :“
ÿ
i,jě1
βpT xi “ j, T xi`1 ´ T xi ą
pj
l
` n
2
q
Σ2 :“
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj | ď pj , T xi`1 ´ T xi ě nq
Nous aurons besoin du lemme suivant qui découle directement du principe des
grandes déviations :
Lemme 5.6. Il existe des constantes C2 ą 0, α2 ą 0 telles que pour tout y P R, n ě 1,
on a
βpT y1 ě nq ď C2e´α2n
Admettons ce lemme provisoirement.
Majoration de Σ1
Pour i, j ě 1, y P R, on a la majoration de probabilité conditionnelle suivante :
βpT xi`1 ´ T xi ą
pj
l
` n
2
| T xi “ j, bj . . . b1x “ yq “ βpT xi`1 ´ T xi ą
pj
l
` n
2
| bTx
i
. . . b1x “ yq
“ βpT y1 ą
pj
l
` n
2
q
ď C2e´α2
pj`ln
2l
Aini, on peut majorer Σ1 via :
Σ1 “
ÿ
i,jě1
ÿ
yPRXΓ.x
βpT xi “ j, T xi`1 ´ T xi ą
pj
l
` n
2
, bj . . . b1x “ yq
ď
ÿ
i,jě1
ÿ
yPRXΓ.x
βpT xi “ j, bj . . . b1x “ yqC2e´α2
pj`ln
2l
“
ÿ
i,jě1
βpT xi “ jqC2e´α2
pj`ln
2l
ď pC2
ÿ
jě1
e´α2
pj
2l q e´α2 n2
où la somme
ř
jě1 e
´α2 pj2l est finie car car e´α2
pj
2l “ op 1
j2
q. Notons que la dépendance en
x a disparu.
28
Majoration de Σ2
On raisonne de la même façon que pour Σ1 afin d’obtenir :
Σ2 ď
ÿ
i,jě1
βpT xi “ j, τk ą j, |Sj | ď pjqC2e´α2n
ď C2
ÿ
jě1
βpτk ą j, |Sj | ď pjq e´α2n
Il reste à montrer que la somme
ř
jě1 βpτk ą j, |Sj | ď pjq est finie. Cela découle
des propriétés générales des marches aléatoires sur Z induites par une probabilité de
transition centrée à support borné (voir plus loin). Notons par ailleurs que la dépendance
en x a disparu.
Pour conclure, on obtient la majoration :
βpT x´ ě 1, τk ´ T x´ ě nq ď pC2
ÿ
jě1
e´α2
pj
2l q e´α2 n2 ` C2
ÿ
jě1
βpτk ą j, |Sj | ď pjq e´α2n
ce qui prouve le lemme 5.5, donc le point 1q.
Preuve du point 2q
Si dpx, 0q ą ε eM , alors le résultat est immédiat car alors tT x´ “ 0u est de mesure nulle.
On peut donc supposer dpx, 0q ă ε eM ă 1
4
e´M où la deuxième inégalité provient du
choix de ε. Procédons à la majoration :
ż
tTx´“0u
upbτkpbq . . . b1xq dβpbq “
ÿ
něk
ż
tTx´“0,τk“nu
upbn . . . b1xq dβpbq
ď
ÿ
něk
ż
B
||bn . . . b1rx||´δ dβpbq
où ||.|| dénote la norme euclidienne standard sur Rd, où rx P Rd´t0u désigne l’unique
relevé de x de norme ||rx|| ă 1
4
e´M , et où la deuxième inégalité provient du fait que si
T x´pbq “ 0 alors upbτkpbq . . . b1xq “ ||bτkpbq . . . b1rx||´δ. On poursuit la majoration grâce au
principe des grandes déviations ([5], p13.6q) qui implique le résultat suivant :
Lemme 5.7. Pour v P Rd ´ t0u, n ě 1, notons Env :“ tb P B, ||bn . . . b1v|| ě e
λµ
2
n||v||u.
Alors il existe des constantes C3 ą 0, α3 ą 0 telles que pour tout v P Rd ´ t0u, n ě 1,
on a :
βpEnv q ě 1´ C3e´α3n
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On décompose alorsż
B
||bn . . . b1rx||´δ dβpbq “ ż
Enrx
||bn . . . b1rx||´δ dβpbq ` ż
B´Enrx
||bn . . . b1rx||´δ dβpbq
ď e´ δλµ2 n||rx||´δ ` C3e´α3neδMn||rx||´δ
On choisit alors δ tel que 0 ă δ ă α3
M
.ż
B
||bn . . . b1rx||´δ dβpbq ď pÿ
něk
e´
δλµ
2
n ` C3e´pα3´δMqnq upxq
Le facteur devant upxq étant le reste d’une série convergente, il est strictement infé-
rieur à 1 pour k assez grand. Cela conclut la preuve du point 2q.
Quelques précisions
1q Preuve du lemme 5.6 : on peut se limiter à considérer les points y P R tels que
βpT y1 ě 2q ą 0. Soit un tel y P R. Nécessairement, y P Bp0, εeMq Ď Bp0, 14e´Mq.
Notons ry P Rd son unique de relevé de norme ||ry|| ď εeM . Soit n ě 1. Si b P B
est tel que T y1 pbq ě n, alors on voit par récurrence que pour tout k “ 1, . . . , n, on
a ||bk . . . b1ry|| ă ε ă ||ry||. En particulier, b R Enry (défini dans le lemme 5.7). On a
donc pour tout n ě 1 l’inégalité βpT y1 ě nq ď βpB ´ Enry q ď C3e´α3n avec C3, α3 ą 0
indépendants de y ce qui conclut.
2q A la fin de la majoration de Σ2, dans le point 1q nous avons affirmé que
ř
jě1 βpτk ą
j, |Sj | ď pjq ą 8. Expliquons pourquoi. Comme c’est un problème de marche aléa-
toire général, on préfère revenir à un cadre plus abstrait. On se donne une probabilité
m P PpZq à support fini, centrée, et on note pSnqnPZ la chaîne de Markov sur Z de pro-
babilités de transition pm ‹ δkqkPZ. On fixe un entier k ě 1, et on s’intéresse au temps
de k-ième passage en 0, noté τk. Pour l P Z, on notera Pl la loi de la chaîne pSnqně0
issue du point l.
On note Fj l’évènement Fj :“ tτk ą j, |Sj | ď pju où pj :“ tlog2ju. On veut démontrer
que ÿ
jě1
P0pFjq ă 8
L’idée est que la réalisation de l’évènement Fj contraint le temps τ
k à appartenir à
une petite fenêtre de valeurs, puis de conclure en utilisant que τk a un moment d’ordre
1{4.
On fixe a P N tel que les Xi sont presque sûrement à valeurs dans l’intervalle A :“
J´a, aK, et on note τA :“ inftn ą 0, Sn P Au le temps de premier retour à A. Nous nous
appuierons sur le lemme suivant :
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Lemme 5.8. Il existe une constante c ą 0 telle que pour tout l P Z, pour tout r ą 0,
PlpτA ą rq ď c |l| ` 1?
r
Démonstration. Notons τZ´ , τZ` les temps de premier retour aux demi-axes négatif
Z´ :“ tl P Z, l ď 0u et positif Z` “ N. La référence [13] (Proposition 5.15) affirme
qu’il existe une constante c´ ą 0 telle que pour tout l ě 0, pour tout r ą 0,
PlpτZ´ ą rq ď c´ l ` 1?
r
Par symétrie, il existe une constante c` ą 0 telle que pour tout l ď 0, pour tout r ą 0,
PlpτZ` ą rq ď c` |l| ` 1?
r
Finalement, en posant c :“ maxpc´, c`q et en remarquant que tout changement de
demi-axe impose de rencontrer A, on obtient le résultat.
Pour la suite, on se donne ε Ps0, 1
2a`1 r et N ě 0 tels que pour tout l P A, on a
Plpτk ď Nq ě 1 ´ ε. On commence par donner une première majoration de P0pFjq.
Remarquons l’inégalité :
P0pj ă τk ď j ` j1{4 |Fjq ě inf
lPJ´pj ,pjK
PlppSnqnďj1{4 rencontre 0 au moins k foisq
On vérifie que ce minorant tend vers 1 quand j Ñ `8. On a pour j ě 0 assez grand,
pour tout l P J´pj , pjK,
Plpτk ď j 14 q ě PlpτA ď 1
2
j
1
4 , et la suite pSnq
τAďnďτA` 12 j
1
4
rencontre k fois 0q
ě PlpτA ď 1
2
j
1
4 qp1´ εq
ě p1´ 2cpj ` 1
j1{8
qp1´ εq
ě 1´ ε{2
Comme la valeur ε ą 0 peut être choisie arbitrairement petite, cela donne la conver-
gence annoncée.
Ainsi, pour j ě 0 assez grand, on a l’inégalité :
P0pj ă τk ď j ` j1{4 |Fjq ě 1
2
i.e.
P0pj ă τk ď j ` j1{4q ě 1
2
P0pFjq
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On est donc ramené à majorer
ř
jě0 P0pj ă τk ď j ` j1{4q. Or on peut écrireÿ
jě0
P0pj ă τk ď j ` j1{4q “
ÿ
jě0
ÿ
jănďj`j1{4
P0pτk “ nq
ď
ÿ
ně0
n
1
4P0pτk “ nq
“ Erpτkq 14 s
où l’inégalité provient de la condition j ă n ď j ` j1{4 qui implique que j P N X rn ´
n
1
4 , n´ 1s, intervalle d’entiers de cardinal au plus n 14 .
Il suffit donc de montrer que τk admet un moment d’ordre 1{4. Cela équivaut à
montrer la convergence ÿ
jě0
P0pτk ą j4q ă 8
Ecrivons P0pτk ą j4q “ uj ` vj où
uj :“ P0pτk ą j4, sτpjA ď j4 ´Nq vj :“ P0pτk ą j4, sτpjA ą j4 ´Nq
avec sτpjA défini par récurrence en posant : sτ 1A “ τA et sτ i`1A :“ inftn ě sτ iA`N |Sn P Au
(temps de retour à A avec écart).
•
ř
jě0 uj ă 8 :
Pour l1, . . . , lpj P A, on définit l’évènement :
Epl1, . . . , lpjq :“
č
i“1...pj
tSsτ i
A
“ li, et la suite pSnqsτ i
A
ďnăsτ i
A
`N rencontre 0 au plus k ´ 1 fois u
On a uj “
ř
l1,...,lpj PA P0pτ ą j
4, sτpjA ď j4´N,Epl1, . . . , lpjqq ď řl1,...,lpj PA P0pEpl1, . . . , lpjqq.
Or P0pEpl1, . . . , lpjqq ď εP0pEpl1, . . . , lpj´1qq ď εpj . Finalement uj ď pp2a ` 1qεqpj
et la somme converge par choix de ε ă 1
2a`1 .
•
ř
jě0 vj ă 8 : Notons τ iA le temps de i-ème retour à l’intervalle A (sans contrainte
d’écart minimal entre τ iA et τ
i`1
A ) avec pour convention τ
0
A “ 0. Pour j ą N
1
4 , on a
vj ď P0psτpjA ą j4 ´Nq
ď P0pτNpjA ą j4 ´Nq
ď
ÿ
0ďiďNpj´1
P0pτ i`1A ´ τ iA ą
j4 ´N
Npj
q
ď Npjc
a
a
Npj?
j4 ´N (d’après le lemme 5.8)
“ Opp
3{2
j
j2
q
. Les pvjq sont donc de série convergente.
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5.2 Cas où χpΓq Ď R est dense
Introduisons quelques notations utiles. Etant donné un intervalle I Ď R, on note νI :“
νp.ˆ Iq, νb,I :“ νbp. ˆ Iq PMfpTdq. Le lemme 2.1 définissant les νb implique que
• νI “
ş
B
νb,I dβpbq
• @βb P B, νb,IpTdq “ νIpTdq
• @βb P B, pb1q‹νTb,I “ νb,I´χpb1q
Par ailleurs, on rappelle le deuxième point du corollaire 1.5 : il existe une constante
c ą 0 tel que la mesure projetée νpTd ˆ .q “ cleb. Quitte à normaliser ν, on pourra
supposer que
νpTd ˆ .q “ leb
Le lemme 2.1 implique alors que pour β-presque tout b P B, on a νbpTd ˆ .q “ leb, ou
de façon équivalente νb,IpTdq “ lebpIq pour tout intervalle I Ď R.
Preuve du théorème 5.1. Il suffit de montrer que pour β-presque tout b P B, pour tout
intervalle I Ď R de longueur 1, la mesure νb,I sur Td est sans atome. On suppose par
l’absurde que ce n’est pas le cas. Il existe alors I0 Ď R intervalle de longueur 1 tel que
βtb P B, νb,I0 a au moins un atomeu ą 0 p‹q
La première étape est de montrer que les νb,I sont tous atomiques, avec les mêmes
poids :
Lemme 5.9. Il existe un ensemble dénombrable S, une famille de coefficients pαiqiPS P
RSą0 tels que pour β-presque tout b P B, pour tout intervalle I Ď R de longueur 1,
il existe une famille pxiqiPS P pTdqS de points deux à deux distincts de Td tels que la
mesure νb,I est de la forme :
νb,I “
ÿ
iPS
αiδxi
Démonstration. Commençons par prouver que les νb,I sont atomiques. L’idée est de
décomposer νb comme somme d’une mesure dont la projection sur T
d est sans atome, et
d’une autre dont la projection sur Td est purement atomique, puis d’utiliser l’ergodicité
de ν pour montrer que la première est nulle.
Lemme 5.10. Pour β-presque tout b P B, il existe une décomposition
νb “ νnatb ` νatb
où νnatb , ν
at
b PMRadpTdˆRq, telle que pour tout I Ď R, νnatb,I est sans atome, νatb,I est ato-
mique. De plus, cette décomposition est unique et µ-équivariante : @βb P B, pb1q‹νnatTb “
νnatb , pb1q‹νatTb “ νatb .
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Preuve du lemme 5.10. Soit b P B tel que νbpTd ˆ .q “ leb. On pose Ab :“ tx P
Td, νbptxu ˆ Rq Ps0,`8squ, puis νatb :“ νb|AbˆR, νnatb :“ νb|AcbˆR. Par défintion, pour
tout intervalle I, les mesures νatb,I , ν
nat
b sont respectivement atomiques et sans atome.
L’unicité se vérifie directement. L’équivariance annoncée provient de l’équivariance des
νb, qui implique notamment que pour β-presque tout b P B, on a b1ATb “ Ab.
Montrons maintenant que β-presque sûrement, on a νb “ νatb . On pose νnat :“ş
B
νnatb dβpbq, νat :“
ş
B
νatb dβpbq. Ce sont des mesures µ stationnaires grâce à la relation
d’équivariance du lemme 2. De plus, νat ‰ 0 par hypothèse p‹q. On a ν “ νnat ` νat
donc par ergodicité de ν, il existe c ą 0 tel que ν “ cνat. Or les mesures limites de
νat sont les pνatb q. On en déduit que les νb,I “ cνatb,I sont atomiques, puis que νnatb “ 0.
Finalement, ν “ νat et pour β-presque tout b P B, νb “ νatb .
On prouve maintenant que les poids des atomes intervenant dans νb,I , où I Ď R est
un intervalle de longueur 1, ne dépendent pas de b et I. On rappelle qu’au vue de la
normalisation de ν, presque tous les νb,I sont de masse 1. Soit N ě 0, k “ pkiqiě1 P
t0, . . . , 2N ´ 1uN‹. On définit EN,k :“ Πiě1s ki2N , ki`12N s Ďs0, 1sN
‹
. On note EN,k Ď B l’en-
semble des b P B tels que les poids des atomes de νb,r0,1s classés par ordre décroissant
appartiennent à EN,k.
On a ainsi des partitions B “ E0,0, et EN,k “ >tEN`1,l, EN`1,l Ď EN,ku. De plus, à
N fixé, la probabilité β est concentrée sur une union finie d’ensembles EN,k où k varie
dans t0, . . . , 2N ´ 1uN‹ . On peut donc se donner une suite décroissante pEN,kpNqqNě0
(pour l’inclusion) telle que pour tout N ě 0, on a βpEN,kpNqq ą 0. Pour i ě 1, la
suite pk
pNq
i
2N
q P r0, 1sN‹ est de Cauchy, on note αi :“ limNÑ8 k
pNq
i
2N
. La suite des pαiq est
décroissante et
ř
iě1 αi “ 1 (en se rappelant que ν est normalisée, donc que les νb,r0,1s
sont tous de masse 1).
On pose S :“ ti ě 1, αi ą 0u et on vérifie que la famille de coefficients pαiqiPS
convient. Soit b P B β-typique, écrivons νb,r0,1s “
ř
iPJ1,pK ciδxi où p P N Y t8u, la suite
pciq est décroissante strictement positive, les xi sont deux à deux distincts. Soit N ě 0.
Comme βpEN,kq ą 0, il existe une extraction σ : N Ñ N telle que pour tout n ě 0,
T σpnqpbq P EN,k et χpb1 . . . bσpnqq Ñ
nÑ8 0 (par conservativité et ergodicité de la marche
χ‹µ sur R pour la mesure de lebesgue). De plus, on a l’égalité :
νb,r0,1s “ pb1 . . . bσpnqq‹νTσpnqb, r0,1s`ǫn
où ǫn “ χpb1 . . . bσpnqq.
Les poids des atomes de νb,r0,1s sont donc les mêmes que ceux de νTσpnqb, r0,1s`ǫn .
Comme on a normalisé ν pour avoir νpTdˆr0, 1sq “ 1, on a |νTσpnqb, r0,1s`ǫn´νTσpnqb,r0,1s| ď
ǫn. Le fait que T
σpnqpbq P EN,k implique alors que pour tout i P J1, pK, pour tout n ě 0
assez grand, on a
k
pNq
i
2N
´ ǫn ď ci ď k
pNq
i
`1
2N
` ǫn. On fait tendre n Ñ `8 pour obtenir
k
pNq
i
2N
ď ci ď k
pNq
i
`1
2N
, puis N Ñ `8 pour obtenir ci “ αi. On a montré que J1, pK Ď S et
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pour tout i P J1, pK, ci “ αi. Comme
ř
iPJ1,pK ci “ 1 “
ř
iPS αi, on a nécessairement que
J1, pK “ S, ce qui conclut la preuve du lemme 5.9.
La suite de la preuve consiste à montrer que les mesures νI PMfpTdq ne dépendent
pas de l’intervalle I de longueur 1. Cela implique qu’à I fixé, la mesure projetée νI est
µ-stationnaire sans atome, donc que les νb,I sont sans atomes (via Benoist-Quint). Pour
prouver que νI ne dépend pas de I, il suffit de remarquer que c’est le cas des mesures
limites νb,I .
Lemme 5.11. Pour β-presque tout b P B, pour tous intervalles I, J Ď R de longueurs
1 on a νb,I “ νb,J . En particulier, νI “ νJ .
Démonstration. Soit b P B comme dans le lemme 5.9 et tel que νbpTd ˆ .q “ leb. On
énumère l’ensemble des poids αi en une suite strictement décroissante a1 :“ maxαi ą
a2 :“ maxαiăa1 αi ą . . . éventuellement finie. On raisonne par couches en montrant
d’abord que les atomes de masse a1 de νb,I et νb,J sont les mêmes, puis que ceux de
masse a2 sont les mêmes etc.
Soit ǫ Ps0, a1´a2r. Pour tout x P Td tel que νb,Ipxq “ a1, on a νb,I` ǫpxq ě a1´ǫ ą a2
(car νbpTdˆ .q “ leb). On a ainsi νb,I` ǫpxq “ a1 d’après le lemme 5.9. Par symétrie, on
a donc montré que tx P Td, νb,I “ a1u “ tx P Td, νb,I`ǫ “ a1u. Par connexité de R, on
en déduit que tx P Td, νb,I “ a1u “ tx P Td, νb,J “ a1u.
On reprend ensuite le raisonnement précédant avec ǫ Ps0, a2´a3r, puis ǫ Ps0, a3´a4r,
etc. pour en déduire l’égalité des couches successives. Finalement, νb,I “ νb,J .
Enfin, νI “ νJ en intégrant l’égalité obtenue.
Corollaire. Pour I Ď R intervalle de longueur 1, la mesure νI est µ-stationnaire.
Démonstration. Soit A Ď Td mesurable. On a ş
G
g‹νIpAqdµpgq “
ş
G
νpg´1AˆIq dµpgq “ş
G
νpg´1Aˆ I ´ χpgqq dµpgq “ ş
G
pg‹νqpAˆ Iq dµpgq “ νIpAq.
Conclusion. Soit I0 l’intervalle mentionné au début de la preuve. Comme la mesure
νI0 sur T
d est finie, µ-stationnaire, sans atome, et comme µ est à support fini engendrant
un semi-groupe Γ :“ xsuppµy fortement irréductible, on a via Benoist-Quint [3] que
les mesures limites pνI0,bqbPB sont sans atome. Or pour β-presque tout b P B, on a
νb,I0 “ νI0,b. Cela génère une contradiction car on était parti de l’hypothèse qu’une
proportion non nulle de mesures pνb,I0qbPB avait au moins un atome, donc conclut la
preuve du théorème 5.1.
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6 Description des fibres
L’argument de dérive exponentielle repose sur une description précise des fibres du
système dynamique pB`, T`q introduit dans la section 4. Rappelons brièvement sa
définition. On s’est fixé une probabilité µ P PpSLdpZqq à support fini, on a noté Γ :“
xsupp µy le semi-groupe engendré par son support, et on s’est donné χ : Γ Ñ R un
morphisme de semi-groupes. Cela définit une action de Γ sur X :“ TdˆR via g.px, tq :“
pgx, t ` χpgqq, puis une marche aléatoire sur X de probabilités de transitions pµ ‹
δpx,tqqpx,tqPX . On a noté B “ ΓN‹ , β :“ µbN‹, T : B Ñ B, pbiqiě1 ÞÑ pbi`1qiě1 le shift. On
a introduit G :“ sΓZ Ď SLdpRq l’adhérence de Zariski de Γ puis des objets algrébiques
K, a, Σ, Π, P, etc. permettant d’exploiter la nature algébrique de G, ainsi que des
applications θ : B Ñ aF , O : B Ñ OrpRq. On s’est enfin donné une mesure de Radon
ν PMRadpXq µ-stationnaire, et une décomposition pνbqbPB de ν en mesures limites. Tout
cela a été possible sous l’hypothèse que Γ est fortement irréductible et χ‹µ P PpRq est
centrée.
Dans cette sous-section, on n’utilisera pas les définitions précises des applications θ
et O, ni les hypothèses faites sur µ.
Le système dynamique pB`, β`, T`q que nous considérons est donné par :
• B` “ B ˆ aF ˆOrpRq ˆX
• T` : B` Ñ B`, pb, z, O, xq ÞÑ pTb, z ´ θpbq, OOpbq´1, b´11 xq.
• β` :“ ş
B
δpb,z,Oq b νb dβpbqdlebaF pzqdhpOq
où lebaF et h sont des mesures de Haar sur a
F et OrpRq, fixées une fois pour toute. On
notera B` la tribu produit sur B`.
Dans un premier temps, on donne une description précise des fibres de pB`, β`, T`q
et de la désintégration de β` le long de celles ci. On voit ensuite pourquoi les fibres ne
peuvent pas s’accumuler dans des parties de petite mesure (ce qui est un phénomène
général).
6.1 Mesures conditionnelles le long des fibres
Soit c P B`, n ě 0. On appelle n-fibre passant par c l’ensemble
Fn,c :“ tc1 P B`, pT`qnpc1q “ pT`qnpcqu
Le lemme suivant affirme qu’on peut paramétrer Fn,c par Γ
n. On note
θnpbq :“
n´1ÿ
k“0
θpT kbq Onpbq :“ OpT n´1bqOpT n´2bq . . . Opbq
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Lemme 6.1. Pour c “ pb, z, O, xq P Bf , n ě 0, définissons
hn,c : Γ
n Ñ B`, a ÞÑ paT nb, z´θnpbq`θnpaT nbq, OOnpbq´1OnpaT nbq, a1 . . . anb´1n . . . b´11 .xq
où on a noté a “ pa1, . . . , anq et aT nb “ pa1, . . . , an, bn`1, bn`2, . . . q.
Alors hn,c est une bijection entre G
n et Fn,c.
Démonstration. C’est un calcul direct.
Désintégrons maintenant β` le long des fibres. Pour n ě 0, on noteQ`n :“ pT`q´npB`q.
C’est une sous tribu de B` dont l’atome contenant un point c P B` est exactement Fn,c.
Comme la mesure restreinte β`|Q`n est σ-finie, on peut se donner une décomposition de
β` en mesures conditionnelles par rapport à la sous tribu Q`n , que l’on note pβ`n,cqcPB` .
Rappelons que la famille pβ`n,cqcPB` est une famille Q`n -mesurable de mesures sur B`
telle que β` “ ş
B`
β`n,c dβ
`pcq et vérifiant pour β`-presque tout c que β`n,c est concentrée
sur Fn,c. De plus, une telle famille est unique (en dehors d’un ensemble β
`-négligeable)
et liée à la notion d’espérance conditionnelle : si ϕ : B` Ñ r0,`8s est une fonction
positive B`-mesurable, alors pour β`-presque tout c P B`, on a Epϕ|Q`n qpcq “ β`n,cpϕq.
Le lemme 6.1 identifie Fn,c à Γ
n. La mesure conditionnelle β`n,c PMpFn,cq correspond
alors à la probabilité µbn :
Lemme 6.2. Pour β`-presque tout c P B`, on a β`n,c “ phn,cq‹µbn
Démonstration. Il s’agit de vérifier que les phn,cq‹µbn vérifient les propriétés caractéri-
sant les mesures conditionnelles β`n,c. L’application hn,c ne dépend que de pT`qnpcq donc
la famille phn,cq‹µbn est Q`n,c-mesurable. Le lemme précédent garantit que ces mesures
sont concentrées sur les n-fibres. Pour conclure, on doit vérifier que
ş
B`
phn,cq‹µbn dβ`pcq “
β`. Soit ϕ : B` Ñ r0,`8s une application mesurable. En notant c “ pb, z, O, xq P B`,
en utilisant le théorème de Fubini, l’invariance des mesures Haar et l’équivariance des
mesures limites, on obtient :ż
B`
phn,cq‹µbnpϕqdβ`pcq
“
ż
B`
ż
Γn
ϕpaT nb, z ´ θnpbq ` θnpaT nbq, OOnpbq´1OnpaT nbq, a1 . . . anb´1n . . . b´11 xqdµbnpaqdβ`pcq
“
ż
B`
ż
Γn
ϕpaT nb, z, O, a1 . . . anb´1n . . . b´11 xq dµbnpaqdβ`pcq
“
ż
BˆaFˆOrpRq
ż
Γn
ż
X
ϕpaT nb, z, O, a1 . . . anb´1n . . . b´11 xq dνbpxqdµbnpaqdβpbqdlebaF pzqdhpOq
“
ż
BˆaFˆOrpRq
ż
Γn
ż
X
ϕpaT nb, z, O, xq dνaTnbpxqdµbnpaqdβpbqdlebaF pzqdhpOq
“
ż
BˆaFˆOrpRq
ż
X
ϕpaT nb, z, O, xq dνbpxqdβpbqdlebaF pzqdhpOq
“ β`pϕq
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La preuve de la dérive exponentielle se fera en restriction à une fenêtre W Ď B`
(formellement une partie B`-mesurable de mesure finie non nulle). On termine ce para-
graphe en désintégrant la mesure β`|W restreinte à la fenêtre par rapport aux morceaux
de fibres Fn,cXW . Pour cela, notons β`W :“ β`|W , Q`W,n :“ pQ`n q|W la tribu trace de Q`n
sur W , et pβ`W,n,cqcPW une décomposition de β`W en mesures conditionnelles par rapport
à la sous tribu Q`W,n. On pose par ailleurs Qn,c :“ ta P Γn, hn,cpaq PW u.
Le morceau de fibre Fn,cXW s’identifie à Qn,c. Le lemme suivant affirme qu’alors la
mesure conditionnelle β`W,n,c PMpFn,c XW q correspond à la mesure µbn|Qn,c normalisée.
Lemme 6.3. Soit Qn,c :“ ta P Γn, hn,cpaq P W u. Pour β`W -presque tout c P W , on a
µbnpQn,cq ą 0 et
β`W,n,c “ phn,cq‹
1
µbnpQn,cqµ
bn
|Qn,c
Démonstration. Au vu du lemme 6.2, il s’agit de montrer que pour β`W -presque tout
c PW , on a β`n,cpW q ą 0 et
β`W,n,c “
1
βn`,cpW q
pβ`n,cq|W
Vérifions la première assertion. On pose E :“ tc P B`, β`n,cpW q “ 0 u. Alors 0 “ş
E
β`n,cpW qdβ`pcq “
ş
E
Eβ`p1W |Q`n qpcqdβ`pcq “
ş
E
1W pcqdβ`pcq carE estQ`n -mesurable.
Ainsi, β`pE XW q “ 0.
Vérifions l’expression de β`W,n,c. Il s’agit de voir que la famille p 1β`n,cpW qpβ
`
n,cq|W qcPW
(définie pp) vérifie les propriétés caractérisant les mesures conditionnelles. Il est immé-
diat qu’elle est Q`W,n-mesurable, et que pour presque tout c P W , on a 1β`n,cpW qpβ
`
n,cq|W
concentré sur l’atome de Q`W,n contenant c. Par ailleurs, si ϕ : W Ñ r0,`8s est une
fonction positive B`|W -mesurable, on aż
W
pβ`n,cq|W pϕq
βn`,cpW q
dβ`pcq “
ż
B`
1W pcq Eβ`pϕ|Q
`
n qpcq
Eβ`p1W |Qn` qpcq
dβ`pcq
“
ż
B`
Eβ`p1W |Q`n qpcq
Eβ`pϕ|Q`n qpcq
Eβ`p1W |Qn` qpcq
dβ`pcq
“
ż
B`
Eβ`pϕ|Q`n qpcqdβ`pcq
“ β`pϕq
On a donc l’expression annoncée pour les mesures conditionnelles restreintes.
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6.2 Equirépartition des morceaux de fibres
Dans cette partie, on montre que les morceaux de fibres Fn,c XW du paragraphe pré-
cédent ne peuvent pas s’accumuler dans des parties de W de mesure trop petite. C’est
en fait un résultat général que nous allons expliquer dans un cadre abstrait. Soit pE, Eq
un espace mesurable, m PMσpE, Eq une mesure σ-finie sur pE, Eq, et T : E Ñ E une
application mesurable telle que T‹m “ m.
Cas probabilisé : équirépartition des fibres
Supposons mpEq “ 1. Pour c P E, n ě 0, on note toujours Fn,c :“ tc1 P E, T npc1q “
T npcqu la n-fibre passant par c.
On veut comprendre comment se répartissent les points de Fn,c dans E pour n grand
et c fixé. Pour cela, on introduit Qn :“ T´npEq sous tribu de E , dont l’atome contenant
c est exactement Fn,c. Alors, si on se donne une partie mesurable A P E , l’espérance
conditionnelle Emp1A|Qnqpcq décrit la proportion selonm d’éléments de Fn,c se trouvant
dans A. On énonce le théorème d’équirépartition des fibres de la façon suivante : on
note Q8 :“ Xně0Qn.
Théorème 6.4. Soit ψ P L1pE, E , mq. On a la convergence presque sûre :
Empψ|Qnq Ñ Empψ|Q8q
Démonstration. La suite de sous-tribus pQnqně0 est de plus en plus grossière. On ap-
plique un théorème de convergence des martingales (par rapport à des filtrations dé-
croissantes).
En restriction à une fenêtre : équirépartition des morceaux de fibres
Nous serons amenés à étudier les fibres d’un système dynamique en mesure infinie, et
plus précisément la façon dont ces fibres se répartissent dans une fenêtre de mesure
finie. Voyons que les résultats du cas probabilisé se transposent à ce cadre.
Reprenons les notations précédentes, mais avec m seulement supposée σ-finie. On se
donne W Ď E une partie mesurable de mesure finie non nulle.
On a alors un espace mesuré restreint pW, E|W , m|W q et des sous-tribus tracesQW,n :“
Qn|W , QW,8 :“
Ş
ně0QW,n. Alors, si on se donne une partie mesurable A P E|W , l’espé-
rance conditionnelle Em|W p1A|QW,nqpcq décrit la proportion d’éléments de Fn,c se trou-
vant dans A parmi ceux qui se trouvent dans la fenêtre W . On énonce le théorème
d’équirépartition des morceaux de fibres de la façon suivante :
Théorème 6.5. Soit ψ P L1pW, E|W , m|W q. On a la convergence presque sûre :
Em|W pψ|QW,nq Ñ Em|W pψ|QW,8q
Démonstration. C’est la même démonstration que dans le cas des fibres.
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Expliquons enfin pourquoi ce théorème affirme que les morceaux de fibres ne s’accu-
mulent pas dans des parties de W de mesure trop petite.
Corollaire 6.6. Soit ε ą 0, N Ď W une partie mesurable telle que mpNq ă ε2
2
. Alors
il existe K Ď W mesurable vérifiant mpW ´ Kq ă ε et un rang n0 ě 0 tels que pour
tout c P K, pour tout n ě n0, on a
Em|W p1N |QW,nqpcq ă ε
Remarque 6.7. L’énoncé du corollaire suppose qu’on a fixé des versions des espérances
conditionnelles Ep1N |QW,nq dans L 1m|W pW,QW,nq.
Démonstration. Notons ψ “ Em|W p1N |QW,8q P L 1m|W pW,QW,8q une version de l’espé-
rance conditionnelle de 1N par rapport àQW,8. C’est une fonction non négative telle queş
W
ψ dm|W ă ε22 . On en déduit que m|W tψ ě ε2u ă ε. Or d’après le théorème d’équiré-
partition des morceaux de fibres, on a la convergence presque sûre Em|W p1N |QW,nq Ñ ψ.
De plus, le théorème d’Egoroff donne l’existence d’une partie mesurable K Ď tψ ă ε
2
u
telle que mpW ´Kq ă ε et sur laquelle la convergence est uniforme. Il existe donc un
rang n0 ě 0 à partir duquel pour tout c P K, on a |Em|W p1N |QW,nqpcq ´ ψpcq| ă ε{2
puis Em|W p1N |QW,nqpcq ă ε.
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7 Théorème local limite
Cette partie prépare la preuve de la loi des angles donnée dans la section suivante.
On y prouve un théorème local limite qui permettra d’estimer selon quelle proportion
une fibre du système dynamique pB`, T`, β`q rencontre une fenêtre W Ď B` fixée au
préalable.
7.1 Rappels
On rappelle un théorème local limite avec déviations modérées démontré dans [5]. Les
notations de cette sous-section sont indépendantes de ce qui précède. On pourra se ré-
férer à [5] (sections 11, 15, 16) pour un exposé détaillé. Soit X un espace métrique com-
pact, Γ un semi-groupe localement compact à base dénombrable agissant continument
sur X, F un groupe fini, s : Γ Ñ F un morphisme de groupes, et f : X Ñ F, x ÞÑ fx
une application continue Γ-équivariante.
Plus tard, on spécifiera X “ G{Pc variété drapeau d’un groupe algébrique réel semi-
simple, Γ Ď G sous groupe discret Zariski-dense agissant sur X par multiplication à
gauche, F “ G{Gc, s, f les projections canoniques sur F .
On se donne une probabilité µ P PpΓq sur Γ, apériodique dans F (autrement dit,
le support de s‹µ egendre F et n’est contenu dans aucun translaté de sous-groupe
cocylique de F , hormis F tout entier). On suppose de plus que l’action de Γ sur X est
µ-contractante au dessus de F (i.e. que l’itération de la µ-marche sur X contracte la
distance sur chaque fibre de f , cf. [5], section 11.1 pour une définition précise). Dans
ce cas, X admet une unique probabilité µ-stationnaire que l’on note ν0 (cf. [5], lemme
11.5)
On se donne σ : Γ ˆ X Ñ Rd un cocycle continu tel que les fonctions σsup : Γ Ñ
r0,`8s, g ÞÑ supxPX ||σpg, xq|| et σlip : Γ Ñ r0,`8s, g ÞÑ sup
fx“fx1
||σpg,xq´σpg,x1q||
dpx,x1q sont µ-
presque sûrement bornées.
D’après ([5], 3.4.1), le cocycle σ est cohomologue à un cocycle σ0 : Γ ˆ X Ñ Rd
dont la fonction σ0,sup est µ-presque sûrement bornée et tel que l’application de dérive
X Ñ Rd, x ÞÑ ş
Γ
σ0pg, xqdµpgq est constante (on dit que σ est spécial). On notera
σµ :“
ż
ΓˆX
σpg, xq dµb ν0pg, xq P Rd
cette constante et
Eµ :“ VectRtσ0pg, xq ´ σµ, g P supp µ, x P supp ν0u
On a par ailleurs (via [5], corollary 15.10) l’existence d’un plus petit sous groupe
fermé de Rd, noté ∆µ, tel qu’il existe une fonction continue ϕ : supp ν0 Ñ Rd{∆µ et
une constante v P Rd{∆µ pour lesquels, pour tout g P supp µ, x P supp ν0 on a
σpg, xq mod ∆µ “ v ` ϕpxq ´ ϕpgxq
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Remarquons qu’à priori, ϕ n’admet pas de relevé à Rd. Le sous groupe ∆µ est appelé
image résiduelle du cocycle σ. On a de plus ∆µ Ď Eµ cocompact ([5], proposition 15.8).
On énonce maintenant le théorème local limite sous les hypothèse où Eµ “ Rd et
il existe une fonction continue rϕ0 : supp ν0 Ñ Rd telle que pour tout g P supp µ,
x P supp ν0 on a
σpg, xq mod ∆µ “ rϕ0pxq ´ rϕ0pgxq mod ∆µ
La première hypothèse garantit que la matrice de covariance Φµ :“ covµbν0pσ0q PMdpRq
est symétrique définie positive, et induit donc un produit scalaire sur Rd. C’est en
particulier un produit scalaire sur la composante neutre ∆µ,0 de ∆µ (qui est un sous-
espace vectoriel de Rd). On note πµ la mesure de Haar sur ∆µ qui donne le poids 1
aux cubes unités de Φµ|∆µ,0 . Dans le cas où ∆µ est discret, il s’agit de la mesure de
comptage. La mesure intervenant dans le théorème local limite est une moyenne de
translatés de πµ, définie pour C Ď Rd mesurable, par :
ΠµpCq :“
ż
X
πµpC ` rϕ0pxqq dν0pxq
On peut enfin énoncer un théorème local limite avec déviations modérées. Une dé-
monstration se trouve dans [5] (theorem 16.1).
Théorème 7.1. Fixons une partie convexe bornée C Ď Rd et une constante R ą 0. On
se donne un point x P supp ν0, une suite de vecteurs pvnq P pRdqN telle que ||vn||Φµ ď
R
?
n logn pour tout n ě 1. Alors on a la convergence :
p2πnq d2 e 12n ||vn||2Φµµ‹npg P Γ, σpg, xq´ nσµ P C ` vnq ´ΠµpC ` vn` nσµ ´ rϕ0pxqq Ñ
nÑ`8 0
De plus, cette convergence est uniforme en le point x P supp ν0 et en la suite pvnq
satisfaisant l’hypothèse de domination (avec R fixé au préalable.)
7.2 Taille des morceaux de fibres
On revient au cadre de la marche sur TdˆR. On se donne µ P PpSLdpZqq une probabilité
à support fini engendrant un sous semi-groupe Γ Ď SLdpZq dont l’adhérence de Zariski
G :“ sΓZ Ď SLdpRq est semi-simple, et χ : Γ Ñ R un morphisme de semi-groupes tel
que la probabilité image χ‹µ P PpRq est centrée. Pour prouver la dérive exponentielle,
on pourra toujours se ramener au cas où µpeq ą 0 (qui implique que µ est apériodique
dans F :“ G{Gc) et χ ı 0. On fera donc ces hypothèses, qui simplifient les énoncés et
les preuves dans la suite.
On reprend les notations de la section 4. Nous allons appliquer les rappels précédents
à la variété drapeau P :“ G{Pc munie de l’action de Γ par translation, les morphismes
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s : Γ Ñ F , f : P Ñ F désignant les projections canoniques dans F . L’application f
est bien continue Γ-équivariante.
L’action de Γ sur P est µ-contractante au dessus de F (cf. [5], 13.2), on note
νP P PpPq l’unique probabilité µ-stationnaire sur P. Soit aF :“ tx P a, F.x “ xu
le sous espace vectoriel de a fixé par F , σ : G ˆ P Ñ a le cocycle d’Iwasawa, σF :“
1
|F |ΣfPF f.σ : GˆP Ñ aF son projeté sur aF . On introduit
σF,χ : ΓˆP Ñ aF ˆ R, pg, xq ÞÑ pσF pg, xq, χpgqq
Alors σF,χ est un cocycle continu dont les fonctions pσF,χqsup et pσF,χqlip sont µ-presque
sûrement bornées (car c’est le cas pour σ, cf [5], 13.1). De plus, comme le vecteur de
Lyapunov σµ :“ µbνPpσq P aF est F -invariant et comme la probabilité χ‹µ est centrée,
la moyenne pσF,χqµ :“ µb νPpσF,χq de σF,χ est donnée par pσF,χqµ “ pσµ, 0q.
On va prouver un théorème local limite pour σF,χ. La première étape sera de démon-
trer le lemme suivant :
Lemme 7.2. Pour le cocycle σF,χ : G ˆP Ñ aF ˆ R, nous avons :
• Eµ “ aF ˆ R.
• Si ĘχpΓq “ R, alors ∆µ “ aF ˆ R.
• Si χpΓq Ď R est discret, alors ∆µ “ aF ˆ kχpΓq pour un certain k ě 1.
Notons l :“ dimR aF , fixons une fois pour toute Πµ PMRadpaF ˆ Rq une mesure de
Haar sur aF ˆĘχpΓq, ainsi qu’une norme sur a,. Nous déduirons du lemme précédent que
quitte à normaliser Πµ, on a un théorème local limite avec déviations modérées pour le
cocycle σF,χ :
Théorème 7.3 (TLL pour TdˆR ). Fixons des parties convexes bornées U Ď aF , I Ď R
et une constante R ą 0. On se donne un point x P supp νP , et des suites punq P paF qN,
ptnq P RN telles que ||an||, |tn| ď R
?
n log n pour tout n ě 1. Alors on a la convergence :
p2πnq l`12 e 12n ||pun,tnq||2Φµµ‹npg P Γ, σF pg, xq´nσµ P U`un, χpgq P I`tnq´ΠµpUˆI`tnq Ñ
nÑ`8 0
De plus, cette convergence est uniforme en le point x P supp νP et en les suites
punq, ptnq satisfaisant l’hypothèse de domination (avec R fixé au préalable.)
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Preuve du lemme 7.2
On montre d’abord que l’hypothèse µpeq ą 0 simplifie la caractérisation de ∆µ. C’est
un phénomène général, on reprend donc momentanément les notations de 7.1.
Lemme 7.4 (“v “ 0, g P Γ”). Supposons que supp µ engendre Γ comme semi-groupe,
et µpeq ą 0. Alors ∆µ est le plus petit sous-groupe fermé ∆ Ď Rd tel qu’il existe une
application continue ϕ : supp ν0 Ñ Rd{∆ vérifiant pour tout g P Γ, x P supp ν0 :
σpg, xq mod ∆ “ ϕpxq ´ ϕpgxq
Démonstration. Il est clair qu’un tel sous groupe ∆ vérifie la propriété pour laquelle ∆µ
est un minorant global (définie dans le rappel). On a donc ∆ Ě ∆µ. Par ailleurs, ∆µ
lui même vérifie la propriété du lemme. En effet, par définition, il existe une fonction
continue ϕ : supp ν0 Ñ Rd{∆µ et une constante v P Rd{∆µ pour lesquels, pour tout
g P supp µ, x P supp ν0 on a
σpg, xq mod ∆µ “ v ` ϕpxq ´ ϕpgxq
Appliqué en g “ e P supp µ, on obtient que v “ 0. On en déduit alors par la propriété
de cocycle et le fait que supp ν0 est Γ-invariant que σpg, xq mod ∆ “ ϕpxq ´ ϕpgxq
pour tout g P Γ, x P supp ν0
On revient au cadre de la section 7.2. En particulier, σ désigne le cocycle d’Iwasawa.
Lemme 7.5 (Apériodicité d’un projeté du cocycle d’Iwasawa). Soit b Ď a un sous-
espace vectoriel et p : a Ñ b un projecteur sur b. Alors pour le cocycle p˝σ : GˆP Ñ b,
nous avons
∆µpp ˝ σq “ Eµpp ˝ σq “ b
C’est en particulier le cas pour le cocycle projeté σF .
Démonstration. Remarquons que p ˝ σ est bien un cocycle continu dont les fonctions
pp ˝ σqlip et pp ˝ σqsup sont µ-presque sûrement bornées. Les notations ∆µpp ˝ σq et
Eµpp ˝ σq ont donc bien un sens. Le reste est une conséquence de l’apériodicité du
cocycle d’Iwasawa (voir [4], proposition 17.1). En effet, soit ∆ Ď b un sous groupe
fermé et ϕ : supp νP Ñ b{∆ une fonction continue telle que pour tout g P supp Γ,
x P supp νP on a
p ˝ σpg, xq mod ∆ “ ϕpxq ´ ϕpgxq
Alors, pour tout g P supp Γ, x P supp νP on a
σpg, xq mod Ker p`∆ “ ϕpxq ´ ϕpgxq
où on voit ϕ comme une fonction à valeurs dans a{pKer p`∆q ” b{∆. On en déduit
que Ker p`∆ Ě ∆pσq “ a puis que ∆ “ b.
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Lemme 7.6. On a l’inclusion : aF ˆ t0u Ď ∆µ
Démonstration. L’idée est de restreindre σF,χ en un cocycle pour lequel χ “ 0 puis
d’utiliser l’apériodicité d’un projeté du cocycle d’Iwasawa. La difficulté est que Γ n’est
pas un groupe à priori mais seulement un semi-groupe, si bien que l’ensemble d’an-
nulation tχ “ 0u pourrait être trivial, et ce même en sachant que Γ est Zariski-dense
dans G semi-simple (considérer par exemple : G “ SL2pRq, Γ Ď SL2pRq semi-groupe
Zariski-dense, librement engendré par deux éléments a0, a1 et définir χ tel que χpa0q “ 1,
χpa1q “ ´
?
2).
Pour contourner cette difficulté, on note tg1, . . . , gsu :“ supp µ, on introduit L :“
xa1, . . . , asy le groupe libre à s générateurs a1, . . . , as, on pose µL P PpLq la probabilité
sur L donnée par µLpaiq “ µpgiq et on fait agir L sur la variété drapeau P via le mor-
phisme de groupes L Ñ G, ai ÞÑ gi. Comme les marches sur P données par pL, µLq et
pΓ, µq coïncident, on a en particulier que ∆µL “ ∆µ. Dans la suite, on notera abusive-
ment Γ Ď L le sous semi-groupe de L engendré par a1, . . . , as, xΓy “ L et χ : xΓy Ñ R
le morphisme défini par χpaiq “ χpgiq.
D’après le lemme 7.4, il existe une application continue ϕ : supp νP Ñ paF ˆRq{∆µ
vérifiant pour tout g P Γ, x P supp νP :
pσF pg, xq, χpgqq mod ∆µ “ ϕpxq ´ ϕpgxq (˚)
En remplaçant x par g´1x, on obtient
p´σF pg´1, xq, χpgqq mod ∆µ “ ϕpg´1xq ´ ϕpxq
puis, ∆µ étant stable par passage à l’opposé :
pσF pg´1, xq, χpg´1qq mod ∆µ “ ϕpxq ´ ϕpg´1xq
Ainsi la relation p˚q est également satisfaite pour g´1, puis finalement pour tout
g P xΓy, x P supp νP . Considérons le sous groupe Γ0 :“ tχ “ 0u Ď xΓy. Il contient
le sous groupe dérivé rxΓy, xΓys. Sa réalisation dans G (via le morphisme L Ñ G)
a donc pour adhérence de Zariski un sous groupe G0 qui contient rG,Gs, et est en
particulier d’indice fini dans G (qui est semi-simple). On se donne une probabilité µ0 P
PpΓ0q à support fini engendrant un sous groupe Zariski dense dans G0, et apériodique
dans F0 :“ G0{Gc. La marche pΓ0, µ0q est ainsi contractante sur P0 :“ G0{Pc au
dessus de F0, d’unique probabilité stationnaire notée νP0 P PpP0q. On note ∆µ0 Ď aF
l’image résiduelle du cocycle pσF,χq|Γ0ˆP0 . Comme supp νP Ď P est xΓy-invariant, il
est en particulier Γ0-invariant, donc supp νP0 Ď supp νP . La relation p˚q entraine alors
l’inclusion : ∆µ0 Ď ∆µ.
Il suffit donc de vérifier que ∆µ0 “ aF ˆ t0u pour terminer la preuve. Comme
ImpσF,χq|Γ0ˆP0 Ď aF ˆ t0u, on a par minimalité que ∆µ0 Ď aF ˆ t0u, si bien que
∆µ0 “ ∆ ˆ t0u où ∆ Ď aF est un sous groupe fermé de aF . Mais ∆ contient l’image
essentielle de pσF q|Γ0ˆP0 pour la µ0-marche, donc ∆ “ aF d’après le lemme 7.5, ce qui
conclut.
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Corollaire 7.7. Eµ “ aF ˆ R.
Démonstration. Rappelons que
Eµ :“ VectRtpσF pg, xq ´ σµ, χpgqq, g P suppµ, x P supp νPu
C’est un sous espace vectoriel de aF ˆ R qui contient ∆µ donc aF ˆ t0u. Par ailleurs,
comme χ est non trivial par hypothèse, Eµ n’est pas inclus dans a
F ˆ t0u. Finalement
Eµ “ aF ˆ R.
Corollaire 7.8.
Si ĘχpΓq “ R, alors ∆µ “ aF ˆ R.
Si χpΓq Ď R est discret, alors ∆µ “ aF ˆ kχpΓq pour un certain k ě 1.
Démonstration. ∆µ est un sous groupe fermé cocompact de Eµ “ aF ˆ R et contient
aF ˆt0u. Il est donc de la forme ∆µ “ aF ˆR ou ∆µ “ aF ˆ cZ pour un c ą 0. Comme
∆µ Ď aF ˆĘχpΓq par minimalité, on obtient directement l’expression de ∆µ lorsque χpΓq
est discret. On traite maintenant le cas où χpΓq est dense dans R en supposant par
l’absurde que ∆µ “ aF ˆ cZ pour un c ą 0.
Par définition de ∆µ, il existe une fonction continue ϕ : supp νP Ñ R{cZ telle que
pour tout g P Γ, x P supp νP
χpgq mod cZ “ ϕpxq ´ ϕpgxq
On enrichit cette égalité en reprenant le groupe L introduit dans la preuve du
lemme 7.6. Comme montré alors, la relation précédente est valable pour tout g P L,
x P supp νP . On obtient en particulier pour tout g P rL,Ls, x P supp νP , l’égalité
ϕpxq “ ϕpgxq.
On en déduit que ϕ est constante sur chaque composante connexe de P. Considérons
le sous groupe Γ1c :“ xΓXGcy de Gc généré par ΓXGc et son groupe dérivé rΓ1c,Γ1cs Ď Γ1c.
Le paragraphe précédent implique que ϕ est invariante sous l’action de rΓ1c,Γ1cs. On se
ramène ainsi à vérifier que rΓ1c,Γ1cs agit minimalement sur chaque composante f X
supp νP où f P F . Notons Pc :“ Gc{Pc et ΛΓ1c Ď Pc l’ensemble limite associé au sous
groupe Zariski-dense Γ1c Ď Gc. On trouve dans [4] la description suivante : supp νP “
>fPFΛΓ1cf . Par ailleurs rΓ1c,Γ1cs est aussi Zariski-dense dans Gc (en se rappelant que G
est semi-simple), et a même ensemble limite que Γ1c (étant distingué dans Γ
1
c). Il agit
donc minimalement sur les composantes f X supp νP “ ΛΓ1cf ce qui prouve le résultat
annoncé.
Finalement, on conclut que χ est à valeurs dans un nombre fini de translatés de cZ
ce qui contredit la densité de χpΓq dans R.
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Preuve du théorème 7.3
L’enjeu de la preuve est de montrer qu’on peut choisir la fonction rϕ0 qui apparait dans
le théorème local limite à valeurs dans aF ˆĘχpΓq et de sorte que la mesure Πµ qu’elle
induit est une mesure de Haar sur aF ˆĘχpΓq. On conclut alors par une application
directe du théorème 7.1, avec C :“ U ˆ I et vn :“ un ` tn.
Supposons χpΓq dense dans R. D’après le lemme 7.2, on peut choisir la fonction rϕ0
identiquement nulle, et la mesure Πµ induite coïncide alors avec πµ, i.e. est la mesure
de Haar sur aF ˆ R qui donne masse 1 aux cubes unités de ∆µ,0.
Supposons χpΓq discret dans R. On peut supposer χpΓq “ Z. On commence par
construire une bonne fonction rϕ0. Le lemme 7.2, combiné au lemme 7.4, donne l’exis-
tence d’une fonction continue ϕ : supp νP Ñ R{kZ telle que pour g P supp Γ,
x P supp νP on a χpgq mod kZ “ ϕpxq ´ ϕpgxq.
En raisonnant comme dans la preuve du corollaire 7.8, on constate que ϕ est constante
sur chaque composante f X supp νP où f P F . On peut donc relever ϕ en une fonc-
tion rϕ : P Ñ R localement constante telle que pour tout g P Γ, x P P, on ait χpgq
mod kZ “ rϕpxq ´ rϕpgxq mod kZ. Quitte à imposer rϕ|Pc “ 0, on peut supposer rϕ à
valeurs dans χpΓq “ Z. On pose rϕ0 : P Ñ aF ˆ R, x ÞÑ p0, rϕpxqq, fonction localement
constante telle que pour tout g P G, x P P,
σF,χpg, xq mod ∆µ “ rϕ0pxq ´ rϕ0pgxq mod ∆µ
Notons lebaF la mesure de Lebesgue sur a
F donnant masse 1 aux cubes unités de
Φµ|aFˆt0u. On a par définition πµ :“ lebaFb
ř
jPkZ δj , puis Πµ “ lebaFb 1|F |
ř
fPF
ř
jPkZ δj´rϕpfq.
De plus, pour g P Γ, on a
Πµt. ´ p0, χpgqqu “ lebaF b 1|F |
ÿ
fPF
ÿ
jPkZ
δj´rϕpfq`χpgq
“ lebaF b 1|F |
ÿ
fPF
ÿ
jPkZ
δj´rϕpgfq
“ Πµ
La mesure Πµ est donc χpΓq-invariante, i.e. de la forme Πµ “ c lebaF b
ř
jPZ δj pour un
c ą 0.
.
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8 Loi des angles et contrôle de la dérive
Reprenons le schéma de preuve de la dérive exponentielle expliqué à la fin de la section
4. On dispose de points c “ pb, z, O, xq, cp “ pb, z, O, x ` upq P B` où up P Rd, est
très petit, et agit sur la coordonnée en Td. C’est le terme de dérive. Pour n ě 0, nous
avons vu dans la section précédente que les n-fibres passant par c et cp sont paramétrées
par Γn. Etant donné a P Γn, les points des n-fibres correspondants diffèrent seulement
d’un nouveau terme de dérive, donné par : Dn,c,cppaq “ a1 . . . anb´1n . . . b´11 up P Rd.
L’objectif de cette section est de contrôler la norme et la direction de la dérive pour n
grand, lorsqu’on ne voit les fibres qu’à travers une fenêtre W Ď B` de mesure finie. On
montrera notamment que la norme croît exponentiellement avec n, justifiant le nom de
dérive exponentielle.
La section (8.1) introduit une notion de points de densité et explique comment
ils conditionnent la croissance de la norme et la contraction des directions dans une
représentation.
La section (8.2) décrit la loi asymptotique de ces points de densité.
La section (8.3) est un préliminaire technique à la section (8.4).
La section (8.4) décrit la loi asymptotique des points de densité le long des morceaux
de fibres : c’est la loi des angles.
La section (8.5) décrit la divergence de la projection de Cartan le long des morceaux
de fibres.
La section (8.6) conclut en démontrant les théorèmes de contrôle annoncés.
A partir de la section p8.4q, les énoncés deviendront plus complexes. Pour les alléger,
on utilisera la notation “Soit c P B` β`-typique” pour signifier que les propriétés qui
suivent sont valables pour β`-presque tout point c P B`.
8.1 Points de densité
Soit G un sous groupe algébrique réel semi-simple (implicitement linéaire, on spécifiera
plus tard G “ sΓZ Ď SLdpRq). On se donne pour G des objets K, a, A, Σ, Π, P ,
P “ G{Pc, etc. comme dans les rappels algébriques de la section 4. On réalise G via un
plongement G ãÑ SLpV0q, où V0 est un R-espace vectoriel de dimension finie. On peut
munir V0 d’un produit scalaire x., .y tel que K Ď OpV0q, A Ď SympV0q ([5], 8.9). En
considérant la décomposition de Cartan, on constate que le groupe G est alors stable
par transposition : G “ tG.
Rappelons que la décomposition de Cartan introduite dans la section 4 est donnée
par l’égalité G “ K exppa`qKc. Cependant, nous aurions très bien pu considérer la
décomposition duale G “ Kc exppa`qK. Cette dernière fournit une notion de projection
de Cartan κ1 liée à κ via l’action de F : si g P G, κ1pgq “ fg.κpgq où G Ñ F, f ÞÑ fg
est la projection canonique. Nous allons définir des points de densité pour ces deux
décompositions et voir comment ils sont liés par l’action de F .
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Soit g P G. La décomposition de Cartan permet d’écrire g sous la forme
g “ kcgmg exppxgqlcg
où kcg, l
c
g P Kc, mg PM “ K X P , xg P a`.
On a alors automatiquement une décomposition duale de g et des décompositions
de tg via les égalités :
g “ kcg exppfg.xgqmglcg
tg “ plcgq´1m´1g exppfg.xgqpkcgq´1
tg “ plcgq´1 exppxgqm´1g pkcgq´1
On choisit alors pour tout g P G, une décomposition g “ kcgmg exppxgqlcg comme ci
dessus de sorte que la fonction g ÞÑ pkcg, mg, xg, lcgq soit mesurable et compatible avec la
transposition : pkctg, mtg, xtg, lctgq “ plcgq´1, m´1g , fg.xg, pkcgq´1q. On définit alors les points
de densité annoncés en notant ξ0 :“ Pc{Pc P P le drapeau standard et en posant :
ξ`g :“ kcgmgξ0, ξ´g :“ pmglcgq´1ξ0, η`g :“ kcgξ0, η´g :“ plcgq´1ξ0
On a ξ`g , ξ
´
g P P, η`g , η´g P Pc “ Gc{Pc et les relations ξ`g “ η`g fg, ξ´g “ η´g f´1g . De
plus, la compatibilité des décompositions choisies entraine que ξt`g “ ξ´g , ηt`g “ η´g .
Soit pV, ρq une représentation algébrique irréductible de Gc, r :“ dimprox ρpGcq sa
dimension proximale, ω P a‹ son plus haut poids. On note pW, ρq :“ IndGGcpV, ρq sa
représentation induite (voir p4.1q). On munit W d’un “bon” produit scalaire i.e. choisi
tel que ρpKq Ď OpW q, ρpAq Ď SympW q et les sous espaces pV fqfPF décomposant W
sont deux à eux orthogonaux. On se donne g P G, v P V et on veut estimer la norme
et la direction ρpgqv P V . Cela est possible lorsque v est suffisament éloigné d’un sous-
espace vectoriel V ´g Ď V . Plus précisément, on note V U :“ tv P V, ρpUqv “ vu (sous
espace propre du plus haut poids ω de ρ, de dimension r), et on pose :
W`g :“ ρpkcgmgqV U P GrpW q, V ´g :“ pplcgq´1V UqK X V P Gn´rpV q
On peut les appeler respectivement espace attracteur et espace répulsif de ρpgq dans
W . Ils sont liés au points de densités ξ`g et η
´
g : en notant ξ ÞÑ Vξ le morphisme
G-équivariant de P dans GrpW q vérifiant Vξ0 “ V U (voir 4.1), on a W`g “ Vξ`g ,
V ´g “ V Kη´g X V . On remarquera que les intersections avec V dans les définitions de V
´
g
sont là pour garantir que V ´g ne rencontre aucun autre sous-espace V
f Ď W que V ,
autrement dit on considère l’orthogonal au sein de V et non de W .
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Lemme 8.1 (Croissance et contraction). Supposons la représentaiton ρpGcq non bornée
dans SLpV q (ou de manière équivalente r ă dimV ). Alors pour, g P G, v P V ´ t0u,
on a :
• eωpκpgqq||v||dpRv, V ´g q ď ||ρpgqv|| ď eωpκpgqq||v||
• dpρpgqRv,W`g q ď 1dpRv,V ´g q maxαPΠ e
´αpκpgqq
Remarque 8.2. 1q Le terme eωpκpgqq n’est autre que ||ρpgq|V || (cf. lemme 4.5). Le pre-
mier point compare donc ||ρpgqv|| et ||ρpgq|V || ||v||.
2q On pourrait formuler un lemme similaire contrôlant ρpgqw pour w P V f´1g , à l’aide
de Vη`g , Vξ´g .
3q La distance sur l’espace projectif PpW q est donnée par dpRw,Rw1q :“ ||w^w1||||w||||w1|| , et
si E Ď W est un sous-espace vectoriel, on définit dpRw,Eq :“ infRw1ĎE dpRw,Rw1q.
4q Le lemme 8.1 reste vrai lorsqu’on remplace V et W par une même représentation
fortement irréductible V de G, munie d’un produit scalaire K-invariant tel que les
éléments de A sont auto-adjoints. Les espaces attractif et répulsif de g P G sont définis
de même par V `g :“ Vξ`g p“ Vη`g q, V ´g :“ V Kη´g p“ V
K
ξ´g
q. La version fortement irréductible
se déduit du lemme précédent en utilisant l’application Ψ du lemme 4.4.
Démonstration. En remarquant que kgmg n’intervient pas dans les inégalités et quitte à
remplacer v par plcgq´1v, on pourra supposer que g “ a P exppa`q. Par abus de notation,
on écrira V Kξ0 pour désigner V
K
ξ0
X V . On décomposera v P V en v “ v0` vK0 où v0 P Vξ0,
vK0 P V Kξ0 .
Le premier point demande de vérifier que ||ρpaqv|| ě eωpκpaqq ||v||dpRv, V Kξ0 q. On a
dpRv, V Kξ0 q “ ||v0||||v|| . Par ailleurs, en remarquant que ρpaq stabilise Vξ0 et V Kξ0 , on obtient
||ρpaqv|| ě ||ρpaqv0|| “ eωpκpaqq||v0|| “ eωpκpaqq||v||dpRv, V Kξ0 q. Cela prouve le premier
point.
Le deuxième point demande de vérifier que dpρpaqRv, Vξ0q ď 1dpRv,V K
ξ0
q maxαPΠ e
´αpκpaqq.
On a dpRv, V Kξ0 q “ ||v0||||v|| De même, comme ρpaq stabilise Vξ0 et V Kξ0 , on peut écrire
dpρpaqRv, Vξ0q “ ||ρpaqv
K
0
||
||ρpaqv|| . On veut donc montrer que
||ρpaqvK0 ||
||ρpaqv||
||v0||
||v|| ď maxαPΠ e
´αpκpaqq
Mais ||ρpaqv|| ě ||ρpaqv0|| “ eωpκpaqq||v0|| donc ||v0||||ρpaqv|| ď e´ωpκpaqq. Notons ωi P a‹, i P I
les poids de la représentation pV, ρ|Gcq autres que ω. Comme ρpGcq n’est pas borné, on
a r :“ dimprox ρpGcq ă dim V donc I ‰ H. Par définition du plus haut poids, on a pour
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tout i P I, l’écriture ω ´ ωi “
ř
αPΠ kα,iα où kα,i P N. Décomposons vK0 en vecteurs
propres vK0 “
ř
iPI v
K
0,i avec ρpaqvK0,i “ eωipκpaqqvK0,i et les v0,i deux à deux orthogonaux
(quitte à en choisir certains nuls pour qu’il n’y en ait qu’un par valeur propre). Alors
||e´ωpκpaqqρpaqvK0 ||2 “
ÿ
iPI
e´2pω´ωiqpκpaqq||vK0,i||2 ď max
αPΠ
e´2αpκpaqq
ÿ
iPI
||vK0,i||2
car I ‰ H et κpaq P a`. Comme řiPI ||vK0,i||2 ď ||v||2, on obtient finalement que
||ρpaqvK
0
||
||ρpaqv||
||v0||
||v|| ď maxαPΠ e´αpκpaqq, prouvant le point 2.
Dans la suite on revient au cadre de la marche sur TdˆR correspondant à V0 “ Rd,
G :“ sΓZ Ď SLpV0q, groupe semi-simple, non borné, fortement irréductible sur V0.
Le dernier lemme montre que la dérive a1 . . . anb
´1
n . . . b
´1
1 up P V0 est contrôlée par la
position de l’espace répulsif pV0q´a1...an par rapport à b´1n . . . b´11 up, et par les évaluations
αpκpa1 . . . anqq P R`. La section est essentiellement consacrée à décrire la distribution
des espaces répulsifs pV0q´a1...an . Cet objectif sera atteint à travers la loi des angles. On
montrera aussi que les αpκpa1 . . . anqq tendent vers `8, puis les théorèmes de contrôle
annoncés.
8.2 Convergence des points de densité
Les notations sont celles des sous-sections p4.1q et p8.1q. On reprend le groupe algébrique
réel semi-simple G de p8.1q, on se donne µ P PpGq une probabilité sur G à support fini
et apériodique dans F :“ G{Gc. Cette dernière hypothèse signifie que supp µ engendre
un sous-groupe Zariski dense de G et que son image dans F par la projection naturelle
n’est pas inclus dans le translaté d’un sous groupe propre cocyclique de F . Elle est par
exemple vérifiée si µpeq ą 0 (ce que l’on peut supposer pour prouver le théorème 1.1). On
note B :“ GN‹ , β :“ µbN‹ P PpBq, T : B Ñ B, pbiqiě1 ÞÑ pbi`1qiě1 le shift unilatère. On
rappelle que la variété drapeauP :“ G{Pc admet une unique probabilité µ-stationnaire,
notée νP P PpPq, et que ses mesures limites s’écrivent β-presque sûrement νP,b “
1
|F |
ř
fPF δξb.f avec ξb P Pc :“ Gc{Pc. Nous allons voir que les points de densité ξ`b1...bn
approximent bien les drapeaux limites ξb.fb1...bn si n est assez grand. On notera ξb,f :“
ξb.f .
Lemme 8.3. Soit pV, ρq une représentation irréductible proximale de Gc, pW, ρq :“
IndGGcpV, ρq sa représentation induite. Il existe une constante ε ą 0 et un rang n0 ě 0
tels que pour tout n ě n0, on a :
βpb P B, dpVξ`
b1...bn
, ρpb1 . . . bnqVξTnbq ď e´εnq ě 1´ e´εn
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Démonstration. On peut supposer dim V ě 2. L’hypothèse de proximalité implique
alors que l’image ρpGcq n’est pas bornée. On peut donc appliquer le lemme 8.1 qui
donne la majoration
dpVξ`
b1...bn
, ρpb1 . . . bnqVξTnbq ď
1
dpVξTnb, V ´b1...bnq
max
αPΠ
e´αpκpb1...bnqq
La régularité Hölder des mesures stationnaires sur les espaces projectifs ([5], sec-
tion 14.1, appliquée à pGc, µGcq) affirme que la loi image de β par l’application B Ñ
PpV q, b ÞÑ Vξb est Hölder régulière. Cela signifie qu’ il existe des constantes C, s ą 0
telles que pour tout r ą 0, pour tout hyperplan H Ď V ,
βpb P B, dpVξb, Hq ď rq ď Crs
En particulier, pour tout r ą 0, on a
βpb P B, dpVξTnb, V ´b1...bnq ą e´rnq ě 1´ Ce´rsn
Par ailleurs, le principe des grandes déviations ([5], 13.6) affirme que pour t ą 0, il
existe un rang n0 ě 0 et une constante δ ą 0 tels que pour n ě n0 :
βpb P B, ||κpb1 . . . bnq ´ nσµ||
n
ď tq ě 1´ e´δn
Rappelons que le vecteur de Lyapunov σµ est dans l’intérieur de la chambre de Weyl
a`, autrement dit que m :“ minαPΠ αpσµq ą 0 ([5], 10.4). On peut donc choisir le
paramètre r ă 1
3
m, et le paramètre t ą 0 de sorte que pour tout x P a tel que ||x|| ď t,
on a |αpxq| ď 1
3
m. On déduit alors de ce qui précède que pour tout n ě n0,
βpb P B, dpVξ`
b1...bn
, ρpb1 . . . bnqVξTnbq ď e´n
m
3 q ě 1´ Ce´rsn ´ e´δn
Cela conduit au résultat en choisissant ε ą 0 assez petit puis n0 ě 0 assez grand.
On déduit du lemme précédent l’approximation des drapeaux limites pξb,fqbPB,fPF
par les points de densités.
Corollaire 8.4. Il existe une constante ε ą 0 et un rang n0 ě 0 tels que pour tout
n ě n0, on a :
βpb P B, @p ě n, dpξ`b1...bp, ξb,fb1...bp q ď e´εpq ě 1´ e´εn
Démonstration. On a vu dans p4.1q que la variété drapeau admet un plongement
P ãÑ >fPFΠαPΠPpV fα q, ξ ÞÑ pVα,ξq
où les Vα sont des représentations proximales irréductibles de Gc, et que la distance sur
P est définie via ce plongement. En appliquant le lemme précédent aux représentations
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Vα, et en se rappelant que b1 . . . bnξTnb “ ξb,fb1...bn β-ps, on obtient qu’il existe une
constante ε ą 0 et un rang n0 ě 0 tels que pour tout n ě n0, on a :
βpb P B, dpξ`b1...bn , ξb,fb1...bn q ď e´εnq ě 1´ e´εn
Le corollaire en découle directement : pour n ě n0,
βpb P B, Dp ě n, dpξ`b1...bp , ξb,fb1...bp q ą e´εpq ď
ÿ
pěn
e´εp
“ e
´εn
1´ e´ε
d’où résultat en passant au complémentaire (quitte à diminuer la valeur de ε ą 0,
augmenter le rang n0 ě 0).
On en déduit la loi des points de densité pξ`b1...bnq pour n grand.
Corollaire 8.5. Soit ϕ P C0pPq. Alorsż
B
ϕpξ`b1...bnqdβpbq Ñ νPpϕq
Remarque 8.6. La relation η`g fg “ ξ`g entraine que
ş
B
ϕpη`b1...bnqdβpbq Ñ νPcpϕq.
Démonstration. D’après le corollaire 8.4, il suffit de noter νn P PpPq la loi de ξb,fb1...bn
quand b varie suivant β et de montrer que νnpϕq Ñ νPpϕq. Or on a l’égalité β-presque
sûre ξb,fb1...bn “ b1 . . . bnξTnb. Cela entraîne νn “ µ‹n ‹ νPc . Comme l’action de Γ sur P
est µ-contractante au dessus de F , et comme µ est apériodique dans F , on a pour tout
ξ P P la convergence faible-‹ µ‹n ‹ δξ Ñ νP , ce qui conclut la preuve. Remarquons que
dans le cas où F est trivial, cette dernière assertion se démontre en utilisant le lemme
11.5 pbq de [5] qui donne immédiatement que pour toute fonction continue ϕ : P Ñ R,
on a µ‹n ‹ δξpϕq ´ νPpϕq “ µ‹n ‹ δξpϕq ´ µ‹n ‹ νPpϕq Ñ 0. Dans le cas général, on
démontre de la même façon que µ‹n ‹ δξ |Pc Ñ νP|Pc puis on utilise le corollaire 11.7 de
[5] (requérant l’apériodicité) pour conclure.
8.3 Contrôle de θnpbq
On a défini dans la section 4 le projeté du cocycle d’Iwasawa σF “ 1|F |
ř
fPF f.σ : G ˆ
P Ñ aF , la fonction θ : B Ñ aF , b ÞÑ σF pb1, ξTbq, et posé θnpbq :“
řn
k“1 θpb1 . . . bk, T kbq “
σF pb1 . . . bn, ξTnbq (où la dernière égalité est β-presque sûre). Nous allons estimer le com-
portement asymptotique de θnpbq. Cela s’avérera utile pour vérifier les conditions de
majoration dans le théorème local limite.
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Lemme 8.7. Pour β-presque tout b P B, la suite
pσpb1 . . . bn, ξTnbq ´ nσµ?
n log log n
qně3
est bornée dans a.
Démonstration. La loi du logarithme itéré ([5] 13.6) implique que pour β-presque tout
b P B, la suite pκpb1...bnq´nσµ?
n log logn
qně3 est bornée dans a. Il suffit donc de prouver que pour
β-presque tout b P B, la suite pσpb1...bn,ξTnbq´κpb1...bnq
logn
qně2 est bornée dans a. Pour cela, on
reprend les représentations pVα, ραqαPΠ introduites dans la section p4.1q, ainsi que leurs
plus hauts poids pωαqαPΠ. Commes les ωα forment une base de a‹, il suffit de prouver
que pour tout α P Π, β-presque tout b P B, la suite pωαpσpb1...bn,ξTnbq´κpb1...bnqq
logn
qně2 est
bornée dans R. Fixons α P Π, notons pV, ρ, ωq “ pVα, ρα, ωαq. On se donne une famille
mesurable pvbqbPB P V B telle que pour tout b P B, vb P Vξb ´ t0u. En choisissant un bon
produit scalaire sur la représentation induite de V et en accord avec le lemme 4.5, on
peut écrire : ωpσpb1 . . . bn, ξTnbqq “ log ||ρpb1...bnqvTnb||||vTnb|| , κpb1 . . . bnq “ log ||ρpb1 . . . bnq|V ||.
On cherche donc à montrer que pour β-presque tout b P B, il existe C ą 0 tel que pour
n ě 0 assez grand,
||ρpb1 . . . bnqvTnb||
||ρpb1 . . . bnq|V || ||vTnb|| ě n
´C
D’après le lemme 8.1, cette condition est réalisée si
dpVξTnb, V ´b1...bnq ě n´C
Fixons C ą 0. Notons En “ tb P B, dpVξTnb, V ´b1...bnq ă n´Cu. Alors βpEnq ď Mn´Cs
pour certains M, s ą 0 indépendants de n, par régularité Hölder des mesures station-
naires sur les espaces projectifs (voir preuve du lemme 8.3). En choisissant C ą s´1, on
obtient que
ř
ně0 βpEnq ă 8. Le lemme de Borel-Cantelli donne alors le résultat.
Corollaire 8.8. Pour β-presque tout b P B, la suite
p θnpbq ´ nσµ?
n log log n
qně3
est bornée dans aF .
Démonstration. Cela découle directement du lemme précédent et l’invariance de σµ sous
l’action de F sur a.
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8.4 Loi des angles
Considérons le système dynamique fibré pB`, β`, T`q des sections (4.2) et (6.1), avec
les hypothèses µpeq ą 0 et χ non trivial (permettant d’appliquer le théorème local limite
de la section précédente, et garantissant l’apériodicité de µ dans F ). On fixe une fenêtre
W Ď B` de la forme
W “ B ˆ U ˆOrpRq ˆ Td ˆ I
où U Ď aF I Ď R sont des parties convexes bornés ouvertes non vides de aF et R, avec I
assez grand pour que tout translaté I`t de I rencontre χpΓq. On rappelle que la n-fibre
de pB`, T`q passant par un point c P B` est Fn,c :“ pT`q´npT`qnpcq et qu’on appelle
morceau de fibre l’intersection Fn,cXW . Nous avons expliqué comment désintégrer β`|W
par rapport aux morceaux de fibres pFn,c X W qcPW , et obtenu ainsi des probabilités
conditionnelles pβ`W,n,cqcPW , concentrées sur ces morceaux de fibres. Rappelons aussi
que si c “ pb, z, O, xq P W , tout point c1 de la n-fibre passant par c est de la forme
c1 “ pb11 . . . b1nT nb, z1, O1, x1q.
La loi des angles décrit le comportement des points de densité ξ`b1
1
...b1n
, ξ´b1
1
...b1n
P P,
η`b1
1
...b1n
, η´b1
1
...b1n
P Pc le long des morceaux de fibres. On en déduit le distribution des
espaces répulsifs dans n’importe quelle représentation irréductible pV, ρq de Gc grâce à
la relation V ´b1
1
...b1n
“ pVξ´
b1
1
...b1n
qKXV (l’orthogonal étant pris par rapport à un bon produit
scalaire sur la représentation induite). On appelle qµ P PpGq le poussé en avant de la
probabilité µ par la transposition, et qνP P PpPq l’unique probabilité qµ-stationnaire
sur P (voir 4.1) et qνPc sa restriction à Pc.
Théorème 8.9 (Loi des angles). Soit ϕ : P Ñ R une fonction continue. Pour β`W -
presque tout c “ pb, z, O, xq PW , on a :ż
W
ϕpξ`b1n...b11q dβ
`
W,n,cpc1q ÑnÑ`8 νPpϕqż
W
ϕpξ´b1
1
...b1n
q dβ`W,n,cpc1q ÑnÑ`8 qνPpϕq
Remarque 8.10. Les relation η`g fg “ ξ`g , η´g f´1g “ ξ´g entrainent les lois des angles
pour η`, η´ :ż
W
ϕpη`b1n...b11q dβ
`
W,n,cpc1q ÑnÑ`8 νPcpϕq
ż
W
ϕpη´b1
1
...b1n
q dβ`W,n,cpc1q ÑnÑ`8 qνPcpϕq
Exposons tout de suite le corollaire que nous utiliserons.
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Corollaire 8.11. Soit pV, ρq une représentation algébrique irréductible non bornée de
Gc. Soit c “ pb, z, O, xq P W un point β`W -typique. Alors pour tout ε ą 0, il existe une
constante r ą 0 et un rang n0 ě 0 tels que pour tout n ě n0, tout v P V ´ t0u, on ait :
β`W,n,ctc1 PW, dpRv, V ´b1
1
...b1n
q ě ru ą 1´ ε
Démonstration. La définition de V ´b1
1
...b1n
suppose implicitement que V est muni d’un
produit scalaire, induit par un bon produit scalaire sur IndGGcpV, ρq. Notons r0 :“
dimprox ρpGcq la dimension proximal de la représentation. Pour Rv P PpV q, r ą 0,
on pose BpRv, rq :“ tE P Gr0pV q, dpRv, EKq ă ru (bien défini car r0 ă dimV par
l’hypothèse de non compacité). Soit m P PpGr0pV qq la probabilité image de qνPc par le
morphisme Gc-équivariant Pc Ñ Gr0pV q, ξ0 ÞÑ V U . Il est prouvé dans ([5], 14.5) que
m est Hölder-régulière au sens où il existe C, s ą 0 tel que pour tout Rv P PpV q, pour
tout r ą 0, mpBpRv, rqq ď Crs. En particulier, on peut choisir r ą 0 assez petit pour
que mpBpRv, 2rqq ă 1
2
ε pour tout Rv P PpV q.
Notons mn la loi de Vη´
b1
1
...b1n
P Gr0pV q quand c1 “ pb1, z1, O1, x1q P W varie suivant
β`W,n,c. La loi des angles affirme quemn Ñ m quand nÑ8. Il existe donc un rang n0 ě 0
à partir duquel mnpBpRv, rqq ă ε pour tout Rv P PpV q (raisonner par l’absurde et
utiliser la compacité de PpV q). CommemnpBpRv, rqq “ β`W,n,ctc1 PW, dpξ, V ´b1
1
...b1n
q ă ru,
on obtient le résultat voulu.
Preuve de la loi des angles
Nous avons choisi les décompositions de Cartan des éléments de G de sorte que pour
tout g P G on ait ξt`g “ ξ´g . Il suffit donc de vérifier que pour β`W -presque tout c “
pb, z, O, xq PW , ż
W
ϕpξ`b1n...b11q dβ
`
W,n,cpc1q ÑnÑ`8 νPpϕq
Introduisons les suites qn :“ tlognu2, pn :“ n´ qn. On va montrer que
a)
ş
W
|ϕpξ`b1n...b11q ´ ϕpξ
`
b1n...b
1
pn`1
q| dβ`W,n,cpc1q ÑnÑ`8 0
b)
ş
W
ϕpξ`b1n...b1pn`1q dβ
`
W,n,cpc1q ÑnÑ`8 νPpϕq
Nous utiliserons la description des fibres du système dynamique pB`, β`, T`q faite
précédemment ainsi que le théorème local limite de la section 7.2. Quelques rappels. La
n-fibre passant par un point c “ pb, z, O, xq PW est par définition Fn,c :“ pT`q´npT`qnpcq
et est paramétrée par Γn via une application notée hn,c : Γ
n Ñ Fn,c. Le morceau de
fibre Fn,c XW est alors paramétré par un sous ensemble de Γn que l’on note
Qn,c :“ ta P Γn, hn,cpaq P W u “ ta P Γn, θnpaT nbq P U´z`θnpbq, χpa1 . . . anq P I´t`χpb1 . . . bnqqu
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où t représente la coordonnée réelle de x P Td ˆ R. Via ces identifications, la me-
sure conditionnelle β`W,n,c P MpFn,c XW q correspond à la probabilité 1µbnpQn,cqµbn|Qn,c P
PpQn,cq.
Soit c “ pb, z, O, xq P W β`W -typique.
Preuve de aq : Il suffit de montrer que pour tout ε ą 0, la suite
β`W,n,ctc1 PW, dpξ`b1n...b11 , ξ
`
b1n...b
1
pn`1
q ě εu Ñ
nÑ`8 0
Mais le terme général de cette suite est plus petit que
1
µbnpQn,cqµ
bnta P Γn, dpξ`a1...an , ξ`a1...aqn q ě εu
Le théorème 7.3, combiné avec le corollaire 8.8 et le fait que χ‹µ est centrée, assure
que le dénominateur décroît moins vite qu’une puissance de n : il existe R ą 0 tel que
pour n assez grand, on a µbnpQn,cq ě n´R. Mais le corollaire 8.4 sur la convergence
des points de densités implique que le numérateur décroît infiniment plus vite : il existe
α ą 0 tel que µbnta P Γn, dpξ`a1...an , ξ`a1...aqn q ě εu ď e´εqn à partir d’un certain rang.
Finalement, le rapport tend vers 0 ce qui justifie le point aq.
Preuve de bq :
ż
W
ϕpξ`b1n...b1pn`1q dβ
`
W,n,cpc1q
“ 1
µbnpQn,cq
ż
Γn
ϕpξ`an...apn`1q1Upz ` θnpaT nbq ´ θnpbqq1Ipt` χpa1 . . . anq ´ χpb1 . . . bnqqdµbnpaq
“
ż
Γqn
ϕpξ`a1...aqn qLn,cpaqdβpaq
où la dernière égalité s’obtient en renversant l’ordre des ai et en utilisant le théorème
de Fubini, la fonction Ln,c : B Ñ r0,`8s étant définie par :
Ln,cpaq :“
1
µbnpQn,cq
ż
Γpn
1U pz`θnph1 . . . hpnaqn . . . a1T
n
bq´θnpbqq 1Ipt`χph1 . . . hpnaqn . . . a1q´χpb1 . . . bnqq dµ
bpnphq
Admettons provisoirement que la suite de fonctions pLn,cqně1 converge vers 1 dans
L1pB, βq lorsque nÑ8. Comme ϕ est bornée, on a alorsż
Γqn
|ϕpξ`a1...aqn qLn,cpaq ´ ϕpξ`a1...aqn q|dβpaq Ñ 0
Or
ş
Γqn
ϕpξ`a1...aqn qdβpaq Ñ νPpϕq d’après le corollaire 8.5 sur la convergence des
points de densité.
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Cela permet de conclure queż
W
ϕpξ`b1n...b1pn`1q dβ
`
W,n,cpc1q Ñ νPpϕq
Il reste à prouver le lemme technique suivant :
Lemme. La suite de fonctions pLn,cqně1 converge vers 1 dans L1pB, βq lorsque nÑ8.
Démonstration. On peut réécrire la formule pour Ln,cpaq sous la forme :
Ln,cpaq “ 1
µbnpQn,cqµ
bpn th P Γpn, σF ph1 . . . hpnaqn . . . a1, ξTnbq P U ´ z ` θnpbq,
χph1 . . . hpnaqn . . . a1q P I ´ t` χpb1 . . . bnq u
puis en utilisant la propriété de cocycle et l’équivariance des pξbqbPB,
Ln,cpaq “ 1
µbnpQn,cqµ
bpn th P Γpn , σF ph1 . . . hpn, ξaqn ...a1Tnbq P U ´ z ` θnpbq ´ σF paqn . . . a1, ξTnbq,
χph1 . . . hpnq P I ´ t` χpb1 . . . bnq ´ χpaqn . . . a1qq u
Le théorème local limite de la section précédente permet d’estimer de façon précise
les numérateurs et dénominateurs de Ln,cpaq. On a besoin toutefois de vérifier que les
perturbations |θnpbq ´ nσµ ´ σF paqn . . . a1, ξTnbq ` qnσµ| et |χpb1 . . . bnq ´ χpaqn . . . a1q|
ne croissent pas trop vite avec n, plus précisément qu’elles sont toutes deux inférieures
à R
?
nlogn pour un certain R ą 0 indépendant de a (mais pouvant dépendre de b). On
a d’emblée les majorations suivantes (pour n ě 3) :
‚ |χpb1 . . . bnq| ď R1
?
n loglogn en utilisant le fait que χ‹ µ est centrée à support
fini.
‚ |χpaqn . . . a1q| ď R2qn car χ‹ µ est à support fini.
‚ |θnpbq ´ nσµ| ď R3
?
n loglogn d’après le corollaire 8.8.
Pour la majoration de |σF paqn . . . a1, ξTnbq ´ qnσµ|, on restreint la variable a P B à
un sous ensemble quasi-plein de B. Posons pour cela :
En :“ ta P B, @p ě n, || 1
qn
σF paqn . . . a1, ξTnbq ´ σµ|| ď 1u
Le principe des grandes déviations ([5], 13.4) combiné à la F -invariance de σµ implique
que βpEnq ě 1´ e´αn pour α ą 0 assez petit, n ě 0 assez grand.
On a alors
ş
B
|Ln,c ´ 1| dβ ď
ş
En
|Ln,c ´ 1| dβ `
ş
Ecn
Ln,c dβ ` βpEcnq et les termesş
Ecn
Ln,c dβ et βpEcnq tendent vers 0 (pour le premier, remarquer que
ş
Ecn
Ln,c dβ ď
βpEcnq
µbnpQn,cq avec µ
bnpQn,cq décroissant moins vite qu’un n´R1 via le théorème local limite).
Pour conclure la preuve, il suffit de montrer la convergence uniforme ||1EnLn,c´1En||8 Ñ
0.
Notons Nn,cpaq et Dn,c les numérateurs et dénominateurs de Ln,cpaq. Le théorème 7.3
entraine qu’uniformément pour a P En, on a
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Nn,cpaq 2πpn e
1
2pn
||θnpbq´nσµ´σF paqn ...a1,ξTnbq`qnσµ, χpb1...bnq´χpaqn ...a1q||2Φµ Ñ ΠµpU ˆ pI ´ tqq
Par ailleurs,
Dn,c 2πn e
1
2n
||θnpbq´nσµ,χpb1...bnq||2Φµ Ñ ΠµpU ˆ pI ´ tqq
Remarquons que ΠµpU ´ zˆpI´ tqq ą 0 par définition de Πµ et par choix de I assez
grand. On est donc ramené à montrer que, uniformément en a P En, on a :
1
2n
||θnpbq ´ nσµ, χpb1 . . . bnq||
2
Φµ
´
1
2pn
||θnpbq ´ nσµ ´ σF paqn . . . a1, ξTnbq ` qnσµ, χpb1 . . . bnq ´ χpaqn . . . a1q||
2
Φµ
Ñ 0
Notons pour cela
rn :“ pθnpbq ´ nσµ, 0q sn :“ pσF paqn . . . a1, ξTnbq ` qnσµ, 0q
tn :“ p0, χpb1 . . . bnqq un :“ p0, χpaqn . . . a1qq
On a
||θnpbq ´ nσµ, χpb1 . . . bnq||2Φµ “ ||rn||2Φµ ` ||tn||2Φµ ` 2xrn, tnyΦµ
Par ailleurs,
||θnpbq ´ nσµ ´ σF paqn . . . a1, ξTnbq ` qnσµ, χpb1 . . . bnq ´ χpaqn . . . a1q||2Φµ
“ ||rn ` sn ` tn ` un||2Φµ
“
ÿ
x,yPtr,s,t,uu
xxn, yny
“ ||rn||2Φµ ` ||tn||2Φµ ` 2xrn, tnyΦµ ` qn
a
n lognψpn, aq
où ψ : N ˆ B Ñ R est bornée uniformément pour tout n et β-presque tout a (utili-
ser l’inégalité de Cauchy-Schwartz, l’équivalence des normes en dimension finie et les
majorations précédentes de rn, sn, tn, unq.
On en déduit donc la convergence souhaitée, concluant la preuve du lemme et de la
loi des angles.
8.5 Divergence de la projection de Cartan
Le lemme 8.1 qui contrôle la norme et la direction de ρpgqv fait intervenir la projection de
Cartan κ, lue par le plus haut poids ω deGc sur V , ainsi que par les racines simples α P Π
du système de racines de a. Pour contrôler la dérive b11 . . . b
1
nb
´1
n . . . b
´1
1 up, il convient donc
de préciser le comportement asymptotique de κpb11 . . . b1nq quand c1 “ pb1, z1, O1, x1q PW
décrit un morceau de n-fibre, du point de vue de ω et des α P Π.
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Lemme 8.12. Soit c “ pb, z, O, xq PW un point β`W -typique. Pour tout ε ą 0, il existe
une constante R ą 0 et un rang n0 ě 0 tels que pour tous n ě n0, ξ P Pc,
β`W,n,ctc1 PW, ||κpb11 . . . b1nq ´ σpb11 . . . b1n, ξq|| ď Ru ě 1´ ε
Démonstration. Reprenons les représentations pρα, VαqαPΠ de la section 4.1. Leurs plus
hauts poids pωαqαPΠ forment une base de a‹. Il suffit donc de prouver le résultat énoncé
après avoir remplacé ||κpb11 . . . b1nq´ σpb11 . . . b1n, ξq|| par |ωαpκpb11 . . . b1nq´ σpb11 . . . b1n, ξqq|,
et ce quelque soit α P Π. On rappelle que les Vα sont munis d’un produit scalaire,
restriction d’un bon produit scalaire sur leurs représentations induites.
Fixons α P Π, notons pV, ρ, ωq “ pVα, ρα, ωαq. Le lemme 4.5 assure que pour g P G,
ξ P Pc, v P Vξ ´ t0u, on a ωpσpg, ξqq “ log ||ρpgqv||||v|| . Le premier point du lemme 8.1
entraine alors que :
0 ď ωpκpgq ´ σpg, ξqq ď |log dpVξ, V ´g q|
Le corollaire 8.11 de la loi des angles implique alors que pour tout ε ą 0, il existe
une constante R ą 0 et un rang n0 ě 0 tels que pour tout n ě n0, tout ξ P Pc, on ait :
β`W,n,ctc1 PW, |ωpκpb11 . . . b1nq ´ σpb11 . . . b1n, ξq| ď Ru ą 1´ ε
Cela conclut la preuve.
On déduit une estimation de ωpκpb11 . . . b1nqq le long des morceaux de fibres.
Corollaire 8.13. Soit pV, ρq une représentation fortement irréductible de G, de plus
haut poids ω P a‹. Soit c “ pb, z, O, xq P W un point β`W -typique. Pour tout ε ą 0, il
existe une constante R ą 0 et un rang n0 ě 0 tels que pour tous n ě n0,
β`W,n,ctc1 PW, |ωpκpb11 . . . b1nq ´ θnpbqq| ď Ru ě 1´ ε
Démonstration. Cela provient directement du lemme 8.12 appliqué avec ξ “ ξTnb, et de
la F -invariance du plus haut poids ω.
Le lemme suivant permettra de minorer les valeurs des αpκpb11 . . . b1nqq, α P Π, le long
des morceaux de fibres.
Lemme 8.14. Soit c “ pb, z, O, xq P W un point β`W -typique. Pour tout t0, ε ą 0, il
existe un rang n0 ě 0 tels que pour tous n ě n0,
β`W,n,ctc1 PW, ||κpb11 . . . b1nq ´ nσµ|| ď nt0u ě 1´ ε
Démonstration. On note
En :“ tg P Γ, σF pg, ξTnbq P U ´ z ` θnpbq, χpgq P I ´ t` χpb1 . . . bnqu
E :“ tg P Γ, ||κpgq ´ nσµ|| ď nt0u. D’après la description des mesures conditionnelles
(6.1), pour n ě 0, la probabilité à estimer est µ‹npEnXEq
µ‹npEnq . Le principe des grandes dé-
viations pour la projection de Cartan ([5], 13.6) affirme qu’il existe c ą 0 tel que pour
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n assez grand, on a µ‹npEq ě 1 ´ e´cn. Par ailleurs, d’après le théorème 7.3, il existe
R ą 0 tel que pour n assez grand, on a µ‹npEnq ě n´R. Finalement, à partir d’un
certain rang, on a µ
‹npEnXEq
µ‹npEnq “ 1´
µ‹npEnXEcq
µ‹npEnq ě 1´ e
´cn
n´R
ÝÑ
nÑ`8 1. D’où le résultat.
8.6 Contrôle de la dérive
On conclut la section par les théorèmes de contrôle annoncés, valables pour des repré-
sentations très générales.
Soit pV, ρq une représentation algébrique fortement irréductible non bornée de G, et
ω P a‹ le plus haut poids de pV, ρ|Gcq. On suppose V muni d’un produit scalaire tel que
ρpKq Ď OpV q, ρpAq Ď SympV q.
• Contrôle de la norme. Soit c “ pb, z, O, xq P W un point β`W -typique. Alors
pour tout ε ą 0, il existe une constante C ą 0 et un rang n0 ě 0 tel que pour tous
n ě n0, v P V , on ait :
β`W,n,ctc1 P W, C´1eωpθnpbqq||v|| ď ||ρpb11 . . . b1nqv|| ď Ceωpθnpbqq||v||u ą 1´ ε
• Contrôle de la direction. Soit c “ pb, z, O, xq P W un point β`W -typique. Alors
pour tout ε ą 0 il existe une constante δ ą 0 et un rang n0 ě 0 tels que pour tous
n ě n0, v P V ´ t0u, on ait :
β`W,n,ctc1 PW, dpρpb11 . . . b1nqRv, V `b1
1
...b1n
q ď e´δnu ą 1´ ε
Démonstration. Pour la norme : Soit ε ą 0. D’après le corollaire 8.11 de la loi des angles
et le corollaire 8.13, il existe des constantes r ą 0, R ą 0 et un rang n0 ě 0 tel que pour
tout n ě n0, v P V ´ t0u on a
β`W,n,ctc1 P W, dpRv, V ´b1
1
...b1n
q ě r et ||ωpκpb11 . . . b1nq ´ θnpbqq|| ď Ru ą 1´ ε
Le résultat est alors une conséquence directe du premier point du lemme 8.1.
Pour la direction : Soit ε ą 0. D’après le corollaire 8.11 et le lemme 8.14, étant donné
t0 ą 0, il existe des constantes r ą 0, R ą 0 et un rang n0 ě 3 tel que pour tout n ě n0,
v P V ´ t0u on a
β`W,n,ctc1 P W, dpRv, V ´b1
1
...b1n
q ě r et ||κpb11 . . . b1nq ´ nσµ|| ď nt0u ą 1´ ε
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Soit c1 PW dans cet ensemble. En utilisant le point 2 du lemme 8.1, on obtient que
dpρpb11 . . . b1nqRv, V `b1
1
...b1n
q ď 1
dpRv, V ´b1
1
...b1n
q maxαPΠ e
´αpκpb1
1
...b1nqq
ď r´1max
αPΠ
e´npαpσµq`αpxn,c1 qq
où on a noté xn,c1 :“ 1nκpb11 . . . b1nq ´ σµ, élément de a de norme au plus t0. Il est prouvé
dans [5] (section 10.4) que le vecteur de Lyapunov σµ est dans l’intérieur de la chambre
de Weyl a`, autrement dit que pour tout α P Π, on a αpσµq ą 0. On peut donc choisir
t0 ą 0 tel que ||α|| ď 12t0αpσµq pour tout α P Π. On a alors
dpρpb11 . . . b1nqRv, V `b1
1
...b1n
q ď r´1e´n2 minαPΠ αpσµq
Cela donne le résultat annoncé.
Remarque 8.15. Le contrôle de la direction reste vrai pour des représentations in-
duites à G à partir de représentations irréductibles non bornées de Gc, et munies d’un
bon produit scalaire. L’hypothèse de forte irréductibilité est seulement utilisée dans le
contrôle de la norme, pour lequel on utilise la F -invariance du plus haut poids à travers
le corollaire 8.13.
On termine la section par un dernier corollaire qui permettra de préciser le contrôle
directionnel dans la preuve de la dérive.
Corollaire 8.16. Soit c “ pb, z, O, xq P W un point β`W -typique. Pour tout ε ą 0, il
existe une constante δ ą 0 et un rang n0 ě 0 tels que, pour n ě n0, on a
β`W,n,ctc1 PW, dpb11 . . . b1nξTnb, ξ`b1
1
...b1n
q ă e´δnu ą 1´ ε
Démonstration. En raisonnant à l’aide des pVα, ραqαPΠ comme dans la preuve du corol-
laire 8.4, on voit qu’il suffit de prouver le résultat suivant : Soit pV, ρq une représentation
irréductible proximale non bornée de Gc, et x., .y un bon produit scalaire sur la repré-
sentation induite à G. Alors pour β`W -presque tout c “ pb, z, O, xq P W , pour tout ε ą 0,
il existe une constante δ ą 0 et un rang n0 ě 0 tels que, pour n ě n0, on a
β`W,n,ctc1 PW, dpρpb11 . . . b1nqVξTnb , Vξ`
b1
1
...b1n
q ă e´δnu ą 1´ ε
Comme pV, ρq est proximale, les Vξ P PpV q sont des droites. On conclut directement à
partir du contrôle de la direction démontré plus haut (avec Rv “ VξTnb) combiné à la
dernière remarque.
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9 Preuve de la dérive exponentielle
Nous allons mettre ensemble les résultats des sections précédentes pour prouver le
théorème de dérive exponentielle. On rappelle quelques hypothèses : µ P PpSLdpZqq
est une probabilité sur SLdpZq à support fini engendrant un semigroupe Γ fortement
irréductible (donc d’adhérence de Zariski G Ď SLdpRq semi-simple, non bornée) ; χ :
Γ Ñ R est un morphisme de groupes tel que χ‹µ P PpRq est centrée. On fait de
plus les hypothèses µpeq ą 0 et χ non trivial pour pouvoir appliquer le théorème local
limite et les théorèmes de contrôle démontrés dans les sections 7.2 et 8.6. La notation
ν PMRadpTdˆRq désigne une mesure de Radon stationnaire ergodique pour la marche
induite par (µ, χ) sur Td ˆ R, dont la projection sur Td est sans atome. Ces données
ont permis de construire un système dynamique fibré pB`, T`, β`q dans la section 4.2.
On note Q`8 sa tribu queue.
Théorème 9.1 (Dérive exponentielle). Soit Y un espace mesurable standard, σ : B` Ñ
Y une application Q`8-mesurable, E Ď B` une partie β`-pleine. Alors pour presque tout
c P E, pour tout ε ą 0, il existe c1, c2 P E, t Ps ´ ε, εrr non nul, tels que c2 “ φtpc1q et
σpcq “ σpc1q “ σpc2q.
Démonstration. Soit U Ď aF , I Ď R des ouverts convexes bornés non vides, avec I assez
grand pour que tous ses translatés I`t intersectent χpΓq. PosonsW :“ BˆUˆOrpRqˆ
pTdˆIq Ď B`. On va montrer le résultat pour β`-presque tout c PW , ce qui est suffisant
car U et I peuvent être choisis arbitrairement grands. Les points c1, c2 seront construits
dans W également. L’espace d’arrivée Y étant standard, on peut supposer Y “ r0, 1s.
Quitte à multiplier ν par une constante, on peut supposer β`pW q “ 1. Enfin, comme
la composante sur a est uniformément bornée dans la fenêtre W , il suffit de prouver le
théorème 9.1 en remplaçant le flot φt par le flot φ
1
tpb, z, O, xq “ pb, z, O, x`
řr
i“1 tieb,iq
(voir section 4 pour la définition des eb,i).
Dans un premier temps, introduisons des compacts K0, K1 ĎW vérifiant de bonnes
propriétés. Soit α ą 0 (petit). D’après le théorème de Lusin, il existe un compact
K0 Ď W de mesure β`W pKq ą 1 ´ α
2
2
sur lequel les restrictions σ|K0 : K0 Ñ Y , ξ|K0 :
K0 Ñ P, c “ pb, z, O, xq ÞÑ ξb sont continues. D’après le théorème d’équirépartition
des morceaux de fibres (plus précisément le corollaire 6.6), il existe un compact K1 Ď W
de mesure β`W pK1q ą 1´ α, et un rang N0 ě 0 tels que pour tout c P K1, n ě N0, on a
β`W,n,cpK0q ą 1´ α
D’après le théorème de Lusin, quitte à réduire K1, on peut supposer que l’application
σ|K1 : K1 Ñ Y est continue. On montre de plus que la non-dégénérescence des mesures
limites νb (corollaire 5.2) assure que β
`
W -presque tout c “ pb, z, O, xq P K1 est limite
d’une suite pcpqpě1 de points de K1 de la forme cp “ pb, z, O, x ` pup, tpqq où up P Rd,
tp P R, up agit sur la coordonnée en Td, a sa projection sur Td en dehors de l’ensemble
stable Wbp0q, et up, tp tendent vers 0 quand p tend vers l’infini. En effet, remarquons
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que la mesure β`W |K1 s’écrit
β`W |K1 “
ż
BˆaFˆOrpRq
δpb,z,Oq b νb|Kpb,z,Oq
1
dβpbqdlebaF pzqdhpOq
où K
pb,z,Oq
1 :“ tx P X, pb, z, O, xq P K1u. Ainsi, pour β`W -presque tout c “ pb, z, O, xq P
K1, on a x dans le support de νb|Kpb,z,Oq
1
, autrement dit, pour tout voisinage V de p0, 0q
dans Td ˆ R, on a ν
b|Kpb,z,Oq
1
px ` V q ą 0. En remarquant que Wbpxq “ x `Wbp0q, le
corollaire 5.2 implique que
ν
b|Kpb,z,Oq
1
px` pV ´Wbp0q ˆ Rqq ą 0
On obtient donc la suite pcpqpě1 annoncée en se donnant une base décroissante de
voisinages pVpqpě1 de p0, 0q dans Td ˆ R, en choisissant xp dans Kpb,z,Oq1 X x ` pVp ´
Wbp0q ˆ Rq puis en posant cp :“ pb, z, O, xpq.
Fixons un point c P K1 admettant une telle approximation pcpq P KN‹1 . On va
construire les points c1, c2 du théorème de dérive exponentielle comme limites de points
pris dans les fibres passant par c et les cp. Pour c
1 “ pb1, z1, O1, x1q PW , notons
Dnpc1q “ b11 . . . b1nb´1n . . . b´11 P SLdpZq
Le calcul explicite des mesures conditionnelles par rapport aux morceaux de fibres
montre que lorsque c1 “ pb1, z1, O1, x1q varie dans W selon la loi β`W,n,c, le translaté
c2 “ c1 ` pDnpc1qup, tpq :“ pb1, z1, O1, x1 ` pDnpc1qup, tpqq varie selon la loi β`W,n,cp. En
particulier, on a
β`W,n,ctc1 PW, c1 ` pDnpc1qup, tpq P K0u ą 1´ α
On applique maintenant les théorèmes de contrôle donnés par la loi des angles pour
la représentation canonique de G sur V “ Rd. Quitte à réduire K1 dès le début, cela
donne :
Lemme. • (Contrôle de la norme) Soit ε2 ą 0. Il existe ε1 Ps0, ε2r, p0 ě 0 tel que
pour tout p ě p0, il existe un entier np ě 1 pour lequel
β`W,np,ctc1 PW, ||Dnppc1qup|| P rε1, ε2su ą 1´ α
• (Contrôle de la direction) Pour toute constante δ ą 0, il existe un rang N1 ě 0 tel
que pour n ě N1, pour tout p ě 0, on a
β`W,n,ctc1 PW, dpDnpc1qRup, Vb11...b1nTnbq ă δu ą 1´ α
Démonstration. Reportée plus bas.
Concluons la preuve. On se donne ε2 ą ε1 et p0 ě 0 comme dans le lemme précédent.
Quitte à tronquer la suite pcpq, on peut supposer que p0 “ 0. Par ailleurs, la suite np
tend vers `8. Quitte à tronquer davantage, on peut donc supposer np ě N0 pour tout
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p ě 1. On peut de plus choisir α ă 1{4 dès le début de la preuve. D’après ce qui précède,
on peut alors se donner pour tout p ě 1, un point c1p P K0 de la np fibre passant par c
tel que :
- c2p :“ c1p ` pDnppc1pqup, tpq P K0 X Fnp,cp
- ||Dnppc1pqup|| P rε1, ε2s
- dpDnppc1pqRup, Vb1ppq
1
...b
1ppq
np T
npb
q ă δp avec δp Ñ 0 (en notant c1p “ pb1ppq1 . . . b1ppqnp T npb, . . . q)
Par compacité de K0 et quitte à extraire, on peut supposer qu’on a les convergence
pc1pq Ñ c1 et pc2pq Ñ c2 avec c1, c2 P K0.
On a les égalités σpcq “ σpc1q “ σpc2q. En effet, comme l’application σ est Q`8-
mesurable, elle est en particulier constante sur les fibres. On a ainsi σpcq “ σpc1pq et
σpcpq “ σpc2pq pour p ě 1. Comme l’application σ est continue sur K0 et K1, on a
finalement σpc1q “ lim σpc1pq “ σpcq, et σpc2q “ lim σpc2pq “ lim σpcpq “ σpcq.
Enfin, quitte à extraire on peut supposer que la dérive Dnppc1pqup converge vers
un vecteur v P Rd de norme ||v|| P rε1, ε2s. Vérifions qu’alors c1 et c2 sont liés par
l’action du flot. Ecrivons c1 “ pb1, z1, O1, x1q. La convergence de c1p vers c1 implique que
b
1ppq
1 . . . b
1ppq
np
T npbÑ b1. La continuité de l’application ξ sur K0 et le contrôle directionnel
de la dérive entrainent alors que v P Vb1. Finalement, en utilisant que la suite ptpqpě1
tend vers 0, on obtient c2 “ c1 ` pv, 0q avec v P Vb1, de norme dans rε1, ε2s. Comme ε2
est arbitrairement petit, cela prouve la dérive exponentielle pour presque tout point de
K1. Comme α peut être choisi arbitrairement petit, la preuve est terminée.
Il reste à démontrer le lemme utilisé dans la preuve de la dérive exponentielle.
Démonstration du lemme. Vérifions le premier point. Notons ω P a‹ le plus haut poids
de Gc sur V “ Rd. D’après le contrôle de la norme, il existe une constante C ą 0 et un
rang N 10 ě 0 tel que pour tous n ě N 10, p ě 1 on a :
β`W,n,ctc1 P W, C´1eωpθnpbqq||b´1n . . . b´11 up|| ď ||Dnpc1qup|| ď Ceωpθnpbqq||b´1n . . . b´11 up||u ą 1´α
Il suffit donc de montrer que si ε1 Ps0, ε2r est assez petit, et p ě 0 assez grand, alors
il existe n ě N 10 tel que l’intervalle rsn, tns :“ eωpθnpbqq||b´1n . . . b´11 up|| rC´1, Cs est inclus
dans rε1, ε2s. On note R “ maxt||g|| ` ||g´1||, g P suppµu. On choisit ε1 ą 0 tel que
ε2{ε1 ą C2R2. On se donne p0 ě 0 tel que pour p ě p0 on a ||up|| ă R´2N 10ε1. Soit
p ě p0, et np le premier entier tel que snp ą ε1. Un tel entier existe bien car la suite
psnq n’est pas bornée (par la condition up R Wbp0q dans Td et la positivité du premier
Lyapunov sur V qui donne ωpθnpbqq Ñ `8 via le corollaire 8.8). Comme sn`1{sn ď R2
pour tout n ě 1, on a de plus np ě N 10 et snp ď ε1R2. Comme tn{sn ď C2 pour tout
n ě 1, on a tn ď ε1R2C2 ď ε2 d’où l’inclusion rsnp, tnps Ď rε1, ε2s. D’où le premier
point.
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Vérifions le second point. Soit δ ą 0. D’après le contrôle de la direction donné par la
loi des angles (voir 8.6), il existe un rang N ě 0 tel que pour n ě N , pour tout p ě 0,
on a
β`W,n,ctc1 P W, dpDnpc1qRup, Vξ`
b1
1
...b1n
q ă δ{2u ą 1´ α
2
Il reste à vérifier que Vξ`
b1
1
...b1n
est proche de Vb1
1
...b1nT
nb pour n grand. Soit r :“ dimproxG
la dimension proximal de G Ď SLdpRq. On voit GrpV q comme un sous-ensemble des
parties fermées de PpV q et on le munit de la distance de Hausdorff. On munit P de la
distance introduite dans la section 4. L’application P Ñ GrpV q, ξ ÞÑ Vξ est continue
sur P compact, donc uniformément continue. Il existe ainsi δ1 ą 0 tel que pour tous
ξ1, ξ2 P P à distance dpξ1, ξ2q ă δ1, on a dpVξ1 , Vξ2q ă δ{2. Il suffit donc de montrer qu’il
existe un rang N 1 ě 0 tel que pour n ě N 1, on a
β`W,n,ctc1 PW, dpξ`b1
1
...b1n
, ξb1
1
...b1nT
nbq ă δ1u ą 1´ α
2
C’est une application directe du corollaire 8.16 du contrôle de la direction dans la section
précédente.
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10 Conclusion
On termine la preuve du théorème 1.3 en prouvant le théorème 4.1 énoncé dans la
section 4 :
Théorème. Soit µ P PpSLdpZqq une probabilité à support fini engendrant un sous
semi-groupe Γ Ď SLdpZq fortement irréductible, et soit χ : Γ Ñ R un morphisme de
semi-groupes tel que la probabilité χ‹µ P PpRq est centrée. Alors toute mesure de Radon
µ-stationnaire ergodique ν sur Td ˆ R dont la projection νp. ˆ Rq P MpTdq est sans
atome est (à translation près) une mesure de Haar sur Td ˆĘχpΓq.
Notons X :“ Td ˆ R. On se donne une décomposition de ν en mesures limites
pνbqbPB PMRadpXqB (cf. section 2). On a en particulier l’égalité ν “
ş
B
νb dβpbq. Nous
allons montrer que les νb sont invariants par translation de leur coordonnée en T
d. C’est
alors aussi le cas de ν. On conclura ensuite en utilisant que la projection de ν sur R est
une mesure de Radon χpΓq-invariante. On note toujours r :“ dimprox Γ P J1, d ´ 1K la
dimension proximale de Γ Ď SLdpRq.
Soit b P B, Vb Ď Rd le r-plan limite associé (cf. section 4). On désintègre la mesure
de Radon νb P MRadpXq sous l’action de Vb par translation de la coordonnée en Td.
On obtient une application mesurable σb : X Ñ MRad1 pVbq, x ÞÑ σb,x. On voudrait
montrer que les σb,x sont invariants par une même droite de Vb. On aurait alors que
la mesure νb est invariante sous l’action de cette droite. La forte irréductibilité de Γ
sur Rd permettrait alors de conclure que νb est T
d-invariante pour presque tout b (voir
plus bas). Pour se ramener à ce cas là, on note pour x P X, Vb,x :“ rStabVbσb,xs0
la composante neutre du stabilisateur de σb,x dans Vb (agissant par translation sur les
mesures projectives deMRad1 pVbq). C’est un élément de GpVbq ensemble des sous-espaces
vectoriels de Vb. On désintègre νb par rapport à l’application πb : X Ñ GpVbq, x ÞÑ Vb,x et
on obtient une famille mesurable pνb,xqxPX PMRadpXqX νb-presque partout caractérisée
par :
• νb “
ş
X
νb,x dνbpxq
• Pour tout x P X, νb,x est concentré sur π´1b pVb,xq Ď X.
Lemme 10.1. Soit b P B. Pour νb-presque tout x P X, la mesure νb,x est Vb,x-
invariante.
Démonstration. Remarquons que l’action de Vb sur X “ Td ˆ R ne modifie pas la
coordonnée réelle. Il suffit donc de montrer que pour tout intervalle borné I Ď R, pour
νb-presque tout x P X, la mesure finie νb,x|TdˆI est Vb,x-invariante. Cela est démontré
dans ([3], proposition 4.3).
Le théorème de dérive exponentielle est utilisé pour obtenir le résultat suivant.
Lemme 10.2. Pour β-presque tout b P B, νb-presque tout x P X, on a Vb,x ‰ t0u.
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Rappelons d’abord un lemme général les mesures conditionnelles. On dira qu’une
action d’un groupe topologique G sur un ensemble Z est à stabilisateurs discrets si
pour tout z P Z, le fixateur Gz :“ tg P G, g.z “ zu est discret dans G.
Lemme 10.3. Soit Z un espace borélien standard, m une mesure σ-finie sur Z, G
un groupe localement compact à base dénombrable muni d’une action sur Z qui est
mesurable à stabilisateurs discrets. De même soit pZ 1, m1, G1q. On se donne f : Z Ñ Z 1
une bijection bimesurable telle que f‹m “ m1 et φ : GÑ G1 un isomorphisme de groupes
topologiques tel que pour tout z P Z, g P G, on a fpg.zq “ φpgq.fpzq.
Alors, si σ : Z ÑM1pGq, σ1 : Z 1 ÑM1pGq1 sont des décomposition de m et m1 en
mesures conditionnelles pour les actions de G et G1, on a pour m-presque tout z P Z
que
σ1pfpzqq “ φ‹σpzq
Démonstration. Cela découle de l’unicité des mesures conditionnelles. Voir [11] pour
plus de détails.
Démonstration du lemme 10.2. On reprend les notations de la section 4. Pour βblebab
h-presque tout pb, z, Oq P BˆaF ˆOrpRq, on a que p‹q la famille de mesures projectives
pσpb, z, O, xqqxPX PMRad1 pRrq est une décomposition de δpb,z,Oq b νb PMRadppb, z, Oq ˆ
Xq par rapport à l’action de Rr-flot pφtqtPRr . Soit b P B tel qu’il existe pz, Oq vérifiant
p‹q. Notons A l’isomorphisme vectoriel A : Rr Ñ Vb, t ÞÑ xt, eωpzqOeby1. On a ainsi
φtpb, z, O, xq “ pb, z, O, x ` Aptqq. On déduit de lemme 10.3 que pour νb-presque tout
x P X, on a A‹σpb, z, O, xq “ σb,x. Quitte à bien choisir pb, z, Oq dès le départ, le
théorème de dérive exponentielle donne que pour νb-presque tout x P X, la mesure
projective σpb, z, O, xq est invariante selon une droite de Rr (corollaire 4.10). On en
déduit que σb,x est invariante par une droite Vb , i.e. Vb,x ‰ t0u.
Corollaire 10.4. Pour β-presque tout b P B, νb-presque tout x P X, on a Vb,x “ Td.
Pour prouver ce corollaire, nous utiliserons le lemme général suivant :
Lemme 10.5. Soit µ P PpSLdpZqq une probabilité dont le support engendre un semi-
groupe Γ fortement irréductible sur Rd. Soit F l’ensemble (dénombrable) des sous-
groupes fermés connexes non nuls du tore Td. Alors F n’admet qu’une seule probabilité
µ-stationnaire : la masse de Dirac δTd .
Démonstration. On raisonne par l’absurde en supposant qu’il existe m P PpFq une
probabilité µ-stationnaire sur F telle que mptTduq ă 1. Quitte à restreindre m à F ´
tTdu (Γ-stable) puis normaliser, on peut même supposer mptTduq “ 0. On note α “
maxuPFpmpuqq et F 1 “ tu P F , mpuq “ αu. Pour u P F 1, on pose Vu Ď Rd le sous espace
vectoriel se projetant sur u. Alors tVu, u P F 1u est un ensemble fini Γ-invariant de sous-
espaces vectoriels stricts non triviaux de Rd. Cela contredit la forte irréductibilité de Γ
sur Rd.
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Démonstration du corollaire 10.4. Notons BX :“ B ˆ X, βX :“ ş
B
δb b νb dβpbq P
MRadpBXq.
Remarquons que pour βX-presque tout pb, xq P BX , µ-presque tout g P Γ, on a
gVb,x “ Vgb,gx. En effet, pour β-presque tout b P B, µ-presque tout g P Γ, on a g‹νb “ νgb
et gVb “ Vgb. Le lemme 10.3 implique alors que pour νb-presque tout x P X, on a
g‹σb,x “ σgb,gx, ce qui prouve l’affirmation.
Considérons l’application Φ : BX Ñ F , pb, xq ÞÑ Vb,x. Elle est presque sûrement
Γ-équivariante d’après ce qui précède. La mesure de Radon µ-stationnaire βX a donc
pour image une mesure µ-stationnaire Φ‹βX PMpFq. On montre que cette mesure est
concentrée sur Td.
1er cas : χpΓq Ď R est discret. C’est alors un sous groupe de R (cf. lemme 1.4).
L’ergodicité de ν implique que ν, et donc les νb, sont portés par un ensemble de la
forme Td ˆ pr ` χpΓqq où r P R. On peut supposer que c’est Td ˆ Z. Notons τ : B Ñ
N Y t8u, b ÞÑ inftn ě 1, χpb1 . . . bnq “ 0u (fini β-ps) le temps de retour au bloc de
départ, et µτ P PpΓq la loi de b1 . . . bτpbq quand b varie selon β. D’après la section 2, la
mesure βX est µτ -stationnaire. Soit N ě 0 un entier. Comme la µτ -marche stabilise les
blocs pTd ˆ tkuqkPZ, la mesure finie βX|Tdˆr´N,Ns est également µτ -stationnaire sur BX .
Par ailleurs, le semi-groupe Γ0 engendré par le support de µτ est fortement irréductible
sur Rd (lemme 2.3). Le lemme 10.5 implique donc que la mesure image Φ‹βX|Tdˆr´N,Ns
sur F est concentrée sur Td. Comme N est arbitraire, c’est finalement le cas de βX .
2-ème cas : χpΓq Ď R est dense. La preuve est essentiellement la même que celle
donnée dans la sous-section p6.2q où on montre la non-dégénérescence des mesures
limites. On rappelle les grandes lignes. On fixe pβXb qbPB une décomposition de βX en
mesures limites ainsi qu’une constante r ą 0, et pour tout I Ď R intervalle de longueur
r, et on note βXb,I :“ βXb|BˆTdˆI . On montre que les mesures finies pΦ‹pβXb,Iqqb,I PMfpFq
ont presque-toutes les mêmes poids (comptés avec multiplicités, voir lemme 5.9). On en
déduit que pour presque tout b P B, la mesure Φ‹pβXb,Iq ne dépend pas de I à translation
près, puis que la mesure finie m :“ Φ‹βX|BˆTdˆI “
ş
B
Φ‹pβXb,Iq dβpbq est µ-stationnaire.
Par le lemme 10.5, elle donc concentrée sur Td ce qui conclut étant donné que I est de
taille arbitraire.
Corollaire. Pour β-presque tout b P B, νb est Td-invariante.
Démonstration. Cela découle du lemme 10.1, du corollaire 10.4 et de l’expression de νb
comme moyenne intégrale des νb,x.
Preuve du théorème 4.1. D’après le corollaire précédent, les νb sont invariants par trans-
lation quelconque de la coordonée en Td. C’est donc aussi le cas de ν car ν “ ş
B
νb dβpbq.
Supposons χpΓq Ď R discret. C’est alors un sous groupe de R (cf. lemme 1.4).
L’ergodicité de ν implique que ν est portée par un ensemble de la forme Tdˆpr`χpΓqq
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où r P R. On peut supposer que c’est Td ˆ Z. La mesure ν se décompose sur les blocs
ν “ řkPZ ν|Tdˆtku et chaque mesure ν|Tdˆtku est Td-invariante donc une mesure de Haar.
D’après le deuxième point du corollaire 1.5, les masses totales des ν|Tdˆtku sont les
mêmes, ce qui conclut.
Supposons que χpΓq Ď R est dense. Pour I Ď R mesurable, la mesure νp. ˆ Iq P
MfpTdq est Td-invariante donc SLdpZq-invariante. La relation de µ-stationnarité donne
alors que pour A Ď Td, I Ď R mesurables, on a : νpAˆ Iq “ ş
G
νpAˆ rI ´χpgqsq dµpgq.
La mesure νpAˆ .q PMRadpRq est donc χ‹µ-stationnaire, i.e. un multiple de la mesure
de lebesgue (cf. lemme 1.4). Finalement, νpA ` z, I ` tq “ νpA ˆ Iq pour tout z P Td,
t P R, d’où le résultat.
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A Mesures de Radon limites
On définit les mesures limites associées à une mesure de Radon stationnaire et on étudie
quelques unes de leurs propriétés.
Soit X un espace topologique localement compact à base dénombrable, G un groupe
localement compact à base dénombrable agissant continument sur X, µ P PpGq une
probabilité sur G, ν PMRadpXq une mesure de Radon µ-stationnaire sur X. On note
B :“ GN‹, B sa tribu produit, β :“ µbN‹ , et pour n ě 0, Bn Ď B la sous-tribu des
n-premières coordonnées.
A.1 Existence de mesures limites
Le résultat suivant définit les mesures limites associées à ν.
Lemme A.1. Il existe une application mesurable B ÑMRadpXq, b ÞÑ νb telle que pour
β-presque tout b P B, on ait la convergence faible-‹ pb1 . . . bnq‹ν Ñ
nÑ`8 νb . On a de
plus :
• Pour β-presque tout b P B, b1‹νTb “ νb où T dénote le shift sur B
• ν ě ş
B
νb dβpbq
Remarque. L’inégalité dans le point 2 est optimale au sens où il peut arriver qu’une
mesure stationnaire non nulle aient ses mesures limites β-presque toutes nulles. C’est
par exemple le cas pour la mesure de Babillot-Bougerol-Elie pour une marche affine sur
R à Lypaunov nul sans point fixe et admettant un moment d’ordre 2 ` ε. Une preuve
sera donnée dans [2].
Preuve du lemme A.1. On note CcpXq l’ensemble des fonctions réelles continues sur
X à support compact. Soit f P CcpXq, et pour n ě 0, posons ϕn : B Ñ R, b ÞÑ
pb1 . . . bnq‹ν pfq. La stationnarité de ν entraine que la suite de fonctions pϕnqně0 est une
martingale par rapport à la filtration pBnqně0. Elle est de plus uniformément bornée dans
L1pB, βq (avec ş
B
|ϕn| dβ ď νp|f |q). Il existe donc ϕ8 P L1pB, βq tel que ϕn ÑÑ`8 ϕ8
β-ps.
On se donne pKnqně0 une suite exhaustive de compacts deX etD Ď CcpXq unQ-sous
espace vectoriel dénombrable tel que pour chaque n ě 0, on ait tf P D, supppfq Ď Knu
dense dans CKnpXq :“ tf P CcpXq, supppfq Ď Knu. On demande aussi que D vérifie
ces propriétés de densité quand on se restreint à considérer les fonctions non négatives.
D’après le premier paragraphe, il existe B1 Ď B mesurable plein tel que pour tout
b P B1, f P D, la limite de la suite ppb1 . . . bnq‹ν pfqqně0 soit définie, on la note νbpfq.
Soit b P B1. La fonction νb : D Ñ R est une applicationQ-linéaire non négative surD.
On vérifie qu’on peut la prolonger en une forme linéaire non négative νb : CcpXq Ñ R
(non nécessairement continue). Pour cela, il suffit de vérifier que pour tout n ě 0,
la restriction νb : D X CKnpXq Ñ R se prolonge en une forme linéaire non négative
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continue sur νb : CKnpXq Ñ R. Les hypothèses de densités sur D font que les différents
prolongements coïncident et donnent le résultat.
On se donne donc n ě 0 et on vérifie que νb|DXCKn pXq se prolonge en une forme
linéaire non négative continue νb : CKnpXq Ñ R. D’après les hypothèses de densité sur
D, il suffit de vérifier que l’application Q-linéaire νb|DXCKn pXq est continue. Soit n ě 0
et pfkqkě0 P pD X CKnpXqqN une suite de fonctions de D à support dans Kn telle que
||fk||8 Ñ 0 quand k Ñ `8. On montre que limkÑ`8 νbpfkq “ 0. Pour cela, on se donne
une fonction non négative p P D tel que p|Kn ě 1. On a alors
νbpfkq “ lim
n
pb1 . . . bnq‹νpfq
ď lim
n
pb1 . . . bnq‹νp||fk||8pq
“ ||fk||8νbppq
entrainant νbpfkq Ñ
kÑ`8
0
On peut donc prolonger νb en une forme linéaire non négative νb : CcpXq Ñ R.
D’après le théorème de représentation de Riesz, cette forme linéaire provient d’une
mesure de Radon, que l’on note également νb. Remarquons que cette mesure est indé-
pendante du prolongement choisi car déterminée par ses valeurs sur D.
On a ainsi défini une application B1 ÑMRadpXq, b ÞÑ νb. Cette application est bien
mesurable (car si f P D, b ÞÑ νbpfq est mesurable comme limite, puis cela est vrai pour
tout f P CcpXq par passage à la limite). On la prolonge mesurablement à B de façon
quelconque.
Vérifions que l’application B ÑMRadpXq, b ÞÑ νb convient.
Soit b P B1, f0 P CcpXq on montre que pb1 . . . bnq‹ν pf0q Ñ
nÑ`8 νbpf0q. On se donne
n0 ě 0 tel que Kn0 contienne le support de f0 et p P D tel que p ě 0, p|Kn0 ě 1. Soit
ǫ ą 0. Soit f P D X CpKn0q telle que ||f0 ´ f ||8 ă ǫ{p3νbppqq. On a pour tout n ě 0
que :
|νbpf0q ´ pb1 . . . bnq‹ν pf0q| ď |νbpf0 ´ fq| ` |νbpfq ´ pb1 . . . bnq‹ν pfq| ` |pb1 . . . bnq‹ν pf ´ f0q|
ď ǫ{3 ` |νbpfq ´ pb1 . . . bnq‹ν pfq| ` ||f0 ´ f ||8 pb1 . . . bnq‹ν ppq
On obtient donc que pour n ě 0 assez grand, on a |νbpf0q ´ pb1 . . . bnq‹ν pf0q| ď ǫ,
d’où la convergence.
Vérifions maintenant les deux points du lemme :
• Soit b P B1 tel que Tb P B1. Montrons que pb1q‹νTb “ νb. Soit f P CcpXq. D’après
le paragraphe précédent, on a
pb1q‹νTbpfq “ limpb2 . . . bnq‹ν pfpb1.qq “ limpb1 . . . bnq‹ν pfq “ νbpfq
D’où l’équivariance.
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• Notons ν 1 :“ ş
B
νb dβpbq. C’est une mesure positive sur X. Soit f P CcpXq. On a
ν1pfq “
ż
B
νbpfq dβpbq
“
ż
B
limpb1 . . . bnq‹ν pfq dβpbq
ď lim inf
ż
B
pb1 . . . bnq‹ν pfq dβpbq (lemme de Fatou)
“ νpfq (stationnarité de ν)
On en déduit que ν 1 est de Radon, puis que ν 1 ď ν.
A.2 Conditionner la marche par un temps d’arrêt
Ce paragraphe affirme qu’une mesure de Radon µ-stationnaire dont les mesures limites
ne sont pas toutes nulles et également µτ -stationnaire où µτ désigne la mesure µ condi-
tionnée par un temps d’arrêt τ .
Plus précisément, soit τ : B Ñ N Y t8u un temps d’arrêt pour la filtration pBnqně0
des premières coordonnées. On suppose τ fini β-ps. On note µτ P PpΓq la loi de b1 . . . bτpbq
quand b varie selon β. Attention, µτ ne correspond pas toujours à la loi de bτpbq . . . b1,
et une µτ -trajectoire n’est pas une µ-sous trajectoire à priori.
Lemme A.2. Si on a l’égalité ν “ ş
B
νb dβpbq, alors la mesure ν est µτ -stationnaire.
Démonstration. Pour i ě 1, on note τ 1 “ τ et τ i`1pbq :“ τ ipbq ` τpT τ ipbqpbqq. On pose
ensuite ρτ : B Ñ B, b ÞÑ pb1 . . . bτpbq, bτpbq`1 . . . bτ2pbq, . . . q. La loi image βτ :“ pρτ q‹β “
pµτqN‹ . Pour βτ presque tout a P B, la suite pa1 . . . anq‹ν converge vers une mesure νa
(qui est une des mesures limites associées à ν).
Vérifions la µτ -stationnarité. On a ν “
ş
B
νb dβpbq “
ş
B
νρτ pbq dβpbq car νb “ νρτ pbq
β-ps, donc ż
Γ
g‹ν dµτpgq “
ż
B
ż
B
b11 . . . b
1
τpbqνb dβpbq dβpb1q
“
ż
B
ż
B
νb1
1
...b1
τpbq
b dβpbq dβpb1q
“
ż
B
ż
B
νρτ pb1q1ρτ pbq dβpbq dβpb1q
“
ż
B
νρτ pbq dβpbq
“ ν
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