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Abstract
Via the computation of cokernels and using the theorem of Krull, Remak and Schmidt to
decompose a given representation, the task of computing Hall polynomials for Dynkin quivers
can be reduced to solving (many) systems of linear equations. The resulting method has been
applied to obtain Hall polynomials for a quiver of type E8.
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1. Introduction
Hall polynomials for a Dynkin quiver Q, which were shown to exist in [9], were
used in [10] as structure coefficients to define a Hall algebra structure on the free
Z[q] module with basis the isomorphism classes of all representations of Q over a
(finite) field k. That way a Hall algebra isomorphic to the positive part of the quan-
tised enveloping algebra associated to the underlying Dynkin diagram of Q is ob-
tained. Thus explicit knowledge of the Hall polynomials for Dynkin quivers allows
for explicit calculations within quantum groups.
While is is not always easy to actually compute these polynomials, given suffi-
cient computational power, it is possible to reduce their calculation to solving sys-
tems of linear equations. That way, the Hall polynomials corresponding to short exact
sequences with indecomposable first and middle term have for a quiver of type E8
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been established. With an algorithm presented in [4] from these, all Hall polynomials
for a quiver of that type can be derived.
2. Elementary computations for representations of quivers
2.1. Notions and notations
We consider a finite quiver Q, i.e. a directed graph with a finite set of vertices Q0
and a finite set of arrows Q1. For each arrow α ∈ Q1 we denote by s(α) its initial
and by t (α) its terminal vertex.
A representation V of the quiver q over a field k is given by a collection (Vi)i∈Q0
of k-vector spaces associated with the vertices of Q, together with a selection of k-
linear maps Vα : Vs(α) → Vt(α) associated to the arrows of Q. Such a representation
is also denoted by V = (Vi, Vα). We will only consider finite-dimensional represen-
tation, i.e. representations (Vi, Vα) for which the vector spaces Vi all are of finite
dimension over k.
By the dimension vector dim(V ) of a representation we will understand the tuple
dim(V ) = (dimk Vi)i∈Q0 of the k-dimensions of the associated vector spaces.
2.2. Homomorphisms
Given two representations V, W of Q, a homomorphism ϕ : V → W of repre-
sentations is given by a tuple ϕ = (ϕi)i∈Q0 of k-linear maps ϕi : Vi → Wi for each
vertex of Q and such that for each arrow α of the quiver Q the following diagram
commutes:
Vs(α)
ϕs(α)→ Ws(α)
↓ Vα ↓ Wα
Vt(α)
ϕt(α)→ Wt(α)
The set of all homomorphisms ϕ : V → W between two representations V and W of
the quiver Q over the field k will be denoted by HomkQ(V,W).
Given a homomorphism ϕ : V → W , choosing bases of the vector spaces Vi and
Wi , i ∈ Q0, we can identify the k-linear maps Vα , Wα , α ∈ Q1, and ϕi , i ∈ Q0,
with their associated matrices. For a tuple (Xi)i∈Q0 of dimk Wi × dimk Vi matrices
Xi , the defining conditions WαXs(α) = Xt(α)Vα for the tuple to be a homomorphism
clearly are linear in the entries of the matrices Xi . Thus for explicitly given repre-
sentations V and W, the computation of the vector space HomkQ(V,W) amounts to
the solution of a system of linear equations.
2.3. Kernels and cokernels
Given a homomorphism ϕ : V → W , it is possible to obtain a kernel for ϕ the
following way:
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Fig. 1. Computing kernels.
First, for each vertex i ∈ Q0, choose a kernel κ : Ki → Vi of the k-linear map ϕi .
Now, for each arrow α of the quiver Q we have ϕt(α)Vακs(α) = Wαϕs(α)κs(α) = 0,
as ϕ is a homomorphism of representations and κs(α) a kernel of ϕs(α). Thus, as
κt(α) is a kernel of ϕt(α), there is a unique k-linear map Kα such that κt(α)Kα =
Vακs(α). That way, we obtain a representation K = (Ki,Kα), and by construction,
κ = (κi)i∈Q0 becomes a homomorphism κ : K → V that in fact is a kernel of the
homomorphism ϕ.
As the calculation of the kernel of a linear map is a linear problem and also the
defining conditions κt(α)Kα = Vακs(α) on the linear maps Kα are linear, the com-
putation of the kernel of an explicitly given homomorphism of representations of a
quiver is a matter of solving systems of linear equations (Fig. 1). By duality, the same
holds for the computation of cokernels.
3. Hall polynomials for Dynkin quivers
From now on, let k be a finite field, whose cardinality will be denoted by |k| = q,
and let Q be a Dynkin quiver of type An, Dn, E6, E7 or E8, i.e. the underlying graph
 of Q is the Dynkin diagram of the corresponding type.
The indecomposable representations of such a quiver were in [5] shown to be
finitely many up to isomorphism, with explicit descriptions provided. In fact, the
isomorphism classes of indecomposable representations are in bijection to the pos-
itive roots of a certain quadratic form qQ : Z|Q0| → Z, the bijection being given
by mapping an indecomposable representation N to its dimension vector dimN . In
terms of the quiver, that quadratic form is given as
qQ(x) =
∑
i∈Q0
x2i −
∑
α∈Q1
xs(α)xt(α).
Note that this form is independent of the orientations of the edges of Q and thus in
fact a property of the underlying Dynkin diagram δ, wherefore we will also write q
instead of qQ and denote the system of positive roots (i.e. the set of those x ∈ Z|Q0|
with q(x) = 1) by + .
Let IQ denote a system of representatives of the isomorphismclasses of inde-
composable representations of the quiver Q. By the Krull Schmidt theorem, given
a representation V there are between unique numbers νV,U , U ∈ IQ such that
V ∼= ∐U∈IQ UνV,U . That way the isomorphismclasses of all finite dimensional
representations of the quiver Q are in bijection to the functions on the system of
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positive roots of q taking values in the nonnegative integers (N
+

0 ). This bijection
is explicitly given by
 : V → (dimU → νV,U , U ∈ IQ).
The field k being finite, it is possible for given representations L, M, and N to
count the number of subrepresentations U of L isomorphic to M with factor L/U
isomorphic to N. So let us set
FLN,M =
∣∣{U ⊆ L subrepresentation |U ∼=M,L/U ∼=N}∣∣.
The bijection  between representations the quiver Q and functions on the root sys-
tem + makes it possible to compare these numbers for different fields. In particular
it was shown in [9] that for functions f, g, h ∈ N+0 there is a polynomial φfh,g ∈
Z[x] such that for any finite field one has
φ
f
h,g(|k|) = F
−1(f )
−1(h),−1(g).
These polynomials φfh,g are called Hall polynomials. For given representations L, M,
N, we will also write shortly φLN,M for φ
(L)
(N),(M).
3.1. An example
We consider the following quiver of type D4:
Q:
Let L be the indecomposable representation visualised by the following picture:
L =
In this notation, we have written the vector spaces Li at the corresponding vertices
of the quiver Q, and have given explicit matrices for the linear maps Lα , which are
written next to their corresponding arrows.
Also, let P be the simple projective module:
P =
We aim to determine all representations N of Q such that the Hall polynomial φLN,P
is nonzero, and to calculate these polynomials.
By definition, those representations N are just the cokernels of monomorphisms
ϕ : R → L. The vector spaces P2, P3, and P4 being zero, obviously any homomor-
phism ϕ : P → L is just given by the fibre ϕ1. Also, any nonzero homomorphism is
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Table 1
Imϕ1 cokerϕ φLcokerϕ,P
k
(
1
0
)
= ImLβ
1
k
(
0
1
)
= ImLγ
1
k
(
1
1
)
= ImLδ
1
Any other q − 2
a monomorphism. Thus the submodules U of L isomorphic to L, being the monomor-
phic images of P in L are given by the monomorphic images of P1 = k in L1 = k2,
i.e. the one dimensional subspaces of the two dimensional vector space L1 = k2.
Now, given a monomorphism ϕ : R → L, there are essentially two possible situ-
ations for its image:
If the image Imϕ1 of ϕ1 coincides with one of the images of the linear maps Lβ ,
Lγ , or Lδ , then the cokernel decomposes, for each of the corresponding three cases
into two different summands. Explicit descriptions of these decompositions are given
in Table 1.
On the other hand, if Imϕ coincides with neither ImLβ , ImLγ nor ImLδ , the
cokernel is always the unique indecomposable representation of Q with dimension
vector (1, 1, 1, 1).
This, each of the tree occurring decomposing cokernels correspond to a single
one dimensional subspace of L1 whereas the indecomposable cokernel corresponds
to all remaining one dimensional subspaces, of which there are q + 1 − 3 = q − 2
(recalling the number of one dimensional subspaces of an n dimensional vector space
to be 1 + q + · · · + qn−1).
4. Hall polynomials for E8
Our aim is to have the Hall polynomials φLN,M for indecomposable representations
M and L computed for a quiver of type E8. This in fact includes the cases of E6 and
E7, which have been done by hand by C.M. Ringel.1
1 Unpublished unfortunately.
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For this let Q be the following quiver:
Q :
8
↓
7
↓
4 6
↓ ↓
2 3 5
↘ ↓ ↙
1
This means, we work with just one of many possible orientations of the arrows. On
how to change between different orientations, we refer to [11]. Also by [11] we may
assume M to be projective. As for larger representations L the computation of Hall
polynomials becomes a rather lengthy and tedious business, we would wish to pass
this on to a computer, having it perform the following task:
For L indecomposable and M indecomposable projective compute for all rele-
vant representations N the numbers FLN,M for sufficiently many finite fields of
different cardinality, to obtain the polynomials φLN,M by interpolation.
From this, two questions arise:
1. How many are sufficiently many fields?
2. What are the relevant representations N?
4.1. Projective representations
To address the questions just stated, we first take a look at the indecomposable
projective representations of Q. These are indexed by the vertices of Q and can be
obtained in the following way:
Fix a vertex i ∈ Q0. For j ∈ Q0 set Pj = k if there is a chain α1, α2, . . . , αn of
arrows in Q with n  0, such that s(α1) = i, t (αn) = j , and t (αl) = s(αl+1) for l ∈
{1, . . . , n− 1}. Otherwise let Pj = 0. Now for an arrow α ∈ Q1, let Pα = 1 (i.e. the
identity map on k) if both Ps(α) = k and Pt(α) = k. Otherwise set Pα = 0. This way,
we obtain a representation P(i) := P = (Pi, Pα) of Q which is indecomposable and
projective.
4.1.1. Homomorphisms from indecomposable projective representations
Let P = P(i) be an indecomposable projective representation of Q and let ϕ ∈
HomkQ(P, V ), with V an arbitrary representation. We consider a vertex j ∈ Q0\{i}
and assume Pj = k (as otherwise ϕ = 0). By definition then there is a chain α1,
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α2, . . . , αn ∈ Q0 with s(α1) = i, t (αn) = j , and t (αl) = s(αl+1) for l ∈ {1, . . . ,
n− 1}. As ϕ is a homomorphism we have ϕj = ϕj · 1 = Vαnϕs(αn), and by induction
along the chain thus: ϕj = ϕs(αn)ϕs(αn−1) · · ·ϕs(α1)ϕi . So ϕj is uniquely determined
by ϕi , and thus so is ϕ. We obtain:
Lemma. Let P = P(i) and V be as stated above. Then  : HomkQ(P, V )→
Homk(Pi, Vi), ϕ → ϕi is an isomorphism of vectorspaces.
Let us stress, that the preceding arguments give explicit construction for the in-
verse of . Also it should be mentioned, that these constructions for projectives
and their homomorphism hold more generally whenever the underlying graph of the
quiver is a tree.
4.2. Degree bounds
The orientation of the arrows of our quiver Q has been chosen such that for any
indecomposable representation V each of the k-linear maps Vα , α ∈ Q1, is either
zero or a monomorphism. Thus, fixing an indecomposable representation L of Q and
an indecomposable projective representation P = P(i), either there is no monomor-
phism ϕ : P → L (which is the case if and only of there is an arrow α with Pα /= 0
but Lα = 0), or every nonzero homomorphism ϕ : P → L is a monomorphism.
In the first case, obviously φLN,P = 0 for all representations N.
In the latter case, by the Lemma, the monomorphic images of P in L correspond
to the monomorphic images of k = Pi in Li . Thus for a field k of cardinality q we get∑
N F
L
N,P = qdimLi−1 + · · · + q + 1, and therefore
∑
N φ
L
N,P = xdim Li−1 + · · · +
x + 1.
Therefore for an arbitrary representation N the degree of φLN,P is bounded by
dim Li − 1 and thus dim Li fields of different cardinality are sufficient to calculate
φLN,P by interpolation. It addition it is known that the maximal dimension dim Li
that can occur for an indecomposable representation of Q is 6.
4.3. Computing FLN,P
Let again P = P(i) be indecomposable projective and L be indecomposable. We
may assume, that there is at least one subrepresentation of L isomorphic to P. As
we have seen above, in this case the subrepresentations U of L isomorphic to P
correspond to the k-linear subspaces of Li isomorphic to Pi = k. It is an easy task,
to obtain for every of these an explicit embedding ϕi : k → Li . By the explicit con-
struction of the inverse of the isomorphism  above, we obtain from these explicit
embeddings ϕ : P → L. For any of these we can compute the cokernel as described
in Section 2.3. What remains to do, in order to obtain the numbers FLN,P is to count
how often a specific cokernel N arises during this procedure.
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However, although the cokernels are computed explicitly, this explicit represen-
tation by matrices is far from being unique. Thus the the question remains, how to
identify such a cokernel N. This can be done by explicit decomposition.
4.4. Decomposition
The theorem of Krull, Remak and Schmidt not only assures the uniqueness of the
decomposition of a representation of Q into indecomposable summands, its proof
also provides the means to calculate these summands.
For this, let V by an arbitrary representation and M be indecomposable. If for
bases ϕ1, . . . , ϕn of HomkQ(M, V ) and ψ1, . . . , ψn of HomkQ(V,M) all possible
compositions ψjϕi are zero, then HomkQ(V,M)HomkQ(M, V ) = 0 and M cannot
be a direct summand of V. On the other hand, it is known, that for the indecomposable
representations of Q the endomorphism ring HomkQ(M,M) is isomorphic to the
field k. Therefore if the composition ψjϕi is nonzero for some i and j, then it is
an automorphism and thus splits, wherefore M is a direct summand of V. As Q has
finitely many indecomposable representations up to isomorphism (the number of
ismoprhismclasses of these in fact is exactly 120), finding a direct summand M is
a finite task, and a total decomposition of V can be accomplished by iterating the
described procedure for the factor V/M .
4.5. Results
An implementation of the described method was used on all pairs (P, L) where
P is an indecomposable projective representation and L is indecomposable, up to
isomorphism. One result of these computations is the following:
Theorem. Let Q be a quiver of type E8. As Hall polynomials φLN,M for M and L
indecomposable, exactly the following polynomials occur:
0 x3 − 3x2 + 4x − 2
1 x3 − 3x2 + 5x − 4
x − 2 x3 − 2x2 + 2x − 1
x − 1 x4 − 6x3 + 16x2 − 22x + 12
x2 − 4x + 4 x4 − 5x3 + 10x2 − 11x + 6
x2 − 3x + 2 x4 − 5x3 + 10x2 − 10x + 4
x2 − 3x + 3 x4 − 5x3 + 10x2 − 10x + 5
x2 − 2x + 1 x4 − 5x3 + 11x2 − 14x + 8
x2 − x x4 − 5x3 + 11x2 − 13x + 7
x3 − 6x2 + 12x − 8 x4 − 4x3 + 6x2 − 5x + 2
x3 − 5x2 + 8x − 4 x4 − 4x3 + 6x2 − 4x + 1
x3 − 5x2 + 9x − 6 x4 − 4x3 + 7x2 − 9x + 6
x3 − 5x2 + 10x − 7 x4 − 4x3 + 7x2 − 8x + 5
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x3 − 4x2 + 5x − 2 x4 − 4x3 + 7x2 − 6x + 2
x3 − 4x2 + 6x − 4 x4 − 4x3 + 8x2 − 10x + 6
x3 − 4x2 + 6x − 3 x5 − 6x4 + 15x3 − 23x2 + 25x − 13
x3 − 4x2 + 7x − 5 x5 − 5x4 + 10x3 − 13x2 + 14x − 8
x3 − 4x2 + 7x − 4 x5 − 5x4 + 10x3 − 13x2 + 15x − 9
x3 − 4x2 + 8x − 6 x5 − 5x4 + 10x3 − 12x2 + 11x − 6
x3 − 3x2 + 2x x5 − 5x4 + 10x3 − 12x2 + 12x − 7
x3 − 3x2 + 3x − 1
The results in detail, as which representations lead to which polynomials, are
available as rather independent part of the computer algebra system crep and can
be obtained via the webpage www.mathematik.uni-bielefeld.de/birep/crep/
ftpindex.html or from the directory pub/math/f-d-alg/crep on the ftp server
ftp.uni-bielefeld.de.
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