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Abstract
Over-parameterized deep neural networks (DNNs) with sufficient capacity to
memorize random noise can achieve excellent generalization performance on nor-
mal datasets, challenging the bias-variance trade-off in classical learning theory.
Recent studies claimed that DNNs first learn simple patterns and then memorize
noise; some other works showed that DNNs have a spectral bias to learn target
functions from low to high frequencies during training. These suggest some con-
nections among generalization, memorization and the spectral bias of DNNs: the
low-frequency components in the input space represent the patterns which can
generalize, whereas the high-frequency components represent the noise which
needs to be memorized. However, we show that it is not true: under the exper-
imental setup of deep double descent, the high-frequency components of DNNs
begin to diminish in the second descent, whereas the examples with random la-
bels are still being memorized. Moreover, we find that the spectrum of DNNs can
be applied to monitoring the test behavior, e.g., it can indicate when the second
descent of the test error starts, even though the spectrum is calculated from the
training set only.
1 Introduction
The bias-variance trade-off in classical learning theory suggests that models with large capacity to
minimize the empirical risk to almost zero usually yield poor generalization performance [1]. How-
ever, this is not the case of modern deep neural networks (DNNs): Zhang et al. (2017) [2] showed
that over-parameterized networks have powerful expressivity to completely memorize all training
examples with random labels, yet they can still generalize well on normal examples. Some other
works showed that increasing the depth/width of DNNs can enhance the generalization/optimization,
which also conflicts the VC dimension or Rademacher complexity theory [3–7].
Some studies attributed this counterintuitive phenomenon to the implicit learning bias of DNN’s
training procedure: despite of the large hypothesis class of DNNs, stochastic gradient descent (SGD)
has an inductive bias to search the hypothesises which show excellent generalization performances.
Arpit et al. (2017) [8] claimed that DNNs learn patterns at first and then use brute-force memo-
rization to fit the noise hard to generalize. Using mutual information between DNNs and linear
models, Kalimeris et al. (2019) [9] showed that SGD on DNNs learns functions of increasing com-
plexity gradually. Furthermore, some studies showed that lower frequencies in the input space are
learned first and then the higher ones, which is known as the spectral bias or frequency principle of
DNNs [10–12]. Through these findings, one may naturally link the low-frequency components to
patterns which can generalize and the high-frequency ones to noise which has to be memorized. In
this paper, we show that this dose not always hold.
Preprint. Under review.
All above the findings are based on a basic assumption that the learning bias in training DNNs is
monotonic, e.g., from simple to complex or from low frequencies to high frequencies. However, the
monotonicity of the training procedure was recently challenged by epoch-wised double descent: the
generalization error first has a classical U-shaped curve and then follows a second descent [13]. It
is intriguing because according to spectral bias, with higher-frequency components being gradually
introduced in training, the generalization performance should deteriorate monotonically due to the
memorization of noise.
To better understand the connections among generalization, memorization and the spectral bias of
DNNs, we explored the frequency components of learned functions under the experimental setup
of double descent (randomly shuffle the labels of part of the training set and train DNNs for an
extended number of epochs). We surprisingly observed that at a certain epoch, usually around the
start of the second descent, while the perturbed part is still being memorized (see the second descent
phase in Figure 1(a)), the high-frequency components somehow begin to diminish (see Figure 1(b)).
In other words, low-frequency components may be sufficient to memorize the noise.
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Figure 1: ResNet18 trained on CIFAR10 with 10% label noise (Adam [14] with learning-rate 1e-4
for 1,000 epochs). The x-axis is shown in logarithmic scale. (a) Training error on the perturbed
part of the training set and the corresponding test error. The vertical dash-dotted lines indicate early
stopping and the start of the second descent. (b) The heat map with contour lines showing the
ratio (in logarithmic scale) of the frequency energy to the basic frequency energy at every epoch
(Section 2.2). The heat map is synchronized with the test error and the perturbed error.
We further show that though it dose not change monotonically, the spectrum manifests itself as an
indicator of the training procedure. We trained different DNNs on some image classification datasets,
verifying the connections between the second descent of the test error and the diminishment of
the high-frequency components, even if the spectrum is calculated on the training set. It suggests
that monitoring the test behaviors with only the training set is possible, which provides a novel
perspective to studying the generalization and memorization of DNNs in both theory and practice.
The remainder of the paper is organized as follows: Section 2 presents our analysis of the spectrums
of DNNs. Section 3 shows that we canmonitor the test behaviors from the training process according
to the spectrum. Section 4 summarizes some related works. Section 5 draws conclusions.
Contributions Our major contributions are highlighted as follows:
• We provide empirical evidences to show that the monotonicity of the learning bias does
not always hold. Based on this, we further show that the low-frequency components are
sufficient to memorize data with random labels.
• We find that unlike errors, the spectrums of DNNs vary consistently on the perturbed sets,
training sets and test sets.
• We explore the test curve and the spectrum calculated on the training set, and discover a
correlation between the peak of the spectrum and the start of the second descent of the test
error, which suggests that it may be possible to monitor the test behaviors using the training
set only.
2
2 Frequency Components across the Training Procedure
In this section, we analyze the spectrums of different models trained on several image classification
benchmarks. We empirically find that the monotonicity of the spectral bias does not always hold
and the low-frequency components can also memorize the noise.
2.1 Fourier Spectrum
Fourier transforming on DNNs can be a tough task due to the high dimensionality of the input space.
Rahaman et al. (2019) [10] exploited the continuous piecewise-linear structure of ReLU networks to
rigorously evaluate the Fourier spectrum, but their approach cannot be performed on DNNs trained
on high-dimensional datasets. Xu et al. (2019) [11] used non-uniform discrete Fourier transform to
capture the global spectrum of a dataset, but the obtained spectrum may not be accurate due to the
sparsity of the data points in high-dimensional space.
In this paper, we propose a heuristic but more practical metric to measure the spectrum of a DNN.
Instead of capturing the frequency components of the whole input space, we pay more attention to
the variations of the DNN in local areas around data points. Mathematically, denote the input point
sampled from a distributionD by x ∼ D, a normalized random direction by vx, the c-th logit output
of a DNN by fc(x), where c ∈ {1, 2, ..., C} and C is the number of classes. We evenly sample N
points from [x−hvx,x+hvx] to perform Fourier transform, where h bounds the area. The Fourier
transform of fc(x) is then:
f˜c,x(k) =
N∑
n=0
fc(x+
2n−N
N
hvx)e
−i2pi n
N
k. (1)
We use the logit outputs instead of the probabilities so that the spectrum is irrelevant to the rescal-
ing of the DNN parameters. That is, when the weights of the last layer are multiplied by α (this
operation does not change the decision boundary), the spectrum will change nonlinearly if we use
the probability outputs. We then add up the spectrums across the dataset and the logit outputs to
illustrate the local variation from a global viewpoint:
Ak =
1
C
C∑
c=1
Ex∼D
∣∣∣f˜c,x(k)
∣∣∣ . (2)
In practice, we only need a small number (500 in our experiments) of data points to approximate the
expectation of
∣∣∣f˜c,x(k)
∣∣∣ in (2).
Note that computing Ak does not need any label information of the dataset, suggesting that Ak can
be calculated on unlabeled data, i.e., in semi-supervised or unsupervised learning.
2.2 Non-Monotonicity of the Spectral Bias
Previous studies on spectral bias assumed that its evolutionary process is monotonic, i.e., DNNs
learn the low frequencies first, and then the high frequencies, which means we should observe a
monotonic increase in the ratio of high-frequency components. However, this is not what we ob-
served: we found that at a certain epoch, usually around the epoch when the second descent starts,
the ratio of high-frequency components begins to diminish.
Our experimental setup was analogous to deep double descent [13]. We here consider two ar-
chitectures1 (VGG [4] and ResNet [5]) on three image datasets (SVHN [15], CIFAR10 and CI-
FAR100 [16]). We randomly shuffled 10% labels of the training set to strengthen double descent
and denoted the perturbed part by perturbed set. The batch-size was set to 128, and we utilized the
Adam optimizer [14] with the learning rate 0.0001 to train the models for 1, 000 epochs with data
augmentation.
In order to better compare the spectrum along the training process, we normalized Ak according to
the basic frequency energyA0:
Rk = log (Ak/A0) . (3)
1Adapted from https://github.com/kuangliu/pytorch-cifar
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For every epoch, we randomly chose 500 data points from the training set, sampled a normalized
direction vx for each data point, and calculated Rk for the k-th frequency component
2 based on the
sampled data points and the directions (h = 0.5 and N = 128).
The spectrums and learning curves are shown in Figure 2. From the error curves, we can observe
that the test error decreases very quickly at the beginning of the training, whereas the error on the
perturbed set remains high, suggesting that the models effectively learn the patterns of the data in
this period. However, as the training goes on, the error on the perturbed set deceases rapidly, along
with a little increase of the test error. In this period, the models start to memorize the noise, which
leads to overfitting on the training set. So far, the behaviors of the models are consistent with the
conventional wisdom. However, if the models are trained with more epochs, the peak of the test
error occurs, just around the epoch when the model memorizes the noise, and then the test error
steps into the second descent. This is known as the epoch-wise double descent [13].
(a) SVHN
(b) CIFAR10
(c) CIFAR100
Figure 2: ResNet and VGG trained on SVHN, CIFAR10 and CIFAR100 with 10% label noise. The
red curves indicate the errors on the perturbed set, whereas the orange ones indicate the errors on
the test set. The heat map with contour lines depicts Rk, which is defined in (3) and calculated on
the training set. The x-axis is shown in logarithmic scale.
The heat map of Rk in Figure 2 presents a new perspective to look at this phenomenon. The spec-
tral bias manifests itself in the learning and memorization phases: the models first introduce low-
2We call k "frequency" in the rest of the paper.
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frequency components and then the high-frequency ones. The ratio of the high-frequency compo-
nents increases rapidly when the models try to memorize the noise. Nonetheless, along the second
descent of the test error, the high-frequency components begin to diminish, violating the claims
about the monotonicity of the spectral bias. The non-monotonicity of the spectral bias implies that
the relatively-low-frequency components are sufficient to memorize the noise, which can be ob-
served during the second descent: though the ratio of the high-frequency components deceases, the
perturbed set is still being memorized. Though the models on SVHN behave a little differently at
the early epochs, they still fall into above patterns after about ten training epochs.
2.3 Discussion
In this subsection, we discuss the role the label noise plays in the training process, and show that it
is one of the causes of the high-frequency components.
To confirm that, we trained models on clean data under the same training setup, and compared their
spectrums with models trained with 10% label noise. Figure 3 shows an example of ResNet18
trained on CIFAR10. As the contour lines indicate, label noise leads to a significant peak of Rk of
high-frequency components. Without the label noise, the contour lines are much flatter, suggesting
that label noise is an important factor of the high-frequency components. Appendix C presents
other spectrums of models trained without the label noise (one may also observe a peak of Rk for
ResNet18 on SVHN and ResNet34 on CIFAR100, but the peaks become sharper when the label
noise is applied.).
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Figure 3: ResNet18 trained on CIFAR10 with 0% and 10% label noise. The white numbers indiciate
the values of contour lines in the heat map Rk. The x-axis is shown in logarithmic scale.
It should be noted that the label noise is a fundamental phenomenon naturally existing in a wide
range of different forms [17], and our experimental setup amplifies this effect. Label noise increases
the complexity of the data manifolds, resulting in a potential demand for the high-frequency compo-
nents. It is reasonable since the perturbed point resembles the Dirac Delta function in the manifold,
which has a broadband power spectrum. However, this explanation may lead to a new question:
Why do high-frequency components diminish when the second descent starts?
One may argue that the spectrum is obtained from the training set, which only contains a small
proportion of the perturbed data, and hence though the perturbed points still keep the high-frequency
components in their neighborhood, the averaged spectrum cannot reflect this property. In fact, this
is not true. It seems that this phenomenon exists in a global manner. Figure 4 shows the spectrum
calculated only on the perturbed set. We can still observe the diminishment of the high-frequency
components (Appendix D gives more examples). We believe one possible cause is the sparsity of
the data in the high-dimensional space. Since the perturbed points lie far away from other sampled
points due to the sparsity, the prediction surface is relatively flat in their neighborhood. But this still
cannot explain why the high-frequency components are introduced at first. We will systematically
study the phenomenon in our future research.
Another interesting finding is that the architectures of DNNs also significantly influence the spec-
trums. Comparing the late-stage heat maps between VGG and ResNet in Figure 2, we can observe
that ResNet seems to have a bias towards low-frequency components. It is well-known that the ar-
chitecture of DNNs introduces strong priors to training and results in some inductive biases, but how
5
Figure 4: Rk on the perturbed set, synchronized with the test and perturbed errors. ResNet18 and
VGG13 are trained on CIFAR10 with 10% label noise. The x-axis is shown in logarithmic scale.
it influences the frequency components during training is still an open problem, which may inspire
the design of new architectures.
3 Monitor the Test Curve without Any Test Set
In Figure 2, we have already seen that the peak of Rk seems to synchronize with the start of the
second descent of the test error. Based on this observation, we show that it may be possible to
monitor the test curve without any test set.
3.1 Consistency of Rk on Training and Test Sets
One obstacle of using training errors to monitor test ones is that they do not vary consistently during
training, especially when the number of epochs is large. This inconsistency is a result of the direct
involvement of training errors in the optimization function, whereas test errors are excluded. There-
fore, if we want to use a metric calculated on the training set to monitor the behaviors of the test
curve, the most essential step is to cut off its connection to the optimization function.
Apparently, Rk, which measures the local variation of DNNs, satisfies this requirement. More
importantly, Rk is calculated without any label information, which further weakens its links to the
optimization function. To verify its consistency on the training and test sets, we calculatedRk on the
test set, which is presented in Appendix E and shows no significant difference withRk calculated on
the training set (See Figure 2). We calculated Pearson correlation coefficients (PCCs) of training and
testing errors, and Rk for k = 1, 2, ..., 64 as well. As shown in Figure 5, Rk shows better relevance
on the training and test sets than errors. Appendix A also gives the short-time PCCs, which depicts
how the PCCs vary w.r.t. the training epochs. All these results suggest that Rk is a metric changing
consistently on the training and test sets.
Figure 5: PCCs of errors (in orange) and Rk (in purple). The stripes represent different types of
DNNs. The average PCCs of Rk(k = 1, 2, ..., 64) is presented with the error bar which indicates
the standard deviations (very small and hard to be seen).
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From the above observation and the discussion in Section 2, we can conclude that the local variation
of DNNs seems to have a consistent pattern in the input space during training, which makes Rk an
excellent metric to indicate the training progress.
3.2 Use Rk to Monitor the Second Descent of the Test Error
We have verified the consistency of Rk on training and test sets. To monitor the test curves, the met-
ric should also have nontrivial meaningful connections to the test behaviors of DNNs. In Figure 2,
we can clearly observe the synchronization of the peak ofRk, which is calculated on the training set,
with the start of the second descent of the test error. This subsection further explores this connection.
Let Rk,t denote Rk at the t-th epoch, and Et the corresponding test error. Similar to early stopping,
we searched the peak of Et and Rt =
∑
k αkRk,t with the patience equaling T (T = 30 in our
experiments), where αk is the weight of Rk,t and all set to 1 in our experiments. More specifically,
we performed early stopping twice: first, we tried to find the number of epochs for minimal Rt and
Et, denoted by TR,min and TE,min, respectively; then we used TR,min and TE,min as start points to
search for the epochs of maximal Rt and Et, denoted by TR,peak and TE,peak, respectively.
We trained different models on several datasets for five runs (SVHN: ResNet18 and VGG11; CI-
FAR10: ResNet18 and VGG13 ; CIFAR100: ResNet34 and VGG16), and explored the relation
between the spectrums and the test behaviors. As shown in Figure 6(a), despite of different mod-
els and datasets, we can clearly observe a linear positive correlation between TR,peak and TE,peak,
suggesting that it is possible to predict the second descent of the test error with only the training set.
TR,peak is also related to the decreasing rate of errors on the perturbed set. LetPt denote the perturbed
error at the t-th epoch, and ∆Pt = −(Pt − Pt−1) the decreasing rate. We searched the peak of
∆P t =
1
2∆T+1
∑∆T
i=−∆T ∆Pt+i (∆T = 5 in our experiments) due to the large variance of ∆Pt,
and the corresponding epoch was denoted by T∆P,peak. Figure 6(b) shows that when high-frequency
components reach their largest ratio, the perturbed error decreases the fastest, suggesting that the
spectrum can also be applied to studying some more subtle behaviors.
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Figure 6: (a) TR,peak w.r.t. TE,peak; (b) TR,peak w.r.t. T∆P,peak. The colors represent different datasets,
whereas the shapes indicate different categories of DNNs, e.g., green squares represent VGG on
CIFAR100. The black line is fitted by linear regression. Each experiment was repeated five times.
3.3 Discussion
Overfitting is another important test behavior. A validation set is usually reserved to indicate when
overfitting happens. However, this may reduce the training performance because of the reduced
training set size. A more popular approach is that after obtaining a suitable number of training
epochs from the validation set, we combine the training set and the validation set to train the model
for the same number of epochs. However, this approach also has two shortcomings: 1) there is
no guarantee that the “sweet point" of the training epoch does not change when the training and
validation sets are combined; and, 2) it is time-consuming to train the model several times. If we can
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discover a novel metric which can be calculated on the training set but effective enough to predict the
epoch of overfitting (just like the spectrum to the second descent of the test error), these problems
can be easily solved. However, we are not able to find a direct connection between TR,peak and
TE,min (See Appendix B). It is also one of our future research directions to find a metric to indicate
TE,min.
4 Related Work
There are a number of works related to the themes of this article:
Generalization and Memorization Over-parameterized DNNs are believed to have large expres-
sivity, usually measured by the number of linear regions in the input space [18–22]. However, it can-
not explain why a DNN, whose capacity is large enough to fit random noise, still has low variance on
normal datasets [2]. Arpit et al. (2017) [8] examined the role of memorization in deep learning and
showed its connections to the model capacity and generalization. Zhang et al. (2020) [23] studied
the interplay between memorization and generalization and empirically showed that different archi-
tectures exhibit different inductive biases. Despite of these studies, memorization and generalization
of DNNs is still an open problem requiring more exploration.
Learning Bias Learning bias suggests that SGD has an implicit inductive bias when searching the
solutions, e.g., from learning patterns to memorizing noise [8], from simple to complex [9], or from
low frequency to high frequency [10–12]. For spectral bias, some works studied the convergence rate
of different frequencies of learned function [24, 25], but they were very specific, e.g., using DNNs
with infinity width [26] or synthetic datasets. Moreover, all of them suggested that the process of
learning bias is monotonic, which is different from our findings.
Double Descent There are epoch-wise double descent and model-wise double descent [13]. The
former is a general phenomenon observed by many studies [27–29], whereas the latter was proposed
recently, inspired by a unified notion of “Effective Model Complexity" [13]. Our work is based on
the epoch-wise double descent and provides a novel perspective to analyzing it.
5 Conclusions
Our research suggests that we need to rethink the connections among generalization, memorization
and the spectral bias of DNNs. We studied the frequency components of DNNs in the data point
neighbors via Fourier analysis. We showed that the monotonicity of the spectral bias dose not always
hold, and consequently, the low-frequency components may be sufficient to memorize the noise in
the training set. We also illustrated that unlike errors, the spectrum shows remarkable consistency
on the training sets, perturbed sets and test sets. Based on these observation, we found the potential
correlation of the spectrum, calculated on the training set, to the second descent of the test error,
suggesting that it may be possible to monitor the test behavior using the training set only.
Our future research will:
• Analyze the spectrum of DNNs in other learning tasks, e.g., natural language processing,
speech recognition and so on.
• Find a new metric which can be simply calculated on the training set, but effective enough
to indicate the start of overfitting.
• Explore the role that SGD and skip connection play in the spectrums of DNNs.
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A Short-Time Pearson Correlation Coefficient
The original Pearson correlation coefficient (PCC) of two series x,y ∈ Rn is calculated as:
p(x,y) =
∑
n
i=1
(xi − x¯)(yi − y¯)√∑
n
i=1
(xi − x¯)2
∑
n
i=1
(yi − y¯)2
, (4)
where x¯ and y¯ are the means. The PCC can show the relevance of two series, but lacks of accurate local
description if the series are very long. Therefore, we use short-time PCC to show the PCCs w.r.t. the training
epoch t, which is the PCC of series in a sliding window of length l (set to 100 in our experiments):
pl(t;x,y) =
∑
t+l−1
i=t
(xi − x¯)(yi − y¯)√∑
t+l−1
i=t
(xt − x¯)2
∑
t+l−1
i=t
(yi − y¯)2
. (5)
Figure 7 shows short-time PCCs of the training and test errors, and Rk on the training and test sets as well.
We can see clearly that compared with the error, Rk shows better consistency on the training and testing sets.
Observe that the short-time PCC deceases when the number of training epochs is very large, because in the late
stage, the variation tendency of the errors or Rk is so slow that the noise of variation dominates the short-time
PCCs instead of the overall variation tendency.
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Figure 7: Short-time PCCs of errors (left) and Rk (right). The colors represent different datasets,
whereas the styles of lines indicate different categories of architectures, e.g., green dashed line
represents VGG on CIFAR100. The short-time PCC of Rk is averaged over k = {1, 2..., 64}.
The x-axis is shown in logarithmic scale.
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Figure 8: TR,peak w.r.t. TE,min. The colors represent different datasets, whereas the shapes indicate
different categories of DNNs, e.g., green squares represent VGG on CIFAR100. Each experiment
was repeated five times.
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C Rk with 0% Label Noise
(a) SVHN
(b) CIFAR10
(c) CIFAR100
Figure 9: ResNet and VGG trained on SVHN, CIFAR10 and CIFAR100 with no label noise. The
heat map with contour lines depicts Rk, where k denotes the “frequency". The x-axis is shown in
logarithmic scale.
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D Rk on Perturbed Sets
(a) SVHN
(b) CIFAR10
(c) CIFAR100
Figure 10: ResNet and VGG trained on SVHN, CIFAR10 and CIFAR100 with 10% label noise. The
heat map with contour lines depicts Rk which is calculated on the perturbed set, where k denotes
the “frequency". The x-axis is shown in logarithmic scale.
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E Rk on Test Sets
(a) SVHN
(b) CIFAR10
(c) CIFAR100
Figure 11: ResNet and VGG trained on SVHN, CIFAR10 and CIFAR100 with 10% label noise.
The heat map with contour lines depictsRk, which is calculated on the test set, where k denotes the
“frequency". The x-axis is shown in logarithmic scale.
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