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Abstract
In this paper we obtain new characterizations of the faces of the cone of Euclidean distance
matrices. In one case the characterization is based on a special subspace associated with each
distance matrix, in other case on linear restrictions of coordinate matrices. We also relate the
faces to the supporting hyperplanes of the cone, and we show how the supporting hyperplanes
induce certain geometry on the configurations that belong to that face.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
The cone of Euclidean distance matrices (EDMs) is the linear image of the cone
of positive semidefinite matrices (PSD). For the cone of PSD matrices, a nice char-
acterization of the faces is known, and it plays an important role in optimization
problems associated with this cone.
Characterizations of the faces of EDMs were introduced first in [2] and later in
[4]. In this last paper, which we will use heavily, it is observed that the faces of
EDMs are linear images of the faces of the cone of PSD matrices. A key theorem
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(Theorem 4.1) tells us how to identify every distance matrix in a particular face using
the column space of the coordinate matrices.
In this paper we change from characterizing faces based on ranges of matrices to
a new characterization based on null spaces. For every EDM we define a new sub-
space that contains information about the location of the matrix and the geometrical
structure of the configuration of points. This subspace contains the null space of the
EDM (it coincides with it for spherical matrices), and becomes a key tool to describe
faces and determine their structure.
For every EDM D, we denote this subspace by LGS(D). This subspace is also
related to the centered preimage of D, τ(D), as well as to any centered coordinate
matrix. Given a EDM D in the boundary of the cone, the subspace LGS(D) allows
us to identify a set of supporting hyperplanes and to obtain a characterization of the
minimal face that contains D. A new face characterization based in coordinate matri-
ces is related also to LGS(D) and stated in term of homogeneous linear constraints,
a key description for optimization problems.
Finally on a different direction, the subspace LGS(D) allows us to determine
basic geometric properties for matrices in the minimal face containing D. In other
words, given D, the corresponding LGS(D) tells us basic geometric properties of
every configuration of points, whose distance matrix is on that face.
The paper is organized in several short sections as follows: Section 2 contains
basic definitions and relations between EDMs and PSD matrices, while Section 3
describes the relation among null spaces of EDMs, corresponding PSD matrices and
coordinate matrices, and also introduces the new subspace LGS. The new character-
izations of the faces are in the next section; and Section 5 contains the supporting
hyperplanes and their relation with the faces. In Section 6, we show the relation
between faces, the subspace LGS and the geometry of the configurations through a
few examples. In the last section we prove that the set of spherical matrices is convex
and we introduce the concept of ellipsoidal matrices.
2. Preliminaries
The set of symmetric matrices of order n will be denoted by Sn and by n we
indicate the set of symmetric positive semidefinite matrices. It is important to recall
that n is a closed convex cone. A subspace of a vector space, generated by vectors
v1, . . . , vk , will be denoted by 〈v1, . . . , vk〉. The vector with all ones is e and M
is the orthogonal complement of 〈e〉 in Rn. They play a key role in the theory of
EDMs. For a matrix A, C(A) and N(A) will denote the column and null spaces of
that matrix respectively. The Frobenius inner product in the matrices space is given
by 〈A,B〉F = trace(AtB).
A matrix D is called a Euclidean distance matrix if there are n points x1, . . . , xn ∈
Rr such that
dij = ‖xi − xj‖22.
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Observe that the entries of D are square distances. The set of all EDMs of order n
form a convex cone that we denote by n. If a matrix is symmetric, nonnegative and
the diagonal entries are zero, it is called a predistance matrix. A matrix D is called
spherical if the points that generate the matrix lie on the surface of a sphere.
There are well known relations between the sets n and n that we now summa-
rize. The EDMs are the image under a linear transformation of the cone n [1,3].
Given B ∈ n we define the linear transformation
κ(B) = bet + ebt − 2B,
where b is the vector with the diagonal entries of B.
It is well known that if B ∈ n then D = κ(B) ∈ n, moreover, κ(n) = n.
If κ is restricted to a maximal face of n, given by
n(s) = {X ∈ n/Xs = 0}
(we will work only with faces n(s) for vectors s satisfying st e = 1), then the
function κ is one to one and the inverse transformation is given by
τs(D) = − 12 (I − est )D(I − set ).
Every face n(s), with st e = 1, corresponds to a different location of the origin
of coordinates (for more details see Section 2 of [3]). A very important particular
case is when s = e/n, in that case we will denote τe/n just by τ , and τ and κ are
inverse each other between n and n(e). Matrices in n(e) are called centered
positive semidefinite matrices and the origin of coordinates is set at the centroid of
the configuration’s points.
Given a distance matrix D we define the embedding dimension of D, denoted by
ed(D) as the minimal dimension where a configuration of points that generate D can
live. It is known that ed(D) is the rank of τ(D).
3. Relations between null spaces
In [4], Tarazaga et al. proved that, given D ∈ n the null space of D is included
in the null space of τs(D): in other words, N(D) ⊂ N(τs(D)) for any s such that
et s = 1. Here we are interested in a better description of N(τs(D)) in terms of the
matrix D.
In the same paper it is proved that the system Dx = e always has a solution for
D ∈ n, and that D is spherical if and only if xte > 0 and nonspherical if and only
if xte = 0, where x is a solution of the system Dx = e. This implies that e is in the
column space of every EDM and then the null space of D is included in M because
of the orthogonality between column and null spaces for symmetric matrices. In the
case of nonspherical EDMs, it is important to note that if N(D) is nontrivial, then
the vector x can be chosen orthogonal to N(D): just subtract from x its projection
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in the null space. The resulting vector xˆ still satisfies Dxˆ = e and xˆ is orthogonal to
N(D). Now we can establish our first result.
Lemma 1. Given D ∈ n
(a) If D is spherical then N(τs(D)) = N(D)⊕ 〈s〉.
(b) If D is nonspherical and x solves Dx = e, then N(τs(D)) = N(D)⊕ 〈s〉 ⊕
〈x〉.
Proof. If D is spherical then the dimension of N(τs(D)) is the dimension of N(D)
plus one. But because N(D) ⊆ M , s /∈ M , and τs(D)s = 0 (which means s ∈
N(τs(D))), then N(τs(D)) = N(D)⊕ 〈s〉.
If D is nonspherical then the difference between the dimensions is two. But again
for the same reason s ∈ N(τs(D)), s /∈ M and 〈s〉 is a subspace of N(τs(D)). Let’s
consider x that solves Dx = e and is orthogonal to N(D). Because of the definition
of τ , B = τ(D) can be written as
B = τ(D) = − 12 (I − est )D(I − set ) = − 12 [D −Dset − estD + stDseet ]
and then Bx can be obtained as
Bx = − 12 [Dx −Ds(etx)− est (Dx)+ stDse(etx)]
using the facts that et s = 1, Dx = e and etx = 0 we have that Bx = e − e = 0.
But now x is orthogonal to N(D) and x ∈ M . Besides this, s is not in M . Now
〈x〉 and 〈s〉 are subspaces of N(τs(D)), then we have that
N(τs(D)) = N(D)⊕ 〈s〉 ⊕ 〈x〉. 
A very interesting point is that if we fix D and allow s, the vector that fix the origin
of the system of coordinates to move, we have that every N(τs(D)) contains N(D)
or N(D)⊕ 〈x〉 depending if D is spherical or nonspherical respectively.
A first observation is that any property of the configuration of points described by
N(D) or N(D)⊕ 〈x〉 must be independent of translation. But now we can define a
new subspace associated with D, denoted by LGS(D), as follows
LGS(D) =
{
N(D) if D is spherical,
N(D)⊕ 〈x〉 otherwise.
LGS stands for linear geometrical structure because of the information contained in
this subspace. Another important property of LGS(D) is the fact that it is always a
subspace of M . Here we have a nice characterization of it.
Lemma 2. LGS(D) =⋂st e=1 N(τs(D)).
Proof. We will assume that D is nonspherical (the spherical case is similar and sim-
pler). The null space N(D) and the subspace 〈x〉 depend on the matrix D and they
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are part of N(τs(D)) for every s satisfying st e = 1, then because of the definition of
LGS(D) we have that LGS(D) ⊂⋂st e=1 N(τs(D)).
In order to prove that the intersection is included in LGS(D) is enough to prove
that for two vectors s1 and s2 (s1 /= s2), N(τs1(D)) ∩N(τs1(D)) is already included
in LGS(D).
To prove this last inclusion, just observe that N(τs1(D)) = N(D)⊕ 〈x〉 ⊕ 〈s1〉
and N(τs2(D)) = N(D)⊕ 〈x〉 ⊕ 〈s2〉. Then since s1 /= s2, the intersection is the
subspace N(D)⊕ 〈x〉 which is included in LGS(D). 
We want to point out a characterization of LGS(D) in the case where D is not
spherical. Remember that for spherical matrices LGS(D) = N(D).
Lemma 3. If D ∈ n is not spherical, then LGS(D) = {x|Dx = αe for α ∈ }.
Proof. Let’s take y ∈ LGS(D), since D is not spherical then y = xN + αxˆ, where
xN ∈ N(D) and xˆ solves Dx = e because of the definition of LGS(D), but then
Dy = DxN + αDxˆ = αe. In the other direction, if y ∈ {x|Dx = αe for α ∈ }, then
there exists α ∈  such that Dy = αe. Two cases are possible: if α = 0 then y ∈
N(D) ⊆ LGS(D); if α /= 0 then D(y/α) = e and then y/α = xˆ + xN but this
implies that y ∈ LGS(D). 
As we mentioned before, the information contained in this subspace LGS(D) is
invariant under translations, and it will play a key role in faces identification. But we
need first a null space characterization of faces that we will obtain in the next section.
4. Faces characterizations
In [4] (Corollary 4.1), a characterization of faces is given in terms of the column
space (range) of τ(D) and a coordinate matrix XD that satisfies XDXtD = τ(D).
Remember that givenD, τ(D) is unique but notXD . AlsoXD is n× r , where r is the
rank of τ(D) equals the embedding dimension of D. If F(D) denotes the minimal
face that contains D, the corollary says that Y ∈ F(D) if and only if C(τ(Y )) ⊆
C(τ(D)) if and only if C(XY ) ⊆ C(XD).
Because column space and null space of a symmetric matrix are orthogonal com-
plements and the relations C(τ(D)) = C(XD) and N(τ(D)) = N(XtD), we can
rewrite the result as follows.
Lemma 4. GivenD ∈ n, Y ∈ F(D) if and only ifN(τ(D)) ⊆ N(τ(Y )) if and only
if N(XD) ⊆ N(XY ).
For any D ∈ n we have that τ(D)e = 0, then because of the definition of
LGS(D) we have that 〈e〉 and LGS(D) are orthogonal complements on N(τ(D)).
We can establish the following theorem based in the previous results and discussion.
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Theorem 1. Given D ∈ n, Y ∈ F(D) if and only if LGS(D) ⊆ LGS(Y ).
We can also link the dimension of LGS(D) and the ed(D) as follows.
Corollary 1. dim(LGS(D))+ ed(D) = (n− 1).
Proof. Because the definition of embedding dimension dim(N(τ(D)))+ ed(D) =
n, but we know that LGS(D) is the orthogonal complement of 〈e〉 in N(τ(D)) then
replacing dim(N(τ(D))) by dim(LGS(D))+ 1 we obtain that dim(LGS(D))+ 1 +
ed(D)) = n, which proves the result. 
Now we can look to the null spaces of τ(D) andXD , which are the same. They are
the direct sum of the orthogonal subspaces 〈e〉 and LGS(D), and while the subspace
〈e〉 is responsible for setting the origin, LGS(D) gives geometrical information about
the configuration of points as we will see later in Section 6.
Once we fix the origin of coordinates, the vector space LGS(D) carries the face
structure all the way from the coordinates space to the PSD matrices and finally to
the EDMs. We need now to define the face associated with a subspace S of M . Given
a subspace S of M , we define
F(S) = {D ∈ n|LGS(D) ⊇ S}.
Observe that LGS(D) is the key to defining F(S). We will prove that they are the
faces of n.
Lemma 5. Let S be a subspace of M, then the following three statement are equiv-
alent
(a) D ∈ F(S).
(b) τ(D) is in the face of PSD matrices determined by the subspace S ⊕ 〈e〉.
(c) The transpose of the coordinate matrix XtD has a null space that contains
S ⊕ 〈e〉.
Proof. Properties (b) and (c) are clearly equivalent because both matrices share the
same null space. Let’s now prove that (a) implies (b). If D ∈ F(S) then LGS(D) ⊃ S
but because of the relation with the null space of τ(D) we have that N(τ(D)) =
LGS(D)⊕ 〈e〉 ⊇ S ⊕ 〈e〉 and this prove the implication. The argument can be re-
versed to prove that (b) implies (a). 
Theorem 2. Given S a subspace of M, then F(S) is a face of n.
Proof. It is a direct consequence of Lemmas 4 and 5.
This theorem completes a nice and useful characterizations of faces in term of
subspaces of S ofM and centered coordinate matricesX such thatN(Xt) = S ⊕ 〈e〉.
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It is well known that if you take all the n× k matrices X (no restriction over
the rank) with the vector e in the null space of Xt you describe all the EDMs with
embedding dimension less or equal to k. But now if you take only those that have a
null space containing S ⊕ 〈e〉, where S is a subspace ofM with dimension n− k + 1,
we are describing only one face and every matrix in that face is going to have a
LGS space containing S. This says that faces are generated by homogeneous linear
restriction on the coordinates, which has an important impact on the optimization
problems associated with applications. When LGS(D) has dimension one, then the
face generated by this subspace is a maximal face of n. 
5. Supporting hyperplanes
Given a vector m ∈ M we can define the following hyperplane
H(m) = {Z ∈ Sn : 〈mmt, Z〉F = 0}.
It is worthy remembering that 〈mmt,D〉F = mtDm. Our first observation is now a
new writing of Schoenberg’s characterization.
Theorem 3 [5]. Let D be a predistance matrix, then D ∈ n if and only if for every
vector m ∈ M we have
〈mmt,D〉F  0〉.
A very useful consequence of this fact is the following result that characterize
maximal faces in term of supporting hyperplanes.
Theorem 4. Given m ∈ M, then F(〈m〉) = n ∩H(m).
Proof. If D ∈ F(〈m〉), then m ∈ LGS(D), but this implies that Dm = αe. Note that
for spherical matrices α = 0 and for nonspherical matrices we know that mte = 0.
Then mtDm = 〈mmt,D〉 = 0 and this says that D ∈ H(m). Then since D ∈ n it
belongs to the intersection.
To prove the other inclusion assume that D /∈ F(〈m〉) and D ∈ n. Because the
first condition m /∈ LGS(D) and thus m /∈ N(τ(D)), remember m is orthogonal to
e. But we have that
D = ebt + bet − 2τ(D)
and then
mtDm = −2mtτ(D)m.
Now because τ(D) is positive semidefinite and m /∈ N(τ(D)) we have that
mtτ(D)m > 0 and that says that
mtDm < 0
which implies m /∈ H(n) and also m /∈ H(n) ∩ n. 
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Theorem 5. Every face F ofn whose interior elements have embedding dimension
k is the intersection of n− (1 + k) supporting hyperplanes, with n.
Proof. Given a face F , find D such that F(D) = F . Then compute LGS(D) which
has dimension n− (k + 1) and a basis from LGS(D) provides the vectors that
generate the supporting hyperplanes. 
6. Faces and geometry
Many observations in this section are a consequence of the fact that given D ∈
n, and s ( /= 0) in LGS(D), then a centered coordinate matrix XD for D satisfies
XtDs = 0. This generates a relation (linear combination of the points’ coordinates
equal to zero) among the points in the configuration and it is important to observe
that if s ∈ M , then s is not providing a system of coordinates.
Now we are going to give a few examples of the geometry that characterize the
configurations of points in a face generated by the subspace 〈s〉 with s ∈ M , in other
words the geometry induced in F(〈s〉) by the vector s.
6.1. Parallelism
For a configuration with n points suppose that that xi1 , xi2 , xi3 and xi4 are four
points such that xi1 − xi2 is parallel to xi3 − xi4 . This implies that there is an α such
that
xi1 − xi2 = α(xi3 − xi4)
or
xi1 − xi2 + αxi4 − αxi3 = 0
but now if we define the vector s as follows
sk =


1, k = i1,
−1, k = i2,
−α, k = i3,
α, k = i4,
0, otherwise.
It is clear that Xts = 0 and also st e = 0. This implies that s ∈ LGS(D) for every D
in the F(〈s〉). But this simple observation allows us to establish the following result.
Lemma 6. Given D ∈ n, and s as defined above, D ∈ F(〈s〉) if and only if the
points xij , j = 1, 2, 3, 4 generate parallel sides satisfying xi1 − xi2 = α(xi3 − xi4).
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This lemma tells us a couple of things. First of all, parallelism is related to face
structure. Moreover, if four points of the configuration generate parallel sides, they
will be parallel for every configuration in the corresponding maximal face. Second,
if the α factor changes the face changes. Two important consequences arise from
this.
Corollary 2. Any matrix in the interior of n has no parallel sides.
Proof. Every matrix in the interior of n is spherical and full rank, then LGS(D) =
0 and then N(Xt) = 〈e〉. 
Corollary 3. For every matrix D ∈ n with ed(D) = 1, every pair of sides are par-
allel and a basis for LGS(D) can be built with the vectors expressing this parallelism
if all the points are distinct.
Proof. The first part is straightforward since all the points are in one dimension.
In order to built the basis for LGS(D) observe that in the case n = 4, LGS(D) has
dimension equal to 2 and the vectors (1,−1, α,−α)t and (1, β,−β,−1)t are inde-
pendent for any values of α and β. Observe that the values of α and β have to be
chosen using the interpoint distances. If n > 4 use these two vectors and add the
necessary zeros to make them n-vectors. In addition select one of them and shift
the nonzero positions all together (one position at the time) n− 4 times to complete
the basis. Remember dim(LGS(D)) = n− 2. 
We want to show here a very nice particular case. Let’s take n = 4, and the vector
s = (1,−1, 1,−1)t . We are choosing α = 1 on purpose. Now the question is what
is the geometry of the face F(〈s〉).
For every D ∈ F(〈s〉) it is clear that Xts = 0, but we have two ways to read that,
first
x1 − x2 = x4 − x3
which establishes a couple of parallel sides, but we may also say that
x1 − x4 = x2 − x3,
and another couple of sides are parallel appears. Then we are in the face of parallel-
ograms, and the distance matrix corresponding to the square is the central direction
of the face. This face was introduced in [4] using different tools.
Note. Here in this example, we may think that the points that generate the configura-
tion in the plane are labeled counterclockwise. It is worthy to note that if you relabel
the points, let say the coordinate matrix is given by PX where P is a permutation
matrix, then Ps is the vector in M that works since (PX)t (P s) = XtP tP s = Xts =
0 and the matrices in F(〈Ps〉) are given by P tDP when D ∈ F(〈s〉).
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6.2. Lifted faces
Another interesting example of geometry associated with the faces, appear when
we consider a vector in M like rij defined by
(rij )k =


1, k = i,
−1, k = j,
0, otherwise.
First note that et rij = 0 which implies that rij ∈ M . Then there is a maximal face
associated with each of these vectors F(〈rij 〉). For simplicity we will work with
r12 = [1,−1, 0, . . . , 0]t .
The fact that r12 is in LGS(D) implies different things. In term of the centered
coordinate matrix we have that Xtr12 = 0 and then the points x1 and x2 are the same
point. In term of the D matrix it means that d12 = 0 and the first column and the
second one are equal (same with first two rows). We can summarize this as follows.
Lemma 7. Given D ∈ n, then D ∈ F(〈rij 〉) if and only if points xi and xj are
identical.
Again a geometrical property characterizes a face. There are a couple of observa-
tions about these faces. First of all there aren(n− 1)/2 of these maximal faces and sec-
ond there is a one to one correspondence between each of these faces andn−1. Then
we can think of these faces as a lifting of n−1. The same happen with subfaces.
The entries of our EDMs are the square of the distances. For some applications,
like the molecular conformation problem and multidimensional scaling problem, we
need to work with distances and in our setting that means to take the entrywise
square root of the matrices. These faces behave in a very particular form under this
entrywise square root. First of all, observe that if D ∈ F(〈r12〉) when we take the
square root d12 will be zero again and the first column will be the same as the second
(same for the first two rows). But this implies that the (entrywise) square root of D is
also singular and has to be in the boundary of n. More than that, the whole image
has to be in the same face. This argument prove the following result.
Lemma 8. Faces F(〈rij 〉) are invariant under entrywise square root.
In a certain sense this is not a surprising property since these faces are copies of
n−1.
6.3. Simplex type faces
Let’s take a simplex in n− 1 dimension with all the interpoint distances equal to
1, and add the centroid as a point of the configuration. The corresponding distance
matrix looks like
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D =
(
0 αet
αe E
)
,
where α = (n− 2)/2(n− 1) and E is the distance matrix with all the off diagonal
entries equal to 1 and size n− 1.
The first interesting observation is thatD is not spherical and because the centroid,
which is the origin, is a configuration point, it is going to be a configuration point for
every matrix in that face [4, Theorem 4.1]. We also want to point out that the vector
s = [n− 1, 1, . . . , 1]t is in M and it is easy to verify that Ds = ((n− 2)/2)e, which
implies that s ∈ LGS(D), moreover LGS(D) = 〈s〉.
Then F(D) = F(〈s〉) and then we have a complete maximal face that does not
contain one spherical matrix.
Lemma 9. F(〈s〉) = F(D) contains no spherical matrices.
7. A note on spherical matrices
It is well known that spherical matrices play a key role in the structure of the cone
of EDMs. In [4], Theorem 3.3 tells that any interior matrix in n is spherical. We
also know that there are spherical matrices in the boundary of n. Now we want to
point out one more interesting property of the spherical matrices.
Theorem 6. The set of all spherical matrices in n is convex.
Proof. Let’s take D and D spherical. Then because of Corollary 3.1 in [4] there exist
β and β¯ such that
βeet − 1
2
D  0,
β¯eet − 1
2
D  0,
where X  0 means X is PSD. But now multiplying the first inequality by t and the
second by 1 − t with 0  t  1 and adding them, we obtain
[tβ + (1 − t)β¯]eet − 12 [tD + (1 − t)D]  0
since a convex combination of PSD matrices is PSD. But this means that the matrix
tD + (1 − t)D is spherical and this proves the result. 
The last example in Section 6 showed that there are faces with no spherical matri-
ces. But even more if a face has spherical matrices, most of the matrices in that face
are not spherical. This statement is a consequence of the face characterization given
in Corollary 4.1 in [4]. If X is a coordinate matrix for D, a spherical distance matrix,
in that face, then all the coordinate matrices for distance matrices in that face are
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given by XQ. In most cases  has distinct diagonal values that means stretchings
in the axis, and the configuration are going to be not spherical in most cases.
This means that a matrix is spherical not because the structure of LGS(D) but
because properties related to the column space of X and the vector e.
Theorem 3.1 in [4] tells that spherical matrices can be identified using the column
space of the matrix [X e], where the vector e is added as a column to the matrix X.
The following result is clearly equivalent to the mentioned result.
Corollary 4. Given D ∈ n, D is spherical if and only if the diagonal of τ(D)
belong to the column space of [X e] if and only if the projection of the diagonal
of τ(D) in M is in the column space of X.
7.1. Ellipsoidal matrices
A matrix D in n is called ellipsoidal if the configuration of points that generate
the matrix lie in a k-dimensional ellipsoid, given that the embedding dimension of
the configuration is k. Note the fact that every spherical matrix is ellipsoidal.
From Corollary 4.1 and Theorem 4.1 in [4], we can learn that given D with coor-
dinate matrix X and embedding dimension k, every matrix in F(D) has coordinates
Y given by
Y = XA,
where A is a matrix of order k. A first consequence of this fact is the following, if
D is spherical, every matrix in that face is going to be ellipsoidal, because this linear
transformation A take an sphere into an ellipsoid.
Using the same fact if D is ellipsoidal with coordinate matrix X, then there exists
a matrix A such that Y = XA is spherical and then any matrix in that face is ellip-
soidal.
Lemma 10. Given a face F in n, every matrix in the face is ellipsoidal or none of
them are.
Ellipsoidal matrices are compatible with the facial structure. Then we can talk
about ellipsoidal faces and nonellipsoidal faces classifying in this way every face of
n.
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