Inferencing and abductive reasoning in language learning and use
There is converging evidence for the claim that bi-and multilinguals have, at least in some respects, advantages over monolinguals in learning additional languages (Cenoz 2003 : 82, Cummins 2000 . The explanations offered for these advantages in third language acquisition (TLA) refer to advantages in cognitive development or to enhanced language awareness (Jessner 1999) , sometimes also termed the "M-factor" (Herdina and Jessner 2002: 131) . Learning and using two languages is hypothesized to lead to enhancements in particular cognitive skills and/or language awareness, which in turn leads to measurable advantages -at least regarding general efficiency -in TLA (cf. also de Angelis 2007, Le Pichon Vorstman et al. 2009 ).
The empirical studies presented in this chapter focus on a narrowly defined aspect of linguistic competence, the recognition of cognates in closely related but unknown languages. More concretely, this research attempts to tap into a cognitive mechanism which is likely to contribute to the advantages in TLA within genealogically related languages observed by scholarly research in the past. The goal of the deliberately reductionist approach discussed below is to shed new light on a pivotal resource in multiple language learning: interlingual correspondences. The research questions that will be addressed in this chapter are the following: 1) Are there multilingual profiles (regarding the languages in the individual multilingual repertoire) that favour the rapid recognition of familiar words in unknown target languages? 2) Are there other characteristics of the participants that influence the quality of the interlingual recognition process? 3) Which linguistic properties of target items (words) allow for spontaneous interlingual recognition, and which limit the spontaneous inferability of items?
These three questions will be addressed using data elicitation methods described in Section 2. Section 1 provides a brief overview of the context of this research and the most relevant literature, and Section 3 offers some concluding remarks. The main point of this chapter is theoretical. It will be argued that one of the key inferencing procedures that underlie the linguistic tasks in the scope of our studies is of the abductive type. The particular nature of abduction, then, can be used as an explanation as to why bi-/multilinguals do better at the particular tasks we used and, as a consequence of this first conclusion, why many bi-/multilinguals might be better at language learning in general.
M-Factor; bi-/plurilingual competence
A focus on cross-linguistic similarities is becoming increasingly important as a means of promoting the usage value of less commonly used languages (LOTE, languages other than English) in light of an over-emphasis on teaching English. As one of many examples, the EuroCom framework Marx 2007, McCann et al. 2003) aims at the rapid development of comprehension skills in reading and listening in one family of languages at a time (Romance or Germanic). Picking up on an idea already present in Lado's (1957) contrastive analysis hypothesis, these frameworks pursue a double focus: on the one hand, the potential of interlingually transparent words and structures is documented, on the other, particular features that are unique for the particular language are listed and presented. Although the general idea of this enterprise seems very promising, one of its main weaknesses is its orientation towards a detailed, lengthy, list-based presentation of interlingual correspondences that draws on the philological tradition. The usability of these lists remains at best unclear. As an example, sound correspondences across Germanic languages are presented in EuroComGerm (Hufeisen and Marx 2007) on no fewer than 44 pages. Given the density of these contents, and despite the fact that the authors have made great efforts to reduce the philological complexity, it seems that there should be better, more frugal ways of preparing multilinguals for the task of reading in an unknown but genealogically familiar language.
Inferencing, transfer and hypothesis testing
According to Carton (1971) , one of the fundamental principles in language learning is the ability to draw inferences. Studer (2008) deems inferencing a central process in almost any receptive activity of language users. Inferences can be drawn based on co-textual or contextual information, based on knowledge of the target language, of languages in general or based on knowledge that links different languages in the multilingual system together. It is these latter inferences, the interlingual ones, which are at the very core of this chapter. Furthermore, such interlingual inferences are closely related to central questions on the potential (but also the danger) of language transfer, as discussed e.g. in Odlin (1989) . For the remainder of this contribution, we consider interlingual inferencing as a mechanism that operates on potential transfer bases, i.e. on acquired and learnt items and structures in any language pertaining to the multilingual repertoire. Based on inferentially emerging interlingual identification, multilinguals can be said to transfer items and structures from one language into another. Both inferencing and transfer therefore participate in the process of the dynamic construction of interlanguages in the form of often short-lived, spontaneous, hypothetical grammars, a process that is considered central to most modern theories of second/foreign language acquisition (see e.g. Gass and Selinker 1994: 6-7) as well as in multilingual language didactics (see e.g. Meissner 2001).
However, the exact nature of these inferencing processes often remains surprisingly unclear. Most often, particularly in so called 'constructivist' teaching approaches, the emphasis lies on discovery, on 'inductive' procedures. These procedures are argued to be more efficient and more cognitively adequate for language learning than the traditional deductive or 'instructivist' methods (cf. Wolff 1994) .
1 In this regard, however, authors tend to forget that there is a third type of inferencing, namely abduction.
2 Abduction was introduced into semiotic theory by Peirce (1931) who was interested in the "mental operation of guessing" and viewed abduction as a process of "forming an explanatory hypothesis" (CP 5.171 ). In the view of Eco (1984) , abduction is the daring attempt to speculate about potential rules that might explain the meaning of a signifier (42). Eco (1984: 42) . Bold lines refer to given knowledge, dotted lines refer to inferenced knowledge.
Let us consider a token from the data collected in the studies discussed below and how it relates to the three types. One of the tasks involved the spontaneous guessing of the meaning of cognate verbs in Danish, a language none of the informants has learnt. As an example (1), the participants had to infer the meaning of the item blive, an item that was presented either aurally or in its written form (but not both). Both examples are actual responses drawn from the study that will be described in more detail below. Example 1b is a vivid example of interlingual abduction:
The participant is confronted with a stimulus, she has a gut feeling that it could be related to the German bleiben, and she looks for potential phonological 'rules' that might support and even explain this spontaneous analysis, using her knowledge of Spanish grapheme-phoneme correspondences. Based on Eco's schematic representation of induction, deduction and abduction, this particular token can be rephrased as in Figure 2 . As Figure 2 shows, there are other ways of linking together the rule, the case and the result. In deduction, the result is an unavoidable entailment of the rule and the case, and in induction results can allow for the inferential generalization of a rule. The figure should make it quite clear that both induction and abduction by nature involve uncertainty regarding the validity of the inference as a whole to at least some degree. This uncertainty is particularly important in abduction, since here the empirical basis is rather weak (often only 1 result). A second difference between abduction and induction needs to be explicitly mentioned here: the former presupposes the knowledge of rules, as the one given in example (1b), whereas the latter is about finding the rule based on a corpus of data. This difference, as will be argued in this article, is a crucial one -from an acquisitional and from a teaching point of view.
Empirical Investigations

Lexical inferencing across Germanic and Romance languages
Two preliminary studies were carried out that will be summarized very briefly here (see Berthele 2008, Berthele and Lambelet 2009 for more details). Both studies were inspired by the methodology developed in Müller-Lancé (2003) .
The studies make use of paper and pencil tasks targeting unlearnt languages that are genealogically related to the main languages of the participants. More importantly, the target languages and the learnt languages share a great deal of vocabulary. These interlingually shared words, commonly referred to as 'cognates', differ to substantial degrees with respect to their similarity. It seems thus important to deconstruct the lay category of cognates and to reconstruct it based on scientific criteria (cf. Section 2.4.).
All participants had to fill in a detailed language biography questionnaire in order to self-assess their proficiency in their languages (including dialects). The tasks were carried out under time pressure (Task A: 15', Task B: 5', Task C: 10'). The translation attempt for each item in an unknown Lx involved writing down the (guessed) meaning of the item as well as the interlingual (or contextual) transfer bases, words or rules, which lead to the guess (cf. example 1b).
Results Studies 1a and 1b
Firstly, a general correlation between the number of languages spoken by the participants and the number of successful translation attempts was calculated. This analysis reveals a positive but relatively weak effect for task C only (inferencing of cognates without context; Romance targets: r = 0.392, n = 135, p < 0.001; Germanic targets: r = 0.249, n = 179, p < 0.001).
Secondly, the question was addressed as to whether there are particular multilingual profiles that stick out with respect to the ability to draw interlingual inferences. Different groups were formed, e.g. a group of bilinguals has been defined as participants who speak at least two languages/dialects on a level of at least 4 (maximum: 6; labeled "(almost) balanced bilingual" in Figure 3 ). Another group of 'intra-family' bilinguals was defined as speaking at least two Germanic (study 1a, "2 Germanic > 4" in Figure 3 ) or Romance (study 1b, "2 Romance+> 4 in Figure 3 ) languages on a level of at least 4. Individuals not falling into these categories are labelled "(normal) multilingual" in Figure 3 . There is considerable evidence on both the Romance and the Germanic side that the most skillful interlingual inferers are those participants who master two languages in their repertoire that are related to the target languages, i.e. two Romance or two Germanic languages respectively (cf. Table 2 ). On the Germanic side this shows the multilingual potential that lies in bilingualism with dialects and a standard language, since a large number of the participants who claim to have high proficiency in two Germanic systems are speakers of a German dialect (Alemannic, Platt, etc.) and the German standard language (cf. the discussion in Berthele 2008) .
To sum up the result of the search for the "good interlingual inferer" we can conclude that: a) the more multilingual a participant is, the more likely she is to correctly infer word meaning (all three tasks in the case of the Germanic targets, tasks A and C in the case of the Romance targets); b) multilinguals who assess themselves as having a high proficiency in at least two of their languages do better than multilinguals without this particular type of self-assessment; c) multilinguals with high proficiency in two languages that are close to the target languages perform better than all other groups.
In order to be able to increase the amount of variance explained, we designed a follow-up study described in the remainder of this chapter. This study draws on the method used in task C.
Study 2: Listening and reading comprehension in Germanic languages
The follow-up study only focuses on Germanic verb targets without context. A total of 163 adolescents and young adults (between 13 and 35 years old) participated, all native speakers of a Swiss German dialect (or bilinguals with heritage languages or Romansh). They had to fill in a similar language profile questionnaire as in study 1. Additionally, the informants took 3 modules of Meara's (2005) language aptitude tests (called Llama B, D and E: word learning, sound recognition, sound-symbol correspondence). The stimuli were 28 Danish and Swedish verbs, all high frequency and (near) cognates, i.e. they are potentially detectable with counterparts in English and/or German (cf. below, Section 2.4.). The informants were presented with half of the stimuli in written form and half in aural form. Two conditions were created in order to have all verbs presented in both forms. A subsample of the informants performed the same task in a think-aloud protocol, i.e. not as a paper and pencil task but face to face with a fieldworker who recorded the verbal protocols and wrote down the responses. Example (1a) above is taken from this data.
The data have been analyzed in two ways: firstly, with respect to the quest for the profile of the 'ideal' interlingual inferer, and secondly, with respect to linguistic features that interact in statistically relevant ways with the empirical difficulty of the stimulus items.
In order to answer the first question, a regression analysis was carried out. The dependent variable was the standardized score of the proportion of correct inferences an individual managed to draw. As independent variables, supposedly important factors were entered stepwise: vocabulary learning ability (Llama B), sound recognition (Llama D), sound-symbol correspondence (Llama E), number of languages in the repertoire, self-assessed proficiency in L1, L2, . . . , Lx, age, school/educational level.
The stepwise regression reveals that there are four independent variables that contribute in a statistically meaningful way to the variance of the target variable (cf. Table 2): 1. age (the older, the better); 2. vocabulary learning ability; 3. English proficiency; 4. # of languages in the repertoire. These four variables account for 62% of the variance. The analysis shows that the ability to draw inferences increases with age, that there is at least one component of language aptitude that seems to interact with this ability, and that the multilingual repertoire, and most prominently the proficiency in English, contributes significantly to successful inferencing.
If we consider these results in the light of the presupposition that we are dealing with abduction rather than induction, the results make perfect sense: multilinguals with high proficiency in many languages, and above all in languages that are relatively similar to the target language, can make use of their repertoire in the sense that it provides not only important lexical transfer bases, but also potential rules and regularities, i.e. conceptual knowledge and strategic know-how that fits into the top box in Figure 1 . It is this knowledge and these skills that allow the interlingual guessing game to become increasingly accurate, as we will see in much more detail in Sections 2.5 and 2.6.
Before discussing these results and their potential consequences for the acquisition and learning of third/additional languages, another question should be briefly addressed: What is the influence of particular linguistic characteristics in the target words on successful interlingual comprehension?
What exactly is a cognate? Analysis of individual items
The term cognate is well established in psycholinguistic investigations of the multilingual mental lexicon (e.g. in Dijkstra 2003) , and the recognition of interlingual cognates is taken for granted and thus part of an implicit methodology in comparative historical linguistics (for an example see Campbell 2004: 126) .
Despite its being taken for granted, cognate is a rather problematic category. There are clear cases of obvious code similarity (homography or homophony) across languages, such as the Danish and the English spelling of the verb <give>. In other cases, however, minimal or even major differences in pronunciation occur, and where 'cognateness' ends often remains unquestioned in the literature. Both in spelling and in pronunciation, even within what is commonly construed as a language, there can be substantial allophonic and allographic variation. I would suggest conceiving the category of cognate as a radial category with prototypical, i.e. almost or completely identical examples at its center and increasingly different examples on a graded scale. Moreover, the category has fuzzy boundaries since it remains unclear where interlingual cognateness ends. As shown in Figure 2 above, knowledge of the history of sound changes in Germanic and synchronic sound correspondences allow for the identification of graphematically and phonologically quite different items.
The construal of cognateness as a radial category avoids the pitfall of assuming the interlingual indentifiability of items in an aprioristic way. In order to account for the gradedness of the cognate category, the interlingual distances need to be measured. Once these measures are established, it is possible to correlate them with the empirically measured ease of inferencing in our experiments.
Measuring string distance is possible by applying a variant of the algorithm proposed by Levenshtein (1966) . Whereas this algorithm, in its simplest form, only counts the smallest number of insertions or deletions that have to be carried out in order to transform one string into the other, there are elaborations that also take into account the phonological distance between the respective segments (Heeringa, et al. 2006) . For the purposes of this study, I have used two variants of the Levenshtein algorithm. Firstly, a featureless comparison of the graphematic strings has been carried out (cf. columns 2 and 4 in Table 3 ). This produces a rough measure for the graphematic similarity of the two written forms of the cognates. Secondly, the aural stimuli of the words have been transcribed phonetically, these transcripts have been coded using the X-Sampa 3 standard and fed into the L04 4 software, which is a tool that calculates feature-based Levenshtein distances for word pairs.
Very generally, it seems reasonable to hypothesize that the items' empirical difficulty in the interlingual inferencing task correlates negatively with the Levenshtein distances. In order to test this hypothesis, the proportion of correct answers per item per task variant has been calculated (cf. last row in Table 3 ). 
Listening comprehension: Analysis of individual Items
The data from the listening comprehension condition will first be discussed. As Figure 5 shows, there seems to be a threshold at around 0.22 for the distance measure in the listening comprehension condition.Above this threshold, no items were inferred by more than 15% of the participants.
Levenshtein distances with respect to English thus seem to be a modestly useful predictor for the inferability of the target items. However, as Figure 5 illustrates, there is no simply linear relationship between the two variables. Among the items with relatively small phonological distances we still find considerable variation. Some items are comparatively distant but still easy to infer, e.g. komma. In some cases, this can be interpreted due to the high similarity to German (kommen), in others, however, this explanation does not seem to be equally manifest (ville -wollen). The lack of clear correlations and the unexplained patterns in Figure 5 raise the question whether it is not mere distance/difference, but rather particular types of differences that are the key to the empirical differences across the items in this interlingual guessing puzzle. A further explorative analysis was thus carried out that analyzes phonological and graphematic features of particular segments of the pairs of cognates. Firstly, since the data points in Figure 5 suggest that there is a meaningful difference with respect to interlingual inferencing between items with a Levensthein distance of more than 0.218, the target items have been categorized in two groups (low Levenshtein distance D < 0.218; high Levenshtein distance D > 0.218). Secondly, a more elaborate item-map has been constructed for each item in the list. The simplified schematic structure of the target items is C-V-C-V pattern (cf. kunne, mena). In some cases, the consonant positions are filled with consonant clusters, as in skrive. For each of these four positions, phonetic features have been coded based on the phonetic transcriptions of the items. The item-map thus contains variables which code the main articulatory differences between the cognates for each pair of words:
Consonants: place/manner of articulation; phonation Vowels: aperture; backness; roundedness; diphthong/monophthong; Vowels and Consonants: segment differences (e.g. affricates vs. fricatives; insertions or deletions of sounds); quantity If there is more than one segment per idealized C or V position, as in the case of consonant clusters, the differences between these clusters have been coded as a whole. Based on this item-map with an impressive number of variables (54 for the aural data) it is possible to run a cross-tabulation analysis which indicates whether each particular feature coincides with higher or lower success in interlingual inferencing. An exploratory analysis has been carried out using classification trees with the dependent variable "correct inference" (a nominal variable) and the whole phonological item-map as independent variables. The goal was to find out which of these numerous variables discriminate best with respect to the dependent variable. 6 In other words, the question here is which linguistic feature clearly brings about less success in inferencing when two cognates differ with respect to it. This analysis was carried out for two groups of participants separately: for the good inferers and for the poor inferers. These groups were determined by dividing the sample according to the criterion of whether a participant scored below or above the mean of correct inferences (36%) for the whole sample.
This analysis produces the picture shown in Figure 6 and Figure 7 . The exploration of these categorization trees shows which phonological features discriminate within our data with respect to successful interlingual inferencing.
In order to lay out the logic of these trees, two selected paths that lead through the tree in Figure 7 will be analyzed as an example.
Firstly and most importantly, if an item has a Levenshtein distance that is higher than the threshold discussed above, it is very unlikely for the good inferers to find the cognate. Only 61 (18.2%) of the items are successfully translated, 275 (81.8%) remain unrecognized. However, if the Levenshtein distance is below the threshold, the good inferers succeed in 363 attempts (56.5%). The second criterion that plays a statistically significant role is the comparison of phonation of the second consonant in English and in the target item. If there is a difference in phonation, or if one of the forms lacks a second consonant, it is less likely that the inferences will be correct (43.1% of correct inferences). Within these cases, the first vowel criterion is important: if the first vowel shows a difference in roundedness when comparing English and the target item, the inferences are more likely to be successful than if not. Node 8 thus stands for verbs such as ha Let us now turn to the items that do not present any difference in phonation regarding the second consonant, i.e. to all items that belong to daughters of node 3. The next criterion that plays an important role is the comparison of the aperture of the first consonant in the German and the target cognates. If there is no difference at all or merely a minor one (node 5), 77.4% (178 tokens) are correctly inferred. If there is a difference larger than 1 step, the majority of the items is not inferred correctly (53.3%). Analyzing the daughters of the former category (node 5 in Figure 7 ), the last criterion is the manner of articulation comparing the first English consonant and the target words. If the words present the same manner of articulation, there is an 88.5% likelihood that they will be inferred correctly (items such as komma, laegge, ligge). Even if this feature differs (node 10), the majority of the tokens are correctly inferred (tale, tänka; 54.1% correct inferences). All nodes in the two figures above could be analyzed in this manner. For the sake of brevity we will not go into more details here but the following table shows a synopsis of the hierarchy of the features that the categorization tree analysis produces as being statistically significant for the good and bad interlingual inferers. Table 4 provides a hierarchically structured account of the features that interact in a statistically significant way with the probability that participants carry out correct inferences. The table can be used for a tentative exploration of structural constraints governing the interlingual inferencing task. The most important factor for the good inferers is the Levenshtein criterion, i.e. whether an item lies below or above the threshold visible in Figure 7 above. Good inferers are thus relatively likely to infer items that are below this threshold but highly unlikely to infer items that lie beyond this threshold. This criterion only shows up in fourth position for the group of poor inferers. This means that these participants do a relatively poor job even if the Levenshtein distance is below this threshold. 2. Of the 6 features listed in Table 4 that relate to vowels, 5 have an unexpected relationship regarding the phonological difference between the cognates and the number of correct inferences; in other words, difference here coincides with more correct inferences. 3. All consonant differences between the cognates listed in Table 4 stand in the expected relationship with the number of correct inferences. 4. Of the 15 features listed in Table 4 , 7 relate to consonants, 2 to the Levenshtein criterion, and 6 to vowels. One could tentatively hypothesize that consonants seem to play a slightly more important role, but only when taking into account the unexpected relationship between vowels and correct inferences discussed in (2) and the invariably expected effect direction between consonants and correct inferences (3). Table 4 , 9 relate to English and 6 to German.
Of the 15 features listed in
Moreover, the first two levels in the respective hierarchies are always occupied by feature comparisons to English. 6. Good inferers infer correctly if consonants are the same (3 C variables vs.
2 V variables, one of which behaves inversely). Poor inferers, at first glance, show a less clear picture -4 variables are related to vowels, 4 to consonants. Delving deeper, however, it turns out that all four vowel variables show unexpected patterns, i.e. the vowel differences coincide with higher levels of correct inferences compared to word pairs with the same vowels. This suggests an even stronger role of consonants: if they are the same, bad inferers have a relatively high chance of inferring the words correctly, but differences in vowels do not seem to trigger worse performances.
Reading comprehension: Analysis of individual Items
Before commenting further on these exploratory results, let's briefly turn to the analogous analysis of the written task. For the reading comprehension data, the coding was simply based on the question of whether the particular segment is the same, similar (v-w, b-p, etc.) or different (t-s). Since we have little access to the participants'imagined phonology when reading the words, the vowels were strictly coded in a nominal and rather approximate way for sameness or difference, erasing all diacritics and length markers in all languages (i.e. German <ie> is treated as <i>, <ä> as <a>, Swedish <å> as <a>, etc.). Table 5 can again be used for a tentative exploration of structural constraints governing the interlingual inferencing task in the reading condition.
1. Levenshtein distance above or below the mean does not predict correct inferencing in a measurable way. 2. Of the 16 statistically significant variables that enter the model and that are listed in Table 5 , 9 relate to vowels and 7 to consonants. 3. Half of the variables relate to German, half to English. 4. Of the 9 vowel variables, 4 (or 5, if 2a is included) have an unexpected relationship with the changes in correct inferences, i.e. difference coincides frequently with more correct inferences. 5. Of the 7 consonant variables, 2 have an unexpected relationship with the changes in correct inferences, i.e. difference coincides in two cases with more correct inferences. 6. The good inferers seem to be particularly efficient if the first part of the item is identical to English (V1 and C1 on levels 2 and 3 of the tree). On the other hand, if the English onset (C and V) are not absolutely identical, as in kunne, or if there is no English cognate at all, the German onset plays a crucial role: If it is identical, then the word can be recognized (blive), if not, the word is hardly recognized (skulle). 
Discussion and support from qualitative data
The results of these tree analyses are not absolutely clear, and some of the patterns uncovered are rather puzzling, in particular those which stand for higher comprehension proportions coinciding with phonological/graphematic differences. Nevertheless there are some preliminary conclusions that can be drawn from the analyses of the listening and the reading comprehension task. In the listening comprehension condition, consonantal contrasts (or their absence) seem to be a more important predictor for successful inferencing than vowels. If vowels are concerned, comprehension can even be better in cases where they are different from the English or German counterpart. The same unexpected pattern in the vowel category can be found in the reading comprehension data. However, if consonants often play a measurable role, it is (with the exception of C2) in the expected direction, i.e. difference coincides with less successful inferencing. Table 4 and Table 5 show a slightly higher importance of the first segments (onset), since differences in the second CV segment are less frequently listed and often in an unexpected relationship. This confirms Möller and Zeevaert's (2010: 9) observation that similarity or sameness of the onset is more important than in the rhyme in cognate recognition.
In the experimental data discussed in this contribution, we are not actually dealing with cases of automatic bi-or multilingual word recognition as investigated in other psycholinguistic paradigms (cf. Dijkstra (2003) , Grosjean (2008) ). Although there may well be an automatic component in cognate recognition, in this study we are rather interested in higher-level cognition applied by multilinguals to resolve the interlingual puzzles. Nevertheless, it seems useful to take into account the notions put forward in theoretical and empirical studies of the bi-or multilingual lexicon (cf. Cenoz, et al. 2003 , Pavlenko 2009 ): following the majority view in the field, we can assume that the multilingual lexicon is "an integrated lexicon that consists of a mix of words" (Dijkstra 2003: 17) , although some of the models differ with respect to the architectural details regarding how words or features are associated with languages or organized in language specific ways, and the configuration of activation and inhibition across or within layers vary across the different models. Most of these models, however, distinguish among different structural layers (feature, letter, word, language in BIA (Bilingual Interactive Activation), feature, phoneme, word in BIMOLA (Bilingual Interactive Model of Lexical Access)) which are incrementally activated depending on the visual/aural input, and it is generally assumed that there does not seem to be such a thing as a "language switch". In our case, even if there were one, the participants are put in a situation where they are explicitly asked for a multilingual search across their lexicon. Based on the explorations of the data presented above, it seems that not all of the structural elements (letters, phonological features, phonemes, classes of phonemes such as consonants) participate in the same way in this search: in the auditory condition the results discussed above suggest that informants first rely on similarities of consonantal features. If these similarities are sufficiently strong or salient, differences in vowels are disregarded and chances are good that the correct cognate candidates will be selected. If consonantal patterns differ, particularly with respect to manner and place of articulation (cf. Table 4), cognate recognition becomes unlikely. Although the picture is not totally unambiguous in the case of the reading comprehension data, the tendency seems to be similar: the good inferers in particular rely on consonants. The overall difference between the cognate strings as measured by the Levenshtein algorithms only plays a significant role in the listening condition, and here only with respect to English. We can thus hypothesize that the pattern comparison that interlingual inferers apply is selective in nature and does not simply compare the forms in a holistic way.
The following passage from a think-aloud protocol in the reading comprehension condition illustrates this main focus on selected features: (3) (think-aloud task, P: Swiss German native participant, F: Field worker; computer screen displays the form <skulle>, the task is carried out in Swiss German) P: skulle -oh dasch aber es herzigs Wort 'skulle' - The example illustrates how the participant varies the vowels (/u/, /i/, /o/) while explicitly mentioning associations between forms that share consonantal elements (e.g. roll because of the shared <ll> graphemes). The item is also an example that illustrates the difficulty of linking cognates that differ with respect to (onset) consonants.
However, it is by no means impossible to overcome consonantal 'impediments' (see example 1b): In retrospect, it seems that the results discussed based on Table 4 (consonant identity being more important for bad inferers than for good inferers) are in accordance with the abductive strategies that can be observed with particularly gifted multilingual subjects: the search for cognates does not stop after a first -maybe too simple and too direct -string analogy has been identified: (blive→to believe). Good inferers thus consider not only modifications of vowels, but they also search for potential rules in the consonantal domain, as the Spanish grapheme-phoneme rule discussed in example 1b. As Möller (in preparation) has shown, there are consistent patterns of interlingual plausibility that multilinguals display when they are asked to provide potential cognate forms within the Germanic languages.
Conclusions
Based on the analyses in Section 2, we can identify at least two partial cognitive processes that contribute to good guessing capacities based on the intra-and interlingual competences: 1) A flexible and selective comparison of features and patterns, focusing on consonants and neglecting or systematically varying the vowels. 2) Good hunches regarding when to continue and when to stop searching.
The first process can be seen as a form of perceptual tolerance in pattern recognition, i.e. the patterns are aligned in a flexible way allowing for more or less systematic variation. Coming back to the results reported in Section 2., we can now try to understand the differences between groups with different multilingual profiles: as we have seen, the most efficient interlingual inferers are those multilinguals who master two languages that are closely related to the unknown target language. This finding as such is not overwhelmingly surprising, since one could argue that these multilinguals simply have more potential transfer bases that nurture the inferencing task. In the light of the results discussed in this Section, however, I hypothesize that there is more to this than the simple number of potentially transferrable forms. As schematically represented in Figure 10 , inspired by the revised hierarchical model (Kroll and Stewart 1994) , I would like to suggest that multilinguals with such highly developed dia-systems -be they due to proficiency in two Romance languages or to proficiency in a Germanic dialect and a standard language -develop a meta-system that is a form of abstraction over the bilingual mental corpus. A cognate in an unknown language will first be associated with one or more than one word forms in the multilingual lexicon, and -at least if our hypothesis is correct -in the case of a bilingual Romance lexicon, as in Figure 10 , the form corresponds to an abstracted meta-form that combines the features that are similar or the same in the two Romance languages and has placeholders where the two languages differ. The relative invariability of consonants and the 'unreliable' nature of vowels is a feature well known from dialectology: Schmeller's (1872) dictionary of Bavarian dialects has introduced a consonant skeleton organizing principle, since the synchronic vowel instability (caused by diachronic changes) makes an alphabetic order of a multi-dialect dictionary impossible. The finding reported in Section 2.2., i.e. that it is mainly speakers of dialect (and Standard German) who are good at interlingual inferencing, is therefore not very surprising.
This abstract schematic entry in the multilingual lexicon is the basis for the enhanced potential lexicon as measured by the interlingual inferencing task: the multilinguals develop quick and efficient interlingual heuristics within a language family regarding potential interlingual differences and similarities. These schematic forms and the heuristics that at the same time allow for their emergence and cognitive entrenchment enable multilinguals to be particularly efficient in recognizing cognates in unknown languages.
The second process listed above, at first sight, is more mysterious. How do our subjects decide when to stop and when to continue searching? Good stopping rules, according to Gigerenzer (2007) , are important in simple heuristics in general just as much as in interlingual inferencing: as shown in the transcript above, sometimes searches are merely a waste of time. In other cases, however, the search is aborted too quickly since a supposed cognate has been identified that satisfies the interlingual comparison (e.g. blive→to believe). The data dis-cussed here do not provide evidence that permits tapping into this particular part of the interlingual inferencing process with sufficient ecological validity. In naturalistic situations, there would be additional, contextual information available that contributes in significant ways to this decision, most notably the semantic fit of the item within the co-and context. The artificial and decontextualized nature of the word list data investigated here deliberately neglects these important constraints, in order to focus on the purely formal, linguistic side of the process. The latter certainly plays a role in naturalistic exolingual contexts, where multilinguals are confronted with items or texts in poorly mastered or unknown languages or varieties, and we can hypothesize that the better the interlingual heuristics on the linguistic level, the better the chances to successfully understand utterances and texts in related unlearnt languages.
The challenge of the purely linguistically based process of abduction as the one described in Section 2. is therefore a dialectic one: if the subject is confronted with a cognate form, it is good to speculate based on the linguistic knowledge that is at hand. However, speculation can go too far or be a waste of time, so it is good to know what a likely candidate is, or, if none can be found that satisfies the expectations, it is important to know when to abort the search (and, in naturalistic contexts again, when it is appropriate and important to consult a dictionary or ask a proficient speaker). As the quite fuzzy description of these two processes makes clear, we are dealing with speculative and probabilistic processes that are not amenable to direct scientific observation.
The main result of the empirical studies presented in this contribution is that the quality of these interlingual guessing procedures depends on many factors, both concerning the multilingual subjects and the linguistic contrasts involved. Quality increases with increasingly proficient multilingual systems, and I have argued that the main process that enables multilinguals to be efficient in the tasks is a form of multilingual abduction, an inferencing process that exploits multlilinguals' knowledge of what are likely and of what are unlikely correspondences across and within languages. And finally, if the tendencies discussed in Section 2.5. and 2.6. turn out to be validated by other studies, the sound correspondence section of the EuroCom materials could and should be simplified and shortened by at least 50% to the most important consonant correspondences.
Notes
1. Radically inductive approaches to foreign language teaching have been criticized for quite some time now, and the pendulum is swinging back to approaches that include focus on form or to mixed 'post-method era' practices. However, especially in the German-speaking world, the idea of radically 'constructivist' foreign language teaching is still surprisingly alive and kicking. 2. Abduction has been mentioned before in linguistics: firstly as a mechanism in language change (Mc Mahon 1994) , and secondly by Chomsky (1968) as a principle in first language acquisition. 3. cf. http://www.phon.ucl.ac.uk/home/sampa/x-sampa.htm [July 28, 2010] 4. cf. http://www.let.rug.nl/∼kleiweg/L04/ [July 28, 2010] 5. The feature-based and featureless distances have both been normalized using the longest length among the set of least cost alignment solutions, as recommended in Beijering et al. (2008) . 6. Additionally, this method acts as a control for the total number of alpha errors when running multiple statistical tests. For nominal dependent variables, the QUEST algorithm is the recommended procedure. 7. These examples illustrate an important flaw in the method applied, a difficulty that at this point has not been satisfactorily resolved: all of the participants are not only proficient in standard German, but also in one or several Alemannic Swiss German dialects as their respective L1s, many of which have cognate forms that are quite close to the target items (e.g. Zurich German /h6:/ 'have', /St6:/ 'stand'). However, since the different Alemannic dialects spoken by the different informants are quite different in phonology, it turned out to be impossible to construct an analogous item-map for the dialectal cognates. The study discussed here thus, in future variants, should control systematically for the native dialects and include them in the analyses.
