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Tato práce se zabývá backendem překladače jazyka C, konkrétně plánovačem instrukcí.
Analyzuje možnosti plánovače instrukcí kompilační platformy LLVM. Popisuje nahrazení
stávajícího delay slot filleru pro architekturu MIPS.
Abstract
This work is engaged in the backend of a C compiler, in particular the instruction scheduler.
It analyzes possibilities of the instruction scheduler in the LLVM compiler platform. It
describes substitution of the current delay slot filler for MIPS architecture.
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Tato bakalářská práce se zabývá plánovačem instrukcí kompilační platformy LLVM. Analy-
zuje jeho možnosti a popisuje vylepšení stávajícího delay slot filleru pro architekturu MIPS.
Cílem této práce je ukázat důležitost korektního propracovaného plánovače instrukcí – tato
důležitost s neustále se zvyšujícím paralelismem procesorů dlouhodobě roste, poněvadž
programátoři nemají prakticky žádnou možnost způsob plánování ovlivnit.
Historie
V počítačové době kamenné byly programy psány přímo ve strojovém jazyce. Tomuto ja-
zyku přímo rozumí procesor, a tudíž není již prováděna další konverze, poněvadž tento jazyk
je již cílový. Tento způsob zápisu programů byl nesmírně pracný, protože kladl na programá-
tory nemalé požadavky. Programátoři byli nuceni si pamatovat binární kódy jednotlivých
instrukcí a jejich syntaxi (skladbu parametrů). Proto byl následně vytvořen novější způsob
zápisu programů, tzv. assembler. Assembler již abstrahoval od nutnosti pamatovat si binární
kódy instrukcí. Jako jazyk symbolických adres pracuje se slovním vyjádřením instrukcí, ad-
res skoků a proměnných. Dále umožňuje další konstrukce, např. pojmenování konstant,
tvorbu maker (úseků kódu pro zpřehlednění), podmíněných konstrukcí aj. Nicméně s pří-
chodem assembleru přichází nutnost daný program překládat do cílového strojového kódu.
Vznikají první překladače.
Nicméně příchod assembleru vyřešil pohodlnost psaní programů pouze částečně. I nadále
bylo třeba znát přesně cílovou architekturu. To s sebou sice přinášelo výhodu, že pokud
byl programátor pečlivý a navrhoval program s ohledem na co možná maximální využití
všech prostředků dané architektury, byl výsledný program vysoce efektivní. Nicméně to byla
pouze jediná (významná) výhoda, již převážily nevýhody (tyto nevýhody se pochopitelně
vztahují i na psaní ve strojovém kódu):
• Program napsaný v assembleru je nepřenositelný na odlišnou architekturu. I v rámci
”kompatibilních“ architektur se mohou vyskytnout odlišnosti. Proto když bylo třeba
přenést program na jinou architekturu, musel být znovu přepsán. Tuto nepřijatelnou
vlastnost pocítili tvůrci operačního systému UNIX, a proto byl tento operační systém
v roce 1973 přepsán do jazyka C (viz dále).
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• Program je vyvíjen nepřiměřeně dlouho, protože assembler nedisponuje možností ro-
zumné strukturalizace zdrojového kódu.1
• Obtížná týmová spolupráce. Assembler téměř neumožňoval modularitu (alespoň ne
v dnešním slova smyslu).
Bylo by zcela jistě možné najít daleko více nevýhod psaní v assembleru, nicméně tento text
není zaměřen na tuto problematiku.
Dalším krokem k efektivnějšímu psaní programů byl příchod vyšších programovacích
jazyků. Mezi nejznámější a nejvýznamnější vyšší programovací jazyky patří zcela určitě
jazyk C. Jazyk C vytvořil v roce 1972 Dennis Ritchie, aby mohl přenést UNIX z počítače
PDP-7 na PDP-11. Jako vysokoúrovňový jazyk již poměrně značně abstrahuje od cílové
architektury.2 To přináší značnou úlevu v psaní programů, poněvadž tvůrci programů již
de facto nemusí znát prostředky cílové architektury, neboť překladač jazyka C rozhoduje
sám, jak budou tyto prostředky využity. Bohužel s tím přichází ruku v ruce mírně snížená
efektivita provádění výsledného kódu. Proto je důležité zajistit potřebné efektivní napláno-
vání provádění strojových instrukcí, aby se program prováděl co nejrychleji. O tuto práci
se stará plánovač instrukcí, jejž popisuje tento text.
Dále vznikly (a i nadále vznikají) další jazyky, ještě méně náročné na programátora.
Mezi nejvýznamnější zcela jistě patří C++ (objektové rozšíření jazyka C), jež umožňuje ve-
lice přehledné psaní zdrojových kódů programů. Jako určitý konkurent jazyka C++ vznikla
Java, jež však není překládána do cílového kódu, nýbrž jen do mezikódu (tzv. bajtkódu),
který vykonává virtuální stroj.3 Mohl bych dále jmenovat C# (užívaný ve frameworku
.NET), Pascal (používaný hlavně pro výukové účely a pro zápis algoritmů), Delphi (ob-
jektová nadstavba Pascalu); ze skriptovacích Perl (využívaný hlavně pro parsování textů),
Python (objektový, se širokou škálou rozšiřujících knihoven), BASH (hlavní interpret Li-
nuxu). Dále existuje spousta jiných jazyků, většinou specializovaných na určitou doménu.
Rozdělení do kapitol
Druhá kapitola se zabývá obecně procesem překladu, dělí jej na menší fáze a ty popisuje.
Třetí kapitola se zaměřuje podrobněji na plánování instrukcí, probírá důležité pojmy této
oblasti a poskytuje přehled nejdůležitějších plánovacích metod. Ve čtvrté kapitole rozebírám
kompilační platformu LLVM a analyzuji její plánovač. V páté kapitole poukazuji na význam
delay slot filleru pro neinterlockované pipeliny.
1U assembleru již má smysl zavádět tento pojem; v případě zápisu ve strojovém kódu byl zdrojový kód
a cílový kód totožný.
2Stále ještě zůstávají drobnosti závislé na cílové architektuře, např. velikost proměnných (odvozených od
typu int, jenž má velikost procesorového slova – např. 4 bajty u 32bitové architektury).




S příchodem vyšších programovacích jazyků vstupují do hry překladače. Překladač je pro-
gram, jenž převádí zdrojový kód (předpis programu ve zvoleném programovacím jazyce) na
cílový kód.1 Tento kód je při spuštění programu prováděn procesorem (pokud jde o kompi-
lovaný jazyk) nebo se provádí virtuálním strojem (v případě Javy). Dále se již omezím na
kompilované jazyky, konkrétně na jazyk C.
[13] dělí překlad do tří velkých celků: frontend, optimalizace mezikódu a backend. Tyto
celky dále rozděluje do menších částí (viz obrázek 2.1 převzatý z [13]).
Obrázek 2.1: Fáze překladu
2.1 Frontend
Frontend přijímá na vstupu zdrojový kód a na výstupu vydává mezikód. Úkolem front-
endu je tedy analyzovat zdrojový kód a bez jakýchkoliv optimalizací kódu jej převést do




• a generování mezikódu.
2.1.1 Lexikální analýza
Lexikální analyzátor (tzv. scanner) přijímá na svém vstupu zdrojový kód jako sekvenci
znaků (dále řetězec). Jeho úkolem je převést vstupní řetězec na tzv. tokeny (primitivní
1V případě kompilátorů do strojového kódu.
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elementy). Tokeny mohou být různých typů; např. operátory, klíčová slova, identifikátory,
konstanty (řetězcové, znakové, číselné, . . . ). K některým tokenům bývají přiřazeny atributy
(např. název identifikátoru, hodnota číselné konstanty ap.). Ve fázi lexikální analýzy jsou
vyřazeny komentáře a bílé znaky. Lexikální analyzátor bývá nejčastěji popsán regulárními
výrazy (či jim rovnocennými konečnými automaty). Lexikální analyzátory bývají většinou
vytvářeny programy typu LEX (viz [15]).
2.1.2 Syntaktická analýza
Syntaktický analyzátor (tzv. parser) dostává od lexikálního analyzátoru na vstup tokeny.
Pro tvorbu syntaktického analyzátoru již nepostačují regulární výrazy, leč používají se
bezkontextové gramatiky (či jim odpovídající zásobníkové automaty). Na výstupu předává
syntaktický analyzátor sémantickému analyzátoru derivační strom. Syntaktické analyzátory
se píšou typicky pomocí nástrojů typu YACC (viz [15]).
2.1.3 Sémantická analýza
Sémantická analýza probíhá většinou zároveň se syntaktickou. Na vstup dostává sémantický
analyzátor derivační strom, na výstupu produkuje abstraktní syntaktický strom. Úkolem
sémantické analýzy je zejména:
• zkontrolovat, zda jsou deklarovány všechny symboly před použitím (proměnné, funkce
aj.);
• ověřit typy operandů ve výrazech;
• pohlídat správný počet parametrů funkcí.
Pro automatické generování se používají nástroje typu OX (viz [4]).
2.1.4 Generování mezikódu
Po všech předchozích analýzách je třeba vygenerovat vnitřní kód (tzv. mezikód). Ze sé-
mantického analyzátoru obdrží generátor mezikódu abstraktní syntaktický strom. Jako
mezikód se prosadil tříadresný kód. Tříadresný kód se skládá ze sekvence tříadresných
instrukcí. Tříadresná instrukce je reprezentována strukturou obsahující typ instrukce a ad-
resy prvního, druhého a cílového operandu. Každá instrukce tedy může mít maximálně dva
parametry.2 Ukázalo se, že nad touto reprezentací kódu je jednodušší provádět optimalizace.
2.2 Optimalizace mezikódu
Ve fázi optimalizace mezikódu se provádějí různé optimalizace programu. Mohou být pro-
váděny např. následující optimalizace:
• Vkládání funkcí – obsah funkce je vložen v místě volání; eliminuje se tak režie volání.
Lze použít pouze pro krátké funkce či funkce, jež jsou volány jednou dvakrát, protože
velikost kódu tímto výrazně ”nabobtnává“.
• Rozbalování smyček – duplikování obsahu smyček zvětšuje základní blok (viz dále).
2Neplatí pro funkce s více parametry.
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• Přesun invariantu ven ze smyčky – eliminace přepočítávání neměnných výrazů.
• Sbalení konstant – konstantní výrazy se vypočítají v průběhu kompilace.
• Propagace konstant – konstantní proměnné lze nahradit známou hodnotou.
• Eliminace mrtvého kódu – není třeba počítat nepotřebné věci.
• Optimalizace skoků – odstranění redundantních skoků apod.
2.3 Backend
Až do této fáze překladu byly všechny operace nezávislé na cílové architektuře. Ve fázi
backendu se již překládá pro určitou architekturu, čili je nutné znát všechny její aspekty.
Následující podkapitoly se dále zabývají čtyřmi etapami backendu.
2.3.1 Výběr kódu
V této etapě se převádí tříadresný kód na instrukce dané architektury. Nejjednodušší způsob
je brát instrukci za instrukcí a převádět je na sekvenci instrukcí cílové architektury. Nicméně
tento přístup není moc ideální – některé architektury umožňují pokrýt více tříadresných
instrukcí jedinou instrukcí. Příklad některých vylepšených technik (více viz [13]):
• Výběr kódu založený na stromě – instrukce se vybírají na základě stromů instrukcí
cílové architektury; pro výběr nejlepší varianty se počítá cena dané varianty za pomoci
gramatiky sestavené z cílové architektury.
• Výběr kódu založený na grafu – obecnější přístup; zatímco u předchozího přístupu je
v mnoha případech třeba napřed převést graf vzniklý z tříadresného kódu na strom,
zde se pracuje přímo s grafem.
• Globální výběr kódu – nejobecnější, je třeba řešit více problémů (např. výběr kódu
napříč základními bloky).
2.3.2 Alokace registrů
Předchozí etapa stále ještě abstrahovala od souboru registrů cílové architektury. Pro práci
používala tzv. symbolické registry. Předpokládala, že je jich neomezeně mnoho. V této etapě
se řeší optimální rozdělení registrů s ohledem na jejich množství na cílové architektuře. Po-
kud je v jednom okamžiku více živých proměnných (proměnných, jejichž hodnoty budou
ještě použity před dalším zapsáním), než je k dispozici registrů, stará se tato etapa o vy-
tvoření tzv. rozlévacího kódu (odložení některých proměnných do paměti a jejich opětovné
načtení později; anglicky spill code); v tom případě se musí rozhodnout, které proměnné
odložit.
Pro zobrazení vzájemné živosti proměnných (živých ve stejný okamžik) se používá inter-
ferenční graf. Jednotlivé proměnné tvoří jeho uzly, vzájemná živost se vyznačuje vzájemnou
hranou mezi odpovídajícími uzly. Pro optimální alokaci registrů se ”obarvují“ jednotlivé
uzly tak, aby pokud možno nebyly propojeny hranou uzly se stejnou barvou. Každému
fyzickému registru pak odpovídá jedna barva.
Používají se dva přístupy:
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• Lokální alokace registrů – pracuje se v rámci základního bloku; používá se v případě
velmi omezené sady registrů (řádově jednotky), poněvadž je nepravděpodobné, že by
mohly být hodnoty proměnných drženy v registrech delší dobu.
• Globální alokace registrů – pracuje se nad více základními bloky; používá se v případě
rozsáhlejšího souboru registrů (jako je tomu např. u RISC procesorů).
2.3.3 Plánování
V této etapě, jež může předcházet či následovat alokaci registrů, se přeskupují instrukce
tak, aby bylo možno provádět pokud možno co nejvíce operací najednou. Pokud předchází
alokaci registrů, pracuje s virtuálními registry, a umožňuje tudíž plánovat kód i s ohledem
na omezenou registrovou sadu. Proto se u některých překladačů provádí plánování jak před
alokací registrů, tak i po alokaci. Plánováním se zabývá tato práce, proto ji podrobněji
rozeberu v následující kapitole.
2.3.4 Vydání kódu
Poslední etapa překladače zajišťuje převedení symbolických instrukcí na strojový kód, jenž
je v binární podobě vypuštěn z překladače. Její práce je jednoduchá: provádí izomorfní




V předchozím textu jsem již nastínil důležitost efektivity prováděného kódu. Poněvadž
v dnešní době se v assembleru programují prakticky už jen velmi jednoduché obvody, do-
stává se do popředí zájmu plánování instrukcí.
3.1 Uvedení do problematiky
Existují dva druhy procesorů, jež implementují ILP (anglická zkratka spojení Instruction-
-Level Parallelism):
• VLIW procesory
• a superskalární procesory.
VLIW procesory staví na velmi dlouhých instrukcích (anglicky Very Long Instruction
Word). Tyto instrukce se skládají z několika nezávislých atomických instrukcí, jež se pro-
vádějí zároveň. Když budu dále mluvit o instrukcích, budu mít na mysli tyto atomické
instrukce (na rozdíl od VLIW instrukcí). Úroveň zrychlení výpočtu závisí na schopnosti
plánovače instrukcí sestavit VLIW instrukce tak, aby bylo skutečně možno provádět ato-
mické instrukce nezávisle. Více viz [6, 18].
Oproti tomu superskalární procesory pracují s klasickými instrukcemi. ILP dosahují
načtením více instrukcí a paralelním prováděním vzájemně nezávislých instrukcí. Zdálo by
se tedy, že v jejich případě je plánování instrukcí zbytečné. Nicméně tyto stroje načítají
zároveň omezený počet instrukcí (většinou 16 nebo 32). Navíc tzv. in-order procesory1
se zablokují na prvním hazardu, a tudíž neprovádějí následující instrukce, i kdyby je šlo
provádět paralelně. Více viz [9, 11, 20].
Při plánování instrukcí se většinou nepracuje s celým kódem, nýbrž pouze jen s jeho
podmnožinou. Existují dva přístupy:
• lokální – v rámci základního bloku (viz dále);
• globální – v rámci více základních bloků, typicky v rámci superbloku (viz dále).




Při lokálním plánování se pracuje vždy pouze v jednom základním bloku. Základní blok je
úsek kódu, jenž se provádí vždy od začátku až do konce. Nelze do něj vstoupit jinak než
na první instrukci a naopak nelze z něj vyskočit jinde než po poslední instrukci. Kód 3.1
lze rozdělit do tří základních bloků (pokud máme zajištěno, že jiné skoky do dané sekvence
nevedou):
1. i1, i2 a i3;
2. i4 a i5;
3. i6.
i1: r1 ← ld a
i2: r2 ← ld b
i3: jmp i6
i4: r1 ← r1 + r2
i5: r2 ← ld b
i6: r1 ← r1 ∗ r2
Obrázek 3.1: Demonstrační kód
3.2.2 Hazardy
V rámci základního bloku lze instrukce libovolně přeskupovat, pokud dodržíme určitá pra-
vidla. Nesmíme přehodit pořadí závislých instrukcí. V podstatě jde o jeden ze tří druhů
závislostí2:
• Datová (tzv. pravá) závislost – vzniká, když instrukce čte hodnotu, již ukládá před-
cházející instrukce.3 V kódu 3.2 jsou datově závislé instrukce i1, i2 a i3. Pořadí instrukcí
i1 a i2 je irelevantní, nicméně instrukce i3 musí být provedena až po těchto dvou.
• Antidependence – vzniká, když instrukce zapisuje na místo (do registru, paměti, . . . ),
jež čte předcházející instrukce. V kódu 3.2 existuje antidependence mezi instrukcemi
i3 a i4. Instrukce i4 musí být provedena až po instrukci i3, jinak by instrukce i3 četla
pravděpodobně špatnou hodnotu.
• Závislost výstupu – zapisují-li dvě instrukce na stejné místo, jsou závislé výstupem;
jejich pořadí by mělo opět zůstat zachováno.
Dvě poslední závislosti se nazývají falešné – tento typ hazardů lze ve většině případů od-
stranit přejmenováním cílových registrů.
2Často se také o nich hovoří jako o tzv. hazardech.
3Nemusí být samozřejmě bezprostředně předcházející.
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i1: r1 ← ld a
i2: r2 ← ld b
i3: r3 ← r1 + r2
i4: r1 ← ld c
Obrázek 3.2: Demonstrační kód
3.2.3 Rozsah živosti proměnných
Rozsah živosti proměnných je zjednodušeně řečeno rozsah jejich platnosti: od jejich definice
(přiřazení hodnoty) do okamžiku jejich posledního užití před předefinováním. V kódu 3.3 je
t1 (dočasná proměnná neboli symbolický registr) živá od instrukce i1 do instrukce i2 včetně.
Je zvykem, že se instrukce, jež jako poslední čte hodnotu dané proměnné, do rozsahu živosti
nepočítá (lze ji tedy použít jako cíl instrukce, která čte její hodnotu). Rozsah živosti pro-
měnných t4, t5 a t6 je vždy jen jedinou instrukci. Proměnná t2 ”žije“ od i2 do i4, proměnná
t3 od i3 do i5.
i1: t1 ← ld a
i2: t2 ← ld b
i3: t3 ← t1 + t2
i4: t4 ← ld c
i5: t5 ← t2 ∗ t4
i6: t6 ← t5 − t3
i7: c ← st t6
Obrázek 3.3: Demonstrační kód
Dvě proměnné mohou sdílet stejný registr, pokud se rozsah jejich živosti nepřekrývá.
V kódu 3.3 mohou např. sdílet stejný registr proměnné t1, t4, t5 a t6. Naopak proměnné t2, t3
a t4 jsou v jednom okamžiku zároveň živé. V tomto okamžiku je nejvíce živých proměnných,
tudíž stačí tři registry pro vykonání daného kódu, aniž by musel být vložen rozlévací kód.
Obrázek 3.4: Rozsah živosti proměnných
3.2.4 Grafová reprezentace
Závislosti instrukcí se často reprezentují ve formě grafu, konkrétně orientovaného acyklic-
kého grafu. Kódu 3.3 odpovídá graf 3.5.
11
Obrázek 3.5: Graf závislostí
Plné šipky znázorňují datové závislosti, přerušovanou čarou jsou vyznačeny antidepen-
dence, závislosti výstupu v tomto kódu nejsou (předpokládaje symbolické registry). Mezi
instrukcemi i1 a i7, i2 a i7 se pro jistotu antidependence předpokládá, protože proměnné
a a c, b a c mohou ukazovat na stejné místo v paměti.
3.2.5 Zřetězení instrukcí
Klasickým příkladem rozdělení zpracování každé instrukce do nezávislých částí je principi-
ální rozdělení do pěti kroků:
• získání instrukce z paměti,
• dekódování instrukce,
• vykonání instrukce,
• přístup do paměti (operacemi load a store)
• a zápis výsledku do registru.
Rozdělení na fyzické fáze pipeline se může od tohoto rozdělení poměrně lišit, avšak většinou
se z těchto principů vychází.
Tyto fáze je možno zřetězit, to znamená začít zpracovávat další instrukci, jakmile je
ukončena fáze získávání instrukce z paměti. Nicméně pokud je instrukce závislá na ještě
nedokončené instrukci, musí být linka zřetězení pozastavena. Také musí být pozastavena,
pokud dojde ke kontrolnímu hazardu. Kontrolní hazard vzniká za skokovou instrukcí,4 když
není jasné, jaká instrukce bude dále prováděna. Dále může být linka pozastavena např. při
vypadnutí stránky v paměti cache.
4Za podmíněným či nepodmíněným skokem, voláním podprogramu, vrácením z podprogramu, . . .
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Pozastavení linky bývá realizováno vložením instrukcí no operation (NO-OP, nebo též
prázdná instrukce), jež, jak už z názvu vyplývá, nedělají nic. Vložení instrukcí NO-OP
může provádět přímo procesor,5 pokud není hardwarově podporováno, musí být vloženo
překladačem (zřídka programátorem).
Aby nebylo nutné vkládat příliš mnoho instrukcí NO-OP, je důležité správné plánování.
O vytvoření optimálního plánování, které by dodrželo různá omezení linky zřetězení, je
známo, že je NP-complete (viz [8, 12, 16]).
3.2.6 List-Scheduling
Nejvýznamnější metodou pro plánování instrukcí v základním bloku je List-Scheduling.
Tato metoda pracuje s ReadyListem, což je struktura, jež obsahuje instrukce, které jsou
připraveny k vykonání: instrukce, jejichž předci již byli všichni naplánováni. Tato metoda se
podobá metodě Gibbons and Muchnick (viz [7]), nicméně metoda Gibbons and Muchnick
plánuje na daný čas pouze jednu instrukci, zatímco metoda List-Scheduling plánuje co
možná nejvíce instrukcí, aby bylo využito co nejvíce prostředků. Více viz [21].
3.2.7 Modifikace metody List-Scheduling
[19] uvádí modifikaci metody uvedené v předchozí části. Staví na orientovaném grafu zá-
vislostí mezi jednotlivými instrukcemi. Předpokládá jednu jednotku starající se o získání
instrukce a jednu či více funkčních jednotek. Na základě závislostí a priorit plánování jed-
notlivých instrukcí uspořádává kód do výsledné sekvence instrukcí. Používá pět priorit:
• Dobu provádění podstromu, jehož kořenem je právě ohodnocovaný uzel; tedy součet
dob vykonávání každé instrukce v daném podstromu. Delší doba provádění implikuje,
že by měl být daný uzel proveden dříve, poněvadž se předpokládá, že takový podstrom
může způsobovat více hazardů. Proto má delší doba vyšší prioritu.
• Dobu vykonávání ohodnocovaného uzlu. Delší doba má rovněž přednost, na základě
předchozích úvah.
• Počet přímých potomků (dětí). Pokud předchozí kritéria nerozhodla o prioritě dvou
instrukcí, má vyšší prioritu uzel, z něhož vychází více dětí. Opět se vychází z analo-
gické úvahy jako v předchozích dvou krocích.
• Počet přímých předků (otcovských uzlů). Podobné předcházejícímu bodu.
• Úroveň uzlu. Uzel, který je výše (blíže ke vstupnímu uzlu), má vyšší prioritu, neboť
se předpokládá, že může způsobovat více hazardů. Úroveň se počítá jako maximum
z úrovní otcovských uzlů plus jedna. Nižší úroveň (uzel je výše) znamená vyšší prioritu.
Pokud bude operace plus vykonávána 4 takty a operace krát 6 taktů, bude pro obrázek
3.6 (převzat z [19]) výsledná sekvence instrukcí:
8, 4, 6, 7, 2, 3, 5, 12, 1, 10, 11, 9, 14, 13, 16, 15, 17, 18.
5V tom případě se říká o procesoru, že podporuje tzv. hardware interlock.
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Obrázek 3.6: Graf datových závislostí
3.3 Globální plánování




Acyklické plánování pracuje s několika základními bloky, mezi nimiž se nesmí vyskytovat
cyklus. [21] uvádí tři metody:
• Trace Scheduling,
• Superblock Scheduling
• a Hyperblock Scheduling.
Trace Scheduling
Trace Scheduling vychází z nejčastěji prováděného kódu, který se skládá ze základních
bloků, jež neobsahují smyčku. Nejčastěji prováděný kód se detekuje od nenaplánovaného
základního bloku, jenž je prováděn nejčastěji. Od něj se rozšiřuje oblast zkoumaného kódu
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dozadu i dopředu, tak aby se získala nejfrekventovanější cesta. Frekventovanost se odhaduje
stanovením pravděpodobností skoků a počtu opakování kódů ve smyčkách.
Z nejčastěji prováděné cesty se instrukce plánují metodou List-Scheduling. Při přesunu
instrukcí přes hranice základních bloků je potřeba ošetřit stav, kdy by dané instrukce neměly
být provedeny (nebo naopak měly). Vkládá se proto tzv. kompenzační kód. Proto může být
doba vykonávání méně frekventovaného kódu delší, než by byla bez optimalizace, nicméně
obecně je doba vykonávání kódu kratší, neboť frekventovanější kód by měl být optimalizo-
vanější. Více viz [5].
Superblock Scheduling
Superblock Scheduling je variantou metody Trace Scheduling. Na rozdíl od metody Trace
Scheduling však odstraňuje postranní vstupy do plánovaného bloku, čímž vytváří tzv. su-
perblok. Superblok je úsek kódu tvořený základními bloky, do něhož existuje pouze jeden
vstup (na začátku), ale vychází z něj mnoho výstupů. Postranní vstupy jsou odstraněny
duplikací kódu, čímž ovšem narůstá výsledný kód. Na superblok je následně použita metoda
List-Scheduling. Více viz [10].
Hyperblock Scheduling
Hyperblock Scheduling využívá odlišné techniky než předchozí dvě metody. Kód je tzv. IF
konverzemi6 převeden tak, že řídicí hazardy jsou nahrazeny datovými hazardy. Tato pláno-
vací metoda může být použita pouze při plánování pro procesory podporující predikované
instrukce.
Instrukce mají přiřazen predikát, jenž určuje, zda budou, či nebudou provedeny. Predi-
kátu je před prováděním dané instrukce přiřazena hodnota – vzniká datová závislost. Stejně
jako u metody Superblock Scheduling jsou i v tomto případě odstraněny postranní vstupy.
Více viz [14].
3.3.2 Cyklické plánování
Cyklické plánování pracuje s jedním nebo více základními bloky ve smyčkách. Vyššího ILP
(viz výše) lze dosáhnout rozbalením opakovaného kódu, nicméně vyššího zřetězení se tímto





Obrázek 4.1: Logo LLVM
Až do této chvíle jsem se zabýval kompilátory/interprety a plánovači obecně. Nyní se za-
měřím na kompilační platformu LLVM. Jak už logo platformy LLVM na obrázku 4.11
napovídá, snaží se tento projekt vytvořit silný a inteligentní (vysoce efektivní) překladač.
1Obrázek převzat z [1].
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4.1 O platformě
LLVM je zkratkou pro Low Level Virtual Machine, což znamená, že se jedná o kompilátor
snažící se emulovat výslednou architekturu. Podle [1] je LLVM:
1. Kompilační strategie – LLVM se snaží co nejvíce optimalizovat; ať už při kompilaci,
linkování, tak i při samotném běhu programu.
2. Virtuální sada instrukcí – LLVM má svou vlastní vnitřní reprezentaci kódu, pomocí
instrukcí podobných instrukcím architektury RISC.
3. Kompilační infrastruktura – LLVM také samozřejmě podporuje překlad z C/C++
pomocí frontendů llvm-gcc/llvm-g++; dále pak překlad pro většinu hlavních ar-
chitektur.
Dále se budu opět věnovat hlavnímu tématu této práce, tedy plánovači kompilační plat-
formy LLVM. Bohužel se v novější verzi překladače LLVM (2.6: vyšla 23. října 2009) objevil
plánovač pro většinu používaných architektur. Pokud bych tedy psal vlastní plánovač, byla
by to nadbytečná práce – mohl bych jej sice napsat pro architekturu, pro niž ještě uzpůsoben
není, nicméně vzhledem ke komplexnosti těchto architektur by to byla extrémně obtížná
práce.
Proto jsme se s vedoucím mé bakalářské práce domluvili, že popíšu již existující plánovač
a doplním jej o nějaký chybějící rys. Po analýze možností plánovače jsme se dohodli, že
vylepším delay slot filler pro architekturu MIPS.
4.2 Třídy plánovače
V této kapitole popíšu stručně funkci jednotlivých tříd plánovače. Jejich deklarace se nachá-
zejí zpravidla v adresáři include/llvm/CodeGen/, definice pak v adresáři lib/Code-
Gen/.
4.2.1 ScheduleDAG
Třída ScheduleDAG představuje abstraktní třídu, z níž pak dědí třídy ScheduleDAGSD-
Nodes a ScheduleDAGInstrs. Obsahuje graf závislostí instrukcí, vektor výsledné sek-
vence instrukcí a odkaz na informace o cílové architektuře. Deklarace třídy se nachází
v souboru ScheduleDAG.h, definována je v souborech ScheduleDAG.cpp, Schedule-
DAGEmit.cpp a ScheduleDAGPrint.cpp.
4.2.2 SUnit
Třída SUnit uchovává jednotlivé uzly grafu závislostí. Tato třída obsahuje ukazatele na
předchůdce a následníky. V tomto významu se rozumí předchůdci daného uzlu instrukce,
jež musí být provedeny dříve, než bude provedena instrukce, jež je daným uzlem reprezen-
tována. Analogicky následníci musí být provedeni až po této instrukci.
Každému uzlu je přiřazena výška a hloubka. Výška znamená maximální délku cesty
k výstupnímu uzlu. Počítá se jako maximum ze součtů latencí. Hloubka znamená maximální
délku cesty ke vstupnímu uzlu. Výška i hloubka je vypočítána až na vyžádání a uschová
se pro příští použití. Při jejich změně je pouze nastaven příslušný bit, jenž určuje, že není
výška, resp. hloubka aktuální.
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U každého uzlu je dále informace o latenci (zpoždění) uzlu. Třída SUnit poskytuje vir-
tuální metodu ComputeLatency, již mohou plánovače instrukcí přetížit tak, aby počítala
latence podle jejich představ.
Deklarace třídy se nachází v souboru ScheduleDAG.h, definována je v souboru Sche-
duleDAG.cpp.
4.2.3 ScheduleDAGTopologicalSort
Třída ScheduleDAGTopologicalSort přiřazuje jednotlivým uzlům grafu závislostí in-
dexy tak, aby vždy následníci měli vyšší číslo než jejich předchůdci. Počáteční přiřazení
indexů se provede v její metodě InitDAGTopologicalSorting2 a dále se udržuje při
změnách,3 aby se nemusel přepočítávat kompletně celý.
Postup přiřazování indexů v metodě InitDAGTopologicalSorting přiblížím po-
mocí obrázku 4.2.4 Algoritmus prochází grafem závislostí zdola nahoru: od výstupních uzlů
ke vstupním. Nejdříve algoritmus uloží na zásobník5 všechny výstupní uzly: 18, 20 a 22.
Ze zásobníku vyjme uzel č. 22, poznačí k němu index,6 a protože uzel č. 21 se tímto stane
výstupním,7 vloží jej na zásobník. A tak pokračuje dále, dokud není zásobník prázdný.
Deklarace třídy se nachází v souboru ScheduleDAG.h, definována je v souboru Sche-
duleDAG.cpp.
4.2.4 SDep
Třída SDep zastupuje hranu grafu závislostí. Deklarována i definována (obsahuje pouze
atributy a inline metody) je v souboru ScheduleDAG.h.
4.2.5 ScheduleHazardRecognizer
Třída ScheduleHazardRecognizer slouží jako bázová třída pro třídy rozpoznávající
závislosti. Tyto třídy jsou jak generické (nezávislé na cílové platformě), tak i přizpůsobené
konkrétní architektuře. Deklarována i definována je třída ScheduleHazardRecognizer
v souboru ScheduleHazardRecognizer.h.
4.2.6 ScheduleDAGInstrs
Třída ScheduleDAGInstrs slouží pro plánování strojových instrukcí. Deklarace třídy
se nachází v souboru ScheduleDAGInstrs.h v adresáři s definicemi tříd, definována je
v souboru ScheduleDAGInstrs.cpp.
4.2.7 ScheduleDAGFast
Touto třídou načínám přehled plánovacích metod dostupných v LLVM. Třídy, jež dané
metody implementují, se nacházejí v adresáři lib/CodeGen/SelectionDAG/. Třída
2Průchodem zdola nahoru, pomocí zásobníku.
3Prochází se pouze uzly, jejichž index se pravděpodobně změní.
4Uzly na obrázku mají již indexy odpovídající topologickému řazení, abych nemusel zbytečně vkládat
další obrázek.
5Zásobník = fronta typu LIFO (Last In – First Out).
6Proměnná, jež uchovává hodnotu indexu; ve třídě ScheduleDAGTopologicalSort začíná na hodnotě
o jednu menší, než je počet uzlů, a postupně je dekrementována. Zde radši čísluji z rozsahu jedna až počet
uzlů, jak jsou lidé zvyklí.
7Uzly, jež jsou vyjmuty ze zásobníku, se pomyslně odstraňují z grafu.
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Obrázek 4.2: Topologické řazení
ScheduleDAGFast se snaží instrukce co nejrychleji naplánovat. Nepoužívá prioritní frontu,
proto je tzv. suboptimální – neprodukuje úplně nejlepší plánování.
Instrukce plánuje metodou zdola nahoru: začíná od výstupního uzlu a pokračuje k vstup-
nímu uzlu. Instrukce ukládá v obráceném pořadí, aby byly prováděny správně. Implemen-
tace třídy ScheduleDAGFast se nachází v souboru ScheduleDAGFast.cpp.
4.2.8 ScheduleDAGList
Třída ScheduleDAGList na rozdíl od třídy ScheduleDAGFast plánuje instrukce za
pomoci prioritní fronty. Instrukce plánuje shora dolů: začíná od vstupního uzlu a pokra-
čuje k výstupnímu uzlu. Pokud nelze vložit žádnou instrukci, vkládá u neinterlockovaných
architektur instrukci NO-OP.
Nicméně detekci provádí obráceně, tedy zjišťuje, zda nepotřebují mít nenaplánované
instrukce za sebou delay slot, nikoliv zda jej nepotřebuje již naplánovaná instrukce. Proto
je třeba toto změnit, aby nebyly potřebné další průchody kódu. Implementace třídy Sche-
duleDAGList se nalézá v souboru ScheduleDAGList.cpp.
4.2.9 ScheduleDAGRRList
Třída ScheduleDAGRRList kombinuje dříve zmíněné přístupy zdola nahoru a shora
dolů. Umí mezi nimi přepínat a pomocí backtrackingu vybírá nejvhodnější naplánování.
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Používá prioritní frontu RegReductionPriorityQueue, jež přiřazuje instrukcím prio-
ritu podle náročnosti na množství registrů. Snaží se tak minimalizovat množství zároveň
používaných registrů. Implementace třídy ScheduleDAGRRList se nachází v souboru
ScheduleDAGRRList.cpp.
4.2.10 ScheduleDAGSDNodes
Třída ScheduleDAGSDNodes slouží jako bázová třída pro předchozí plánovací algoritmy
(ScheduleDAGFast, ScheduleDAGList a ScheduleDAGRRList). Třída je deklaro-
vána v souboru ScheduleDAGSDNodes.h, definována v souborech ScheduleDAGSD-
Nodes.cpp a ScheduleDAGSDNodesEmit.cpp.
4.3 Výběr mezi metodami plánování
Překladač volí metodu plánování podle architektury, pro niž kód kompiluje. Pro architek-
tury s omezenější sadou registrů se volí zpravidla metoda ScheduleDAGRRList. Tabulka























Jak už jsem zmiňoval dříve, existují pipeliny interlockované a neinterlockované. U inter-
lockovaných pipeline problém nenastává, když má hardware začít provádět instrukci, jež
je závislá na předchozí, ještě nedokončené instrukci, která vyžaduje za sebou delay slot.
Pipeline je jednoduše uzamčena a zpozdí provedení další instrukce.
Problém vzniká u neinterlockovaných pipeline. Zde hardware nehlídá, zda instrukce
spolu nekolidují, a musí být tedy vkládány softwarově prázdné instrukce či přeskládány
instrukce, aby se předešlo dezinterpretaci.
Nejjednodušší způsob, jak předejít dezinterpretaci kódu, je vkládat za inkriminované in-
strukce operace NO-OP. Kód 5.1 byl přeložen programem llvm-gcc do mezikódu a z něj
programem llc do assembleru pro architekturu MIPS. Architekturu MIPS (zkr. Micropro-
cessor without Interlocked Pipeline Stages) jsme s vedoucím vybrali proto, že je to jedna










Obrázek 5.1: Demonstrační kód
5.1 Bez softwarového ošetření
Obrázek 5.2 zachycuje výsledný assembler pro architekturu MIPS bez plnění delay slotů.
Pokud by se takto neupravený kód předložil architektuře MIPS, došlo by s vysokou prav-
děpodobností k dezinterpretaci. Instrukce pro načtení slova z paměti (lw) a skoky (j, bne,
. . . ) patří do skupiny instrukcí, jež potřebují mít za sebou instrukci, jež se smí provést ještě
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v rámci zpracovávání inkriminované instrukce.1 Pokud se např. vyhodnocuje, zda skočit,
či nikoliv, při zpracovávání instrukce bne na řádku 23, začne se sčítat instrukcí addiu
na řádku 25, a dojde k situaci, že se má skočit na instrukci addiu na řádku 28, nastane

















017: addiu $sp, $sp, -24
018: lw $2, %got(p)($gp)
019: addiu $3, $zero, 100
020: sw $3, 0($2)
021: lw $2, 0($2)
022: addiu $3, $zero, 1
023: bne $2, $3, $BB1 2
024: # BB#1: # %bb
025: addiu $2, $zero, 2
026: j $BB1 3
027: $BB1_2: # %bb1
028: addiu $2, $zero, 5
029: $BB1_3: # %bb1
030: lw $3, %got(p)($gp)
031: sw $2, 4($3)
032: lw $2, %got(p)($gp)
033: lw $2, 4($2)
034: sw $2, 20($sp)
035: sw $2, 16($sp)
036: lw $2, 16($sp)






043: .size main, ($tmp0)-main
044:
045: .type p,@object
046: .comm p,40,32 # @p
Obrázek 5.2: Assembler pro MIPS bez vyplňování delay slotů
1Pro přehlednost jsem je vyznačil tučně.
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5.2 Vkládání instrukcí NO-OP
Dezinterpretaci lze zabránit jednoduchým řešením: vkládáním instrukcí NO-OP. Vkládání
prázdných instrukcí se pro architekturu MIPS řeší přidáním průchodu, jenž dostane na
vstupu základní blok, prochází instrukci po instrukci a kontroluje, zda instrukce nevyžaduje
mít za sebou vložen delay slot. Tuto informaci získává z informací o cílové architektuře.
Pokud instrukce delay slot vyžaduje, vloží jej.
Na obrázku 5.3 můžete vidět ošetření situace vložením prázdných instrukcí.2 Teď už je
kód sémanticky správný. Nicméně danou úlohu lze provést lépe – aby výsledný kód byl
efektivnější.
5.3 Přeskupování instrukcí
Pro dosažení efektivnějšího správného kódu je zapotřebí nevyplňovat delay sloty prázd-
nými instrukcemi, nýbrž přeskládat instrukce tak, aby nebylo vložení prázdných instrukcí
potřeba. Touto částí jsem vylepšil stávající delay slot filler architektury MIPS. Původně
pouze vkládal prázdné instrukce.
5.3.1 Hlídání závislostí
Aby při přeskupování instrukcí nedošlo k dezinterpretaci výsledného kódu, je nutné hlídat
závislosti. Protože jsem už neměl k dispozici rozpoznávač hazardů, který je dostupný v rámci
plánování instrukcí, musel jsem závislosti pohlídat sám.
Upravil jsem průchod tak, že když narazí na instrukci, jež vyžaduje vložení delay slotu,
snaží se za ni přesunout vhodnou instrukci. Aby nebyly porušeny závislosti, kontroluje
algoritmus při přecházení instrukce z jejího místa, zda nepřechází závislou instrukci, popř.
zda nemá jak přecházená, tak přecházející instrukce nemodelované postranní efekty.
5.3.2 Průchod kódu
Kód se prochází v každém základním bloku shora dolů. Jakmile se narazí na instrukci, jež
potřebuje mít za sebou delay slot (dále jen inkriminovaná instrukce), začne se hledat od
shora vhodný kandidát.
Aby se zbytečně neprocházely instrukce, jež už jistě nemohou být vhodné (nepodařilo
se jimi vyplnit předchozí delay slot), začíná se vždy od instrukce následující za instrukcí,
jež posloužila naposledy jako vhodný kandidát.
Nicméně algoritmus dokáže hledat vhodného kandidáta i za inkriminovanou instrukcí.
V tom případě začíná hledání vždy těsně za inkriminovanou instrukcí. Je to z jednoduchého
důvodu: pokud už bylo hledáno za inkriminovanou instrukcí, mohla být nějaká instrukce
vyhodnocena jako nevhodná, protože přecházela závislou instrukci, již už teď můžeme mít
za sebou.


















017: addiu $sp, $sp, -24
018: lw $2, %got(p)($gp)
019: nop
020: addiu $3, $zero, 100
021: sw $3, 0($2)
022: lw $2, 0($2)
023: nop
024: addiu $3, $zero, 1
025: bne $2, $3, $BB1_2
026: nop
027: # BB#1: # %bb
028: addiu $2, $zero, 2
029: j $BB1_3
030: nop
031: $BB1_2: # %bb1
032: addiu $2, $zero, 5
033: $BB1_3: # %bb1
034: lw $3, %got(p)($gp)
035: nop
036: sw $2, 4($3)
037: lw $2, %got(p)($gp)
038: nop
039: lw $2, 4($2)
040: nop
041: sw $2, 20($sp)
042: sw $2, 16($sp)
043: lw $2, 16($sp)
044: nop







052: .size main, ($tmp0)-main
053:
054: .type p,@object
055: .comm p,40,32 # @p
Obrázek 5.3: Assembler pro MIPS s vyplňováním delay slotů NO-OPy
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5.3.3 Výsledek
Na obrázku 5.4 můžete vidět výstup tohoto vylepšeného algoritmu. Z obrázku je též patrné,
že v některých případech ani přeskládání instrukcí nepomůže. Sice byly odstraněny čtyři
prázdné instrukce (za instrukcemi lw na řádcích 17 a 21, j na řádku 26 a jr na řádku















013: # BB#0: # %entry
014: .set noreorder
015: .cpload $25
016: .set nomacro # Rozdı´ly oproti pu˚vodnı´mu ko´du:
017: lw $2, %got(p)($gp) # addiu $sp, $sp, -24
018: addiu $sp, $sp, -24 # lw $2, %got(p)($gp)
019: addiu $3, $zero, 100
020: sw $3, 0($2)
021: lw $2, 0($2)
022: addiu $3, $zero, 1 # Tato instrukce zu˚stala na mı´steˇ:
023: bne $2, $3, $BB1_2 # neza´visı´ na prˇedchozı´, tedy mu˚zˇe
024: nop # poslouzˇit jako vhodna´ vy´plnˇ DS.
025: # BB#1: # %bb
026: j $BB1_3 # addiu $2, $zero, 2
027: addiu $2, $zero, 2 # j $BB1 3
028: $BB1_2: # %bb1
029: addiu $2, $zero, 5
030: $BB1_3: # %bb1
031: lw $3, %got(p)($gp)
032: nop # Nelze vyplnit vhodnou instrukcı´.
033: sw $2, 4($3)
034: lw $2, %got(p)($gp)
035: nop
036: lw $2, 4($2)
037: nop
038: sw $2, 20($sp)
039: sw $2, 16($sp)
040: lw $2, 16($sp)
041: nop
042: jr $ra # addiu $sp, $sp, 24





048: .size main, ($tmp0)-main
049:
050: .type p,@object
051: .comm p,40,32 # @p




V bakalářské práci jsem se věnoval problematice překladačů. V úvodu jsem nastínil, proč
je zapotřebí překladačů. Historie překladačů začala již s příchodem assemblerů. Před nimi
se přímo vytvářel strojový kód, proto jich nebylo zapotřebí. S příchodem assemblerů již
bylo zapotřebí překládat z jazyka symbolických adres do strojového kódu. Ze začátku se
jednalo o izomorfní překlad, později se do assemblerů přidávaly různé konstrukce, jež se
vykonávaly během překladu. V úvodu jsem se též zabýval praktickou nepřenositelností
programů v assembleru.
S příchodem vyšších programovacích jazyků již překladače začaly notně ”nabobtná-
vat“. Vyšší programovací jazyky byly navrženy buď jako univerzální prostředky, v nichž se
dá naprogramovat téměř cokoliv, nebo jako specializované, nezřídka již poměrně velmi abs-
traktní jazyky, zaměřené na určitou oblast. Složitější kompilátory začaly zvládat nejrůznější
optimalizace.
Druhá kapitola




V jednotlivých fázích jsem rozebral jejich úkoly a rozdělil je na menší části, které jsem
následně popsal. Toto rozdělení na části je důležité vzhledem ke komplexnosti překladačů.
Třetí kapitola
Ve třetí kapitole jsem detailně rozebral část backendu nazvanou plánování instrukcí. Roz-
dělil jsem plánování na lokální a globální. Vysvětlil jsem princip lokálního plánování, že
se plánuje pouze v rámci základního bloku, a proto nemůže dosahovat rychlosti globálního
plánování. Rozebral jsem různé druhy hazardů, a to:
• datové neboli pravé závislosti,
• antidependence
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• a závislosti výstupu.
Věnoval jsem se živosti proměnných, jež má vliv na množství potřebných registrů. Na-
značil jsem, jak jsou hazardy reprezentovány v překladači. Věnoval jsem se možnostem
zřetězení provádění instrukcí. Dále jsem rozebral nejdůležitější metodu lokálního plánování
(List-Scheduling) a její modifikaci.
Nakonec jsem v této kapitole popsal globální plánování, acyklické metody a ve stručnosti
cyklické plánování, kde jsem odkázal na literaturu zabývající se tímto tématem podrobněji.
Čtvrtá kapitola
Ve čtvrté kapitole jsem se věnoval kompilační platformě LLVM. Vysvětlil jsem, že v novém
vydání překladače se objevil plánovač pro většinu používaných architektur, a proto jsem











Nakonec jsem popsal výběr metody plánování pro všechny podporované architektury.
Pátá kapitola
V páté kapitole jsem se věnoval podrobně problému vyplňování delay slotů. Ukázal jsem,
proč je nekorektní mít ihned za sebou dvě závislé instrukce, z nichž ta první potřebuje pro
správné vykonávání navíc jeden takt. Objasnil jsem, že u interlockovaných pipeline problém
nenastává, nastává až v případě pipeline neinterlockovaných.
U neinterlockovaných pipeline může dojít k dezinterpretaci kódu, pokud by tento stav
nebyl ošetřen. S vedoucím jsme tedy vybrali architekturu MIPS, jako nejvhodnější archi-
tekturu pro demonstraci vyplňování delay slotů.
Na ukázkovém kódu jsem předvedl, co se stane, pokud nebudou inkriminované instrukce
brány v potaz. Ukázal jsem prozatímní delay slot filler, jenž vyplňuje delay sloty prázdnými
instrukcemi.
V rámci praktické části bakalářské práce jsem naimplementoval delay slot filler, jenž
pracuje na principu přeskupování instrukcí. Hlídá závislosti, aby nedošlo ještě k horší dez-
interpretaci kódu, a pokud nemá možnost přeskládat instrukce kvůli hazardům, vkládá
prázdné instrukce; tak jak to prováděl prozatímní delay slot filler.
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Zhodnocení, možná rozšíření
Implementovaný delay slot filler pracuje, troufám si říct, výborně pro architekturu MIPS.
Jako rozšíření by bylo vhodné vytvořit obecný delay slot filler, který by pracoval nezávisle na
architektuře: pouze by vyčetl z informací o architektuře pro každou instrukci, zda požaduje
za sebou delay slot, a pokud ano, přeskládal by patřičně instrukce, v krajním případě vložil
prázdnou instrukci. Sice jsem se snažil vytvořený delay slot filler takto upravit, nicméně se




Na přiloženém DVD se nacházejí následující složky/soubory:
• llvm/ – zdrojové kódy LLVM;
• llvm-bdsf/ – zdrojové kódy LLVM + vylepšený delay slot filler;
• bp.pdf – elektronická verze bakalářské práce;
• program.pdf – programová dokumentace.
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