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3D Reconstruction of Buildings with
Automatic Facade Refinement
C. Larsen and T.B. Moeslund
Department for Architecture, Design and Media Technology
Aalborg University, Denmark
Abstract. 3D reconstruction and texturing of buildings have a large number of
applications and have therefore been the focus of much attention in recent years.
One aspect that is still lacking, however, is a way to reconstruct recessed features
such as windows and doors. These may have little value when seen from a frontal
viewpoint. But when the reconstructed model is rotated and zoomed the lack of
details will leap out. In this work we therefore aim at reconstructing a 3D model
with refined details. To this end we apply a structure from motion approach based
on bottom up bundle adjustment to first estimate a 3D point cloud of a building.
Next, a rectified texture of the facade is extracted and analyzed in order to detect
recessed features and their depths, and enhance the 3D model accordingly. For
evaluation we apply the method to a number of different buildings.
1 Introduction
3D reconstruction and texturing of buildings have a large number of applications rang-
ing from urban planning and marketing, to tourism where services such as Google Earth
and Microsoft’s Virtual Earth have promoted the great potential to the public. Much re-
search has been focused on different aspects of the basic problems of reconstruction and
texturing [1,2,3] and the frontiers have in the later years been pushed forward. As the
technology matures so does the desire for better and more precise models. One aspect
that is currently lacking is an explicit modeling of recessed features such as windows
and doors [4]. The consequence of not modeling such facade details is minor when
viewing the reconstructed model from a frontal viewpoint or a distance. But when the
reconstructed model is rotated and zoomed the lack of details will leap out. In this work
we therefore aim at reconstructing a 3D model with refined details.
Recently methods have been reported that aim to recover detailed facade features.
In [5] high resolution 3D data of a building facade is obtained using a terrestrial laser
scanner. RANSAC is applied to segment the 3D point cloud into a number of planes cor-
responding to different facade features. In [6] a similar approach (LiDAR) is applied to
obtain high resolution 3D data. Facade features (windows) are segmented based on the
notion that glass does not reflect the LiDAR pulses, hence no data. From the detected
windows a grammar is made that can generate synthetic facade features for occluding
building parts or on new buildings (assuming a similar architecture). In [7] LiDAR data
is also applied together with a grammar. A reversible jump MCMC approach is used to
select hypotheses which are then compared with the input data. In [8] overlapping im-
ages are analyzed to find facade features in buildings with many repeated patterns. The
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patterns are detected by looking for similar intensity profiles between interest points
found by a Harris corner detector. In [9] facade features are estimated based on just one
image. The inherent lack of 3D data is partly overcome by relying on a strong gram-
mar and other architectural insides. In [4] a number of images of the same building are
used to extract structure from motion. A sketch-based interface then allows a user to
construct first the overall facades and next more and more detailed features. Detailed
reconstruction, but the procedure takes minutes of user interaction for small buildings
and tens of minutes for bigger buildings.
We seek a solution that does not involve complicated and expensive hardware, hence
we aim at a solution based on imagery from a standard camera. The solution should not
require learning a grammar or being limited to certain building types (like big buildings
with a high number of repetitive facade features). In figure 1 our approach is illustrated.
It starts out by estimating the intrinsic camera parameters without the need for a cali-
bration. Next, a structure from motion approach is applied to estimate a 3D point-cloud
from which a coarse model of a facade together with a rectified texture is extracted.
Finally the detailed facade features are detected together with their depths and the final
3D detailed model is built. The paper follows the structure of the blocks in figure 1
together with a result section and a conclusive section.
Fig. 1. Overview of the proposed system
2 Pre-processing
Before any 3D reconstruction can commence we need to find the intrinsic camera pa-
rameters: the focal length α in pixels and the principal point (x0, y0) in pixels.
A standard camera calibration can be applied to obtain these parameters. But if im-
ages are captured with different zoom factors multiple calibrations are required. More-
over, if the user is a non-expert calibration should be avoided altogether. To this end we
suggest to approximate the intrinsic camera parameters based on the meta data, which
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is stored together with a picture in most modern cameras. The meta data is stored in the
Exchangeable Image File Format (EXIF) and includes, among other things, the camera
type, resolution, and focal length (in mm).
A good approximation of the principal point is given by the resolution, i.e., the center
of the picture. The focal length in pixels is given by α = f · dimagedsensor , where f is the
focal length in mm read from the EXIF data, dimage is the diagonal of the image in
pixels (directly given by the resolution), and dsensor is the diagonal of the sensor in
mm. dsensor is unfortunately not present in the EXIF data, but the camera type is, and
since dsensor is static for a camera a look-up table can be constructed and applied.
In this work we have used an Olympus E-520 camera. We have estimated the intrin-
sic camera parameters using the approximation scheme suggested above and compared
them with those obtained using a real camera calibration. We found that all three pa-
rameters have errors less than 3% and even more importantly that the results of the 3D
reconstruction did not suffer from using the approximation.
3 Matching
The purpose of the matching step is to estimate the relative pose of the cameras in all
pairs of input images if possible. For each pair of input images a robust set of cor-
responding keypoints is identified using SIFT and filtered using RANSAC. Then the
fundamental matrix is estimated using the 8-point algorithm [10]. Combining this with
the intrinsic camera parameters the essential matrix and finally the relative pose is re-
covered. For details see [11,12].
4 Clustering
The purpose of clustering is to recover structure and motion for all input images. In this
context a cluster is the collection of cameras with estimated extrinsic parameters and a
point cloud of estimated keypoint positions, see figure 6.
Traditionally methods for recovering structure and motion are based on finding a
global initial guess and then performing a final optimization using bundle adjustment.
For bundle adjustment to succeed, however, a good initial guess is required [13]. In this
work a bottom up approach, where bundle adjustment is applied throughout cluster-
ing, has been developed in order to minimize the risk of a bad initial guess preventing
recovery of structure and motion.
The overall approach is to initialize the cluster from the best matching image pair,
and then add images to the cluster iteratively until all input images are included. When
adding an image to the cluster, the relative pose recovered during matching is used for
computing an initial estimate of the extrinsic camera parameters, and keypoint inliers
are triangulated to obtain an estimate of keypoint positions. Each time an image has
been added, the whole cluster is optimized by applying bundle adjustment. For details
see [11,13,14].
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5 Coarse Model
We now have a cloud of 3D points representing the building, see figure 6. Extract-
ing structures directly from the point cloud is erroneous in general and especially for
fine details such as recessed features. Inspired by [4] we therefore introduce a semi-
automatic approach. Firstly the user is asked to click dominant features, denoted loca-
tors, in two images. From these a polygon is built and textured automatically.
A GUI is created wherein the user can flip through the different images. For each
(overall) planar surface the user clicks its corners in two images and a polygon is built
and visualized, see figure 2. If the user accepts the polygon its 3D corners are extracted
using the relation between the two images found in the previous section, and a 3D
surface is fitted using a least squares solution.
1
2 9
3 84 7
5 6
Fig. 2. Interactively defining a polygon by clicking at corresponding locators in two images. Here
nine locators are used.
To create a rectified texture for a polygon, it is necessary to determine which of the
input images that has the best view of the polygon. We select the input image corre-
sponding to the camera with the smallest angle between the normal of the plane and the
direction from the centroid to the camera, see figure 3.
As cos θ goes towards 0 the quality of the obtained rectified texture decreases. There-
fore for the selected image it is required that cos θ > τ , where the threshold τ is set to
cos 80◦ in this work. Furthermore it is required that the reprojections of all locators Li
used as vertices for the polygon lie within the boundary of the selected image, because
otherwise a texture for the whole polygon can not be extracted.
θ
m
n
dj
Cj
Fig. 3. The vectors and angles used for selecting the best image
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5.1 Creating the Rectified Texture
For each 3D vertex of the polygon, two 2D projections are computed: a projection into
the plane of the polygon, and a projection into the input image. The vertices of the
polygon are defined by the locator positions Li, and the projection of each vertex into
the plane is computed using two orthogonal axes ux and uy of unit length lying in
the polygon plane. First the centroid, m, is subtracted to obtain the local vertex coordi-
nates V′i = Li−m, which are then projected onto the plane to obtain the 3D coordinates
Vi = V′i − (V′i · n)n. (1)
Now to compute the 2D projections of the vertices, each Vi is projected onto the
plane axes to obtain the vector
v̂i =
⎡
⎣
Vi · ux
Vi · uy
1
⎤
⎦ , (2)
which is the homogeneous 3D-vector representing the 2D projection of locator i into
the plane of the polygon.
The projection of each vertex into the input image is simply achieved by projecting
the locator position Li using the camera calibration information available for the best
image, a. That is the projection into image a of the locator with position Li is computed
as the homogeneous 3D-vector
v′i = KaLi, (3)
where the camera calibration matrix Ka is applied such that v′i is expressed in pixel
coordinates. The mapping between the polygon and the input image is now represented
by the two corresponding sets of 2D projections: the set in the plane of the polygon
defined by v̂i, and the set in image a defined by v′i.
The final step is to actually create the rectified texture using a homography computed
from corresponding points vi and v′i. From the previous step, the projections v
′
i of
the locators in image a are available, and they are expressed in pixel coordinates. The
corresponding pixel coordinates vi in the rectified texture to be extracted are needed,
and these can be derived from the projections v̂i in the plane obtained in the previous
step. But as the length of the computed plane axes do not correspond to the size of a
pixel in the rectified texture, we perform isotropic scaling and translation. Let T be a
3×3 matrix representing a transformation consisting of isotropic scaling and translation,
then
vi = Tv̂i, (4)
where the scale factor is chosen such that the size of a pixel in the rectified texture
becomes approximately the same size as in the input image, and the translation is chosen
such that the rectified texture is cropped to the polygon but leaving a small border.
6 Facade Reconstruction
The final step is to refine the coarse model by adding local facade features, such as
recessed windows, in order to increase the realism of the reconstructed model. To this
end we first find the regions in question and second the depth of each region.
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6.1 Facade Segmentation
A facade polygon typically consists of wall regions with large areas of similar color and
texture, and smaller regions inside the wall regions, which represent facade features,
that deviate in appearance from the wall. Thus for identifying regions in the facade
we analyze the rectified texture. Often a wall appears primarily in one color with no
significant texture or it is a brick wall consisting of bricks of similar color with joints
between them. In the case of a plain colored wall, identifying the whole wall as one
region is simple. For brick walls, however, it is more difficult due to the often high
contrast between bricks and joints. We therefore blur the image such that the joints
between bricks and other high frequency elements of the image are reduced.
The segmentation is based on color classification in the HSV space. First we apply
the single-linkage algorithm, which is based on agglomerative hierarchical clustering.
It starts with randomly selecting a subset of samples (HSV pixels). In this work 1.000
samples are used. Each sample starts as a single cluster and then iteratively merges with
similar clusters until the cost (distance) of merging yet another cluster pair becomes to
big. Specifically, let Di and Dj be the subsets of observations in two candidate clusters
for merging, then the distance between the clusters is given by
dmin(Di, Dj) = min
x∈Di
x′∈Dj
||x − x′||. (5)
We terminate the algorithm when dmin for the nearest cluster exceeds 0.025. In figure 4
a representative subset of samples is shown. The colors illustrate the two non-singular
clusters when the algorithm is terminated. For all available test sequences the biggest
cluster represents the wall. We model this by a 3D Gaussian distribution and apply
Mahalanobis distance to classify all HSV pixels in the rectified and blurred texture
image, see figure 4. For illustrative purposes we also designed a classifier for the second
biggest cluster (green pixels). The resulting binary image is filtered using morphology
and connected-componentanalysis. Finally, each recessed feature is detected as a region
of connected (black) pixels inside the filtered image, see figure 4.
200 400 600 800
100
200
300
400
500
600
0
0.5
1
0
0.5
1
0
0.5
1
HueSaturation
V
al
ue
200 400 600 800
100
200
300
400
500
600
200 400 600 800
100
200
300
400
500
600
Fig. 4. 1: Rectified texture. 2: The single-linkage algorithm applied to the random sampled pixels.
The two largest clusters are marked in red and green. 3: Classification of all pixels in the polygon
texture. 4: The segmented regions are filtered.
6.2 Refining the Model
Each of the segmented regions is represented as a subset of pixels in the binary im-
age. For refining the coarse model, however, it is necessary to transform the pixels into
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polygons that represent the contour of the detected facade region. Both contour sam-
pling and polygon approximation were investigated, but it turned out that finding the
oriented rectangle with minimum area enclosing the pixels was a more stable solution1.
For each rectangle a hole is carped out of the polygon and replaced by five new
polygons. One representing the recessed feature and four representing the edges of the
wall surrounding the recessed feature. The textures are found as explained in section 5.
For textures not defined we copy the texture from the opposite edge.
The actual depth of a recessed feature is estimated using an analysis-by-synthesis
approach. For each possible depth value we update the 3D model. We then synthesize
the texture of the model for the recessed feature (including the edges) as seen from the
viewpoint of a specific image and compare with the actual pixel values in that image
using the correlation coefficient
r =
∑
(xi − x)(yi − y)√∑
(xi − x)2
√∑
(yi − y)2
(6)
where xi and yi are the ith pixels in the image and synthesized texture, respectively, and
x and y are the mean pixel values in the image and synthesized texture, respectively.
This is done for different depth values and averaged over three different images (the
most frontal and the most extreme viewpoints from each side). The maximum of the
averaged curve defines the most likely depth value.
7 Results
Eleven different data sets are used to evaluate the system. In figure 5 sample images can
be seen.
Fig. 5. Sample input images from the eleven data sets
1 This is of course only true for rectangular regions.
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Fig. 6. The different steps in our system illustrated for data set i. Top left: Recovered structure
from motion. Top center: The coarse model. Top right: The rectified texture of the course model.
Bottom left: The coarse model superimposed on an input image. Bottom center: The refined
model for one facade. Bottom right: The refined model including texture.
Fig. 7. Three different synthetic viewpoints of the building in data set a with recessed features
inserted (top row) and without recessed features (bottom row)
3D Reconstruction of Buildings with Automatic Facade Refinement 459
In figure 6 the sub- and final results of our approach are shown for data set g. In
the preprocessing step a massive amount of keypoints are found in each image due to
especially the significant high frequency information coming from the bricks. To avoid
such repetitive keypoints we enforce a conservative threshold when matching keypoints
and hence only keep the most distinctive keypoints. The quality of the structure from
motion (RMS reprojection error) estimated using our method is below 0.4 pixels, which
is acceptable for reconstruction. In figure 6 a representative example is shown.
In six of the eleven data sets, the number of correctly detected facade features equals
ground truth. For the remaining data sets, the percentage of correctly detected features
is between 65% and 86%, and for all data sets on average 89% of the ground truth
features were correctly detected. The main source of error is occlusion. That is, when a
foreground object (tree or lamppost) is occluding parts of the building.
Since all pictures were taken from the ground some edges cannot be textured (illus-
trated by a yellow/black pattern). We handle this by copying the texture from one of
the other recessed edges. This can be seen in figures 7 and 8 where close ups of differ-
ent facade features are shown with and without refining the model. These figures also
illustrate the benefit of modeling detailed features.
Fig. 8. Three different synthetic viewpoints of the building in data set c with recessed features
inserted (top row) and without recessed features (bottom row)
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8 Conclusion
We have presented a method for detecting facade features and including that in a re-
fined 3D textured model of a building. The approach is based on structure from motion
to estimate a 3D point cloud wherein a coarse facade model is defined. We segment
the rectified texture of the coarse model using a clustering approach and hereby find
the local facade features. Their depths are estimated using an analysis-by-synthesis ap-
proach. The approach is tested on eleven data sets and detects 89% of the facade features
correctly. Future work includes a texture selection mechanism for occlusion handling
and an automated process for finding the coarse model, e.g., by finding intersections of
planes fitted to the 3D data.
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