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Abstract
The principal objective of this thesis is to predict the response of inelas-
tic materials under a large number of cycles, while simulating a much
smaller number.
For coupled viscoelastic-viscoplastic (VE-VP) homogeneous solids
subjected to large numbers of cycles, a two-scale time homogenization
formulation and the corresponding algorithms are proposed. The main
aim is to predict the long time response while reducing the computa-
tional cost considerably. The method is based on the definition of macro
and micro-chronological time scales, and on asymptotic expansions of
the unknown variables. First, the VE-VP constitutive model is formu-
lated based on a thermodynamical framework. Next, the original VE-
VP initial-boundary value problem is decomposed into coupled micro-
chronological (fast time scale) and macro-chronological (slow time-scale)
problems. The former is purely VE, and solved once for each macro time
step, whereas the latter problem is nonlinear and solved iteratively using
fully implicit time integration. For micro-scale time averaging, one-point
and multi-point integration algorithms are developed. Several numeri-
cal simulations on uniaxial and multiaxial cyclic loadings illustrate the
computational efficiency and the accuracy of the proposed methods.
For composite materials, a multiscale computational strategy is pro-
posed for the analysis of structures, which are described at a refined level
both in space and in time. The proposal is applied to two-phase VE-VP
composite materials subjected to large numbers of cycles. The main aim
is to predict the effective long time response while reducing the compu-
tational cost considerably. The proposed computational framework is a
combination of the mean-field space homogenization based on the gen-
eralized incrementally affine formulation for VE-VP composites, and the
asymptotic time homogenization approach for coupled VE-VP homoge-
neous solids under large numbers of cycles. The time homogenization
method is based on the definition of micro- and macro-chronological time
scales, and on asymptotic expansions of the unknown variables. Firstly,
the original anisotropic VE-VP initial-boundary value problem of the
composite material is decomposed into coupled micro-chronological (fast
time scale) and macro-chronological (slow time-scale) problems. The for-
mer corresponds to a VE composite, and is solved once for each macro
time step, whereas the latter problem is a nonlinear composite and solved
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iteratively using fully implicit time integration. Secondly, mean-field
space homogenization is used for both micro- and macro-chronological
problems to determine the micro- and macro-chronological effective be-
havior of the composite material. The response of the matrix material
is VE-VP with J2 flow theory assuming small strains. The formulation
exploits the return-mapping algorithm for the J2 model, with its two
steps: viscoelastic predictor and plastic corrections. The proposal is im-
plemented for an extended Mori-Tanaka scheme for a number of polymer
composite materials subjected to large numbers of cycles.
An extension of the two-scale time homogenization approach to VE-
VP homogeneous materials coupled with ductile damage (VE-VP-D)
under large numbers of cycles is proposed. An asymptotic approach
allows to decouple the boundary problem into macro-chronological and
micro-chronological problems. A different multiscale decomposition is
introduced to account for irreversible inelastic deformation. The method
is applied to the fatigue of thermoplastic polymers.
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CHAPTER1
Introduction
1.0.1 Industrial context and motivations
Nowadays, polymer matrix composites (PMCs) contribute to the im-
provement of properties and reliability of many components. They find
widespread use in various industries such as aerospace, automotive and
consumer electronics. A polymer matrix composite (PMC) designates a
polymer matrix reinforced with short, long or continuous fibers. The ma-
trix phase of a PMC can be classified as either thermoset (e.g. epoxies,
phenolics) or thermoplastic (e.g. High Density Polyethylene (HDPE),
polypropylene, polycarbonate, polyamide). In this work, we are inter-
ested in short fiber reinforced thermoplastic polymers.
In the context of CO2 emission reduction, the automotive industry tries
to substitute heavy metallic parts by lightweight composite structures.
Short glass fiber reinforced (SGFR) polymer materials, among them
SGFR polyamide-66, are a cost-efficient solution which combines both
the reduction of weights and the increase of production rates. Further-
more, the use of this kind of materials is particularly appreciated for the
case of obtaining complex shaped components.
During service, many of these polymer-based parts are exposed to cyclic
loading conditions resulting in the degradation of material properties.
The design of these complex components or structures still requires ex-
pensive testing and experiments which are generally limited to small
structural components. One of the main issues for engineers, therefore,
lies in the prediction of the fatigue life duration under complex loadings.
Two steps are involved to solve the problem: first, the investigation of
the cyclic behavior of PMCs. Second, the design of a model to predict
the fatigue life duration.
1.0.2 Modeling of thermoplastic polymers
Thermoplastic materials is a class of polymer materials that can be
melted or made to flow with heat and allows to be re-shaped. Therefore
they are characterized by their glass and melting temperature Tg and
Tm, respectively.
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Above the melting temperature the thermoplastics are in amorphous
state and the polymer chains acquire a bundled structure. In some
polymers, the chains rearrange upon cooling and form partly ordered
regions. This phenomenon is called crystallization. If some fraction of
the polymer remains un-crystallized, or, amorphous when the polymer
is cooled to room temperature, the material is called semi-crystalline.
The degree of crystallinity influences the properties of polymers.
Polymeric materials such as semi-crystalline thermoplastics exhibit
a complex inelastic behavior and they are time and rate-dependent at
all stages. The typical stress-strain curve of a sample of High Density
Polyethylene (HDPE) under drawing tension is summarized in figure
1.1. According to [Balieu et al., 2013a] the behavior of semi-crystalline
polymers is viscoelastic-viscoplastic. The stress increases at low defor-
mation, the behavior of the material is linear viscoelastic, and it becomes
progressively nonlinear viscoelastic until reaching the yield-point. The
stress passes over a maximum and a neck forms somewhere in the sam-
ple. The behavior of the material becomes viscoplastic and a strain
softening appears. For higher deformation, the neck will extend over
the sample while the tensile stress keeps essentially unchanged. Finally,
after the whole cold-drawing, the stress increases again until the break
point.
Defining the yield stress as the point just located before the strain
softening, is not the unique interpretation of the beginning of the vis-
coplastic state. [Raghava et al., 1973] determined the yield strengths
from a true stress-true strain plot, using a strain displacement that is
equivalent to a 0.3% offset in the usual terminology (figure 1.2). With
this definition, the viscoplastic state occurs earlier without to be in a
nonlinear viscoelastic state.
[Zhang and Moore, 1997] show the behavior of High Density Polyethy-
lene (HDPE) under uniaxial tension followed by unloading. The be-
havior of the material is inelastic for both loading and unloading and
it depends on both strain and strain rate (figure 1.3). The mechanism
responsible for this behavior in polymeric materials is the sliding and
relative motion of molecular chains in the material. As a result of this
behavior, the polymer specimen can exhibit the phenomenon known as
relaxation: a gradual decrease in stress with time under a constant strain
(figure 1.4).
Semi-crystalline polymers exhibit also a strong dependency to the tem-
perature. Figure 1.5 shows the behavior of High Density Polyethylene
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Figure 1.1: Typical stress-strain curve of HDPE. The changes in the
shape of the sample are schematically indicated. 1) viscoelastic region,
2) yield transient, 3) strain softening, 4) hardening. [Men, 2001].
Figure 1.2: Tensile true stress-true strain plot for polycarbonate (PC)
illustrating the selection of ”yield strength” as based upon an offset of
0.3% (i.e. a strain of 0.003). [Raghava et al., 1973].
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Figure 1.3: Stress-Strain experimental curves for High Density Polyethy-
lene under uniaxial tension followed by unloading of [Zhang and Moore,
1997].
Figure 1.4: Typical relaxation behavior.
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Figure 1.5: True stress-strain curves, measured at a constant Hencky
strain rate of 5.10−3s−1 at the temperatures indicated in the plot for
High Density Polyethylene (HDPE). [Men, 2001].
(HDPE) at different temperatures. Increasing the temperature leads to
a reduction of the material stiffness, and the stretching necessary for the
fracture becomes very large.
The behavior of polymers is also pressure dependent ( [G’Sell et al.,
2002,G’Sell et al., 2004]). By using a novel video-controlled testing sys-
tem and under uniaxial tension test at constant true strain rate, the
evolution of volume strain is determined in polyethylene terephtalate
(PET) by measuring in real time the three principal strain components
in a small volume element ( [G’Sell et al., 2002]). An increase of the
volume variation at increasing axial strain is observed.
The mechanical behavior of thermoplastic polymers presents an im-
portant number of dependent parameters (time, strain rate, tempera-
ture pressure). Thereby proper engineering design with these materials
is subject to the development of an adequate modeling using physical
or phenomenological approaches, able to reproduce their mechanical be-
havior and also the possibility to simulate it numerically.
The study of such materials began long before the macromolecular na-
ture of polymers was understood. The mechanical behavior of polymeric
materials is generally characterized in terms of their time-dependent
properties in shear or in simple tension. In the literature, some authors
describe the behavior of polymer materials by linear viscoelastic (VE)
models, to capture the time and rate dependent material behavior which
leads to relaxation and creep phenomena for constant applied strain or
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Figure 1.6: Rheological models: (a) Maxwell model, (b) Kelvin-Voigt
model. E0 is the initial Young’s modulus and ζ is a viscosity, ( [Tschoegl,
1989]).
stress states. Starting from simple uniaxial rheological models of vis-
coelasticity, e.g. the Maxwell model (series combination of a spring and
a dashpot, figure 1.6-a) and the Kelvin-Voigt model (a parallel combi-
nation of a spring and a dashpot, figure 1.6-b).
Generally, a real polymer does not relax with a single relaxation time
as predicted by previous models. Thus, to better depict the behavior of
most VE materials, generalized series-parallel models are needed. Two
forms are considered: the generalized Maxwell models which are use-
ful when the excitation is a strain (figure 1.7-a), and the generalized
Voigt models which are to be used when the excitation is a stress (figure
1.7-b). [Christensen, 1971, Kaliske and Rothert, 1997] show that linear
viscoelasticity constitutes a reasonable approximation to the time de-
pendent behavior of a large number of materials.
One of the earliest models, able to predict the behavior of amorphous
polymers was proposed by [Haward and Thackray, 1968] in the uniaxial
case. It is a physically-based model for amorphous polymer, where the
constitutive equations are based on the molecular structure of the poly-
mer material. The model consists of a Hookean spring in series with an
Eyring dashpot (to model the plastic flow) and rubber elasticity spring
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Figure 1.7: Generalized Series-Parallel models: (a) N Maxwell elements
in parallel, (b) N Kelvin-Voigt elements in series. Ei and ζi are the
stiffness and the viscosity of the ith element, ( [Tschoegl, 1989]).
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in parallel. This 1D model was extended later to the three-dimensional
case by [Boyce et al., 1988, Arruda and Boyce, 1993, Wu and van der
Giessen, 1995] and [Anand and Gurtin, 2003]. More recently, and based
on the work of [Boyce et al., 1988], [Anand and Ames, 2006] develop a
new continuum model for the viscoelasticplastic deformation of amor-
phous polymeric solids. The behavior is modeled by one resistance due to
the molecular network interaction in parallel with a generalized Kelvin-
Voigt model to describe the inter-molecular interaction.
Multi-scale constitutive models have been proposed to capture the VE,
VP behavior of semi-crystalline polymer materials. [Nikolov and Doghri,
2000], developed a micromechanically-based constitutive model for HDPE
in small deformations. In this model, the microstructure of HDPE con-
sists of closely packed crystalline lamellae separated by layers of amor-
phous polymer. The macroscopic behavior of the material is then de-
scribed while taking into account the micro-structure evolution using
homogenization techniques.
Physical approaches have been also used to model the behavior of semi-
crystalline polymers. A physically-based inelastic model under finite
strain formulation has been proposed by [Ayoub et al., 2010, Ayoub
et al., 2011] to describe the mechanical behaviour of HDPE. The semi-
crystalline polymer is considered as a heterogeneous medium, and the
model is based on a two-phase representation of the microstructure
where the crystalline and amorphous phases are considered as two sepa-
rate resistances. A physically-based hyperelastic-viscoplatic model was
developed by [Zairi et al., 2011] for large deformation stress-strain re-
sponse and anisotropic damage in rubber-toughened glassy polymers.
Physics-based modeling is very attractive since it takes into consid-
eration the micro-structure of the material, but in the other hand it
implies the need for a greater number of experimental data points to
generate models with good predictive capability. Thus phenomenologi-
cal models were investigated.
Some authors tried to model the behavior of polymers within continuum
mechanics and a thermodynamic framework from which state and evolu-
tion laws are derived. Classical models, initially developed for metallic
materials, can then be extended for polymers. When the material is
subjected to very slow or very small deformation, the behavior can be
described by a linear viscoelasticity model. In this case, the constitutive
equations are derived from Boltzmans superposition principle. A com-
plete description of VE behavior is available in ( [Christensen, 1971]),
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( [Salenc¸on, 1983]) and ( [Tschoegl, 1989]). Nonlinear viscoelastic mod-
els were also developed to describe the behavior of polymeric materials
( [Han, 1985]).
Although the strain rate dependence can be considered to be the pre-
dominant characteristic of the polymer material behavior, VE models
are not sufficient to quantitatively describe the mechanical behavior of
polymers. In fact, several experimental tests, including monotonic ten-
sile tests and relaxation tests, of polymer materials such as polypropy-
lene ( [Ka¨stner et al., 2012]), indicate a viscoplastic material behavior
with a rate dependency. Several elasto-viscoplastic (EVP) constitutive
models have been also developed to describe the strain rate dependence
of thermoplastics ( [Regrain et al., 2009], [Drozdov, 2009], [Drozdov
et al., 2013] , [Balieu et al., 2013b] and [Vecchio et al., 2014]).
An inelastic strain accumulation induced by cyclic loading, i.e., ratch-
eting, which occurs in materials subjected to cyclic loading, especially
under stress-controlled mode with nonzero mean stress ( [Tao and Xia,
2007], [Kang et al., 2009], [Launay et al., 2011], [da Costa Mattos and
de Abreu Martins, 2013], [Drozdov et al., 2013], [Vecchio et al., 2014]
and [Lu et al., 2014]), is important in designing structural components.
Ratcheting tests with and without intermediate holding times, were
performed to characterize the mechanical behavior of polymer mate-
rials such as polycarbonate ( [Jiang et al., 2013]). A test procedure
is proposed to discriminate the contribution between viscous recovery
and accumulated unrecoverable deformation during the cyclic loading of
polymeric materials. It has been shown that, for cyclic loading, a per-
manent deformation still exists even if the peak stress of cyclic loading
is below the yield strength of polycarbonate. Then to better reproduce
the rate dependence in both elastic and inelastic deformation, coupled
viscoelastic-viscoplastic (VE-VP) models have been proposed.
A coupled VE-VP rheological model has been developed by [Khan and
Zhang, 2001] in order to describe the uniaxial response of polytetrafluo-
roethylene. Another phenomenological model based on rheological equa-
tions was proposed by [Khan et al., 2006] to describe the mechanical
response of Adiprene-L100, by using a combination of linear and non-
linear springs with dashpots.
Later [Kim and Muliana, 2010] and [Miled et al., 2011] proposed a
coupled VE-VP model in the case of J2 viscoplasticity theory. The
model [Miled et al., 2011] can reproduce in an acceptable way the re-
sponse of polymers under small deformation, it supposes a decomposi-
tion of the total strain into a sum of VE and VP parts.
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1.0.3 Modeling of composite materials subjected to high
numbers of cycles
The prediction of the long-term behavior of PMC structures involves
theoretical and numerical modeling, and it requires significant compu-
tational resources, in particular for cyclic loadings when taking into
account the nonlinear behavior of the polymer composite materials. Ac-
tually, the problem of structures subjected to rapidly oscillatory loading
exhibits multiple temporal and spatial scales. It is a multiscale phe-
nomenon in space (due to the presence of heterogeneities in the mi-
crostructure of the material) and time (because the load period could
be in the order of seconds whereas the component life may span years).
The numerical solution process for complex, time-dependent non-linear
problems requires, if one uses classical finite element (FE) codes, a com-
putation time which turns out to be prohibitive. Thus new reliable and
efficient strategies taking into account the multi-scale aspects in space
and time are needed.
Spatial multi-scale mechanics is rooted in the analysis of the homog-
enized response of heterogeneous materials. To model the behavior of
composite materials, two approaches are in general considered. The first
one, is to consider the composite material as homogeneous and to de-
velop a phenomenological constitutive law to predict the macroscopic
response of the material. The second one, is to consider the compos-
ite material as a structure made of distinct phases (matrix and inclu-
sions) and to focus on the equivalent or effective response of a finite
volume of the material. Characteristic volumes were identified as unit
cells for periodic materials and representative volume elements (RVE)
for statistically heterogeneous media. The mechanical response of such
volume is assumed to be equivalent to the macroscopic response of the
composite material. Spatial homogenization techniques were first devel-
oped within the framework of elasticity and then extended to nonlinear
composites. Among the developed homogenization approaches, there is
the asymptotic homogenization which constitutes an elegant technique
for predicting the effective properties of heterogeneous media with pe-
riodic microstructure. It was developed by [Bensoussan et al., 1978]
and [Sanchez-Palencia, 1980] and has been applied successfully on lin-
ear elastic or weakly nonlinear composites [Jansson, 1992]. The gener-
alized method of cells, it was introduced by [Aboudi, 1989], [Paley and
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Aboudi, 1992] and [Dvorak, 1992]. It consists on dividing a repeating
unit cell into an arbitrary number of generic cells and it has been shown
to be more computationally efficient than finite element analysis based
approaches for a range of composites. [Wilt, 1995, Aboudi, 1996]. This
approach enables to compute the effective properties of heterogeneous
inelastic materials [Llorca et al., 1991, Kwon and Berner, 1995] . A
detailed literature review about cell and subcells methods is available
in [Bednarcyk et al., 2004]. The mean-field (MF) based approach, was
developed several decades ago and its aim is to reduce the computational
cost. These so called semi-analytical mean-field homogenization (MFH)
methods, enable to give a macroscopic response as well as mean-field
information within the phases, based on assumptions of the interaction
laws between the different phases. Most of the MFH schemes are based
on the [Eshelby, 1957a] result. They are very efficient for a computa-
tional point of view and give a good accuracy in the linear elastic regime.
MFH schemes are still under investigation for inelastic rate independent
and dependent materials and damage.
Relatively few works have been devoted to multi-time-scale phenom-
ena, it is one of the areas in which there has been relatively little re-
search and documentation. [Smolinski et al., 1996] and [Combescure and
Gravouil, 2002], introduced the so-called multi-time-step methods which
allow to take into account different temporal discretizations in separate
regions of the structure. This approach is used when a limited area of
space requires a fine temporal solution or in the case of multiphysics
problems for which different physical equations do not involve the same
time scales.
However, treating problems at a very local scale with the technique pre-
sented above remains very costly. A method called variational multiscale
method in time, was used by [Hughes and Stewart, 1996] and [Bottasso,
2002]. This approach is based on variational formulations in time and
follows the same principles as those for the spatial aspects, where the
basis functions form a partition of unity of the studied interval.
None of these strategies involves a true time-homogenization technique.
Such techniques seem to have been introduced only for the case of
cyclic loadings. There are two techniques that provide a temporal de-
scription suited to this type of problems. The first one is a strategy
based on the large time increment method (acronym: LATIN) developed
by [Ladeve`ze, 1985a, Ladeve`ze, 1985b, Cognard and Ladeve`ze, 1993],
which proposes a particular representation of the variables on two time-
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scales: it is a temporal FE method. This method is known to be non
incremental, i.e. at each iteration it generates an approximation of the
solution on the entire time interval. The second technique is called two-
scale time homogenization, which is a direct extension of the asymp-
totic spatial homogenization. It was developed by [Guennouni, 1988] for
elasto-viscoplastic homogeneous materials. It is based on asymptotic
expansions in time of all the unknown fields and leads to a homogenized
time behavior.
1.0.4 Objectives
This work is supported by the Re´gion Wallonne through the ”Fatigue of
Fiber-Reinforced Polyamides and Industrial Applications on Structural
Parts” (DURAFIP) project. This project seeks to expedite greater re-
placement of metal parts in the automotive industry by using reinforced
polyamide and falls within the framework of the development of a pack-
age of solutions for the material modeling of durability of short glass
fiber reinforced (SGFR) polyamide.
SGFR polyamides have a complicated behavior, their response to a given
condition depends on their microstructure: fiber orientation and distri-
bution ( [Arif et al., 2014a, Arif et al., 2014b]). Figure 1.8, represents
the fiber orientation distribution through the thickness of an injected
specimen. The material is a SGFR polyamide-66 with 30% of fiber mass
fraction (PA66/GF3). One can clearly see the particular microstructure
of this material. It is characterized by a skin-shell-core structure. It can
be seen that the fiber orientation throughout the sample is as follows:
the fibers are randomly oriented in the skin layers, parallel in the shell
layers and normal in the core layers to the main flow direction (MFD).
The main objective is then, the high cycle fatigue life prediction of
SGFR polyamide-66 by developing numerical tools able to predict how
SGFR polyamide will behave over an extended time period, taking into
account the microstructure of the material.
The phenomenon of fatigue of materials under cyclic loadings has been
widely examined especially for metals. Predicting fatigue behavior of
PMC is still under investigation. Little information is available in the
literature and the present knowledge is far from complete.
At the macroscopic scale the behavior of polymer materials under cyclic
loadings has in common with that of metals a decrease in stiffness during
the excitation. In the case of metals this phenomenon derives from the
gradual development of plasticity and damage. Whereas for polymer
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Figure 1.8: Skin-shell-transitioncore microstructure formation of
PA66/GF30 observed by µCT technique [Arif et al., 2014b].
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Figure 1.9: Damage mechanism observed in the shell zone of a speci-
men that has been fatigue loaded to failure: (a) fiber/matrix interfacial
debonding, (b) void at fiber ends, and (c) fiber breakage. [Arif et al.,
2014b].
materials, the stiffness drop may also be caused by the VE response of
the material. Indeed, unlike metals, PMC exhibit mechanical behav-
iors significantly dependent on time and temperature under operation
because of the viscoelastic behavior of the polymer matrix. Hence, the
evolution of the material properties is time and temperature dependent.
There are a number of important differences between the fatigue be-
havior of metals and of fiber-reinforced polymer composites. In metals,
the stage of invisible deterioration of the material takes a large part of
the total life of the material. Microscopic cracks will begin to form. Then
these small cracks will produce a large crack which will reach a critical
size, and will propagate suddenly to cause the failure of the structure
( [Head, 1953]).
The macroscopic and microscopic fatigue damage behavior of PA66/GF30
have been studied by [Arif et al., 2014a] and [Arif et al., 2014b] using
scanning electron microscopy (SEM) and X-ray micro-computed tomog-
raphy (µCT) techniques. Figure 1.9, describes completely the whole
chronology of damage mechanisms in a PA66/GF30 specimen. This fig-
ure illustrates clearly the anisotropic nature of the damage at local scale.
The deterioration by fatigue starts by the formation of ”damage zones”
at fiber ends. It consists on fibre/matrix interface debonding and the
appearance of voids at fiber ends. Afterwards, the debonding propa-
gates along the fiber-matrix interface. This is followed by fiber breakage
leading to the failure of the material.
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The S-N curve is one of the most popular tools used to predict the
fatigue life of metals, and it is based on the assumption that fatigue
life depends on cycles, but not on time. Moreover, the evolution of the
mechanical properties of metals under high cycle fatigue is often small.
Thus, to expedite the fatigue test, the cyclic loads can be applied at
much higher frequencies than the actual loading. Contrarily to metals,
polymers will present a greater sensitivity to the test frequency, there-
fore simply applying the S-N curve to PMC will not provide accurate
prediction of the fatigue life.
To design a part with such materials, two methods can be followed,
one can use a large safety coefficient and neglect material variability.
This leads to over-designed parts, with a far from optimal weight. In
this context, an original approach which takes into account the multi-
scale phenomena in both spatial and temporal levels is proposed in this
thesis. First a generalization of the time homogenization method from
elasto-viscoplasticity (EVP) to viscoelasticity-viscoplasticity (VE-VP)
and then to viscoelasticity-viscoplasticity coupled with ductile damage
(VE-VP-D) was developed. Second a new approach which combines
asymptotic temporal homogenization with mean-field homogenization
for coupled VE-VP composites was proposed.
1.0.5 Thesis structure
The manuscript has the following outline. In Chapter 2, we give a gen-
eral, non-exhaustive summary of the multiscale computational strate-
gies in time. In Chapter 3, a two-scale time homogenization approach
for coupled viscoelastic-viscoplastic (VE-VP) homogeneous solids and
structures subjected to large numbers of cycles is proposed. The main
aim is to predict the long time response while reducing the computa-
tional cost considerably. The method is based on the definition of macro
and micro-chronological time scales, and on asymptotic expansions of
the unknown variables. In Chapter 2.3 the most important features of
multiscale modeling in space are presented. In Chapter 4, we propose
a multiscale computational strategy for the analysis of composite struc-
tures, which are described at a refined level both in space and in time.
And finally, in Chapter 5 a new approach for multiscale modeling of fa-
tigue is proposed and an extension of the time homogenization method
to VE-VP materials with ductile damage is developed.

CHAPTER2
State of the art: Multi-scale
computational strategies in
time and in space
2.1 Introduction
This chapter is a general, non-exhaustive summary of the multiscale
computational strategies developed recently. Here, we try to describe
the most important features of such strategies. We will focus first on the
temporal aspect. Three categories can be distinguished: multi-time-step
methods, variational multiscale method in time and methods dedicated
to cyclic loadings. For the spatial aspect, the selected strategies are
grouped into three categories: Direct finite Element (FE) computation,
asymptotic homogenization, method of cells and subcells and mean-field
homogenization (MFH).
2.2 Multi-scale computational strategies in time
2.2.1 Multi-time-step methods
This approach was introduced by [Belytschko et al., 1979, Belytschko
et al., 1985], and it offers a great flexibility in the choice of temporal
descriptions of different regions of space (see figure 2.1). This method
is based upon dividing the nodes of the mesh into groups with different
time steps. It is used when a limited area of space requires a fine tem-
poral solution or in the case of multiphysics problems for which different
physical equations do not involve the same time scales ( [Smolinski et al.,
1996, Combescure and Gravouil, 2002]). In addition to multiple time
steps, these methods allow different integration rules to be used in dif-
ferent elements. To illustrate the method of multi-time steps, [Combes-
cure and Gravouil, 2002] propose to determine the motion, in the time
interval [0, T ], of a deformable solid occupying a domain Ω. The idea is
to decompose the whole domain Ω into sub-domains and to associate to
each sub-domain a temporal discretization and an integration scheme.
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Figure 2.1: Decomposition into two domains Ω1 and Ω2 of Ω (a) and
associated temporal partitions (b).
In figure 2.1 we consider a domain Ω decomposed into two parts Ω1
and Ω2, separated by the interface Γ, and to which two temporal dis-
cretization τ1 = {Ii = (ti, ti+1)}N−1i=0 and τ2 = {I ′j = (t′j , t′j+1)}N
′−1
j=0 are
associated, respectively. The continuity of the unknowns is ensured by
the Lagrange multiplier Λ. The equation expressing the equilibrium of
each domain is written as follows:
M
kU¨k +KkUk = Fext
k
+ Flink
k
, with Flink
k
= Ck
t
Λ, k = 1, 2,
2∑
k=1
C
kWk = 0,
(2.1)
where Uk and U¨k represent the displacement and acceleration vectors,
Mk, Kk and Ck represent the mass, stiffness and constraints matrices,
respectively. Fext
k
designates the externally applied forces and Flink
k
are
the link loads. Wk is the displacement, velocity or acceleration vector,
depending on the choice of the kinematic interface constraints, and the
upper script ′′t′′ denotes a transpose.
It can be seen from equation (2.1-a) that the displacement vector Uk is
the sum of two terms: a displacement obtained from external Ukfree and
internal loads Uklink. The equilibrium equation is then decomposed into
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two problems, a ”free problem” and a ”link problem”:
M
kU¨kfree +K
kUkfree = F
extk , k = 1, 2,
M
kU¨klink +K
kUlink = F
linkk , k = 1, 2,
Uk = Ukfree + U
k
link, k = 1, 2,
2∑
k=1
C
kWk = 0.
(2.2)
The problem can then be solved for each time-step using the dual Schur
algorithm as follows:
(a) Solve the free problem (2.2-a) on each sub-domain
(b) Calculate the Lagrange multiplier Λ using the condensed global
problem (2.2-d)
(c) Solve the link problem (2.2-b) on each sub-domain
(d) Calculate the displacement (2.2-c) for the global problem
The multi-time-step methods offer an effective way to couple resolu-
tions at different time scales. It is particularly appropriate for parallel
computers (i.e. Equations (2.2-a) ,(2.2-b) and (2.2-c) can be solved in a
parallel way in each sub-domain). However, it may not be regarded as a
real time multiscale strategy, as a given spatial area is only mono-scale
in time.
2.2.2 Variational multiscale method (VMS) in time
Numerous problems from physics can be modeled by partial differential
equations (i.g elliptic problems), called also strong formulation. The
variational multiscale method (VMS) begins with the definition of an
appropriate variational form of the problem. Using the variational for-
mulation, the boundary value problem (e.g. elliptic problem) is trans-
formed into an entirely different kind of problem which is significantly
easier to treat.
Then this variational formulation is followed by a multiscale decompo-
sition and the solution space of the problem is decomposed into large
(considered as visible) and small (considered as invisible or unresolvable)
scales. Once the large scales space is fixed, the fine scales space is chosen
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ensuring the splitting to be univocal.
The variational multiscale method (VMS) in time, was proposed
by [Hughes and Stewart, 1996] and [Bottasso, 2002]. This approach
follows the same principles as for the spatial aspect ( [Hughes, 1995]).
The method of partitioning of unity of the studied interval can be applied
to the temporal level. Then the basis functions form a partition of
unity of the studied interval and it is therefore possible to construct
approximation fields, in the same manner as in the spatial case.
Consider a time interval I = [0, T ], its boundary γ = {0, T}, and a
family of grids {Ih}h>0 of I. A generic element is denoted Ie, and its
boundary γe. The grid is obtained defining a partition of N intervals
Ti = {(ti, ti+1)}N−1i=0 of size h. γh = {ti}Ni=0 is the set of nodes.
Following the classical discontinuous Galerkin scheme the continuous
problem is transformed into a discrete one, ( [Bottasso, 2002]). First
the global domain is decomposed, then a finite element discretization is
applied. Stepping in time from the first to the last time element, the
problem can be solved in an element by element fashion.
Certain fine scale modes will not be accurately captured by the coarse
mesh {Ih}h>0 of I. The main idea of the VMS is to decompose the
solution φ within each element Ie into two parts:
φ = φM + φ˜, (2.3)
where φM and φ˜ represent the macro scale viewed as resolvable and mi-
cro or fine scale viewed as unresolvable, respectively.
The new information φ˜ added to the problem, represents a true enrich-
ment because it is not already contained in the visible scales.
The basic idea is to decompose the original problem into two coupled
sub-problems. The first one allows to compute the fine scale (considered
as invisible). The second computes the coarse scales while taking into
account the fine ones. This method is conventionally used to enhance
the quality of the classical FE approximation by superimposing the so-
lution of localized functions by element. Microscopic solution is then
taken into account explicitly. The method thus depends on the choices
that are made to approximate the micro scale.
In ( [Bottasso, 2002]), the author uses the variational multiscale method
for a hyperbolic problem. The micro solution is sought as a linear
combination of polynomial functions orthogonal to those of the macro
space. This condition of orthogonality ensures that the new information
φ˜ added to the problem is not already contained in the visible scales,
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Figure 2.2: Finite element discretization of space-time ( [Hughes and
Stewart, 1996]).
and represents a true enrichment.
In ( [Hughes and Stewart, 1996]), the authors generalized the VMS
method from the steady to the time-dependent case. The method was
applied to a problem of parabolic evolution. The macro level is de-
scribed by finite elements in space and in time. The proposed enrich-
ment functions for the micro scale, are located by space-time element
(bubble functions). Figure 2.2 shows the finite element discretization
in the space-time domain of a generic slab Q. We denote by (Ω0, Γ0)
and (ΩT , ΓT ) the boundaries at t = 0 and t = T , respectively. Qn,
with lateral boundary Pn, is the space-time domain bounded by spatial
hyper-surfaces at times tn and tn+1.
The formulations obtained by VMS in times are very close to the reg-
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ularization methods. They can be considered more as a p-version of the
FE method in time, in which the mesh is kept fixed and the degree p of
the polynomial approximation used, is progressively increased until some
desired level of precision is reached, than a real multiscale calculation
strategy in time.
2.2.3 Time-homogenization techniques for cyclic loadings
There are three techniques that provide a temporal description suited
to the problem of structure subjected to cyclic loadings. The first one
is a strategy based on the LATIN method, the second one is the cycle
jump method and the third one is the two scale time homogenization
method.
2.2.3.1 Problem statement
Consider the quasi-static and isothermal evolution in the time interval
[0, TF ] of a spatial domain Ω subjected to body forces ~f . Γu and Γf corre-
spond to the parts of the boundary where displacements ~ub and tractions
~g are prescribed, respectively, such as Γu ∩ Γf = ∅ and Γu ∪ Γf = ∂Ω.
We denote by ~n the outer unit vector normal to the boundary and by
~uI and σI the initial displacement and stress respectively.
Assuming small deformations, the initial-boundary value problem is
expressed as follows:
Boundary conditions:
~u (~x, t) = ~ub (~x, t) , on Γu × [0, TF ] (2.4)
tσ · ~n = ~g (~x, t) , on Γf × [0, TF ] (2.5)
Initial conditions:
~u (~x, t = 0) = ~uI (~x) , in Ω (2.6)
σ (~x, t = 0) = σI (~x) , in Ω (2.7)
Equilibrium equations:
∇ · σ (~x, t) + ~f (~x, t) = ~0, in Ω× [0, TF ] (2.8)
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Kinematic compatibility:
ε (~u) =
1
2
(∇~u+ t∇~u) , in Ω× [0, TF ] (2.9)
Constitutive equations:
ε (~u) = εve (~x, t) + εan (~x, t) , in Ω× [0, TF ] (2.10)
σ (~x, t) = = (ε (~x, τ ≤ t)) , in Ω× [0, TF ] (2.11)
ε˙an(~x, t) = B(~x, t,σ) in Ω× [0, TF ] (2.12)
Where, εan designates the inelastic part of the total strain ε and εve
its viscoelastic (or elastic) part. σ represents the Cauchy stress. = and
B are a functional and an operator representing the constitutive law. ∇·
and ∇ denote the divergence and gradient operators, respectively, and
upper script ′′t′′ denotes a transpose.
The state of the structure is fully defined by determining the fields
(ε˙an,σ) and ~u (~x, t).
The initial-boundary problem (2.4)-(2.12) is continuous in space and
time. Generally, to obtain the numerical solution, the problem is dis-
cretized in space and in time. In this Chapter we will focus only on the
temporal evolution.
2.2.3.2 LArge Time INcrements method (LATIN)
The LATIN method was developed by [Ladeve`ze, 1985a,Ladeve`ze, 1985b,
Ladeve`ze and Zienkiewicz, 1992,Cognard and Ladeve`ze, 1993,Ladeve`ze,
1999]. This method is known to be non incremental; the study interval
[0, TF ] does not have to be partitioned into small pieces, i.e. at each
iteration the method generates an approximation of the solution on the
entire time interval, which significantly reduces the computational cost.
It is an iterative method that often starts with a relative gross approxi-
mation (generally coming from an elastic analysis).
Principle of the method
Consider the problem (2.4)-(2.12) The resolution of the initial boundary
problem consists on the determination of the fields (ε˙an,σ) and ~u (~x, t)
at each instant of the study interval [0, TF ].
24
State of the art: Multi-scale computational strategies in time
and in space
We denote by s = (ε˙an (~x, t) ,σ (~x, t)) the variable representing the set of
the solution elements of the mechanical problem, defined in Ω× [0, TF ].
This variable is called a field-process.
The field process must verify the boundary conditions, equilibrium equa-
tions and the constitutive law on each point x of Ω and on the whole
studied time interval.
The first principle of the LATIN approach is to separate the equations
of the problem into two groups to which two solution sub-spaces are
associated:
• The linear subspace Ad of admissible field-processes sn verifying
the set of linear equations (boundary conditions and equilibrium
equations), possibly global.
• The nonlinear subspace A` of field-processes sˆ verifying the set of
local equations (constitutive law), possibly local.
So the problem is to find the intersection of Ad and A`. The final solu-
tion is obtained by using an iterative scheme in two stages, called ”local
stage” and ”linear stage”. Figure (2.3) shows three iterations of the
LATIN algorithm.
To solve the reference problem, two search directions E+ and E− are
defined. The initialization of the solution s0 can be constructed starting
from an elastic calculation on [0, TF ].
Knowing an element solution sn of Ad, we determine an element sˆn+ 1
2
of A` along a given search direction E
+. sˆn+ 1
2
satisfies the constitutive
relation and belongs to A`, i.e., (sˆn+ 1
2
− sn) ∈ E+.
Next, an element solution sn+1 of Ad is computed from the local solution
following a global search direction E−, i.e., (sn+1 − sˆn+ 1
2
) ∈ E−).
Ultimately, the algorithm converges to the exact solution sex.
Figures (2.4) to (2.8) from ( [Ladeve`ze, 1985b]) show the different
steps of the method and the results obtained at each step for a beam
in traction. The material of the beam is described by the viscoplastic
model of Chaboche. The method of large time increments is applied to
the interval [0, TF ] that corresponds to two cycles of loading (figure 2.4).
For the iteration 0 an elastic initialization is done. Figures (2.5) and
(2.6) show the evolution of the set of solution elements s1 = (σ1, ε
p
1, p1)
on [0, TF ] which corresponds to the first iteration in the global step.
Figures (2.7) and (2.8) show the evolution of the set of the final solu-
tion elements sex = (σex, ε
p
ex, pex) on [0, TF ] which corresponds to 11
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Figure 2.3: Principle of the LATIN algorithm, after ( [Ladeve`ze, 1985b])
Figure 2.4: Applied loading ( [Ladeve`ze, 1999])
iterations in the global step. A good convergence of the method can
be noted. As the calculations continue, the error continues to decrease
(figure 2.9). Only 11 iterations are necessary to obtain an error less than
3%.
Extension to cyclic loadings
The LATIN method was extended for the resolution of structures sub-
jected to cyclic loadings with large numbers of cycles ( [Ladeve`ze, 1999,
Ladeve`ze and Zienkiewicz, 1992]). It requires only the calculation of the
solution on a limited number of cycles, while taking into account the
influence of the intermediate cycles.
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Figure 2.5: Evolution of the stress σ1. First iteration- global step (s1),
( [Ladeve`ze, 1999]).
Figure 2.6: Evolution of the inelastic strain εp1 and the accumulated
plastic strain p1. First iteration- global step (s1), ( [Ladeve`ze, 1999]).
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Figure 2.7: Evolution of the stress σex. Iteration 11- global step (sex),
( [Ladeve`ze, 1999]).
Figure 2.8: Evolution of the inelastic strain εpex and the accumulated
plastic strain pex. Iteration 11- global step (sex), ( [Ladeve`ze, 1999]).
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Figure 2.9: Evolution of the error in the course of the iterations, (
[Ladeve`ze, 1999]).
In other words, the method consists in splitting the time interval [0, TF ]
into sub-intervals Ii=1..N (figure 2.10). Each interval Ii can contain tens
of cycles or perhaps, possibly, hundreds of cycles of period T . Then the
LATIN approach is applied in each time interval Ii. We present in the
following a summary of the approach.
Two time scales are defined. The first corresponds to the macro time
scale tM associated with a coarse partition of the study interval. The
second is a fast time-scale τ describing the rapid evolution on a cycle
whose period T is given. The rapid evolution on a cycle is supposed to
be described by a T-periodic function.
A FE representation is proposed to describe cyclic phenomena. Let us
define, for each macro-interval Ii, the set {fi(tM )}Ni=0 of finite element
linear basis functions associated with nodes {tMi)}Ni=0. Each mechanical
field Φ(t) of the problem is interpolated as follows:
Φ(t) ≡ Φ(tM , τ) =
N∑
i=0
φi(τ)fi(tM ), (2.13)
where φi(τ) is a T -periodic nodal function associated with node tMi .
For a linear slow time interpolation between tMi and tMi+1 , (within the
interval Ii), any time function is defined as follows:
Φ(tM , τ) = φi(τ)(1− tM − tMi
tMi+1 − tMi
) + φi+1(τ)(1−
tM − tMi+1
tMi − tMi+1
). (2.14)
The functions Φ(t) in equation (2.13) are then sought and calculated
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Figure 2.10: Principle of the time representation: (a) Decomposition of
the study interval [0, TF ] into sub-intervals Ii=1..N . (b) Finite element
representation of a function Φ(t).
using a finite element approach in time as described above. The inte-
gration points introduced in the conventional finite element method are
replaced by ”integration cycles”.
Next all the response fields involved in the problem (ε˙an (~x, t) ,σ (~x, t))
defined on the space-time Ω × [0, TF ] are approximated in each time
interval Ii by:
m∑
j=1
gj(t)αj(~x), in Ω × [0, TF ] (2.15)
where gj(t), (j = 1..m) are functions of time defined by equation (2.13),
and αj(~x) a spatial operator. Equation (2.15) represents the ”radial
loading” approximation of order m, ( [Ladeve`ze, 1999]).
The problem can then be solved using the LATIN method (figure 2.3)
in each time interval Ii.
It is then clear that [Ladeve`ze, 1999] described the cyclic phenomena in
an economic way by using a combination of the LATIN approach and
FEA in time. The calculations are carried out only for few chosen cy-
cles. The FE approach in time presented in this section is not limited to
the LATIN method only and can be adapted to incremental calculation
methods.
Even though the theory behind the LATIN method is interesting, the
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implementation into commercial FEA software tends to be too cumber-
some in its current form to be of practical interest.
2.2.3.3 Cycle Jump
To simulate high numbers of cycles [Lesne and Savalle, 1989] propose
an original approach called ”Cycle Jump”. This technique was applied
in [Kruch, 1992] for the simulation of a turbine disk subjected to large
numbers of thermomechanical cycles. This technique assumes that the
evolution of the mechanical fields, from one cycle to another, is slow.
The idea is to make the computation for a certain set of loading cycles
at chosen intervals. The evolution between these loading cycles is de-
duced by extrapolation over the corresponding intervals. A simple cycle-
jump scheme was proposed by [Lemaitre and Doghri, 1994], [Paepegem
et al., 2001] based on extrapolation of the damage parameter by using
the explicit Euler integration formula. The cycle jump method proposed
by [Cojocaru and Karlsson, 2006] consists of simulating several reference
cycles using FEA to derive a function called ”global evolution function”
and extrapolate stresses, strains and displacements according to this
function over several cycles. Then the extrapolated state is used as an
initial condition for the following FEA simulation after the cycle jump.
Consider a vector Y having as components the internal variables ex-
pressed as a function of number of cycles n. y is a vector having as
components the same internal variables but expressed as a function of
time t. The evolution of one of the vector component is represented in
figure 2.11
The relation between Y and y can be expressed as follows:
Y(n) = y ((n− 1)T + τ) , (2.16)
where T is the load period and τ is an instant in the cycle (0 < τ < T ).
As the evolution of the mechanical variables is slow from one cycle to
another, it is possible to find an approximation of the evolution of Y
through a second-order Taylor series expansion over an interval ∆n:
Y(n+ ∆n) ≈ Y (n) + Y′ (n) ∆n+ Y′′ (n) (∆n)
2
2
, (2.17)
Consider three cycles M , N and K (K < N < M), for which the
components of YM , YN and YK are known. We can estimate Y
′ and
Y′′ by interpolation as follows:
Y′(N) =
Y(N)−Y(K)
N −K . (2.18)
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Figure 2.11: Description of mechanical quantities according to the num-
ber of cycles.
Y′′(N) =
2
(M −N)2
(
Y(N)−Y(M) + (N −M)Y′(N)) . (2.19)
The number of cycles ∆n is then chosen by assuming that the second
order term is negligible compared to the first order term. By introducing
a precision factor α we have:
∆n = 2αY′Y′′−1. (2.20)
The technique of cycle jumps has been introduced to treat reasonable
numbers of cycles. Generally, for the first cycles the mechanical variables
are changing rapidly. The cycle jump technique becomes inaccurate. It
is then necessary to make a full calculation for the first cycles during
which the evolution of the mechanical fields is important.
Although the cycle jump approach is effective to simulate the evolution
of state variables, nevertheless this approach does not guarantee the
satisfaction of the governing equations.
2.2.3.4 Two scale time homogenization method
The two-scale time homogenization, is a direct extension of the asymp-
totic spatial homogenization. It was developed by [Guennouni, 1988]
for elasto-viscoplastic homogeneous materials. It is based on a repre-
sentation of the external loads on two time scales: macro time (tM )
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which describes the variations on the entire time interval TF , and a
micro time (τ) which describes the variations in a load cycle. This tech-
nique is valid only for relatively small load periods (T ), in other words,
when T << TF . The unknown fields are being sought in the form of
asymptotic expansions in T . Then the original elasto-viscoplastic initial-
boundary problem is decomposed into coupled micro-chronological (fast
time scale) and macro-chronological (slow time-scale) problems. The
micro-chronological problem is elastic, whereas the macro-chronological
one is viscoplastic.
This technique was applied in the case of cyclic loadings by Yu and Fish
for thermo-viscoelastic composites ( [Yu and Fish, 2001]), and for ho-
mogeneous materials following the Maxwell viscoelastic model and the
power-law viscoplastic model ( [Yu and Fish, 2002]). It was used by
Aubry and Puel to predict the long-term behavior of elasto-viscoplastic
materials subjected to two-frequency periodic loads ( [Aubry and Puel,
2010]). It was also used by [Devulder et al., 2010] to study the fatigue
damage evolution in cortical bone and [Manchiraju et al., 2007,Manchi-
raju et al., 2008], and by [Chakraborty et al., 2011] to study fatigue
response of Ti alloys. Given that the asymptotic time homogenization
approach is considered as the most elegant and mathematically rigorous,
it will be adopted in this work and will be explained in detail in Chapter
3.
2.3 Multi-scale modeling in space of undam-
aged composites
Multi-scale modeling in space is connected with calculation of material
properties or system behavior on one level using information or mod-
els taken from different levels. In this section two scale analyses are
presented. At the macro scale, the material can be considered as homo-
geneous and presents some effective mechanical response. Whereas at
the micro scale heterogeneities are due to the presence of distinct phases.
The objective is to establish the relation between macroscopic properties
of heterogeneous materials and their micro-constituents properties. In
order to predict the macroscopic behavior of composites.
This section is a general, non-exhaustive summary of the multiscale
spatial computational strategies. Here, we try to describe the most im-
portant features of such strategies. For the spatial aspect, the selected
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strategies are grouped into four categories: Direct finite Element (FE)
computation, asymptotic homogenization, method of cells and subcells
and mean-field homogenization (MFH). The choice of the method de-
pends on several criteria: arrangement of the microstructure, accuracy
of the predictions, computational cost, desired information on the local
field...
2.3.1 Representative Volume Element (RVE)
The prediction of the macroscopic stress-strain response of composite
materials is related to the description of their complex micro-structural
behavior illustrated by the interaction between the constituents. The
microstructure of heterogeneous materials is, at any given length scale,
complex. In practice, there are only certain averaged effects of the mi-
crostructure which are of interest. In this context, the microstructure
of the material under consideration is basically taken into account by
representative volume elements (RVE) as shown on figure 2.12. The
overall properties of each RVE represent the overall properties of the
composite material. At each material point x¯ at the macroscopic scale
is associated an RVE (Ω ) which at smaller -micro- scale contains a finite
number of constituents. The concept of RVE was introduced by [Hill,
1963] to relate the macro-properties of a composite material point to
its micro-properties. It must be ”sufficiently large” to represent the mi-
crostructure of the heterogeneous composite material, and ”sufficiently
small” as compared to the characteristic length of the sample, (` << L)
so that the structure can be considered as continuous medium.
The strain and the stress fields are not necessary uniform within the
RVE. Consequently in order to describe those fields at the micro level,
average quantities of the strain and stress tensors have to be considered:
< ε (x¯, x) >Ω =
1
V
∫
Ω
ε (x¯, x) dV,
< σ (x¯, x) >Ω =
1
V
∫
Ω
σ (x¯, x) dV,
(2.21)
where, x is the vector position attached to the RVE and < · >Ω the
volume average over the total volume Ω of the RVE. In the following,
dependence on macro coordinates x¯ will be omitted for simplicity.
The chosen RVE must be subjected to the correct boundary condi-
tions in order to represent the macromechanical problem. Three kinds of
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Figure 2.12: A Representative Volume Element (RVE)
boundary conditions are then usually considered: Linear displacement,
uniform traction, and periodic conditions.
2.3.1.1 Linear displacement boundary conditions
Consider that each point, on the boundary ∂Ω of the RVE, is subjected
to linear boundary displacements ui(x) as shown in figure 2.13:
ui(x) = G¯ijxj ; x ∈ ∂Ω, (2.22)
where G¯ is the macro displacement gradient corresponding to a macro-
scopic strain ε¯:
ε¯ =
1
2
(
G¯ + tG¯
)
. (2.23)
Using strain-displacement relationship and Gauss theorem, the average
of the micro strains over the RVE in equation (2.21 a) can be written
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Figure 2.13: A Representative Volume Element (RVE) subjected to lin-
ear displacement ui.
as follows:
< εij >Ω =
1
2V
∫
Ω
(
∂ui
∂xj
+
∂uj
∂xi
)
dV
=
1
2V
∫
∂Ω
(uinj + ujni) dS
=
1
2V
∫
∂Ω
(
G¯iknknj + G¯jknkni
)
dS
=
Gauss
1
2V
G¯ik
∫
Ω
∂nk
∂nj︸︷︷︸
δkj
dV + G¯jk
∫
Ω
∂nk
∂ni︸︷︷︸
δki
dV

= ε¯ij ,
(2.24)
where nj is the outward normal to the RVE boundary, δ is the Kronecker
symbol and S is the outer surface.
It can be concluded that the volume average of the microscopic strain
ε (x) in the associated RVE is equal to the macroscopic strain ε¯.
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Figure 2.14: A Representative Volume Element (RVE) subjected to uni-
form traction ti.
2.3.1.2 Uniform traction boundary conditions
The RVE is subjected to a uniform macro-stress σ¯ corresponding to a
uniform traction ti(x) (see figure 2.14):
ti(x) = σ¯ijnj x ∈ ∂Ω, (2.25)
where nj is the outward normal to the RVE boundary.
Using equilibrium equation without body forces (∇ · σ = 0) and
using Gauss theorem, the average stress over the RVE in equation (2.21
b) writes:
< σij >Ω =
1
V
σ¯ik
∫
∂Ω
nkxjdS
=
1
V
σ¯ik
∫
Ω
∂xj
∂xk
dV
= σ¯ij ,
(2.26)
Thereby, it can be concluded also that the macroscopic stress σ¯
tensors is defined as the volume average of the microscopic stress σ (x)
in the associated RVE.
2.3.1.3 Periodic boundary conditions
For RVEs with periodic microstructure and due to the repetition of the
cell in all directions before and after application of the load, periodic
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boundary deformation and anti-periodic tractions are applied at each
corresponding pair of nodes lying on opposite faces of the RVE boundary:
u+ − u− = G¯(x+ − x−),
t+ = −t−, (2.27)
where notations (.)+ and (.)− refer to quantities which correspond to
each other on opposite sides of the RVE.
Periodic boundary conditions, give more accurate response than pre-
scribed displacements or tractions. This has been observed in numerous
studies [Kanit et al., 2003, Jiang et al., 2001, Jiang et al., 2002, Ostoja-
Starzewski, 2006] for different constitutive behaviors.
2.3.1.4 Hill’s Lemma
Consider an RVE Ω, with volume V and boundary ∂Ω, subjected to
a prescribed boundary condition (linear displacements or uniform trac-
tions or periodic condition), one has the following result:
< σ (x) : ε (x) >Ω= σ¯ : ε¯ (2.28)
This result is commonly called Hill-Mandell condition or macrohomo-
geneity condition.
2.3.2 Multi-scale modeling approaches
2.3.2.1 Finite Element (FE) computation of RVE
Homogenization techniques, as stated before, are often based on direct
finite element analysis of RVE at micro scale using macroscopic values as
the boundary conditions. Then computed results are returned to macro
scale by averaging techniques. This approach is very accurate and gives
detailed micro fields. If periodic microstructure is assumed, FE simu-
lations can be performed on so-called unit cells and periodic boundary
conditions can be applied.
However, especially for nonlinear problems, it is computationally very
expensive. The creation of a discrete model of the RVE is also necessary
and generation of good meshes can be difficult. Indeed, the preparation
of the discrete representation of composite’s microstructure can lead to
additional difficulties.
Figure (2.15) shows the accumulated plastic strain in the matrix phase
38
State of the art: Multi-scale computational strategies in time
and in space
Figure 2.15: Contour plot of the accumulated plastic strain in the matrix
of a short glass fiber reinforced polyamide. The applied macroscopic
elongation is 5%, in the direction of the fibers axis (a) [Pierard, 2006]
of a short glass fiber reinforced polyamide in the case of a longitudinal
traction test. The figure shows that the plastic flow is significantly more
important near the fibers.
Since this method is the most accurate one, it is often adopted as vali-
dation tool.
2.3.2.2 Asymptotic homogenization
Asymptotic homogenization is the most rigorous and elegant method.
This method was introduced by [Bensoussan et al., 1978] and it is some-
times referred to as ”periodic homogenization” or ”mathematical ho-
mogenization”. This approach is applied to periodic composite materials
(laminates, fabrics, masonry, lattice materials) (figure 2.16) and suppose
that the mechanical response of the periodic microstructure is governed
by linear elasticity. For historical review of the method, see [Chung
et al., 2001].
2.3.2.3 Methods of cells and subcells
This method was introduced by ( [Aboudi, 1989, Paley and Aboudi,
1992]) and it consists on discretizing the microstructure into simple cells.
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Figure 2.16: Periodic microstructure, x: macro coordinates, y: micro
unit cell coordinates
Figure 2.17: Typical discretization of a repeating unit cell,generic cell
and subcell of the generalized method of cells. [Pierard, 2006]
Each cell can be subdivided into subcells which may contain a distinct
homogeneous material (figure 2.17). Imposing continuity of displace-
ments and tractions between adjacent subcells and repeating unit cells,
the global response is computed by a classical volume average. To better
represent the real geometry of the microstructure, a large number of cells
is needed, which increases the CPU time and it becomes comparable to
FE calculations and this is the most serious limitation to the method’s
applicability.
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2.3.2.4 Mean-field homogenization (MFH)
Mean-field approximations are based on assumed relations between the
average responses of different phases in inclusion-reinforced composites.
The effective stress and strain are related to the average stress and
strain of each phase through their respective stress and strain concen-
tration tensors. However, contrary to other numerical approaches, MFH
schemes are unable to predict detailed micro strain or stress fields.
The mean-field based methods have obtained good results in modeling
the behavior of various materials in the linear elastic regime, mainly
polymer composites and they are the less expensive in terms of user’s
time and CPU time. Extension of MFH schemes to inelastic behavior
has been the subject of extensive research and is still under investiga-
tion.
In the following section some of mean-field homogenization models are
presented.
2.3.3 Effective behavior of linear elastic two phase com-
posites
The expressions of the effective elastic properties are generally obtained
from the relation between average stress and average strain in a chosen
RVE. Consider a RVE (Ω) of a linearly elastic two phase composite.
One phase is the matrix denoted by the subscript m and the other
phase is inclusions denoted by the subscript I. The inclusions are aligned
randomly distributed and identically shaped (the inclusions may be short
or long fibers, spherical particles or platelets). The matrix occupies a
region Ωm and the inclusions a domain ΩI and have uniform stiffness
given by Celm and C
el
I , respectively.
It can easily be shown that:
< ε >Ω= υm < ε >Ωm +υI < ε >ΩI , (2.29)
< σ >Ω= υm < σ >Ωm +υI < σ >ΩI , (2.30)
where υI and υm are the volume fractions of the inclusion and matrix
phases respectively, < • >Ω denotes a volume average over the whole
RVE. Similarly, < • >Ωr is a volume average over phase r, r = I,m.
The aim is to find a relationship between the macroscopic and mi-
croscopic quantities. Two fourth-order strain concentration tensors are
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defined, Aε and Bε. The first relates the average strain in the inclusion
phase to the macro strain as follows:
< ε >ΩI= A
ε :< ε >Ω, (2.31)
the second, relates inclusion and matrix average strains:
< ε >ΩI= B
ε :< ε >Ωm . (2.32)
Tensors Aε and Bε are linked to each-other:
Aε = Bε : [(1− υI)Bε + υmI]−1 ; Bε = (1− υI)(I− υIAε)−1 : Aε.
(2.33)
For a two phase linear elastic composite subjected to linear displace-
ments, an interesting result that can be obtained by using the concen-
tration tensor Aε is the effective or homogenized elastic tensor operator
C¯el which relates the average stress and strain tensors as follows:
C¯el = Celm + υI
(
CelI −Celm
)
: Aε. (2.34)
2.3.3.1 Various mean-field homogenization models
Several models are proposed to determine the concentration tensors Aε
and Bε. We recall, hereafter, some homogenization schemes that are
used in this thesis. These MFH models are classified into two groups:
models which rely on the simple law of mixture (e.g. Voight, Reuss, etc.)
and models based on the Eshelby result [Eshelby, 1957a]. This result
was developed in the framework of linear elastic materials, it allows to
solve the problem of a single ellipsoidal inclusion of uniform elastic mod-
ulus which is embedded in infinite matrix of uniform elastic modulus.
Voigt and Reuss models
Voigt and Reuss models are the simplest homogenization schemes. These
two models do not take into account neither the shape nor the orientation
of inclusions. They only involve a single topography information about
the microstructure, the volume fraction.
In the case of Voigt model, the strain field in each phase r is uniform
and equal to the average strain ε¯. The following results are immediately
found:
Bε = I, C¯Voigt = (1− υI)Celm + υICelI (2.35)
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Reuss model assumes uniform stress in the RVE. The following expres-
sions are found:
Bε =
(
CelI
)−1
: Celm, C¯Reuss =
[
(1− υI)
(
Celm
)−1
+ υI
(
CelI
)−1]−1
(2.36)
Eshelby’s result
Consider an infinite domain Ω formed by a matrix m occupying a do-
main Ωm in which is embedded an ellipsoidal inclusion I occupying a
domain ΩI undergoing a stress-free strain ε
∗. Both are made from a
same isotropic and homogeneous material. Later [Withers, 1989] ex-
tended this result to transversely isotropic medium. Eshelby [Eshelby,
1957a] has shown that the resulting strain field in the inclusion is uni-
form and determined as follows:
∀x ∈ (I) : ε(x) = S : ε∗, (2.37)
where S is a fourth-order Eshelby’s tensor depending only on the geom-
etry of the inclusion and the Poisson’s ratio ν of the medium. It has
minor symmetries. In the particular case of spherical inclusion the ten-
sor has major symmetries. In this case Eshelby’s tensor is completely
analytically defined ( [Eshelby, 1957a, Eshelby, 1957b]). Whereas, for
non-isotropic materials other Eshelby tensors were developed based on
extensions of the original Eshelby’s result, ( [Faivre, 1971, Sevostianov
et al., 2005]).
Isolated inclusion model
Consider an infinite matrix with stiffness Celm containing an ellipsoidal
inclusion (I) with stiffness CelI . Far from the inclusion, a uniform strain
is imposed ε∞ (figure 2.18). Using Eshelby’s result and the superposi-
tion principle of linear elasticity, the strain in the inclusion is found to
be uniform and related to the imposed stress via a fourth order strain
concentration tensor Hεas follows:
∀x ∈ (I), ε(x) = Hε : ε∞, (2.38)
where,
Hε = (I + S : (Cel−1m : C
el
I − I))−1. (2.39)
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Figure 2.18: Illustration of the isolated iclusion problem
Dilute inclusion model
The dilute inclusion model assumes very low concentrations of inclu-
sions. It provides good estimates if the inclusion’s concentration does
not exceed 10%. The basic assumption is to neglect interactions between
inclusions, so that each inclusion is considered as isolated in an infinite
medium having the same properties of the matrix and subjected to the
same far-field strain as the one acting on the real RVE. The strain con-
centration tensor A(DM) for the dilute inclusion model (DM) is given by
the following expression:
Aε = A(DM) =
(
I + S :
[(
Celm
)−1
: CelI − I
])−1
(2.40)
Where S is Eshelby’s tensor [Eshelby, 1957a].
Mori-Tanaka model
The non-interaction assumption considered in the dilute inclusion model
is not representative of real composite. In fact when the volume frac-
tion of inclusions increases, nearby inclusions start to interact, affecting
the overall behavior. The Mori-Tanaka (MT) scheme was proposed by
Mori and Tanaka (1973), and takes into account these interactions in an
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average sense.
Consider a RVE (Ω) with N identical and aligned inclusions uniformly
distributed in it. The RVE is subjected to uniform macro strain ε∞ cor-
responding to uniform boundary conditions applied at infinity (see fig-
ure 2.19). A fictitious material called equivalent homogeneous medium
is defined, which is subjected as in the original problem to linear dis-
placements imposed at infinity and in which the inclusions are made of
the same material as the one of the matrix and undergo an eigenstrain
ε∗. Applying the Eshelby’s result and superposition principle, the stress
and strain tensors in each inclusion are written as:
εI = ε
∞ + S : ε∗ + ε
′
(x), σI = C
el
m : (ε
∞ + S : ε∗ + ε
′
(x)− ε∗), (2.41)
where ε
′
(x) is the perturbation strain in a given inclusion.
To ensure equivalence between original and equivalent homogeneous
problems, same strain in the inclusions of both problems is imposed
and we have:
Celm : (ε
∞ + S : ε∗ + ε
′
(x)− ε∗) = CelI : (ε∞ + S : ε∗ + ε
′
(x)). (2.42)
Given that ε
′
is not homogeneous, the previous equivalence condition
can not be fulfilled at each point of the material. Thus an average over all
the inclusions is considered (i.e < ε
′
(x) >ΩI instead of ε
′
. Rearranging,
the following expression of the eigenstrain is obtained:
ε∗ = −
[(
Cel
−1
m : C
el
I − I
)−1
+ S
]−1
: (ε∞+ < ε
′
(x) >ΩI ). (2.43)
Combining this expression with equation (2.41), the average strain in
the inclusion is found as:
< ε >ΩI=
[
I− S :
((
Cel
−1
m : C
el
I − I
)−1
+ S
)−1]
:
(
ε∞+ < ε
′
(x) >ΩI
)
.
(2.44)
Due to the presence of a number of inclusions randomly dispersed in the
RVE, we can assume that the average of the perturbation field ε
′
is the
same in the inclusion and in the matrix. So we can write that:
< ε >Ωm= ε
∞+ < ε
′
(x) >Ωm= ε
∞+ < ε
′
(x) >ΩI . (2.45)
Combining equation (2.44) and (2.45), we obtain the expression of the
strain concentration tensor Bε:
Bε = B(MT) =
(
I + S :
[(
Celm
)−1
: CelI − I
])−1
(2.46)
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Figure 2.19: Mori-Tanaka model hypothesis: (a) Original problem, (b)
Equivalent Homogeneous Medium
The strain concentration Aε tensor is then given by the following ex-
pression:
Aε = A(MT) =
(
I + (1− υI)S :
[(
CelI
)−1
: Celm − I
])−1
. (2.47)
In practice, [Benveniste, 1987] provided a simplified interpretation of
the MT method based on the Equivalent Inclusion Problem (EIP): ”each
inclusion behaves like an isolated inclusion in the matrix seeing < ε >Ωm
as a far-field strain”, (figure 2.20). According to this interpretation, the
relation in equation (2.38) takes this form:
< ε >ΩI= H
ε :< ε >Ωm . (2.48)
Consequently, the strain concentration tensor Bε is defined as follows:
Bε = Hε = (I + S : (Cel
−1
m : C
el
I − I))−1. (2.49)
The MT scheme provides good estimates of the stiffness tensor for
two phase composites with low to moderate volume fraction of aligned
inclusions- namely up to 25%− 30%.
For high inclusion concentrations, the material behaves as if inclusions
of the matrix material are embedded into a matrix of inclusion mate-
rial. The properties of both phases are switched, this gives the inverse
Mori-Tanaka scheme (IMT).
Self-consistent scheme
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Figure 2.20: Equivalent Inclusion Problem (EIP) associated to the MT
model.
The Self-consistent model (SC) was introduced first by [Hershey, 1954]
for crystalline aggregates. The self-consistent method is an approach
that incorporates the interaction between inclusions by assuming that
each inclusion is isolated and embedded in a fictitious infinite matrix
having a stiffness operator C¯el corresponding to the homogenized RVE.
The strain concentration tensor is given by:
Aε = A(SC) =
(
I + S :
[(
C¯el
)−1
: CelI − I
])−1
(2.50)
2.3.4 Effective behavior of linear thermo-elastic two phase
composites
Consider a heterogeneous linear thermo-elastic material, the matrix has
elastic stiffness Celm and thermal expansion αm, and the inclusions are
identical and have the same aspect ratio, orientation and properties CelI
and thermal expansion αI . The objective of this section is to determine
the macroscopic effective properties C¯ and α¯, using homogenization
model (e.g [Lielens, 1999a]) which takes into account thermo-elastic be-
havior.
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At each point x of the material, for a given change of temperature ∆θ
and a total strain εr, the stress for each phase r (r = m, I) is given by :{
σr(x) = C
el
r : (εr(x)− εthr (x)), εthr (x) = αr∆θ(x),
= Celr : εr(x) + βr(x), βr(x) = −Cel : αr∆θ(x),
(2.51)
the strain tensor can then be expressed as follows:
εr(x) = (C
el
r )
−1 : σr(x) + εthr (x). (2.52)
where εthr is the thermal strain tensor.
For isotropic materials stiffness and thermal expansion tensors depend
on only two and one scalars, respectively. Equations (2.51) and (2.52)
are rewritten as follows:
σr(x) = λr
[
tr(εr(x)− εthr (x))
]
1 + 2µr(εr(x)− εthr (x)),
εr(x) =
1 + νr
Er
σr(x)− νr
Er
tr(σr(x))1 + ε
th
r (x),
(2.53)
where µr andλr are the Lame´ coefficients, Er and νr represent the
Young’s modulus and the Poisson’s ratio, respectively. 1 is the second-
order unit tensor and ”tr” is the trace of a tensor.
The macroscopic thermo-elastic properties can be obtained for any ho-
mogenization model defined in the isothermal case by the strain concen-
tration tensor Bε or Aε, ( [Lielens, 1999a]).
The following expression for the average strain in the inclusions phase,
assuming linear boundary conditions corresponding to a macroscopic
total strain ε¯ and uniform temperature change ∆θ, is found:{
< ε >ΩI = A
ε : ε¯+ aε,
aε = (Aε − I) : (CelI −Celm)−1 : (βI − βm).
(2.54)
where Aε is the strain concentration tensor defined in equation (2.33).
Finally, the macroscopic thermo-elastic response can be written as fol-
lows: {
σ¯ = C¯ : (ε¯− α¯∆θ)
= C¯ : ε¯+ β¯.
(2.55)
β¯ = (1− υI)βm + υIβI + υI(CelI −Celm) : aε. (2.56)
Here C¯ is given by the isothermal expression in equation (2.34), and the
macroscopic thermal expansion α¯ is defined as follows:
α¯ = − 1
∆θ
C¯−1 : β¯ (2.57)
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Figure 2.21: Illustration of the secant linearization method
2.3.5 Extending Mean-field approaches to nonlinear ma-
terials: Direct linearization of the constitutive laws
When the constitutive behavior of either matrix or the inclusion is non-
linear the Eshelby reasoning does not apply as such. Several formula-
tions were proposed to solve the problem of inelastic composites. The
direct linearization of the constitutive laws consists in the linearization
of the constitutive laws at both macro and micro scales. It is based
on the definition of Linear Comparison Composite (LCC), with uniform
instantaneous stiffness per phase and whose overall mechanical response
should be representative of the actual composite.
The most popular linearization methods are presented hereafter:
2.3.5.1 Secant formulation
The secant methods (figure 2.21) relate directly for each phase r of the
nonlinear composite material, the total strain and the total stress via a
secant operator Csec(r):
σr = C
sec(r) : εr. (2.58)
The overall stress-strain relation writes:
σ¯ = C¯ : ε¯. (2.59)
Estimates of overall response can be obtained from classical linear schemes
[Berveiller and Zaoui, 1979,Tandon and Weng, 1988], supposing uniform
2.3. Multi-scale modeling in space 49
Figure 2.22: Illustration of the incremental linearization method
secant operators in each phase. For isotropic local materials, a reference
secant operator is computed for the first-order moment of the equivalent
strain ε¯r eq:
ε¯r eq =
[
2
3
< ξ >Ωr :< ξ >Ωr
]1/2
, (2.60)
where ξ is the deviatoric part of the strain tensor.
Later, the classical secant method was modified by [Suquet, 1995], and
the secant operator is computed from the second order moment of the
effective strain in the phase:
ε¯r eq =
[
2
3
Idev ::< ε⊗ ε >Ωr
]1/2
, (2.61)
When applied to two-phase elasto-plastic composites, [Pierard et al.,
2007] showed that the modified secant method was more accurate than
the original one. The major drawback of this method is that it is limited
to monotonic and proportional loadings.
2.3.5.2 Incremental formulation
This approach is based on a rate formulation of the local problem (fig-
ure 2.22). It was proposed by [Hill, 1965] and it allows to predict both
macroscopic and per-phase responses of nonlinear materials. Various
results obtained with this formulation are presented in ( [Doghri and
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Friebel, 2005] for EP two phase composites containing non-spherical
aligned inclusions with different shapes and [Doghri and Ouaar, 2003])
for two phase EP composites under cyclic loadings..
Consider an elasto-plastic composite, the per-phase constitutive laws
are linearized as follows:
σ˙r = C
ep
r : ε˙r, (2.62)
where Cepr is the continuum tangent operator. A discretization over a
time interval gives:
∆σr ≈ Calgr : ∆εr, (2.63)
where ∆σr and ∆εr are stress and strain increments of phase r and C
alg
r
is the algorithmic tangent operator: Calgr =
∂σr
∂εr
.
The homogenization is performed step by step: once the constitutive
equations are linearized for each phase over the time step, homogeniza-
tion models valid in linear elasticity can apply over this time interval,
and the effective relation reads:
∆σ¯ = C¯ : ∆ε¯. (2.64)
2.3.5.3 Incrementally affine linearization
The affine approach consists in applying the MFH on the total strain
field as proposed by ( [Masson et al., 2000]) for the prediction of the
effective properties of elasto-plastic composites and polycrystals. It was
enhanced for two-phase elasto-viscoplastic composites by [Pierard and
Doghri, 2006].
Then [Doghri et al., 2010b] proposed a general incrementally affine
linearization which is valid for multi-axial, non monotonic and non-
proportional loading histories. More recently, [Miled et al., 2013] pro-
posed a generalization of this linearization method to the coupled VE-
VP model.
The main purpose of this method is to relate the increments of stress
and strain via a tangent operator:
∆σ = Calg : (∆ε−∆εaf ), (2.65)
where ∆εaf is the affine strain increment.
Actually, this equation is form-similar to linear thermoelasticity, so that
available homogenization models for linear thermo-elastic composites
can be applied at each time step.
For VE-VP materials the method is presented in details in Chapter 4.
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Figure 2.23: Illustration of the incrementally affine linearization method
in the case of uniaxial tension, [Doghri et al., 2010b]
2.3.5.4 Incremental-secant method
The incremental-secant MFH formulation (figure 2.24) was developed
by [Wu et al., 2013a] for EP composite materials without consider-
ing damage and was extended recently to material exhibiting damage
by [Wu et al., 2013b]. At a given strain-stress state of the composite
material, [Wu et al., 2013a] proposed to apply an unloading step to eval-
uate the residual stresses σresn in each phase, before applying the MFH
process. Which leads to an incremental-secant formulation with per-
phase residual strains. Considering a time interval [tn, tn+1], the stress
tensor in the different composite material phases is computed as follows:
for the residual-incremental-secant method figure 2.24-(a))
σn+1 = σ
res
n + C
sr : ∆εrn+1, (2.66)
and for the zero-incremental-secant method figure 2.24-(b))
σn+1 = C
sr : ∆εrn+1, (2.67)
where Csr is the residual-incremental-secant operator.
The method predicts accurate results, for a broad range of composites
and it is valid for general non-monotonic and non-proportional loading.
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Figure 2.24: Definition of the incremental-secant formulation, without
considering damage. (a) Definition of the residual strain and stress and
of the residual-secant operator. (b) Definition of the zero-secant opera-
tor. [Wu et al., 2013b]
2.3.5.5 Variational approach
The aim of the approach is to propose estimates for the overall potential
WM , from which the stress-strain relation may be derived. This method
is mathematically elegant and allows more complex definitions of LCC
[Castan˝eda, 1991]. It gives rigorous bounds for the overall behavior.
It was recently proposed by [Lahellec and Suquet, 2013] for elasto-visco-
plastic composites with isotropic and kinematic hardening laws, and
by [Brassart et al., 2011] for elasto-(visco-)plastic composites.
2.3.6 Modeling of composites containing misaligned fibers
2.3.6.1 Fiber orientation
For short fiber reinforced composites produced by the injection molding,
inclusions are randomly oriented and supposed to be ellipsoidal and
straight. The inclusion can then be presented by a unit vector p directed
along its axis (figure 2.25).
The properties of composite materials are influenced by the orientation
distribution of inclusions. A probability density function ψ(p) ≡ ψ(θ, φ),
usually called Orientation Distribution Function (ODF) informs about
the density of probability for a particular orientation and must verify
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Figure 2.25: Coordinate system for specifying a general state orientation
of a single fiber.
the following equation:∫ pi
θ=0
∫ 2pi
φ=0
ψ(θ, φ) sin θdφdθ = 1. (2.68)
The ODF can be either derived from experimental measurements (e.g.
tomography technique [Bernasconi et al., 2008]) or reconstructed using
the so-called orientation tensor in its second or fourth -order form a and
A. Those tensors are defined as the following ODF-weighted averages
( [Advani and Tucker, 1987]):
a ≡< p⊗ p >ψ, A ≡< p⊗ p⊗ p⊗ p >ψ . (2.69)
From the definition of a and ‖ p ‖= 1, we have the following properties:
aij = aji; a11,a22,a33 > 0; aii = 1; (2.70)
The fourth-order orientation tensor A can be constructed from a. Exact
formula exist in the case of aligned or randomly oriented fibers (2D or
3D), using the so-called linear and quadrature closure approximations
( [Advani and Tucker, 1987,Advani and Tucker, 1990]). For other cases,
only so-called closure formula exist. For more details, reader can be
referred to ( [Doghri and L.Tinel, 2006]).
Reconstruction of the ODF
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When unavailable, the ODF must be recovered from orientation tensors
a andA. In the case of 2D orientations and if one supposes the following
expression of the second order orientation tensor a:
a =
(
a 0
0 1− a
)
, a ∈]0, 1[, (2.71)
the following formula has been proposed by [Verleye and Dupret, 1993]
using the Natural Closure Approximation:
ψ(φ) =
1
2pi
(
1− a
a
cos2 φ+
a
1− a sin
2 φ)−1. (2.72)
Numerical implementation
In practice, we proceed as follows. Orientations tensors a and A, are
known data. A is usually derived from a. In the case of 2D orientations,
the ODF formula in equation (2.72) is computed at discrete angle values
φi ∈ [0, pi], since ψ(p) = ψ(−p) .
Any mechanical variable µ can be computed in function of p as follows:
< µ(p) >ψ=
∫ 2pi
0
µ(φ)ψ(φ)dφ (2.73)
< µ(p) >ψ' 2∆φ
N∑
i=0
µ(φi)ψ(φi). (2.74)
Where ∆φ is a constant angle increment with a total number of incre-
ments N = pi/∆φ.
2.3.6.2 Pseudo-grain concept and two step homogenization
procedure
A general two-step homogenization procedure was originally proposed
by [Camacho et al., 1990], [Lielens, 1999b] and [Pierard et al., 2004].
Composites made of two materials may be regarded as multi-phased
when the identically shaped inclusions do not have the same orienta-
tion.
Let the RVE (Ω) be a matrix with volume fraction υm reinforced with
misaligned fibers (figure 2.26). The numerical RVE can be regarded as a
set of pseudograins. Each pseudograin occupies a domain Ωp.g. with the
same matrix concentration υm as the RVE and with aligned inclusions.
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Figure 2.26: Two step homogenization of a two-phase composite con-
taining misaligned fibers. RVE decomposition into pseudograins. First
homogenization step (homogenization of each pseudograin). Second ho-
mogenization step (homogenization over all pseudograins), [Kammoun,
2011]
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The numerical RVE is homogenized in two steps: each pseudo-grain is
first homogenized individually with a suitable scheme. Afterwards the
set of homogeneous pseudograins is itself homogenized.
For the first homogenization step the MT model is used in this work,
but in the second homogenization step one can choose between two al-
ternatives the Voigt model or the self-consistent model.
The first approach MT/Voigt supposes that the strain is uniformly par-
titioned among pseudograins. It was proposed by [Doghri and Tinel,
2005] for materials reinforced with distributed-orientation fibers.
Although the MT/Voigt strategy shows satisfying results for a large
range of composite materials, the second approach MT/self-consistent
is more realistic. It allows to partition the strain among pseudograins
according to the mechanical properties of each pseudograin.
At the end, a volume average over the entire RVE is obtained as an
average over orientations of the volume averages over the pseudo-grains.
2.4 Conclusion
In this chapter, we presented some computational strategies for the anal-
ysis of structures that take into account the multi-scale aspects in time
or in space.
For the temporal level, the multi-time-step approach and the variational
multiscale method (VMS) in time, are multiscale strategies in time and
they allow to reduce the computation time, but they are not adequate
to resolve the problem of structures subjected to cyclic loadings with
large numbers of cycles.
There are three methods presented in this chapter which can resolve
this kind of problem: the LATIN method, the cycle jump and the time
homogenization approach. The first one, coupled with finite element ap-
proach, allows the resolution of the problem of structures subjected to
large numbers of cycles in an economic way. Nevertheless its FE imple-
mentation is still too complicated. The second one is very efficient, but
it does not guarantee the satisfaction of the governing equations of the
problem. A real time homogenization approach can be provided by the
asymptotic time-homogenization in the case of cyclic phenomena with
an elegant and rigorous way. This approach will be adopted in this work
and will be explained in details in Chapter 3, since we are limited to this
kind of application.
For the spatial level, the strategies most commonly used are those from
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the homogenization theory. In this work, we propose a new multiscale
computational strategy in both space and time for coupled viscoelastic-
viscoplastic composites.

CHAPTER3
Modeling and algorithms
for two-scale time
homogenization of
viscoelastic-viscoplastic
solids under large numbers
of cycles
1
3.1 Introduction
A two-scale time homogenization formulation and the corresponding
algorithms are proposed for coupled viscoelastic-viscoplastic (VE-VP)
homogeneous solids subjected to large numbers of cycles. The main
aim is to predict the long time response while reducing the computa-
tional cost considerably. The method is based on the definition of macro
and micro-chronological time scales, and on asymptotic expansions of
the unknown variables. First, the VE-VP constitutive model is formu-
lated based on a thermodynamical framework. Next, the original VE-
VP initial-boundary value problem is decomposed into coupled micro-
chronological (fast time scale) and macro-chronological (slow time-scale)
problems. The former is purely VE, and solved once for each macro time
step, whereas the latter problem is nonlinear and solved iteratively using
fully implicit time integration. For micro-scale time averaging, one-point
and multi-point integration algorithms are developed. Several numeri-
cal simulations on uniaxial and multiaxial cyclic loadings illustrate the
computational efficiency and the accuracy of the proposed methods.
1Article published in International Journal of Plasticity
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In this chapter, we extend the two-scale time homogenization theory
proposed by [Guennouni, 1988] from EVP materials to a constitutive
model more suitable for thermoplastic polymers. The constitutive VE-
VP model couples VE (with arbitrary Prony series for time-dependent
shear and bulk moduli) and VP (with arbitrary isotropic hardening and
general Perzyna-type VP functions).
The present work presents the following important novelties. First,
the VE-VP model is developed within a thermodynamic framework from
which state and evolution laws are derived (Section 3.2 and Appendix
B). Second, computational fully implicit time integration algorithms are
proposed (Section 3.4). Third, new numerical simulations are presented
in section 3.5 including multiaxial ones and a comparison with experi-
mental data.
The chapter has the following outline. In Section 3.2, a coupled VE-
VP constitutive model which satisfies the Clausius-Duhem inequality is
formulated within the framework of small strain theory and isothermal
process. In Section 3.3, a time homogenization scheme for coupled VE-
VP solids is presented. In Section 3.4, the computational algorithm is
detailed and studied. In Section 3.5, the time homogenization approach
is verified against reference full-time solution for several loading cases
and compared to experimental results in one case.
3.2 Thermodynamic formulation of a coupled
viscoelastic-viscoplastic (VE-VP) constitu-
tive model
The observed behavior of thermoplastic polymers is generally time and
strain dependent at all levels of deformation. A coupled VE-VP model
was proposed by [Miled et al., 2011] which can reproduce those depen-
dencies, but the authors did not write the model within the formalism
of thermodynamics of irreversible processes. In the present work, the
theory of Generalized Standard Materials is adopted ( [Lemaitre and
Chaboche, 1990, Halphen and Nguyen, 1975]), which implies that con-
stitutive equations are derived from two potentials: a free energy and
a dissipation function. The presentation is restricted to isothermal and
small strain conditions.
3.2. Thermodynamic formulation of a coupled
viscoelastic-viscoplastic (VE-VP) constitutive model 61
3.2.1 Clausius-Duhem inequality
The second law of thermodynamics combined with the first law can
be expressed by the Clausius-Duhem inequality which states that the
change in entropy, in a closed system, is always non-negative (e.g. [Chris-
tensen, 1971]) and given in the isothermal case by:
−ρψ˙ + σ : ε˙ ≥ 0, (3.1)
where, ρ
[
kg/m3
]
is the mass density, ψ the Helmholtz free energy
[J/kg], σ and ε denote the Cauchy stress and strain tensors, respec-
tively, and the superposed dot means a time derivative.
3.2.2 State laws
In the isothermal case, the observable state variable is the total strain.
Internal state variables take into account irreversible phenomena in or-
der to reproduce the history of the material.
The total strain ε is assumed to be subdivided into VE (εve) and
VP (εvp) portions ( [Miled et al., 2011,Nikolov et al., 2002]):
ε = εve + εvp. (3.2)
Furthermore, the splitting between VE and VP behaviour in equation
(3.2) allows us to assume that the Helmholtz free energy ψ may be de-
composed into the sum of VE part ψve that represents the VE stored
energy and VP part ψvp which represents the energy stored due to ma-
terial hardening.
ψ = ψve + ψvp. (3.3)
This decomposition of the free energy was already used in ( [Lemaitre
and Chaboche, 1990]) in the case of EP and EVP.
As demonstrated in Appendix B, the expression of ψve is:
ρψve(t) =
1
2
∫ t
−∞
∫ t
−∞
∂εve(ξ)
∂ξ
: Cve(2t− ξ − τ) : ∂ε
ve(τ)
∂τ
dξdτ, (3.4)
where Cve is a fourth-order relaxation tensor, whose properties are laid
down in Appendix B and ξ and τ are the integral arguments. This fol-
lows the work of [Christensen and Naghdi, 1967] in linear VE except
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that the VE strains (εve) are involved here, instead of the total ones (ε).
The VP part of the Helmholtz free energy ψvp which is a function of
the hardening variable r (e.g., [Lemaitre and Chaboche, 1990]) is defined
as:
ρψvp(r(t)) =
∫ r(t)
0
R(ξ)dξ. (3.5)
The time derivative of ψ(t) is given as follows (see Appendix B):
ρψ˙ =
1
2
∫ t
−∞
∫ t
−∞
∂εve(ξ)
∂ξ
:
∂Cve
∂t
(2t− ξ − τ) : ∂ε
ve(τ)
∂τ
dξdτ
+
(∫ t
−∞
Cve(t− τ) : ∂ε
ve(τ)
∂τ
dτ
)
: ε˙ve +Rr˙. (3.6)
Substituting equation (3.6) in the Clausius-Duhem inequality (3.1),
and under isothermal conditions we get the state laws:
σ(t) =
∫ t
−∞
Cve(t− ξ) : ∂ε
ve(ξ)
∂ξ
dξ, (3.7)
R = R(r). (3.8)
Consequently, by rewriting the Clausius-Duhem inequality (3.1), we
get the following relation, which expresses that the total dissipation Φ
is necessarily non-negative:
Φ = σ : ε˙vp −Rr˙︸ ︷︷ ︸
Φvp
−1
2
∫ t
−∞
∫ t
−∞
∂εve(ξ)
∂ξ
:
∂Cve
∂t
(2t− ξ − τ) : ∂ε
ve(τ)
∂τ
dξdτ︸ ︷︷ ︸
Φve
≥ 0. (3.9)
Given that isothermal conditions are assumed in this paper, thermal
dissipation due to the conduction of heat is neglected and only the me-
chanical dissipation power is considered. The dissipation can be de-
composed into VE (Φve) and VP (Φvp) components which are defined
in equation (3.9). Unlike the work of [Zhu and Sun, 2013], in which
the VE dissipation was not taken into account, it is noticed that the VE
transformation is characterized by an intrinsic dissipation Φve which has
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a quadratic expression in ε˙ve.
A more restrictive version of the Clausius-Duhem inequality requires
that both VE and VP contributions are non-negative.
Φve ≥ 0 and Φvp ≥ 0. (3.10)
3.2.3 Viscoplastic constitutive relations
In order to describe the evolution of internal variables and the VP dis-
sipation process, a pseudo-dissipation potential Θ∗vp(σ, R; r) is defined.
This potential is a non-negative, continuous and convex scalar-valued
function that depends on thermodynamic forces σ and R and also on
the state variable r which appears as a parameter. The potential is equal
to zero at the origin, Θ∗vp(0, 0; 0) = 0. The flow rules are derived from
the potential as follows:
ε˙vp =
∂Θ∗vp
∂σ
, (3.11)
r˙ = −∂Θ
∗
vp
∂R
. (3.12)
Assuming that the VP deformation is an isochoric phenomenon, the
stress appears only through the J2 invariant of its deviator and the
variable R represents the size of the current VE domain. The potential
Θ∗vp is then expressed as a function of a yield function f (σ, R) (e.g.,
[Lemaitre and Chaboche, 1990]), which defines the VE domain: when
the transformation is VE, then f (σ, R) ≤ 0, but if VP strains evolve,
then f (σ, R) may be positive. Here the chosen function corresponds to
the well-known von Mises yield surface f :
f(σ, R) = σeq − σy(ε˙)−R(r), (3.13)
where σy > 0 is the initial yield stress. In a uniaxial tension test, one
unloads to zero stress and waits for ”long” time. If the total strain
returns to zero, σy was not reached yet. A permanent (thus VP) strain
after a zero stress is held for a long time defines σy. The latter may
depend on the strain rate (e.g. [Richeton et al., 2005], [Howard, 1999],
[Rault, 1998]). σeq is the von Mises equivalent stress defined by:
σeq ≡
(
3
2
s : s
) 1
2
, (3.14)
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where s is the deviatoric part of the Cauchy stress:
s ≡ σ − 1
3
(tr σ) 1. (3.15)
Defining the potential Θ∗vp as a function of f , the fluxes are directly
derived as follows:
ε˙vp =
∂Θ∗vp
∂f
∂f
∂σ
= λ˙
∂f
∂σ
, (3.16)
r˙ = −∂Θ
∗
vp
∂f
∂f
∂R
= −λ˙ ∂f
∂R
, (3.17)
where λ˙ is a non-negative VP multiplier.
The generalized normality laws (3.16) and (3.17) then yield the following
equations:
ε˙vp = λ˙
3
2
s
σeq
, (3.18)
r˙ = λ˙. (3.19)
Using the definition of the accumulated plastic strain rate p˙:
p˙ =
(
2
3
ε˙vp : ε˙vp
) 1
2
, (3.20)
equations (3.18) and (3.19) become:
r˙ = λ˙ = p˙, (3.21)
ε˙vp = p˙
3
2
s
σeq
. (3.22)
The precise sign of the VP multiplier p˙ is determined by the following
conditions:
p˙ = gv (σeq, p, ε˙) > 0, if f > 0; p˙ = 0, if f ≤ 0, (3.23)
where gv (σeq, p) is a VP function.
There are many viscoplastic laws that can describe the VP evolution
of polymer materials. Generally semi-crystalline polymers, as well as
amorphous polymers, have the yield behavior described by the Eyring’s
viscosity theory ( [Richeton et al., 2005, Cortet et al., 2007, Ghorbel
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et al., 2014, Lai, 2015]). This theory considers the yield behavior as
a thermally activated process. It accounts for temperature and strain
rate effects. In this model, macroscopic deformation is assumed to be
a result of basic processes that are either intermolecular (e.g. chain-
sliding) or intramolecular (e.g. a change in the conformation of the
chain). The molecular motions can be carried on only if an energy barrier
is overcome. Eyring’s theory ( [Eyring, 1936]) was modified by several
authors such as ( [Govaert et al., 1999, Richeton et al., 2005, Klompen
et al., 2005]).
Other authors describe the yield behavior by Norton’s power law ( [Miled
et al., 2011,Miled, 2011]).
For example using Norton’s power law:
gv = gv (f) =
σy
ζ
(
f
σy
)m
, if f > 0; gv = 0, if f ≤ 0, (3.24)
where the two parameters ζ and m represent the VP modulus and ex-
ponent, respectively, the expression of the pseudo-potential Θ∗vp is given
as follows:
Θ∗vp (f) =
σ2y
ζ(m+ 1)
(
f
σy
)(m+1)
, if f > 0; Θ∗vp (f) = 0, if f ≤ 0. (3.25)
3.2.4 Viscoelastic-Viscoplastic constitutive model
In summary and based on the derivations before, the model is described
by the following set of equations:
ε = εve + εvp,
σ(t) =
∫ t
−∞
Cve(t− ξ) : ∂ε
ve(ξ)
∂ξ
dξ,
f(σ, R) = σeq − σy(ε˙)−R(p),
ε˙vp = p˙N,
p˙ = gv (f) > 0, if f > 0; p˙ = 0, if f ≤ 0,
(3.26)
where the following notation is introduced:
N =
∂f
∂σ
=
3
2
s
σeq
. (3.27)
For an isotropic material, the fourth rank relaxation tensor takes the
following form:
Cve(t) = 2G(t)Idev + 3K(t)Ivol, (3.28)
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G(t) and K(t) are the shear and bulk relaxation moduli, respectively,
which can be expressed in the form of Prony series:
G(t) = G∞ +
I∑
i=1
Gi exp
(
− t
gi
)
, (3.29)
K(t) = K∞ +
J∑
j=1
Kj exp
(
− t
kj
)
. (3.30)
Here, G∞ and K∞ are the elastic shear and bulk long-term moduli,
respectively; gi (i = 1 . . . I) and kj (j = 1 . . . J) are shear and bulk re-
laxation times respectively; and Gi (i = 1 . . . I) and Kj (j = 1 . . . J) are
shear and bulk weights respectively.
By substituting equations (3.28), (3.29) and (3.30) into equation
(3.26-b), a decomposition of the stress tensor into deviatoric (s(t)) and
dilatational (σH(t)) parts, and the strain tensor into deviatoric (ξ(t))
and dilatational (εH(t)) parts is obtained:
s(t) = 2G∞ξve(t) +
I∑
i=1
si(t),
σH(t) = 3K∞εveH (t) +
J∑
j=1
σHj (t),
(3.31)
where the viscous stresses are defined by:
si(t) = 2Gi exp
(−t
gi
)∫ t
−∞
exp
(
η
gi
)
∂ξve(η)
∂η
dη,
σHj (t) = 3Kj exp
(−t
kj
)∫ t
−∞
exp
(
η
kj
)
∂εveH (η)
∂η
dη.
(3.32)
Then, using equation (3.31), the stress tensor can be written as:
σ(t) = C∞ : εve(t) +
I∑
i=1
si(t) +
J∑
j=1
σHj (t)1, (3.33)
where, C∞ = 2G∞Idev + 3K∞Ivol, is the long-term elastic Hooke’s op-
erator.
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The only hardening function R (p) considered in the subsequent sim-
ulations is a power-law which is defined as:
R (p) = kpn, if p > 0; R (p) = 0, if p = 0, (3.34)
where the two parameters k and n represent the hardening modulus and
exponent, respectively.
3.3 Two scale time homogenization for coupled
VE-VP solids under cyclic loadings
Predicting the response of nonlinear materials under high frequency
loadings requires significant computational resources, due to the very
large number of required time integration increments. The time homoge-
nization method, developed by [Guennouni, 1988] for EVP homogeneous
solids, enables to predict their response under a large number of cycles
while simulating a much smaller number. In this work, we extend Guen-
nouni’s formulation to solids whose material obeys the coupled VE-VP
model of Section 3.2.
3.3.1 Definition of two time scales
In figure 3.1 (a), a cyclic loading is plotted as a function of the physical
time, t∗. If we look at the loading on a ”macroscopic” time scale, t∗M , we
will see a smooth curve (figure 3.1 (b)). Finally, if we ”zoom” in we will
see periodic fluctuations of period T ∗ (figure 3.1 (c)). For instance, the
macro-time t∗M can be seen as a multiplier of T
∗, and might correspond
to the peaks of the imposed loads or displacements.
We thus define two time scales. The first one corresponds to a natural
time scale t∗M that is characteristic of the long-term behaviour of the
solution. The second one is a fine time-scale τ associated with the rapidly
varying behaviour of the evolving variables resulting from the oscillating
load.
The relation between the physical time t∗ and the two time scales t∗M
and τ is defined as:
t∗ = t∗M + T
∗τ, t∗M ∈ [0, T ∗F ] and τ ∈ [0, 1]. (3.35)
Equation (3.35) is illustrated in figure 3.2, which is inspired from figure
1, Chapter 3 in ( [Debordes, 2001]), for spatial scales.
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Figure 3.1: Macro and micro time coordinates (t∗: physical time, t∗M :
macro-time, T ∗: load period, τ : micro-time τ ∈ [0, 1]).
Figure 3.2: Relation between different time coordinates (t∗: physical
time, t∗M : macro-time, T
∗: load period, τ : micro-time τ ∈ [0, 1]).
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Each mechanical variable ΨT ∗ (~x, t
∗), at a given spatial location ~x is then
supposed to be T ∗-periodic (with respect to t∗) and to depend on macro
and micro scales t∗M and τ :
ΨT ∗ (~x, t
∗) = Ψ (~x, t∗M , τ) . (3.36)
A local 1-periodicity assumption with respect to τ is then made for field
variables ΨT ∗ (~x, t
∗).
Consider the observation time interval [0, T ∗F ], such as T
∗ << T ∗F . Let
us define a dimensionless time variable t:
t =
t∗
T ∗F
, t ∈ [0, 1], (3.37)
a dimensionless macro time variable tM :
tM =
t∗M
T ∗F
, tM ∈ [0, 1], (3.38)
and a small scaling parameter T as follows:
T =
T ∗
T ∗F
. (3.39)
Then the following function substitution is made:
φT (~x, t) = ΨT ∗ (~x, t
∗) , (3.40)
then φT (~x, t) is T -periodic with respect to the dimensionless time t.
2
Subscripts T ∗ or T associated with a variable denote its association with
the two scales. A new dimensionless relation between both time scales
is obtained:
t = tM + Tτ, t ∈ [0, 1]; tM =∈ [0, 1]; τ ∈ [0, 1]. (3.41)
A local periodicity assumption, with respect to τ is made for all field
variables φT (~x, t). Each periodic variable φT (~x, t) is assumed to exhibit
2
φT (~x, t+ T ) = φT
(
~x,
t∗ + T ∗
T ∗F
)
= ΨT∗
(
~x, (
t∗ + T ∗
T ∗F
)T ∗F
)
,
= ΨT∗ (~x, t
∗ + T ∗) = ΨT∗ (~x, t
∗) ,
= φT (~x, t) .
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dependence on both dimensionless time scales. It is then considered as
a function of the two time variables t∗M and τ , and is expressed as:
φT (~x, t) = φ (~x, tM , τ) . (3.42)
Using equation (3.41) and the chain, the time derivation in the two time
scales is given as:
φ˙T (~x, t) =
∂φ (~x, tM , τ)
∂tM
+
1
T
∂φ (~x, tM , τ)
∂τ
, (3.43)
where the superposed dot denotes the total derivative with respect to
the dimensionless physical time t.
The average value φM (~x, tM ) of the function φ (~x, tM , τ) with respect to
the fast time scale τ and at time tM is defined as:
φM (~x, tM ) =
∫ 1
0
φ (~x, tM , τ) dτ ≡< φ (~x, tM , τ) > . (3.44)
The symbol < . > corresponds to the micro time averaging operator.
A general decomposition of all variables φ into macroscopic φM and
oscillatory φ˜ portions is proposed in the form:
φ (~x, tM , τ) = φM (~x, tM ) + φ˜ (~x, tM , τ) , (3.45)
3.3.2 Initial-boundary VE-VP problem
In this work, we consider a typical initial-boundary value problem of a
coupled VE-VP solid occupying spatial domain Ω and subjected to cyclic
boundary displacements ~ubT and tractions ~gT of the following forms:
~gT (~x, t) = ~g
∗ (~x)λ (t) and ~ubT (~x, t) = ~u
∗
b (~x)β (t) , (3.46)
where λ(t) and β(t) are the sum of a rapid harmonic oscillation and a
slow loading with a very small load period T compared to the observation
time T ∗F , and they are of the following general form:
a(t) + b(t)
(
sin
(
2pit
T
)
+ c
)
. (3.47)
It is implicit that all variables are functions of position ~x, so from now
on and without loss of generality, the dependence of all variables on ~x
is omitted for simplicity.
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A VE-VP solid body occupying a domain Ω with boundary Γ = Γu∪Γf
is subjected to forces per unit volume ~f in Ω, boundary displacements
~ub on Γu and tractions ~g on Γf . The initial-boundary VE-VP problem
is expressed using the two time scales as follows:
Initial conditions:
~u (~x, tM = 0, τ = 0) = ~u
I (~x) , in Ω (3.48)
σ (~x, tM = 0, τ = 0) = σ
I (~x) , in Ω (3.49)
Boundary conditions:
~u (tM , τ) = ~ub (tM , τ) , on Γu × [0, 1]× [0, 1] (3.50)
tσ · ~n = ~g (tM , τ) , on Γf × [0, 1]× [0, 1] (3.51)
Equilibrium equations:
∇ · σ (tM , τ) + ~f (tM , τ) = ~0, in Ω× [0, 1]× [0, 1] (3.52)
Kinematic compatibility:
ε (~u) =
1
2
(∇~u+ t∇~u) , in Ω× [0, 1]× [0, 1] (3.53)
Constitutive equations:
ε (~u) = εve (tM , τ) + ε
vp (tM , τ) , in Ω× [0, 1]× [0, 1] (3.54)
σ(tM , τ) = C∞ : εve(tM , τ) +
I∑
i=1
si(tM , τ) +
J∑
j=1
σHj (tM , τ)1,
in Ω× [0, 1]× [0, 1] (3.55)
ε˙vp = B (σ, p) , in Ω× [0, 1]× [0, 1] (3.56)
p˙ = C (σ, p) , in Ω× [0, 1]× [0, 1] (3.57)
Where ∇· and ∇ denote the divergence and gradient operators, re-
spectively, and upper script ′′t′′ denotes a transpose. ~n designates the
outer unit normal vector to Γf . B and C are viscoplastic operators cor-
responding to equations (3.22) and (3.23), respectively.
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3.3.3 Asymptotic expansion of the initial-boundary VE-
VP problem
It is supposed that each mechanical variable φ (tM , τ) is regular enough
and that T = T
∗
T ∗F
<< 1. Therefore, φ (tM , τ) can be expanded into an
asymptotic series of powers of T ,3 ( [Bensoussan et al., 1978]):
φ (tM , τ) =
∞∑
i=0
T iφi (tM , τ) , (3.58)
where φi (tM , τ) are τ -periodic functions.
φ (tM , τ) can be regarded as consisting of a leading term φ0 (tM , τ), plus
a series of terms of rapidly decreasing amplitude.
If a nonlinear operator C(σ, p) admits a gradient at a point, its first
order asymptotic expansion can be written as follows:
C(σ, p) = C(σ0, p0) + TDC(σ0, p0) · (σ1, p1) +O(T 2), (3.59)
where O is the Landau notation and DC(σ0, p0) is the gradient of C
expressed in (σ0, p0).
As demonstrated in Appendix A and if one supposes that si(t) is
regular enough and that∫ t
−∞ exp
(
η
gi
)
ξ˙
ve
(η)dη exists, then the asymptotic expansion to the first
order of equation (3.32-a), in the neighborhood of T = 0, is given by the
following expression:
si(tM + Tτ) = si0(tM , τ) + si1(tM , τ)T +O(T
2), (3.60)
where si0(tM , τ) and si1(tM , τ) are given by the following expressions:
si0(tM , τ) = si(tM ) + 2Gi (ξ
ve
0 (tM , τ)− ξve0 (tM , τ = 0)) , (3.61)
si1(tM , τ) = 2Giξ
ve
1 (tM , τ)+
2Gi
gi
[
−τ
∫ tM
−∞
exp
(
η
gi
)
ξ˙
ve
(η)dη + (1− τ) (ξve0 (tM , τ)− ξve0 (tM , τ = 0))
]
.
(3.62)
3If different components of forces and displacements do not have the same period,
the asymptotic expansion is done with respect to the smallest period.
3.3. Two scale time homogenization for coupled VE-VP
solids under cyclic loadings 73
By replacing each variable by its asymptotic expansion into equa-
tions (3.48) to (3.57) and gathering terms of equal order (i.e. equal
powers of T ), the initial-boundary value problem can be rewritten at
the orders (−1) and (0) as follows:
• Order −1 problem:
∂
∂τ
εvp0 (tM , τ) = 0, in Ω× [0, 1]× [0, 1] (3.63)
∂
∂τ
p0 (tM , τ) = 0, in Ω× [0, 1]× [0, 1] (3.64)
• Order 0 problem:
~u0 (~x, tM = 0, τ = 0) = ~u
I (~x) , in Ω (3.65)
σ0 (~x, tM = 0, τ = 0) = σ
I (~x) , in Ω (3.66)
~u0 (tM , τ) = ~ub (tM , τ) , on Γu × [0, 1]× [0, 1] (3.67)
tσ0 (tM , τ) .~n = ~g (tM , τ) , on Γf × [0, 1]× [0, 1] (3.68)
∇ · σ0 (tM , τ) + ~f (tM , τ) = ~0, in Ω× [0, 1]× [0, 1] (3.69)
ε ( ~u0) =
1
2
(∇ ~u0 + t∇ ~u0) , in Ω× [0, 1]× [0, 1] (3.70)
ε (~u0) = ε
ve
0 (tM , τ) + ε
vp
0 (tM , τ) , in Ω× [0, 1]× [0, 1] (3.71)
σ0(tM , τ) = C∞ : εve0 (tM , τ) +
I∑
i=1
si0(tM , τ) +
J∑
j=1
σHj0(tM , τ)1,
in Ω× [0, 1]× [0, 1] (3.72)
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∂
∂tM
εvp0 (tM , τ) +
∂
∂τ
εvp1 (tM , τ) = B(σ0, p0), in Ω× [0, 1]× [0, 1]
(3.73)
∂
∂tM
p0(tM , τ) +
∂
∂τ
p1(tM , τ) = C(σ0, p0), in Ω× [0, 1]× [0, 1]
(3.74)
Equations (3.63) and (3.64) show that at order 0, εvp0 and p0 are function
of the slow time variable (tM ) only, which means that at the order 0 the
rapid evolution of VP deformation is blocked:
εvp0 (tM , τ) = ε
vp
0 (tM ) , (3.75)
p0 (tM , τ) = p0 (tM ) . (3.76)
Using equations (3.63) and (3.71), we have:
∂
∂τ
ε0 (tM , τ) =
∂
∂τ
εve0 (tM , τ) , in Ω× [0, 1]× [0, 1] (3.77)
Equation (3.77) shows that at the zero-order the rapid evolution of total
deformation is equal to that of its VE part.
3.3.4 Macro and micro chronological problems
In order to solve the zero-order problem of equations (3.65) to (3.74),
we follow the additive decomposition into mean and fluctuation parts
defined in equation (3.45). Taking the micro-time average as defined by
equation (3.44) of equations (3.65) to (3.74) we obtain a decomposition
of the original problem into macro- and micro-chronological problems:
• Macro-chronological problem:
~u0M (tM ) = ~ubM (tM ) , on Γu × [0, 1] (3.78)
tσ0M (tM ) .~n = ~gM (tM ) , on Γf × [0, 1] (3.79)
∇ · σ0M (tM ) + ~fM (tM ) = 0 in Ω× [0, 1] (3.80)
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εM ( ~u0) =
1
2
(∇ ~u0M + t∇ ~u0M) , in Ω× [0, 1] (3.81)
εM (~u0) = ε
ve
0M
(tM ) + ε
vp
0M
(tM ) in Ω× [0, 1] (3.82)
σM0(tM ) = C∞ : ε
ve
0M
(tM )+
I∑
i=1
si0M (tM )+
J∑
j=1
σHj0M (tM )1, in Ω×[0, 1]
(3.83)
d
dtM
εvp0 (tM ) = BM ((σ0M + σ˜0), p0), in Ω× [0, 1] (3.84)
d
dtM
p0(tM ) = CM ((σ0M + σ˜0), p0),
4 in Ω× [0, 1] (3.85)
Given that ε˜vp0 (tM , τ) = 0 from equation (3.63), the micro-chronological
problem is only VE and it is defined as follows:
• Micro-chronological problem:
~˜u0 (tM , τ) = ~˜ub (tM , τ) , on Γu × [0, 1]× [0, 1] (3.86)
tσ˜0 (tM , τ) .~n = ~˜g (tM , τ) , in Γf × [0, 1]× [0, 1] (3.87)
∇ · σ˜0 (tM , τ) + ~˜f (tM , τ) = 0, in Ω× [0, 1]× [0, 1] (3.88)
ε˜ ( ~u0) =
1
2
(
∇ ~˜u0 + t∇ ~˜u0
)
, in Ω× [0, 1]× [0, 1] (3.89)
ε˜ (~u0) = ε˜
ve
0 (tM , τ) , in Ω× [0, 1]× [0, 1] (3.90)
σ˜0(tM , τ) = C∞ : ε˜0(tM , τ) +
I∑
i=1
s˜i0(tM , τ) +
J∑
j=1
σ˜Hj0(tM , τ)1,
in Ω× [0, 1]× [0, 1] (3.91)
4Given the fast time periodicity assumption,< ∂
∂τ
p1(tM , τ) >=∫ 1
0
∂
∂τ
p1(tM , τ)dτ = p1(tM , 1)− p1(tM , 0) = 0. Similarly, the average of ∂∂τ εvp1 (tM , τ)
vanishes.
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Equations (3.86) to (3.91) correspond to the resolution of a VE problem
only, since the VP flow rule does not depend on the fast time variable
explicitly.
The structure of the two problems shows that in practice, for each tM ,
one solves the micro-time problem (3.86) to (3.91). Next the macro-
chronological problem (3.78) to (3.85) completed by the following initial
conditions can be solved:
~u0M (~x, tM = 0) + ~˜u0 (~x, tM = 0, τ = 0) = ~u
I (~x) , in Ω (3.92)
σ0M (~x, tM = 0) + σ˜0 (~x, tM = 0, τ = 0) = σ
I (~x) , in Ω (3.93)
The resolution of the micro-chronological problem, before the macro-
chronological one is necessary, given that the latter depends on the zero-
order fluctuation of the stress σ˜0, ( equations (3.84)-(3.85)).
In what follows, the following concepts are used:
• Zero-order homogenized solution φ0(tM , τ) (corresponds to the
zero-order term in the asymptotic expansion of φ(t));
• Zero-order macro-chronological solution φ0M (tM ): average with
respect to τ of φ0(tM , τ), φ0M (tM ) = 〈φ0(tM , τ)〉;
• Zero-order micro-chronological solution (fluctuation): φ˜0(tM , τ);
• We have :
φ0(tM , τ) = φ0M (tM ) + φ˜0(tM , τ).
3.4 Computational algorithm
A numerical time discretization algorithm is proposed in this work, for
the time homogenization of a coupled VE-VP material subjected to large
numbers of cycles. The algorithm is a combination of techniques used
separately for VE and EVP models (e.g., [Simo and Hughes, 1998])
and for coupled VE-VP ( [Miled et al., 2011]), and the method of time
homogenization as explained before.
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3.4.1 Time discrete form of the stress update
First, the constitutive equations (3.31)-(3.33) are written in a time dis-
crete form which is more suitable for numerical treatment. Using a
mid-point time integration rule as in ( [Miled et al., 2011]), the discrete
form of (3.32) over a time interval [tn, tn+1] is:
si(tn+1) = exp
(−∆t
gi
)
si(tn) + 2Gˆi(∆t)∆ξ
ve,
σHj (tn+1) = exp
(−∆t
kj
)
σHj (tn) + 3Kˆj(∆t)∆ε
ve
H ,
(3.94)
where increments are designated by, ∆t = tn+1− tn, ∆ξve = ξve(tn+1)−
ξve(tn) and ∆ε
ve
H = ε
ve
H (tn+1) − εveH (tn). The expressions of Gˆi(∆t) and
Kˆj(∆t) are given by:
Gˆi(∆t) = Gi exp
(
−∆t
2gi
)
,
Kˆj(∆t) = Kj exp
(
−∆t
kj
)
.
(3.95)
For convenience, the following incremental relaxation moduli are defined:
Gˆ(∆t) = G∞+
I∑
i=1
Gˆi(∆t); Kˆ(∆t) = K∞+
J∑
j=1
Kˆj(∆t); Eˆ = 2GˆI
dev+3KˆIvol.
(3.96)
The time discrete form of equation (3.33) is then:
σ(tn+1) = C∞ : εve(tn) + Eˆ(∆t) : ∆εve +
I∑
i=1
exp
(−∆t
gi
)
si(tn)
+
J∑
j=1
exp
(−∆t
kj
)
σHj (tn)1. (3.97)
Variables si, σHj , ξ
ve and εveH depend on both time scales tM and τ .
Their asymptotic expansions are injected in equation (3.94). Calculat-
ing all the terms at the same micro-time τ we have, ∆t = ∆tM . Con-
sequently, the zeroth order stress update is now given by the following
78
Modeling and algorithms for two-scale time homogenization
of VE-VP solids
discrete form of equation (3.72).
σ0(tMn+1 , τ) = C∞ : ε
ve
0 (tMn , τ) +
I∑
i=1
exp
(−∆tM
gi
)
si0(tMn , τ)
+ Eˆ(∆tM ) : ∆ε
ve
0 +
J∑
j=1
exp
(−∆tM
kj
)
σHj0(tMn , τ)1, (3.98)
with the zero-order terms of these viscous stresses over [tMn , tMn+1 ]:
si0(tMn+1 , τ) = exp
(−∆tM
gi
)
si0(tMn , τ) + 2Gˆi(∆tM )∆ξ
ve
0 ,
σHj0(tMn+1 , τ) = exp
(−∆tM
kj
)
σHj0(tMn , τ) + 3Kˆj(∆tM )∆ε
ve
H0 .
(3.99)
The macro zeroth-order VP strain and accumulated plastic strain in-
crements are computed according to the backward Euler scheme applied
to equations (3.84) and (3.85):
∆εvp0 ≈
dεvp0
dtM
|(tMn+1 )∆tM , and ∆p0 ≈
dp0
dtM
|(tMn+1 )∆tM . (3.100)
Following the decomposition into mean and fluctuation terms defined
in equation (3.45), and taking the time average as defined by equation
(3.44) of equations (3.98), (3.99) and (3.100) , the macro and micro-
chronological decomposition of discretized problem are obtained and
presented in the following subsections.
3.4.2 Micro-chronological problem
The micro-chronological problem of equations (3.86) to (3.91) is purely
VE. For each macro-time interval [tMn , tMn+1 ], the micro-time problem
is solved only once, and the stresses are updated explicitly (no iterations
required) according to the following discrete form of equation (3.91):
σ˜0(tMn+1 , τ) = C∞ : ε˜0(tMn , τ) + Eˆ(∆tM ) : ∆ε˜0
+
I∑
i=1
exp
(−∆tM
gi
)
s˜i0(tMn , τ) +
J∑
j=1
exp
(−∆tM
kj
)
σ˜Hj0(tMn , τ)1,
(3.101)
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where the viscous stresses are updated according to:
s˜i0(tMn+1 , τ) = exp
(−∆tM
gi
)
s˜i0(tMn , τ) + 2Gˆi(∆tM )∆ξ˜0, (3.102)
σ˜Hj0(tMn+1 , τ) = exp
(−∆tM
kj
)
σ˜Hj0(tMn , τ) + 3Kˆj(∆tM )∆ε˜H0 ,
(3.103)
3.4.3 Macro-chronological problem
The macro-chronological problem of equations (3.78) to (3.85) has to be
solved for each time interval [tMn , tMn+1 ]. The discrete form of equations
(3.82) to (3.85) reads:
∆ε0M = ∆ε
ve
0M
+ ∆εvp0 , (3.104)
σ0M (tMn+1) = C∞ : ε
ve
0M
(tMn) + Eˆ(∆tM ) : ∆ε
ve
0M
+
+
I∑
i=1
exp
(−∆tM
gi
)
si0M (tMn) +
J∑
j=1
exp
(−∆tM
kj
)
σHj0M (tMn)1,
(3.105)
si0M (tMn+1) = exp
(−∆tM
gi
)
si0M (tMn) + 2Gˆi(∆tM )∆ξ
ve
0M
, (3.106)
σHj0M (tMn+1) = exp
(−∆tM
kj
)
σHj0M (tMn) + 3Kˆj(∆tM )∆ε
ve
H0M
,
(3.107)
∆εvp0 = BM ((σ0M + σ˜0), p0)|(tMn+1 )∆tM , (3.108)
∆p0 = CM ((σ0M + σ˜0), p0)|(tMn+1 )∆tM . (3.109)
The macro-chronological problem (3.104)-(3.109) is nonlinear and solved
iteratively at each macro time step using the Newton Raphson method.
A return-mapping algorithm is developed in order to solve the macro-
chronological problem. Knowing all history variables at tMn and the
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total zero-order macro-strain increment ∆ε0M , the values of the zeroth-
order variables at tMn+1 are found. The first step is called VE predictor;
we assume that the increment is entirely VE (∆ε0M = ∆ε
ve
0M
and ∆εvp0 =
0). The zeroth-order VE predictor stress σpred0 is defined from equation
(3.105) as:
σpred0 (tMn+1 , τ) = σ˜0(tMn+1 , τ) + C∞ : ε
ve
0M
(tMn) + Eˆ(∆tM ) : ∆ε0M
+
I∑
i=1
exp
(−∆tM
gi
)
si0M (tMn) +
J∑
j=1
exp
(−∆tM
kj
)
σHj0M (tMn)1,
(3.110)
where the stress fluctuation σ˜0(tMn+1 , τ) was computed in the micro-
time problem, equation (3.101).
If this trial stress satisfies the yield condition:
fpred0
(
tMn+1 , τ
)
= σpred0eq
(
tMn+1 , τ
)− σy −R (p0 (tMn)) 6 0, (3.111)
then the basic assumption is valid and the zeroth-order VE predictor is
the solution at tMn+1 :
σ0
(
tMn+1 , τ
)
= σpred0
(
tMn+1 , τ
)
, (3.112)
εvp0
(
tMn+1
)
= εvp0 (tMn) , p0
(
tMn+1
)
= p0 (tMn) . (3.113)
If fpred0
(
tMn+1 , τ
)
> 0 then the assumption is incorrect and a VP cor-
rector is needed. In this latter case, the solution at tMn+1 has to satisfy
the following equation:
σ0
(
tMn+1 , τ
)
= σpred0
(
tMn+1 , τ
)− Eˆ(∆tM ) : ∆εvp0 , (3.114)
together with equations (3.108) and (3.109).
3.4.4 Application to J2 viscoplasticity
If f
(
σpred0 (tMn+1 , τ), p0(tMn)
)
> 0, then we must enter the VP corrector
phase. For the rate-dependent J2 VP model defined in equations (3.22)
and (3.23), equations (3.108) and (3.109) become:
∆εvp0 ≈ ∆p0 < N0
(
tMn+1 , τ
)
>, (3.115)
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∆p0 ≈< gv
(
σ0eq(tMn+1 , τ), p0(tMn+1)
)
> ∆tM . (3.116)
Given that N0 is deviatoric and Eˆ(∆tM ) is isotropic, equation (3.114)
can be rewritten as follows:
σ0
(
tMn+1 , τ
)
= σpred0
(
tMn+1 , τ
)− 2Gˆ(∆tM ) < N0 (tMn+1 , τ) > ∆p0.
(3.117)
Note that the trace of σ0
(
tMn+1 , τ
)
is known:
trσ0
(
tMn+1 , τ
)
= trσpred0
(
tMn+1 , τ
)
. (3.118)
Only the deviatoric part s0
(
tMn+1 , τ
)
needs to be computed:
s0
(
tMn+1 , τ
)
= spred0
(
tMn+1 , τ
)− 2Gˆ(∆tM ) < N0 (tMn+1 , τ) > ∆p0.
(3.119)
Equations (3.116) and (3.119) must be solved for the unknowns: p0(tMn+1)
and s0(tMn+1 , τ). The main difficulty arises from the numerical evalua-
tion of the averages < • >. In the following subsections we discuss two
numerical integration techniques. The first one is a multi-point integra-
tion and it is applied for simplicity to a uniaxial stress state. The second
method is one point integration, applied to multiaxial stresses.
3.4.4.1 Multi-point integration
The average of a variable Φ can be approximated using a quadrature
rule as follows:
< Φ(tM , τ) >=
∫ 1
0
Φ(tM , τ)dτ ≈
N∑
j=1
ωjΦ(tM , τj), (3.120)
where τj and ωj are the chosen integration points and their weights,
respectively, and N is the number of integration points.
Considering a J2 VE-VP model written in its uniaxial expression, the
problem is reduced to solving the following nonlinear equations:
{
∆p0 =< gv
(∣∣σ0(tMn+1 , τ)∣∣ , p0(tMn+1)) > ∆tM ,
σ0(tMn+1 , τ) = σ
pred
0 (tMn+1 , τ)− Eˆ(∆tM )∆p0 < sign(σ0(tMn+1 , τ)) > .
(3.121)
Here, ”sign” is a sign function, defined as signΦ = Φ|Φ| and Eˆ(∆tM )
is the incremental relaxation modulus, expressed as a function of the
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long-term elastic Young modulus E∞, the stiffness constant Ei and the
relaxation time λi.
Eˆ(∆tM ) = E∞ +
∑
i
Ei exp
(−∆tM
2λi
)
. (3.122)
Evaluating < • > according to equation (3.120), problem (3.121) is
transformed into the resolution of (N + 1) nonlinear equations with
(N + 1) unknowns p0(tMn+1) and σ0j (tMn+1 , τj); j = 1 · · ·N :
kp0 ≡ ∆p0 −
N∑
j′=1
ωj′αj′gv
(∣∣∣σ0j′ (tMn+1 , τj′)∣∣∣ , p0(tMn+1))∆tM = 0,
kσ0j ≡ σ0j (tMn+1 , τj)− σpred0j (tMn+1 , τj)
+ Eˆ(∆tM )∆p0
N∑
j′=1
ωj′αj′sign(σ0j′ (tMn+1 , τj′)) = 0,
(3.123)
where αj′ is a VP factor: αj′ = 1 if f
pred
0
(
| σpred0j′ (tMn+1 , τj′) |, p0(tMn)
)
>
0 and αj′ = 0 otherwise.
These equations are nonlinear and can be solved iteratively using Newton-
Raphson method. At first we suppose that the sign(σ0j′ (tMn+1 , τj′)) is
known and equals sign(σpred0j′ (tMn+1 , τj
′)). After convergence we check
the assumption and conduct a second run if some signs have changed.
The iterative corrections Cp0 and Cj , on p0 and σ0j , respectively, are
given by the expressions below:
Cp0 =
−kp0 −∆tM
∑N
j′=1 ωj′αj′kσ0j′g,σ0j′
Eˆ(∆tM )∆tM
∑N
j′=1 ωj′αj′sign(σ0j′ (tMn+1 , τj′))
∑N
j′=1 ωj′αj′g,σ0j′
+ 1−∆tM
∑N
j′=1 ωj′αj′g,p0j′
(3.124)
Cj = −kσ0j − Eˆ(∆tM )
 N∑
j′=1
ωj′αj′sign(σ0j′ (tMn+1 , τj′))
Cp0 . (3.125)
where we have used the notations: g,σ0j′
≡ ∂gv∂σ0j′ |(tMn+1 ,τj′) and g,p0j′ ≡
∂gv
∂p0
|(tMn+1 ,τj′) .
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3.4.4.2 One point integration
In this subsection we study the case of one point integration. We assume
that the averages can be approximated by the value of the function at
the midpoint of the integration interval, which corresponds to τ = 12 .
Consider a J2 VE-VP model written in its multiaxial expression. Com-
bining equations (3.119) and (3.27) and for τ = 12 , it follows that:
2
3
N0
(
tMn+1 ,
1
2
)
σ0eq
(
tMn+1 ,
1
2
)
= −2Gˆ(∆tM )N0
(
tMn+1 ,
1
2
)
∆p0
2
3
Npred0
(
tMn+1 ,
1
2
)
σpred0eq
(
tMn+1 ,
1
2
)
. (3.126)
We arrive to a radial return algorithm defined by the equations below:
N0
(
tMn+1 ,
1
2
)
= Npred0
(
tMn+1 ,
1
2
)
,
σ0eq
(
tMn+1 ,
1
2
)
+ 3Gˆ(∆tM )∆p0 = σ
pred
0eq
(
tMn+1 ,
1
2
)
.
(3.127)
The use of the discretized form (3.116) to write ∆p0, implies two scalar
equations which must be solved for the two unknowns p0(tMn+1) and
σ0eq(tMn+1 ,
1
2).
∆p0 − gv (σ0eq, p0) ∆tM = 0,
σ0eq
(
tMn+1 ,
1
2
)
+ 3Gˆ(∆tM )∆p0 − σpred0eq
(
tMn+1 ,
1
2
)
= 0.
(3.128)
These two equations are nonlinear and can be solved iteratively using
Newton-Raphson method. The solution at tMn+1 and τ =
1
2 can then
be completely updated:
N0
(
tMn+1 ,
1
2
)
= Npred0
(
tMn+1 ,
1
2
)
=
3
2
spred0
(
tMn+1 ,
1
2
)
σpred0eq
(
tMn+1 ,
1
2
) ,
s0
(
tMn+1 ,
1
2
)
=
2
3
σ0eq
(
tMn+1 ,
1
2
)
N0
(
tMn+1 ,
1
2
)
,
σ0
(
tMn+1 ,
1
2
)
= s0
(
tMn+1 ,
1
2
)
+
1
3
(
trσpred0
(
tMn+1 ,
1
2
))
1,
εvp0
(
tMn+1
)
= εvp0 (tMn) + N0
(
tMn+1 ,
1
2
)
∆p0.
(3.129)
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3.4.5 Numerical implementation
In this subsection we give an overview of the algorithm. Consider a
macro-time interval [tMn , tMn+1 ], for which we assume that the macro-
and micro-total strains εM (tMn) and ε˜(tMn , τ) and macro- and micro-
strain increments ∆εM and ∆ε˜ and all zeroth-order macro- and micro-
history variables at tMn and τ are known. The problem is to compute
the zeroth-order stress σ0(tMn+1 , τ). The algorithm is presented in figure
3.3 and described hereafter:
1. Initialization: σ0M = σ˜0 = 0; p0 = 0; ε
vp
0 = 0.
2. Resolution of the VE micro-chronological problem at tMn+1 and
τ = τj .
3. Call VE-VP constitutive box with σ˜0(tMn+1 , τ = τj), εM (tMn) and
∆εM as an input.
4. After convergence, the macro-time is incremented.
3.5 Numerical simulations and their verification
The time-homogenization method was implemented and tested for sev-
eral loading cases using one-point integration for the micro-chronological
averages. A comparison with multi-point integration is also illustrated
in one loading case. All the simulations are performed using a PC with
an Intel Core i5 processor (2.4 GHz) and 4 GB of RAM.
3.5.1 Uniaxial loading using one point micro-chronological
time integration
Consider a one-dimensional cylindrical bar of length L clamped at one
end (x = 0) and subjected at the other end (x = L) to a displacement
which is linear at first and then sinusoidal with period T ∗ = 0.1s, and
amplitude U = 0.05L:
ubT∗ (x = L, t
∗) = αL t∗, if t∗ ≤ T ∗
ubT∗ (x = L, t
∗) = U
(
0.45 sin
(
2pi
T ∗
t∗
)
+ 0.55
)
otherwise,
(3.130)
where α = 0.275 s−1.
The body forces ~f are neglected and 3.104 cycles are applied. The iden-
tified VE-VP material parameters are listed in table 3.1.
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Figure 3.3: Summary of the time-homogenization method for coupled
VE-VP solids. Time stepping is performed with respect to macro time
tM
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Table 3.1: Constitutive model parameters for polyamide (PA) at 40◦C
( [Miled, 2011]) identified from experimental measurements of [Baquet,
2011]
Viscoelastic parameters
Initial shear modulus G0 = 1074 MPa
Initial bulk modulus K0 = 3222 MPa
Gi(MPa) gi(s)
5 Ki (MPa) ki(s)
158 0.021 472 0.007
80 0.378 242 0.126
37 0.648 111 0.216
Viscoplastic parameters
Hardening function k = 79 MPa n = 0.15
Viscoplastic function ζ = 305 MPa.s m = 4.02
Yield stress σy = 40 MPa
The prescribed displacement can be rewritten using equation (3.35) re-
lating t∗ to t∗M , τ and T
∗.
The loading ratio R, which corresponds to the ratio between the mini-
mum and the maximum of the loading: R = UminUmax , is equal to 0.1.
Comparisons between the reference non-homogenized (full-time) cal-
culation and the two-scale one are given in figures (3.4)-(3.7). The refer-
ence numerical solution is obtained using a very fine time step ∆t∗ = T
∗
20 ,
whereas the time-homogenized computation is started by a full calcula-
tion until time t∗ = 74T
∗ and then the calculations are continued using
∆t∗M = T
∗. In figure 3.4 are represented the stress-strain results for
some selected cycles. The solid lines show the reference results, while
the black crosses depict the time homogenization predictions. It is noted
that due to the repeated action of the rather small applied strain, the
stress level decreases significantly from a maximum of 107 MPa in the
first cycle to about 80 MPa in the following ones. Furthermore the
stress-strain hysteresis loop ”shrinks” rapidly with increasing number
of cycles. It is seen in figures (3.5) and (3.6) that for the first cycles
the crosses do not superpose with the peaks of stress, however, for the
5With respect to the equations of the model, the values of gi and kj should be
divided by T ∗F as to become dimensionless
3.5. Numerical simulations and their verification 87
0 1 2 3 4 5
·10−2
0
50
100
Strain
S
tr
es
s
(M
P
a
) Reference solution σ:
Cycle=1
Cycle=20
Cycle=60
Cycle=100
Homogenized solution σ0
Figure 3.4: Hysteresis loops: First hundred cycles, loading period: T ∗ =
0.1 s, loading ratio: R = 0.1.
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Figure 3.5: Hysteresis loops: Last twenty cycles, loading period: T ∗ =
0.1 s, loading ratio: R = 0.1.
88
Modeling and algorithms for two-scale time homogenization
of VE-VP solids
last cycles they nearly perfectly coincide with the stress peaks. There
are two reasons for the discrepancy between time homogenized and ref-
erence solutions in the first cycles oscillatory stress field for the first
twenty cycles (figure 3.6 (a)). First, only the zero-order in the asymp-
totic expansion is considered. Second, for the first twenty cycles the
load period is not sufficiently small compared to the observation time
which is equal in this case to 20T ∗. Relative differences between time
homogenized and of full-scale results are studied to check the accuracy
of time homogenization approach. A relative difference is defined as:
Relative difference =
Reference result− Time-homogenized result
Reference result
.
Figure 3.7 presents the evolution of the error on the accumulated plastic
strain as a function of the number of cycles. The relative difference be-
tween the zeroth-order homogenized solution p0 and the reference one p
decreases in absolute value with the number of cycles; in the beginning it
is about 40%, but at the end of the simulation it is about 1.6%. For the
reference calculation which corresponds to the full-scale computation of
30.000 cycles, the CPU time is 153.4 s, while with the time homogeniza-
tion method the CPU time is 5.3 s. The relative gain in computation
time is then about 97%, in this simple example, which gives a hint about
the potential of the time homogenization method.
Time homogenization theory allows to reconstruct all the solution.
Figure 3.8 shows the zero-order stress σ0 for different points of the load
cycle. The red squares represent the values of the reference solution at
the same time where homogenized solution is calculated. In this figure
only solutions corresponding to three points of the cycle (T
∗
4 ,
T ∗
2 ,
3T ∗
4 ),
are shown. The other solutions may also be found using the macro- and
micro-chronological decomposition: σ0(tM , τ) = σ0(tM ) + σ˜0(tM , τ).
3.5.1.1 Influence of the load period T ∗ and a comparison with
some characteristic times of the material
The small scaling parameter T, (0 < T << 1), plays an important role
in the accuracy of the time homogenization approach and it should be
taken into consideration. In this work T was defined as the ratio be-
tween the load period T ∗ and the observation time T ∗F . In this section
we study the influence of this parameter, which can depend on the ma-
terial properties, on the accuracy of the time homogenization method.
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Figure 3.6: Evolution of the stress: homogenized solution in comparison
with reference results, loading period: T ∗ = 0.1 s, loading ratio: R = 0.1.
(a) The first twenty cycles. (b) The last twenty cycles.
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Figure 3.7: Evolution of the error on the accumulated plastic strain.
Loading period: T ∗ = 0.1 s, loading ratio: R = 0.1.
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Figure 3.8: Evolution of the stress: homogenized solution in comparison
with reference results, loading period: T ∗ = 0.1 s, loading ratio: R = 0.1.
(b) The last five cycles.
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Figure 3.9: Evolution of the error on the accumulated plastic strain for
the last cycle as a function of the load period T ∗. Loading ratio R = 0.1.
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Figure 3.10: Evolution of the error on the accumulated plastic strain
for the last cycle as a function of the VP modulus ζ. Loading period:
T ∗ = 0.1 s, loading ratio: R = 0.1.
Figure 3.9 presents a comparative study of the full-time and temporal
homogenization methods in terms of the load period T ∗. It illustrates
the evolution of the relative error (in absolute value) on the accumulated
plastic strain for the last cycle, for different loading period T ∗ ∈ [0.01, 5]
s. The observation time T ∗F is fixed to 3000 s. It is noticed that the error
does not exceed 4% and it decreases when the load period T ∗ decreases
to reach the value 1.2% when T ∗ = 0.01 s. The accuracy of temporal
homogenization improves for high frequencies.
A VP characteristic time tc of the material is defined as the ratio be-
tween the viscosity ζ and the initial stiffness constant E0 = G02(1 + ν).
Assuming that Poisson’s ratio ν is constant and equal to 0.3, the VP
characteristic time is then calculated: tc =
ζ
E0
= 0.1 s. The relative
error is less than 1.5% when T ∗ < tc but it increases otherwise (figures
3.9).
When the load period T ∗ is between the smallest and the largest relax-
ation times 0.007 (s) < T ∗ < 0.648 (s), the relative error is in [1%, 2.5%].
If T ∗ > 0.648 (s), the relative error increases to reach 3.6% for T ∗ = 5s.
3.5.1.2 Influence of the viscoplastic modulus
Several simulations for the viscoplastic modulus ζ ∈ [0.5, 400] MPa.s are
done. The observation time T ∗F is fixed to 3000 s. The effect of ζ on
the evolution of the error on the accumulated plastic strain is illustrated
in figure 3.10 for the last cycle, the other parameters in table 3.1 being
kept fixed. It is noticed that the error does not exceed 2%. It is min-
imum for ζ ' 50 MPa.s. The homogenization prediction overestimates
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the solutions for ζ ≥ 50 MPa.s, and underestimates it otherwise.
When ζ ∈ [0.5, 300] MPa.s, the VP characteristic time tc = ζE0 ∈
[10−4, 0.1]s, the relative error (in absolute value), in this case, does not
exceed 1.5% and the ratio T ∗/tc ∈ [1, 103].
3.5.1.3 Influence of the loading ratio R
A comparative study of the full-time and temporal homogenization meth-
ods in terms of the ratio R is done. Figure 3.11 presents the error on the
accumulated plastic strain between the two methods, for different ratios
R ∈ [−0.5, 0.8]. The observation time T ∗F is fixed to 3000 s. It is noticed
that the error does not exceed 2.5% for R ∈ [−0.4, 0.8], but it increases
dramatically for R < −0.4. In subsection 3.5.3, we will see that this
problem can be resolved if we increase the number of integration points,
in the micro-time averaging.
3.5.1.4 Influence of the macro-time step ∆t∗M
In this part we study the influence of the macro-time step ∆t∗M on the ac-
curacy of the time-homogenization calculation. Several simulations are
done for the material of table 3.1, for ∆t∗M ∈ [T ∗, 50T ∗], T ∗ = 0.1 s be-
ing the load period. The observation time is T ∗F = 3000 s, the frequency
f = 10 Hz and the load ratio R = 0.1. For ∆t∗M ∈ [T ∗, 20T ∗] the error
on the accumulated plastic strain is almost 1.7%, and for ∆t∗M > 20T ,
it increases dramatically to reach the value of 20% when ∆t∗M = 50T
∗
(figure 3.12).
This can be explained by the fact that the system response is rela-
tively smooth in macro-time when t∗M ∈ [T ∗, 20T ∗], thus the macro-time
step ∆t∗M can be increased so that the computational cost is reduced.
Whereas the system response is rapidly changing in macro-time when
t∗M > 20T
∗, and the macro-chronological time step ∆t∗M must be rela-
tively small.
In figure 3.13, the computational efficiency, defined as the ratio between
the CPU time of the full-scale method and that of the time-homogenized
calculation, is depicted as a function of the ratio
∆t∗M
T ∗ . It can be observed
that when ∆t∗M increases, an enormous gain in computational efficiency
(by a factor which can reach 400) occurs with almost no loss of accuracy
for ∆t∗M < 20T
∗.
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Figure 3.11: Evolution of the error on the accumulated plastic strain for
the last cycle as a function of loading ratio R. Loading period T ∗ = 0.1
s.
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Figure 3.12: Evolution of the error on
the accumulated plastic strain for the
last cycle as a function of the ratio
∆t∗M
T ∗ . Loading period: T
∗ = 0.1 s,
loading ratio: R = 0.1.
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Loading period: T ∗ = 0.1 s,
loading ratio: R = 0.1.
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3.5.2 Multiaxial loading using one point micro-chronological
time integration
A simulation with torsion and tension/compression is performed in or-
der to evaluate the efficiency of the time-homogenization method for a
multiaxial and non-proportional loading history. Consider the same bar
of section 3.5.1, which is still clamped at one end (x = 0) but submitted
at the other end (x = L) to an axial load and a torque. This entails
applying axial ε11 and shear ε12 = ε21 and ε13 = ε31 strains. They
evolve as a function of physical time t as follows:
ε11 = α0 t
∗, if t∗ < T ∗
ε11 = 0.05
(
0.45 cos
(
2pi
T ∗
t∗
)
+ 0.55
)
, otherwise.
(3.131)

ε12 = ε13 = α1 t
∗, if t∗ < T ∗
ε12 = ε13 = 0.01
(
0.45 sin
(
2pi
T ′∗
t
)
+ 0.55
)
, otherwise.
(3.132)
where T ∗ = 0.05 s is the axial strain period and T ′∗ = 2T is the shear
strain period, α0 = 1 s
−1 and α1 = 1.1 s−1.
The representation of the loading shape in (ε11, ε12) plane are given in
figure 3.14.
Since T ∗ < T ′∗ the asymptotic expansions will be done according to T ∗,
then the loadings are rewritten as follows:
ε11 = 0.05
(
0.45 cos
(
2pi
T
(t∗M + T
∗τ)
)
+ 0.55
)
, (3.133)
ε12 = ε13 = 0.01
(
0.45 sin
( pi
T ∗
(t∗M + T
∗τ)
)
+ 0.55
)
, (3.134)
The observation time is T ∗F = 3000 s which corresponds to 60.000 cy-
cles. The material obeys the VE-VP model in its multiaxial form. The
identified material parameters are listed in table 3.1.
Comparisons between the reference calculation and the homogenized
one are given in figures (3.15)-(3.17). The full-scale solution is obtained
using a very fine time step ∆t∗ = T
∗
20 , whereas the time-homogenized
computation was started by a full computation until t∗ = 0.5T ∗ and the
remaining calculations are done with a macro-time step of ∆t∗M = T
∗.
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Figure 3.15 gives a comparison between the evolution of the zeroth-order
homogenized axial stress σ011 and the reference solution σ11. Figure 3.15
(a) gives the oscillatory axial stress at the beginning of the loading dur-
ing [0, 0.5 s] which corresponds to the first ten cycles. As in section 3.5.1,
for the first cycles the homogenized solution does not coincide with the
reference solution in figure 3.15 (a). However, in figure 3.15 (b), for the
last ten cycles the homogenized solution is almost superposed with the
reference one. Figure 3.16 shows the evolution of the the zeroth-order
homogenized shear stress σ012 and the reference solution σ12. The red
squares represent the values of the reference solution at the same time
where homogenized solution is calculated. Figure 3.16 (a) shows that
the black crosses don’t coincide with the red squares, however, for the
last five cycles shown in figure 3.16 (a), the black crosses and the red
squares are nearly perfectly superposed.
Figure 3.17 presents the evolution of the relative difference on the accu-
mulated plastic strain as a function of the number of cycles. The error
between the zeroth-order homogenized solution p0 and the reference one
p decreases when the number of cycles increases: in the beginning of
loading it is about 47%, nevertheless at the end of the simulation it
is about 1.4%. For the reference calculation the CPU time is 136.17 s,
while with the time homogenization method the CPU time is 5.92 s. The
relative gain in computation time is about 95%.
3.5.3 Comparison between one-point and multi-point micro-
chronological integration methods
Given that the one-point micro-chronological integration does not give a
good approximation when the loading ratio R tends towards −1 (figure
(3.11)), the multi-point algorithm of subsection 3.4.4.1 has been tested
and implemented in the case of R = −1.
Consider the same problem as in section 3.5.1, but the bar is now sub-
mitted to a sinusoidal displacement with a zero mean:
ubT∗ (x = L, t
∗) = U sin
(
2pi
T ∗
t∗
)
, (3.135)
with a period T ∗ = 0.1 s, and an amplitude U = 0.05L.
Comparisons between the reference calculation (solid line) and the
homogenized one using two integration methods are presented in fig-
ure (3.18). For the reference calculation a very fine time step is used
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Figure 3.14: Description of the loading path shape in the (ε11, ε12) plane.
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Figure 3.15: Multiaxial load. Evolution of the axial stress: homogenized
prediction in comparison with reference solution. (a) The first ten cycles.
(b) The last ten cycles.
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Figure 3.16: Multiaxial load. Evolution of the shear stress: homogenized
solution in comparison with the reference one. (a) The first five cycles.
(b) The last five cycles.
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Figure 3.17: Multiaxial load. Evolution of the error on the accumulated
plastic strain. For the axial and shear loadings, the loading ratio is:
R = 0.1.
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Figure 3.18: Evolution of the stress: homogenized solution in comparison
with the reference one for the last twenty cycles. Loading period: T ∗ =
0.1 s, loading ratio: R = −1.
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∆t∗ = T
∗
20 , whereas for the homogenized one ∆t
∗
M = T
∗. For multi-point
integration, the trapezoidal rule is used with N = 4.
Figure (3.18) presents the evolution of the oscillatory stress for the last
twenty cycles. Only peak stresses are presented for the homogenized
solutions. The black crosses show the results obtained by one-point
integration, whereas the blue dots show the results obtained by multi-
point integration (N = 4). It is noticed that the homogenized solution
using multi-point integration gives a better approximation than the one-
point integration. Using four-point integration, the relative error on the
stress at the end of the simulation is about 3%. Whereas, if one uses
the one-point integration, the relative error is about 27%.
3.5.4 Comparison with experimental results
In this section we compare the VE-VP model to experimental data of
an ultra-high molecular weight polyethylene (UHMWPE). Experimental
data, for uniaxial tensile tests, is gathered from the works of [Avanzini,
2011] and [Kurtz et al., 2002].
Material parameters describing the VE and VP responses should be
identified based on separate experiments. The VE response is usually
analyzed based on a dynamic mechanical analysis (DMA) in which a
sample is subjected to a variable sinusoidal excitation. This technique
enables us to determine several material parameters including the re-
laxation times and moduli involved in the Prony series. Once the VE
parameters are identified, the VP parameters may be determined by
loading the material at different strain rates above the yield stress.
Given that, in the literature, DMA tests are not always available, an uni-
axial tension-compression test under strain control applied to UHMWPE
with a strain rate of 0.096s−1 at different temperatures ( [Avanzini,
2011]), was used to identify the VE parameters.
In uniaxial tension the viscoelastic Young’s modulus may be described
by a Prony series:
E(t∗) = E∞ +
∑
i
Ei exp
(−t∗
λi
)
. (3.136)
Ei, λi, and E∞ are determined together with the VE parameters based
on an inverse analysis. Poisson’s ratio can be determined by measuring
the transverse strain during transverse uniaxial tension or compression
tests. Because of the lack of sufficient experimental data, we consider
in this work that Poisson’s ratio of UHMWPE is constant (ν = 0.46)
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Table 3.2: Constitutive model parameters for UHMWPE identified
from experimental data of [Avanzini, 2011] and [Kurtz et al., 2002]
Viscoelastic parameters
Initial shear modulus G0 = 507 MPa
Initial bulk modulus K0 = 6174 MPa
Gi(MPa) gi(s) Ki (MPa) ki(s)
323.5 0.0292 3935.2 0.0024
70 0.4 850 0.033
57 265, 136 695 21.8
Viscoplastic parameters
Hardening function k = 28 MPa n = 0.5
Viscoplastic function ζ = 198 MPa.s m = 6
Yield stress σy = 10 MPa
( [Kurtz, 2004]). Similar assumptions were made by [Miled et al., 2011]
and [Ka¨stner et al., 2012] for High density polyethylene and Polypropy-
lene, respectively. Then the shear and bulk relaxation moduli can be
derived as follows:
Gi =
Ei
2(1 + ν)
, Ki =
Ei
3(1− 2ν) , (no sum). (3.137)
The shear and bulk relaxation times are given by these expressions:
gi =
λiEi
Gi
, ki =
λiEi
Ki
, (no sum). (3.138)
Power-law expressions for isotropic hardening and Norton’s VP func-
tion are considered. The yield stress (σy) is considered rate-independent.
To identify the VP parameters, monotonic uniaxial tension tests at dif-
ferent strain rates are used from the work of [Kurtz et al., 2002]. The
fitted material parameters are listed in table 3.2.
Figure (3.19) illustrates the VE-VP response in uniaxial tension at
strain rates of 0.02 s−1, 0.05 s−1 and 0.1 s−1. The behavior of the material
is inelastic and strain rate dependent above and below the yield stress.
An acceptable correlation between numerical and experimental results
is found. Figure (3.20) compares experiments and predictions in case
of UHMWPE subjected to a pulsating test (R = 0) at a strain rate of
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Figure 3.19: Prediction of uniaxial tension of UHMWPE at 37◦C at
different strain rates. Experimental data is obtained from [Kurtz et al.,
2002]. Identified material parameters are listed in table 3.2.
0.096 s−1 and with a maximum elongation of 10%. The loading period
is T ∗ = 2 s. The cyclic loading has the following form:
ε11(t
∗) = 0.1
(
−0.5 cos
(
2pi
T ∗
t∗
)
+ 0.5
)
. (3.139)
During the test the temperature is controlled and stabilized to 23◦C.
Two cycles are reported (N = 1 and 2000). Figure 3.20 shows an accept-
able correlation between numerical and experimental results. During the
test a cyclic softening of the material is observed which can also be ob-
served using numerical simulation. The figure confirms the ability of the
constitutive model to describe and to reasonably predict the mechanical
behavior of UHMWPE under isothermal conditions.
In reality, when a polymer material is subjected to cyclic loadings,
additional phenomena such as self-heating and damage are involved,
which lead to the degradation of the material’s properties. [Avanzini,
2011] studied the influence of self-heating on the cyclic behavior of
UHMWPE. He found that the evolution of surface temperature, when
the material is subjected to cyclic loading, increases the material cyclic
softening. The peak stress reaches the value of 22 MPa when the tem-
perature of the material was stabilized to 23◦C ( figure (3.20)), whereas
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Figure 3.20: Prediction of uniaxial loading-unloading cycles performed
on UHMWPE at 23◦C at a strain rate of 0.096s−1. Experimental data
is obtained from [Avanzini, 2011]. Identified material parameters are
listed in table 3.2.
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Figure 3.21: Evolution of the relative difference between time homoge-
nized and full time predictions of the peak stress of UHMWPE. Cyclic
loading at a strain rate of 0.096s−1, loading period: T ∗ = 2 s, loading
ratio: R = 0.
the self-heating is taking into account the peak stress value reaches 16
MPa. The constitutive model presented in this work does not take into
account neither self-heating nor damage evolution under cyclic loadings.
Figure (3.21) presents the relative difference on the peak stresses
between the homogenized and the reference (full time) calculations as
a function of the number of cycles. The homogenized computation is
performed using one point integration method. For the reference calcu-
lation a fine time step is used ∆t∗ = 0.05s, whereas for the homogenized
one ∆t∗M = 2s. The observation time is fixed to T
∗
F = 2.10
5 s which cor-
responds to 105 cycles. The error between the zeroth-order homogenized
solution and the reference one decreases when the number of cycles in-
creases: for the first 500 cycles the error is about 4%, nevertheless at the
end of the simulation it is about 0.12%. The CPU time for the full-time
calculations is about 1300 s, whereas for the homogenized one is about
50 s, the relative gain in computation time is about 96%.
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3.6 Finite element modeling of micro- and macro-
chronological problems
In this section we give a suggestion for the implementation of the tempo-
ral homogenization approach to simulate the behavior of real structures
(e.g. figure (3.22)) subjected to cyclic loading (~ubT∗ ) with large numbers
of cycles.
The method proposed hereafter, is an approximate method. First the
initial boundary value problem is solved using a FE software for the first
cycles. Appropriate user supplied subroutines (e.g UMAT in ABAQUS)
should be provided to integrate the constitutive model of the problem.
Then critical points, in the structure, are identified. We assume that
the total deformation εbT∗ (~x, t
∗), calculated at each critical point, will
be repeated for the remaining cycles. Then for each critical point, we
use the algorithm proposed in figure (3.23).
The loading εbT∗ (~x, t
∗) is decomposed into macro-and micro-chronological
parts. For each macro-time step and for each critical point:
• Knowing micro-chronological state variables at the beginning of
the macro-time step, and the micro-chronological strain increment,
the micro-chronological boundary problem can be solved at each
(critical) integration point of the mesh. Information are printed
into an external transfer file.
• Next, knowing macro-chronological state variables at the begin-
ning of the macro-time step, the macro-chronological strain incre-
ment and information about micro-chronological state variables,
the macro-chronological boundary problem can be solved.
An algorithmic tangent operator is calculated (Appendix C).
The macro-chronological time step ∆t∗M can be optimized so that
the computational cost is reduced. It must be relatively small when the
system response is rapidly changing in macro-time and can be increased
when the response is relatively smooth. It can be evaluated by con-
trolling the error of certain fields of interest (e.g. accumulated plastic
strain) at each integration point.
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Figure 3.22: 3D bending beam ( [Cavin, 2006]).
Figure 3.23: Program architecture of the two-scale temporal analysis of
a real structure.
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3.7 Conclusions
The first contribution in this chapter is the formulation of a coupled
viscoelastic-viscoplastic (VE-VP) model based on thermodynamics of ir-
reversible processes. Expressions of the Helmholtz free energy function
and the dissipation potential are proposed. Both VE and VP contribu-
tions are accounted for.
A two-scale time homogenization formulation for solids and structures
made of VE-VP materials and subjected to large numbers of cycles was
developed. The formulation extends the theory proposed by [Guen-
nouni, 1988] from elasto-viscoplasticity to coupled VE-VP. Two time
scales are defined: a macro-chronological (slow variation) time and a
micro-chronological time (for rapid evolution). Asymptotic time ex-
pansions are supposed for the unknown variables, the small parameter
being the loading period. The initial boundary value problem is de-
composed in two: a purely VE micro-time problem, and a nonlinear VP
macro-time one. Numerical implicit time integration algorithms are pro-
posed. The temporal homogenization approach was implemented and
tested for two types of cyclic loadings. The first one is uniaxial ten-
sion/compression and the second is multiaxial, with combined torsion
and tension/compression. A significant reduction in the amount of com-
putation time (about 94%) in addition to a small error (not exceeding
4% for the last cycles) between time homogenized and full-scale predic-
tions were obtained.
The influence of loading frequency, the viscoplastic modulus, the loading
ratio and the macro time increment on the accuracy of the time homog-
enized predictions was studied. The two-scale results were found to be
in good agreement with the reference ones as long as the scaling parame-
ter T ∗ remains small. For micro-time averaging, two numerical schemes
were developed: one-point and multi-point integration. Simulations us-
ing one-point integration do not give a good approximation when the
loading ratio R tends towards −1 (the error then exceeds 15%). How-
ever it was found that for R = −1 increasing the number of integration
points improves the homogenized predictions: the error on the stress
decreases from 27% to 3%.
The reference calculations were also compared with experimental data
for UHMWPE obtained by [Avanzini, 2011] and [Kurtz et al., 2002] and
a good agreement is obtained under isothermal conditions.
In the present work, a modeling framework was applied to a VE-VP
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model with coupling linear isotropic VE and J2 VP, under isothermal
conditions and a small deformation hypothesis. In order to be able to
predict the high cycle fatigue of thermoplastics polymers, the current
VE-VP model need to be enriched to include pressure-dependent yield,
self heating and fatigue damage.
Although the present work does not include fatigue, the multiscale
approach in time opens up the possibility of solving fatigue problems
for the entire fatigue life presumably with additional assumptions ( [Os-
kay and Fish, 2004] and [Fish et al., 2012]). In chapter 5 the present
temporal homogenization scheme is extended to VE-VP coupled with
a fatigue damage model. Based on chapter 4 and 5, the method could
also be generalized to fatigue analysis of heterogeneous solids, which are
characterized by multiple temporal and spatial scales.

CHAPTER4
Space and time
homogenization for
viscoelastic-viscoplastic
undamaged composites
under large numbers of
cycles
4.1 Introduction
In this chapter a new multiscale computational strategy is proposed for
the analysis of composite materials subjected to large numbers of cycles.
This multiscale computational strategy is introduced for the evolution
of VE-VP problems that includes a homogenization procedure in both
time and space levels. The first point of this approach is the multi-time-
scale phenomena: an asymptotic time homogenization approach is used
( [Aubry and Puel, 2010], [Oskay and Fish, 2004], [Yu and Fish, 2001]).
This technique was introduced by Guennouni (1988) [Guennouni, 1988]
for elasto-viscoplastic (E-VP) homogeneous materials and then extended
to VE-VP materials by [Haouala and Doghri, 2015]. For the multiscale
phenomena in space the mean-field space homogenization approach for
inelastic materials is used [Miled et al., 2013] to determine the effective
behavior of the heterogeneous material.
4.2 Anisotropic viscoelastic-viscoplastic solid:
constitutive equations
In this section, we give the basic equations for anisotropic VE-VP solids.
For this model the total strain ε is assumed to be subdivided into VE
(εve) and VP (εvp) parts and the Cauchy stress is related to the history
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of VE strains via a linear VE model written as a Boltzmann integral:
ε = εve + εvp,
σ(t) =
∫ t
−∞
Cve(t− ξ) : ∂ε
ve(ξ)
∂ξ
dξ.
(4.1)
Where Cve is a fourth-order anisotropic relaxation tensor which can
be described by a Prony series as a function of the long-term elastic
Hooke’s operator, constant stiffness tensors and relaxation times which
are denoted by C∞, Ei and λi, (i = 1 . . . I):
Cve(t) = C∞ +
I∑
i=1
Ei exp
(
− t
λi
)
, (4.2)
Combining equation (4.2) and (4.1-b), the Cauchy stress can be rewrit-
ten as follows:
σ(t) = C∞ : εve(t) +
I∑
i=1
σi(t), (4.3)
where the viscous stresses σi are given by the following expression:
σi(t) = Ei :
∫ t
−∞
exp
(
− t− ξ
λi
)
∂εve(ξ)
∂ξ
dξ (4.4)
For the viscoplastic part we consider the same general viscoplastic model
studied by [Doghri et al., 2010b]:
ε˙vp(t) = B (σ(t),V(t)) , V˙(t) = C (σ(t),V(t)) . (4.5)
The equations above are similar to those of Section 3.3, except that we
allow here for a general set of scalar and/or tensor internal variables V.
For instance, one might have V = (p,Xij), where p is a scalar variable
for isotropic hardening, and X is a second order tensor which represents
the kinematic hardening. B and C are given functions defining the evo-
lution of the VP strain and the internal variables.
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4.3 Space and time homogenization of VE-VP
anisotropic materials subjected to large num-
bers of cycles
In this section a multiscale computational strategy is proposed for the
analysis of structures, which are described at a refined level both in space
and in time. The proposal is applied to two-phase VE-VP composite
materials subjected to large numbers of cycles.
4.3.1 Definition of multiple spatial and temporal scales
Consider a VE-VP anisotropic solid occupying a spatial domain Ω′ to
which we associate the global coordinate system (x¯1, x¯2, x¯3). This do-
main is subjected to body forces ~fT ∗ . Γu and Γf correspond to the
boundary where T ∗-periodic displacements ~ubT∗ and tractions ~gT ∗ are
prescribed, respectively. We denote by ~n the outer unit vector normal
to the boundary and by ~uI and σI the initial displacement and stress,
respectively. The load period T ∗ is supposed to be very small compared
to the observation time T ∗F .
The microstructure of the material under consideration is basically taken
into account by representative volume elements (RVE) having a local
coordinate system (x1, x2, x3). The overall properties of each RVE rep-
resent the overall properties of the composite material.
At each material point ~¯x at the macroscopic scale is associated an RVE
(Ω), which at smaller micro scale contains a finite number of constituents
(figure 4.1). Each mechanical variable ΨT ∗
(
~¯x, t∗
)
is assumed to depend
on both spatial scales ~¯x and ~x
ΨT ∗
(
~¯x, t∗
) ≡ ΨT ∗ (~¯x, ~x, t∗) . (4.6)
On the other hand this RVE is subjected to rapidly cyclic loading with
small loading period (T ∗).
The physical time t∗ can be defined as the sum of the macro time tM∗
and a fraction τ of the period T ∗, τ ∈ [0, 1]; t∗ = tM∗ + T ∗τ .
Let us define a small scaling parameter T as follows:
T =
T ∗
T ∗F
. (4.7)
A new dimensionless relation between both time scales is obtained:
t = tM + Tτ, t =
t∗
T ∗F
∈ [0, 1], tM∗ = tM
∗
T ∗F
∈ [0, 1], τ ∈ [0, 1]. (4.8)
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The following function substitution is made:
φT
(
~¯x, ~x, t
)
= ΨT ∗
(
~¯x, ~x, t∗
)
, (4.9)
Each variable φT
(
~¯x, ~x, t
)
is then assumed to depend on both dimen-
sionless time scales tM and τ and to be periodic with the dimensionless
period T with respect to the fast variable τ :
φT
(
~¯x, ~x, t
)
= φ
(
~¯x, ~x, tM , τ
)
. (4.10)
Using the chain rule, the time differentiation in the two dimensionless
time scales is given as:
φ˙T (~x, t) =
∂φ
(
~¯x, ~x, tM , τ
)
∂tM
+
1
T
∂φ
(
~¯x, ~x, tM , τ
)
∂τ
, (4.11)
where the superposed dot denotes the total derivative with respect to
physical dimensionless time t.
It is implicit that all variables are functions of positions ~¯x and ~x, so
from now on and without loss of generality, the dependence of all vari-
ables on ~¯x and ~x is omitted for simplicity.
The initial-boundary VE-VP anisotropic problem is then expressed us-
ing the two dimensionless time scales:
Initial conditions:
~u (~x, tM = 0, τ = 0) = ~u
I (~x) , on Ω (4.12)
σ (~x, tM = 0, τ = 0) = σ
I (~x) , on Ω (4.13)
Boundary conditions:
~u (tM , τ) = ~ub (tM , τ) , on Γu × [0, 1]× [0, 1] (4.14)
tσ · ~n = ~g (tM , τ) , on Γf × [0, 1]× [0, 1] (4.15)
Equilibrium equations:
∇ · σ (tM , τ) + ~f (tM , τ) = ~0, on Ω× [0, 1]× [0, 1] (4.16)
Kinematic compatibility:
ε (~u) =
1
2
(∇~u+ t∇~u) , on Ω× [0, 1]× [0, 1] (4.17)
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Figure 4.1: Composite medium subjected to large numbers of cycles:
illustration of the multiscale phenomenon in both spatial and temporal
levels.
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Constitutive equations:
ε (~u) = εve (tM , τ) + ε
vp (tM , τ) , on Ω× [0, 1]× [0, 1] (4.18)
σ(tM , τ) = C∞ : εve(tM , τ) +
I∑
i=1
σi(tM , τ),
on Ω× [0, 1]× [0, 1] (4.19)
ε˙vp = B (σ,V) , on Ω× [0, 1]× [0, 1] (4.20)
V˙ = C (σ,V) , on Ω× [0, 1]× [0, 1] (4.21)
Where ∇· and ∇ denote the divergence and gradient operators, re-
spectively, and upper script ′′t′′ denotes a transpose. B and C are vis-
coplastic operators.
4.3.2 Two scale time analysis of VE-VP anisotropic ma-
terials
A general decomposition of all variables φ (~x, tM , τ) into macro- and
micro- chronological fields is proposed in the form:
φ (tM , τ) = φM (tM ) + φ˜ (tM , τ) , (4.22)
The average value φM (tM ) of the function φ (tM , τ) with respect to τ
and at time tM is defined as:
φM (tM ) =
∫ 1
0
φ (tM , τ) dτ ≡< φ (tM , τ) > . (4.23)
Each mechanical variable φ (tM , τ) is supposed to be regular enough so
that it can be expanded into an asymptotic series of powers of T . Given
that T
∗
T ∗F
<< 1, we can assume that:
φ (tM , τ) =
∞∑
i=0
T iφi (tM , τ) , (4.24)
where φi (tM , τ) are τ -periodic functions and i denotes the order of the
terms in the expansion.
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Only the constitutive equations (4.19)-(4.21) of the initial-boundary
anisotropic VE-VP problem (4.12)-(4.21) are changed, compared to the
initial-boundary isotropic VE-VP problem presented in Section 3.3.2.
The asymptotic expansions of each variable are injected into equations
(4.18) to (4.21). Using the chain rule and the total differentiation (4.11)
and gathering terms of equal order, the constitutive equations can then
be rewritten at the orders (−1) and (0) as follows:
• Order −1 problem:
∂
∂τ
εvp0 (tM , τ) = 0, on Ω× [0, 1]× [0, 1] (4.25)
∂
∂τ
V0 (tM , τ) = 0, on Ω× [0, 1]× [0, 1] (4.26)
• Order 0 problem:
ε (~u0) = ε
ve
0 (tM , τ) + ε
vp
0 (tM , τ) , on Ω× [0, 1]× [0, 1] (4.27)
σ0(tM , τ) = C∞ : εve0 (tM , τ) +
I∑
i=1
σi0(tM , τ),
on Ω× [0, 1]× [0, 1] (4.28)
∂
∂tM
εvp0 (tM , τ) +
∂
∂τ
εvp1 (tM , τ) = B(σ0,V0), on Ω× [0, 1]× [0, 1]
(4.29)
∂
∂tM
V0(tM , τ) +
∂
∂τ
V1(tM , τ) = C(σ0,V0), on Ω× [0, 1]× [0, 1]
(4.30)
As for isotropic VE-VP homogeneous materials in Section (3.3.3), the
VP strain and the internal variables V0 are a function of the slow time
variable (tM ) only:
εvp0 (tM , τ) = ε
vp
0 (tM ) , (4.31)
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V0 (tM , τ) = V0 (tM ) , (4.32)
and at the zero-order the rapid evolution of the total deformation is
equal to that of the VE part:
∂
∂τ
ε0 (tM , τ) =
∂
∂τ
εve0 (tM , τ) , on Ω× [0, 1]× [0, 1] (4.33)
Following the decomposition defined in equation (4.22) and taking
the average as defined by equation (4.23) of equations (4.27)-(4.30) we
obtain a decomposition of the constitutive equations into macro- and
micro-chronological problems:
• Macro-chronological problem:
εM (~u0) = ε
ve
0M
(tM ) + ε
vp
0 (tM ) on Ω× [0, 1] (4.34)
σ0M (tM ) = C∞ : ε
ve
0M
(tM ) +
I∑
i=1
σi0M (tM ), on Ω× [0, 1] (4.35)
d
dtM
εvp0 (tM ) = BM ((σ0M + σ˜0),V0), on Ω× [0, 1] (4.36)
d
dtM
V0(tM ) = CM ((σ0M + σ˜0),V0), on Ω× [0, 1] (4.37)
• Micro-chronological problem:
ε˜ (~u0) = ε˜
ve
0 (tM , τ) , on Ω× [0, 1]× [0, 1] (4.38)
σ˜0(tM , τ) = C∞ : ε˜0(tM , τ) +
I∑
i=1
σ˜i0(tM , τ),
on Ω× [0, 1]× [0, 1] (4.39)
The macro-chronological problem (4.34)-(4.37) is nonlinear and corre-
sponds to the resolution of VE-VP anisotropic composite materials prob-
lem.
Assuming the fast time periodicity of εvp1 (tM , τ) and V1 (tM , τ), the av-
erages of ∂∂τ ε
vp
1 (tM , τ) and
∂
∂τV1(tM , τ) vanish and the micro-chronological
(4.38)-(4.39) problem corresponds to the resolution of anisotropic VE
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composites problem only, given that ε˜vp0 (tM , τ) = 0 and V˜0 (tM , τ) = 0
from equations (4.25) and (4.26).
The initial-boundary VE-VP anisotropic problem (4.12)-(4.20), which
corresponds to the macroscopic behaviour in space of the composite, is
written in a formal manner to check the application of the time ho-
mogenization approach for anisotropic materials. In this work the VP
operator V will not be defined explicitly, and the effective response of
the composite will be achieved using MFH.
4.4 Micromechanical modeling of coupled aniso-
tropic and heterogeneous VE-VP macro- and
micro-chronological problems
Up to now, the emphasis has been on the multiscale phenomena in time.
the main aim of this section is to predict the effective properties of the
composite based on mean-field homogenization approaches.
Consider a two phase VE-VP anisotropic composite. The inclusions are
elastic and the behavior of the matrix is supposed to be VE coupled
with isotropic J2 VP. Then the macro- and micro-chronological prob-
lems (4.34)-(4.37) and (4.38)-(4.39) correspond to coupled VE-VP and
VE two phase composites, respectively. The macro-chronological prob-
lem is similar to the anisotropic VE-VP two phase composite studied
in [Miled et al., 2013] (VE-VP isotropic matrix reinforced with elastic
inclusion).
To determine the effective response of the composite by MFH a lineariza-
tion of the matrix’s behaviour is required ( [Miled et al., 2013]).
First of all, we start by giving a review of the two time scale numerical
algorithms proposed in Chapter 3 for the resolution of coupled homoge-
neous and isotropic VE-VP homogeneous materials. Second, an incre-
mentally affine linearization method developed by [Miled et al., 2013] for
the homogenization of coupled VE-VP composites is used. The latter
leads to an affine relation between stress and strain increments via an
algorithmic tangent operator. This formulation is form-similar to linear
thermoelasticity. Thus homogenization models for linear thermoelastic
composites can be applied.
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4.4.1 Two time scale computational algorithm for homo-
geneous and isotropic VE-VP problem
The matrix phase of the composite is supposed to be VE coupled with
the classical J2 rate dependent VP model with isotropic hardening pre-
sented in Chapter 3 .
As the linearization technique sustaining our MFH approach makes use
of algorithmic tangent operators, the two time scale numerical algorithm
proposed in Chapter 3 for VE-VP isotropic material is summarized in
this subsection.
Consider the J2 rate-dependent VE-VP problem with isotropic harden-
ing presented in Chapter 3, with the following yield criterion:
f ≡ σeq − σy −R (p) , σeq ≡
√
3
2
s : s. (4.40)
Where σy is the initial yield stress (which may depend on the strain
rate), R(p) the hardening stress and s is the deviatoric part of the stress
tensor.
The VE-VP model was decomposed into macro- and micro-chronological
problems and written in the discretized form in Section 3.4, over a time
interval [tMn , tMn+1 ]. The micro-chronological problem is only VE and
solved only once. The macro-chronological problem is VE-VP and solved
iteratively based on a return mapping algorithm on two-steps, VE pre-
dictor followed by VP corrector.
Knowing all history variables at tMn and the total zero-order macro-
strain increment ∆εM0 , the values of the zero-order variables at tMn+1
are found. If the trial stress σpred0eq
(
tMn+1 , τ
)
satisfies the yield condition:
fpred0
(
tMn+1 , τ
)
= σpred0eq
(
tMn+1 , τ
)− σy −R (p0 (tMn)) 6 0, (4.41)
then the basic assumption is valid and the zeroth-order VE predictor is
the solution at tMn+1 :
σ0
(
tMn+1 , τ
)
= σpred0
(
tMn+1 , τ
)
, (4.42)
εvp0
(
tMn+1
)
= εvp0 (tMn) , p0
(
tMn+1
)
= p0 (tMn) . (4.43)
If fpred0
(
tMn+1 , τ
)
> 0 then the assumption is incorrect and a VP cor-
rector is needed. In this latter case, the solution at tMn+1 and τ has to
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satisfy the following equation:
σ0
(
tMn+1 , τ
)
= σpred0
(
tMn+1 , τ
)− Eˆ(∆tM ) : ∆εvp0 , (4.44)
together with equations (4.45) and (4.46).
∆εvp0 = FεM ((σ
M
0 + σ˜0), p0)|(tMn+1 )∆tM , (4.45)
∆p0 = FpM ((σ
M
0 + σ˜0), p0)|(tMn+1 )∆tM . (4.46)
Here FεM and FpM are two operators describing the VP evolution within
the matrix phase.
The zero order trial stress is given by the following expression:
σpred0 (tMn+1 , τ) = σ˜0(tMn+1 , τ) + C∞ : ε
ve
0M
(tMn) + Eˆ(∆tM ) : ∆ε0M
+
I∑
i=1
exp
(−∆tM
gi
)
si0M (tMn) +
J∑
j=1
exp
(−∆tM
kj
)
σHj0M (tMn)1,
(4.47)
here si0M and σHj0M are the macro-chronological zero order deviatoric
and dilatational viscous components, respectively and σ˜0(tMn+1 , τ) is
the zero-order stress fluctuation defined by the following expression:
σ˜0(tMn+1 , τ) = C∞ : ε˜0(tMn , τ) + Eˆ(∆tM ) : ∆ε˜0
+
I∑
i=1
exp
(−∆tM
gi
)
s˜i0(tMn , τ) +
J∑
j=1
exp
(−∆tM
kj
)
σ˜Hj0(tMn , τ)1.
(4.48)
where s˜i0 and σ˜Hj0 are the micro-chronological zero order deviatoric and
dilatational viscous components, respectively.
C∞ = 2G∞Idev + 3K∞Ivol, is the long-term elastic Hooke’s operator
and Eˆ = 2GˆIdev + 3KˆIvol.
Here, G∞ and K∞ are the elastic shear and bulk long-term moduli,
respectively; gi (i = 1 . . . I) and kj (j = 1 . . . J) are shear and bulk
relaxation times respectively; and Gi (i = 1 . . . I) and Kj (j = 1 . . . J)
are shear and bulk weights respectively.
For isotropic VE-VP materials the total zero-order stress tensor can be
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written at tMn and τ as follows:
σ0(tMn , τ) = C∞ : ε
ve
0 (tMn , τ) +
I∑
i=1
si0(tMn , τ) +
J∑
j=1
σHj0(tMn , τ)1
= σ˜0(tMn , τ) + C∞ : ε
veM
0M
(tMn) +
I∑
i=1
si0M (tMn)
+
J∑
j=1
σHj0M (tMn)1
(4.49)
From equations (4.44) and (4.49), the following expression of the zero-
order stress increment is obtained:
∆σ0 = Eˆ(∆tM ) : (∆ε0M −∆εvp0 ) + ∆σ˜0 + a0M (tMn). (4.50)
Equation (4.50) represents the local stress increment within the matrix
phase. This local equation will be used later for the incrementally affine
formulation presented in the following section.
The macro- and micro- chronological zero-order stress increments are
given by the following expressions:
∆σ0M = Eˆ(∆tM ) : (∆ε0M −∆εvp0 ) + a0M (tMn). (4.51)
∆σ˜0 = Eˆ(∆tM ) : ∆ε˜0 + a˜0(tMn , τ). (4.52)
Where a0M (tMn) and a˜0(tMn , τ) are the following zero-order macro-
and micro- chronological second order tensors:
a0M (tMn) = −
I∑
i
[
1− exp
(−∆tM
gi
)]
si0M (tMn)
−
J∑
j
[
1− exp
(−∆tM
kj
)]
σMHj0M
(tMn)1,
a˜0(tMn , τ) = −
I∑
i
[
1− exp
(−∆tM
gi
)]
s˜i0(tMn , τ)
−
J∑
j
[
1− exp
(−∆tM
kj
)]
σ˜Hj0(tMn , τ)1.
(4.53)
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The macro- and micro-chronological zero order stress-strain incremental
relations in equations (4.51) and (4.52) are affine relations. The former
is similar to the EVP case studied in [Doghri et al., 2010a], except that
in this work we use a VE tangent operator Eˆ(∆tM ) instead of a constant
elastic stiffness and that we are using the zero-order macro-chronological
part of the deformation instead of the total one. A new second order
tensor aM0 is also introduced due to viscoelasticity, this tensor is nil in
the EVP case. The latter corresponds to a VE micro-chronological evo-
lution, and it relates the zero-order stress fluctuation increment ∆σ˜0 to
the zero-order strain fluctuation increment ∆ε˜0.
Contrary to EP, a continuum tangent operator relating the zero-
order stress and strain rates, does not exist in rate-dependent VE-VP.
However, a zero-order algorithmic tangent operator Calgo0 relating finite
zero-order stress and strain increments, can be derived by consistent
linearization of the time discretized constitutive equations around the
solution at tMn+1 and τ :
δσ0
(
tMn+1 , τ
)
= Calgo0 : δε0
(
tMn+1 , τ
)
, (4.54)
where δ denotes a total variation at tMn+1 and τ .
For the micro-scale time averaging, consider the case of one point inte-
gration:
φM (tMn+1) =
∫ 1
0
φ
(
tMn+1 , τ
)
dτ ' φ
(
tMn+1 , τ =
1
2
)
. (4.55)
After some mathematical developments (see Appendix C) , and using
the classical J2 rate-dependent VP model, the following expression of the
sought-after zero-order algorithmic tangent operator Calgo0 is obtained:
Calgo0 (tMn+1 , τ =
1
2
) = Eˆ(∆tM )− (2Gˆ)
2
hv
N0(tMn+1 , τ =
1
2
)⊗
N0(tMn+1 , τ =
1
2
)− (2Gˆ)2 σ0eq(tMn+1 , τ =
1
2)∆p0
σ0eq(tMn+1 , τ =
1
2) + 3Gˆ∆p0
∂N0
∂σ0
|(tMn+1 ,τ= 12 )
− 2Gˆ
hvg,σ0
N0(tMn+1 , τ =
1
2
)⊗ g,ε0 . (4.56)
Here, gv designates the VP function and N0 =
3
2
s0
σ0eq
.
For the VP function gv we consider in this work the Norton’s power law:
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gv = gv (f) =
σy
ζ
(
f
σy
)m
, if f > 0; gv = 0, if f ≤ 0, (4.57)
Where: g,σ0 ≡ ∂gv∂σ0eq ; g,p0 ≡
∂gv
∂p0
; g,ε0 ≡ 1∆tM
∂gv
∂ε˙0
, and the denomina-
tor hv is defined by this expression:
hv ≡ 1
∆tMg,σ0
+ 3Gˆ− g,p0
g,σ0
. (4.58)
4.4.2 Incrementally affine linearization method
As discussed in Chapter 2.3, Section 2.3.5, the homogenization of non-
linear two phase composites is based on the linearization of the local con-
stitutive laws and the definition of uniform reference properties for each
phase., valid for a given stage of deformation. According to the choice
of the linearization procedure, the problem becomes similar to an elastic
or thermo-elastic homogenization problem. Several linearization strate-
gies were proposed, among them one can cite the secant ( [Berveiller
and Zaoui, 1979,Tandon and Weng, 1988]), incremental ( [Hill, 1965] ),
affine ( [Pierard and Doghri, 2006]) and incrementally affine ( [Doghri
et al., 2010b,Miled et al., 2013]) approaches. The latter one is the cho-
sen method for this work. It is valid for multi-axial, non monotonic and
non-proportional loading histories.
Consider the same general macro-chronological constitutive model
in equations (4.34)- (4.37) studied in Section 4.3. Linearization at time
tM close to a time ξ of equations (4.36) and (4.37) leads to:
ε˙vp0 (tM ) ' ε˙vp0 (ξ) + BM,σ0(ξ) : (σ0(tM , τ)− σ0(ξ, τ))
+ BM,V0(ξ) • (V0(tM )−V0(ξ)) , (4.59)
V˙0(tM ) ' V˙0(ξ) + CM,σ0(ξ) : (σ0(tM , τ)− σ0(ξ, τ))
+ CM,V0(ξ) • (V0(tM )−V0(ξ)) . (4.60)
Notations: BM,σ0 ≡ ∂BM∂σ0 ; BM,V0 ≡
∂BM
∂V0
; CM,σ0 ≡ ∂CM∂σ0 ; CM,V0 ≡
∂CM
∂V0
.
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The bullet symbol designates a sum of appropriate inner products.
For instance, if V0 = (p0,X0) then BM,V0 • δV0 = BM,p0δp0 + BM,X0 :
δX0.
Consider a time interval [tMn , tMn+1 ] such that: the numerical solu-
tion at tMn is known, time and total strain increments ∆tM and ∆ε0
are given. Linearization times are chosen as follows:
tM = tMn , ξ = tMn+1 ,
the time discrete form of equations (4.59) and (4.60) using a fully implicit
backward Euler time integration is:
1
∆tM
∆εvp0 = ε˙
vp
0 (tMn) + BM,σ0(tMn+1) : ∆σ0 + BM,V0(tMn+1) •∆V0,
1
∆tM
∆V0 = V˙0(tMn) + CM,σ0(tMn+1) : ∆σ0 + CM,V0(tMn+1) •∆V0.
(4.61)
Equation (4.61-b) can be rewritten as follows:[
1
∆tM
I−CM,V0(tMn+1)
]
•∆V0 = V˙0(tMn) + CM,σ0(tMn+1) : ∆σ0.
(4.62)
Combining equation (4.61-a) and (4.62) we have:
∆εvp0 =
[
ε˙vp0 (tMn) + BM,V0(tMn+1) • [· · · ]−1 • V˙0(tMn) + {· · · } : ∆σ0
]
×∆tM , (4.63)
where,
[· · · ] = 1
∆tM
I−CM,V0(tMn+1), (4.64)
{· · · } = BM,σ0(tMn+1) + BM,V0(tMn+1) • [· · · ]−1 •CM,σ0(tMn+1) (4.65)
Substituting equations (4.63) in equation (4.50) we have:
∆σ0 = C
algo
0 (tMn+1) :
[(
∆ε0M −∆εaf0M
)
+ Eˆ−1(∆tM ) : ∆σ˜0
]
. (4.66)
Replacing ∆σ˜0 by its expression in equation (4.52) we have:
∆σ0 = C
algo
0 (tMn+1) :
[
∆ε0 −
(
∆εaf0M − Eˆ−1(∆tM ) : a˜0 (tMn , τ)
)]
.
(4.67)
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Where the zero order algorithmic tangent operator Calgo0 (tMn+1) and the
macro-chronological zero order affine strain increment ∆εaf0M are defined
by the following equations:C
algo
0 (tMn+1) =
[
Eˆ−1(∆tM ) + ∆tM{· · · }
]−1
,
∆εaf0M = ∆ε
af
0evpM
− Eˆ−1(∆tM ) : a0M (tMn).
(4.68)
Here ∆εaf0evpM is given by this expression:
∆εaf0evpM =
[
ε˙vp0 (tMn) + BM,V0(tMn+1) • [· · · ]−1 • V˙0(tMn)
]
∆tM .
(4.69)
If one chooses gi → +∞ and kj → +∞, the second order tensor a0M van-
ishes, and ∆εaf0M = ∆ε
af
0evpM
, which is the zero order macro-chronological
EVP affine strain increment given by [Doghri et al., 2010b]. Using
equation (4.67) and stress and strain macro-and micro-chronological de-
composition, the macro-chronological zero-order stress increment can be
written as follows:
∆σ0M = C
algo
0 (tMn+1) :
[
∆ε0M −∆εaf0
]
−∆σ˜0, (4.70)
Where the zero order affine strain increment ∆εaf0 is given, using equa-
tion (4.52) by this expression:
∆εaf0 =
(
∆εaf0M − Eˆ−1(∆tM ) : a˜0 (tMn , τ)−∆ε˜0
)
. (4.71)
The zero order stress-strain incremental relation in equation (4.70) is an
affine relation in the time domain of the form y = ax+ b. It can be ap-
plied for any VE-VP model whose inelastic behavior is described by a set
of scalar and/or tensor variables V. Based on the local VE-VP model
of the matrix phase. The form is similar to that proposed by [Miled
et al., 2013] for VE-VP anisotropic materials, except that here we are
providing a convenient way to find an approximation of the solution to
the zero order, instead of the exact one.
4.4.3 Application to J2 viscoplasticity
In order to illustrate the incrementally affine method, we apply it to the
classical rate-dependent J2 VP model of the matrix phase presented in
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Chapter 3, Section 3.2.4 and assuming an isotropic hardening only, the
macro-chronological zero order evolution equations (4.36) and (4.37) of
the VP strain εvp and the scalar internal variable V ≡ p are given by
the following expressions:
ε˙vp0 = FεM ((σ0, p0) =< p˙0N0 >, (4.72)
p˙0 = FpM ((σ0, p0) =< gv (σ0eq, p0) > . (4.73)
Here FεM and FpM are two operators describing the VP evolution within
the matrix phase.
In this subsection we study only the case of one point integration. We
assume that the time averages can be approximated by the value of the
function at the midpoint of the integration interval, which corresponds
to τ = 12 .
The partial derivatives are found by simple use of the chain rule:

CM,σ0
(
tMn+1
)
=
∂gv
∂σ0eq
(
tMn+1 , τ =
1
2
)
N0
(
tMn+1 , τ =
1
2
)
,
CM,p0
(
tMn+1
)
=
∂gv
∂p0
(
tMn+1 , τ =
1
2
)
,
BM,σ0
(
tMn+1
)
= CM
∂N0
∂σ0
(
tMn+1 , τ =
1
2
)
+ N0
(
tMn+1 , τ =
1
2
)
⊗ CM,σ0 ,
BM,p0
(
tMn+1
)
= CM,p0N0
(
tMn+1 , τ =
1
2
)
.
(4.74)
Then the macro zero-order affine strain increment ∆εaf0evpM is found by
replacing the expressions of partial derivatives (4.74) in equation (4.69).
∆εaf0evpM = p˙0(tMn)∆tM
[
N0
(
tMn , τ =
1
2
)
+N0
(
tMn+1 , τ =
1
2
)
g,p0
(
tMn+1 , τ =
1
2
)
∆tM
1− g,p0
(
tMn+1 , τ =
1
2
)
∆tM
]
(4.75)
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4.5 Mean-field homogenization (MFH)
4.5.1 Mean-field homogenization (MFH) of the heteroge-
neous VE-VP macro-chronological problems
4.5.1.1 Analogy with thermoelasticity
As the zero order response of a VE-VP anisotropic material can be ex-
pressed in incrementally affine form, equation (4.70), which is quiet sim-
ilar to linear thermoelasticity (Section 2.3.4), existing homogenization
models for thermoelastic composites can therefore be used at each time
step via a simple analogy. In fact, if one consider a two phase linear ther-
moelastic composite subjected to cyclic loading, the local constitutive
response is written as:{
σ(~x, t) = Cel(~x) : (ε(~x, t)− εth(~x, t)), εth = α(~x, t)∆θ,
= Cel(~x) : ε(~x, t) + β(~x, t), β(~x, t) = −Cel(~x) : α(~x, t)∆θ.
(4.76)
Where Cel(~x) is the elastic stiffness, ∆θ is the increment of temperature
and α(~x, t) the thermal expansion.
Consider a two phase VE-VP , representative volume element (RVE)
occupying a domain Ω and containing a finite number of inclusions oc-
cupying a volume ΩI with a volume fraction υI . The matrix of volume
fraction υm occupies a volume Ωm
The subscripts m and I denote matrix and inclusion phases, respectively.
We denote by < φ >Ωr the volume average of φ in a given phase
r = (I,m), and by φ¯ =< φ >Ω the volume average of φ over the RVE.
Recalling equation (4.70) :
∆σ0M = C
algo
0 (tMn+1) :
[
∆ε0M −∆εaf0
]
−∆σ˜0. (4.77)
Using the decomposition ∆σ0 = ∆σ0M + ∆σ˜0, the following substitu-
tions are made:
σ → ∆σ0, Cel → Calgo0 , ε→ ∆ε0M , β → −Calgo0 : ∆εaf0 . (4.78)
Using the substitutions in equation (4.78) and equations (2.55 -2.56 )the
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macroscopic response of the VE-VP composite can be written as follows:
∆σ0 = C0 : ∆ε0M−υmCalgom0 : ∆εafm0−υICalgoI0 : ∆ε
af
I0
−υI
(
CalgoI0 −Calgom0
)
: (Aε − I) :
(
CalgoI0 −Calgom0
)−1
:
(
CalgoI0 : ∆ε
af
I0
−Calgom0 : ∆εafm0
)
.
(4.79)
Here C0 is the zero-order effective instantaneous stiffness of the com-
posite as computed in the isothermal case:
C0 = C
algo
m0 + υI
(
CalgoI0 −Calgom0
)
: Aε. (4.80)
Aε is the strain concentration tensor, expressed by the following equa-
tion in the case of MT scheme:
Aε =
(
I + (1− υI)S :
[(
CalgoI0
)−1
: Calgom0 − I
])−1
. (4.81)
S is Eshelby’s tensor, which depends only on the properties of the ma-
trix and the inclusion shape.
4.5.1.2 Isotropisation of the tangent operator
The zero-order algorithmic tangent operators for the matrix Calgom0 and
inclusion CalgoI0 phases are uniform and anisotropic. Numerical experi-
ence has shown that predictions of incrementally affine (or incremen-
tal) formulation, using anisotropic moduli are too stiff. Then, to ob-
tain good numerical predictions, Eshelby’s tensor and Hill’s tensor are
computed from the isotropic part of the tangent moduli and not from
the anisotropic tensors (Cani), ( [Pierard and Doghri, 2006,Doghri and
Friebel, 2005,Doghri and Ouaar, 2003]). Several techniques or isotropi-
sation methods have been proposed to extract the isotropic part of an
anisotropic tensor among them we may cite the general method and the
spectral method. The key idea is to find two scalars µt and kt from
Cani so that the isotropic fourth-order tensor Ciso can be expressed as
follows:
Ciso = 3ktI
vol + 2µtI
dev. (4.82)
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4.5.2 Mean-field homogenization (MFH) of the heteroge-
neous VE micro-chronological problem
To obtain the global properties of a VE composite homogenization schemes
in the Laplace-Carson space can be applied (For more details see the
PhD thesis of [Friebel, 2007]).
Another alternative (used in this work) is to obtain the effective behav-
ior of the micro-chronological problem using the same technique as for
the macro problem when the initial yield stress tends to +∞. In this
case the VE predictor is always the solution.
4.6 Numerical implementation
In order to compute the effective behavior of the composite material
subjected to large numbers of cycles, two cases are studied. First a
VE-VP matrix reinforced with aligned inclusions. Second a composite
containing misaligned fibers. The numerical procedure is described in
the following subsections.
4.6.1 Composites with aligned fibers
In this subsection we give an overview of the algorithm. Consider a
macro-dimensionless time interval [tMn , tMn+1 ], for which we assume
that the global macro-and micro-chronological total strains ε0M (tMn)
and ε˜0(tMn , τ) and the global macro- and micro-chronological strain
increments ∆ε0M and ∆ε˜0 and all global and per phase zeroth-order
macro- and micro-chronological history variables φ0M , < φ0M >Ωr φ˜0
and < φ˜0 >Ωr at tMn and τ are known. The problem is to compute the
global zeroth-order stress σ0(tMn+1 , τ) and the zeroth-order effective in-
stantaneous stiffness C0(tMn+1 , τ). The algorithm is presented in figure
4.2 and described hereafter:
1. Initialization of all variables to zero.
2. Resolution of the VE micro-chronological problem (VE matrix
reinforced with aligned elastic inclusions) at tMn+1 and τ = τj ,
using the numerical algorithm proposed by [Miled et al., 2013].
The input consists of: the micro-chronological zero-order total
strain ε˜0(tMn+1 , τ = τj), the micro-chronological zero-order total
strain increment ∆ε˜0(tMn+1), and the per-phase averaged zero-
order micro-chronological history variables at tMnandτj . The al-
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Figure 4.2: Summary of the coupled space and time-homogenization
method for coupled VE-VP composites. Time stepping is performed
with respect to macro dimensionless time tM .
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gorithm proposed by [Miled et al., 2013] enables the computation
of the zero-order effective micro-chronological response of the com-
posite: σ˜0(tMn+1 , τ = τj) and C˜0(tMn+1 , τ = τj). It determines the
the zero-order micro-chronological strain and stress averages per-
phase.
The output needed for the homogenization of the macro-
chronological problem are: the per-phase zero-order micro-
chronological stresses < σ˜0(tMn+1 , τ = τj) >Ωr and strains <
ε˜0(tMn+1 , τ = τj) >Ωr .
3. Resolution of the VE-VP macro-chronological problem (VE-VP
matrix reinforced with aligned elastic inclusions), using the numer-
ical algorithm proposed by [Miled et al., 2013]. The input consists
of: the macro-chronological zero-order total strain ε0M (tMn+1), the
macro-chronological zero-order total strain increment ∆ε0M (tMn+1),
the per-phase averaged zero-order macro-chronological history vari-
ables at tMn , and the per-phase zero-order micro-chronological
stresses < σ˜0(tMn+1 , τ = τj) >Ωr and strains < ε˜0(tMn+1 , τ =
τj) >Ωr .
Call VE-VP constitutive box of the matrix with < σ˜0(tMn+1 , τ =
τj) >Ωr , < ε˜0(tMn+1 , τ = τj) >Ωr , ε0M (tMn), ∆ε0M and ε0M (tMn+1)
as an input.
4. The macro-time is incremented.
4.6.2 Composites with misaligned fibers
Consider a two phase composite made of VE-VP matrix and misaligned
elastic fibers, subjected to large numbers of cycles. In order to obtain the
effective properties of this kind of composite a two step homogenization
method (detailed in Section 2.3.6), is performed (figure 4.3).
1. Resolution of the micro-chronological problem (VE matrix rein-
forced with misaligned elastic inclusions) at tMn+1 and τ = τj .
• Mori-Tanaka inside the pseudo-grains:
For each pseudo-grain MFH model is integrated using the al-
gorithm proposed in Section 4.6.1. The algorithm enables the
computation of the effective micro-chronological zero-order
response of each pseudo-grain: C˜0 p.g.(tMn+1 , τ = τj) and
σ˜0 p.g.(tMn+1 , τ = τj).
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Figure 4.3: Illustration of the pseudo-grain numerical implementation.
• Homogenization over all pseudo-grains using the Voigt model:
The homogenized response of the micro-chronological RVE is
computed based on the response of individual pseudo-grains,
by ODF-weighted averaging over all pseudo-grains (see Sec-
tion 2.3.6).
2. Resolution of the VE-VP macro-chronological problem (VE-VP
matrix reinforced with misaligned elastic inclusions).
• Mori-Tanaka inside the pseudo-grains:
For each pseudo-grain MFH model is integrated using the
algorithm proposed in Section 4.6.1. Knowing the effective
micro-chronological zero-order response of each pseudo-grain:
C˜0 p.g.(tMn+1 , τ = τj) and σ˜0 p.g.(tMn+1 , τ = τj), the algorithm
enables the computation of the effective zero-order response
of each pseudo-grain: C0 p.g.(tMn+1) and σ0 p.g.(tMn+1).
Call VE-VP constitutive box with< σ˜0(tMn+1 , τ = τj) >Ωr,p.g ,
< ε˜0(tMn+1 , τ = τj) >Ωr,p.g , ε0M (tMn) and ∆ε0M as an input.
• Homogenization over all pseudo-grains using the Voigt model:
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The homogenized response of the macro-chronological VE-VP
RVE is computed based on the response of individual pseudo-
grains, by ODF-weighted averaging over all pseudo-grains.
3. After convergence, the macro-time is incremented.
4.7 Numerical simulations and their verification
The coupled space and time-homogenization method was implemented
and tested for an uniaxial loading case using one-point integration for
the micro-chronological averages, and supposing the periodicity of the
accumulated plastic strain variable p with respect to the fast time coor-
dinate τ .
Kinematic hardening is neglected and the hardening function considered
in the following is of power-law type:
R(p) = kpn, (4.83)
where, k [MPa] is the hardening modulus and n the hardening exponent.
The matrix’s overstress due to the rate-dependence also obeys a power-
law (equation (4.57)).
All the simulations are performed using a machine with 6 cores and 32
GB of RAM.
4.7.1 Composites with aligned fibers
In this section we consider a two phase composite made of a polyamide
matrix reinforced with 30% of volume fraction of aligned glass fibers with
an angle 45◦ relative to the injection flow direction (IFD) and with same
aspect ratio A = 23. The VE-VP material parameters of the matrix and
the elastic properties of the short glass fibers are listed in table 4.1.
Consider a one-dimensional cylindrical bar of length L clamped at one
end (x = 0) and subjected at the other end (x = L) to a displacement
which is linear at first and then sinusoidal with period T ∗ = 0.1s, and
amplitude U = 0.05L:
uTb (x = L, t
∗) = αL t∗, if t∗ ≤ T ∗
uTb (x = L, t
∗) = U
(
0.45 sin
(
2pi
T ∗
t∗
)
+ 0.55
)
otherwise,
(4.84)
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Table 4.1: Constitutive model parameters for polyamide (PA) matrix
at 40◦C ( [Miled, 2011]) identified from experimental measurements of
[Baquet, 2011], reinforced with 30% of volume fraction of aligned short
glass fiber elastic inclusions
VE-VP matrix
Viscoelastic parameters
Initial shear modulus G0 = 1074 MPa
Initial bulk modulus K0 = 3222 MPa
Gi(MPa) gi(s) Ki (MPa) ki(s)
158 0.021 472 0.007
80 0.378 242 0.126
37 0.648 111 0.216
Viscoplastic parameters
Hardening function k = 79 MPa n = 0.15
Viscoplastic function ζ = 305 MPa.s m = 4.02
Yield stress σy = 10 MPa
Elastic inclusions
Young’s modulus EI = 76 GPa
Poisson’s ratio νI = 0.22
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where α = 0.275 s−1.
The body forces ~f are neglected and 105 cycles are applied. The
prescribed displacement can be rewritten using equation relating t∗ to
tM
∗
, τ and T ∗:
t∗ = t∗M + T
∗τ, t∗M ∈ [0, T ∗F ] and τ ∈ [0, 1]. (4.85)
The loading ratio R, which corresponds to the ratio between the mini-
mum and the maximum of the loading: R = UminUmax , is equal to 0.1.
Comparisons between the reference non-homogenized (full-time) cal-
culation and the two-scale one are given in figures (4.4)-(4.10). The refer-
ence numerical solution is obtained using a very fine time step ∆t∗ = T
∗
20 ,
whereas the time-homogenized computation is started by a full calcula-
tion until time t∗ = 74T
∗ and then the calculations are continued using
∆t∗M = T
∗.
In figure 4.4 are represented the effective stress-strain results for
some selected cycles. The solid lines show the reference results, while
the black crosses depict the time homogenization predictions. It is noted
that due to the repeated action of the rather small applied strain, the
stress level decreases significantly from a maximum of 200 MPa in the
first cycle to about 150 MPa in the following ones. Furthermore the
stress-strain hysteresis loop ”shrinks” rapidly with increasing number of
cycles. It is seen in figures (4.5) and (4.6) that for the first cycles the
crosses do not superpose with the peaks of stress, however, for the last
cycles they converge towards the stress peaks.
Relative differences between time homogenized and of full-scale results
are studied to check the accuracy of the coupled time and space homog-
enization approach. A relative difference is defined as:
Relative difference =
Reference result− Time-homogenized result
Reference result
.
Homogenized calculations underestimate the solution. The relative dif-
ference, in absolute value, between the effective zero order homogenized
solution σ¯0 and the effective reference solution σ¯ for the first twenty cy-
cles is about 19% and about 9% for the last twenty cycles.
In figure (4.7) are represented the zero-order stress averages within the
matrix phase. The relative difference, in absolute value, between the
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zero order homogenized stress within the matrix < σ0 >Ωm and the ref-
erence solution < σ >Ωm decreases when the number of cycles increases,
to reach the value of 7%. The evolution of the relative error on the stress
average in the matrix phase is similar to that observed in Chapter 3 for
homogeneous PA, but its value is still important when compared to the
homogeneous case (it is about 1%).
This can be explained by several reasons. First, only the zero-order in
the asymptotic expansion is considered. Second, for the first twenty cy-
cles the load period is not sufficiently small compared to the observation
time which is equal in this case to 20T ∗. Third, the increase of the value
of the relative error on the average stress in the matrix phase compared
to the homogeneous case can be explained by the anisotropy of the ma-
terial. In fact the accuracy of the time homogenization depends on the
time scales in the VE and VP parts. This dependency was discussed in
Chapter 3. In the case of anistropic materials, VE and VP properties
are directionally dependent and this can influence the accuracy of the
time homogenization.
Figure (4.8) shows the evolution of the macro-chronological zero or-
der strain average within the matrix phase < ε0M >Ωm as function
of the number of cycles. One can note that < ε0M >Ωm is not con-
stant and it varies according to the number of cycles. This leads to
a variation of the imposed maximum strain value within the matrix
< ε0 >Ωm=< ε0M >Ωm + < ε˜0 >Ωm . In this case the asymptotic ex-
pansion is re-done each time when the imposed strain value < ε0 >Ωm
changes. This variation is expected to have an influence on the accuracy
of the asymptotic expansion although figure (4.8) shows that the range
of strain variation is limited to 0.004%.
Figure 4.9 presents the evolution of the accumulated plastic strain
in the matrix at the end of the simulation. Coupled time and space ho-
mogenization underestimates the accumulated plastic strain within the
matrix. The evolution of the relative difference, in absolute value, be-
tween the zero order homogenized solution p0 and the reference solution
p as function of the number of cycles is shown in figure 4.10. The relative
difference, in absolute value, between the zero-order homogenized solu-
tion p0 and the reference solution p for the last twenty cycles is about
40%. This can be explained by the variation of the imposed strain value
to the matrix phase.
For the reference calculation which corresponds to the full-scale com-
putation of 105 cycles, the CPU time is 3242 s, while with the time
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Figure 4.4: Uniaxial load. Hysteresis loops: First hundred cycles, load-
ing period: T ∗ = 0.1 s, loading ratio: R = 0.1. The RVE is composed
of a PA matrix at 40◦C and 30% volume fraction of aligned glass fibers
(45◦ relative to the IFD).
homogenization method the CPU time is 244 s. The relative gain in
computation time is then about 92%.
4.7.2 Composites with misaligned fibers
In this section we consider a two phase composite made of a polyamide
matrix reinforced with 30% of misaligned glass fibers with same aspect
ratio A = 23. The VE-VP material parameters of the matrix and the
elastic properties of the glass particles are listed in table 4.1.
A total of 36 pseudo-grains is considered representing different fiber
orientations relative to the IFD. Their weights are presented in figure
4.11. All experiments were carried out by Solvay Engineering Plastics
company on dry specimens with 0% of relative humidity (RH). Consider
a one-dimensional cylindrical bar of length L clamped at one end (x = 0)
and subjected at the other end (x = L) to a displacement which is
linear at first and then sinusoidal with period T ∗ = 0.1s, and amplitude
U = 0.02L:
uTb (x = L, t
∗) = αL t∗, if t∗ ≤ T ∗
uTb (x = L, t
∗) = U
(
0.45 sin
(
2pi
T ∗
t∗
)
+ 0.55
)
otherwise,
(4.86)
where α = 0.11 s−1.
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Figure 4.5: Uniaxial load. Hysteresis loops: Last twenty cycles, loading
period: T ∗ = 0.1 s, loading ratio: R = 0.1. The RVE is composed of a
PA matrix at 40◦C and 30% volume fraction of aligned glass fibers (45◦
relative to the IFD).
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Figure 4.6: Uniaxial load. Evolution of the effective stress: homogenized
solution in comparison with reference results, loading period: T ∗ = 0.1 s,
loading ratio: R = 0.1. (a) The first twenty cycles. (b) The last twenty
cycles. The RVE is composed of a PA matrix at 40◦C and 30% volume
fraction of aligned glass fibers (45◦ relative to the IFD).
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Figure 4.7: Uniaxial load. Evolution of the zero-order stress average
in matrix phase: homogenized solution in comparison with reference
results, loading period: T ∗ = 0.1 s, loading ratio: R = 0.1. (a) The first
twenty cycles. (b) The last twenty cycles. The RVE is composed of a
PA matrix at 40◦C and 30% volume fraction of aligned glass fibers (45◦
relative to the IFD).
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Figure 4.8: Evolution of the macro-chronological strain average within
the matrix < ε0M >Ωm . Loading period: T
∗ = 0.1 s, loading ratio:
R = 0.1.
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Figure 4.9: Evolution of the accumulated plastic strain within the ma-
trix phase: homogenized solution in comparison with reference results.
Loading period: T ∗ = 0.1 s, loading ratio: R = 0.1. (a) The first twenty
cycles. (b) The last twenty cycles.
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Figure 4.10: Evolution of the error on the accumulated plastic strain
within the matrix phase. Loading period: T ∗ = 0.1 s, loading ratio:
R = 0.1.
Figure 4.11: Weights of 36 pseudo-grains representing different fiber
orientations relative to the injection flow direction (IFD). Weights are
used differently with respect to the fiber mass fractions: 20%, 30% and
50% (or 10%, 16% and 30% volume fractions), ( [Kammoun, 2011]).
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Figure 4.12: Uniaxial load. Evolution of the effective stress: homog-
enized solution in comparison with reference results. The last twenty
cycles, loading period: T ∗ = 0.1 s, loading ratio: R = 0.1. The RVE is
composed of a PA matrix at 40◦C and 30% volume fraction of misaligned
glass fibers with same aspect ratio A = 23.
The body forces ~f are neglected and 2.105 cycles are applied. The
prescribed displacement can be rewritten using equation (4.85) relating
t∗ to t∗M , τ and T
∗. The loading ratio R, is equal to 0.1.
Comparisons between the reference calculation (solid line) and the
homogenized in the case of PA66 reinforced with misaligned short glass
fibers are presented in figure 4.12. For the reference calculation a very
fine time step is used ∆t = T20 , whereas for the homogenized one ∆t
M =
T .
Figure 4.12 presents the evolution of the oscillatory stress for the last
twenty cycles. Only peak stresses are presented for the homogenized
solutions. The black crosses show the results obtained by time homoge-
nization using one-point integration. The relative error on the stress at
the end of the simulation is about 13%.
4.8 Conclusions
In this chapter, a coupled spatial and temporal homogenization formu-
lation for a VE-VP anisotropic constitutive model has been presented.
The initial boundary value problem is decomposed into coupled micro-
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chronological (fast time scale τ) and macro-chronological (slow time-
scale (tM ) problems. The former corresponds to a purely VE compos-
ite, whereas the latter problem is nonlinear and corresponds to a VE-VP
composite. Mean-field space homogenization is used for both micro- and
macro-chronological problems to determine the effective behavior of the
composite material.
The coupled space and time homogenization approach has been imple-
mented and tested in an uniaxial test, for nonlinear PA matrix reinforce
with aligned and misaligned short glass fibers and has been found to
be in good agreement with the reference solution while estimating the
effective and the per-phase stresses. Nevertheless, the method does not
give a good approximation of the accumulated plastic strain in the ma-
trix phase. This, is explained by the anisotropy of the material and the
variation of the imposed zero-order strain value to the matrix phase.
A significant reduction in the amount of computation time is obtained
(about 92%).
In Chapter 5 the temporal homogenization scheme presented in Chap-
ter 3, is extended to fatigue analysis of homogeneous solids, in order to
resolve later the problem of fatigue of heterogeneous materials.
CHAPTER5
Fatigue life prediction of a
viscoelastic-viscoplastic
homogeneous material with
ductile damage
5.1 Introduction
Fatigue analysis and lifetime evaluation are very important in the design
of compliant mechanisms to ensure their safety and reliability. Time-
varying cyclic loads result in failure of components at stress values below
the yield or ultimate strength of the material. There are two commonly
recognized forms of fatigue: high cycle fatigue (HCF) which consists on
applying relatively small stress amplitudes which induce large numbers
of cycles to failure (larger than 105)and low cycle fatigue (LCF) which
consists on applying stress amplitudes above the yield stress which in-
duce lower numbers of cycles to failure (smaller than 104). To describe
the fatigue of a material one should determine the stress required to
cause the fatigue failure for some number of cycles. This can be shown
in the S-N curve in figure 5.1, which corresponds to a plot of the ap-
plied stress amplitude σa against the number of cycles to failure Nf
for the high density polyethylene (HDPE) under different loading cases
( [Berrehili, 2010] ). If the stress is below the fatigue limit (or endurance
limit) σe, the component has effectively infinite life (figure 5.1). Fatigue
failure of components takes place by the initiation and propagation of a
crack until it becomes unstable and then propagates to sudden failure.
The goal is then to avoid or to predict the failure of the material espe-
cially under conditions of cyclic loading. This can be done by studying
the evolution of internal damage before macro-cracks become visible. In
this work we are interested in fatigue modeling of materials by damage
accumulation.
Two approaches are mainly used to model damage. First, meso-
damage mechanics ( [Feng et al., 2004], [Gurson, 1977]), which takes
into consideration the influence of microstructures on the failure be-
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Figure 5.1: S-N curve for HDPE for different loading cases, ( [Berrehili,
2010] ).
haviors and the damage mechanisms of materials. Second, continuum
damage mechanics (CDM) ( [Lemaitre, 1985, Lemaitre, 1992]), which
studies the damage behavior on the basis of continuum thermodynam-
ics and continuum mechanics. The objective is to propose a continuum
mechanics based framework to characterize at the macroscopic scale the
effects of distributed defects on the material behavior. CDM approach
is based on the concept of damage variable D and effective stress σef .
Consider a finite volume of a damaged solid (figure 5.2) loaded by a force
F . Then the usual uniaxial stress is σ = FS , where S is a cross section of
the volume element. The damage is obtained by measuring the effective
area Sef of the intersection of all defects with that plane: Sef = S−SD.
SD represents the defects trace in the considered plane. The following
positive scalar D is then commonly considered as a damage variable, in
this simple one-dimensional case of figure 5.2 :
D =
SD
S
. (5.1)
The damage D related to the growth of defects, is then bounded by 0
which corresponds to an undamaged material and 1 which corresponds
to an entirely damaged material and the breaking of the volume element,
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Figure 5.2: Cross section of a damaged material.
(0 ≤ D < 1).
It is then convenient to introduce for the damaged material the effec-
tive stress σef which is given in uniaxial case by the following expression:
σef =
F
Sef
=
F
S(1− SDS )
=
σ
1−D. (5.2)
In this work we will limit ourselves to the case of isotropic damage, and
we suppose that cracks and cavities are uniformly distributed in all di-
rections. Then the damaged state is characterized by a scalar D. For
anisotropic damage, the variable is no longer a scalar, and it depends
on the orientation.
For metals, damage can be directly measured by evaluating the area
SD of the intersection of all micro-cracks and micro-voids which lie in
S using micrographic pictures ( [Lemaitre and Dufailly, 1987]). In the
case of pure ductile damage, the defects are assumed to be spherical and
the damage can be evaluated by measuring the decrease of the density
with apparatuses based on the Archimedean principle, ( [Lemaitre and
Dufailly, 1987]). If ρef and ρ designate the densities of the damaged
and undamaged state, respectively, by means of micromechanics and
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Figure 5.3: Method of measuring damage ( [Lemaitre and Chaboche,
1990] ).
assuming no residual micro-stress, the damage D can be evaluated as
follows:
D =
(
1− ρ
ef
ρ
) 2
3
. (5.3)
Damage can also be measured indirectly by evaluating its effects
on material properties (e.g. loss of stiffness, figure 5.3). In uniaxial
tensile loading, [Lemaitre and Chaboche, 1990] give the expression of
the damage in function of the loss of stiffness in the case of elastic law
coupled with damage:
D = 1−
(
Eef
E
)
, (5.4)
where Eef and E are Young modulus of the damaged and undamaged
material, respectively. For this kind of measurement, [Lemaitre and
Chaboche, 1990] recommend the following procedure:
• Use of specimens with weakened central section, in order to localize
damage (figure 5.3).
• Measurement of strains with small gauges.
• In order to eliminate the nonlinearities on the stress-strain curve,
the elasticity modulus is evaluated during the elastic unloading,
between a lower and upper value of stress.
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Another alternative based also on the variation of the stiffness, consists
in measuring the speed of ultrasonic waves. Other techniques and a
detailed description of them are available in ( [Lemaitre and Dufailly,
1987,Lemaitre and Chaboche, 1990]).
For polymeric materials, the behavior is viscoelastic (-viscoplastic), the
load and unload phase are not linear. The material loses energy when a
load is applied, then removed. Hysteresis is observed in the stressstrain
curve. In this case, the stiffness is taken between the upper and lower
point of the hysteresis. This technique is not really rigorous, because the
loss of stiffness, can be caused by other phenomena, other than damage,
such as selfheatings.
Moreover ultrasonic waves are not very effective in detecting internal
defects in polymeric materials. Indeed, ultrasonic energy is attenuated
very fast in these materials. Another alternative to detect damage in
polymers is the THz electromagnetic radiation. [Rahani et al., 2011]
have used this technique to detect damage in polymer tiles. In fact, its
wavelength is small enough to detect internal defects and it can pene-
trate deep inside the material.
Fluorescence microscopy was also used by [Samuel et al., 2007] to detect
nanoscale deformation and damage in polymeric materials. This tech-
nique borrows from fluorescence dye based imaging, which is commonly
used in cell and molecular biology.
5.2 A damage coupled constitutive model for
thermoplastic polymers
A thermodynamically-based constitutive model coupling viscoelasticity,
viscoplasticity and ductile damage (VE-VP-D) was proposed by [Krairi
and Doghri, 2014] for isotropic homogeneous thermoplastic polymers.
Its first main assumption is that the total strain is decomposed into
viscoelastic (εve) and viscoplastic (εvp) parts:
ε = εve + εvp. (5.5)
5.2.1 Linear viscoelastic part
The Cauchy stress is related to the damage variable D(t) and the history
of VE strains through Boltzmann’s integral:
σ(t) = (1−D(t))
∫ t
−∞
Cve(t− ξ) : ∂ε
ve(ξ)
∂ξ
dξ, (5.6)
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where Cve is a fourth-order relaxation tensor.
A new second-order tensor σef (t) called effective stress is then intro-
duced:
σef (t) =
σ(t)
(1−D(t)) =
∫ t
−∞
Cve(t− ξ) : ∂ε
ve(ξ)
∂ξ
dξ. (5.7)
Using the thermodynamics of irreversible processes a damage thermo-
dynamic force Y associated with the damage variable D is defined by
[Krairi and Doghri, 2014] as follows:
Y (t) =
1
2
∫ t
−∞
∫ t
−∞
∂εve(ξ)
∂ξ
: Cve(2t− ξ − η) : ∂ε
ve(η)
∂η
dξdη. (5.8)
For an isotropic material, the fourth rank relaxation tensor takes the
following form:
Cve(t) = 2G(t)Idev + 3K(t)Ivol, (5.9)
G(t) and K(t) are the shear and bulk relaxation moduli, respectively,
which can be expressed in the form of Prony series:
G(t) = G∞ +
I∑
i=1
Gi exp
(
− t
gi
)
; K(t) = K∞ +
J∑
j=1
Kj exp
(
− t
kj
)
.
(5.10)
Here, G∞ and K∞ are the elastic shear and bulk long-term moduli,
respectively; gi (i = 1 . . . I) and kj (j = 1 . . . J) are shear and bulk re-
laxation times respectively; and Gi (i = 1 . . . I) and Kj (j = 1 . . . J) are
shear and bulk weights respectively.
By substituting equations (5.9) and (5.10) into equation (5.7), a
decomposition of the effective stress tensor into deviatoric (sef (t)) and
dilatational (σefH (t)) parts, and the strain tensor into deviatoric (ξ(t))
and dilatational (εH(t)) parts is obtained:
sef (t) = sef∞(t) +
I∑
i=1
sefi (t),
σefH (t) = σ
ef
H∞(t) +
J∑
j=1
σefHj (t),
(5.11)
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where :
sef∞(t) = 2G∞ξ
ve(t); sefi (t) = 2Gi
∫ t
−∞
exp
(
η − t
gi
)
∂ξve(η)
∂η
dη,
σefH∞(t) = 3K∞ε
ve
H (t); σ
ef
Hj
(t) = 3Kj
∫ t
−∞
exp
(
η − t
kj
)
∂εveH (η)
∂η
dη.
(5.12)
Then, using equation (5.11), the effective stress tensor can be written
as:
σef (t) = C∞ : εve(t) +
I∑
i=1
sefi (t) +
J∑
j=1
σefHj (t)1. (5.13)
A simple expression of the damage thermodynamic force is obtained
using equations (5.11) and (5.12) ( [Krairi and Doghri, 2014]):
Y (t) =
sef∞ : sef∞
4G∞
+
(σefH∞)
2
2K∞
+
I∑
i=1
sefi : s
ef
i
4Gi
+
J∑
j=1
(σefHj )
2
2Kj
. (5.14)
5.2.2 Viscoplastic part
[Krairi and Doghri, 2014] used the classical J2 rate-dependent model
with isotropic and kinematic hardening to depict the VP behavior. In
this work only isotropic hardening is considered. The yield criterion is
given as follows:
f (σ, R;D) = σeq − σy −R(r). (5.15)
Here, σeq is the von Mises measure of σ:
σeq ≡
(
3
2
σef : σef
) 1
2
. (5.16)
Here, σy is the initial yield stress (which may depend on the strain
rate) and R(r) is the hardening stress. r is an internal variable which
models isotropic hardening and is related to the accumulated plastic
strain p through the following expression:
r˙ = (1−D(t))p˙; p˙ =
√
2
3
ε˙vp : ε˙vp, (5.17)
It is defined by a VP function gv:{
r˙ = 0 if f ≤ 0,
r˙ = gv(σeq, r) > 0 if f > 0.
(5.18)
150
Fatigue life prediction of a viscoelastic-viscoplastic
homogeneous material with ductile damage
e.g. Norton power law: gv =
σy
ζ
(
f
σy
)m
, where the two parameters ζ
and m represent the VP modulus and exponent, respectively.
The VP strain rate follows a plastic flow rule:
ε˙vp = p˙Nef , Nef =
3
2
σef
σeq
. (5.19)
For the damage evolution, the Chaboche-Lemaitre evolution law [Lemaitre,
1985] is used:  D˙ =
(
Y
S
)s
p˙ ≥ 0, if p > pD,
D = Dc → crack initiation.
(5.20)
Here s and S are material parameters, pD is a damage threshold and Dc
is a critical damage value.
5.3 Problem statement for the fatigue of ther-
moplastic polymers
In this chapter, two-scale time homogenization approach is carried out
to model the degradation of material properties due to fatigue of a solid
Ω subjected to cyclic loading with a small period T ∗ over the interval
[0, T ∗F ]. Two time scales are defined. We suppose that the cyclic loading
and all response fields are made of two parts: a slow variation, repre-
sented by the slow or macro time t∗M and a rapid variation, represented
by the fast or micro scale τ . The physical time t∗ can be defined as the
sum of the macro time t∗M and a fraction τ of the period T
∗, τ ∈ [0, 1];
t∗ = t∗M + T
∗τ (figure 3.1).
Each mechanical variable ΨT ∗ (~x, t
∗), at a given spatial location ~x is then
supposed to be T ∗-periodic (with respect to t∗) and to depend on macro
and micro scales t∗M and τ :
ΨT ∗ (~x, t
∗) = Ψ (~x, t∗M , τ) . (5.21)
A local 1-periodicity assumption with respect to τ is then made for field
variables ΨT ∗ (~x, t
∗) (unless otherwise stated).
Let us define a dimensionless time variable t:
t =
t∗
T ∗F
, t =∈ [0, 1], (5.22)
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a dimensionless macro time variable tM :
tM =
t∗M
T ∗F
, tM =∈ [0, 1], (5.23)
and a small scaling parameter T as follows:
T =
T ∗
T ∗F
. (5.24)
Then the following function substitution is made:
φT (~x, t) = ΨT ∗ (~x, t
∗) , (5.25)
then φT (~x, t) is T -periodic with respect to the dimensionless time t.
1
Subscripts T ∗ or T associated with a variable denote its association with
the two scales. A new dimensionless relation between both time scales
is obtained:
t = tM + Tτ, t ∈ [0, 1]; tM =∈ [0, 1]; τ ∈ [0, 1]. (5.26)
Consequently, a local periodicity assumption, with respect to τ is made
for field variables φT (~x, t) (unless otherwise stated), and each periodic
variable φT (~x, t) is assumed to depend on both dimensionless time scales
tM and τ :
φT (~x, t) = φ (~x, tM , τ) . (5.27)
Using the chain rule, the time differentiation in the two time scales is
given as:
φ˙T (~x, t) =
∂φ (~x, tM , τ)
∂tM
+
1
T
∂φ (~x, tM , τ)
∂τ
, (5.28)
where the superposed dot denotes the total derivative with respect to
the dimensionless physical time t.
It is implicit that all variables are functions of position ~x, so from now
on and without loss of generality, the dependence of all variables on ~x
is omitted for simplicity.
1
φT (~x, t+ T ) = φT
(
~x,
t∗ + T ∗
T ∗F
)
= ΨT∗
(
~x, (
t∗ + T ∗
T ∗F
)T ∗F
)
,
= ΨT∗ (~x, t
∗ + T ∗) = ΨT∗ (~x, t
∗) ,
= φT (~x, t) .
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The proposed VE-VP-D model can be described by the following set
of equations using the two time scales:
ε (tM , τ) = ε
ve (tM , τ) + ε
vp (tM , τ) , in Ω× [0, 1]× [0, 1] ,
σ (tM , τ) = (1−D (tM , τ))σef (tM , τ) , in Ω× [0, 1]× [0, 1] ,
ε˙vp = Fε(σ
ef , r,D), in Ω× [0, 1]× [0, 1] ,
r˙ = Fr(σ
ef , r) > 0, if f > 0; r˙ = 0, if f ≤ 0,
in Ω× [0, 1]× [0, 1] ,
p˙ =
Fr(σ
ef , r)
(1−D (tM , τ)) in Ω× [0, 1]× [0, 1] ,
D˙ = FD(Y,σ
ef , r,D) ≥ 0, if p > pD,
untilD = Dc(crack initiation), in Ω× [0, 1]× [0, 1] ,
Y (tM , τ) =
sef∞ : sef∞
4G∞
+
(σefH∞)
2
2K∞
+
I∑
i=1
sefi : s
ef
i
4Gi
+
J∑
j=1
(σefHj )
2
2Kj
,
in Ω× [0, 1]× [0, 1] .
(5.29)
Here, Fε and Fr are VP operators defined in the context of J2 viscoplas-
ticity by the following equations:
Fε(σ
ef , r,D) ≡ r˙
1−D(t)N
ef , Fr(σ
ef , r) ≡ gv = σy
ζ
(
f
σy
)m
. (5.30)
Where f and Nef are defined by the following equations:
f (σ, R;D) = σeq − σy −R(r); Nef = 3
2
σef
σeq
. (5.31)
And FD is a function describing the damage evolution:
FD(Y,σ
ef , r,D) =
(
Y
S
)s
p˙. (5.32)
By comparison to the VE-VP constitutive model presented in Chapter
3, one scalar variable D is added to describe ductile damage.
In practice, for isotropic hardening, a power law or an exponential law
(with saturation) are often used:
R(r) = kpn; or R(r) = R∞ [1− exp(nr)] , (5.33)
where, k(≥ 0), n(≥ 0), and R∞ ≥ 0) are material parameters.
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5.3.1 Two-scale time fatigue analysis
Each variable is expanded according to the following asymptotic expan-
sion regarding T :
φ (tM , τ) =
∞∑
i=0
T iφi (tM , τ) , (5.34)
In this Section we proceed in the same way as in Chapter 3. Here, the
functions φi (tM , τ) are supposed to be 1-periodic with respect to the
variable τ , except for certain variables such as damage and accumulated
plastic strain which are cumulative and non-periodic in the time domain.
This will be explained in detail in Section 5.3.2.
If a nonlinear operator Fε(σ
ef , r,D) admits a gradient at a point, its
first order asymptotic expansion can be written as follows:
Fε(σ
ef , r,D) = Fε(σ
ef
0 , r0, D0)+
TDFε(σ
ef
0 , r0, D0) · (σef1 , r1, D1) +O(T 2). (5.35)
where O is the Landau notation and DFε(σ
ef
0 , r0, D0) is the gradient of
Fε expressed in (σ
ef
0 , r0, D0).
Using the total differentiation rule in equation (5.28) and following
the above approximation in equation (5.34), each variable is replaced by
its asymptotic expansion into equations (5.29 a-h) together with equa-
tion (5.13). Then, gathering terms of equal order (i.e. equal powers of
T ), the problem can be rewritten at the orders (−1) and (0) as follows:
• Order −1 problem:
∂
∂τ
εvp0 (~x, tM , τ) = 0, in [0, 1]× [0, 1] (5.36)
∂
∂τ
r0 (~x, tM , τ) = 0, in [0, 1]× [0, 1] (5.37)
∂
∂τ
p0 (~x, tM , τ) = 0, in [0, 1]× [0, 1] (5.38)
∂
∂τ
D0 (~x, tM , τ) = 0, in [0, 1]× [0, 1] (5.39)
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• Order 0 problem:
~u0 (~x, tM = 0, τ = 0) = ~u
I (~x) , in Ω (5.40)
σ0 (~x, tM = 0, τ = 0) = σ
I (~x) , in Ω (5.41)
~u0 (~x, tM , τ) = ~ub (~x, tM , τ) , in [0, 1]× [0, 1] (5.42)
tσ0 (~x, tM , τ) .~n = ~g (~x, tM , τ) , in [0, 1]× [0, 1] (5.43)
∇ · σ0 (~x, tM , τ) + ~f (~x, tM , τ) = ~0, in [0, 1]× [0, 1] (5.44)
ε ( ~u0) =
1
2
(∇ ~u0 + t∇ ~u0) , in [0, 1]× [0, 1] (5.45)
ε (~u0) = ε
ve
0 (~x, tM , τ) + ε
vp
0 (~x, tM , τ) , in [0, 1]× [0, 1] (5.46)
σ0 (~x, tM , τ) = (1−D0 (~x, tM , τ))σef0 (~x, tM , τ) , in [0, 1]× [0, 1]
(5.47)
σef0 (~x, tM , τ) = C∞ : ε
ve
0 (~x, tM , τ) +
I∑
i=1
sefi0 (~x, tM , τ)
+
J∑
j=1
σefHj0 (~x, tM , τ) 1, in [0, 1]× [0, 1] (5.48)
∂εvp0
∂tM
(~x, tM , τ)+
∂εvp1
∂τ
(~x, tM , τ) = Fε(σ
ef
0 , r0, D0), in [0, 1]×[0, 1]
(5.49)
∂r0
∂tM
(~x, tM , τ) +
∂r1
∂τ
(~x, tM , τ) = Fr(σ
ef
0 , r0), in [0, 1]× [0, 1]
(5.50)
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∂p0
∂tM
(~x, tM , τ) +
∂p1
∂τ
(~x, tM , τ) =
Fr(σ
ef
0 , r0)
(1−D0) , in [0, 1]× [0, 1]
(5.51)
∂D0
∂tM
(~x, tM , τ) +
∂D1
∂τ
(~x, tM , τ) =
(
Y0(~x, tM , τ)
S
)s
(
∂p0
∂tM
(~x, tM , τ) +
∂p1
∂τ
(~x, tM , τ)
)
,
in [0, 1]× [0, 1] (5.52)
Y0 (~x, tM , τ) =
sef∞0 : s
ef∞0
4G∞
+
(σefH∞0
)2
2K∞
+
I∑
i=1
sefi0 : s
ef
i0
4Gi
+
J∑
j=1
(σefHj0)
2
2Kj
,
in [0, 1]× [0, 1] . (5.53)
Equations (5.36) to (5.39) show that at order 0, εvp0 , r0, p0, and D0 are
function of the slow time variable (tM ) only, which means that at the
order 0 the rapid evolution of VP deformation and damage are blocked:
εvp0 (~x, tM , τ) = ε
vp
0 (~x, tM ) , (5.54)
r0 (~x, tM , τ) = r0 (~x, tM ) . (5.55)
p0 (~x, tM , τ) = p0 (~x, tM ) . (5.56)
D0 (~x, tM , τ) = D0 (~x, tM ) . (5.57)
Using equations (5.36) and (5.46), we have:
∂
∂τ
ε0 (tM , τ) =
∂
∂τ
εve0 (tM , τ) , in Ω× [0, 1]× [0, 1] (5.58)
Equation (5.58) shows that at the zero-order the rapid evolution of total
deformation is equal to that of its VE part.
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5.3.2 Macro and micro chronological problems
First we could proceed as in Chapter 3. A general decomposition of
all variables φi (~x, tM , τ) into macro and micro chronological fields is
proposed in the form:
φi (tM , τ) = φiM (tM ) + φ˜i (tM , τ) . (5.59)
The average value φM (tM ) of the function φ (tM , τ) with respect to τ
and at time tM is defined as:
φiM (tM ) =
∫ 1
0
φi (tM , τ) dτ ≡< φi (tM , τ) >, (5.60)
where φi (tM , τ) are τ -periodic functions.
However, damage, accumulated plastic strain and isotropic hardening
variables D, p and r are cumulative, therefore they are not periodic
with respect to the fast time coordinate τ(
< ∂Di∂τ >6= 0, < ∂pi∂τ >6= 0, and < ∂ri∂τ >6= 0
)
. Thus another decompo-
sition of these variables is proposed:
Di (tM , τ) = DiM (tM ) + D˜i (tM , τ) ,
pi (tM , τ) = piM (tM ) + p˜i (tM , τ) ,
ri (tM , τ) = riM (tM ) + r˜i (tM , τ) ,
(5.61)
in which DiM , piM , and riM are macro-chronological variables at the
order i that depend only on the macro time scale tM . And D˜i, p˜i and
r˜i represent the micro-chronological variables at the order i that depend
on both time scales tM and τ .
In the following we try to find an expression of the first order functions
r1, p1 and D1, in the asymptotic expansion of the isotropic hardening r,
accumulated plastic strain p and damage D, respectively.
We have:
r˙(t) = gv(σeq, r), if f > 0. (5.62)
Given that t = tM + τT , by integrating r˙ and using Chasles relation,
we have:
r(t) ≡ r(tM , τ) = r(tM ) +
∫ tM+τT
tM
gv(σeq(ρ), r(ρ))dρ. (5.63)
ρ being the integration variable.
A first order Taylor expansion of the above equation, with respect to T ,
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in the neighborhood of zero gives:
r(tM , τ) = r(tM ) + τ lim
T→0
1
τT
∫ tM+τT
tM
gv(σeq(ρ), r(ρ))dρ T +O(T
2).
(5.64)
Using the intermediate value theorem, there is a cT ∈ [tM , tM +τT ] such
that:
r(tM , τ) = r(tM ) + τ lim
T→0
gv(σeq(cT ), r(cT ))T +O(T
2). (5.65)
Then, given that when T tends towards zero cT tends towards tM , we
have:
r(tM , τ) = r(tM ) + τgv(σeq(tM ), r(tM ))T +O(T
2),
= r0 (tM , τ) + r1 (tM , τ)T +O(T
2).
(5.66)
where O is the Landau notation.
Given the uniqueness of the asymptotic expansion we have:
r0(tM , τ) = r(tM ); and r1(tM , τ) = τgv(σeq(tM ), r0). (5.67)
Following the same procedure, the first order asymptotic expansion of
the accumulated plastic strain p with respect to T , in the neighborhood
of zero is: p(tM , τ) = p(tM ) + τ
gv(σeq(tM ), r(tM ))
1−D(tM ) T +O(T
2),
= p0 (tM , τ) + p1 (tM , τ)T +O(T
2),
(5.68)
For the damage variable D we have:
D˙ =
(
Y
S
)s
p˙ ≥ 0, if p > pD,
=
(
Y
S
)s r˙
1−D.
(5.69)
By integrating D˙(1−D) we have:
D(t)− D
2(t)
2
=
∫ t
0
(
Y (ρ)
S
)s
r˙(ρ)dρ. (5.70)
Given that D < 1 and assuming that
∫ t
0
(
Y
S
)s
r˙dρ < 0.5, we have:
D(t) = 1−
√
1− 2
∫ t
0
(
Y (ρ)
S
)s
r˙(ρ)dρ. (5.71)
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The first order Taylor expansion of the damage variable D, with respect
to T , in the neighborhood of zero is:
D (tM , τ) = D(tM ) +
dD (tM , τ)
dT
T +O(T 2),
= D(tM ) + τD˙(tM )T +O(T
2),
= D(tM ) + τ
(
Y (tM )
S
)s gv(σeq(tM ), r(tM ))
1−D(tM ) T +O(T
2),
= D0 (tM , τ) +D1 (tM , τ)T +O(T
2).
(5.72)
Assuming that σeq(tM ) ' σ0eq(tM , τ = 0) and Y (tM ) ' Y0(tM , τ =
0), the following expressions of the first order terms of the isotropic
hardening, accumulated plastic strain and damage variables are found:
r1 (tM , τ) = τgv(σ0eq(tM , τ = 0), r0(tM )),
p1 (tM , τ) =
r1 (tM , τ)
1−D0(tM ) ,
D1 (tM , τ) =
(
Y0(tM , τ = 0)
S
)s
p1 (tM , τ) .
(5.73)
Substituting equations (5.73 (a)-(b)-(c)) into equations (5.50), (5.51)
and (5.52), the derivatives of the zero order terms r0, p0 and D0 with
respect to the macro time tM become:
∂r0
∂tM
(~x, tM ) = Fr(σ
ef
0 , r0)− gv(σ0eq(~x, tM , τ = 0), r0(~x, tM )),
in [0, 1]× [0, 1] (5.74)
∂p0
∂tM
(~x, tM ) =
1
(1−D0(~x, tM ))
∂r0
∂tM
(~x, tM ) ,
in [0, 1]× [0, 1] (5.75)
∂D0
∂tM
(~x, tM ) =
1
(1−D0(~x, tM ))
[(
Y0 (~x, tM , τ)
S
)s
Fr(σ
ef
0 , r0)
−
(
Y0(~x, tM , τ = 0)
S
)s
gv(σ0eq(~x, tM , τ = 0), r0(~x, tM ))
]
,
in [0, 1]× [0, 1] (5.76)
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In order to solve the zero-order problem of equations (5.40) to (5.53),
we follow the additive decomposition into mean and fluctuation parts
defined in equations (5.59) and (5.61). Taking the micro-time average
as defined by equation (5.60) of equations (5.40) to (5.48), (5.53) and
(5.74) to (5.76), we obtain a decomposition of the original problem into
macro- and micro-chronological problems:
• Macro-chronological problem:
~u0M (~x, tM ) = ~ubM (~x, tM ) , in [0, 1] (5.77)
tσ0M (~x, tM ) .~n = ~gM (~x, tM ) , in [0, 1] (5.78)
∇ · σ0M (~x, tM ) + ~fM (~x, tM ) = 0 in [0, 1] (5.79)
εM ( ~u0) =
1
2
(∇ ~u0M + t∇ ~u0M) , in [0, 1] (5.80)
εM (~u0) = ε
ve
0M
(~x, tM ) + ε
vp
0M
(~x, tM ) in [0, 1] (5.81)
σ0M (~x, tM ) = (1−D0(~x, tM ))σef0M (~x, tM ), in [0, 1] (5.82)
σef0M (~x, tM ) = C∞ : ε
ve
0M
(~x, tM ) +
I∑
i=1
sefi0M (~x, tM ) +
J∑
j=1
σefHj0M
(tM )1,
in [0, 1] (5.83)
dεvp0
dtM
(~x, tM ) = FεM ((σ
ef
0M
+ σ˜ef 0), r0, D0)
2, in [0, 1] (5.84)
dr0
dtM
(~x, tM ) = FrM ((σ
ef
0M
+ σ˜ef 0), r0)− gv(σ0eq(~x, tM , τ = 0), r0(tM )),
in [0, 1] (5.85)
dp0(tM )
dtM
=
1
(1−D0(~x, tM ))
dr0
dtM
(~x, tM ), in [0, 1] (5.86)
2Given the fast time periodicity assumption,< ∂
∂τ
εvp1 (~x, tM , τ) >=∫ 1
0
∂
∂τ
εvp1 (~x, tM , τ) dτ = ε
vp
1 (tM , 1)− εvp1 (tM , 0) = 0.
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dD0(~x, tM )
dtM
=
1
1−D0(~x, tM )
[
<
(
Y0
S
)s
Fr(σ
ef
0M
+ σ˜ef 0), r0) >
−
(
Y0(~x, tM , τ = 0)
S
)s
gv(σ0eq(~x, tM , τ = 0), r0(~x, tM ))
]
,
in [0, 1] (5.87)
Y0M (~x, tM ) =
< sef∞0 : s
ef∞0 >
4G∞
+
< (σefH∞0
)2 >
3K∞
+
I∑
i=1
< sefi0 : s
ef
i0 >
4Gi
+
J∑
j=1
< (σefHj0)
2 >
2Kj
, in [0, 1] . (5.88)
Given that ε˜vp0 (~x, tM , τ) = 0, p˜0 (~x, tM , τ) = 0, r˜0 (~x, tM , τ) = 0 and
D˜0 (~x, tM , τ) = 0 from equations (5.36)-(5.39), the micro-chronological
problem is VE coupled with damage and it is defined as follows:
• Micro-chronological problem:
~˜u0 (~x, tM , τ) = ~˜ub (~x, tM , τ) , in [0, 1]× [0, 1] (5.89)
tσ˜0 (~x, tM , τ) .~n = ~˜g (~x, tM , τ) , in [0, 1]× [0, 1] (5.90)
∇ · σ˜0 (~x, tM , τ) + ~˜f (~x, tM , τ) = 0, in [0, 1]× [0, 1] (5.91)
ε˜ ( ~u0) =
1
2
(
∇ ~˜u0 + t∇ ~˜u0
)
, in [0, 1]× [0, 1] (5.92)
ε˜ (~u0) = ε˜
ve
0 (~x, tM , τ) , in Ω× [0, 1]× [0, 1] (5.93)
σ˜0 (~x, tM , τ) = (1−D0(~x, tM ))σ˜ef0 (~x, tM , τ) , in [0, 1]× [0, 1] (5.94)
σ˜ef0 (~x, tM , τ) = C∞ : ε˜0 (~x, tM , τ) +
I∑
i=1
s˜efi0 (~x, tM , τ) +
J∑
j=1
σ˜efHj0 (~x, tM , τ) 1, in [0, 1]× [0, 1] (5.95)
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Equations (5.89) to (5.95) correspond to the resolution of a VE prob-
lem only, since the VP flow rule does not depend on the fast time variable
explicitly.
The structure of the two problems shows that in practice, for each tM ,
one solves the micro-time problem (5.89) to (5.95). Next the macro-
chronological problem (5.77) to (5.88) completed by the following initial
conditions can be solved:
~u0M (~x, tM = 0) + ~˜u0 (~x, tM = 0, τ = 0) = ~u
I (~x) , in Ω (5.96)
σ0M (~x, tM = 0) + σ˜0 (~x, tM = 0, τ = 0) = σ
I (~x) , in Ω (5.97)
In addition, to solve the macro-chronological problem and to determine
the damage evolution in equation (5.87), the zero-order damage thermo-
dynamic force Y0 = Y0M + Y˜0 needs to be calculated. Where the macro-
chronological damage thermodynamic force Y0M is calculated from equa-
tion (5.88) and the micro-chronological damage thermodynamic force Y˜0
from the following equation:
Y˜0 (~x, tM , τ) =
˜
sef∞0 : s
ef∞0
4G∞
+
(σ˜efH∞0
)2
2K∞
+
I∑
i=1
˜
sefi0 : s
ef
i0
4Gi
+
J∑
j=1
(σ˜efHj0)
2
2Kj
, in [0, 1]× [0, 1] , (5.98)
If one knows the fluctuations s˜efi0 and σ˜
ef
Hj0
and the averages sefi0M and
σefHj0M
of the effective viscous components, the fluctuations
˜
sefi0 : s
ef
i0 and
˜
(σefHj0)
2 can be calculated as follows:
˜
sefi0 : s
ef
i0 = 2s
ef
i0M
: s˜efi0 + s˜
ef
i0 : s˜
ef
i0− < s˜efi0 : s˜efi0 >, 3 (5.99)
˜
(σefHj0)
2 = 2σefHj0M
σ˜efHj0 + (σ˜
ef
Hj0
)2− < (σ˜efHj0)2 > . (5.100)
3Let f and g be two functions decomposed into macro- and micro-chronological
parts:
f = fM + f˜ and g = gM + g˜. The product fg is also decomposed into average and
fluctuation: fg =< fg > + fM g˜ + gM f˜ + f˜ g˜− < f˜g˜ >︸ ︷︷ ︸
f˜g
.
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After solving the macro-chronological problem (5.77) to (5.88) and know-
ing the micro-chronological zero-order effective stress σ˜ef0 from the micro-
chronological problem (5.89) to (5.95), the micro-chronological zero-
order stress σ˜0 can be found using the following equation:
σ˜0 (~x, tM , τ) = (1−D0(~x, tM ))σ˜ef0 (~x, tM , τ) , in [0, 1]× [0, 1] (5.101)
The macro-chronological problem (5.77) to (5.88) is VE-VP-D, it is dif-
ferent from the one presented in Chapter 3, not only because of the
presence of damage D variable, but also by the addition of new terms
due to the non-periodic assumption of the isotropic hardening, accumu-
lated plastic strain and damage variables with respect to the fast time
coordinate τ .
5.4 Macro- and micro- chronological problem
with damage and accumulated plastic strain
periodicity assumption
In this Section, we assume that damage, accumulated plastic strain and
isotropic hardening variables D, p and r are periodic with respect to the
fast time coordinate τ :
<
∂Di
∂τ
>= 0, <
∂pi
∂τ
>= 0, and <
∂ri
∂τ
>= 0. (5.102)
For micro- and macro- chronological decomposition we follow the same
notation as in equation (5.61).
According to the previous assumption in equation (5.102) and following
the same procedure as in the previous Section, the macro- and micro-
chronological decomposition of the zero-order problem (5.40) to (5.53)
is as follows:
• Macro-chronological problem:
~u0M (~x, tM ) = ~ubM (~x, tM ) , in [0, 1] (5.103)
tσ0M (~x, tM ) .~n = ~gM (~x, tM ) , in [0, 1] (5.104)
∇ · σ0M (~x, tM ) + ~fM (~x, tM ) = 0 in [0, 1] (5.105)
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εM ( ~u0) =
1
2
(∇ ~u0M + t∇ ~u0M) , in [0, 1] (5.106)
εM (~u0) = ε
ve
0M
(~x, tM ) + ε
vp
0M
(~x, tM ) in Ω× [0, 1] (5.107)
σ0M (tM ) = (1−D0(~x, tM ))σef0M (~x, tM ), in [0, 1] (5.108)
σef0M (~x, tM ) = C∞ : ε
ve
0M
(~x, tM )+
I∑
i=1
sefi0M (~x, tM )+
J∑
j=1
σefHj0M
(~x, tM )1,
in [0, 1] (5.109)
dεvp0
dtM
(~x, tM ) = F
M
ε ((σ
ef
0M
+ σ˜ef 0), r0, D0), in [0, 1] (5.110)
dr0
dtM
(~x, tM ) = FrM ((σ
ef
0M
+ σ˜ef 0), r0), in [0, 1] (5.111)
dp0(~x, tM )
dtM
=
FrM ((σ
ef
0M
+ σ˜ef 0), r0)
(1−D0(~x, tM )) , in [0, 1] (5.112)
dD0(tM )
dtM
=
1
1−D0(~x, tM ) <
(
Y0
S
)s
Fr(σ
ef
0M
+σ˜ef 0), r0) >, in [0, 1]
(5.113)
YM0 (~x, tM ) =
< sef∞0 : s
ef∞0 >
4G∞
+
< (σefH∞0
)2 >
2K∞
+
I∑
i=1
< sefi0 : s
ef
i0 >
4Gi
+
J∑
j=1
< (σefHj0)
2 >
2Kj
, in [0, 1] . (5.114)
• Micro-chronological problem:
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~˜u0 (~x, tM , τ) = ~˜ub (~x, tM , τ) , in [0, 1]× [0, 1] (5.115)
tσ˜0 (~x, tM , τ) .~n = ~˜g (~x, tM , τ) , in Γf × [0, 1]× [0, 1] (5.116)
∇ · σ˜0 (~x, tM , τ) + ~˜f (~x, tM , τ) = 0, in [0, 1]× [0, 1] (5.117)
ε˜ ( ~u0) =
1
2
(
∇ ~˜u0 + t∇ ~˜u0
)
, in [0, 1]× [0, 1] (5.118)
ε˜ (~u0) = ε˜
ve
0 (~x, tM , τ) , in Ω× [0, 1]× [0, 1] (5.119)
σ˜0 (~x, tM , τ) = (1−D0(~x, tM ))σ˜ef0 (~x, tM , τ) , in [0, 1]× [0, 1] (5.120)
σ˜ef0 (~x, tM , τ) = C∞ : ε˜0 (~x, tM , τ) +
I∑
i=1
s˜efi0 (~x, tM , τ)
+
J∑
j=1
σ˜efHj0 (~x, tM , τ) 1, in [0, 1]× [0, 1] (5.121)
Y˜0 (~x, tM , τ) =
˜
sef∞0 : s
ef∞0
4G∞
+
(σ˜efH∞0
)2
2K∞
+
I∑
i=1
˜
sefi0 : s
ef
i0
4Gi
+
J∑
j=1
(σ˜efHj0)
2
2Kj
,
in [0, 1]× [0, 1] . (5.122)
Equations (5.115) to (5.122) correspond to the resolution of a VE prob-
lem only, since the VP flow rule does not depend on the fast time variable
explicitly.
The structure of the two problems shows that in practice, for each tM ,
one solves the micro-time problem (5.115) to (5.122). Next the macro-
chronological problem (5.103) to (5.114) completed by the following ini-
tial conditions can be solved:
~u0M (~x, tM = 0) + ~˜u0 (~x, tM = 0, τ = 0) = ~u
I (~x) , in Ω (5.123)
σ0M (~x, tM = 0) + σ˜0 (~x, tM = 0, τ = 0) = σ
I (~x) , in Ω (5.124)
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5.5 Computational algorithm
In this Section we propose a computational algorithm to resolve the VE-
VP-D problem presented in Section 5.4. A numerical time discretization
algorithm is proposed in this work, for the time homogenization of a VE-
VP-D material subjected to large number of cycles. The algorithm is
based on the technique proposed by [Haouala and Doghri, 2015] for the
time homogenization of coupled VE-VP materials.
The time discrete form of the effective stress and the thermodynamic
force update in equations (5.13) and (5.14) over a time interval [tn, tn+1]
are obtained using a numerical integration scheme of the effective vis-
cous components as in Section 3.4.1. They are given by the following
equations:
σef (tn+1) = C∞ : εve(tn) + Eˆ(∆t) : ∆εve +
I∑
i=1
exp
(−∆t
gi
)
sefi (tn)
+
J∑
j=1
exp
(−∆t
kj
)
σefHj (tn)1. (5.125)
Y (tn+1) =
sef∞(tn+1) : s
ef∞(tn+1)
4G∞
+
(σefH∞(tn+1))
2
2K∞
+
I∑
i=1
sefi (tn+1) : s
ef
i (tn+1)
4Gi
+
J∑
j=1
(σefHj (tn+1))
2
2Kj
. (5.126)
Where the following incremental relaxation moduli are defined:
Gˆ(∆t) = G∞ +
I∑
i=1
Gˆi(∆t); (5.127)
Kˆ(∆t) = K∞ +
J∑
j=1
Kˆj(∆t); (5.128)
Eˆ = 2GˆIdev + 3KˆIvol. (5.129)
Here ∆ designate an increment of a variable: ∆(·) = (·)n+1 − (·)n.
Equation (5.125) is identical to equation except that here we are talking
about the effective stress.
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The discrete form of the effective viscous components sefi and σ
ef
Hj
over
a time interval [tn, tn+1], using a mid-point time integration rule is given
by: 
sef∞(tn+1) = 2G∞ξ
ve(tn+1);
sefi (tn+1) = exp
(−∆t
gi
)
sefi (tn) + 2Gˆi(∆t)∆ξ
ve,
σefH∞(tn+1) = 3K∞ε
ve
H (tn+1);
σefHj (tn+1) = exp
(−∆t
kj
)
σefHj (tn) + 3Kˆj(∆t)∆ε
ve
H ,
(5.130)
The expressions of Gˆi(∆t) and Kˆj(∆t) are given by:
Gˆi(∆t) = Gi exp
(
−∆t
2gi
)
,
Kˆj(∆t) = Kj exp
(
−∆t
kj
)
.
(5.131)
As the effective stress and the strain energy release (Y ) depend on both
time scales tM and τ , their discrete form in equations (5.125) and (5.126),
respectively, depend also on these two scales. If one calculates all the
terms of equations (5.125) and (5.126) at the same mico-time τ we have
∆t = ∆tM . Consequently, the zero order effective stress and the strain
energy release (Y ) update are now given by the following equations:
σef0 (tMn+1 , τ) = C∞ : ε
ve
0 (tMn , τ) +
I∑
i=1
exp
(−∆tM
gi
)
sefi0 (tMn , τ)
+
J∑
j=1
exp
(−∆tM
kj
)
σ∗Hj0(tMn , τ)1 + Eˆ(∆tM ) : ∆ε
ve
0 , (5.132)
Y0(tMn+1 , τ) =
sef∞(tMn+1 , τ) : s
ef∞(tMn+1 , τ)
4G∞
+
(σefH∞
(
(tMn+1 , τ)
)2
2K∞
+
I∑
i=1
sefi0 (tMn+1 , τ) : s
ef
i0 (tMn+1 , τ)
4Gi
+
J∑
j=1
(σefHj0
(
tMn+1 , τ)
)2
2Kj
. (5.133)
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with the zero-order terms of these viscous stresses over [tMn , tMn+1 ]:
sef∞0(tMn+1 , τ) = 2G∞ξ
ve
0 (tMn+1 , τ),
sefi0 (tMn+1 , τ) = exp
(−∆tM
gi
)
sefi0 (tMn , τ) + 2Gˆi(∆tM )∆ξ
ve
0 ,
σefH∞0
(tMn+1 , τ) = 3K∞ε
ve
H0(tMn+1 , τ),
σefHj0(tMn+1 , τ) = exp
(−∆tM
kj
)
σefHj0(tMn , τ) + 3Kˆj(∆tM )∆ε
ve
H0 .
(5.134)
Macro and micro-chronological decompositions of discretized prob-
lem are obtained and presented in the following subsections.
5.5.1 Micro-chronological problem
The micro-chronological problem of equations (5.115) to (5.122) is VE
coupled with damage. For each macro-time interval [tMn , tMn+1 ], the
micro-time problem is solved only once, and the effective stresses and
the strain energy release rate (Y ) are updated explicitly (no iterations
required) according to the following discrete form of equations (5.135)
and (5.136), respectively:
σ˜ef0 (tMn+1 , τ) = C∞ : ε˜0(tMn , τ) + Eˆ(∆tM ) : ∆ε˜0
+
I∑
i=1
exp
(−∆tM
gi
)
s˜efi0 (tMn , τ) +
J∑
j=1
exp
(−∆tM
kj
)
σ˜efHj0(tMn , τ)1,
(5.135)
Y˜0(tMn+1 , τ) =
˜
sef∞0(tMn+1 , τ) : s
ef∞0(tMn+1 , τ)
4G∞
+
(
˜
σefH∞0
(
(tMn+1 , τ)
)2
2K∞
+
I∑
i=1
˜
sefi0 (tMn+1 , τ) : s
ef
i0 (tMn+1 , τ)
4Gi
+
J∑
j=1
(
˜
σefHj0
(
tMn+1 , τ)
)2
2Kj
. (5.136)
5.5.2 Macro-chronological problem with damage and ac-
cumulated plastic strain periodicity assumption
The rate macro zero order equations (5.103)- (5.114) are discretized in
time according to a fully implicit (backward Euler) integration scheme.
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The discrete form of equations (5.103)- (5.114) are given by the following
set of equations:
∆ε0M = ∆ε
ve
0M
+ ∆εvp0 , (5.137)
σ0M (tMn+1) = (1−D0(tMn+1))σef0M (tMn+1), (5.138)
σef0M (tMn+1) = C∞ : ε
ve
0M
(tMn) + Eˆ(∆tM ) : ∆ε
ve
0M
+
+
I∑
i=1
exp
(−∆tM
gi
)
sefi0M
(tMn) +
J∑
j=1
exp
(−∆tM
kj
)
σefHj0M
(tMn)1,
(5.139)
∆εvp0 = FεM ((σ
ef
0M
+ σ˜ef 0), r0, D0)∆tM , (5.140)
∆r0 = FrM ((σ
∗M
0 + σ˜
∗
0), r0)∆tM , (5.141)
∆p0 =
∆r0
(1−D0(tM )) , (5.142)
∆D0 =<
(
Y0
S
)s
> ∆p0. (5.143)
Y0M (tMn+1) =
< sef∞0(tMn+1 , τ) : s
ef∞0(tMn+1 , τ) >
4G∞
+
< (σefH∞0
(tMn+1 , τ))
2 >
2K∞
+
I∑
i=1
< sefi0 (tMn+1 , τ) : s
ef
i0 (tMn+1 , τ) >
4Gi
+
J∑
j=1
< (σefHj0(tMn+1 , τ))
2 >
2Kj
,
(5.144)
The macro-chronological problem (5.137)-(5.144) is nonlinear and solved
iteratively at each macro time step using the Newton Raphson method.
A return mapping algorithm which was proposed first by [Doghri, 1995]
in the case of plasticity models coupled with ductile damage is used in
order to solve the macro-chronological problem.
The VE predictor is defined by:
σ
pred
0 (tMn+1 , τ) = (1−D0(tMn))σef
pred
0 (tMn+1 , τ), (5.145)
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where,
σef
pred
0 (tMn+1 , τ) = σ˜
ef
0 (tMn+1 , τ) + C∞ : ε
ve
0M
(tMn) + Eˆ(∆tM ) : ∆ε0M
+
I∑
i=1
exp
(−∆tM
gi
)
sefi0M (tMn) +
J∑
j=1
exp
(−∆tM
kj
)
σefHj0M
(tMn)1,
(5.146)
where the stress fluctuation σ˜ef0 (tMn+1 , τ) was computed in the micro-
time problem, equation (5.135).
If this trial stress satisfies the yield condition:
fpred0
(
tMn+1 , τ
)
= σpred0eq
(
tMn+1 , τ
)− σy −R (r0 (tMn)) 6 0. (5.147)
then all the VP variables are equal the their values at tMn .
If the trial state does not satisfy the yield condition, then the solution
at tMn+1 has to satisfy the following equation:
σ0(tMn+1 , τ) = (1−D0(tMn+1))σef0 (tMn+1 , τ), (5.148)
σef0
(
tMn+1 , τ
)
= σef
pred
0
(
tMn+1 , τ
)− Eˆ(∆tM ) : ∆εvp0 , (5.149)
together with equations (5.140)-(5.144).
5.5.3 Application to J2 viscoplasticity
For the rate-dependent J2 VP model we have:
∆εvp0 ≈ ∆p0 < Nef0
(
tMn+1 , τ
)
>, (5.150)
∆r0 ≈< gv
(
β0eq(tMn+1 , τ), r0(tMn+1)
)
> ∆tM , (5.151)
∆p0 =
∆r0
(1−D0(tM )) , (5.152)
then, the following relation between σef0 and σ
efpred
0 :
σef0
(
tMn+1 , τ
)
= σef
pred
0
(
tMn+1 , τ
)−2Gˆ(∆tM ) < Nef0 (tMn+1 , τ) > ∆p0.
(5.153)
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Noting that:
trσef0
(
tMn+1 , τ
)
= trσ∗
pred
0
(
tMn+1 , τ
)
. (5.154)
Only the deviatoric part of equation (5.153) needs to be considered.
sef0
(
tMn+1 , τ
)
= sef
pred
0
(
tMn+1 , τ
)− 2Gˆ(∆tM ) < Nef0 (tMn+1 , τ) > ∆p0.
(5.155)
We assume that the average < Nef0
(
tMn+1 , τ
)
> can be approximated
by the value of the function at the midpoint of the integration interval,
which corresponds to τ = 12 .
Combining equations (5.19) and (5.155) and for τ = 12 , it follows that:
2
3
Nef0
(
tMn+1 ,
1
2
)
σ0eq
(
tMn+1 ,
1
2
)
= −2Gˆ(∆tM )Nef0
(
tMn+1 ,
1
2
)
∆p0
+
2
3
Nef
pred
0
(
tMn+1 ,
1
2
)
σpred0eq
(
tMn+1 ,
1
2
)
. (5.156)
We arrive to a radial return algorithm defined by the equations below:
Nef0
(
tMn+1 ,
1
2
)
= Nef
pred
0
(
tMn+1 ,
1
2
)
,
σ0eq
(
tMn+1 ,
1
2
)
+ 3Gˆ(∆tM )∆p0 = σ
pred
0eq
(
tMn+1 ,
1
2
)
.
(5.157)
The problem is reduced to finding the three unknowns σ0eq(tMn+1 , τ =
1
2), r0(tMn+1) and D0(tMn+1) which satisfy the following system of four
equations:

kσ ≡ σ0eq
(
tMn+1 ,
1
2
)
+ 3Gˆ(∆tM )
∆r0
(1−D0(tMn+1))
− σpred0eq
(
tMn+1 ,
1
2
)
= 0,
kr ≡ ∆r0 − gv (σ0eq, r0) ∆tM = 0,
kD ≡ ∆D0− <
(
Y0
S
)s
>
∆r0
(1−D0(tMn+1))
= 0.
(5.158)
These equations are nonlinear and solved iteratively using Newton-Raphson
method.
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5.6 Numerical simulation and their verification
The time-homogenization method was implemented and tested for an
uniaxial loading case using one-point integration for the micro-
chronological averages, and periodicity assumption of isotropic harden-
ing, accumulated plastic strain and damage variables with respect to
the fast time coordinate τ . All the simulations are performed using a
machine with 6 cores and 32 GB of RAM.
Consider a one-dimensional cylindrical bar of length L clamped at
one end (x = 0) and subjected at the other end (x = L) to a displacement
which is linear at first and then sinusoidal with period T ∗ = 0.1s, and
amplitude U = 0.0075L:
uTb (x = L, t
∗) = αL t∗, if t∗ ≤ T ∗
uTb (x = L, t
∗) = U
(
0.45 sin
(
2pi
T ∗
t∗
)
+ 0.55
)
otherwise,
(5.159)
where α = 0.04125 s−1.
The body forces ~f are neglected and 105 cycles are applied. The
VE-VP-D material parameters are listed in table 5.1. The material
parameters were identified by [Krairi, 2015] while neglecting kinematic
and isotropic hardening.
The prescribed displacement can be rewritten using equation relating t∗
to t∗M , τ and T
∗:
t∗ = t∗M + T
∗τ, t∗M ∈ [0, T ∗F ] and τ ∈ [0, 1]. (5.160)
The loading ratio R, which corresponds to the ratio between the mini-
mum and the maximum of the loading: R = UminUmax , is equal to 0.1.
Full time calculations were performed until the fracture of the spec-
imen, when the damage D reaches its critical value Dc. The number of
cycles to failure Nr was found to be Nr = 82312. Figure (5.4) shows
the evolution of damage D and accumulated plastic strain p for the first
twenty cycles. The damage and the accumulated plastic strains increase
faster, especially at the beginning. It is clear that the variables are cu-
mulative, which still proves it is worth taking the rapid evolution into
account by assuming the non-periodicity in the asymptotic expansion
functions (Section 5.3.2).
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Table 5.1: Constitutive model parameters for high density polyethylene
(HDPE) at 23◦C ( [Krairi, 2015]) identified from experimental measure-
ments of [Berrehili, 2010]
Viscoelastic parameters
Initial shear modulus G0 = 1153.8 MPa
Initial bulk modulus K0 = 2500 MPa
Gi(MPa) gi(s) Ki (MPa) ki(s)
377.5 0.026 817.9 0.012
235 0.936 909.1 0.143
192.3 208 416.66 96
Viscoplastic parameters
Viscoplastic function ζ = 85 MPa.s m = 6.2
Yield stress σy = 7 MPa
Damage parameters
S = 0.02
s = 2.3
Dc = 25%
pD = 0.00
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Figure 5.4: Evolution of the damage (a) and the accumulated plastic
strain (b). Full time calculation for the first twenty cycles. Loading
period: T ∗ = 0.1 s, loading ratio: R = 0.1.
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Comparisons between the reference non-homogenized (full-time) calcu-
lation and the two-scale one are given in figures (5.5)-(5.8). The refer-
ence numerical solution is obtained using a very fine time step ∆t∗ = T
∗
20 ,
whereas the time-homogenized computation is started by a full calcula-
tion until time t = 234 T
∗ and then the calculations are continued using
∆t∗M = T
∗. Relative differences between time homogenized and of full-
scale results are studied to check the accuracy of time homogenization
approach. A relative difference is defined as:
Relative difference =
Reference result− Time-homogenized result
Reference result
.
In figure 5.5 are represented the stress-strain results for some selected
cycles. The solid lines show the reference results, while the black crosses
depict the time homogenization predictions. It is noted that due to the
repeated action of the rather small applied strain, the stress level de-
creases significantly from a maximum of 13 MPa in the first cycle to
about 7 MPa in the following ones. Furthermore the stress-strain hys-
teresis loop ”shrinks” rapidly with increasing number of cycles. The
figure shows the decay of the stress-carrying capability of the material
as the damage increases.
It is seen in figures5.5 and 5.7-(a) that for the first cycles the crosses do
not superpose with the peaks of stress, the relative error between the
zeroth-order homogenized solution σ0 and the reference one σ is about
33%. However, for the last cycles (figure 5.7-(b)) the error decreases in
absolute value but it persists and it is about 27%. The fact that the
error exists and that it decreases when the number of cycles increases
was already noted in Chapter 3 in the case of VE-VP materials. It was
explained by two reasons. First, only the zero-order in the asymptotic
expansion is considered. Second, for the first twenty cycles the load
period is not sufficiently small compared to the observation time which
is equal in this case to 20T ∗. Nevertheless in VE-VP-D materials the
error persists at the end of the simulation and the homogenized solution
σ0 does not really converge towards the reference one. Indeed several
hypotheses were made in our development. First of all, in this work we
assumed that the response resulting from a cyclic loading of period T ∗
is periodic with the same load-period. This assumption is not really cor-
rect, and the response fields are non-periodic but rather almost-periodic.
This almost-periodicity is a byproduct of irreversible processes, such as
damage accumulation, which naturally violates the condition of tem-
poral periodicity. Second the one-point micro-chronological integration
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does not take into account the influence of the loading shape on the re-
sponse field and consequently the influence of the accumulated damage.
Figure 5.8 presents the evolution of the damage and accumulated plastic
strain for the last cycles. The time homogenized calculation underesti-
mates the solution and the damage does not reach its critical value.
The relative difference between the zeroth-order homogenized solution
D0 and the reference one D is about 57% and for the accumulated plas-
tic strain p about 80%. This can be explained by the fact that we did
not take into account the rapid evolution while approximating D and p.
One can note that the error on the accumulated plastic strain becomes
more important when we have damage, compared to the case of undam-
aged material studied in Chapter 3. This can be explained by several
reasons. First, it was shown in Chapter 3, that the accuracy of the
time homogenization method depends on the ratio between the load
period T ∗ and the VP characteristic time tc of the material (defined
as the ratio between the viscosity ζ and the initial stiffness constant
E0 = G02(1 + ν)). The error becomes more important when
T ∗
tc
> 1. In
this context, and assuming a constant Poisson’s ratio ν equal to 0.3, the
load period (T ∗ = 0.1 s ) is greater than the VP characteristic time tc,
which is equal to 0.02 s.
Second, this can also be explained by the fact that the rapid evolution
of the accumulated plastic strain is faster when damage occurs. This
can be shown in equation (5.29-e) which relates the plastic evolution to
damage. When damage increases, during a cycle, the plastic evolution
increases also. The error on the accumulated plastic strain is related to
the error on damage.
5.7 Conclusions
The first contribution in this work is the formulation of a two-scale time
homogenization formulation for solids and structures made of viscoelastic-
viscoplastic materials coupled with ductile damage (VE-VP-D) and sub-
jected to large numbers of cycles. The formulation extends the theory
proposed by [Haouala and Doghri, 2015] for VE-VP homogeneous ma-
terials to VE-VP-D.
Two time scales are defined: a macro-chronological (slow variation) time
and a micro-chronological time (for rapid evolution). Asymptotic time
expansions are supposed for the unknown variables, the small param-
eter being the loading period. The initial boundary value problem is
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Figure 5.5: Hysteresis loops: First hundred cycles, loading period: T ∗ =
0.1 s, loading ratio: R = 0.1.
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Figure 5.6: Hysteresis loops: Last twenty cycles, loading period: T ∗ =
0.1 s, loading ratio: R = 0.1.
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Figure 5.7: Evolution of the stress: homogenized solution in comparison
with reference results, loading period: T ∗ = 0.1 s, loading ratio: R = 0.1.
(a) The first twenty cycles. (b) The last twenty cycles.
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Figure 5.8: Evolution of the damage (a) and the accumulated plastic
strain (b) for the last five cycles: homogenized solution in comparison
with reference results. Loading period: T ∗ = 0.1 s, loading ratio: R =
0.1.
decomposed in two: a purely VE micro-time problem which consists on
the determination of the effective stress, and a nonlinear VP macro-time
one coupled with ductile damage.
Compared to Chapter 3, we propose in this chapter a new multiscale
methodology which leads to a new formulation of the macro-chronological
problem and allows to take into account the local character of damage
and plasticity. Indeed, damage variable is irreversible and cumulative
in nature, for each unload-reload cycle its value increases, thus it can
not be supposed to be periodic with respect to the fast time coordi-
nate. This is considered also for the accumulated plastic strain. In this
chapter we propose a new paradigm which consists in a new multiscale
decomposition of the damage and plastic variables without supposing
the local periodicity.
Nevertheless, in order to evaluate the impact of the periodicity assump-
tion, numerical implicit time integration algorithms are proposed, while
assuming the periodicity of damage, accumulated plastic strain and
isotropic hardening variables D, p and r with respect to the fast time
coordinate τ .
The temporal homogenization approach was implemented and tested for
an uniaxial tension/compression while assuming the damage and accu-
mulated plastic strain periodicity. For micro-time averaging, one-point
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integration numerical schema was used. A significant loss of accuracy
was noted and the time homogenized model assuming damage and ac-
cumulated plastic strain periodicity is unable to predict the life failure
events.
A number of challenges remain to be investigated. The temporal ho-
mogenization formulation using the new assumptions of non-periodicity
should be implemented and tested.

CHAPTER6
Conclusion
The principal objective of this thesis is to predict the response under a
large number of cycles, for homogeneous and reinforced thermoplastic
polymers, while simulating a much smaller number.
We have first in Chapter 3, investigated a two-scale time homogeniza-
tion approach for coupled viscoelastic-viscoplatic (VE-VP) homogeneous
solids and structures subjected to large numbers of cycles. The main aim
is to give a description of the long time behaviour, by calculating the
evolution of internal variables within the structure, while reducing the
computational overhead. Based on asymptotic expansions, and assum-
ing that all the functions of the asymptotic expansions are periodic with
respect to the fast time coordinate, together with the decomposition
of all mechanical variables into macro- and micro-chronological parts,
the original VE-VP initial-boundary problem is decomposed into cou-
pled micro-chronological (fast time scale) and macro-chronological (slow
time-scale) problems. The evolution of the viscoplastic strain and ac-
cumulated plastic strain is found to be blocked at the zero-order, with
respect to the fast time scale. The proposed methodology was imple-
mented and studied for J2 VP coupled with VE using fully implicit time
integration and a return-mapping algorithm. An illustration of the time
homogenization on several cases was presented and a good agreement
with the reference solution was observed. A significant reduction in the
amount of computation time (about 94%) in addition to a small error
(not exceeding 4% for the last cycles) between time homogenized and
full-scale predictions were obtained.
In the second part of this work, Chapter 4, a multiscale compu-
tational strategy is proposed for the analysis of structures, which are
described at a refined level both in space and in time. The proposal is
applied to two-phase viscoelastic-viscoplastic (VE-VP) short glass fiber
reinforced thermoplastics (SGFRTP) subjected to large numbers of cy-
cles. The main aim is to predict the effective long time response while
reducing the computational cost considerably. The proposed compu-
tational framework is a combination of the mean-field space homoge-
nization based on the generalized incrementally affine formulation, pro-
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posed by [Miled et al., 2013] for VE-VP composites, and the asymptotic
time homogenization approach for coupled isotropic VE-VP homoge-
neous solids under large numbers of cycles, proposed by [Haouala and
Doghri, 2015]. The time homogenization method is based on the def-
inition of micro- and macro-chronological time scales, and on asymp-
totic expansions of the unknown variables. All the functions of the
asymptotic expansions are supposed to be periodic with respect to the
fast time coordinate, and the evolution, with respect to the fast time
scale, of the viscoplastic strain and accumulated plastic strain within
the matrix is found to be blocked at the zero-order. Using the micro-
and macro-chronological decomposition, the original anisotropic VE-
VP initial-boundary value problem of the composite material is firstly
decomposed into coupled micro-chronological (fast time scale τ) and
macro-chronological (slow time-scale (tM ) problems. The former corre-
sponds to a purely VE composite, whereas the latter problem is nonlin-
ear and corresponds to a VE-VP composite. Second, mean-field space
homogenization is used for both micro- and macro-chronological prob-
lems to determine the effective behavior of the composite material. The
proposal was implemented for an extended Mori-Tanaka scheme and
tested in the case of an uniaxial test, for a PA matrix reinforced with
30% of aligned and misaligned short glass fibers. The coupled space
and time homogenization approach has been found to be in good agree-
ment with the reference solution while estimating the effective and the
per-phase stresses. Nevertheless, it does not give a good approximation
of the accumulated plastic strain in the matrix phase and the error is
about (40%).
In the final part of this work, Chapter 5, we proposed a new two-
time scale analysis for viscoelastic-viscoplastic homogeneous materials
coupled with ductile damage (VE-VP-D), under large numbers of cy-
cles. This approach attempts to resolve the scale disparity between the
time span of the period of loading and life span of a structural com-
ponent. The method is based on an asymptotic expansion technique
and supposes that both the response fields and the applied loads de-
pend on both rapid and slow time scales τ and tM , respectively. The
proposed methodology is based on the generalization of the mathemat-
ical time homogenization theory proposed in Chapter 3, to account for
irreversible inelastic deformation, which gives rise to non periodic fields
in time domain (i.e. damage and accumulated plastic strain variables).
Using the time homogenization approach, the boundary problem is de-
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composed into macro-chronological and micro-chronological problems.
The approach was developed while making two assumptions. The first
one consists in a new multiscale decomposition of the damage and plas-
tic variables without supposing the local periodicity. And the second
one, consists in assuming the periodicity of damage, accumulated plas-
tic strain and isotropic hardening variables, with respect to the fast time
coordinate τ . The proposed life prediction was implemented and verified
against full time calculation in the case of local periodicity assumption of
damage and plastic variables. A significant loss of accuracy was noted
and the time homogenized model is unable to predict the life failure
events.
Among the future work, some ideas that might be investigated are
summarized below:
• The comparison between time homogenized solution with full time
calculations in the case of homogeneous materials showed that, for
the micro-scale time averaging, the multi-point integration algo-
rithm gives better predictions, in uniaxial case, than the one-point
one. To take into account the loading shape (triangular, sinu-
soidal...) and for better predictions, the multi-point integration
algorithm is recommended and needs to be extended to multiaxial
case. Moreover, further investigation consist in taking into account
higher order terms in the asymptotic expansions, which will affect
the accuracy of the time homogenized solutions.
• Our numerical experience so far (including the results shown in
this work as well as other ones) seems to suggest that the coupled
VE-VP model exhibits plastic shakedown under a large number of
cycles. This is the case with both complete analysis or the time
homogenization procedure. However the issue of the asymptotic
behavior of a structure subjected to cyclic loadings was not stud-
ied in detail yet neither theoretically nor numerically. There are
three types of asymptotic response:
– Elastic shakedown in which the structure can accumulate
plasticity during the first cycles but the steady state is per-
fectly elastic. Which means that the total dissipated energy
during the whole load, remains bounded when time tends to
infinity.
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– Plastic shakedown in which the steady state is a closed elastic-
plastic loop. If one thinks in terms of dissipated energy, the
dissipation value during each cycle tends to a constant.
– And ratcheting in which the loop doesn’t close or stabilize
and the steady state is an open elastic-plastic loop.
Given that, knowing the steady state of a structure is a funda-
mental element for the fatigue design, another research direction
concerning the study of the asymptotic behavior of a structure
subjected to a cyclic loading can be addressed. And the ability of
the time homogenization approach to predict these kinds of steady
states, which may occur in polymeric materials under cyclic load-
ings, must be verified.
• In this work the fatigue of structures is treated as a multiscale
phenomenon in time domain. In this context the response fields
were assumed to be locally periodic (1-periodicity with respect to
the fast time scale τ) whereas the state variables such as damage
and accumulated plastic strain were assumed to be non periodic.
The non periodic contribution was modeled by a new macro- and
micro-chronological decomposition of the local fields. However,
supposing that the response fields are periodic with a period equal
to the load period T ∗ would not necessarily be true, especially in
the case of localization problems (i.e., damage). Another research
direction is to suppose that all the fields are not necessarily pe-
riodic and could be modeled as almost periodic. The concept of
almost periodicity can take into account the perturbation, caused
by the inelastic deformation, to the periodic field. The fatigue
problem can then be formulated using a variant time homogeniza-
tion approach developed for almost periodic fields.
• To resolve the problem of High Cycle Fatigue (HCF) of non-reinforced
thermoplastics, [Krairi, 2015] proposed, within the framework of
continuum damage mechanics (CDM), a multiscale approach to
predict the failure of the material. The damaged material is re-
garded as a matrix containing a small volume fraction (2%) of
spherically shaped micro heterogeneities, called also weak spots.
The approach supposes that the matrix remains VE and the evo-
lution of damage takes place only in the weak spots. The matrix
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is then supposed VE, whereas the weak spots are VE-VP-D. MFH
homogenization techniques are then used to predict the fracture
of the material. The material fails when the damage, within the
weak spots, reaches a critical value.
For the HCF of short glass fiber reinforced thermoplastics, the
damaged material is regarded as a three-phase composite (matrix,
fibers and weak spots). In this case and to treat the HCF of com-
posite materials, [Krairi, 2015] proposed the so-called decoupled
approach. Two problems are considered and treated separately.
The first one consists in a VE-VP matrix reinforced with elastic
inclusions subjected to cyclic loading. And the second one consists
in the weak spots which are considered as VE-VP-D.
The first step consists in applying a cyclic loading with large num-
bers of cycles to the matrix reinforced with short glass fibers. The
matrix is VE-VP and the fibers are elastic. Using MFH the strain
averages within the matrix can be obtained and they serves as
loadings for the (VE-VP-D) weak spots. The composite fails when
the damage within the weak spots reaches its critical value. This
approach is justified by the fact that the volume fraction of the
weak spots is too small and does not have a big influence on the
macro scale.
Although the decoupled approach proposed by [Krairi, 2015] helps
to reduce the computation time, it still remains costly to use. Pre-
dicting the behavior of short glass fiber reinforced thermoplastics,
in an economic way, is an objective of DURAFIP project. The time
homogenization of VE-VP materials coupled with ductile damage
presented in Chapter 5, needs to be extended and implemented to
treat the problems of HCF of composite materials.
• In order to improve predictions and to better account for the het-
erogeneity of microscopic field, extending the proposed incremen-
tally affine linearization method from first- to higher- order ho-
mogenization would be interesting. In this approach the incre-
mental formulation is coupled with second statistical moments of
per-phase strain increment fields ( [Doghri et al., 2011]).
• The incrementally affine linearization needs to be extended to the
case of coupled thermo-viscoelastic-viscoplastic materials which is
an objective of DURAFIP project and MFH needs to be general-
ized to this case. Then a double homogenization approach with
respect to both space and time must be applied to the thermosen-
186 Appendices
sitive heterogeneous media subjected to harmonic excitations of
long duration.
• For polymer materials, the degree of crystallinity is important
since crystallinity influences many of the polymer properties. For
instance [Riddell et al., 1966] showed that an increased degree of
crystallinity improves the fatigue resistance of the material. The
degree of crystallinity influences also the cyclic deformation, for
instance [Drozdov et al., 2013] studied the mechanical behavior of
low density polyethylene (LDPE) under cyclic loadings and showed
that the maximum strains can reach 80%. For this case, the con-
stitutive model presented in this work is not able to predict the
mechanical behavior of the material and a finite strain formula-
tion of the model is required and should give theoretically more
justified and better predictions (e.g [Holmes and Loughran, 2010]
and [Peric and Dettmer, 2003]).
APPENDIXA
Asymptotic expansions
An asymptotic expansion describes the asymptotic behavior of a func-
tion in terms of a sequence of reference functions. Let’s define a com-
parison scale, that is a set of functions E of the following types:
1, xα(α 6= 0), (lnx)β(β 6= 0), ecxγ (c 6= 0, γ > 0),
verifying : the product of two functions of E is in E , if f ∈ E then it
exists λ > 0 such as f is strictly positive in ]0, λ[ and non constant func-
tions tend towards 0 or +∞ when x tends towards 0+.
Let f be a real (or complex) function. The principal part of f with
respect to E is a function c1g1(x), where g1 ∈ E such as:
lim
x→0+
f(x)
g1(x)
= c1. (A.1)
The principal part, if it exists, it is unique and we can write:
f(x) = c1g1(x) + ◦(g1(x)). (A.2)
To obtain a better approximation of f(x) using functions of E , we are
led to compare the function f(x) − c1g1(x) to functions of E ; if this
function has a principal part c2g2(x), g2(x) = ◦(g1(x)), we can write:
f(x) = c1g1(x) + c2g2(x) + ◦(g2(x)). (A.3)
Generally, we designate by asymptotic expansions to k terms of the
function f(x) ( at 0+) with respect to E , a sum ∑kj=1 cjgj(x) where cj
are non-zero constants and gj(x) are functions of E such as gj+1(x) =
◦(gj(x)) and we have:
f(x) =
k∑
j=1
cjgj(x) + ◦(gk(x)). (A.4)
The difference f(x)−∑kj=1 cjgj(x) is called rest of the expansion.
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If the asymptotic expansion exists, it is unique since for any 1 ≤ j ≤
k, cjgj(x) is the principal part of f(x)−
∑j−1
i=1 cigi(x).
When restricting an asymptotic expansion to its first j terms, we
obtain the asymptotic expansion of f with the accuracy gj .
If we replace E by a larger scale E ′, the asymptotic expansion to k
terms (if it exists) of f with respect to E is its asymptotic expansion to
k terms with respect to E ′.
When we know the asymptotic expansions of two functions f1, f2
with respect to the same scale E ,
f1 =
k∑
j=1
cjgj + ◦(gk), f2 =
k∑
j=1
cjhj + ◦(hk), (A.5)
we obtain the asymptotic expansion of the sum f1 + f2 by adding co-
efficients of similar terms then by gathering terms with respect to the
order (gi = hj or gi = ◦(hj)); finally, we remove all terms in gi such as
gj = ◦(hj) and all terms in hr such as hr = ◦(gs). The accuracy will be
the smaller of the two accuracies.
Asymptotic expansion of viscous stresses
In this section we give the asymptotic expansion of the viscous stresses
si(t):
si(tM + Tτ) = 2Gi exp
(−(tM + Tτ)
gi
)∫ tM+Tτ
−∞
exp
(
η
gi
)
∂ξve(η)
∂η
dη,
(A.6)
Equation (A.6) is the product of two functions 2Gi exp
(−(tM+Tτ)
gi
)
and
∫ tM+Tτ
−∞ exp
(
η
gi
)
∂ξve(η)
∂η dη. Its asymptotic expansion is the product
of the asymptotic expansions of these two functions at the neighborhood
of T = 0.
We have :
exp
(−(tM + Tτ)
gi
)
= exp
(−tM
gi
)
− τ
gi
exp
(−tM
gi
)
T +O(T 2). (A.7)
Using Chasles relation we have:∫ tM+Tτ
−∞
exp
(
η
gi
)
∂ξve(η)
∂η
dη =
∫ tM
−∞
exp
(
η
gi
)
∂ξve(η)
∂η
dη
+
∫ tM+Tτ
tM
exp
(
η
gi
)
∂ξve(η)
∂η
dη (A.8)
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Let f and g be the functions defined by the following expressions:
f(tM + Tτ) =
∫ tM+Tτ
tM
exp
(
η
gi
)
∂ξve(η)
∂η
dη, (A.9)
g(tM + Tτ) = exp
(
tM
gi
)(
1 +
T
gi
)
(ξve(tM + Tτ)− ξve(tM )). (A.10)
We can easily demonstrate, using the mean value theorem, that f =
g +O(T 2). Then the asymptotic expansion of f is the same as that for
g and we have:
f(tM + Tτ) = exp
(
tM
gi
)
[(ξve0 (tM + Tτ)− ξve0 (tM ))
+
(
ξve1 (tM + Tτ) +
1
gi
(ξve0 (tM + Tτ)− ξve0 (tM ))
)
T
]
. (A.11)
Then the asymptotic expansion of si(tM + Tτ) is:
si(tM + Tτ) = si0(tM , τ) + si1(tM , τ)T +O(T
2), (A.12)
where si0(tM , τ) and si1(tM , τ) are given by the following expressions:
si0(tM , τ) = si(tM ) + 2Gi (ξ
ve
0 (tM , τ)− ξve0 (tM , τ = 0)) , (A.13)
si1(tM , τ) = 2Giξ
ve
1 (tM , τ)+
2Gi
gi
[
−τ
∫ tM
−∞
exp
(
η
gi
)
ξ˙
ve
(η)dη + (1− τ) (ξve0 (tM , τ)− ξve0 (tM , τ = 0))
]
.
(A.14)

APPENDIXB
Helmholtz free energy
function
B.0.1 Linear VE part
According to the Stone-Weierstrass theorem, every real continuous scalar-
valued or (tensor-valued) functional can be uniformly approximated as
closely as desired by a polynomial in a set of real continuous linear
functionals, and using the Riesz’s representation theorem, these linear
functionals may be further expressed in terms of Stieltjes integrals. This
method was used by [Green and Rivlin, 1959] to give an approximation of
the stress in the form of sums of multiple integrals, and this approxima-
tion was later discussed by [Chacon and Rivlin, 1964]. [Christensen and
Naghdi, 1967] made use of these results to find a suitable representation
for the VE free energy in terms of linear and quadratic functionals of
εij and temperature under non-isothermal conditions. Using the same
methodology, and considering isothermal deformations of a linear VE
solid, we assume that the free energy can be represented as a functional
of εveij in the following manner:
ρψve =
1
2
∫ t
−∞
∫ t
−∞
Gijkl(t− ξ, t− τ)
∂εveij (ξ)
∂ξ
∂εvekl (τ)
∂τ
dξdτ. (B.1)
First, the integral in equation (B.1) is rewritten in the following form:
I(t) =
∫ t
−∞
∫ t
−∞
F (t, ξ, τ)dξdτ. (B.2)
Assuming the continuity and differentiability of the function F , the
derivative of the integral I is:
dI
dt
=
∫ t
−∞
∫ t
−∞
∂F (t, ξ, τ)
∂t
dξdτ +
∫ t
−∞
F (t, ξ, t)dξ +
∫ t
−∞
F (t, t, τ)dτ.
(B.3)
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According to ( [Christensen and Naghdi, 1967]), the integrating function
has the following properties:
Gijkl(ξ, τ) = 0 for ξ < 0, τ < 0,
Gijkl(ξ, τ) = Gjikl(ξ, τ) = Gijlk(ξ, τ),
Gijkl(ξ, τ) = Gklij(τ, ξ),
Gijkl(ξ, τ) = C
ve
ijkl(ξ + τ).
(B.4)
Using the rule in equation (B.3), and the previous properties, the time
derivative of ρψve is:
ρψ˙ve =
(∫ t
−∞
Cveijkl(t− τ)
∂εvekl (τ)
∂τ
dτ
)
ε˙veij
+
1
2
∫ t
−∞
∫ t
−∞
∂
∂t
Cveijkl(2t− ξ − τ)
∂εveij (ξ)
∂ξ
∂εvekl (τ)
∂τ
dξdτ (B.5)
B.0.2 Viscoplastic part
The viscoplastic part of the free energy is defined by:
ρψvp =
∫ r(t)
0
R(ξ)dξ (B.6)
Its derivative is:
ρψ˙vp = Rr˙. (B.7)
B.0.3 Dissipation inequality
Using equations (3.2) and (3.3) and replacing the derivative of ρψ in the
Clausius-Duhem inequality (3.1) under isothermal conditions, we get:(
σij −
∫ t
−∞
Cveijkl(t− τ)
∂εvekl (τ)
∂τ
dτ
)
ε˙veij + σij ε˙
vp
ij
− 1
2
∫ t
−∞
∫ t
−∞
∂
∂t
Cveijkl(2t− ξ − τ)
∂εveij (ξ)
∂ξ
∂εvekl (τ)
∂τ
dξdτ −Rr˙ ≥ 0.
(B.8)
The fact that inequality (B.8) holds for arbitrary transformation implies
that the coefficient of ε˙veij vanishes. Thus:
σij =
∫ t
−∞
Cveijkl(t− τ)
∂εvekl (τ)
∂τ
dτ, (B.9)
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and consequently the Clausius-Duhem inequality requires the dissipation
Φ to be necessarily non-negative:
Φ = σij ε˙
vp
ij −
1
2
∫ t
−∞
∫ t
−∞
∂
∂t
Cveijkl(2t− ξ − τ)
∂εveij (ξ)
∂ξ
∂εvekl (τ)
∂τ
dξdτ
−Rr˙ ≥ 0. (B.10)
The dissipation Φ is decomposed into viscoplastic (Φvp) and viscoelastic
(Φve) components, and each can be required to be non-negative:
Φvp = σij ε˙
vp
ij −Rr˙ ≥ 0. (B.11)
Φve = −1
2
∫ t
−∞
∫ t
−∞
∂
∂t
Cveijkl(2t−ξ−τ)
∂εveij (ξ)
∂ξ
∂εvekl (τ)
∂τ
dξdτ ≥ 0. (B.12)

APPENDIXC
Algorithmic tangent
operator
In this appendix we develop the expression of the zero-order algorithmic
tangent operator Calgo0 , in the case of VE-VP materials. Indeed, con-
trary to EP, a continuum tangent operator relating the zero-order stress
and strain rates, does not exist in rate-dependent VE-VP. However, a
zero-order algorithmic tangent operator Calgo0 relating finite zero-order
stress and strain increments, can be derived by consistent linearization of
the time discretized constitutive equations around the solution at tMn+1
and τ :
Linearization of relations (3.117), (3.115) and (3.116) gives:
δσ0M (tMn+1) = Eˆ : δε0M (tMn+1)− 2Gˆδεvp0 (tMn+1),
δεvp0 (tMn+1) =
(
∂N0
∂σ0
|(tMn+1 ,τ= 12 ): δσ0(tMn+1 , τ =
1
2
)
)
∆p0
+ N0(tMn+1 , τ =
1
2
)δp0(tMn+1),
δp0(tMn+1) = g,σ0
[
N0(tMn+1 , τ =
1
2
) : δσ0(tMn+1 , τ =
1
2
)
]
∆tM
+
[
g,p0δp0(tMn+1) + g,ε0 : δε0(tMn+1 , τ =
1
2
)
]
∆tM .
(C.1)
Where: g,σ0 ≡ ∂gv∂σ0eq ; g,p0 ≡
∂gv
∂p0
; g,ε0 ≡ 1∆tM
∂gv
∂ε˙0
.
Combining equation (C.1, a) with (C.1, b) leads to:
δσ0M (tMn+1) = Eˆ : δε0M (tMn+1)− 2Gˆ
[
N0(tMn+1 , τ =
1
2
)δp0(tMn+1)
+
(
∂N0
∂σ0
|(tMn+1 ,τ= 12 ): δσ0M (tMn+1)
)
∆p0
]
. (C.2)
Based on the flow rule equation (3.22), the zeroth-order of the second-
order tensor N at tMn+1 and τ =
1
2 is:
N0(tMn+1 , τ =
1
2
) =
3
2
s0(tMn+1 , τ =
1
2)
σ0eq(tMn+1 , τ =
1
2)
. (C.3)
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After some mathematical developments, we have:
∂N0
∂σ0
|(tMn+1 ,τ= 12 )=
1
σ0eq(tMn+1 , τ =
1
2)
×(
3
2
Idev −N0(tMn+1 , τ =
1
2
)⊗N0(tMn+1 , τ =
1
2
)
)
. (C.4)
From which it is deduced that:
N0 :
∂N0
∂σ0
|(tMn+1 ,τ= 12 )= 0. (C.5)
and
∂N0
∂σ0
:
∂N0
∂σ0
|(tMn+1 ,τ= 12 )=
3
2σ0eq(tMn+1 , τ =
1
2)
∂N0
∂σ0
|(tMn+1 ,τ= 12 ) .
(C.6)
Hence, if one permultiplies equation (C.2) by N0(tMn+1 , τ =
1
2), the
following relation holds:
N0(tMn+1 , τ =
1
2
) : δσ0M (tMn+1) = N0(tMn+1 , τ =
1
2
) : Eˆ : δε0M (tMn+1)
− 3Gˆδp0(tMn+1). (C.7)
Rewriting equation (C.1. c) using equation (C.7) leads to:
δp0(tMn+1) =
[
g,σ0
(
N0(tMn+1 , τ =
1
2
) : Eˆ : δε0M (tMn+1)− 3Gˆδp0
)
+g,σ0
(
N0(tMn+1 , τ =
1
2
) : δσ˜0(tMn+1 , τ =
1
2
)
)
+ g,p0δp0(tMn+1)
+g,ε0 : δε0(tMn+1 , τ =
1
2
)
]
∆tM . (C.8)
Which implies that:
δp0(tMn+1) =
1
hv
[(
N0(tMn+1 , τ =
1
2
) : Eˆ +
g,ε0
g,σ0
)
: δε0M (tMn+1)
+N0(tMn+1 , τ =
1
2
) : δσ˜0(tMn+1) +
g,ε0
g,σ0
: δε˜0(tMn+1 , τ =
1
2
)
]
, (C.9)
where the denominator hv is defined by this expression:
hv ≡ 1
∆tMg,σ0
+ 3Gˆ− g,p0
g,σ0
. (C.10)
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Substituting the latter expression of δp0 into equation (C.2) leads to:
δσ0M (tMn+1) = Eˆ : δε
M
0 (tMn+1)− 2Gˆ
[
1
hv
N0(tMn+1 , τ =
1
2
)⊗((
N0(tMn+1 , τ =
1
2
) : Eˆ +
g,ε0
g,σ0
)
: δε0M (tMn+1)
+N0(tMn+1 , τ =
1
2
) : δσ˜0(tMn+1 , τ =
1
2
) +
g,ε0
g,σ0
: δε˜0(tMn+1 , τ =
1
2
)
)
+
(
∂N0
∂σ0
|(tMn+1 ,τ= 12 ): δσ0M (tMn+1)
)
∆p0
]
. (C.11)
Using equation (3.101), we have:
δσ˜0(tMn+1 , τ =
1
2
) = Eˆ : δε˜0(tMn+1 , τ =
1
2
) (C.12)
Finally, the consistent or algorithmic tangent operator is found to be:
Calgo0 ≡
[
I + 2Gˆ∆p0
∂N0
∂σ0
|(tMn+1 ,τ= 12 )
]−1
:[(
I− 2Gˆ
hv
N0(tMn+1 , τ =
1
2
)⊗N0(tMn+1 , τ =
1
2
)
)
:
Eˆ− 2Gˆ
hvg,σ0
N0(tMn+1 , τ =
1
2
)⊗ g,ε0
]
. (C.13)
Making use of equation (C.4), one may check that:[
I + 2Gˆ∆p0
∂N0
∂σ0
|(tMn+1 ,τ= 12 )
]−1
=
I− 2Gˆ σ0eq(tMn+1 , τ =
1
2)∆p0
σ0eq(tMn+1 , τ =
1
2) + 3Gˆ∆p0
∂N0
∂σ0
|(tMn+1 ,τ= 12 ) (C.14)
Hence, one finally gets:
Calgo0 = Eˆ−
(2Gˆ)2
hv
N0(tMn+1 , τ =
1
2
)⊗N0(tMn+1 , τ =
1
2
)
− 2Gˆ
hvg,σ0
N0(tMn+1 , τ =
1
2
)⊗ g,ε0
− (2Gˆ)2 σ0eq(tMn+1 , τ =
1
2)∆p0
σ0eq(tMn+1 , τ =
1
2) + 3Gˆ∆p0
∂N0
∂σ0
|(tMn+1 ,τ= 12 ) . (C.15)
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