Abstract. We propose a prox-type method with efficiency estimate O( −1 ) for approximating saddle points of convex-concave C 1,1 functions and solutions of variational inequalities with monotone Lipschitz continuous operators. Application examples include matrix games, eigenvalue minimization and computing Lovasz capacity number of a graph and are illustrated by numerical experiments with large-scale matrix games and Lovasz capacity problems.
1. Introduction. This paper is inspired by recent paper of Nesterov [13] where a new method for minimizing a nonsmooth Lipschitz continuous function f over a convex compact finite-dimensional set X is proposed. The characteristic feature of Nesterov's method is that under favourable circumstances it exhibits (nearly) dimensionindependent O(1/t)-rate of convergence: f (x t ) − min X f ≤ O (1/t) , where x t is the approximate solution built after t iterations. This is in sharp contrast with the results of Information-Based Complexity Theory which state in particular (see [11] ) that for a "black-box-oriented" method (one which operates with the values and subgradients of f only, without access to the "structure" of the objective), the number of function's evaluations required to build an -solution when minimizing a Lipschitz continuous, with constant 1, function over an n-dimensional unit Euclidean ball, cannot be less than O(1/ 2 ), provided that n ≥ 1/ 2 . The explanation of the arising "contradiction" is that Nesterov's method is not black-box-oriented; specifically, it is assumed that the objective function f is given as a cost function of the first player in a specific convex-concave game:
φ(x, y), φ(x, y) = g(x) + x
T Ay + h T y, (1.1) where Y is a convex compact set and g is a C 1,1 (i.e., with Lipschitz continuous gradient) convex function on X 1) . When solving the problem, we are given the structure of the objective, specifically, know X and Y , and are able (a) to compute the value and the gradient of g at a point, and (b) to multiply a vector by A and A T . The result of Nesterov states that if X and Y are simple enough (e.g., are unit Euclidean balls), then it is possible to minimize the objective (1.1) with accuracy in O (1) L A steps, with single computation of g, g , two matrix-vector multiplications (one by A and one by A T ) and O(dim X + dim Y ) additional arithmetic operations per step; here L is the Lipschitz constant of g with respect to the standard Euclidean * Faculty of Industrial Engineering and Management, Technion -Israel Institute of Technology, Technion City, Haifa 32000, Israel (nemirovs@ie.technion.ac.il) 1) In fact, Nesterov allows to replace the linear in y component h T y with an arbitrary concave function h(y); this, however, makes no difference, since the redefinition y ← y + = (y, t), Y ← Y + = {(y, t) : min y ∈Y
h(y ) ≤ t ≤ h(y)} allows to make h(·) linear.
norm, and A is the standard matrix norm of A. Nesterov's method is based on smoothing -approximating f by a function with Lipschitz continuous gradient (the possibility of "computationally cheap" smoothing is given by representation (1.1)) and minimizing the approximation by a method with the rate of convergence O(1/t 2 ). In this paper, we propose another method for convex optimization with nearly dimension-independent, under favourable circumstances, O(1/t)-rate of convergence. Our "favourable circumstances" are essentially the same as in [13] , specifically, we assume that the objective function is given as the cost function of the first player in a game:
f (x) = max y∈Y φ(x, y) (1.2) with C 1,1 convex-concave function φ; besides, both X and Y , same as in Nesterov's construction, should be "simple enough" convex compact sets. In spite of similarity in the setup and in the resulting complexity bound, our method is completely different from the one of Nesterov: instead of using smoothing and advanced techniques for minimizing C 1,1 functions, we directly apply to the underlying saddle point problem a simple prox-type method. Specifically, we reduce the problem of minimizing objective (1.2), i.e., the problem of approximating a saddle point of φ on X × Y , to solving the associated variational inequality (v.i.): Note that since φ is convex-concave and C 1,1 , the operator Φ is monotone and Lipschitz continuous:
where · is a norm and · * is the conjugate norm. We solve (1.3) by a prox-method:
where the "stepsize" γ is positive and ω(z) is a C 1 strongly convex function on Z:
It is easily seen that the prox-method converges ergodically to the set of solutions of
note that (1.5) even does not exploit the fact that Φ is Lipschitz continuous. The rate of convergence in (1.5 ) is exactly what we are looking for; the difficulty, however, is that method (1.4) is "conceptual" rather than implementable: a step requires solving a nontrivial variational inequality. Our central observation is that in the case of Lipschitz continuous Φ, a step of the prox-method is easily implementable, provided that the stepsize γ is chosen properly. Specifically, when γ ≤
, the proxmapping
z − z for all z, z ∈ Z, and z t as given by (1.4) is exactly the fixed point of this contraction. It follows that with a properly chosen stepsize, the prox-method becomes implementable: for all computational purposes, its step requires a small number of fixed point iterations z → P t (z), i.e., a small number (in fact, just two!) of computations of Φ(·) and solvings auxiliary problems of the form
As a result, one can approximate within accuracy a saddle point of a C 1,1 convexconcave function (or, more generally, a solution to a v.i. with monotone Lipschitz continuous operator) at the cost (# of computations of the associated monotone operator and solvings auxiliary problems (1.6)) which is inverse proportional to .
Note that both "building blocks" of our construction -the ergodic convergence properties of a prox-method (see [3, 10, 12, 4, 6, 16] and references therein) and the contraction properties of the prox-mapping -seem to be well-studied. Surprisingly, the aforementioned complexity result, to the best of our knowledge, is new even in the standard Euclidean case (the one where ω(z) = 1 2 z, z ). In this case, our scheme results in the extragradient method
was proposed, from a different perspective, by G. Korpelevich as early as in 1976, see [7, 8] ; here again the efficiency estimate O(1/t) for the ergodic version
seems to be new. The rest of the paper is organized as follows. In Section 2 we formulate the problem of interest -a variational inequality with Lipschitz continuous monotone operator -and investigate the possibility to solve the problem by a "conceptual" prox-method. In Section 3 we present "implementable" versions of the method and carry out the complexity analysis of the resulting algorithms. In Section 4, we present some extensions and modifications of the method. In Section 5, we discuss a number of generic applications of our algorithms, specifically, solving matrix games, eigenvalue minimization and computing Lovasz capacity number of a graph. In particular, we demonstrate that our techniques allow to compute the Lovasz capacity number Θ of an n-node graph within accuracy Θ, ∈ (0, 1], in no more than O(n 4 −1 ln(n) ln(n/ )) arithmetic operations 2) . In concluding Section 6, we present encouraging numerical results for matrix games with sparse matrices of sizes varying to 20,000×20,000 and for Lovasz capacity problems on random and Hamming graphs (the largest graph we consider has 1024 nodes and 197120 arcs).
2. The problem and the conceptual prox-method.
2) Note that if both the graph and its complement have O(n 2 ) arcs, then the arithmetic cost of a single iteration of an interior point method as applied to computing Lovasz capacity is O(n 6 ).
2.1. The problem. Let Z be a convex compact set in Euclidean space E with inner product ·, · , · be a norm on E (not necessarily the one associated with the inner product), and F : Z → E be a Lipschitz continuous monotone mapping:
where · * is the norm conjugate to · :
We are interested to approximate a solution to the variational inequality (v.i.) associated with Z, F , i.e., a point z * ∈ Z such that
(note that since F is single-valued and continuous on Z, the latter relation is equivalent to F (z * ), z − z * ≥ 0 for all z ∈ Z, which is the standard definition of a (strong) solution to the v.i. associated with Z, F ).
2.2. Prox-mapping -preliminaries. Let us fix a continuously differentiable function ω(z) : Z → R which is strongly convex:
and is such that one can easily solve problems of the form
Let also
be the Legendre transformation of ω Z , and let
Let us fix γ > 0. Given γ and z ∈ Z, let us define the prox-mapping
At least the first statement of the following Lemma is well-known:
Lemma 2.1. The mapping P z is Lipschitz continuous, specifically,
Besides this,
Setting u = w in (2.6) and u = v in (2.7), we get
and (2.4) follows.
To prove (2.5), let v = P z (ξ). We have
(we have used (2.6)), as required in (2.5).
The prox-method.
The prox-method with general prox-term ("with Bregman distances") for convex minimization and solving variational inequalities was investigated in many papers (see [4, 16, 6 ] and references therein). As applied to the v.i. associated with Z, F , the (slightly modified, see below) method in its conceptual form is as follows:
Initialization. Choose starting point z 0 ∈ Z.
Step t, t = 1, 2, ...: Given z t−1 , check whether
If it is the case, claim that z t−1 is the solution to the variational inequality associated with Z, F and terminate. Otherwise choose γ t > 0 and a point w t ∈ Z such that
γ τ w τ and pass to step t + 1. Note: z t is the approximate solution built in course of t steps.
Note that the standard way to ensure (2.9) is to define w t as the solution to the v.i. with the monotone operator
, which, as it is immediately seen, results in w t = P z t−1 (γ t F (w t )) and thus makes the left hand side in (2.9) nonpositive. The resulting procedure takes the form
and this is exactly what is called "prox-method with Bregman distances" and what is considered in the aforementioned references (primarily in the case when F is the (sub)gradient mapping generated by a convex function). Note that rule (2.10) is not "directly implementable", since it requires to solve a non-trivial v.i., and thus the "standard" prox-method is conceptual only, same as the above "algorithm".
The convergence properties of CPM are summarized in the following statement (which is very similar to numerous results on ergodic convergence of gradient-type algorithms for convex minimization and v.i.'s with monotone operators, see, e.g., [3, 10, 11, 12, 16] 
Proposition 2.2. Consider a "relaxed" version of CPM, where condition (2.9) is weakened to 
12) (ii) If the relaxed algorithm does not terminate in course of N steps, then
If, in addition, the variational inequality in question is associated with a convexconcave saddle point problem, i.e.,
14)
To prove (ii), observe that z t = P z t−1 (γ t F (w t )), whence for every u ∈ Z and every t ≤ N one has
. Thus,
Summing up the resulting inequalities over t = 1, ..., N , we get
Now, to get (2.13), note that by monotonicity of F one has
and thus (2.16) implies that
as required in (2.13). Now assume that the variational inequality in question comes from convex-concave saddle point problem. Setting
γ τ , (2.16) gives the first inequality in the following computation (where z t = (x t , y t ) is the trajectory of the method and
[since f is convex in x and concave in y]
The resulting inequality is valid for all x ∈ X, y ∈ Y , whence 
3. From conceptual method to implementable algorithm. Our main observation is extremely simple: ( * ) Let F satisfy (2.1), and let γ ≤ α √ 2L
. Then, for every z ∈ Z, the mapping
Indeed, the mapping in question is the superposition of the Lipschitz continuous, with constant γL, mapping w → γF (w) : (Z, · ) → (E, · * ) (see (2.1)) and Lipschitz continuous with constant α −1 (by Lemma 2.1)
Observation ( * ) suggests the following implementation of step t in the conceptual prox-method:
build, starting with w t,0 ≡ z t−1 , the iterates
is met, let it happen when s = s t , and set
Note that with the Basic implementation, we do ensure (2.11) with t = 0 (this requirement is nothing but (3.4)). On the other hand, the sequence
rapidly converges to the fixed point of the mapping P γ z t−1 :
We are in the situation when z t−1 ≡ w t,0 is not a fixed point of P 1 z t−1 , whence, as it is immediately seen, w t,0 is not a fixed point of the mapping P γ zt−1 ; it follows that the first term in the left hand side of (3.4) rapidly converges to zero (as a geometric progression with the ratio 1/2), while the second term, as it is immediately seen, is at least
2 . Thus, (!) For all computational purposes, the number of "inner iterations" (3.3) at a step t in the Basic implementation of the prox-method can be treated as a moderate constant C, while the number N ( ) of steps sufficient to make the right hand side in (2.13), (2.14) ≤ can be bounded from above as
We are about to prove that in fact the number of "inner iterations" can be made as small as 2. Note that in the first version of the paper and in the underlying preprint, this possibility of "two-step implementation" was established only for the case of C 1,1 function ω(·); since then, inspired by the latest related results of Yu. Nesterov [14] , we succeeded to extend this result onto the general case.
Lemma 3.1. Let a nonempty set U ⊂ Z be convex and closed, and let z ∈ Z. Let ξ, η be two points from E, and let γ > 0. Consider the points
Proof. (3.7.a): The verification is completely similar to the one of (2.4) (which is nothing but the particular case of (3.7.a) corresponding to the case U = Z). For all u ∈ U one has
Applying (3.8.a) with u = z + and (3.8.b) with u = w, we get
Summing up these inequalities, we get
and we arrive at (3.7.a).
as required in (3.7.c).
(3.7.d): For u ∈ U we have
where the concluding inequality is given by (3.7.a) and by strong convexity of ω(·). 
while the "computational price" of z N does not exceed 2N computations of F (·) and solving 2N auxiliary problems (1.6) .
Proof. Let (2.1) be the case. All we need to verify is that if, for a given t, (3.4) is not met with s t = 1, it definitely is met with s t = 2. Indeed, let us set z = z t−1 , ξ = F (z), w = w t,1 , η = F (w), z + = w t,2 and γ = γ t ; let also U = Z. Comparing the description of Basic Implementation and (3.6), we see that our (z, w, z + , γ, U ) are exactly as required by premise of Lemma 3.1, so that by this Lemma we have
The concluding quantity in this chain, by (2.1),
, which is just zero by (3.2). Thus, condition (3.4) indeed is met after at most 2 inner iterations.
Extensions.
The case of non-Lipschitzean monotone operator. In fact, we can handle monotone operators of various degrees of continuity:
Theorem 4.1. Assume that F is monotone and satisfies the relation
where L < ∞ and σ ∈ [0, 1]. Note that the case of σ = 0 corresponds to bounded monotone operator.
Consider algorithm
with the stepsizes
and the following rule for generating approximate solutions:
Then for every N one has
with an absolute constant O(1). In the saddle point case, (z N ) in this bound can be replaced with f (z N ). Proof. Applying Lemma 3.1 with U = Z, we conclude that Algorithm (4.2) guarantees (2.11) with
and it is immediately seen that in the case of (4.3), the latter quantity is ≤
t . Applying (2.13) to the segment of iterations from N/2 to N , we get
.
"Bundle" version of Algorithm (4.2). In this version, one keeps in memory and utilizes not only the latest value of F , but past values as well. The algorithm is as follows:
A) At the beginning of step t we have in our disposal previous iterates z 0 , z 1 , ..., z t−1 w 1 , w 2 , ..., w t−1 (the set of all these iterates is denoted by W t−1 ) along with a set
which intersects the relative interior of Z. Here h t−1 j (·) are combinations, with nonnegative coefficients, of the affine functions
B) At step t, we set
Recalling the structure of U t−1 , there exist nonnegative weights {λ
We compute the weights {λ
choose U t in accordance with the above restrictions and pass to step t + 1.
D) The approximate solution z t obtained in course of t steps is
Theorem 4.2. Let F be monotone. For the outlined algorithm, one has
In particular, if F satisfies (4.1) and γ t are chosen according to (4.3), bound (4.9) becomes
(4.10)
In the case when F comes from a game with convex-concave cost function f (x, y), the error measure (·) in the above bounds can be replaced with f (·).
Proof. Error bound (4.9) can be derived from (4.7) exactly in the same fashion as the error bounds in Proposition 2.2 were derived from (2.15). Relation χ ≤ 1 follows from Γ t ≥ γ t (see (4.8) and note that λ t v ≥ 0). Same as in the proof of Theorem 4.1, in the case of (4.1), (4.3) we have
, and therefore (4.9) implies (4.10). Note that the bundle version of Algorithm (4.2) is more computationally demanding than its prototype; as a compensation, it has a better theoretical efficiency estimate (since χ ≤ 1).
Examples.
We are about to list a number of interesting particular cases of the above construction. 
where
The efficiency estimates (3.9), (3.10) become, respectively,
Note that in order for the method to be implementable, the projector Π Z (·) onto Z should be easy to compute, that is, Z should be "simple", like Euclidean ball, a box, the standard simplex ∆ n = {x ∈ R n : x ≥ 0, x = 1}. A less trivial example is "matrix box" defined as follows:
.., m, equipped with the Frobenius inner product
x, y = Tr(xy);
.., m}, where |u| ∞ is the usual spectral norm (i.e., the maximal singular value) of a matrix. Method (5.1.a − b) is nothing but the extragradient method for variational inequalities proposed by G. Korpelevich in 1976, (see [7, 8] ; for recent results, see [15] and references therein); in particular, she proved the convergence of z t to a solution of the VI. Bounds (5.2) for the ergodic version of this method are, to the best of our knowledge, new.
Note that the rate of convergence exhibited by the prox-method is, in a sense, optimal. Specifically, given D, L > 0, consider the case when Z is the direct product of two n-dimensional Euclidean balls X, Y of radii D and f (x, y) = y T (Ax − b) for a symmetric operator A with operator norm not exceeding L, and b is such that the operator equation Ax = b has a solution in X. The corresponding saddle point problem max y∈Y f (x, y) = D Ax − b 2 is associated with an affine Lipschitz continuous, with constant L with respect to · = · 2 , monotone operator. Let B be an arbitrary "first order" method for solving saddle point problems of the outlined type, i.e., a method which is given b, X, Y in advance, while having no direct access to A; however, B has an access to an "oracle" which, given on input a vector x, returns the vector Ax. It turns out [9] that whenever N ≤ 1 4 n and B is a first order method which is allowed to make no more than N calls to the oracle, there is a problem in the family such that the result z obtained by B as applied to the problem satisfies the relations (z) ≥ O(1)
Thus, when Z is the direct product of two n-dimensional Euclidean balls and the dimension is large (n > N ), bounds (5.2) cannot be improved by more than an absolute constant factor.
Spectahedron setup. In this case,
• 
It is known (see, e.g., [2] ) that for the Spectahedron setup one has
so that the efficiency estimates (2.13), (2.14) for the Basic implementation become, respectively,
where L is an a priori upper bound on the "1, ∞" Lipschitz constant
of the operator F . Note that basically the only computation at a step of our prox-method, aside of computing F at a point, is computing P z (ξ) for given z and ξ, that is, solving the optimization problem of the form
It is easily seen that solving the latter problem reduces to 1) computing the eigenvalue decompositions
2) finding the solution ξ * to the problem
3) recovering the optimal solution z * to (5.6) as z
is the closest to s ij (λ) point in the segment [0, a i ], and λ * is the root of the equation exp{−π rs } .
3)
We see that the only "nontrivial" operation in solving (5.6) is 1). This operation is "numerically tractable", when the sizes d i of blocks in z ∈ Z are within few hundreds, and is easy, when these sizes are small integers; in particular, with
Mixed setups. In some applications (e.g., in those we are about to consider), E is the direct product of Euclidean spaces E k , k = 1, ..., K, Z is the direct product of "standard" sets Z k ⊂ E k (simplexes, boxes, spectahedrons,...), and we know what are "good setup parameters" ω k (·), · k for every one of the factors; the question is how to "assemble" these entities into a "reasonably good" setup for a variational inequality on Z = Z 1 × ... × Z K . When answering this question, we assume that we know the quantities Θ k = Θ[ω k ], the parameters α k of strong convexity of ω k (·) Z k w.r.t. · k , and upper bounds L pq on "partial Lipschitz constants"
of the monotone operator F in question. Here u p is the natural projection of u on E p , and · * k is the norm on E k which is conjugate to · k . To simplify our considerations, assume that L pq = L qp 4) . Let us look at "assemblings" of the form
where µ k > 0, γ k > 0 are parameters of the construction. Note that auxiliary problems (1.6) associated with Z = Z 1 × ... × Z K and ω(·) given by (5.9) are easy, provided that this is the case for similar problems associated with every pair Z k , ω k (·). Further, we can easily express the (natural bounds on the) quantities Θ[ω], α, and L (the 
with the latter choice of ω, computing P z (·) would always require a bisection to solve the corresponding version of (5.8).
4) Note that in the saddle point case (Z = X × Y , Z k are direct factors in either X, or Y , and
Lipschitz constant L of F w.r.t. · ) in terms of µ, γ; a straightforward computation demonstrates that
Now, what matters for the complexity bound of our method, the setup being given by ω(·), · , is the quantity α −1 ΘL (the less it is, the better), and it is natural to look for the assembling which results in the smallest possible upper bound α −1 Θ L on this quantity. This problem can be easily solved; an optimal solution is given by (5.9) with the parameters γ k , µ k given by
For the resulting assembling, one has
By Theorem 3.2, the efficiency estimate for the resulting algorithm is 
|A ij |. Applying (5.4), (5.13), we see that the algorithm yielded by the mixed setup obeys the efficiency estimate
(recall that we treat the entropy regularization parameter δ as an absolute constant). In the Basic implementation of the resulting method, effort per step is dominated by two computations of F (·), that is, by 4 matrix-vector multiplications (two -by A and two -by A T ).
5) The fact that (5.11) implies that α = Θ = 1 follows immediately from (5.10). To verify that 
, we see that the algorithm yielded by the mixed setup obeys the efficiency estimate
In the Basic implementation of the resulting method, effort per step is dominated by two computations of F (·) and by two eigenvalue decompositions of matrices from S (d1,...,dm) . Example 3. Computing Lovasz capacity. The Lovasz capacity number ϑ of a graph with vertices 1, ..., n and an m-element set of arcs V is, by definition, the optimal value in the optimization problem Consequently, we can approximate ϑ by our prox-method as applied to the (variational inequality associated with the) saddle point problem (5.17). Equipping X µ with Euclidean setup, and Σ n with the Spectahedron one, we have
2 , where m is the number of arcs in the graph, and
is the Lipschitz constant of the mapping x → x considered as the mapping from (
, that is, L 12 = L 21 = 1. Applying (5.4), (5.13), we see that the algorithm yielded by the mixed setup obeys the efficiency estimate
For Basic implementation, the effort per step is dominated by the necessity to find eigenvalue decompositions of two matrices from S n , which requires O(n 3 ) operations. Note that f (x N , y N ) is the difference of the quantities max
(which is an upper bound on ϑ) and the easily computable quantity min
x]y N ) (which is a lower bound on ϑ). Computing these bounds, we localize the Lovasz capacity ϑ in a segment of the length f (x N , y N ). We always can take µ = n; with this choice, bound (5.18) implies that in order to approximate ϑ within absolute accuracy , it suffices to run O n m ln(n) with those for Interior Point methods: for an n-node graph with no specific structure and the number arcs in both the graph and its complement of order of n 2 , the arithmetic cost of a single iteration in an IP method is O(n 6 ) 6) . Thus, when approximating Lovasz capacity with fixed absolute (relative) accuracy, the prox method outperforms the IP ones by factors of order of O n/ √ ln n , (respectively, O n 2 / √ ln n ).
In the examples above, we have dealt with optimization problems which can be reformulated as saddle point problems for bi-affine functions. An application which goes beyond this specific situation is minimization of the maximum of smooth (with Lipschitz continuous gradients) convex functions. Indeed, the problem
is nothing but the saddle point problem 
The numerical results are presented in Table 1 . We see that qualitatively speaking, the actual performance of the algorithm obeys the complexity bound (6.1) (see the values of the products #F · ). At the same time, the "empirical" constants C in the bound f (x t , y t ) ≈ C t are essentially better than the constant 16 ln(2p) in (6.1); moreover, these constants seem to decrease as p grows. This phenomenon is in full accordance with surprisingly nice behaviour of our simple on-line adjustment of the stepsizes: the "theoretically safe" value of them is about 0.125, while the averaged, over t, empirical value varies from ≈ 3 for the smallest example to ≈ 400 for the largest one. Note that even those "large" values of γ t still allow to keep the average number of computations of F per step well below 3. Of course, we do not pretend to consider our experiments as conclusive -the nice picture we observe perhaps reflects specific features of randomly generated game problems.
Computing Lovasz capacity. In order to work with "meaningful" upper bound µ on ϑ, the execution was split into subsequent stages. At every stage, we applied the method to the saddle point problem (5.17) with the upper bound on the Lovasz capacity ϑ, coming from the previous stage, in the role of µ (at the very first stage, µ was set to the number n of nodes). A stage was terminated when the current upper bound on ϑ became < µ/2. It is easily seen that with this implementation of the prox-method, the total number of steps to approximate ϑ within relative accuracy is, up to logarithmic factors, O (1) Running the method, we computed the outlined upper and lower bounds on ϑ given by iterates (x t , y t ) and approximate solutions (x t , y t ), thus getting current "best observed" bounds. Computations were terminated when the difference between the "best observed so far" upper and lower bounds on ϑ became < 1. We have run the method on 6 randomly generated graphs and 6 Hamming graphs; the results are presented in Tables 2, 3 . 
