ABSTRACT. We prove a super-rigidity result for algebraic representations over complete fields of irreducible lattices in products of groups and lattices with dense commensurator groups. We derive some criteria for non-linearity of such groups.
INTRODUCTION
In this work we consider products of locally compact second countable groups (hereafter lcsc groups) and their lattices.
Definition 1.1. Let T = T 1 × T 2 × · · · × T n be a product of lcsc groups and denote by π i : T → T i the projections. A discrete subgroup Γ < T is said to be a lattice with dense projections in T if T/Γ admits a finite T-invariant measure and for every i, π i (Γ) is dense in T i (this last condition is equivalent to the ergodicity of ker(π i ) on T/Γ).
The following theorem extends the classical Super-Rigidity Theorem of Margulis, [19, Chapter VII, Theorem (5.6)].
Theorem 1.2 (Super-Rigidity for lattices in products).

Let T = T 1 × T 2 × · · · × T n be a product of lcsc groups, and let Γ < T be a lattice with dense projections. Let k be a field with an absolute value. Assume that as a metric space k is complete. Let G be the k-points of a connected, adjoint, k-simple algebraic group. Let ρ : Γ → G be a homomorphism. Assume ρ(Γ) is Zariski dense and unbounded in G.
Then there exists for some i ∈ {1, . . . , n} a continuous homomorphismρ i : T i → G such thatρ =ρ i • π i is the unique continuous homomorphism from T to G satisfying ρ =ρ| Γ .
The proof of Theorem 1.2 will be given in §6. Similar Super-Rigidity theorems for lattices in products were given by Monod [20] and Gelander-KarlssonMargulis [14] under the further assumption that Γ < T is cocompact (or satisfies a non-trivial integrability condition) and by Caprace-Monod [11, Theorems 5.1, 5.6] under a finite generation assumption on Γ (note also that the first two references consider a wider class of possible targets). No integrability or finite generation assumptions are forced on Γ in Theorem 1.2. This is a hint that the above theorem could be generalized to the setting of a cocycle, which is indeed the case. However, we choose not to elaborate on this point here.
A nice application of the theory of lattices in products is given by Caprace and Monod in the following Lemma. Furthermore, if Λ is assumed to be finitely generated, the class of fields considered in the target of ψ could be taken to be the class of local fields and then the image φ(Γ) is solvable by finite.
Under stronger assumptions we get a stronger result. 
. , n a totally disconnected lcsc group T i in which for every proper closed non-trivial subgroup the quotient group is amenable. Let T = T 1 × T 2 × · · · × T n and let Γ < T be a lattice with dense projections such that for each i, π i | Γ is injective (and dense in T i ). Assume that T 1 is non-amenable and for every continuous homomorphism ψ : T 1 → GL d (k), where k is a complete field with an absolute value and d is an integer, the closure of the image, ψ(T 1 ), is amenable. Then for every integer d, field K and linear representation φ : Γ → GL d (K), the image φ(Γ) solvable by locally finite. Furthermore, if Γ is assumed to be finitely generated, the class of fields considered in the target of ψ could be taken to be the class of local fields and then the image φ(Γ) is solvable by finite.
The proofs of the above three theorems will be given in §8. In their proofs we will use new linearity criteria, namely Theorem 7.1 and Corollary 7.2, which are of independent interest. These will be proven in §7.
Note that these three theorems could be further strengthened if we assume that Γ has property (T), or that we are in a situation corresponding to the setting of [4, Theorem 1.1], where one can deduce further that the image of Γ is finite in any linear representation. We refer our reader to [21] where such a theorem is proven, along with a very nice converse: under certain natural assumptions on a finitely generated lattice in a product, the only way it could have a linear representation with an infinite image is that it is an arithmetic lattice to begin with. For a similar conclusion (in characteristic 0) with no finite generation assumption, see [6, Theorem 4.5].
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ALGEBRAIC VARIETIES AS POLISH SPACES
In this section we fix a field k with an absolute value | · | as defined and discussed in [13] . We assume that the absolute value is non-trivial and that (k, | · |)
is complete (as a metric space) and separable (in the sense of having a countable dense subset). The theory of manifolds over such fields is developed in [24, Part II, Chapter I]. We also fix a k-algebraic group G. We will discuss the category of k-G-varieties. A k-G-variety is a k-variety endowed with an algebraic action of G which is defined over k. A morphism of such varieties is a k-morphism which commutes with the G-action. By a k-coset variety we mean a variety of the form G/H for some k-algebraic subgroup H < G (see [8, Theorem 6.8 
]).
Each k-G-variety gives rise to a topological space: V = V(k) endowed with its (k, | · |)-topology. Topological notions, unless otherwise said, will always refer to this topology. In particular G = G(k) is a topological group.
Recall that a topological space is called Polish if it is separable and completely metrizable. For a good survey on the subject we recommend [17] . We mention that the class of Polish spaces is closed under countable disjoint unions and countable products. A G δ subset of a Polish spaces is Polish so, in particular, a locally closed subset of a Polish space is Polish. Proof. Since k is complete and separable it is Polish and so is the affine space A n (k) ≃ k n . The set of k-points of a k-affine variety is closed in the k-points of the affine space, hence it is a Polish subspace. It follows that the set of k-points of any k-variety is a Polish space, as this space is a Hausdorff space which admits a finite open covering by Polish open sets -the k-points of its k-affine charts.
The fact that the G orbits in V are locally closed is proven in the appendix of [7] . Note that in [7] the statement is claimed only for non-archimedean local fields, but the proof is actually correct for any field with a complete non-trivial absolute value, which is the setting of [24, Part II, Chapter III] on which [7] relies.
For v ∈ V the orbit Gv is a k-subvariety of V by [8, Proposition 6.7 ]. The stabilizer H < G is defined over k by [8, Proposition 1.7] and we get an orbit map which is defined over k by [8, Theorem 6.8] . Clearly H is the stabilizer of v in G and the orbit map restricts to a continuous map from G/H onto Gv. Since Gv is a Polish subset of V, as it is locally closed, we conclude by Effros theorem that the latter map is a homeomorphism.
ERGODIC THEORETICAL PRELIMINARIES
In this section we review some notions and facts from Ergodic Theory. Recall that a standard Borel space is a measurable space which is isomorphic as such to In fact [16] shows that there exists a space Y which is amenable and doubly metrically ergodic. With a slight restriction, this was first proven in [10] . A slightly stronger theorem is proven in [5, Theorem 2.7] , but we will not discuss these extensions here.
On the proof of Theorem 3.3. In [16] the weaker statement that every group possesses a strong boundary in the sense of [10] is proven, but the same proof actually proves Theorem 3.3, as explained in [15, Remark 4.3] . Proof. The fact that Y is Γ-amenable follows from [25, 4.3.5] . To show that Y is Γ-metrically ergodic, we fix a measurable map φ : Y → V, where (V, d) is a metric space on which Γ acts isometrically, and argue to show that it is essentially constant. We consider the space L 0 (S, V) Γ consisting of Lebesgue maps which are Γ-equivariant with respect to the left action of
) is a Γ-invariant function on S, thus gives a well define function on Γ\S. Using this observation, we define on
It is easy to check that S acts continuously and isometrically on (L 0 (S, V) Γ , D) (via its right regular action on the domain) and that the map Proof.
sponding space of sections. We view these spaces as a convex compact bundle over Y 1 (using the obvious weak*-topology) and denote
The right hand side is non-empty by our amenability assumptions, hence so is the left hand side. Let V be an S-metric space and φ : Y → V an S-equivariant Lebesgue map. For a.e. y 1 ∈ Y 1 , φ {y 1 }×Y 2 is defined by Fubini, and it is essentially constant, as Y 2 is S 2 metrically ergodic. Thus φ is reduced to a map φ ′ : Y 1 → V which is again essentially constant, as Y 1 is S 1 -metrically ergodic. Thus φ is essentially constant.
Lemma 3.7. Let S be a lcsc group and X, Y be S-Lebesgue spaces. Assume the action on X is ergodic and probability measure preserving and the action on Y is metrically ergodic. Then the diagonal S-action on
. F is easily checked to be S-equivariant. The image of F must be S-invariant, by the metric ergodicity of Y, as the S-action on L 2 (X) is continuous. By ergodicity of X this image is a constant function, thus f is constant.
Lemma 3.8. Given lcsc groups S 1 , S 2 and a lattice with dense projections
Proof. Set S = S 1 × S 2 and X = Γ\S, both endowed with the right S 2 -action. Note that X is a probability measure preserving S 2 -space, and it is ergodic by the irreducibility of Γ. Setting also Y = Y 2 and using Lemma 3.7 we conclude that Γ\S × Y 2 is S 2 -ergodic. It follows that S × Y 2 is Γ × S 2 -ergodic, where Γ acts by its left action on S and S 2 acts diagonally, via it right action on S and its given action on Y 2 . Note that the Lebesgue isomorphism
intertwines the above described action with the action of Γ × S on S × Y 2 where Γ acts diagonally via its left action on S and its action on Y 2 inflated by π 2 : Γ → S 2 , and S 2 acts on the first coordinate via its right action and it acts trivially on the second coordinate. Taking the S 2 -orbit space, we conclude that Γ acts ergodically on S 1 × Y 2 .
ALGEBRAIC REPRESENTATION OF ERGODIC ACTIONS
Throughout this section we fix
• a lcsc group S,
• a field k with a non-trivial absolute value which is separable and complete (as a metric space), • a k-algebraic map ψ : U → V which is G equivariant, and such that φ V agrees almost everywhere with ψ • φ U . An algebraic representation V of Y is said to be a coset algebraic representation if in addition V = G/H for some k-algebraic subgroup H < G.
Proposition 4.2. Let V be an algebraic representation of Y. Then there exists a coset algebraic representation G/H and a morphism of representations from
This follows essentially from Proposition 2.1 together with the well known argument given in [25, Lemma 5.2.11] . For the reader's convenience we reproduce this argument below.
Proof. Denote V = V(k) and G = G(k). By Proposition 2.1 we know that every G-orbit is locally closed in G. Consider the orbit space V/G endowed with the quotient topology and Borel structure. The map Y → V → V/G is Borel. We push the measure class given on Y and obtain a measure class on V/G. Since V is Polish it has a countable basis thus so does V/G. Let {U n | n ∈ N} be sequence of subsets of V/G consisting of the elements of a countable basis and their complements. Set
Then U has a full measure and in particular it is non-empty. We claim that U is a singleton. Indeed, since every G-orbit is locally closed in V, the quotient topology of V/G is T 0 , thus if U would contain two distinct points we could find a basis set U n which separates them, but by the ergodicity of G on Y either it or its complement would be of full measure, which contradicts the definition of U.
Fixing v ∈ V which is in the preimage of U we conclude that φ(X) is essentially contained in Gv. Let H < G be the stabilizer of v and H = H(k). By Proposition 2.1 we get a k-algebraic map i : G/H → V which restriction to G/H gives a homeomorphism with the orbit Gv. We let φ G/H = (i| G/H ) −1 • φ. We are done by extending the codomain of φ G/H to G/H(k) via the embedding G/H ֒→ G/H(k).
In [25, Definition 9.2.2], following Mackey, Zimmer defined the notion "algebraic hull of a cocycle". We will not discuss this notion here, but we do point out its close relation with the following theorem (to be precise, it coincides with the group H 0 appearing in the proof below). Proof. We consider the collection {H < G | H is defined over k and there exists a coset representation to G/H}. This is a non-empty collection as it contains G. By the Neotherian property, this collection contains a minimal element. We choose such a minimal element H 0 and fix corresponding φ 0 : Y → (G/H 0 )(k). We argue to show that this coset representation is the required initial object.
Fix any algebraic representation of Y, V. It is clear that, if exists, a morphism of algebraic representations from G/H 0 to V is unique, as two different G-maps G/H 0 → V agree nowhere. We are left to show existence. To this end we consider the product representation V × G/H 0 given by φ = φ V × φ 0 . Applying Proposition 4.2 to this product representation we obtain the commutative diagram
We thus obtain the k-G-morphism The notion of gate and the applications that we will derive below are mostly interesting if the gate is non-trivial. The following theorem gives a criterion for non-triviality. Before proceeding to our next theorem, let us state without a proof the following proposition which provides an identification of Aut G (G/H) that we will keep using throughout the paper. The proposition is well known and easy to prove. The following theorem provides a most useful tool in the study of rigidity. Proof. For a given s ′ ∈ S ′ we consider the diagram
where we denote by ρ ′ (s ′ ) the dashed arrow, which is the unique k-algebraic Gequivariant morphism G/H → G/H given by the fact that φ is a gate map and φ • s ′ is an algebraic representation of Y. By the uniqueness of the dashed arrow, the correspondence s ′ → ρ ′ (s ′ ) is easily checked to form a homomorphism from S ′ to the group of k-G-automorphisms of G/H which we identify with N G (H)/H(k) using Proposition 4.6. We are left to check the continuity of ρ ′ .
To simplify the notations we let
. We endow U with the action of M by post-composition, and the action of S ′ by precomposition. By the fact that M acts freely on V, we get that M acts freely on U as well. Using Proposition 2.1, [25, Proposition 3.3.1] gives that the M-action on U has locally closed orbits 1 . It follows that the M-orbit map M → U, 
EXTENSION OF HOMOMORPHISMS DEFINED ON DENSE SUBGROUPS
• lcsc groups S and S ′ and a continuous homomorphism θ : S → S ′ such that θ(S) is dense in S ′ , • a field k with a non-trivial absolute value which is separable and complete (as a metric space),
Polish group (see Proposition 2.1), such that ρ(S) is Zariski-dense in G. We will explain how under some assumptions the homomorphism ρ extends to S ′ via θ. The main result of this section is the following theorem. The proof will rely on the following lemma.
Lemma 5.2. Assume that in addition to ρ : S → G(k) we are also given a continuous homomorphism ρ ′ : S ′ → G(k) and a Lebesgue map φ : S ′ → G(k) which is S × S ′ -equivariant with respect to the left S and right S ′ actions on S ′ and their corresponding actions on
G(k) via ρ × ρ ′ . Then ρ = inn(g) • ρ ′ • θ for some g ∈ G(k),
where inn(g) denotes the corresponding inner automorphism of G(k).
Proof of the lemma. The map ψ : S ′ → G(k) given by s ′ → φ(s ′ )ρ ′ (s ′ ) −1 is S ′ -invariant, hence constant a.e. We let g be its essential value. Given s ∈ S we pick s ′ ∈ S ′ such that both s ′ and θ(s)s ′ are both φ and ψ-generic. We get
Proof of Theorem 5.1: First, we replace the unknown S ′ -Lebesgue space Z with the group S ′ endowed with its Haar measure. We do it by restricting σ to a generic orbit. More pedantically, we argue as follows. We consider the map
and use Fubini in order to fix a generic point z ∈ Z such that the map s ′ → σ(s ′ z) is a.e defined on S ′ . We observe that the latter map S ′ → V(k) is S-equivariant.
Replacing σ with this map, we assume as we may that Z = S ′ and σ : S ′ → V is an S-equivariant Lebesgue map. Note that S ′ is S-ergodic, as θ(S) is dense in S ′ . Therefor we may use §4 in the setting Y = S ′ and view σ as an algebraic representation of the S-space S ′ . By Theorem 4.3 we obtain the algebraic gate of S ′ , φ : S ′ → G/H(k) for some kalgebraic group H ≤ G. Since there exists a G-equivariant k-morphism G/H → V and V has no G-fixed point, we conclude that H G.
We now consider the right action of the group S ′ on the space S ′ and conclude by Theorem 4.7 the existence of a continuous homomorphism ρ ′ :
We claim that H = {e}. Assume not. Then, by the fact that G is simple we conclude that N
G. Composing φ with the map G/H(k) → G/N(k) we get a map S ′ → G/N(k) which is left S-equivariant and right S ′ -invariant. By its right S ′ -invariance, it is essentially constant. By the left S-equivariance, its essential image is ρ(S)-invariant, hence also G(k)-invariant, as ρ(S) is Zariski-dense in G.
This is an absurd, thus the claim is proven.
It follows from the claim that N = G and thus ρ ′ is a continuous homomorphism from S ′ to G(k) and φ is a map from
We are in a situation to apply Lemma 5.2 and obtain g ∈ G(k) such that ρ = inn(g) • ρ ′ • θ. We are done by settinḡ ρ = inn(g) • ρ ′ .
PROOF OF THE THEOREM 1.2
Below we give a proof of the main theorem. In order to improve the readability, we will assume throughout that n = 2. We trust the reader to be able to use the same technique in order to prove the general case. Thus, we consider an irreducible lattice Γ < T = T 1 × T 2 and a homomorphism ρ : Γ → G(k) with an unbounded and Zariski-dense image. A priori, the valued field k is assumed merely to be a complete field, but by the fact that ρ(Γ) is unbounded we can clearly assume that the absolute value on k is non-trivial. Further, by the countability of Γ, we may replace k with a complete and separable (in the topological sense) subfield k ′ such that ρ(Γ) ⊂ G(k ′ ). We will therefore assume below that the given absolute value on the field k is non-trivial and that k is complete and separable as a metric space.
We start with the proof of the existence of a mapρ i . The uniqueness ofρ will follow from the general Lemma 6.3 given below. Our strategy of proof is to assume that the there is no continuous homomorphismρ 2 : T 2 → G(k) such that ρ =ρ 2 • π 2 and to deduce the existence of a continuous homomorphismρ 1 :
In the setting of §5 we take S = Γ, S ′ = T 2 and θ = π 2 and using Theorem 5.1 we deduce from our negation assumption that the following assumption holds. Indeed, in this situation we will have by Lemma 5.2 that ρ = inn(g) • ρ ′ • θ for some g ∈ G(k), and we will be done by settingρ 1 = inn(g) • ρ ′ . Thus, we argue below to get the Goal 6.2 from the Assumption 6.1.
We start by choosing, using Theorem 3.3, for each T i a Lebesgue space B i which is amenable and metrically ergodic. We note that by Lemma 3.6 the T-Lebesgue space B = B 1 × B 2 is amenable and metrically ergodic, and by Lemma 3.5 B is also amenable and metrically ergodic as a Γ-Lebesgue space.
We now set S = Γ and Y = B in the setting of §4. By Theorem 4.3 we get the corresponding gate map
Arguing as in the first paragraph in the proof of Theorem 5.1, we will replace the B 1 -coordinate in the domain of φ 1 with the acting group T 1 . Let us do it formally. We consider the action morphism
and using Fubini we pick a generic b 1 ∈ B 1 and get a map
Composing with φ 1 we get a Γ-equivariant Lebesgue map
By Lemma 3.8 we get that the Γ-Lebesgue space T 1 × B 2 is Γ-ergodic. We now call again the setting of §4, this time with S = Γ and Y = T 1 × B 2 . Again, we get the corresponding gate map, a Γ-equivariant map
for some k-algebraic subgroup H 2 < G. By the defining property of the gate map there exists a G-equivariant k-algebraic morphism ψ : G/H 2 → G/H 1 . It follows that also H 2 G.
We observe that T 1 acts on T 1 × B 2 via its right action on T 1 and this action commutes with the Γ-action. We use Lemma 4.7 in the setting S ′ = T 1 and get a continuous homomorphism ρ ′ :
We claim that H 2 = {e}. Assume not. Then, by the fact that G is simple we conclude that N G. Composing φ 2 with the map G/H 2 (k) → G/N(k) we get a map T 1 × B 2 → G/N(k) which is T 1 -invariant. We thus get a Γ-equivariant map σ : B 2 → G/N(k), contradicting Assumption 6.1 by setting Z = B 1 and H = N G. Thus the claim is proven.
It follows from the claim that N = G and thus ρ ′ is a continuous homomorphism from T 1 to G(k) and φ 2 is a Γ × T 1 -equivariant Lebesgue map
where the action on G(k) is the left-times-right action via ρ × ρ ′ :
Note that by establishing ρ ′ : T 1 → G(k) we achieved the first part of our Goal 6.2. We would achieve the second part of Goal 6.2 if we show that φ 2 is in fact independent on the B 2 -coordinate, thus gives rise to a map φ :
Instead of trying to do it directly, we will replace the B 2 -coordinate in the domain of φ 2 with the acting group T 2 , arguing as we did before. We consider the action map
Using Fubini, we pick a generic b 2 ∈ B 2 and get a map
Composing with φ 2 we get a Γ × T 1 -equivariant map
, where Γ × T 1 acts on both the domain and the codomain by its left-times-right action, where the action on the codomain is via ρ × ρ ′ . Note that the Γ × T 1 -action on the domain is ergodic.
Once again we change our point of view regarding the setting in §4, this time we set S = Γ × T 1 , Y = T endowed with the ergodic S-action discussed above and moreover we replace the role of G by G × G and the role of ρ by ρ × ρ ′ . We view φ ′ 3 as a representation in the corresponding category. Using Theorem 4.3 in this setting, we get a corresponding gate map
we assume as we may that H 3 < ∆G, where ∆G denotes the diagonal image of G in G × G.
We claim that in fact H 3 = ∆G. Assume not. Then the image of H 3 in G under the first projection, p 1 (H 3 ) is a proper subgroup of G and we get a T 2 -invariant, Γ-equivariant map T 1 × T 2 → G/p 1 (H 3 ). Thus we get a Γ-equivariant map σ : T 1 → G/p 1 (H), contradiction Assumption 6.1 by setting Z = T 1 and H = p 2 (H 3 ) G. This proves the claim.
Note that T 2 acts on Y = T from the right, commuting with the Γ × T 1 -action. Setting S ′ = T 2 in Theorem 4.7 we get that φ 3 is T 2 -equivariant with respect to a certain continuous homomorphism T 2 → N G×G (∆G). However, by the simplicity of G we know that N G×G (∆G) = ∆G, and we conclude that φ 3 is in fact T 2 -invariant. We thus obtain a Γ × T 1 -equivariant map φ :
Identifying G × G/∆G with the bi-action of G on itself, we view φ as a map φ : T 1 → G(k). By this we have achieved our Goal 6.2 and finish the proof of existence.
The uniqueness part follows from the following general lemma, by which we conclude our proof. 
Proof. We argue to show that ρ 1 = ρ 2 by showing that the image of the map
We assume by contradiction that it is not. It follows that R(S) is Zariski dense in G × G.
As before, we assume as we may that the absolute value on k is non-trivial and as a metric space k is complete and separable. We set V = G × G/∆G and note that as R(Γ) < ∆G(k), R gives rise to a well defined mapR : S/Γ → V(k). We let µ be the measure on V(k) pushed byR from S/Γ and L be the closure of R(S) in G(k) × G(k), which is Zariski dense in G × G. Observing that all non-trivial normal k-algebraic subgroup of G × G act with no fixed points on V, we get by [2, Proposition 1.9] that L is bounded. This is a contradiction.
LINEARITY CRITERIA
This section is devoted to the proof of the following theorem. (
1) For every field K, integer d and a group homomorphism
is solvable by locally finite. (2) For every finite index subgroup Λ ′ < Λ, complete field with an absolute value k, connected adjoint k-simple algebraic group G and Zariski dense group homomorphism ρ :
Furthermore, if Λ is assumed to be finitely generated, the class of fields considered in (2) could be taken to be the class of local fields.
Taking Γ = Λ we get the following corollary, which is an extension of the linearity criterion [1, Theorem A.1], not adhering to a finite generation assumption. 
Furthermore, if Γ is assumed to be finitely generated, the class of fields considered in (2) could be taken to be the class of local fields.
Before proving Theorem 7.1 let us make some preliminary lemmas. The following important lemma is essentially due to Breuillard and Gelander, and it is an elaboration of an older lemma of Tits. Lemma 7.3. Let K be a countable field, R < K a finitely generated subring and I ⊂ R an infinite subset. Then there exist a complete field with an absolute value k and an embedding K ֒→ k such that the image of I in k is unbounded. Furthermore, if K is finitely generated as a field then k could be taken to be a local field.
Proof. The case where K is the fraction field of R is dealt with in [9, Lemma 2.1]. If K is finitely generated, say by a finite set A, upon replacing R with the ring R ′ generated by A ∪ B where B is a finite set of generators of R, we are reduced to the previous case. The general case follows from the case where K is finitely generated as follows. Denote by K 0 the fraction field of R and observe that it is finitely generated as a field. Let k 0 be a corresponding local field such that there exists an embedding i : K 0 ֒→ k 0 with i(I) unbounded. Letk 0 be an algebraic closure of k 0 and note that the absolute value of k 0 extends uniquely to an absolute value onk 0 . Let k be the completion ofk 0 with respect to this absolute value. Note that k is an algebraically closed field which is of uncountable transcendental degree over its prime field. Denote by j the composition K 0 ֒→ k 0 ֒→ k and note that j(I) is unbounded. As K 0 is countable, k is of uncountable transcendental degree over j(K 0 ). As K is countable and k is algebraically closed and of uncountable transcendental degree over j(K 0 ), j extends to an the embedding K ֒→ k. Proof. We let Γ ′ < Γ be an infinite finitely generated group. We fix an injective K-representation G → GL n , let I ⊂ K be the set of matrix coefficients of Γ ′ and let R < K be the subring generated by I. Note that I is infinite and R is finitely generated. We let K ֒→ k be a field extension as provided by Lemma 7.3 and note that the image of Γ is unbounded in G(k), as the image of Γ ′ is unbounded in GL n (k).
Lemma 7.5. Let K be a field and Γ be a subgroup of GL n (K) for some integer n. Then Γ is amenable iff Γ is solvable by locally finite.
Proof. This lemma is known to hold in case Γ is finitely generated. The general case follows easily, using the fact that there is a uniform bound on the solvability degree of solvable subgroups in GL n (K). 
is of finite index, Γ ′ < Γ is of finite index. It follows that Γ ′ < Λ is commensurated. Thus H 0 < G is commensurated. As the connected group H 0 has no Zariski closed subgroups of finite index, we conclude that H 0 is normal in G. By the assumption that Γ is infinite we get that H 0 is nontrivial. By the simplicity of G we conclude that H 0 = G. In particular H = G. Thus indeed, Γ is Zariski dense in G. [2] , as the latter considers merely locally compact groups. We thank the anonymous referee for spotting this gap, which is closed by the proof below.
Proof. We let R < G(k) be a separable Zariski dense amenable subgroup and argue to show that R is bounded. We assume as we may that R is closed and k is separable as a metric space. We argue as in the proof of [2, Theorem 6.1]. By [2, Lemma 4.5] we may assume G is adjoint and, upon replacing R with the product of its projections to the various simple factors, the problem is easily reduced to the case where G is k-simple. We thus assume G is indeed k-simple.
Using [8, Proposition 1.10] we fix a k-closed immersion from G into some GL n . By the fact that G is k-simple, we assume as we may that this representation is k-irreducible. By the fact that G is adjoint, the associated morphism G → PGL n is a closed immersion as well. We will denote for convenience E = k n . Via this representation, G(k) acts continuously and faithfully on the metric space of homothety classes of norms, I(E), and on the compact space of homothety classes of seminorms, S(E), introduced in [2, §5] .
Using the amenability of R there exits an R-invariant ergodic probability measure µ on S(E) which we now fix. By We assume now d > 0. We denote by Gr d (E) the Grassmannian of d-dimensional k-subspaces of E and consider the map S d (E) → Gr d (E) taking a seminorm to its kernel. This map is measurable by [2, Proposition 5.4] . Pushing forward the measure µ we obtain an R-invariant measure ν on Gr d (E). By [2, Proposition 1.9] there exists a k-subgroup H < G which is normalized by R such that the image of R is precompact in N G (H)/H(k) and ν is supported on the set of H-fixed points in Gr d (E). As R < G is Zariski dense and G is k-simple, we deduce that either H = {e} or H = G. By the irreducibility of our chosen representation there are no G-fixed points in Gr(E) and we conclude that H = {e}. It follows that R is compact in G(k) and, in particular, it is bounded.
Next we assume d = 0, that is µ is supported on I(E). By [2, Lemma 5.1] I(E) is a metric space on which G(k) acts continuously and isometrically and the stabilizers of bounded subsets of I(E) are bounded in G(k). We find a ball B ⊂ I(E) such that µ(B) > 1/2. It follows that for any g ∈ R, gB intersects B. Thus the set RB is bounded in I(E). It follows that the stabilizer in G(k) of the set RB is bounded. As R is contained in this stabilizer, we conclude that R is indeed bounded.
Proof of Theorem 7.1. We first observe the easier implication (1) ⇒ (2). We assume by contradiction having a finite index subgroup Λ ′ < Λ, a complete field with absolute value k, a connected adjoint k-simple algebraic group G and group homomorphism ρ :
We set Γ ′ = Γ ∩ Λ ′ and observe that Γ ′ < Γ is of finite index. Note that ρ(Γ ′ ) is unbounded in G(k), hence infinite, and it is commensurated by the Zariski dense subgroup ρ(Λ ′ ). By Lemma 7.6 we get that ρ(Γ ′ ) is Zariski dense in G. By Lemma 7.7 we conclude that ρ(Γ ′ ) is not amenable. By embedding G(k) in GL d (k) we consider ρ as a linear representation ρ : Λ ′ → GL d (k). We induce ρ from Λ ′ to Λ and obtain a representation φ :
is not amenable as it contains the non-amenable subgroup φ(Γ ′ ) ≃ ρ(Γ ′ ). It follows that φ(Γ) is not solvable by locally finite. This completes the proof of (1) ⇒ (2)
We now focus on the implication (2) ⇒ (1). We assume by contradiction having a field K, an integer d and a group homomorphism φ : Λ → GL d (K) such that φ(Γ) is not solvable by locally finite. We assume as we may that K is a countable field, and in case that Λ is finitely generated we assume also that K is finitely generated. By Lemma 7.5, φ(Γ) is not amenable. We let H be the Zariski closure of φ(Λ). By [8, AG, Theorem 14.4] H is defined over K and φ(Λ) < H(K). We denote by H 0 the identity connected component in H and observe that H 0 (K) < H(K) is of finite index. We set Λ ′ = φ −1 (H 0 (K)). Note that Λ ′ < Λ is of finite index and the Zariski closure of φ(Λ ′ ) is H 0 , as it is contained in the connected group H 0 and it is of finite index in H.
We set Γ ′ = Λ ′ ∩ Γ. Observe that Γ ′ < Γ is of finite index. In particular, Γ ′ < Λ ′ is commensurated and φ(Γ ′ ) is not amenable. We let R be the solvable radical of H 0 and set L = H 0 /R, π : H 0 → L. As R(K) is solvable and φ(Γ ′ ) is not amenable, we conclude that π • φ(Γ ′ ) is not amenable. In particular, L is nontrivial. Upon replacing L by its quotient modulo its center, which is finite, we may further assume that L is centerless. Thus L is a connected, adjoint, semisimple Kgroup and π • φ(Γ ′ ) is Zariski dense in L. The adjoint group L is K-isomorphic to a direct product of finitely many connected, adjoint, K-simple K-groups. The image of the projection of π • φ(Γ ′ ) to at least one of these factors is not amenable, and in particular not locally finite. We fix such a K-simple factors of L and denote it G. We let ψ : Λ ′ → G(K) be the composition of π • φ with the projection L(K) → G(K) and conclude that ψ(Λ ′ ) is Zariski dense and ψ(Γ ′ ) is not locally finite in the connected adjoint K-simple K-algebraic group G. The contradiction now follows by Lemma 7.4.
8. PROOFS OF THEOREMS 1.5, 1.6 AND 1.7
Proof of Theorem 1.5. Assume by contradiction that there exist an integer d, a field K and a linear representation φ : Γ → GL d (K) such that the image φ(Γ) is not solvable by locally finite. Then, by Corollary 7.2, There exist a finite index subgroup Γ ′ < Γ, a complete field with an absolute value k, a connected adjoint k-simple algebraic group G and group homomorphism ρ : Γ ′ → G(k) such that ρ(Γ ′ ) is Zariski dense and unbounded in G(k). In case Γ is finitely generated k could be taken to be a local field.
For every i = 1, . . . , n let T ′ i = π i (Γ ′ ) < T i , ie the closure of the projection of Γ ′ in T i . Note that T ′ i < T i is of finite index, as Γ ′ < Γ is of finite index. Let T ′ = T ′ 1 × · · · × T ′ n < T and note that this is a group of finite index. Note also that Γ ′ < T ′ is a lattice with dense projections. Applying Theorem 1.2 we conclude the existence of a continuous homomorphismρ : T ′ → G(k) such thatρ| Γ ′ = ρ. In particular,ρ(T ′ ) is Zariski dense and unbounded. By Lemma 7.7 we conclude that ρ(T ′ ) is not amenable.
Fixing a k-representation G(k) → GL d ′ (k) we get a continuous linear representation T ′ → GL d ′ (k). Inducing this representation to T, we get a continuous homomorphism ψ : T → GL d ′′ (k) such that ψ(T) is not amenable. This is a contradiction.
Proof of Theorem 1.6. Assume by contradiction that there exist an integer d, a field K and a linear representation φ : Λ → GL d (K) such that φ(Γ) is not solvable by locally finite. By Theorem 7.1 we get a finite index subgroup Λ ′ < Λ, a complete field with an absolute value k, a connected adjoint k-simple algebraic group G and a Zariski dense group homomorphism ρ : Λ ′ → G(k) such that ρ(Γ ∩ Λ ′ ) is unbounded in G(k). In case Λ is finitely generated k could be taken to be a local field.
We let T ′ be the closure of Λ ′ in T and set Γ ′ = Γ ∩ Λ ′ . Observe that T ′ < T is a closed subgroup of finite index. Thus T ′ < T is open and Γ ′ < T ′ is a lattice. Furthermore, Λ ′ is a countable dense subgroup of T ′ containing and commensurating Γ ′ . Applying Corollary 1.4 we get a continuous homomorphismρ : T ′ → G(k) such that ρ =ρ| Λ ′ . As ρ(Γ ′ ) is unbounded we get thatρ(T ′ ) is unbounded. By Lemma 7.7 we conclude thatρ(T ′ ) is not amenable.
Proof of Theorem 1.7. Assume by contradiction that there exist an integer d, a field K and a linear representation φ : Λ → GL d (K) such that φ(Γ) is not solvable by locally finite. In particular, φ(Γ) is not amenable. By [4, Theorem 3.7(iv)] we conclude that φ is injective.
We set S = T 2 × · · · × T n , let U < S be a compact open subgroup and set ∆ = Γ ∩ (T 1 × U). Note that ∆ is a lattice in T 1 × U, as Γ is a lattice in T and T 1 × U is open in T. As U is compact, we deduce that π 1 (∆) < T 1 is a lattice. Since U < S is commensurated, we get that T 1 × U < T = T 1 × S is commensurated, thus ∆ < Γ is commensurated.
As π 1 is injective on Γ, we may identify Γ and ∆ with π 1 (Γ) and π 1 (∆) correspondingly, and consider them as subgroups of T 1 . Applying Theorem 1.6 in this setting, we get that φ(∆) is solvable by locally finite, and in particular it is amenable. By the injectivity of φ we conclude that ∆ is amenable. As ∆ < T 1 is a lattice, it follows that T 1 is amenable. This is a contradiction.
