The QR algorithm is one of the most widely used algorithms for calculating the eigenvalues of matrices. The multishift QR algorithm with multiplicity m is a version that e ects m iterations of the QR algorithm at a time. It is known that roundo errors cause the multishift QR algorithm to perform poorly when m is large. In this paper the mechanism by which the shifts are transmitted through the matrix in the course of a multishift QR iteration is identi ed. Numerical evidence showing that the mechanism works well when m is small and poorly when m is large is presented. When the mechanism works poorly, the convergence of the algorithm is degraded proportionately.
Introduction
The QR algorithm is one of the most widely used algorithms for calculating the eigenvalues of matrices 7], 9], 16]. It is therefore worrisome that attempts to parallelize the QR algorithm have been mostly unsatisfactory.
(However, the work of Henry and van de Geijn 10], 11] is recent good news.) One attempt at parallelization that appeared at rst to have great promise was to use the multishift QR algorithm with high multiplicities 4], 5]. A multishift iteration of multiplicity m amounts to m iterations of the ordinary QR algorithm performed at once. Unfortunately the multishift algorithm turned out to have serious convergence di culties caused by roundo errors when large multiplicities were used 6], 17]. The intent of this paper is to shed some light on this problem and make one or two suggestions for the development of future QR codes.
All practical QR codes employ shifts of origin to accelerate convergence.
Good shifts improve performance dramatically. Since the shifts are used only at the very beginning of a QR iteration, it is natural to ask how the information about the shifts is transmitted through the matrix in the course of the iteration in such a way that progress toward convergence is realized at completion of the iteration. This paper identi es the shift-transmission mechanism and gives numerical evidence that the mechanism works poorly in the face of roundo errors if the multiplicity is large. The contents of the paper are as follows. Sections 2 and 3 review the explicit and implicit QR iterations and establish basic notation that is used throughout the paper. Section 4 presents the main theorem (Theorem 2), which shows that at any time during the iteration, the shifts can be recovered as the nite eigenvalues of a certain regular pencil. Of course the theorem is precisely true only in the absence of roundo errors. The rst numerical results are given in x 5. It is observed there that if the QR algorithm with high multiplicity is applied to a large enough matrix, the shift-bearing pencils have ill-conditioned eigenvalues. Ill conditioned means imprecisely speci ed, so the shifts are in e ect blurred. The consequences of shift blurring are explored in xx 5 and 6 . It turns out that as each iteration progresses, the blurring decreases; the shifts come into focus, so to speak. Unfortunately the clari ed shifts are far from the desired shifts. In e ect a QR iteration with the wrong shifts is taken. Section 7 discusses some anomalies in the numerical results and serves as a reminder that this paper does not have all the answers. Conclusions and some recommendations are given in x 8.
It is worth mentioning at least brie y that the main theorem holds not only for the QR algorithm but for multishift bulge-chasing algorithms in general 20], e.g. the implicit LR algorithm with or without pivoting, SR algorithm, HR algorithm, and so on. I have restricted attention to the QR case in order to minimize distracting details.
Explicit and Implicit QR Iterations
Suppose we wish to determine the eigenvalues of the n n matrix A with complex entries a jk . Before the iterations of the QR algorithm are begun, the matrix is normally transformed to upper Hessenberg form, so let us assume A is upper Hessenberg, that is, a jk = 0 for j > k+1. We This similarity transformation disturbs the Hessenberg form; it creates a \bulge" in A 1 consisting of nonzero entries a (1) jk , 1 k < j ? 1 m + 1.
This is a triangle with its tip at a (1) m+2;1 . i+m+2;i+1 .
At step n?m the bulge begins to disappear o the bottom of the matrix, and after n ? 2 steps the matrix has been returned to upper Hessenberg form. We have A n?2 =Â.
Equivalence of the implicit and explicit algorithms, assuming exact arithmetic, is proved in great generality in 21].
The Role of Shifts in Accelerating Convergence
In order to understand the consequences of ine ective transmission of shifts, we review the rationale for shifting. In principal, that is, ignoring roundo errors, an iteration of the multishift QR algorithm amounts to one step of nested subspace iteration by the matrix p(A) = (A? 1 I) (A? m I) 19 ].
The asymptotic convergence rate of these subspace iterations is determined by the ratios j i+1 = i j, i = 1; : : : ; n?1, where 1 ; : : : ; n are the eigenvalues of p(A), listed in order of decreasing magnitude. Small ratios imply rapid convergence. The objective of shifting is to make one or more of these ratios small. Since i = p( i ) = ( i ? 1 ) ( i ? m ), where 1 ; : : : ; n are the eigenvalues of A, this can be achieved by choosing shifts that are good approximations to m of the eigenvalues of A. For then jp( i )j will be small for those m eigenvalues i that are approximated well by shifts, and the ratio j n?m+1 = n?m j will tend to be small. Excluding certain rare cases, it can be made arbitrarily small by taking shifts that are su ciently close to eigenvalues. If only k of the m shifts are good approximations to eigenvalues, then j n?k+1 = n?k j will tend to be small. In practice it will very often happen that most of the shifts approximate eigenvalues well, but some of them are much better than others. In these cases, two or more of the ratios j n?k+1 = n?k j will be small. Progress toward convergence can be monitored by looking at the subdiagonal entries a i+1;i . If ja i+1;i j is small, then spanfe 1 ; : : : ; e i g is nearly an invariant subspace of A. If j i+1 = i j is small, then the QR iteration will normally bring spanfe 1 ; : : : ; e i g much closer to being an invariant subspace ofÂ. The visible evidence of this convergence is that jâ i+1;i j will be much smaller than ja i+1;i j. The approximate relationship (true in the limit) is jâ i+1;i j j i+1 j j i j ja i+1;i j:
From the previous paragraph we see that we will be mainly concerned with the cases i = n ? k, where k m n. It is therefore convenient to introduce the following notation. De ne s k = ja n?k+1;n?k j: (4) This is (the modulus of) the kth subdiagonal entry from the bottom of the matrix A. We de neŝ k , the kth subdiagonal from the bottom ofÂ, analogously. We also de ne the \kth ratio from the bottom," r k = j n?k+1 = n?k j: Normally new shifts are chosen at the beginning of each iteration. The most common way of doing this is to take as shifts the eigenvalues of the trailing (lower right-hand) m m submatrix of A. On the rst iteration these will not normally be very good, but (typically) after several iterations most of them will have become close to eigenvalues. For simplicity assume that exactly k of the shifts are good approximations to eigenvalues. Then the ratio r k will be small, and the subdiagonal s k will converge to zero in just a few iterations. By this we mean that it will become small enough that it can be considered to be zero in practice. Then a k k submatrix (that is, a chunk of k eigenvalues) can be de ated from the bottom. Subsequent iterations can operate on a reduced matrix of order n ? k.
The Shift Transmission Mechanism
In principle good shifts can cause rapid de ation of blocks from the lower right-hand corner of the matrix. However, in the implicit QR iteration, the shifts are used only at the very beginning, in the computation of the vector x, which is used to create a bulge in the upper left-hand corner of the matrix. It is therefore of great interest to investigate how the information about the shifts is passed through the matrix in the course of the bulge chase.
Recall that x is de ned by (1) . Only the rst m columns of A participate in the computation of x, so the information about the shifts is encoded in x and the rst m columns of A. It should be possible to recover the shifts therefrom. In (2) This is an equivalence transformation on the pencil, so it preserves the eigenvalues. It de ates an in nite eigenvalue at the top without disturbing the in nite eigenvalue that was already exposed at the bottom. Thus the subpencil C 1 ? P 1 contains the nite eigenvalues, the shifts. Now let C 1 ? P 1 be the pencil obtained by deleting the rst row and column from C 1 ? P 1 . This has the m nite eigenvalues and one in nite eigenvalue. The goal of the iteration is to forceâ k;k?1 to zero. Suppose we succeed in this task, obtainingâ k;k?1 = 0 exactly. Then from (8) performed numerous numerical experiments, in which I assessed the sensitivity of the eigenvalues of the pencils B i ? N, made comparisons between the computed eigenvalues and the actual (intended) shifts, and related these observations to the observed e ectiveness or ine ectiveness of the QR iterations. A variety of types of matrices were used in the tests. Some were taken from the collection of Higham 12] . Others were obtained by partial reduction of a sparse matrix to upper Hessenberg form by the Arnoldi process. Still others were generated randomly by various procedures. Some were normal, while others were far from normal, even defective. All classes of matrices exhibited similar tendencies, as far as shift blurring is concerned. The details varied from one class to the next, but the behavior of random matrices seems to be reasonably representative. Therefore the numbers reported here are all from matrices generated by lling a square matrix with normally distributed random numbers, then reducing the matrix to upper Hessenberg form. This type of matrix tends to have well-conditioned eigenvalues, which can be calculated accurately by the standard codes. The tests revealed a number of trends, but the most fundamental was that the larger the multiplicity m is, the more sensitive the pencils are. If m is small, say 2 or 4, the pencils are very well conditioned, regardless of how large n is. However, if m = 30, say, the pencils can be extremely sensitive, especially if n is large. the intended shifts and the computed eigenvalues of B 0 ? N were greater than would be expected, given the observed sensitivity of the pencil. In these cases the additional error may be attributable to the error in x. However, this factor appears not to be decisive. For one thing, I observed it only sporadically. Also, I have performed experiments in which
The sensitivity of the shifts degrades the performance of the algorithm severely. First consider what happens when the multishift QR algorithm with m = 18 is applied to a 250 250 matrix. This value of m is not large enough to cause the algorithm to fail outright, but it is large enough that we can observe some of the deleterious e ects of shift blurring. The matrix has well-conditioned eigenvalues, which we can compute accurately beforehand and use in the analysis. In the rst four iterations, the algorithm makes more or less normal progress toward convergence. The algorithm is designed to make s 18 (de ned by (4) The discrepancy between theory and practice can be explained neatly in terms of shift blurring. The nite eigenvalues of B 0 ? N should be equal to the shifts, but when I used the QZ algorithm to calculate them, I found that the computed eigenvalues agreed with the shifts to at most I calculated x using extended precision arithmetic. This practice did not perceptibly improve the performance of the algorithm.
ve decimal places and in some cases as few as one. The eigenvalues are correspondingly ill conditioned: a random perturbation on the order of 10 ?15 caused perturbations of the eigenvalues ranging from 10 ?5 to 10 0 .
When one recalculates the ratios r k using the computed eigenvalues of the pencil in place of the intended shifts, one nds that r 18 2:4 10 ?5 and r 16 9:8 10 ?1 . (All other s k for k < 18 were in the range from :2 to 1.) Using these values of r 18 and r 16 in (6), we obtain the predictionŝ s 18 It is easy to see why r 16 was so much worse in practice than in theory.
The theoretical value of approximately 10 ?7 was computed as a ratio of two tiny numbers jp( n?16 )j 10 ?15 and jp( n?17 )j 10 ?8 that result from the excellent approximation of sixteen of the eigenvalues by the shifts. Since the blurred shifts are not nearly so close to the eigenvalues, this excellent convergence ratio is nulli ed. Similarly the predicted value r 18 10 ?9 is replaced by the e ective value r 18 10 ?5 because the blurred shifts approximate eigenvalues to only about ve decimal places.
The shift blurring slows the convergence somewhat but does not derail it completely. After six iterations, an 18 18 chunk is de ated from the matrix. After four more iterations, 15 more eigenvalues are de ated, and so on. This is a curious result. One would at rst think that the size of the matrix could not possibly matter. After all, one can take a small matrix with insensitive shifts and pad it with arbitrary numbers in the middle to make a much larger matrix with the same insensitive shifts. The catch is that the matrices considered here are not random or arbitrary; the process of reduction to upper Hessenberg form has a powerful organizing e ect on the entries. Matrices obtained by reducing random matrices to upper Hessenberg form have far di erent properties from upper Hessenberg matrices of random numbers.
Tendency of the Shifts to Come into Focus
In the course of a QR iteration, the sensitivity of the pencil's eigenvalues can change from one value of i to the next. The transformation from The column labeled \sensitivity" gives the maximum eigenvalue perturbation caused by a 10 ?15 perturbation of the pencil. The sensitivity drops dramatically as the iteration proceeds. Thus the e ective shifts become quite sharply de ned toward the end of the iteration. Unfortunately the e ective shifts are nowhere near the intended shifts, as the \shift error" columns show.
In order to appreciate the signi cance of this nding, we need to make an observation about partial QR iterations. Suppose an iteration has been carried part way to completion. Say A has been transformed to A i , which has a bulge protruding to position a . Since the shifts are much less blurred than they were at the beginning of the iteration, the rest of the iteration could be quite successful if the shifts were close to their intended values.
One can see what has been lost through the movement of the shifts by calculating the eigenvalues of A (150) 22 and then calculating the ratios r k pertaining to the QR iteration on A Even with the ratios r k as bad as they are, one might expect to see convergence eventually. However, there is another e ect that works against this. The nite eigenvalues of B 150 ? N can be viewed as the e ective shifts for the iteration. We have already noted that they are far from the intended shifts. Furthermore (and not surprisingly) the e ective shifts change from one iteration to the next in random, apparently uncontrollable, ways. To see how this a ects convergence, consider the mechanism by which the convergence takes place. Letting 1 ; : : : ; n denote the ordered eigenvalues of p(A), as before, we know that for each j (under suitable assumptions) a j+1;j ! 0 if j j+1 j < j j j. The reason is that an underlying subspace iteration is converging to the j-dimensional invariant subspace (of p(A) and of A) associated with the j largest eigenvalues 1 ; : : : ; j 19]. This is happening for many values of j, so convergence to a large number of nested invariant spaces is taking place at once. This all assumes that the shift polynomial p does not change much from one iteration to the next.
Unfortunately, in our current scenario, the (e ective) shifts jump around randomly from one iteration to the next. This implies that the ordering of the eigenvalues 1 ; : : : ; n by magnitude changes from one step to the next, and therefore the nested sequence of invariant subspaces that is being targeted is also changing from step to step. Since the algorithm cannot settle on a target, it wanders aimlessly.
In the case at hand, the matrix nally splits apart after sixteen iterations, not at s 30 but at s 33 . If one examines the eigenvalues of p(A) from one iteration to the next, one nds that the set 218 ; : : : ; 250 of 33 smallest eigenvalues stays the same for all sixteen iterations. Thus the same 217-dimensional subspace is being targeted on each iteration. Therefore, even though the ratio r 33 is not particularly small on any given step, the subdiagonal entry s 33 does tend steadily toward zero and eventually becomes small enough to allow de ation. Within the set of 33 smallest eigenvalues, the ordering by magnitude is shu ed wildly from one step to the next, so none of the s k for k < 33 is able to converge to zero. Clearly the e ective shifts are always staying in a region occupied by a certain group of 33 eigenvalues of A, but are able to wander about in that region. This is typical of what I have observed in cases of severe shift blurring. After many iterations, the algorithm is nally able to locate an invariant subspace of some size. The split always occurs further up the matrix than was intended, typically around s 40 or s 50 . This is all that saves the algorithm from complete failure.
Anomalies
The overall trends were satisfying, but there were some anomalies. It happened now and then that a pencil B i ? N had some eigenvalues that agreed poorly with the shifts, even though the preceding pencils B These anomalies suggest strongly that the eigenvalues of the pencils B i ? N are not always the best invariants to consider. It may be that there are other sets of invariants of B i ? N that carry the same information but are much less sensitive, at least in some situations. Such invariants could carry the shift information through regions where it appears to have been lost.
The numerical results reported in this paper are meant to convey to the reader an honest account of the general trends, but the trends should not be mistaken for theorems. For example, although there was generally a close relationship between the measured sensitivity of the pencils B 0 ? N and the distance from the computed eigenvalues to the intended shifts, there were cases where the distances were much greater or less than would have been expected, based on the sensitivity.
Finally, there was one other phenomenon that was observed frequently and should be mentioned. In cases where the shifts are not blurred at all (even m = 2), on iterations when a de ation is imminent, the eigenvalues of the pencil will sometimes suddenly jump wildly as the bulge approaches the bottom of the matrix. Fortunately this sudden loss of shift occurs late enough in the iteration that it does not prevent the expected de ation from taking place. This is a matter for further study. The loss of shift appears to be triggered by tiny entries on the subdiagonal of the matrix. However, it is known from 18] that the presence of tiny entries on the subdiagonal does not normally result in the loss of shifts. Something more is going on here.
Concluding Remarks
In the absence of roundo errors, the shifts are the nite eigenvalues of the pencils B i ? N. If the multiplicity of the QR iterations is large, these pencils typically have ill-conditioned eigenvalues. This implies that in the presence of roundo errors, the shifts are ill de ned, that is, blurred. Whenever blurring occurs, the convergence of the algorithm is degraded proportionately.
I . This algorithm, which uses iterations of multiplicity n on matrices of dimension 2n, has problems similar to those of multishift QR; it works well for small multiplicities and poorly for larger ones. Although the analysis of multishift QR does not carry over directly to this algorithm, it does appear that shift blurring is playing a role here too.
