For a one-sided truncated exponential family of distributions with a truncation parameter and a natural parameter as a nuisance parameter, it is shown by Akahira and Ohyauchi (2016) that the second order asymptotic loss of a bias-adjusted maximum likelihood estimator (MLE) of a truncation parameter for unknown natural parameter relative to a bias-adjusted MLE of a truncation parameter for known natural parameter is obtained. In this paper, in a similar way to Akahira and Ohyauchi (2016), for a two-sided truncated exponential family of distributions with a natural parameter and lower and upper truncation parameters, the stochastic expansions of the bias-adjusted MLE of an upper truncation parameter for known natural and lower truncation parameters, the bias-adjusted MLE of an upper truncation parameter for unknown natural parameter and known lower truncation parameter and the bias-adjusted MLE of an upper truncation parameter for unknown natural and lower truncation parameters are derived, their asymptotic variances are given, and the second order asymptotic losses of the MLEs of an upper truncation parameter for unknown natural parameter and known/unknown lower truncation parameter relative to the MLE of an upper truncation parameter for known natural and lower truncation parameters are also obtained. Further, some examples including an upper-truncated Pareto case are given.
Introduction
In the presence of nuisance parameters, Akahira and Takeuchi (1982) discussed the higher order asymptotic estimation on an interest parameter based on the pooled sample, under suitable regularity conditions. Ferguson (1992) also considered the inference on an interest parameter in the presence of nuisance parameter in terms of the conditional maximum likelihood estimator developed by Cox and Reid (1987) . In order to compare asymptotically efficient estimators, we may calculate their asymptotic variances up to the higher order. In such cases, the concept of asymptotic deficiency discussed by Hodges and Lehmann (1970) plays an important part. Indeed, for two estimatorsθ n of θ based on a sample of size n, let d n be an additional size of sample needed such thatθ (2) n is asymptotically equivalent toθ (1) n in some sense. If lim n→∞ d n exists, then it is called the asymptotic deficiency ofθ (2) n relative toθ (1) n , which is useful in comparing asymptotically efficient estimators up to the higher order and investigated by Akahira (1986) under suitable regularity conditions. For a truncated exponential family of distributions with a natural parameter θ and a truncation parameter γ as a nuisance parameter which may be regarded as a typical non-regular situation, Bar-Lev (1984) showed that the maximum likelihood estimator (MLE)θ γ ML of θ for known γ, and the MLEθ ML and the maximum conditional likelihood estimator (MCLE)θ MCL of θ for unknown γ have the same asymptotic normality, and Akahira (2016) obtained the second order asymptotic losses of the bias-adjusted MLEθ * ML andθ MCL relative toθ γ ML which correspond to the asymptotic deficiencies calculated from their stochastic expansions. Further, extended the above results to the case of a twosided truncated exponential family of distributions with a natural parameter θ and two truncation parameters γ and ν as nuisance ones, which included the upper-truncated Pareto case treated by Aban et al. (2006) and Arnold (2015) .
In , for a one-sided truncated exponential family of distributions with a truncation parameter γ and a natural parameter θ as a nuisance parameter, the stochastic expansions of bias-adjusted MLEsγ θ ML * and γ ML * of γ for known θ and unknown θ, respectively, are given. The second order asymptotic loss ofγ ML * relative toγ θ ML * is also obtained through their asymptotic variances.
In this paper, in a similar way to , we extend the above results to the case of a two-sided truncated exponential family of distributions with lower and upper truncation parameters γ and ν and a natural parameter θ as a nuisance parameter. In Section 2, we give formulation and assumptions, and, in Section 3, we obtain a bias-adjusted MLEν θ,γ ML * of ν and derive its stochastic expansion and asymptotic variance when θ and γ are known. In Section 4, we get a bias-adjusted MLEν γ ML * of ν and derive its stochastic expansion and asymptotic variance when θ is unknown and γ is known. In Section 5, we obtain a bias-adjusted MLEν ML * of ν and derive its stochastic expansion and asymptotic variance when θ and γ are unknown. In Section 6, we get the second order asymptotic losses ofν with respect to the Lebesgue measure, where −∞ ≤ c < d ≤ ∞, a(·) is a nonnegative-valued and continuous almost surely, and u(·) is absolutely continuous with du(x)/dx ≡ 0 over the interval (γ, ν) for (c, d) and γ < ν. Let
, γ < ν} of distributions P θ,γ,ν with (2.1) with two truncation parameters γ and ν and a natural parameter θ is called a two-sided truncated exponential family of distributions. Then we consider the estimation problem on γ or ν in the presence of nuisance parameters θ and ν or γ, respectively. For any γ, ν ∈ (c, d), log b(θ, γ, ν) is strictly convex and infinitely differentiable in θ ∈ Θ and
is the j-th cumulant corresponding to (2.1) for j = 1, 2, . . . . Let
it follows from (2.3), (2.4) and (2.5) that
The bias-adjusted MLEν
θ,γ ML * of ν when θ and γ are known For given x = (x 1 , . . . , x n ) satisfying c < γ ≤ x (1) := min 1≤i≤n x i and
when θ and γ are known. Then the MLEν 
wherek =k (θ, γ, ν) , and the asymptotic mean and asymptotic variance are given by
respectively.
The bias-adjusted MLEν γ ML * of ν when θ is unknown and γ is known
In a similar way to Remark 5.2 in , we consider the case when θ is unknown and γ is known. Suppose that a random variable X has the density (2.1). Letting Y = −X, we have
for j = 1, 2, . . . . Since η is known, it is seen from (4.1) that the estimation problem on ν turns to that on δ in the one-sided truncated exponential family of distributions which is treated by . Letδ 
Here, we have from (4.2), (4.4), (4.5) and (4.6)
. Then we have the following.
Lemma 1 
and the asymptotic mean and asymptotic variance are given by
, from (4.7), (4.8) and (4.9) we have the following.
Theorem 2. For the truncated exponential family P of distributions having a density (2.1) with truncation parameters γ and ν and a natural parameter θ, letν
Then the stochastic expansion of T †
, and the asymptotic mean and asymptotic variance are given by
The bias-adjusted MLEν ML * of ν when θ and γ are unknown
For given x = (x 1 , . . . , x n ) satisfying c < γ ≤ x (1) and x (n) ≤ ν < d, the likelihood function of θ, γ and ν is given by
Letθ ML ,γ ML andν ML be the MLEs of θ, γ and ν, respectively. Then it follows from (5.1) thatγ
Theorem 3. For the truncated exponential family P of distributions having a density (2.1) with truncation parameters γ and ν and a natural parameter θ,
Then the stochastic expansion of
, and the asymptotic mean and asymptotic variance are given by 
as n → ∞. The second order asymptotic losses ofν ML * andν
The proof is straightforward from Theorems 1, 2 and 3, sincek γ =k γ (θ, ν) = k(θ, γ, ν) =k and λ γj = λ γj (θ, ν) = λ j (θ, γ, ν) = λ j (j = 1, 2).
Examples
Some examples on the second order asymptotic loss of the estimators are given in a two-sided truncated exponential, an upper-truncated Pareto and a two-sided truncated normal cases which are treated in .
Since b(θ, γ, ν) = (e −θγ − e −θν )/θ, it follows from (2.2) that Θ = (0, ∞),
where ξ = θ(γ − ν). Hence, by (3.1) and (7.3), the bias-adjusted MLEν
when θ and γ are known. It also follows from (3.4) and (7.3) that
Next, we consider the case when θ is unknown and γ is known. Then it follows from (4.3) that the MLEθ γ ML satisfies the likelihood equation
it follows from (4.13), (7.1), (7.2) and (7.3) that the bias-adjusted MLEν γ ML * = X † (n) is obtained. When θ and γ are unknown, the MLEθ ML of θ satisfies the likelihood equationX
In a similar way to the above, the bias-adjusted MLEν ML * = X * * (n) is obtained from (5.2), (7.1), (7.2) and (7.3). Hence it follows from (6.1), (6.2) and (6.3) that
as n → ∞. It is noted from (2.6) and (A.4) in Appendix that the asymptotic mean of T (n) = n(X (n) − ν) is given by
Example 2 (Upper-truncated Pareto distribution). Let c = 0, d = ∞, a(x) = 1/x and u(x) = − log x for 0 < γ ≤ x ≤ ν < ∞ in the density (2.1), which yields the upper-truncated Pareto distribution. Then
For the upper-truncated Pareto distribution with an index parameter θ and truncation parameters γ and ν, Zhang (2013) obtained the asymptotic biases of the MLEsγ ML = X (1) andν ML = X (n) of γ and ν and showed that the UMVU estimator of γ wasγ
when θ and ν were known and the UMVU estimator of ν waŝ
when θ and γ were known. Note that (θ, γ, ν) is presented as (α, β, γ) in the paper by Zhang (2013) . Put ξ = (γ/ν) θ . Letting t = log x, γ 0 = log γ and ν 0 = log ν, we see that the density of upper-truncated Pareto distribution becomes
Here, note that ξ 0 := θ(γ 0 − ν 0 ) = log ξ. Hence the upper-truncated Pareto case is reduced to the two-sided truncated exponential one in Example 1. Replacinḡ X, X (1) , and X (n) by log X := (1/n) n i=1 log X i , log X (1) , log X (n) , respectively, in Example 1, we have the second order asymptotic losses
as n → ∞. It follows from (3.2) and (7.5) that
and for the bias-adjusted MLEν
Since, by (7.7)
, when θ and γ are known, it follows from (3.4) that
From the result of Monte Carlo simulation, Zhang (2013) mentioned that, for example, when both θ and ν/γ were large, say (θ, γ, ν) = (5, 1, 7), the variance ofν θ,γ UMV U could be very large for finite-sample sizes. Indeed, from (7.8) we have
For (θ, γ, ν) = (5, 1, 7), we obtain from (7.4)
hence, for fixed n the first term is seen to be very large in the order of 1/n 2 in the right-hand side of (7.9). But, in order to compare estimators in terms of variance, we need a standardization such a form as (7.8). From the result of Monte Carlo simulation, Zhang (2013) also stated that for fixed γ,ν θ,γ UMV U behaved better and better when θ went to 0. Indeed, in this case, it is easily seen from (7.4) thatk(θ, γ, ν) → ∞ as θ → 0, hence from (7.9), the variance of ν θ,γ UMV U becomes very small. Further, Zhang (2013) considered plug-in-estimatorŝ γθ
UMV U using the MLEθ ML of θ and the MLEs X (1) and X (n) of γ and ν, respectively when θ, γ and ν are unknown, and from the result of Monte Carlo simulation concluded that the improvement ofν 0,X (1) UMV U was significant only if θ was small, but its poor behavior for large θ was to be expected. First we consider a plug-in-estimator νθ ML ,X (1) UMV U using the MLEsθ ML and X (1) of θ and γ, respectively, when θ, γ and ν are unknown. It is noted thatθ ML satisfies the likelihood equation
Then we have
which implies that it is asymptotically unbiased up to the order o(1), but not up to the order o(1/n), where
Indeed, since by (7.5)
hence, by Lemmas A.1 and A.2 in Appendix we have (7.10). Next we consider the estimatorν
UMV U which is treated by Zhang (2013) . Since
it follows from (7.5) that
which is not asymptotically unbiased up to the order o(1/n). Indeed, since
Since, by Lemma 2 in Appendix,
it follows from (7.12) that (7.11) holds. Therefore it seems to be inappropriate to compare the plug-in-estimatorsνθ
UMV U with the UMVU estimator ν θ,γ UMV U up to the higher order. Here, we use the bias-adjusted MLEν ML * = X * *
UMV U . Then it follows from (7.6) and (7.7) that (7.13) where ξ = (γ/ν) θ . Here, note that 0 < ξ < 1, ξ → 1 as θ → 0 and ξ → 0 as θ → ∞. Then we have from (7.13)
which shows that the second order asymptotic loss ofν ML * relative toν θ,γ UMV U is close to 3 for small θ, but it becomes infinite for large θ. As is seen in the above, a similar consideration to Zhang (2013) from the Monte Carlo simulation seems to theoretically confirmed. It is also noted from Lemma A.1 in later Appendix that the second order asymptotic mean of T (n) = n(X (n) − ν) is given by
where the first term coincides with the result of Zhang (2013) . For the UMVU estimatorγ θ,ν UMV U a similar discussion to the above could be done.
it follows that Θ = (−∞, ∞),
for −∞ < t < ∞ and −∞ < x < ∞. When θ and γ are known, it follows from (3.1) that the bias-adjusted MLEν
Next, we consider the case when θ is unknown and γ is known. Then it follows from (4.3) that the MLEθ γ ML of θ satisfies the likelihood equation
where
it follows from (4.13) that the bias-adjusted MLEν
is obtained. When θ and γ are unknown, the MLEθ ML of θ satisfies the likelihood equation
In a similar way to the above, the bias-adjusted MLEν ML * = X * * (n) is obtained from (5.2). Hence it follows from (6.1), (6.2) and (6.3) that d n (ν ML * ,ν
as n → ∞. It is also noted that the asymptotic mean of
Concluding remarks
For a two-sided truncated exponential family of distributions with two truncation parameters γ, ν and a natural parameter θ including the upper-truncated Pareto distribution, discussed the estimation problem on θ when γ and ν are known or unknown nuisance parameters. In this paper, exchanging the situation, we considered the estimation on ν when θ and γ were known or unknown nuisance parameters. Indeed, we obtained the bias-adjusted MLEν θ,γ ML * of ν for known θ and γ, the bias-adjusted MLEν γ ML * of ν for unknown θ and known γ and the bias-adjusted MLEν ML * of ν for unknown θ and γ, derived their stochastic expansions and asymptotic variances, and also got the second order asymptotic losses ofν γ ML * andν ML * relative toν θ,γ ML * . On the bias-adjusted MLEν γ ML * of ν for unknown θ and known γ, the situation was reduced to the one-sided truncated exponential family of distributions with a lower truncation parameter γ and a natural parameter θ which was discussed by . In this case, we needed a transformation Y = −X which was remarked in and was also carried out in Section 4 and in a similar way to the section we obtained a similar result. As an example, we treated the upper-truncated Pareto case where the results based on the Monte Carlo simulation by Zhang (2013) were theoretically confirmed in this paper.
where andk(θ, γ, ν) andÃ(θ, γ, ν) are given by (2.3) and (2.4), respectively.
The proof is omitted, since it is essentially given in Akahira (2016) and . Indeed, (A.3), (A.4) and (A.5) are straightforwardly obtained from (A.1) and (A.2).
Lemma A.2. LetÛ = λ 2 (θ, γ, ν)n(θ ML − θ). Then the asymptotic expectation ofÛ andÛ 2 are given by
The proof is omitted, since it is given in .
The proof of Theorem 1. By the Taylor expansion, we have 1
Substituting (A.6) for (3.1), we obtain from (2.6)
Thus we get (3.2). From (A.4), (A.5) and (2.6), it follows that the asymptotic mean and variance of T * (n) are 
which shows that (5.3) holds. From (5.3) and Lemmas A.1 and A.2, we obtain (5.4). Since T (1) and T (n) are asymptotically independent, it follows from (A.3) and (A.4) that
By (A.7), (A.9) and Lemma A.2, we obtain (A.10) since ∂λ 1 /∂ν =k(u(ν) − λ 1 ). Since E θ,γ,ν (Z 2 1 | T (n) ) = 1 + O p (1/n) (see ), it follows from (A.4) and (A.7) that
By (A.8), (A.9), (A.10), (A.11), Lemma A.2 and (2.6), we have
