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Abstract
In this thesis we consider the classical capacity of certain quantum channels, that is,
the maximum rate at which classical information, encoded as quantum states, can
be transmitted reliably over a quantum channel.
We first concentrate on the product-state capacity of a particular quantum chan-
nel, that is, the capacity which is achieved by encoding the output states from a
source into codewords comprising of states taken from ensembles of non-entangled
(i.e. separable) states and sending them over copies of the quantum channel. Us-
ing the “single-letter” formula proved by Holevo [1] and Schumacher and West-
moreland [2] we obtain the product-state capacity of the qubit quantum amplitude-
damping channel, which is determined by a transcendental equation in a single real
variable and can be solved numerically. We demonstrate that the product-state ca-
pacity of this channel can be achieved using a minimal ensemble of non-orthogonal
pure states. We also consider the generalised amplitude-damping channel and show
that the technique used to calculate the product-state capacity for the “traditional”
amplitude damping channel also holds for this channel.
In the following chapter we consider the classical capacity of two quantum chan-
x
nels with memory namely, a periodic channel with quantum depolarising channel
branches and a convex combination of quantum channels. The classical capacity
is defined as the limit of the capacity of a channel, using a block of states which
are permitted to be entangled over n channel uses and divided by n, as n tends to
infinity.
We prove that the classical capacity for each of the classical memory channels men-
tioned above is, in fact, equal to the respective product-state capacities. For those
channels this means that the classical capacity is achieved without the use of en-
tangled input-states. We also demonstrate that the method used in the proof of the
classical capacity of a periodic channel with depolarising channels does not hold
for a periodic channel with amplitude-damping channel branches. This is due to
the fact that, unlike the depolarising channel, the maximising ensemble for a qubit
amplitude-damping channel is not the same for all amplitude-damping channels.
We also investigate the product-state capacity of a convex combination of two mem-
oryless channels, which was shown in [3] to be given by the supremum of the min-
imum of the corresponding Holevo quantities, and we show in particular that the
product-state capacity of a convex combination of a depolarising and an amplitude-
damping channel, is not equal to the minimum of their product-state capacities.
Next we introduce the channel coding theorem for memoryless quantum channels,
providing a known proof [4] for the strong converse of the theorem. We then con-
sider the strong converse to the channel coding theorem for a periodic quantum
channel.
xi
Notation
Symbol Interpretation
A∗ Conjugate transpose of A
Tr(A) Trace of operator A∣∣∣∣A∣∣∣∣
1
Trace-norm of operator A, given by Tr
√
A∗A
log Binary logarithm
ln Natural logarithm
H(p) Shannon entropy of probability distribution p
|ψ〉 Complex vector
ρ Quantum state (density operator)
S(ρ) von Neumann entropy of state ρ
N Classical channel
Φ Quantum channel
B(H) Set of quantum states on Hilbert space H
χ({pj , ρj}) Holevo quantity with respect to the ensemble {pj , ρj}
χ∗(Φ) Product-state capacity of Φ, given by max{pj ,ρj} χ({pj ,Φ(ρj)})
xii
Chapter 1
Introduction
Informally, the capacity of a channel can be considered to be a measure of the
channels usefulness for sending information faithfully from source (or sender) to
receiver. The capacity of a quantum channel, can be thought of as a measure of
the closeness of that channel to the quantum identity channel, which itself sends
quantum information with perfect fidelity. Throughout the thesis we concentrate on
the case where classical messages (or output from a classical information source)
are encoded into quantum states and sent over quantum channels.
Classical information can be encoded into different types of quantum states, i.e. or-
thogonal or non-orthogonal, separable or entangled. Note that the latter is a purely
quantum mechanical phenomenon. We are interested in the type of states and en-
sembles which achieve the capacity of certain quantum channels and pay particular
attention to the capacity of noisy quantum channels with memory, i.e. channels
which have correlations between successive uses.
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We first introduce the concept of classical information entropy and classical channel
capacity (see [5] and [6], for example). We do so because a great deal of what has
been achieved in the field of quantum information theory to has date been inspired
by results in classical information theory, most notably Claude Shannon’s semi-
nal article [7] on classical channel capacity, published in 1948. The brief review
of Shannon’s work on channel capacities is also justified in order to demonstrate
that not all of his results on classical channels have been successfully generalised
to the quantum setting. Unlike classical channels, there are a number of different
types of quantum channel capacities, namely, the classical capacity, quantum ca-
pacity and the private capacity. These capacities have not yet been fully resolved.
Moreover, entangled input states, mentioned above, have recently been shown to
improve the classical capacity of quantum channels. Hastings [8], building on a re-
sult by Hayden and Winter [9], recently presented a violation of one of the longest
standing conjectures in quantum information theory, namely the additivity conjec-
ture involving the Holevo quantity [1,2]. This counterexample implies that the con-
jectured formula for the classical capacity of a quantum channel is disproved and
that a simple “single-letter” formula for the capacity remains to be discovered. The
classical capacity of a quantum channel can therefore only be determined asymptot-
ically. The question of whether this is an intrinsic property of the classical capacity
of a quantum channel or whether there is some missing element which has not yet
been understood remains open.
Smith and Yard [10] also recently proved the non-additivity of the quantum channel
capacity, disproving the operational interpretation of the additivity the of quantum
capacity of quantum channels, by showing that two channels, each with zero quan-
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tum capacity, when used together can give rise to a non-zero capacity. This is known
as “superactivation” of channel capacity. Cubitt, Chen and Harrow [11] have also
demonstrated a similar result for the zero-error classical capacity of a quantum
channel. Smith and Smolin [12] and Li, Winter, Zou and Guo [13] have proved the
non-additivity of the private capacity for a family of quantum channels.
1.1 Classical information theory
In information theory, entropy measures the amount of uncertainty in the state of
a system before measurement. Shannon entropy measures the entropy of a vari-
able associated with a classical probability distribution. More formally, the Shan-
non entropy of a random variable X with probability distribution p(x) is given by
H(X) = −∑x p(x) log p(x). As entropy is measured in bits, log is taken to the
base 2, and 0 log(0) = 0.
Mutual information, H(X : Y ), measures the amount of information two random
variables X and Y have in common,
H(X : Y ) = H(X) +H(Y )−H(X, Y ), (1.1.1)
where, H(X, Y ) is the joint entropy [14].
Let I andO be the respective input and output alphabets for a classical channel and
let Xn and Yn both be sequences of random variables such that x ∈ I and y ∈ O.
A channel can be described in terms of the conditional probabilities p (y|x) i.e. the
3
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probabilities of obtaining different outcomes, y, given the input variable x.
1.1.1 Shannon’s noisy channel coding theorem
The capacity of a classical channelN provides a limit on the number of classical bits
which can be transmitted reliably per channel use. The direct part of the classical
channel coding theorem [7] states that using n copies of the channel, M bits of
information can be sent reliably over the channel at a rate R = M
n
if and only if
R ≤ C in the asymptotic limit.
The strong converse of the channel coding theorem states that if the rate at which
classical information is transmitted over a classical channel exceeds the capacity
of the channel, i.e. if R > C, then the probability of decoding the information
correctly goes to zero in the number of channel uses.
The capacity of a noisy classical channel,N , is given by the maximum of the mutual
information obtained over all possible input distributions, p(x), for Xn,
C(N ) = max
p(x)
H(X : Y ), (1.1.2)
where H(X : Y ) is given by Equation 1.1.1.
The first proof of Shannon’s coding theorem is due to Feinstein [15].
4
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1.2 Quantum information theory
Quantum communication promises to allow unconditionally secure communication
[16]. Techniques to protect quantum information from noise are therefore of great
importance. A simple “single-letter” formula which could be used to calculate the
classical capacity of a quantum channel, would lead to a better understanding of
optimal encodings used to protect quantum information from errors. Whether such
a formula can be found remains an open question.
The capacities of quantum channel with memory, widely considered to be more
realistic than memoryless channels, are being explored [17–19].
The quantum analogue of Shannon entropy is von Neumann entropy. It is defined as
follows. The entropy of a quantum state, ρ, is given by the von Neumann entropy,
S(ρ) = −Tr (ρ log ρ). If ρ has eigenvalues λi, then S(ρ) = −
∑
i λi log(λi).
1.2.1 Noisy quantum channel coding
Figure 1.1 depicts a quantum information transmission process from source to re-
ceiver [20].
ρs
C
ρc
Φ
ρo ρr
D
Source Encoding Input Channel Decoding ReceiverOutput
Figure 1.1: Transmitting classical information over a single quantum channel.
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The sender encodes their message into a block of quantum states. This codeword
can then be transmitted over copies of a quantum channel, Φ, see Figure 1.2.
Φ
Φ
EnCn
Φ
Φ
Figure 1.2: Transmitting classical information over copies of a quantum channel.
The above encodings Cn and En will be important in a later chapter when we in-
vestigate the channel coding theorem for quantum channels.
1.3 Thesis layout
In Chapter 2 we introduce some mathematical preliminaries and discuss concepts
fundamental to the understanding of quantum information theory.
We obtain a maximiser for the quantum mutual information for classical informa-
tion sent over the qubit amplitude-damping and depolarising channels in Chapter 3.
This is achieved by limiting the ensemble of input states to antipodal states, in the
calculation of the product state capacity for the channels. In Section 3.1 we evalu-
ate the capacity of the amplitude-damping channel and plot a graph of this capacity
versus the damping parameter. We discuss the “generalised” amplitude damping
6
1.3. THESIS LAYOUT
channel in Section 3.2, and show that the approach taken to calculate the product
state capacity of the conventional amplitude damping channel can also be taken for
this channel. We introduce the depolarising channel in Section 3.3 and discuss the
maximising ensemble of the corresponding Holevo quantity. The contents of this
chapter have been published by T.C. Dorlas and the Author in [21].
Chapter 4 is based on an article published by Dorlas together with the Author [19].
Here we investigate the classical capacity of two quantum channels with memory,
that is, a periodic channel with depolarising channel branches, and a convex com-
bination of depolarising channels. We prove that the capacity is additive in both
cases. As a result, the channel capacity is achieved without the use of entangled
input states. In the case of a convex combination of depolarising channels the proof
provided can be extended to other quantum channels whose classical capacity has
been proved to be additive in the memoryless case.
In Section 4.3 we introduce the periodic channel and investigate the product-state
capacity of the channel with depolarising channel branches. We derive a result
based on the invariance of the maximising ensemble of the depolarising channel,
which enables us to prove that the capacity of such a periodic channel is additive.
In Section 4.4 the additivity of the classical capacity of a convex combination of
depolarising channels is proved. This is done independently of the result derived in
Section 4.3 and can therefore be generalised to a class of other quantum channels.
In Section 4.5 we state the theorem proved by Datta and Dorlas in [3] concern-
ing the product-state capacity of a convex combination of memoryless channels
and we show that in the case of two (or more) depolarising channels or two (or
7
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more) amplitude-damping channels, this is in fact equal to the minimum of the in-
dividual capacities. We show however in the case of a depolarising channel and an
amplitude-damping channel, that this is not the case.
The channel coding theorem and strong converse is discussed in Chapter 5 and we
provide the proof by Winter [4]. We then consider the strong converse for a periodic
quantum channel, in light of a result shown in Section 4.6 for the periodic channel
with amplitude damping channel branches.
Appendix A.1 states Carathe´odory’s Theorem which is used in Chapter 3. A proof
provided by N. Datta, which states that it is sufficient to consider ensembles con-
sisting of at most d2 pure states in the maximisation of the Holevo quantity for a
CPT map, is given in Appendix A.2.
The proof of the product-state capacity of a periodic quantum channel, provided
by Datta and Dorlas, is given in Appendix B.1. The periodic channel is a special
case of a channel with arbitrary Markovian noise correlations. The proof of the
formula for the product-state capacity of such a channel, i.e. one with noise given
by arbitrary Markovian correlations, is given by Datta and Dorlas in [3].
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Chapter 2
Preliminaries
We begin by establishing some concepts fundamental to the study of quantum in-
formation theory. We build on the framework of quantum information transmission
introduced in the previous chapter by making these ideas mathematically concrete.
We introduce quantum states and channels and describe the operator sum represen-
tation, a tool widely used in quantum information theory to describe the behavior
of an input state with a given quantum channel. The definition of quantum en-
tanglement is provided and we discuss the mutual information between different
quantum states and the Holevo-Schumacher-Westmoreland theorem, which is used
to determine the product-state capacity for classical information sent over quantum
channels. The theory of Markov processes is introduced, providing definitions nec-
essary for Chapter 4, where we introduce two channels which have memory that
can be described using Markov chains.
9
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2.1 Quantum states and quantum channels
We now provide definitions for quantum states and quantum channels.
2.1.1 Quantum state
A quantum state is given by a positive semi-definite Hermitian operator of unit trace
on a Hilbert space. We now define the terms used in this definition.
A Hilbert space H is a complex vector space equipped with an inner product. Note
that we will only consider finite dimensional Hilbert spaces. An element of a Hilbert
space, known as a vector, is denoted |v〉. An element of the dual space H∗, the
conjugate transpose of |v〉 ∈ H, is denoted 〈v|, where
|v〉 =


v1
.
.
.
vd

 ∈ H, 〈v| = (v¯1 · · · v¯d) ∈ H∗, (2.1.1)
and v¯ is the complex conjugate of v. In fact, due to the correspondence between
H and its dual space H∗, given by the inner product, we can consider each element
|v〉 ∈ H as an element of H∗.
The norm of the vector |u〉 ∈ H is defined as follows,
∣∣∣∣u∣∣∣∣ =√〈u|u〉. (2.1.2)
10
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Note that positive operators are a subclass of Hermitian operators, both are defined
below. An operator A ∈ B(H) is Hermitian if A∗ = A where A∗ is the adjoint of
the operator A, defined by 〈Au|v〉 = 〈u|A∗v〉, for all vectors |u〉 and |v〉 in the state
space of A.
An operator A ∈ B(H) is called positive (semi-definite), if for all vectors |v〉 6= 0 ∈
H, the following holds 〈v|Av〉 ≥ 0.
Since a density operator is defined to be a positive (Hermitian) operator with trace
one on a Hilbert space H a quantum state can be represented by a density operator.
We now define a quantum state to be a positive operator of unit trace ρ ∈ B(H),
where B(H) denotes the algebra of linear operators acting on a finite dimensional
Hilbert space H.
2.1.1.1 Pure and mixed states
According to the first postulate of quantum mechanics, a quantum system is com-
pletely described by its state vector, |ψ〉. A state vector is a unit vector in the
state space of the system. A system whose state is completely known is said to
be in a pure state. The density operator for that system is given by the projec-
tion ρ = |ψ〉〈ψ|. If, however a system is in one of a number of states, then the
system is said to be in a mixed state. If a system is in one of the states |ψi〉 with
respective probabilities pi, then {pi, |ψi〉} is called an ensemble of pure states. The
corresponding density operator is given by ρ =
∑dim(H)
i=1 pi|ψi〉〈ψi|.
11
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2.1.1.2 Composite quantum systems
A composite of two quantum systems H and K can be described by the tensor
product of the two Hilbert spaces H⊗K. Note that dimH⊗K = dimH× dimK.
The state of one of the Hilbert spaces can be extracted from the product state of the
two Hilbert spaces by performing the partial trace on the composite system.
The tensor product and partial trace are both defined in the following section.
2.1.1.3 The tensor product and partial trace
The tensor product of two vectors, |h〉 ∈ H and |k〉 ∈ K, is defined as
|h〉 ⊗ |k〉 =
∑
i
∑
j
xiyj|hi〉 ⊗ |kj〉, (2.1.3)
where H and K represent Hilbert spaces with respective bases {hi} and {kj}.
The following demonstrates how the tensor product of two vectors and two matrices
is computed, respectively

 a
b

⊗

 c
d

 =


ac
ad
bc
bd


, (2.1.4)
12
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
 a b
c d

⊗

 e f
g h

 =


ae af be bf
ag ah bg bh
ce cf de df
cg ch dg dh


. (2.1.5)
Properties of the tensor product include,
(Φ⊗Ψ)(ρ⊗ ρ′) = Φ(ρ)⊗Ψ(ρ′). (2.1.6)
The trace of an operator A ∈ B(H), with the orthonormal basis |φi〉, is given by
Tr(A) =
dim(H)∑
i=1
〈φi|A|φi〉. (2.1.7)
We now introduce partial trace. Let H and K represent two Hilbert spaces with or-
thonormal bases {|hi〉}dim(H)i=1 and {|kj〉}dim(K)j=1 , respectively. Let ρ be a state defined
on the composite system such that ρ ∈ B(H⊗K). The state of the subsystemH is
given by the reduced density operator ρH and is defined by
〈Φ|ρH|Ψ〉 =
∑
j
〈Φ⊗ kj|ρ|Ψ⊗ kj〉, (2.1.8)
where |Φ〉 and |Ψ〉 are states on H. Inserting the basis elements for Φ and Ψ, the
partial trace can be calculated as follows
ρH = TrK(ρ) =
∑
l,m
∑
j
〈hl ⊗ kj|ρ|hm ⊗ kj〉 |hl〉〈hm|, (2.1.9)
where TrK is the partial trace operation from B(H ⊗ K) onto B(H). The state of
13
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the subsystem K is similarly defined.
2.2 Quantum channel
A map Φ : B(H)→ B(K) is said to be completely positive if
(Φ⊗ I) (A) ≥ 0, (2.2.1)
where A ≥ 0, is an operator defined on the Hilbert space H ⊗ Hˆ, where Hˆ is
an arbitrary space, K is the Hilbert space of the output state and I is the identity
operator.
A quantum channel is defined as a completely positive, trace preserving map, which
maps density operators from one Hilbert space to another.
In general, when a pure input state is transmitted through a noisy quantum channel,
the output state is not known with absolute certainty i.e. it is no longer a pure state.
The corresponding state is said to be mixed.
The initial state to a channel is given by the tensor product of the information state,
ρ, defined on the Hilbert space H and the initial state of the environment ρenv =
|ψ0〉〈ψ0|, assumed to be in a pure state and defined on the Hilbert space Henv.
Remark 1. It may be assumed that the initial state of a system is in a pure state as
the state of the system can always be defined in terms of a larger composite system
which can be chosen to be in a pure state. This is known as state purification.
14
2.2. QUANTUM CHANNEL
During transmission over a channel, the composite state, ρ ⊗ ρenv will evolve uni-
tarily such that U (ρ⊗ ρenv)U∗, for the unitary operator U on H⊗Henv.
After the interaction of the channel with the state ρ ⊗ ρenv, the output state ρout ∈
B(H) is given by
ρout = TrHenv [U (ρ⊗ ρenv)U∗] . (2.2.2)
This corresponds to a measurement operator on the information state alone after it
has evolved in interaction with the environment.
Note that, a unitary operator is defined as U∗U = I . A unital channel is a channel
where the following identity holds,
Φ(I) = I. (2.2.3)
Next we introduce operator sum representation, a way of describing the action of a
quantum channel on an input state.
2.2.1 Operator sum representation
Quantum channels can be represented using operator-sum, or Kraus representation.
By tracing over the state space of the environment, the dynamics of the principal
system alone are extracted and represented explicitly. We will now show that this
representation is a re-statement of equation (2.2.2).
Let {ψk}dim(Henv)k=1 denote an orthonormal basis for the Hilbert space of the envi-
ronment Henv and recall the definition for the partial trace of an operator given by
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Equation (2.1.9). Equation (2.2.2) now becomes,
Φ(ρ) =
dim(Henv)∑
k=1
∑
l,l′
〈hl ⊗ ψk|U (ρ⊗ |ψ0〉〈ψ0|)U∗|hl′ ⊗ ψk〉|hl〉〈hl′|
=
dim(Henv)∑
k=1
EkρE
∗
k , (2.2.4)
where Ek =
∑
l,l′〈hl ⊗ ψk|U |hl′ ⊗ ψ0〉|hl〉〈hl′|, {hl}dim(H)l=1 an orthonormal basis
for H and ρ ∈ B(H). The operators {Ek}dim(H)k=1 ∈ B(H) are known as operation
elements.
The operator Φ(ρ) represents the output state, and therefore must satisfy a com-
pleteness relation such that Tr Φ(ρ) = 1. Using the operation elements defined
above,
1 = Tr Φ(ρ) = Tr

dim(H)∑
k=1
EkρE
∗
k

 . (2.2.5)
Using the cyclic property of trace,
Tr

dim(H)∑
k=1
EkρE
∗
k

 = Tr

dim(H)∑
k=1
E∗kEkρ

 = 1. (2.2.6)
since this must hold for all ρ, it follows that∑k E∗kEk = I .
A map Φ : B(H)→ B(K) is completely positive and trace preserving if it admits a
Kraus Representation [22]
Φ(ρ) =
∑
i
EiρE
∗
i ,
∑
i
E∗i Ei = I. (2.2.7)
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A memoryless channel is given by a completely positive map Φ : B(H) → B(K),
where B(H) and B(K) denote the states on the input and output Hilbert spaces H
and K.
2.3 Positive operator-valued measure
Measurement of a quantum system can be described by a set of Hermitian matrices,
{Ek}, satisfying Ek ≥ 0 and
∑
k Ek = I ( [14, 23]). The set {Ek} is called a
positive operator-valued measure (POVM).
If measurement, described by the set {Ek}, is performed on a system in a state ρ,
then the probability of obtaining outcome label k is given by Tr(ρEk).
2.4 Quantum entanglement
A state ρ ∈ B(H ⊗ K) is said to be separable if it can be written as a probabilistic
mixture of product states
ρ =
∑
i
pi|hi〉〈hi| ⊗ |ki〉〈ki|, (2.4.1)
where |hi〉 ∈ H, |ki〉 ∈ K,
∑
i pi = 1, and pi ≥ 0. Otherwise the state is said to be
an entangled state.
Entanglement is an important resource in quantum information processing and plays
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an essential role in quantum teleportation, quantum cryptography, quantum compu-
tation, quantum error correction [24].
2.5 Classical information over a quantum channel
The transmission of classical information over a quantum channel is achieved by
encoding the information into quantum states. To accomplish this, a set of possible
input states ρj ∈ B(H) with probabilities pj are prepared, describing the ensemble
{pj , ρj}. The average input state to the channel is expressed as ρ =
∑
j pjρj . The
average output state is ρ˜ =
∑
j pjΦ(ρj) [25].
2.5.1 Holevo bound
When a state is sent through a noisy quantum channel, the amount of information
about the input state that can be inferred from the output state is called the accessible
information. For any ensemble {pj, ρj}, the Holevo quantity is defined as
χ ({ pj, ρj }) := S
(∑
j
pj ρj
)
−
∑
j
pj S(ρj). (2.5.1)
The Holevo bound [26] provides an upper bound on the accessible information and
is given by,
H(X : Y ) ≤ χ ({ pj ,Φ(ρj) }) , (2.5.2)
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where χ ({ pj,Φ(ρj) }) is the Holevo quantity of channel Φ. Here X is the random
variable representing the classical input to the channel. The possible values xj are
mapped to states ρj which are transformed to Φ(ρj) by the channel. Then, a gen-
eralised measurement with corresponding POVM {Ej} allows the determination of
the output random variable Y with conditional probability distribution given by
P(Y = xk |X = xj) = Tr(Φ(ρj)Ek). (2.5.3)
The second term in the Holevo bound is often referred to as the output entropy. This
term represents the joint entropy of the systemH⊗Henv after evolution and can be
interpreted as the final entropy of the environment, assuming that the environment
was initially in a pure state. This is the amount of information that the information
state, or principal system, has exchanged with the environment. We therefore want
to minimize the output entropy and maximise the entropy of the expected state. This
justifies the definition of the capacity of the channel as the maximum of the mutual
information. When quantum information is sent down a noisy quantum channel, the
output entropy is known as entropy exchange [27].
Holevo [26] has introduced a measure of the amount of classical information re-
maining in a state that has been sent over a noisy quantum channel. The product-
state capacity of a channel is given by the maximisation of this Holevo quantity over
an ensemble of input states, and can be interpreted as the amount of information that
can be sent, in the form of product-states, reliably over the channel.
In this case the fact that the capacity is given by the maximum of the Holevo quantity
is known as the Holevo-Schumacher-Westmoreland (HSW) Theorem.
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2.6 The Holevo-Schumacher-Westmoreland theorem
If the possible input states to a channel are prepared as product states of the form
ρ1 ⊗ ρ2 ⊗ · · · , then the associated capacity is known as the product state capacity.
This implies that the input states have not been entangled over multiple uses of the
channel. The capacity for channels with entangled input states has been studied
[28], and it has been shown that for certain channels the use of entangled states can
enhance the inference of the output state and increase the capacity (e.g. [29]).
The HSW theorem, proved independently by Holevo [1] and by Schumacher and
Westmoreland [2], provides an expression to calculate the product state capacity
for classical information sent through a quantum channel, Φ, and can be calculated
using the following expression,
χ∗(Φ) = max
{pj , ρj}
χ ({ pj,Φ(ρj) }) (2.6.1)
where S is the von Neumann entropy, S(ρ) = −Tr (ρ log ρ). If ρ has eigenvalues
λi, then S(ρ) = −
∑
i λi log(λi). The capacity is given by the maximum mutual
information calculated over all ensembles {pj, ρj} [14]. Properties characterising
optimal input ensembles for have been studied [30].
Remark 2. Prior to the HSW theorem, Holevo [31] developed a formula for cal-
culating the product-state capacity of a quantum channel where a maximisation of
the accessible information is taken explicitly over both the input ensemble and over
product measurements performed on the output of the channel. It has been shown
that, in certain cases, more information can be transmitted per use of a quantum
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channel using collective measurements rather than separable ones (see [1,32,33]).
2.6.1 Optimal input enembles
By concavity of the entropy, the maximum in Equation 2.6.1 is always attained
for an ensemble of pure states ρj . Indeed, we can decompose each ρj as convex
combinations of pure states: ρj =
∑
k qk|ψj,k〉〈ψj,k|. This does not change the first
term of (2.6.1), but by concavity of the entropy,
S(Φ(ρj)) ≥
∑
k
qkS(Φ(|ψj,k〉〈ψj,k|)). (2.6.2)
Moreover, it follows from Carathe´odory’s theorem [34–36], that the ensemble can
always be assumed to contain no more than d2 pure states, where d = dim (H).
A statement of Carathe´odory’s Theorem is provided in Appendix A.1 along with
a proof by N. Datta in Appendix A.2 which states that it is sufficient to consider
ensembles consisting of d2 pure states in the maximisation of the Holevo quantity
χ(Φ), for some CPT map Φ.
Next we introduce two models for quantum memory.
2.7 Models for quantum memory channels
Bowen and Mancini [37, 38] introduced two models for quantum channels with
memory. The model shown in Figure 2.1 depicts an interaction between each mem-
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ory state ρj and its environment Ej . The environments {Ej}nj=1 are correlated,
which leads to a memory effect at each stage of the evolution. In contrast to the
E1 E2 E3
ρ1 ρ2 ρ3
b b b
U1 U2 U3
M M
Figure 2.1: A model for quantum channel memory: each input state ρj interacts with
its own environment, which is itself correlated with the other environments [39].
previous model, Figure 2.2 depicts the input state ρj interacting with its own en-
vironment and with the memory state. The error operators at each stage of the
evolution are correlated, and may be determined using the relevant unitary operator
and the input state. Both process will be described in the following subsections.
2.7.1 Several uses of a memoryless quantum channel
Recall that it is known that any quantum channel, described by a completely positive
trace preserving (CPT) map, can be represented by a unitary operation on the input
state to the channel and the initial (known) state of the environment [22]. The output
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E1 E2 E3
M M M
ρ1 ρ2 ρ3
b b bM
U1 U2 U3
Figure 2.2: Model for quantum channel memory: correlations between each error
operator and input state are determined by the relevant unitary operator and the
memory state [39].
state following a sequence of n uses of the memoryless channel, Φ is given by
Φ(n)
(
ρ(n)
)
= TrE
[
Un,En · · ·U1,E1
(
ρ(n) ⊗ |0E1 · · · 0En〉〈0E1 · · · 0En|
)×
× U∗1,E1 · · ·U∗n,En
]
(2.7.1)
where, ρ(n) ∈ H⊗n is a (possibly entangled) input state codeword and
ρE = |0E1 · · · 0En〉〈0E1 · · ·0En | represents the (product) state of the environment.
Note that the trace is taken over each state comprising the state of the environment.
2.7.2 Several uses of a quantum channel with memory
The action of a quantum memory channel on a sequence of input states can be
viewed in the following two ways.
23
2.7. MODELS FOR QUANTUM MEMORY CHANNELS
2.7.2.1 Model 1
The action of the channel described by Figure 2.1 can be described as follows
Φ(n)
(
ρ(n)
)
= TrE
[
Un,En · · ·U1,E1
(
ρ(n) ⊗ ωE
)
U∗1,E1 · · ·U∗n,En
]
(2.7.2)
where ωE = ΩEρEΩ∗E and ΩE is a unitary operator on E which introduces corre-
lations between the environments Ej . Here we are replacing the separable state ρE
introdcued in Section 2.7, with a correlated state ωE.
2.7.2.2 Model 2
Each input state ρi, to the channel will act with a unitary interaction on the channel
memory state, denoted |M〉〈M |, and also an independent environment Ei. This
process is depicted in Figure 2.2.
The output state from such a quantum memory channel can be expressed as follows
Φ(n)
(
ρ(n)
)
= TrME
[
Un,MEn · · ·U1,ME1
(
ρ(n) ⊗ |M〉〈M |
⊗ |0E · · · 0E〉〈0E · · · 0E|
)
U∗1,ME1 · · ·U∗n,MEn
]
. (2.7.3)
Note that if the unitaries acting on the state memory and environment can be writ-
ten as Uk,MEk = UkEkUM then the memory can be traced out and we recover the
memoryless channel.
Quantum channels which have Markovian noise correlations are a class of channel
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which can be represented by the above model. This class of channel is of particular
interest to us and is discussed below.
2.8 Markov processes and channel memory
Next, we provide definitions [40] needed to describe quantum channels with classi-
cal memory.
2.8.1 Definitions and basic properties
Let I denote a countable set and let λi = P(X = i), where X is a random variable
taking values in the state space I . Let P denote a transition matrix, with entries
labeled pj|i.
A Markov chain is given by a sequence of random variables X0, . . . , Xn−1 with the
following property,
P(Xn−1 = in−1|Xn−2 = in−2, . . . , X0 = x0) = P(Xn−1 = in−1|Xn−2 = in−2)
= pin−1|in−2 . (2.8.1)
Equivalently, a discrete time random process denoted Xn can be considered to be a
Markov chain with transition matrix P and initial distribution λ, if and only if the
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following holds for i0, . . . , in−1 ∈ I , (see Norris [40] Theorem 1.1.1)
P(X0 = i0, X1 = i1, . . . , Xn−1 = in−1) = λi0pi1|i0pi2|i1 · · · pin−1|in−2 . (2.8.2)
A state j is said to be accessible from state i, and can be written i → j, if there
exists n ≥ 0 such that
P(Xn = j|X0 = i) > 0. (2.8.3)
The state i ∈ I is said to communicate with state j ∈ I if i → j and j → i. This
relation, denoted i↔ j, partitions the state space I into communicating classes. A
Markov chain is said to be irreducible if the state space I is a single class.
A state i has period L if any return to the state i occurs in multiples of L time steps,
i.e.
L = gcd{n : P(Xn = i|X0 = i) > 0}. (2.8.4)
Next we use the concepts to describe classical memory.
2.8.2 Classical memory
A channel, of length n, with Markovian noise correlations can be described as fol-
lows [3]
Φ(n)(ρ(n)) =
∑
i0...in−1
(qin−1|in−2 . . . qi1|i0) λi0(Φi0 ⊗ · · · ⊗ Φin−1)(ρ(n)), (2.8.5)
where qj|i denotes the elements of the transition matrix of a discrete-time Markov
chain, and {λi} represents an invariant distribution on the Markov chain.
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In later chapters we analyse two particular channels with classical memory, the peri-
odic channel and a convex combination of memoryless channels. Both are described
below.
A periodic channel can be described as follows
Φ(n)
(
ρ(n)
)
=
1
L
L−1∑
i=0
(Φi ⊗ Φi+1 ⊗ · · · ⊗ Φi+n−1)
(
ρ(n)
)
, (2.8.6)
where Φi are CPT maps and the index is cyclic modulo the period L. In this case
qj|i = θi,j , where
θi,j =


1, if j = (i+ 1) mod L
0, otherwise.
(2.8.7)
A convex combination of product channels is defined by the following channel
Φ(n)
(
ρ(n)
)
=
M∑
i=1
γiΦ
⊗n
i (ρ
(n)), (2.8.8)
where γi, (i = 1, . . . ,M) is a probability distribution over channels
Φ1, . . . ,ΦM . The action of the channel can be interpreted as follows. With proba-
bility γi a given input state ρ(n) ∈ B(H⊗n) is transmitted through one of the mem-
oryless channels. The corresponding Markov chain is aperiodic but not irreducible.
In this case the elements of the transition matrix are qj|i = δij , i.e. the transition ma-
trix is equal to the identity matrix. Note that Ahlswede [41] introduced the classical
version of this channel and its capacity was proved by Jacobs [42].
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Chapter 3
Deriving a minimal ensemble for the
quantum amplitude damping
channel
In this chapter we focus on obtaining the maximiser for classical information trans-
mitted in the form of product-states over a noisy quantum channel. We consider in
particular the problem of determining this maximiser in the case of the amplitude
damping channel. The amplitude damping channel models the loss of energy in a
system and is an example of a non-unital channel (see Section 2.1). The effect of
the qubit amplitude damping channel on the Bloch (Poincare´) sphere is to “squash”
the sphere to the |0〉 pole, resulting in an ellipsoid. The Bloch sphere will be dis-
cussed in more detail in Section 3.1.1 and the resulting space of the output states
from an example amplitude-damping channel, using the optimal input ensemble for
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that channel, can be seen in Figure 3.7 of this chapter.
It is known in general that the maximising ensemble can always be assumed to
consist of at most d2 pure states if d is the dimension of the state space, but we show
that in the case of the qubit amplitude-damping channel, the maximum is in fact
obtained for an ensemble of two pure states. Moreover, these states are in general
not orthogonal. This result is rather surprising, since nonorthogonal quantum states
cannot be distinguished with perfect reliability.
Note that Fuchs [43] has also described a particular channel, the so-called “splay-
ing” channel, whose product state capacity is maximised using an ensemble of non-
orthogonal states.
3.1 The amplitude-damping channel
The qubit amplitude-damping channel models the loss of energy in a qubit quantum
system and is described, with error parameter 0 ≤ γ ≤ 1, by the following operation
elements [14]
E0 =

 1 0
0
√
1− γ

 , E1 =

 0
√
γ
0 0

 . (3.1.1)
Using the operation elements above, the qubit amplitude-damping channel can be
expressed as follows
Φamp(ρ) = E0 ρE
∗
0 + E1 ρE
∗
1 . (3.1.2)
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Note that since E∗0E0 + E∗1E1 = I , the operator Φamp is a CPT map and therefore
a legitimate quantum channel.
Acting on the general qubit state ρ, given by
ρ =

 a b
b¯ 1− a

 , (3.1.3)
the output of the channel Φamp is given by
Φamp(ρ) =

 a+ (1− a)γ b
√
1− γ
b¯
√
1− γ (1− a)(1− γ)

 . (3.1.4)
The amplitude-damping channel can be interpreted as follows. Evaluating
E0ρE
∗
0 =

 a b
√
1− γ
b¯
√
1− γ (1− γ)(1− a)

 , (3.1.5)
we can easily see that if the input state is given by ρ = |0〉〈0|, then the state is left
unchanged by E0ρE∗0 , with probability 1. However, if the input state is ρ = |1〉〈1|,
the amplitude of the state is multiplied by a factor 1− γ.
On the other hand,
E1ρE
∗
1 = γ

 1− a 0
0 0

 . (3.1.6)
In this case, the input state ρ = |1〉〈1| is replaced with the state |0〉〈0| with proba-
bility γ.
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Therefore,
Φamp(|0〉〈0|) = |0〉〈0|, (3.1.7)
and
Φamp(|1〉〈1|) = γ|0〉〈0|+ (1− γ)|1〉〈1|. (3.1.8)
The eigenvalues of Φamp(ρ) are easily found to be
λamp± =
1
2
(
1±
√
(1 + 2a(γ − 1)− 2γ)2 − 4|b|2(γ − 1)
)
. (3.1.9)
Next we derive the product-state capacity of the qubit amplitude damping channel.
3.1.1 Product-state capacity of the qubit amplitude damping
channel
Recall (Section 2.5.1) that the Holevo quantity for a channel Φ is defined as
χ({pj ,Φ(ρj)}) = S
(
Φ
(∑
j
pjρj
))
−
∑
j
pjS(Φ(ρj)). (3.1.10)
In the case of the amplitude-damping channel, given by Equation (3.1.4), the Holevo
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quantity is given as follows,
χ({pj ,Φamp(ρj)}) = S

∑
j

 pj (aj + (1− aj)γ) pjbj
√
(1− γ)
pj b¯j
√
(1− γ) pj(1− aj)(1− γ)




−
∑
j
pj S

 aj + (1− aj)γ bj
√
1− γ
b¯j
√
1− γ (1− aj)(1− γ)

 .(3.1.11)
To maximise Equation (3.1.11) we will show that the first term is increased, while
keeping the second term fixed, if each pure state ρj is replaced by itself and its
mirror image in the real b-axis. In other words, replacing ρj =

 aj bj
b¯j (1− aj)


associated with probability pj , with the states ρj =

 aj bj
b¯j (1− aj)

 and ρ′j =

 aj −bj
−b¯j (1− aj)

, both with probabilities pj/2, will increase Equation (3.1.11).
The Bloch sphere (also known as the Poincare´ sphere) is a representation of the
state space of a two-level quantum system i.e. a qubit. Pure states (corresponding
to the extreme points in the (convex) set of density operators) are given by points
on the surface of the sphere.
An example of antipodal states is shown in Figure 3.1 below, which depicts a two-
dimensional cross-section of the Block sphere. Here, the state ρ1 has been replaced
by itself and ρ′1, similarly for ρ′2.
As remarked above, the maximum in Equation (2.6.1) can be achieved by a pure
state ensemble of (at most) d2 states, where d is the dimension of the input to the
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Ρ1 Ρ2
Ρ1’ Ρ2’
0.2 0.4 0.6 0.8 1.0
a
-0.4
-0.2
0.2
0.4
b
Figure 3.1: An example of two pairs of antipodal pure states.
channel. In general, the states ρj must lie inside the Poincare´ sphere
(
a− 1
2
)2
+ |b|2 ≤ 1
4
(3.1.12)
and so, the pure states will lie on the boundary
(
a− 1
2
)2
+ |b|2 = 1
4
⇒ |b|2 = a(1 − a). (3.1.13)
We first show that the second term in Equation (3.1.10) remains unchanged when
the states are replaced in the way described above. Indeed, since the eigenvalues
(3.1.9) depend only on |b|, we have S (Φ(ρj)) = S
(
Φ(ρ′j)
)
and therefore,
∑
j
pj
2
[
S(Φ(ρj)) + S(Φ(ρ
′
j))
]
=
∑
j
pjS (Φ(ρj)) . (3.1.14)
Secondly, we prove that S
(
Φ
(∑
j pjρj
))
is in fact increased by replacing each
state with itself and its mirror image, each with half their original weight. Indeed,
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as S is a concave function,
S
(∑
j
pj
2
Φ(ρj + ρ
′
j)
)
≥ 1
2
[
S
(
Φ
(∑
j
pjρj
))
+ S
(
Φ
(∑
j
pjρ
′
j
))]
(3.1.15)
and again, since S
(
Φ(
∑
j pjρj)
)
= S
(
Φ(
∑
j pjρ
′
j)
)
,
S
(∑
j
pj
2
Φ
(
ρj + ρ
′
j
)) ≥ S
(
Φ
(∑
j
pjρj
))
. (3.1.16)
We can conclude that the first term in Equation (3.1.10) is increased with the second
term fixed if each state ρj is replaced by itself together with its mirror image.
Remark 3. It follows,in particular, that we can assume from now on that all bj are
real as the average state
∑
j
pj
2
(ρj + ρ
′
j) has zero off-diagonal elements, whereas
the eigenvalues of Φ(ρj) only depend on |bj |.
3.1.1.1 Convexity of the output entropy
We concentrate here on proving that, in the case of the amplitude- damping channel,
the second term in the equation for the Holevo quantity is convex as a function of
the parameters aj , when ρj is taken to be a pure state, i.e. bj =
√
aj(1− aj). Thus
S (Φ(ρj)) is a function of one variable only, i.e. S(aj). It is given by,
S(aj) = S(Φamp(ρaj )), (3.1.17)
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where
ρa =

 a
√
a(1− a)√
a(1− a) 1− a

 , (3.1.18)
that is,
σ(a) = Φamp(ρa) =

 a + (1− a)γ
√
a(1− a)√1− γ√
a(1− a)√1− γ (1− a)(1− γ)

 . (3.1.19)
Inserting b2 = a(1 − a) into Equation (3.1.9) the eigenvalues for the amplitude-
damping channel can be written as
λamp± =
1
2
(
1±
√
1− 4γ(1− γ)(1− a)2
)
. (3.1.20)
Denote
x =
√
1− 4γ(1− γ)(1− a)2. (3.1.21)
Then
S(a) = −
(
1 + x
2
)
log
(
1 + x
2
)
−
(
1− x
2
)
log
(
1− x
2
)
. (3.1.22)
We prove that S ′′(a) is positive. A straightforward calculation yields
S ′′(a) ln 2 =
2γ(1− γ)
x3
ln
(
1 + x
1− x
)
− 4γ(1− γ)
x2
(3.1.23)
=
(
2γ(1− γ)
x2
)(
1
x
ln
(
1 + x
1− x
)
− 2
)
. (3.1.24)
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Since the first term in the above equation is positive, the problem of proving the
convexity of S(a) reduces to proving that,
ln
(
1 + x
1− x
)
≥ 2x. (3.1.25)
This is easily shown. Note that 0 ≤ x ≤ 1. Both functions are plotted in Figure 3.2
below. We conclude that S ′′(a) is positive and therefore S(a) is convex. Writing
0.2 0.4 0.6 0.8 1.0
x
1
2
3
4
fHxL , gHxL
gHxL
f HxL
Figure 3.2: The functions f(x) = ln
(
1+x
1−x
)
and g(x) = 2x plotted for 0 ≤ x ≤ 1.
ρ¯a =
∑
j pj ρaj , with a¯ =
∑
j pj aj and since the entropy function S is convex in a
we have
χ({pj ,Φamp(ρj)}) = S(Φamp(ρ¯a))−
∑
j
pj S(aj)
≤ S(Φamp(ρ¯a))− S(a¯). (3.1.26)
The capacity is therefore given by
χ∗(Φamp) = max
a∈[0,1]
[
S
(
1
2
(σ(a) + σ′(a))
)
− S(σ(a))
]
, (3.1.27)
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where σ(a) is given by
σ(a) = Φamp(ρa) =

 a + (1− a)γ
√
a(1− a)√1− γ√
a(1− a)√1− γ (1− a)(1− γ)

 , (3.1.28)
and hence
1
2
(σ(a) + σ(a)′) =

 a+ (1− a)γ 0
0 (1− a)(1− γ)

 . (3.1.29)
We have proved that S(a) is convex. Therefore −S(a) is concave. On the other
hand, it follows from the concavity of S that the first term is also a concave function
of a.
It follows that χAD(a) = S
(
1
2
(σ(a) + σ′(a))
)−S(σ(a)) is a concave function, and
its maximum is achieved at a single point. The maximising value of a is given by
the transcendental equation χ′AD(a) = 0 and can only be computed numerically. In
Figure 3.3 we plot χAD(a) as a function of a.
The maximising a for fixed γ ∈ [0, 1] is plotted as a function of γ in Figure 3.4.
Note that amax ≥ 0.5 for all γ. This is easily proved: The determining equation is
χ′(a) = (1− γ) ln (1− γ)(1− a)
a + γ(1− a) +
2γ(1− γ)(1− a)
x
ln
1 + x
1− x = 0. (3.1.30)
Since χ(a) is concave, the statement follows if we show that χ′(0) > 0 and
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Figure 3.3: χAD(a) for 0 ≤ γ ≤ 1 plotted over a.
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Figure 3.4: Maximising a’s for 0 ≤ γ ≤ 1 for the amplitude-damping channel.
χ′(1
2
) > 0. But, if a = 0 then x =
√
1− 4γ(1− γ) = |1− 2γ| so
χ′(0) = (1− γ) ln 1− γ
γ
+
2γ(1− γ)
|1− 2γ| ln
1 + |1− 2γ|
1− |1− 2γ| =
1− γ
1− 2γ ln
1− γ
γ
> 0.
(3.1.31)
For a = 1
2
we have x =
√
1− γ + γ2 and
χ′(0.5) = −(1 − γ) ln 1 + γ
1− γ +
γ(1− γ)
x
ln
1 + x
1− x. (3.1.32)
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This is also positive because x > γ and the function
1
2x
ln
1 + x
1− x =
tanh−1(x)
x
(3.1.33)
is increasing. The resulting capacity is plotted in Figure 3.5.
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Figure 3.5: χAD(amax) vs. γ.
3.1.2 Non-orthogonality of the maximising ensemble
We have proved that the Holevo quantity for the amplitude-damping channel can
be maximised using an ensemble of just two pure states. Concentrating on the first
term, the average of two mutually orthogonal states will lie in the centre of the
Bloch sphere, i.e. at a = 1
2
. However, we have proved that amax ≥ 0.5 for all γ.
This implies that the product-state capacity of each amplitude-damping channel is
achieved for an ensemble of non-orthogonal states.
In [43], Fuchs compares the product-state capacities for the “splaying” channel with
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both orthogonal and non-orthogonal input states, for certain values of the error pa-
rameter. We will now compare the Holevo quantity of the qubit amplitude-damping
channel using orthogonal and non-orthogonal input states.
Example: We choose γ = 0.2, indeed any choice of parameter γ ∈ (0, 1] will do,
and we first take a = 0.5, representing an orthogonal ensemble. We find that the
corresponding Holevo quantity is
χ⊥ ≈ 0.720726. (3.1.34)
Again choosing γ = 0.2 but this time solving the transcendental equation χ′AD(a) =
0 numerically to find amax ≈ 0.567214, we get
χ∗ = χnon⊥ ≈ 0.731645. (3.1.35)
Since amax ≈ 0.567214, this implies that the optimal input states ρ± = |σ±〉〈σ±|,
where
|σ±〉 =


√
amax
±√1− amax

 =

 0.753133
±0.657862

 (3.1.36)
The angle between the two states ρ and ρ′ is approximately 83 degrees. This demon-
strates that the optimal ensemble to the qubit amplitude-damping channel, with
error-parameter γ = 0.2, consists of non-orthogonal states.
Figure 3.6 shows that χ(amax), i.e. the actual product-state capacity, differs from
χ(0.5) except when γ = 0 and γ = 1. This is due to the fact that γ = x at γ = 1
and since the error parameter γ is at its maximum value we have χ(amax) = 0.
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At γ = 0, the first term of the Holevo quantity for the amplitude-damping channel
S
(
ΦAD(
∑
j pjρj)
)
= S

 a 0
0 (1− a)

 which is maximised at a = 0.5.
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Figure 3.6: χAD(amax) vs. γ in blue and χAD(a = 0.5) vs. γ in red.
Figure 3.7 below demonstrates the amplitude damping channel with γ = 1
2
with the
optimal input states represented in blue and the corresponding output state in red.
Note that a qubit channel maps the Bloch sphere to an ellipsoid and the action of a
unital channel on the Bloch sphere results in an ellipsoid which is centered at the
origin of the Bloch sphere [44, 45].
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Figure 3.7: Optimal input states (blue) to the amplitude-damping channel with γ =
0.5 and the resulting output states from the channel (red).
3.2 The generalised amplitude-damping channel
The operation elements for the generalised amplitude-damping channel [14] are as
follows
E0 =
√
p

 1 0
0
√
1− γ

 , E1 = √p

 0
√
γ
0 0

 (3.2.1)
E2 =
√
1− p


√
1− γ 0
0 1

 , E3 =√1− p

 0 0√
γ 0

 . (3.2.2)
Remark 4. Note that we recover the traditional amplitude-damping channel for
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p = 1.
Therefore the generalised amplitude-damping channel, ΦGAD, acting on the qubit
state
ρ =

 a b
b¯ 1− a

 , (3.2.3)
can be written as
ΦGAD(ρ) = E0ρE
∗
0 + E1ρE
∗
1 + E2ρE
∗
2 + E3ρE
∗
3
=

 a+ pγ − aγ
√
a(1− a)√1− γ√
a(1− a)√1− γ a(γ − 1)− pγ + 1

 . (3.2.4)
The eigenvalues of ΦGAD(ρ) are,
λ± =
1
2
(
1±
√
1 + 4a2γ2 − 4a2γ − 8apγ2 + 8apγ + 4p2γ2 − 4pγ
)
. (3.2.5)
Again, letting
x =
√
1 + 4a2γ2 − 4a2γ − 8apγ2 + 8apγ + 4p2γ2 − 4pγ, (3.2.6)
we have
S(a) = −
(
1 + x
2
)
log
(
1 + x
2
)
−
(
1− x
2
)
log
(
1− x
2
)
. (3.2.7)
Now,
S ′(a) ln(2) = −2γ(1− γ)(p− a)
x
ln
1 + x
1− x (3.2.8)
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and the second derivative
S(a) ′′ ln(2) =
2γ(1− γ)
x3
{
(1− c) ln 1 + x
1− x − 2x
1− c− x2
1− x2
}
, (3.2.9)
where c = 4γp(1− p).
Since S ′′(a) can be shown to be positive, we can conclude that S(a) is a convex
function of a and since the first term in the Holevo quantity is concave we deduce
that χ(a) is concave. Applying the technique used for the amplitude damping chan-
nel in Section 3.1, i.e. replacing each state in the ensemble by itself and it’s antipode
with half the original probability, we can maximise χ(a) over an ensemble contain-
ing two pure states which are specified completely, for each fixed γ and p, by a
single value a.
Figure 3.8 depicts the Holevo capacity χ∗ as a function of p for values of γ ∈ [0, 1].
We can see that χ(p) varies more at larger values of γ. This is due to the fact that
p only occurs with γ in the expression for ΦGAD in Equation (3.2.4). Figure 3.9
below shows the Holevo χ(a) quantity for fixed γ = 0.5 and for p fixed at various
values between 0 and 1. The symmetry between p and 1 − p about p = 0.5 can
clearly be seen.
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Figure 3.8: The Holevo capacity χ∗(p) for the generalised amplitude-damping chan-
nel as a function of p and for various values of 0 ≤ γ ≤ 1.
3.3 The depolarising channel and the Holevo
quantity
The state of a qubit sent through the depolarising channel is replaced by a com-
pletely mixed state with probability λ, as follows
∆λ(ρ) = (1− λ)ρ+ λ
(
I
2
)
. (3.3.1)
We demonstrate a method of obtaining the product-state capacity of a qubit depo-
larising channel using a minimal input ensemble, analogous to the above argument
for the amplitude-damping channel. The depolarising channel acting on the qubit
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Figure 3.9: The Holevo χ quantity for the generalised amplitude damping channel,
with γ = 0.5 plotted for various values of 0 ≤ p ≤ 1.
state ρ =

 a b
b¯ 1− a

 can be written as,
∆λ(ρ) =

 (1− λ)a+ λ2 b(1− λ)
b¯(1− λ) (1− λ)(1− a) + λ
2

 . (3.3.2)
Note that for pure input states b =
√
a(1− a) and the corresponding eigenvalues
are
Λ+ =
λ
2
, Λ− = 1− λ
2
. (3.3.3)
For a pure input state ρj , the second term in the Holevo quantity S (Φ(ρj)), given
by Equation 3.1.10, is a function of one variable only, in other words S(Φ(ρaj )) =
S (aj), where
ρa =

 a
√
a(1− a)√
a(1− a) 1− a

 . (3.3.4)
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Denoting χDep({pj, ρj}) by χDep, the Holevo quantity for the depolarising channel
with a pure state ensemble is given by
χDep = S

∑
j

 pj
(
(1− λ)aj + λ2
)
pj
√
a(1− a)(1− λ)
pj
√
a(1− a)(1− λ) pj
(
(1− λ)(1− aj) + λ2
)




−
∑
j
pj S (aj) . (3.3.5)
The product-state capacity of the channel is achieved by maximising Equation
(3.3.5). We replace each state in the manner described in Section 3.1.1. Since the
eigenvalues given in Equation (3.3.3) do not depend on the state, the second term
in Equation (3.3.5) is also independent of the input state. Then, by concavity of the
entropy, the first term in Equation (3.3.5) is increased and hence Equation (3.3.5)
increases. From the concavity of the entropy S, it follows that the first term in the
above equation is a concave function of aj . The Holevo quantity χDep({pj, ρj}) is
concave in the input state ρa and its maximum can therefore be achieved at a single
point. The Holevo quantity now becomes
χDep({pj, ρj}) = S
(
1
2
(∆λ (ρ) + ∆λ (ρ
′))
)
−H
(
λ
2
)
= H
(
(1− λ) a+ λ
2
)
−H
(
λ
2
)
(3.3.6)
where H(p) = −p log(p)− (1− p) log(1− p) is the binary entropy.
As the second term above is independent of the input ensemble, we concentrate on
maximising the first term to obtain the product-state capacity. The average of any
two mutually orthogonal states will lie in the center of the Bloch sphere, in other
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words at a = 1
2
. We therefore obtain equal eigenvalues, Λ0 = Λ1 = 12 , for the first
term and the entropy is a maximum. The product-state capacity can therefore be
achieved with an ensemble containing any pair of orthogonal pure states ρa and ρ′a
with equal probability 1
2
.
We can therefore again maximise over a minimal ensemble of two mirror image
states with equal probability 1
2
. The maximum is clearly attained at a = 1
2
as can be
seen in Figure 3.10. The value for χ∗(∆λ) is shown in Figure 3.11 as a function of
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Figure 3.10: The Holevo quantity for the depolarising channel as a function of a,
for λ ∈ [0, 1].
λ. The depolarising channel can therefore be considered to be rotationally invariant.
The product-state capacity for the qubit depolarising channel is χ∗Dep = 1−H
(
λ
2
)
.
In fact, it was proved by King [46], that this is also the classical capacity of the
channel. In d dimensions the capacity of the depolarising channel is
χ∗ (∆λ) = log (d)− Smin (∆λ) (3.3.7)
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Figure 3.11: χ∗(amax) vs. λ.
where Smin is defined as,
Smin (∆λ) = inf
ρ
S (∆λ) . (3.3.8)
3.4 Summary
To summarise, we have introduced a method for calculating the product state capac-
ity for the qubit amplitude damping channel using a minimal ensemble containing
two antipodal states. We analysed the behaviour of the product state capacity of the
channel as a function of its error parameter and also showed that the product state
capacity of the channel is achieved using non-orthogonal states.
Next we discussed the generalised amplitude damping channel and the depolaris-
ing channel. We have shown that the technique used to calculate the product state
capacity of the qubit amplitude damping channel can also be used to calculate the
product state capacity of these channels.
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Chapter 4
The classical capacity of two
quantum channels with memory
4.1 Introduction
The problem of determining the classical information-carrying capacity of a quan-
tum channel is one which has not been fully resolved to date. In the case where the
input to the channel is prepared in the form of non-entangled states, the classical
capacity can be determined using a simple formula, that is, the supremum of the
Holevo quantity introduced in Chapter 2.
However, if entanglement between multiple uses of the channel is permitted, then
the channel capacity can only be determined asymptotically. Moreover, the pro-
posed additivity conjecture which promised to provide such a “single-letter” for-
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mula for the classical capacity of a channel with general input states, has recently
been disproved even in the case of memoryless channels [8].
Note, that a channel is said to be memoryless if the noise acts independently on
each state sent over the channel. If Φ(n) = Φ⊗n is a memoryless channel, then the
product-state capacity is given by the supremum of the Holevo quantity evaluated
over all possible input state ensembles. This is also known as the Holevo capacity
χ∗(Φ) of the channel.
We remark that, Shor [47] (see also Pomeransky [48] and Fukuda [49]) proved
that the additivity conjectures involving the entanglement of formation [50], the
minimum output entropy [44], the strong superadditivity of the entanglement of
formation and the Holevo capacity [1, 2] are in fact equivalent.
The additivity conjecture of the Holevo capacity, discussed in detail in Section 4.2,
states that the rate at which classical information can be transmitted over a quantum
channel cannot be improved by sending entangled codewords over copies of the
channel.
Additivity of the Holevo capacity has been proved for unital qubit channels [51],
entanglement-breaking channels [52], and the depolarising channel [46]. However
Hastings [8] recently provided a counter example to the above conjecture using ran-
dom unitary channels, thereby disproving the conjecture for memoryless channels.
We are concerned here with the classical capacity of two quantum channels with
memory. Note that it has been shown that the capacity of certain channels with
memory can be enhanced using entangled state inputs. See [53–60].
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In particular, Macchiavello and Palma [54] proved that, although the product-state
capacity of the memoryless depolarising channel is additive [46], the product-state
capacity of the depolarising channel with partial noise correlations is in fact non-
additive. This result contributes to our motivation for considering the classical ca-
pacity of quantum channels with memory.
Memoryless channels, i.e. channels which have no correlation between noise act-
ing on successive channel inputs, can also be seen to be unrealistic, since real-world
quantum channels may not exhibit this independence and correlations between er-
rors are common. Noise correlations are also necessary for certain models of quan-
tum communication (see [61], for example). These channels are known as bosonic
channels and such channels have received much attention in recent years. More-
over, the classical and quantum capacities of lossy bosonic channels were recently
evaluated [17]. Note that the classical capacity of a bosonic memory channel with
Gauss-Markov noise has also been recently investigated [62].
In this Chapter we consider the classical capacity of two particular types of chan-
nels with memory consisting of depolarising channel branches, namely a periodic
channel and a convex combination of memoryless channels.
In [3] Datta and Dorlas derived a general expression for the classical capacity of a
quantum channel with arbitrary Markovian correlated noise.
We consider two special cases of this channel, that is, a periodic channel with depo-
larising channel branches and a convex combination of memoryless channels, and
we prove that the corresponding capacities are additive in the sense that they are
equal to the product-state capacities.
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To prove the additivity of the product-state capacity of the periodic channel with
depolarising channel branches, we use two properties of the memoryless chan-
nel, namely the additivity of the memoryless depolarising channel [46], and the
fact that the product-state capacity of the memoryless depolarising channel can be
achieved using an ensemble containing any pair of orthogonal pure states. The latter
is demonstrated in Section 3.3.
We demonstrate in Section 4.6 that we cannot extend the technique used in the proof
for the periodic channel with depolarising channel branches to the amplitude-
damping channel.
On the other hand, to prove the additivity of the product-state capacity of a con-
vex combination of depolarising channels we only need the additivity of the Holevo
capacity for the memoryless depolarising channel. This result can therefore be ex-
tended to include convex combinations of channels which have been proved to be
additive in the memoryless case. These include the unital qubit channels [51] and
the entanglement-breaking channel [52].
A convex combination of memoryless channels was discussed in [63] and can be
described by a Markov chain which is aperiodic but not irreducible. Both channels
are examples of a channel with long-term memory. See note on Markov chains and
channel memory in Section 2.8.
We also consider the product-state capacity of a convex combination of a two depo-
larising channels, two amplitude-damping channels and a depolarising channel and
an amplitude-damping channel. We show in the case of one depolarising channel
and one amplitude-damping channel that the corresponding product-state capacity,
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which was shown in [3] to be given by the supremum of the minimum of the cor-
responding Holevo quantities, is not equal to the minimum of their product-state
capacities.
4.2 Classical capacity
Using product-state encoding, i.e. encoding a message into a tensor product of n
quantum states on a finite-dimensional Hilbert space H, each state can be transmit-
ted over a quantum channel given by a completely positive trace-preserving (CPT)
map Φ(n) on B(H⊗n). The associated capacity is known as the product-state capac-
ity of the channel. See Section 2.6.
On the other hand, a block of input states could be permitted to be entangled over n
channel uses. The classical capacity is defined as the limit of the capacity for such
n-fold entangled states divided by n, as n tends to infinity. If the Holevo capacity
of a memoryless channel is additive, then it is equal to the classical capacity of that
channel and there is no advantage to using entangled input state codewords. The
additivity conjecture for the Holevo capacity of most classes of memoryless chan-
nel remains open. However, the classical capacity of certain memoryless quantum
channels have been shown to be additive (see [46, 51, 52], for example). On the
other hand, there now exists an example of a memoryless channel for which the
conjecture does not hold, see [8].
It was first shown in [29] that for some channels, it is possible to gain a higher rate
of transmission by sending entangled states across multiple copies of a quantum
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channel. In general, allowing both entangled input states and output measurements
and with an unlimited number of copies of the channel, the classical capacity of Φ
is given by [64]
C (Φ) = lim
n→∞
1
n
χ∗
(
Φ(n)
)
, (4.2.1)
where
χ∗(Φ(n)) = sup
{p(n)j ,ρ
(n)
j }
[
S
(
Φ(n)
(∑
j
p
(n)
j ρ
(n)
j
))
−
∑
j
p
(n)
j S
(
Φ(n)
(
ρ
(n)
j
))]
(4.2.2)
denotes the Holevo capacity of the channel Φ(n) with an n-fold input state ensemble.
The Holevo capacity of a channel Φ is said to be additive if the following holds for
an arbitrary channel Ψ
χ∗ (Φ⊗Ψ) = χ∗ (Φ) + χ∗ (Ψ) . (4.2.3)
In particular, if we can prove that the Holevo capacity of a particular channel is
additive then
χ∗
(
Φ⊗n
)
= n χ∗ (Φ) , (4.2.4)
which implies that the classical capacity of the memoryless channel Φ⊗n is equal to
the product-state capacity, that is,
C (Φ) = χ∗ (Φ) . (4.2.5)
This will imply that the classical capacity of that channel cannot be increased by
entangling inputs across two or more uses of the channel.
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Here we use the additivity of the memoryless depolarising channel to prove Equa-
tion (4.2.5) for a periodic channel with depolarising channel branches and for a
convex combination of depolarising channels (replacing the χ∗(Φ) term in Equa-
tion (4.2.5) with the appropriate formula for calculating the product-state capacity
for the particular channel).
4.3 The periodic channel
A periodic channel acting on an n-fold density operator has the form
Ω(n)per
(
ρ(n)
)
=
1
L
L−1∑
i=0
(Ωi ⊗ Ωi+1 ⊗ · · · ⊗ Ωi+n−1)
(
ρ(n)
)
, (4.3.1)
where Ωi are CPT maps and the index is cyclic modulo the period L.
We denote the Holevo quantity for the i-th component Ωi of the channel by
χi({pj, ρj}), i.e.
χi({pj, ρj}) = S
(∑
j
pjΩi (ρj)
)
−
∑
j
pjS (Ωi(ρj)) . (4.3.2)
Since there is a correlation between the noise affecting successive input states to
the periodic channel (4.3.1), the channel is considered to have memory and the
product-state capacity of the channel is no longer given by the supremum of the
Holevo quantity. Instead, the product -state capacity of this channel is given by the
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following expression
Cp (Ω) =
1
L
sup
{pj ,ρj}
L−1∑
i=0
χi({pj , ρj}). (4.3.3)
The proof of the above formula (direct part) is provided in Appendix B. The strong
converse is discussed in Chapter 5.
Next, we introduce the depolarising channel and investigate the product-state ca-
pacity of a periodic channel with depolarising channel branches.
4.3.1 A periodic channel with depolarising channel branches
Recall that the d-dimensional quantum depolarising channel can be written as fol-
lows
∆λ (ρ) = λρ+
1− λ
d
I (4.3.4)
where ρ ∈ B (H) and I is the d × d identity matrix. Note that in order for the
channel to be completely positive the parameter λ must lie within the range
− 1
d2 − 1 ≤ λ ≤ 1. (4.3.5)
Output states from this channel have eigenvalues
(
λ+ 1−λ
d
)
with multiplicity 1 and(
1−λ
d
)
with multiplicity d− 1.
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The minimum output entropy of a channel Φ is defined by
Smin (Φ) = inf
ρ
S (Φ (ρ)) . (4.3.6)
Using an ensemble containing orthogonal pure states, with uniform distribution,
results in the average input state ρ¯ = I
d
and the product-state capacity of the depo-
larising channel is given by
χ∗ (∆λ) = log (d)− Smin (∆λ) , (4.3.7)
where the minimum entropy is also attained for any set of orthonormal vector states,
and is given by
Smin (∆λ) = −
(
λ+
1− λ
d
)
log
(
λ+
1− λ
d
)
− (d− 1)
(
1− λ
d
)
log
(
1− λ
d
)
. (4.3.8)
Next we show that the product-state capacity of a periodic channel with L depolar-
ising channel branches is given by the sum of the maximum of the Holevo quantities
of the individual depolarising channels, in other words we show that
1
L
sup
{pj ,ρj}
L−1∑
i=0
χi({pj, ρj}) = 1
L
L−1∑
i=0
sup
{pj ,ρj}
χi({pj, ρj}). (4.3.9)
Let ∆λ1 ,∆λ2 , · · · ,∆λL denote d-dimensional depolarising channels with respective
error parameters λ1, λ2, · · · , λL. Using the product-state capacity given by Equa-
tion (4.3.7) and since every depolarising channel can be maximised using a single
ensemble of orthogonal pure states independently of the error parameter (as shown
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in Section 3.3), the right-hand side of Equation (4.3.9) can be written as
1
L
L−1∑
i=0
sup
{pj ,ρj}
χi({pj, ρj}) = 1− 1
L
[
Smin (∆λ1) + · · ·+ Smin (∆λL)
]
. (4.3.10)
Clearly, the left-hand side of Equation (4.3.9) is bounded above by the right-hand
side
1
L
sup
{pj ,ρj}
L−1∑
i=0
χi({pj, ρj}) ≤ 1
L
L−1∑
i=0
sup
{pj ,ρj}
χi({pj, ρj}). (4.3.11)
On the other hand, choosing the ensemble to be an orthogonal basis of states with
uniform probabilities, i.e. taking {pj, ρj} to be the optimal-ensemble, we have
1
L
L−1∑
i=0
χi({pj, ρj}) = 1− 1
L
L−1∑
i=0
Smin (∆λi) . (4.3.12)
We can now conclude that Equation (4.3.9) holds for a periodic channel with L
depolarising branches of arbitrary dimension.
4.3.2 The classical capacity of a periodic channel
We now consider the classical capacity of the periodic channel, Ωper, given by Equa-
tion (4.3.1), where Ωi = ∆λi are depolarising channels with dimension d. Denote
by Ψ(n)0 , . . . ,Ψ
(n)
L−1 the following product-channels
Ψ
(n)
i = ∆λi ⊗ · · · ⊗∆λi+n−1 , (4.3.13)
where the index i is taken modulo L.
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We define a single use of the periodic channel, Ωper, to be the application of one
of the depolarising maps ∆λi . If n copies of the channel are available, then with
probability 1
L
one of the product branches Ψ(n)i will be applied to an n-fold input
state.
We aim to prove the following theorem.
Theorem 4.1. The classical capacity of the periodic channel Ωper with depolarising
channel branches is equal to its product-state capacity,
C (Ωper) = Cp (Ωper) = 1− 1
L
L−1∑
i=0
Smin(∆λi).
To prove Theorem 4.1 we first need a relationship between the supremum of the
Holevo quantity χ∗ and the channel branches Ψ(n)i . King [46] proved that the supre-
mum of the Holevo quantity of the product channel ∆λ ⊗ Ψ is additive, where ∆λ
is a depolarising channel and Ψ is a completely arbitrary channel, i.e.,
χ∗ (∆λ ⊗Ψ) = χ∗ (∆λ) + χ∗ (Ψ) . (4.3.14)
It follows immediately that
χ∗
(
Ψ
(n)
i
)
= χ∗ (∆λi) + χ
∗
(
Ψ
(n−1)
i+1
)
=
L−1∑
i=0
χ∗ (∆λi) + χ
∗
(
Ψ
(n−L)
i
)
. (4.3.15)
Next, we use this result to prove Theorem 1.
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Proof. The classical capacity of an arbitrary memoryless quantum channel Ω is
given by
C (Ω) = lim
n→∞
1
n
sup
{p(n)j , ρ
(n)
j }
χ
({
pj ,Ω
(n)
(
ρ
(n)
j
)})
. (4.3.16)
In Section 4.3.1 we showed that the product-state capacity of the periodic channel
Ωper, with depolarising channel branches denoted ∆λi , can be written as
Cp (Ωper) =
1
L
L−1∑
i=0
χ∗ (∆λi) . (4.3.17)
Using the product channels Ψ(n)i
(
ρ
(n)
j
)
defined by Equations (4.3.13), the periodic
channel Ωper can be written as
Ω(n)per
(
ρ
(n)
j
)
=
1
L
L−1∑
i=0
Ψ
(n)
i
(
ρ
(n)
j
)
. (4.3.18)
Since it is clear that
C (Ωper) ≥ Cp (Ωper) , (4.3.19)
we concentrate on proving the inequality in the other direction.
First suppose that
C (Ωper) ≥ 1
L
L−1∑
i=0
χ∗ (∆λi) + ǫ, (4.3.20)
for some ǫ > 0. Then ∃n0 such that if n ≥ n0, then
1
n
sup
{p(n)j , ρ
(n)
j }
χ
({
p
(n)
j , Ω
(n)
per
(
ρ
(n)
j
)})
≥ 1
L
L−1∑
i=0
χ∗ (∆λi) +
ǫ
2
. (4.3.21)
The supremum in Equation (4.3.21) is taken over all possible input ensembles
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{ρ(n)j , p(n)j }. Therefore, for n ≥ n0, there exists an ensemble {p(n)j , ρ(n)j } such that
1
n
χ
({
pj ,Ω
(n)
per
(
ρ
(n)
j
)})
≥ 1
L
L−1∑
i=0
χ∗ (∆λi) +
ǫ
2
. (4.3.22)
The Holevo quantity can be expressed as the average of the relative entropy of
members of the ensemble with respect to the average ensemble state,
χ ({pk, ρk}) =
∑
k
pk S
(
ρk
∣∣∣∣ ∑
k
pk ρk
)
, (4.3.23)
where, S (A ||B) = Tr (A logA)−Tr (A logB), represents the relative entropy of
A with respect to B.
Vedral [65] has argued that the distinguishability of quantum states can be measured
by the quantum relative entropy. Since the relative entropy is jointly convex in its
arguments [14], it follows that the Holevo quantity of the periodic channel Ωper is
also convex.
Therefore, by (4.3.18),
χ
({
p
(n)
j ,Ω
(n)
per
(
ρ
(n)
j
)})
≤ 1
L
L−1∑
i=0
χ
({
p
(n)
j ,Ψ
(n)
i
(
ρ
(n)
j
)})
. (4.3.24)
Using Equation (4.3.22) we thus have
1
L
L−1∑
i=0
χ∗ (∆λi) +
ǫ
2
≤ 1
nL
L−1∑
i=0
χ
({
p
(n)
j ,Ψ
(n)
i
(
ρ
(n)
j
)})
. (4.3.25)
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It follows that there is an index i such that
1
L
L−1∑
i=0
χ∗ (∆λi) +
ǫ
2
≤ 1
n
χ
({
p
(n)
j ,Ψ
(n)
i
(
ρ
(n)
j
)})
. (4.3.26)
But Equation (4.3.15) implies that
χ
({
p
(n)
j ,Ψ
(n)
i
(
ρ
(n)
j
)})
≤ n
L
L−1∑
i=0
χ∗ (∆λi) . (4.3.27)
Therefore the inequality (4.3.26) and hence the assumption made in Equation
(4.3.20) cannot hold, and
C (Ωper) ≤ Cp (Ωper) . (4.3.28)
The above equation together with Equation (4.3.19) yields the required result.
4.4 The classical capacity of a convex combination
of memoryless channels
In [63] the product-state capacity of a convex combination of memoryless channels
was determined. Given a finite collection of memoryless channels Φ1, . . . ,ΦM with
common input Hilbert space H and output Hilbert space K, a convex combination
of these channels is defined by the map
Φ(n)
(
ρ(n)
)
=
M∑
i=1
γiΦ
⊗n
i (ρ
(n)), (4.4.1)
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where γi, (i = 1, . . . ,M) is a probability distribution over the channels
Φ1, . . . ,ΦM . Thus, a given input state ρ(n) ∈ B(H⊗n) is sent down one of the
memoryless channels with probability γi. This introduces long-term memory, and
as a result the (product-state) capacity of the channel Φ(n) is no longer given by the
supremum of the Holevo quantity. Instead, it was proved in [63] that the product-
state capacity is given by
Cp(Φ) = sup
{pj ,ρj}
[
M∧
i=1
χ({pj,Φi(ρj)})
]
. (4.4.2)
Again, let ∆λi be depolarising channels with parameters λi, and let Φrand denote
the channel whose memoryless channel branches are given by Λ(n)i where
Λ
(n)
i = ∆
⊗n
λi
. (4.4.3)
Since the capacity of the depolarising channel decreases with the error parameter
the product-state capacity of Φrand is given by
Cp(Φrand) =
M∧
i=1
χ∗(∆λi) = χ
∗
(
M∨
i=1
λi
)
, (4.4.4)
where
χ∗(λ) := χ∗(∆λ). (4.4.5)
We aim to prove the following theorem.
Theorem 4.2. The classical capacity of a convex combination of depolarising chan-
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nels is equal to its product-state capacity
C (Φrand) = Cp (Φrand) .
Proof. According to [63] the classical capacity of this channel can be written as
follows
C (Φrand) = lim
n→∞
1
n
sup
{p(n)j ,ρ
(n)
j }
M∧
i=1
χ
({
p
(n)
j ,Λ
(n)
i
(
ρ
(n)
j
)})
. (4.4.6)
Suppose that
C (Φrand) ≥
M∧
i=1
χ∗(∆λi) + ǫ, (4.4.7)
for some ǫ > 0.
Then ∃n0, such that if n ≥ n0, then
1
n
sup
{p(n)j ,ρ
(n)
j }
M∧
i=1
χ
({
p
(n)
j ,Λ
(n)
i
(
ρ
(n)
j
)})
≥
M∧
i=1
χ∗(∆λi) + ǫ. (4.4.8)
Hence, for n ≥ n0 there exists an ensemble {p(n)j , ρ(n)j } such that
1
n
M∧
i=1
χ
({
p
(n)
j ,Λ
(n)
i
(
ρ
(n)
j
)})
≥
M∧
i=1
χ∗(∆λi) + ǫ. (4.4.9)
But King [46] proved that the product state capacity of the depolarising channel is
equal to its classical capacity, therefore
χ∗
(
Λ
(n)
i
)
= nχ∗ (∆λi) . (4.4.10)
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In other words, χ
({
p
(n)
j ,Λ
(n)
i
(
ρ
(n)
j
)})
is bounded above by nχ∗ (∆λi). Now, if
i0 is such that
M∧
i=1
χ∗(∆λi) = χ
∗(∆λi0 ), (4.4.11)
then
1
n
M∧
i=1
χ
({
p
(n)
j ,Λ
(n)
i
(
ρ
(n)
j
)})
≤ χ
({
p
(n)
j ,Λ
(n)
i0
(
ρ
(n)
j
)})
≤ χ∗(∆λi0 ). (4.4.12)
Therefore
1
n
M∧
i=1
χ
({
p
(n)
j ,Λ
(n)
i
(
ρ
(n)
j
)})
≤
M∧
i=1
χ∗(∆λi). (4.4.13)
This contradicts the assumption made by Equation (4.4.7) and therefore
C (Φrand) ≤
M∧
i=1
χ∗(∆λi) = Cp (Φrand) . (4.4.14)
On the other hand, it is clear that C (Φrand) ≥ Cp (Φrand) , and therefore
C (Φrand) = Cp (Φrand) .
Remark 5. Note that, in contrast to the proof of Theorem 1, the proof above does
not rely on the invariance of the maximising ensemble of the depolarising channel.
The proof uses the additivity of the Holevo capacity of the depolarising channel
(see Equation (4.4.10)) and the result can therefore be generalised to all channels
for which the additivity of the Holevo capacity has been proved.
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4.5 Convex combinations of two memoryless
channels
Recall that it was shown in [3] that the product-state capacity of a convex com-
bination of memoryless channels, denoted Φ(n), is given by (4.4.2). Note that the
following always holds
Cp(Φ
(n)) ≤ ∧Mi=1χ∗i . (4.5.1)
We investigate whether equality holds for the expression above in the following
three cases: a convex combination of two depolarising channels, two
amplitude-damping channels, and a convex combination of one depolarising and
one amplitude-damping channel.
4.5.1 Two depolarising channels
In the case of a convex combination of two depolarising qubit channels ∆λi(ρ) =
(1− λi)ρ+ λi
(
I
2
)
with parameters λ1 and λ2, we have
C(Φ
(n)
λ1,λ2
) = χ∗(λ1) ∧ χ∗(λ2) = χ∗(λ1 ∨ λ2). (4.5.2)
Indeed, since the maximising ensemble for both channels is the same (see 3.3),
namely two projections onto orthogonal states, this also maximises the minimum
χ1 ∧ χ2.
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4.5.2 Two amplitude-damping channels
A convex combination of amplitude-damping channels is similar. In that case, the
maximising ensemble does depend on the parameter γ, but as can be seen from
Figure 3.3, for any a, χAD(a) decreases with γ, so χ(γ1) ∧ χ(γ2) = χ(γ1 ∨ γ2) and
we have again,
C(Φ(n)γ1,γ2) = χ
∗(γ1) ∧ χ∗(γ2) = χ∗(γ1 ∨ γ2). (4.5.3)
The fact that χAD(a) decreases with γ can be seen as follows. The derivative with
respect to γ is given by
∂χ
∂γ
= −(1− a) ln a+ γ(1− a)
(1− γ)(1− a) +
(2γ − 1)(1− a)2
x
ln
1 + x
1− x. (4.5.4)
For γ ≤ 1
2
, both terms are negative if a
1−a > 1 − 2γ. Otherwise, the first term is
positive and we remark that
x ≥ (1− 2γ)(1− a). (4.5.5)
So that it suffices if
x > y = 1− 2γ − 2a(1− γ). (4.5.6)
This is easily checked.
In the case γ > 1
2
, we need to show that
f(a, γ) = ln
a+ γ(1− a)
(1− γ)(1− a) −
(2γ − 1)(1− a)
x
ln
1 + x
1− x ≥ 0. (4.5.7)
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Now, if a = 0, then f(0, γ) = 0. The derivative is easily computed to be
∂f(a, γ)
∂a
=
1− γ
a + γ(1− a) +
1
1− a +
2γ − 1
x3
ln
1 + x
1− x −
2(2γ − 1)
x2
. (4.5.8)
This is positive since the first two terms are positive and the other two are bounded
by
2γ − 1
x3
ln
1 + x
1− x −
2(2γ − 1)
x2
≥ 2γ − 1
x2
{
1
x
ln
1 + x
1− x − 2
}
≥ 0. (4.5.9)
4.5.3 A depolarising channel & an amplitude-damping channel
We now investigate the product-state capacity of a convex combination of an
amplitude-damping and a depolarising channel. Let χ1 and χ2 denote the Holevo
quantity of the amplitude-damping and depolarising channels respectively. They
0.2 0.4 0.6 0.8 1
a
0.2
0.4
0.6
0.8
1
Figure 4.1: The Holevo χ quantity for the amplitude damping channel and the de-
polarising channel plotted as a function of a in red and black respectively.
are plotted in Figure 4.1 for 0 ≤ γ, λ ≤ 1. The plot in Figure 4.1 indicates that, for
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certain values of γ and λ the maximiser for the amplitude-damping channel lies to
the right of the intersection of χ1(a) and χ2(a) , whereas that for the depolarising
channel lies to the left. Indeed, keeping λ fixed, we can increase γ until the max-
imum of χAD(γ) lies above the graph of χ(∆λ). The two graphs then intersect at
a value of a intermediate between 1
2
and the maximiser for χAD. This proves that
the maximum of the minimum of the channels does not equal the minimum of the
maximum of the channels.
4.6 The periodic channel with amplitude-damping
channel branches
Recall that the amplitude-damping channel acting on the state ρ =

 a b
b¯ 1− a


is given by
Φamp(ρ) =

 a+ (1− a)γ b
√
1− γ
b¯
√
1− γ (1− a)(1− γ)

 . (4.6.1)
Recall also the expression for the product-state capacity of the amplitude-damping
channel,
χ (Φamp({pj, ρj})) = S

∑
j

 pj (aj + (1− aj)γ) pjbj
√
(1− γ)
pj b¯j
√
(1− γ) pj(1− aj)(1− γ)




−
∑
j
pj S

 aj + (1− aj)γ bj
√
1− γ
b¯j
√
1− γ (1− aj)(1− γ)

 . (4.6.2)
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In Section 3.1 we argued that the Holevo quantity for the amplitude-damping chan-
nel can be increased by replacing each pure state ρj in the ensemble by itself and its
mirror image, each with half the original probability. Let
ρ =

 a b
b¯ (1− a)

 ρ′ =

 a −b
−b¯ (1− a)

 . (4.6.3)
We now investigate whether the following equation holds for a periodic channel
with two amplitude-damping channel branches
1
2
sup
{pj ,ρj}
(
1∑
i=0
χi({pj, ρj})
)
=
1
2
1∑
i=0
(
sup
{pj ,ρj}
χi({pj , ρj})
)
. (4.6.4)
Note that, unlike the depolarising channel, the maximising ensemble for the am-
plitude damping channel does not, in general, consist of orthogonal pure states.
Instead the maximising ensemble depends on the value of the error parameter.
Let γ0 and γ1 represent the error parameters for two amplitude-damping channels
Φ0 and Φ1 respectively. We have argued that the Holevo quantity for the amplitude-
damping channel can be increased using an ensemble containing two mirror image
pure states each with probability 1
2
. Using this minimal ensemble we investigate
both sides of Equation (4.6.4), for a periodic channel with two amplitude-damping
channel branches.
Since the sum of two amplitude damping channels is convex, the corresponding
Holevo quantity is maximised for a single parameter. The left hand side of Equation
(4.6.4) will therefore be attained for a single amax.
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In other words, the maximising ensemble will contain two equiprobable states, and
can be written as
1
2
sup
{pj ,ρj}
(
1∑
i=0
χi
)
=
1
2
[χ∗ (γ0, γ1, a = amax)]
=
1
2
Hbin((1− amax)(1− γ0))
+
1
2
Hbin((1− amax)(1− γ1)) (4.6.5)
− 1
2
[S (Φ0(ρamax)) + S (Φ1(ρamax))] . (4.6.6)
Note that given the eigenvalues for the amplitude-damping channel
λamp± =
1
2
(
1±
√
1− 4γ(1− γ)(1− a)2
)
, (4.6.7)
again, we denote
x =
√
1− 4γ(1− γ)(1− a)2. (4.6.8)
Let χ(γ0, γ1, a) denote the sum of the Holevo quantities of the two channels. The
value for amax can be determined by solving the following equation
∂χ(γ0, γ1, a)
∂a
=
1
2
[
2γ0(1− γ0)(1− a)
x0
ln
(
1 + x0
1− x0
)]
+
1
2
[
2γ1(1− γ1)(1− a)
x1
ln
(
1 + x1
1− x1
)]
+
1
2
[
(1− γ0) ln
(
(1− a)(1− γ0)
a+ (1− a)γ0
)]
+
1
2
[
(1− γ1) ln
(
(1− a)(1− γ1)
a+ (1− a)γ1
)]
= 0. (4.6.9)
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The right hand side of Equation (4.6.4) cannot be obtained by a single amax. In-
stead, the supremum for each channel will be attained at a different value of the
input state parameter a. If we denote by amax0 and amax1 the state parameter that
achieves the product-state capacity for the channels Φ0 and Φ1 respectively, then
the right hand side of Equation (4.6.4) can be written as
1∑
i=0
(
sup
{pj ,ρj}
χi
)
= (χ∗ (γ0, amax0) + χ
∗ (γ1, amax1))
= S

 amax0 + (1− amax0)γ0 0
0 (1− amax0)(1− γ0)


+ S

 amax1 + (1− amax1)γ1 0
0 (1− amax1)(1− γ1)


− S (Φ0(ρamax0 ))+ S (Φ1(ρamax1 )) . (4.6.10)
Let χ0(a) and χ1(a) denote the Holevo quantities of the channels Φ0 and Φ1, re-
spectively. Denoting x0,1 =
√
1− 4γ0,1 (1− γ0,1) (1− a2), the values for amax0
and amax1 can be determined by separately solving the following two equations
dχ0(a)
da
= (1− γ0) ln
(
(1− a)(1− γ0)
a+ (1− a)γ0
)
+
2γ0(1− γ0)(1− a)
x0
ln
(
1 + x0
1− x0
)
= 0 (4.6.11)
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dχ1(a)
da
= (1− γ1) ln
(
(1− a)(1− γ1)
a+ (1− a)γ1
)
+
2γ1(1− γ1)(1− a)
x1
ln
(
1 + x1
1− x1
)
= 0. (4.6.12)
Let χ∗avg(γ0, γ1, amax0 , amax1) denote the average of the supremum of the Holevo
capacities of the channels Φ0 and Φ1
χ∗avg(γ0, γ1, amax0 , amax1) =
1
2
(χ∗0(amax0) + χ
∗
1(amax1)) . (4.6.13)
It is not difficult to show that
χ∗(γ0 = 1, γ1, amax) = χ∗avg(γ0 = 1, γ1, amax0 , amax1). (4.6.14)
Similarly, we can show that
χ∗(γ0, γ1 = 1, amax) = χ∗avg(γ0, γ1 = 1, amax0 , amax1).
Next, we let one of the error parameters equal zero. Taking γ0 = 0, the expression
χ∗(γ0, γ1, amax) becomes
χ∗(γ0 = 0, γ1, amax) = Hbin(amax1)
+ Hbin((1− amax1)(1− γ1))
− S (Φ1 (ρamax)) . (4.6.15)
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Denoting χ∗avg(γ0, γ1, amax0 , amax1) by χ∗avg (γ1) the right hand side becomes
χ∗avg (γ1) = Hbin(amax1)
+ Hbin((1− amax1)(1− γ1))
− S (Φ1 (ρamax1)) . (4.6.16)
We will now show that
χ∗(γ0 = 0, γ1, amax) < χ∗avg(γ0 = 0, γ1, amax0 , amax1). (4.6.17)
Clearly, amax1 = 12 . To show that amax < amax1 , we must show that
d
da
∑
i χi(a) <
0 at a = amax1 .
In other words, we want to show that
dχ0(a)
da
+
dχ1(a)
da
< 0 (4.6.18)
at a = 1
2
.
For γ0 = 0 the Holevo quantity of the channel Φ0 becomes
χ0(a) = S

 a 0
0 (1− a)

− S(ρ). (4.6.19)
But ρ is a pure state and therefore S(ρ) = 0. Therefore, from Equation (4.6.11),
dχ0(a)
da
= ln
(
(1− a)
a
)
. (4.6.20)
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We have previously shown that the maximising state parameter for the amplitude-
damping channel is achieved at a ≥ 1
2
. We are considering the case where γ0 6= γ1,
i.e. γ1 6= 0, therefore amax1 > 12 . The expression χ0(a) now represents the binary
entropy, H(a), and is therefore maximised at a = 1
2
. It was shown above that
the entropy S(a) is a strictly concave function for γ0 = 0 and χ0(a) is therefore
decreasing at a = amax1 .
The capacity χ∗1(a) is achieved at a = amax1 . Therefore
dχ1(a)
da
is equal to zero at
this point.
We can now conclude that d
da
∑
i χi(a) < 0 when a = amax1 and therefore
χ∗(γ0 = 0, γ1, amax) < χ∗avg(γ0 = 0, γ1, amax0 , amax1). (4.6.21)
We now show that an inequality exists between the expressions χ∗(γ0, γ1, amax)
and χ∗avg(γ0, γ1, amax0 , amax1) for fixed γ0, such that 0 < γ0 < 1.
In Section 4.5.2 we proved that if γ0 < γ1, then χ(γ0) > χ(γ1) and therefore
amax0 < amax1 . Therefore,
dχ0(a)
da
< 0 at a = amax1 and amax < amax1 . Similarly, if
γ0 > γ1, then amax0 > amax1 and
dχ0(a)
da
> 0 at a = amax1 and amax > amax1 .
As a result, amax will always lie in between amax0 and amax1 . We have previously
shown that the Holevo quantity for the amplitude-damping channel is concave in
its state parameter. Therefore amax > a˜, where a˜ is the parameter value associated
with χ∗avg(γ, γ1, amax0 , amax1), i.e.
∑
i supa χi(a) = χ
∗
γ0,γ1
(a˜). This proves that
χ∗(γ0, γ1, amax) < χ∗avg(γ, γ1, amax0 , amax1).
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In conclusion, if γ0 = 1 or γ1 = 1, then amax = amax0 or amax = amax1 respectively
and χ∗(γ0, γ1, amax) = χ∗avg(γ, γ1, amax1 , amax1). However, if γ0, γ1 6= 1, then
χ∗(γ0, γ1, amax) < χ∗avg(γ, γ1, amax1 , amax1). Therefore, in the case of a periodic
channel with amplitude-damping channel branches
1
2
sup
{pj ,ρj}
(
1∑
i=0
χi({pj , ρj})
)
6= 1
2
1∑
i=0
(
sup
{pj ,ρj}
χi({pj , ρj})
)
. (4.6.22)
4.7 Summary
In summary, we have investigated the classical capacity of two particular quantum
channels with memory, namely a periodic quantum channel and a random quantum
channel. We have shown that in both cases the product state capacity of each chan-
nel is equal to its classical capacity. We can therefore conclude that entangled input
state codewords do not enhance the classical capacity of these channels.
Next we showed that the formula for the product-state capacity of the periodic chan-
nel, which is given by the supremum of the average of the Holevo quantities for the
channel branches, cannot be written as the average of the Holevo capacities eval-
uated for each channel branch, when the channel branches consist of amplitude
damping channels. This result has an important implication in the next chapter.
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Chapter 5
Strong converse to the channel
coding theorem for a
periodic quantum channel
We introduce the channel coding theorem and concentrate, in particular, on the
strong converse to the coding theorem for quantum channels. We discuss the fact
that the strong converse does not hold for the product-state capacity of the peri-
odic channel introduced in Chapter 4 and we demonstrate a, so-called, “weakened”
strong converse for this channel. See [66] for a survey of quantum coding theorems.
Remark 6. Wehner and Ko¨nig [67] recently proved the fully general strong con-
verse theorem for a family of channels, that is, they proved that the strong converse
theorem holds for a family of quantum channels even in the case when entangled
state inputs are allowed.
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5.1 Coding theorems and quantum channels
The channel coding theorem is comprised of two parts, namely the direct part of
the theorem, which refers to the construction of the code, and the converse to the
theorem. Shannon [7] proposed the theorem for classical channels and the first
rigorous proof was provided by Feinstein [15].
The capacity of a quantum channel Φ provides a limit on the amount of information
which can be transmitted reliably per channel use. The direct part of the quantum
channel coding theorem states that using n copies of the channel, we can code with
exponentially small probability of error at a rate R = 1
n
log |M| if and only if
R ≤ C, in the asymptotic limit, where M denotes the set of possible codewords
to be transmitted. If the rate at which classical information is transmitted over a
quantum channel exceeds the capacity of the channel, i.e. if R > C, then the
probability of decoding the information correctly goes to zero in the number of
channel uses. This is known as the strong converse to the channel coding theorem.
The strong converse to the channel coding theorem of a, so-called, classical quan-
tum channel was proved independently by Winter [4] and by Ogawa and Nagaoka
[68] using different methods. We will follow the method used by Winter, namely,
the method of types which was used by Wolfowitz [69], to prove the strong converse
for classical channels. See [23, 70] for an introduction to the method of types.
We begin by introducing some notation. Recall that a memoryless channel is given
by a completely positive trace-preserving map Φ : B(H)→ B(K), where B(H) and
B(K) denote the states on the input and output Hilbert spacesH andK, respectively.
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Equivalently, we can describe a so-called classical-quantum channel, usually de-
noted W , as a mapping from the classical message to the output state of the channel
on B(K) as follows,
W : X 7→ B(K), (5.1.1)
where the message is first encoded into a sequence belonging the set X n, where X
represents the input alphabet. The process is shown in Figure 5.1 [23].
We can combine the two mapping descriptions as follows. We wish to send classical
information in the form of quantum states over a quantum channel Φ. A (discrete)
memoryless quantum channel, Φ, carrying classical information can be thought of
as a map from a (finite) set, or alphabet, X into B(K), taking each x ∈ X to
Φx = Φ(ρx), where the input state to the channel is given by {ρx}x∈X and each
ρx ∈ B(H). Let d = dim(H) and a = |X |.
For a probability distribution P on the input alphabet X , the average output state of
a channel Φ is given by
Pσ =
∑
x∈X
P (x)Φ(ρx). (5.1.2)
The conditional von Neumann entropy of Φ given P as defined by
S(Φ|P ) =
∑
x∈X
P (x)S(Φ(ρx)), (5.1.3)
and the mutual information between the probability distribution P and the channel
Φ is defined as follows,
I(P ; Φ) = S(Pσ)− S(Φ|P ), (5.1.4)
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The product-state capacity of the channel Φ is given by the maximum of the mutual
information (Equation 5.1.4), taken over all possible probability distributionsP , i.e.
χ∗(Φ) = max
P
I(P ; Φ). (5.1.5)
An n-block code for a quantum channel Φ is a pair (Cn, En), where Cn is a map-
ping from a finite set of messages M, of length n, into X n, i.e. a sequence xn ∈ X
is assigned to each of the |M| messages, and En is a POVM, i.e. a quantum mea-
surement, on the output space K⊗n of the channel Φ(n)xn . This process is depicted in
Figure 5.1 below.
X n = Cn(m) Φn Φ(n)xn En
Message
Encoding
Channel
Output state
Decoding
m′m ∈M
Figure 5.1: Transmission over a classical-quantum channel.
The maximum error probability of the code (Cn, En) is defined as
pe(C
n, En) = max{1− Tr(Φ(n)xn Enm) : m ∈M}. (5.1.6)
The code (Cn, En) is called an (n, λ)-code, if pe(Cn, En) ≤ λ. The maximum size
|M| of an (n, λ)-code is denoted N(n, λ).
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5.2 Method of types
Next we employ a technique known as the method of types [70] to exploit the prop-
erties of variance-typical sequences, leading to a sharp bound on the rate at which
quantum information can be reliably transmitted over a memoryless quantum chan-
nel. This is achieved through the strong converse theorem.
Define a finite alphabet X and sequences xn = x1, . . . , xn ∈ X n and let
N(x
∣∣xn) = ∣∣{i ∈ {1, . . . , n} : xi = x}∣∣ (5.2.1)
for x ∈ X .
The type of the sequence xn is given by the empirical distribution Pxn on X such
that
Pxn(x) =
N(x
∣∣xn)
n
. (5.2.2)
Clearly, the number of types is upper bounded by (n+ 1)a, where a =
∣∣X ∣∣.
Now define the set of variance-typical sequences of length n and of approximate
type P , for δ ≥ 0, as follows
T nP,δ = {xn ∈ X : ∀x ∈ X
∣∣N(x|xn)− nP (x)∣∣ ≤ δ√n√P (x)(1− P (x))}.
(5.2.3)
A set of type P (rather than approximate type P) is denoted T nP,0, i.e. δ = 0.
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5.3 Theorems and lemmas
Next we state the channel coding theorem for memoryless quantum channels. We
obtain the theorem by combining the direct part, given by Theorem 5.2, and the
strong converse, given by Theorem 5.3. The theorem is stated below.
Theorem 5.1. (Coding theorem for memoryless quantum channels)
For every λ ∈ (0, 1) there exists a constant K(λ, a, d) such that for all memoryless
quantum channels Φ,
∣∣ logN(n, λ)− nχ∗(Φ)∣∣ ≤ K(λ, a, d)√n. (5.3.1)
The direct part of the coding theorem for memoryless quantum channels is given
by the following theorem. It was proved by Holevo [1] and Schumacher and West-
moreland [2], who built of the ideas of Hausladen et al. [33].
Theorem 5.2. (Code construction)
Given ǫ > 0, there exists n0 ∈ N, such that for all n ≥ n0 there exists N(n, ǫ) =
Nn ≥ 2n(χ∗(Φ)−ǫ), and there exist product states ρ(n)1 , . . . , ρ(n)Nn ∈ B(H⊗n) and posi-
tive operators E(n)1 , . . . , E
(n)
Nn
∈ B(K⊗n), such that∑Nnm=1E(n)m ≤ In and
Tr
(
Φ(n)
(
ρ(n)m
)
E(n)m
)
> 1− ǫ, (5.3.2)
for each m.
The following lemmas are required in order to prove the strong converse theorem
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Lemma 5.3.7
Lemma 5.3.5 Lemma 5.3.6
Lemma 5.3.3Lemma 5.3.2
Lemma 5.3.1
Theorem 5.3
Lemma 5.3.4
Figure 5.2: Map of the proof of Theorem 5.3.
for a memoryless quantum channel (Theorem 5.3). To make the proof more clear,
we provide a “map” to the proof in Figure 5.2.
We start with some definitions. We first define the trace norm for an operator A as
follows, ∣∣∣∣A∣∣∣∣
1
= Tr
√
A∗A. (5.3.3)
If A is Hermitian, i.e. if A = A∗, then
∣∣∣∣A∣∣∣∣
1
= Tr|A|, (5.3.4)
and the trace norm of A can therefore be written as the trace of the difference of
projection operators Π+ and Π−, where Π± are the projections onto the eigenspace
of A corresponding to all non-negative and all negative eigenvalues of A, i.e.
∣∣∣∣A∣∣∣∣
1
= Tr
(
Π+A− Π−A) . (5.3.5)
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More precisely, if A has spectral decomposition,
A =
d∑
i=1
λi|ui〉〈ui|, (5.3.6)
and therefore
|A| =
d∑
i=1
|λi||ui〉〈ui|, (5.3.7)
then the projections Π± can be expressed as follows
Π+ =
∑
λi≥0
|ui〉〈ui| Π− =
∑
λi<0
|ui〉〈ui|. (5.3.8)
Next, for a state ρ we choose a diagonalisation
ρ =
∑
j
R(j) πj. (5.3.9)
Clearly the list of eigenvalues R(j) form a probability distribution and therefore
S(ρ) = H(R), where S(·) represents the von Neumann entropy of a state and H(·)
represents the Shannon entropy of a probability distribution.
We can now define the variance-typical projector of the state ρ with constant δ ≥ 0
as follows,
Πnρ,δ =
∑
jn∈T nR,δ
πj1 ⊗ · · · ⊗ πjn. (5.3.10)
An operator 0 ≤ B ≤ 1, is said to be an η- shadow of the state ρ if
Tr(ρB) ≥ η. (5.3.11)
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The following lemma provides bounds on an operator Λ with the constraint 0 ≤
Λ ≤ 1. These bounds will be used to prove subsequent lemmas.
Lemma 5.3.1. Let 0 ≤ Λ ≤ 1 and ρ a state commuting with Λ such that for some
λ, µ1, µ2 > 0, and let the following relations hold
Tr(ρΛ) ≥ 1− λ and µ1Λ ≤
√
Λ ρ
√
Λ ≤ µ2Λ. (5.3.12)
Then we obtain the following bounds
(1− λ)µ−12 ≤ Tr(Λ) ≤ µ−11 , (5.3.13)
and for an η-shadow B of ρ,
Tr(B) ≥ (η − λ)µ−12 . (5.3.14)
Proof. We first show that (1 − λ)µ−12 ≤ Tr(Λ) ≤ µ−11 . Using the inequalities
Tr(ρΛ) ≥ 1− λ and √Λρ√Λ ≤ µ2Λ,
Tr(Λ) ≥ µ−12 (1− λ). (5.3.15)
Next, using Tr(ρΛ) ≤ 1 and Tr(ρΛ) ≥ µ1Tr(Λ),
Tr(Λ) ≤ µ−11 . (5.3.16)
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Finally, we show Equation (5.3.14), as follows
µ2Tr(B) ≥ Tr(µ2ΛB)
≥ Tr(
√
Λρ
√
ΛB)
= Tr(ρB)− Tr((ρ−
√
Λρ
√
Λ)B)
≥ η − ∣∣∣∣ρ−√Λρ√Λ∣∣∣∣
1
= η − (Tr(ρ)− Tr(ρΛ))
≥ η − λ. (5.3.17)
The first inequality above is due to Λ ≤ 1, the second one is due to µ2Λ ≥
√
Λρ
√
Λ.
The next inequality holds since Tr(ρB) ≥ η and 0 ≤ B ≤ 1 and the final one is by
Tr(ρΛ) ≥ 1− λ.
Next define K = 2( log(e)
e
). When calculating Pxn(x) (Equation 5.2.2) for a par-
ticular symbol x we are interested in whether or not the symbol x appears in the
sequence xn. We therefore define Bernoulli random variables Xi taking the value 1
if and only if xi = x, with probability P (x).
Lemma 5.3.2. For every state ρ and positive integer n, the following three inequal-
ities hold.
Firstly, the probability that the state ρ⊗n is typical, with respect to the set of variance
typical sequences T nR,δ, is given by
Tr(ρ⊗nΠnρ,δ) ≥ 1−
d
δ2
. (5.3.18)
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Secondly, the following relation holds,
Πnρ,δ ρ
⊗nΠnρ,δ ≥ Πnρ,δ 2(−nS(ρ)−Kδd
√
n). (5.3.19)
The above bound will be used directly to prove both Lemma 5.3.3 and the strong
converse theorem.
Finally, the size of the projection Πnρ,δ is upper bounded as follows,
Tr(Πnρ,δ) ≤ 2(nS(ρ)+Kdδ
√
n). (5.3.20)
Proof. Observe that,
Tr(ρ⊗nΠnρ,δ) = R
⊗n(T nR,δ). (5.3.21)
Chebyshev’s inequality states that,
P
(∣∣X − µ∣∣ ≥ kσ) ≤ 1
k2
, (5.3.22)
where X is a random variable, µ is the associated mean, k > 0 and σ2 is the variance
of X with respect to µ.
The set of variance typical sequences T nR,δ (Equation (5.2.3)) is the intersection of
d = dim(H) events. For each j (appearing in the sum in Equation (5.3.9)), the
random variable X = N(j
∣∣jn)
n
= 1
n
∑n
i=1 δj,ji must deviate from its expectation
R(j) by at most δ
√
R(j)(1−R(j))√
n
, by definition of T nR,δ.
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Using Chebyshev’s inequality,
P
(∣∣∣∣N(j
∣∣jn)
n
−R(j)
∣∣∣∣ ≥ δ
√
R(j)(1− R(j))√
n
)
≤ 1
δ2
, (5.3.23)
for a given j. Therefore, the union of d such events is less than or equal to d
δ2
. But
T nR,δ is the intersection of the complementary events, therefore
P⊗n(T nR,δ) ≥ 1−
d
δ2
. (5.3.24)
Let πn = πj1⊗· · ·πjn be one of the eigenprojections of the tensor product state ρ⊗n
constituting Πnρ,δ. Then,
Tr(ρ⊗nπn) = R(j1) . . . R(jn) =
d∏
j=1
R(j)N(j|j
n), (5.3.25)
and given
∣∣N(j|jn)− nR(j)∣∣ ≤ δ√n√R(j)(1− R(j)),
∣∣− log Tr(ρ⊗nπn)− nS(ρ)∣∣ = ∣∣∣∣∑
j
−N(j|jn) logR(j)− nS(ρ)
∣∣∣∣
=
∣∣∣∣∑
j
−N(j|jn) logR(j) + nR(j) logR(j)
∣∣∣∣
≤ −
d∑
j=1
logR(j)
∣∣∣∣N(j|jn) logR(j)− nR(j)
∣∣∣∣
≤
d∑
j=1
−δ√n
√
R(j) logR(j)
= −2δ√n
d∑
j=1
√
R(j) log
√
R(j)
≤ Kdδ√n, (5.3.26)
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since −2√R(j) log√R(j) ≤ K. Therefore
2(−nS(ρ)−Kdδ
√
n) ≤ Tr(ρ⊗nπn) ≤ 2(−nS(ρ)+Kdδ
√
n). (5.3.27)
We have Πnρ,δ =
∑
jn∈T nR,δ πj1⊗· · ·⊗πjn and ρ =
∑
j R(j)πj , therefore using Equa-
tion (5.3.25) and the lower bound on Tr(ρ⊗nπn) i.e. Tr(ρ⊗nπn) ≥ 2(−nS(ρ)−Kdδ√n),
we obtain the following,
Πnρ⊗nΠn =
∑
jn∈T nR,δ
(πj1 ⊗ · · · ⊗ πjn) ρ⊗n
∑
jn∈T nR,δ
(πj1 ⊗ · · · ⊗ πjn)
=
∑
jn∈T nR,δ
∏
j
R(j)N(j|j
n)(πj1 ⊗ · · · ⊗ πjn)
=
∑
jn∈T nR,δ
Tr(ρ⊗nπn)(πj1 ⊗ · · · ⊗ πjn)
≥
∑
jn∈T nR,δ
2(−nS(ρ)−Kdδ
√
n)(πj1 ⊗ · · · ⊗ πjn)
= Πn2(−nS(ρ)−Kdδ
√
n). (5.3.28)
Therefore by Lemma 5.3.1 (taking µ1 = 2−nS(ρ)−Kdδ
√
n),
Tr(Πnρ,δ) ≤ 2(nS(ρ)+Kδ
√
n). (5.3.29)
We now fix diagonalisations Φx =
∑d
j=1Q(j
∣∣x) (πx)j , where Q(·∣∣·) is a
stochastic matrix, and define the conditional variance-typical projector of Φ
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given xn with constant δ to be
ΠnΦ,δ(x
n) =
⊗
x∈X
ΠIxΦx, δ (5.3.30)
where Ix = {i ∈ {1, . . . , n} : xi = x}. With Φ(n)xn = Φx1 ⊗ Φx2 ⊗ · · · ⊗ Φxn , we
then have the following lemma,
Lemma 5.3.3. For all xn ∈ X n of type P , the probability that the output state
Φ
(n)
xn is typical with respect to the conditional variance-typical sequences T IxQ,δ, is
bounded below as follows
Tr
(
Φ
(n)
xn Π
n
Φ,δ(x
n)
)
≥ 1− ad
δ2
, (5.3.31)
and with Πn = ΠnΦ,δ(xn) the following inequality holds, and will subsequently be
used to prove Lemma 5.3.4 and the strong converse theorem,
ΠnΦ
(n)
xn Π
n ≤ Πn2(−nS(Φ|P )+Kδd
√
an). (5.3.32)
Every η-shadow B of Φ(n)xn satisfies,
Tr(B) ≥
(
η − ad
δ2
)
2(nS(Φ|P )−Kd
√
aδ
√
n). (5.3.33)
Proof. The first inequality (5.3.31), is obtained by applying Lemma 5.3.2 a times.
The inequality given by expression (5.3.33) follows from the inequalities (5.3.31)
and (5.3.32), using Lemma 5.3.1. Next we prove the inequality (5.3.32). Using
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ΠnΦ,δ(x
n) =
⊗
x∈X Π
Ix
Φx, δ
, we have,
ΠnΦ
(n)
xn Π
n =
⊗
x∈X
ΠIxΦx, δ Φ
⊗Ix
x
⊗
x∈X
ΠIxΦx, δ
=
⊗
x∈X
∑
jIx∈T IxQ,δ
(πj1 ⊗ · · · ⊗ πjIx ) Φ⊗Ixx
∑
j′Ix∈T IxQ,δ
(πj′1 ⊗ · · · ⊗ πj′Ix )
=
⊗
x∈X
∑
jIx∈T IxQ,δ
Q(j1|x) · · ·Q(jIx |x)(πj1 ⊗ · · · ⊗ πjIx )
=
⊗
x∈X
∑
jIx∈T IxQ,δ
d∏
j=1
Q(j|x)N(j|jIx)(πj1 ⊗ · · · ⊗ πjIx ), (5.3.34)
but, since jIx ∈ T IxQ,δ, and Q(j|x) < 1
N(j|jIx) ≥ |Ix|Q(j|x)− δ
√
|Ix|
√
Q(j|x), (5.3.35)
and therefore
ΠnΦ
(n)
xn Π
n ≤
⊗
x∈X
∑
jIx∈T IxQ,δ
d∏
j=1
Q(j|x)(|Ix|Q(j|x)−δ
√
Ix
√
Q(j|x))(πj1 ⊗ · · · ⊗ πjIx ).
(5.3.36)
Recall that we are assuming xn to be of type P , therefore |Ix| = nP (x) and
∑
x∈X
d∑
j=1
2|Ix|Q(j|x) logQ(j|x) =
∑
x∈X
d∑
j=1
2nP (x)Q(j|x) logQ(j|x)
=
∑
x∈X
2−nP (x)S(Φx), (5.3.37)
and
2−2δ
√
|Ix|
√
Q(j|x) log
√
Q(j|x) ≤ 2Kdδ
√
|Ix|. (5.3.38)
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Using the Cauchy-Schwartz inequality
|〈a|b〉| ≤ ||a||2.||b||2 (5.3.39)
i.e. (
∑
k akbk)
2 ≤ (∑k a2k) (∑k b2k) it is clear that ∑x∈X√|Ix| ≤ √an and there-
fore,
ΠnΦ
(n)
xn Π
n ≤
∑
x∈X
∑
jIx∈T IxQ,δ
2−nP (x)S(Φx)+Kdδ
√
|Ix|
≤ Πn2−nS(Φ|P )+Kdδ
√
an, (5.3.40)
as required.
Now we can use Lemma 5.3.1, takingΛ = ΠnΦ,δ(xn) and ρ = Φ
(n)
xn . We can therefore
conclude, using Tr(B) ≥ (η − λ)µ−12 from Lemma 5.3.1, that
Tr(B) ≥
(
η − ad
δ2
)
2(nS(Φ|P )−Kd
√
aδ
√
n). (5.3.41)
Lemma 5.3.4. Let xn be of type P . Then, the probability that the output state Φ(n)xn
is typical with respect to the variance typical projection ΠnPσ,δ√a is lower bounded
as follows,
Tr
(
Φ
(n)
xn Π
n
Pσ,δ
√
a
)
≥ 1− ad
δ2
. (5.3.42)
Proof. First diagonalise
Pσ =
d∑
j=1
qjπ¯j (5.3.43)
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and define the CPT map Ψ : B(H) 7→ B(K) by,
Ψ(ω) =
d∑
j=1
π¯j ω π¯j . (5.3.44)
We now show the following,
ΠnPσ,δ√a ≥ ΠnΨΦ,δ(xn). (5.3.45)
Let π¯n = π¯j1 ⊗ · · · ⊗ π¯jn be one of the product states comprising
ΨΦx =
d∑
j=1
q(j|x)π¯j (5.3.46)
and consequently
ΠnΨΦ,δ(x
n) =
⊗
x∈X
ΠnΨΦx,δ (5.3.47)
and ∣∣∣∣N(j|jIx)− |Ix|qj|x
∣∣∣∣ ≤ δ√|Ix|
√
qj|x(1− qj|x). (5.3.48)
Since xn is of type P we have |Ix| = nP (x) and qj =
∑
x∈X P (x)qj|x, then
∣∣N(j|jn)− nqj∣∣ ≤ ∑
x∈X
∣∣∣∣N(j|jIx)− |Ix|qj|x
∣∣∣∣
≤
∑
x∈X
δ
√
n
√
P (x)
√
qj|x(1− qj|x)
≤ δ√n√a
√∑
x∈X
P (x)qj|x(1− qj|x)
≤ δ√n√a
√
qj(1− qj), (5.3.49)
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using the Cauchy-Schwartz inequality and concavity of x 7→ x(1 − x) and qj =∑
x∈X P (x)qj|x.
We can conclude that π¯n = π¯j1 ⊗ · · · ⊗ π¯jn contributes to ΠnPσ,δ√a and therefore
Πn
Pσ,δ
√
a
≥ ΠnΨΦ,δ(xn), as required.
Using the definition of the CPT map Ψ given by Equation (5.3.44) and the trace
preserving property of quantum channels, we obtain the following
Tr(Φ
(n)
xn Π
n
Pσ,δ
√
a) = Tr(Ψ
⊗n(Φ(n)xn Π
n
Pσ,δ
√
a))
= Tr
(∑
(π¯j1 ⊗ · · · ⊗ π¯jn) Φ(n)xn ΠnPσ,δ√a (π¯j1 ⊗ · · · ⊗ π¯jn)
)
= Tr
(∑
(π¯j1 ⊗ · · · ⊗ π¯jn) Φ(n)xn (π¯j1 ⊗ · · · ⊗ π¯jn)ΠnPσ,δ√a
)
= Tr(Ψ⊗n(Φ(n)xn )Π
n
Pσ,δ
√
a)
≥ Tr(Ψ⊗n(Φ(n)xn )ΠnΨΦ,δ(xn))
≥ 1− ad
δ2
, (5.3.50)
where the first inequality is by Equation 5.3.45 and the final inequality is by Lemma
5.3.3.
Next we introduce two fidelity lemmas. In the following ρ is taken to be a state pure
and σ may be a mixed state. The trace norm distance D(ρ, σ) is defined for ρ and σ
as follows
D(ρ, σ) =
1
2
∣∣∣∣ρ− σ∣∣∣∣
1
, (5.3.51)
and the pure state fidelity
F (ρ, σ) = Tr(ρ σ). (5.3.52)
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Lemma 5.3.5. Let ρ = |ψ〉〈ψ| and σ = |φ〉〈φ| be pure states. Then
1− F (ρ, σ) = D(ρ, σ)2. (5.3.53)
Proof. Take |ψ〉 = |0〉 =

 1
0

 and |φ〉 = α|0〉+ β|1〉 =

 α
β

, where |α|2 +
|β|2 = 1. Therefore
ρ =

 1 0
0 0

 , σ =

 |α|2 αβ
αβ |β|2

 . (5.3.54)
The fidelity F (ρ, σ) can now be calculated,
F (ρ, σ) = Tr(ρσ) = |α|2. (5.3.55)
The trace distance, D(ρ, σ) = 1
2
∣∣∣∣ρ − σ∣∣∣∣
1
= 1
2
Tr
√
(ρ− σ)∗(ρ− σ) and therefore,
using |α|2 + |β|2 = 1,
D(ρ, σ) = |β|, (5.3.56)
and therefore
1− F (ρ, σ) = D(ρ, σ)2. (5.3.57)
In the following lemma we relax the assumption that both states σ and ρ must be
pure states.
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Lemma 5.3.6. Let σ be any arbitrary mixed state, and ρ a pure state. Then
D(ρ, σ)2 ≤ 1− F (ρ, σ). (5.3.58)
Proof. Write σ =∑j qjπj , where πj are pure states. Then, using Lemma 5.3.5,
1− F (ρ, σ) =
∑
j
qj(1− F (ρ, πj))
=
∑
j
qjD(ρ, πj)
2,
≥
(∑
j
qjD(ρ, πj)
)2
≥ D(ρ, σ)2. (5.3.59)
The first inequality above is due to the convexity of f(x) = x2. The second inequal-
ity is due to the convexity of D(ρ, σ) (triangle inequality).
Informally, the following lemma states that, under the trace norm (defined by Equa-
tion (5.3.3)), the state ρ is disturbed by at most
√
8λ by the operator X , provided
that 1−Tr(ρX) ≤ λ ≤ 1. In the proof of the strong converse theorem, the positive
operator X above will be replaced by the projector onto the typical subspace for
Pσ, denoted Πn
Pσ,δ
√
a
, and the state ρ will be replaced by the output state Φ(n)xn . In
this case the above lemma takes on the following important interpretation. If the
probability that the output state is not typical (with respect to the typical subspace
Pσ) is less than λ, i.e. if 1 − Tr(Φ(n)xn ΠnPσ,δ√a) ≤ λ, then under the trace norm, the
state Φ(n)xn is disturbed by at most
√
8λ, when projected onto the typical subspace
for the average output state Pσ.
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Lemma 5.3.7. Let ρ be a state and X a positive operator with X ≤ 1 and
1− Tr(ρX) ≤ λ ≤ 1. Then
∣∣∣∣ρ−√X ρ √X∣∣∣∣
1
≤
√
8λ. (5.3.60)
Proof. Let Y = √X and ρ = ∑k pkπk, where πk are pure states and pk ≥ 0. We
then have the following
∣∣∣∣ρ− Y ρY ∣∣∣∣2
1
≤
(∑
k
pk
∣∣∣∣πk − Y πkY ∣∣∣∣1
)2
≤
∑
k
pk
∣∣∣∣πk − Y πkY ∣∣∣∣21
≤ 4
∑
k
pk(1− Tr(πkY πkY ))
≤ 8
∑
k
pk(1− Tr(πkY ))
≤ 8(1− Tr(ρY )) ≤ 8λ. (5.3.61)
The first inequality is by the triangle inequality,
∣∣∣∣x+ y∣∣∣∣
1
≤ ∣∣∣∣x∣∣∣∣
1
+
∣∣∣∣y∣∣∣∣
1
. (5.3.62)
The second is due to the convexity of x 7→ x2 and the third is due to Lemma 5.3.6.
The next inequality is shown as follows. Since πk is a projection πk = (πk)2, and
1− Tr(πkY πkY ) = Tr(πk − πkY πkY )
= Tr(πk − πkY ) + Tr(πkY − πkY πkY )
= 1− Tr(πkY ) + Tr(πkY πk(πk − πkY )). (5.3.63)
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But ||Y || ≤ 1 and therefore Tr(πkY πk(πk − πkY )) ≤ Tr(πk − πkY ) and we have
1− Tr(πkY πkY ) ≤ 2(1− Tr(πkY )). (5.3.64)
The final inequality in (5.3.61) uses Y ≥ X and 1− Tr(ρX) ≤ λ.
Next we state and prove the strong converse theorem for memoryless quantum chan-
nels (Winter) [4].
5.3.1 Strong converse for a memoryless quantum channel
Theorem 5.3. (Strong converse for memoryless quantum channels)
For λ ∈ (0, 1) there exits a constant K(λ, a, d) such that for every quantum channel
Φ and (n, λ)-code
|M| ≤ 2 (nχ∗(Φ)+K(λ,a,d)
√
n). (5.3.65)
Proof. Note that if we assume all codewords to be of the same type P , then we
may tighten the above bound. We first show that the number of codewords is upper
bounded as follows
|MP | ≤ 4
1− λ 2
(nI(P ;Φ)+2K(λ,a,d)
√
n), (5.3.66)
taking δ =
√
32ad
1−λ . The theorem then follows since there are at most (n+1)
a possible
types, where a is the length of the alphabet X , i.e. a = ∣∣X ∣∣. We will demonstrate
this once we have proved expression (5.3.66).
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First take an (n, λ)-code with the decoding operators Enm, i.e.
Tr(Φ(n)(ρ(n)m )E
n
m) > 1− λ, (5.3.67)
where Φ(n)(ρ(n)m ) is the output from a memoryless quantum channel acting on the
input state ρ(n)m and Tr(Φ(n)(ρ(n)m )Enm) is the probability of successful decoding.
To prove inequality (5.3.65) we now construct the following new decoding operators
En
′
m
En
′
m = Π
n
Pσ,δ
√
a E
n
m Π
n
Pσ,δ
√
a, (5.3.68)
where Πn
Pσ,δ
√
a
is the projection onto the typical subspace for Pσ, the average output
state of the channel Φ.
Let Cnm = Cn(m) = xn, for m ∈ M. Then, (Cnm, En′m ) is an (n, 1+λ2 )-code, since
for m ∈ {1, . . . Nn} the probability Tr
(
Φ(n)(ρ
(n)
m )En
′
m
)
can be written as follows,
Tr
(
Φ(n)(ρ(n)m )E
n′
m
)
= Tr
(
Φ(n)(ρ(n)m )E
n
m
)
− Tr
((
Φ(n)(ρ(n)m )− ΠnPσ,δ√aΦ(n)(ρ(n)m )ΠnPσ,δ√a
)
Enm
)
≥ 1− λ− ∣∣∣∣Φ(n)(ρ(n)m )−ΠnPσ,δ√aΦ(n)(ρ(n)m )ΠnPσ,δ√a∣∣∣∣1
≥ 1− λ−
√
8ad
δ2
=
1− λ
2
. (5.3.69)
The first inequality holds since (Cnm, Enm) is assumed to be an (n, λ)-code and since
Enm ≤ 1. The second inequality uses Lemma 5.3.4 and Lemma 5.3.7 as follows.
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Lemma 5.3.7 states that, for 1− Tr(ρX) ≤ λ′ ≤ 1, the following inequality holds
∣∣∣∣ρ−√X ρ √X∣∣∣∣
1
≤
√
8λ′. (5.3.70)
In our case, we put X = Πn
Pσ,δ
√
a
and ρ = Φ(n)(ρ(n)m ) and by Lemma 5.3.4
1− Tr(Φ(n)(ρ(n)m )ΠnPσ,δ√a) ≤
ad
δ2
. (5.3.71)
The second inequality then follows from Lemma 5.3.7, taking λ′ = ad
δ2
. The code
(Cnm, E
n
m) is therefore an (n, 1+λ2 ), since
pe(C
n
m, E
n′
m ) = 1− Tr
(
Φ(n)(ρ(n)m )E
n′
m
)
≤ 1 + λ
2
. (5.3.72)
Since Tr
(
Φ(n)(ρ
(n)
m )En
′
m
)
≥ 1−λ
2
, the operator En′m is an η = 1−λ2 shadow of
Φ(n)(ρ
(n)
m ) (see Equation (5.3.11) for definition of η shadow) and by Lemma 5.3.3,
Tr
(
En
′
m
)
≥ 1− λ
4
2(S(Φ|P )−Kd
√
aδ
√
n). (5.3.73)
The sequence xn is of type P so we can use Lemma 5.3.2 as follows,
∑
m∈M
TrEn
′
m ≤ TrΠnPσ,δ√a ≤ 2(nS(Pσ)+Kd
√
aδ
√
n). (5.3.74)
Therefore, ∣∣M∣∣TrEn′m ≤ 2(nS(Pσ)+Kd√aδ√n) (5.3.75)
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and using Equation (5.3.73) we obtain an upper bound on the number of codewords,
∣∣M∣∣ ≤ 4
1− λ2
(−nS(Φ|P )+Kd√aδ√n).2(nS(Pσ)+Kd
√
aδ
√
n) (5.3.76)
and using the defintion of mutual information (Equation 5.1.4)
∣∣M∣∣ ≤ 4
1− λ2
(nI(P ;Φ)+2Kd
√
aδ
√
n), (5.3.77)
using I(P ; Φ) = S(Pσ)− S(Φ|P ). This proves Equation (5.3.66).
Next we make use of the fact that the number of types is upper bounded by (1+n)a
where a is the length of the input alphabet. This result has the interpretation that the
number of types increase only polynomially with n.
With the additional assumption that all the codewords are of the same type, we have
∑
P
∣∣MP ∣∣ ≤ k∑
P
2(nI(P ;Φ)+2Kd
√
aδ
√
n)
= k (1 + n)a 2(nI(P ;Φ)+2Kd
√
aδ
√
n)
≤ k (1 + n)a 2(nχ∗(Φ)+2Kd
√
aδ
√
n) (5.3.78)
where, k = 4
1−λ . Clearly, 2
(2Kd
√
aδ
√
n) dominates the k (1+n)a term for n large, i.e.
k (1 + n)a ≤ 2(c
√
n). (5.3.79)
Therefore ∑
P
∣∣MP ∣∣ ≤ 2(nχ∗(Φ)+2Kd√aδ√n). (5.3.80)
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5.4 Coding theorem for a periodic quantum channel
Recall that a periodic channel acting on an n-fold density operator can be written in
the following form
Φ(n)
(
ρ(n)
)
=
1
L
L−1∑
i=0
(Φi ⊗ Φi+1 ⊗ · · · ⊗ Φi+n−1)
(
ρ(n)
)
, (5.4.1)
where Φi are CPT maps and the index is cyclic modulo the period L. The Holevo
quantity for the i-th branch of the channel is denoted χi({pj, ρj}). The product-state
capacity of the channel (5.4.1) is given by
Cp (Φ) =
1
L
sup
{pj ,ρj}
L−1∑
i=0
χi({pj , ρj}). (5.4.2)
The proof for the direct part of this theorem is provided in Appendix B.
We show that the strong converse theorem does not hold for the above expression.
As a consequence it does not provide a sharp upper-bound on the rate at which
classical information can be transmitted over the periodic channel.
Recall that the strong converse for a memoryless quantum channel Φ states that
log2
∣∣M∣∣ ≤ nχ∗(Φ) +K√n. (5.4.3)
The strong converse for the periodic quantum channel does not hold since the ca-
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pacity of the channel, Cp, is upper bounded as follows,
Cp < C¯p, (5.4.4)
where,
C¯p =
1
L
L−1∑
i=0
sup
{pj ,ρj}
χi({pj, ρj}). (5.4.5)
However, each branch of the periodic channel Φ(n) can be written as a memoryless
channel of dimension d′ = dL as follows,
(Φi ⊗ Φi+1 ⊗ · · · ⊗ Φi+L−1)⊗ nL . (5.4.6)
Remark 7. Note that equality for expression (5.4.4) can be shown to hold for the
depolarising channel and it is shown in Section 4.6 that a strict inequality holds for
the amplitude-damping channel.
Since we are limited to using product-state inputs, the product-state capacity of each
channel branch is additive and therefore equal, i.e.
χ∗(Φ0 ⊗ Φ1 ⊗ · · · ⊗ ΦL−1)⊗nL = n
L
(χ∗(Φ0) + χ
∗(Φ1) + · · ·+ χ∗(ΦL−1))
=
n
L
L−1∑
i=0
χ∗(Φi). (5.4.7)
Remark 8. Notice that, like Equation (5.4.7), C¯p (Equation (5.4.5)) is the average
of the Holevo capacities of the L channel branches. Therefore, if we knew in ad-
vance which channel branch will be chosen, then we could take the rate R = C¯p
with the probability of error pe ≤ ǫ and the strong converse would immediately fol-
104
5.4. CODING THEOREM FOR A PERIODIC QUANTUM CHANNEL
low, using Theorem 5.3. However, we do not have this additional information. We
compromise by assuming to know the channel branch in advance and then compen-
sate for this assumption by taking pe ≤ 1L + ǫ. But, the rate R = C¯p could be too
high to take for certain channel branches, (branches consisting of the amplitude
damping channels, for example). We therefore must choose a rate in between Cp
and C¯p with pe ≤ 1L + ǫ.
We choose a rate in between the two expressions above and we demonstrate the
strong converse using this “compromised” rate. We refer to this result as the “weak-
ened” strong converse to the coding theorem for the periodic quantum channel.
More precisely, we choose a rate R such that
Cp < R < C¯p. (5.4.8)
The direct part of the theorem, i.e. with rate below the upper bound, may be argued
as follows.
We choose a particular channel branch, say, i = 1 and simply take the code
(Cn, En) for this (memoryless) product channel,
(Φ1 ⊗ Φ2 ⊗ · · · ⊗ ΦL)⊗n, (5.4.9)
with rate R < C¯p. However, we must pay a penalty (thereby diluting the theorem
and reducing the theorem for the periodic channel to that of a single branch) for
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fixing a particular branch and therefore must construct the code such that,
pe ≤ 1
L
+ ǫ, (5.4.10)
where 1
L
is the probability of choosing a particular branch.
Using Theorem 5.3 we now argue that the strong converse holds for the rate given
by Equation (5.4.8). Let (Cn, En) be an (n, λ)-code. Therefore
pe =
1
L
L−1∑
i=0
pie ≤ λ, (5.4.11)
where pe denotes the average probability of error for the periodic channel and pie
denotes the probability of error for the i-th channel branch. Therefore we can apply
Theorem 5.3 as follows
log2
∣∣Mi∣∣ ≤ nCp +K(λ, a, d)√n
=
n
L
sup
{pj ,ρj}
L−1∑
i=0
χi({pj, ρj}) +K(λ, a, d)
√
n. (5.4.12)
Also, since pe ≤ λ, ∃i such that pie ≤ λ,
log2
∣∣Mi∣∣ ≤ C¯p(Φ⊗ nLi ) +K(λ, a, d)√n
=
n
L
L−1∑
i=0
χ∗(Φi) +K(λ, a, d)
√
n, (5.4.13)
where,
Φ
⊗ n
L
i = (Φi ⊗ Φi+1 ⊗ · · · ⊗ Φi+L−1)⊗
n
L . (5.4.14)
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We can now conclude that, although the strong converse theorem does not hold for
the product-state capacity of the periodic channel defined by Equation (5.4.1), the
“weakened ” strong converse does hold, as argued above.
5.5 Summary
We introduced the method of types [70] and provided Winter’s proof [4] of the
strong converse theorem for memoryless quantum channels, updating the notation
and providing detailed proofs for the lemmas used to prove the theorem.
Next we considered the strong converse theorem for the periodic quantum channel
introduced in Chapter 4 and showed that the strong converse does not hold for this
channel. This conclusion is drawn based on a result shown in Chapter 4, namely
that due to the fact that the average and the supremum cannot be interchanged in the
formula for calculating the product state capacity of the periodic channel with the
amplitude damping channel branches, this formula cannot be re-written in a way
which would lead to a direct application of the strong converse theorem.
We do show, however, that if we weaken the scenario by assuming to know that the
channel chosen is known in advance, then the strong converse theorem does hold.
The direct part of the channel coding theorem for the periodic quantum channel is
provided in Appendix B.1.
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Appendix A
Carathe´odory’s Theorem & an
application to minimal
optimal-ensembles
A.1 Carathe´odory’s Theorem
Carathe´odory’s theorem is stated as follows
Theorem A.1. Let S ⊂ Rd be a set. Then every point x in the convex hull of S can
be represented as a convex combination of d+ 1 points from S, i.e.
x =
d∑
i=0
αixi, (A.1.1)
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where xi ∈ S, αi ≥ 0 and
∑
i αi = 1.
A.2 Application
Next we prove that ensembles containing at most d2 pure states are sufficient to
maximise the Holevo quantity of a CPT map. This proof was provided by N. Datta
[71]. We first prove that d2 + 1 states are sufficient, using Carathe´odory’s theorem
[72, 73].
Proof. Note that the set of density operators is described by d2− 1 parameters. Let
f(ρ) = (f1(ρ), · · · , fd2−1(ρ), fd2(ρ)) = (f1(ρ), · · · , fd2−1(ρ), S(Φ(ρ)), (A.2.1)
be the vector-valued function, with the first d2−1 components corresponding to the
linear degrees of freedom of ρ, for every density operator ρ.
Consider the set of images f(P) ⊂ Rd2 of pure states P . To every ensemble of pure
states E := {qi, |ψi〉〈ψi|}, we can associate the point
~fE :=
∑
i
qi f(|ψi〉〈ψi|) ⊂ Rd2 (A.2.2)
in the convex hull of f(P). Moreover, the Holevo quantity
χ(E) = S
(∑
i
qiΦ(|ψi〉〈ψi|)
)
−
∑
i
qiS(Φ(|ψi〉〈ψi|)) (A.2.3)
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is a function of this vector only, i.e.
χ(E) = G( ~fE) (A.2.4)
for some function G.
To see this note that the average input state
∑
i qi|ψi〉〈ψi| and thus the corresponding
entropy are completely specified by the first d2− 1 components of |ψi〉〈ψi| because
of linearity of the function f(·), and∑i qi S(|ψi〉〈ψi|) is the last entry of ~fE .
Now, let E be an ensemble maximising χ(E), then by Carathe´odory’s theorem, ~fE
can be represented as
~fE =
d2−1∑
i=0
pi f(|φi〉〈φi|). (A.2.5)
We then define the pure state ensemble E ′ := {pi, |φi〉〈φi|}d2−1i=0 which consists of
only d2 + 1 pure states. By definition ,
~fE = ~fE ′, (A.2.6)
hence, χ(E ′) = χ(E), as desired.
The above proof shows that d2 + 1 states are sufficient. The stronger statement
can be obtained using a strengthening of Carathe´odory’s theorem by Fenchel and
Eggleston ( [35], Theorem 18).
This states that if S ⊂ Rm is the union of at most m connected subsets, then every
x in the convex hull of S can be represented as a convex combination of at most m
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points in S.
Since f is continuous and the set of pure states P is a compact, connected set, the
image f(P) ⊂ Rd2 is also compact and connected. Hence the union f(P) is the
union of only one connected set and we obtain the desired result.
The above result, that it is sufficient to consider ensembles containing just d2 pure
states when maximising the Holevo quantity, was first shown by Davies [34]. Note
that his proof also utilises Carathe´odory’s Theorem (Theorem A.1).
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Appendix B
Product-state capacity of a periodic
quantum channel
B.1 Proof of the product-state capacity of a periodic
quantum channel
The following proof is a special case of the proof, given by Datta and Dorlas in [3],
for the product-state capacity of a channel with arbitrary Markovian noise correla-
tions.
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B.2 Preliminaries
A general quantum channel is given by completely positive trace-preserving (CPT)
maps Φ(n) : B(H⊗n) → B(K⊗n), where H and K are the input and output Hilbert
spaces of the channel. Here we consider a periodic channel of the following form
Φ(n)(ρ(n)) =
1
L
L−1∑
i=0
(Φi ⊗ Φi+1 ⊗ · · · ⊗ Φi+n−1)(ρ(n)), (B.2.1)
where we assume that a set of CPT maps Φi : B(H)→ B(K) (i = 0, . . . , L− 1) is
given, and the index is cyclic modulo the period L.
If we denote the Holevo quantity for the i-th branch by χi, i.e.
χi({pj , ρj}) = S
(∑
j
pjΦi(ρj)
)
−
∑
j
pjS(Φi(ρj)),
then we shall prove that the product capacity of the channel (B.2.1) is given by
Cp(Φ) = sup
{pj ,ρj}
1
L
L−1∑
i=0
χi({pj, ρj}). (B.2.2)
B.3 The Quantum Feinstein Lemma
The direct part of the theorem follows from
Theorem B.1. Given ǫ > 0, there exists n0 ∈ N such that for all n ≥ n0 there
exists Nn ≥ 2n(C(Φ)−ǫ) and there exist product states ρ˜(n)1 , . . . , ρ˜(n)Nn ∈ S(H⊗n) and
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positive operators E(n)1 , . . . , E
(n)
Nn
∈ B(K⊗n) such that∑Nnk=1E(n)k ≤ I and
TrΦ(n)
(
ρ˜
(n)
k
)
E
(n)
k > 1− ǫ, (B.3.1)
for each k.
Proof. We first construct a preamble to the code which serves to identify the first
branch i chosen. To distinguish the initial branch, notice first of all that the cor-
responding CPT maps Φi need not all be distinct! However, we may assume that
there is no internal periodicity of these maps; otherwise the channel be contracted
to a single such period. This means, that for any two states i, i′ ∈ {0, . . . , L − 1}
(i < i′) there exists k ≤ L− 1 such that Φi+k 6= Φi′+k. Then choose ω = ωi,i′ such
that
f := F (Φi+k(ω),Φi′+k(ω)) < 1. (B.3.2)
In the following we write Φ(n)i for the branch of the channel with initial state i, i.e.
Φ
(n)
i (ρ
(n)) = (Φi ⊗ Φi+1 ⊗ · · · ⊗ Φi+n−1)(ρ(n)). (B.3.3)
Lemma B.3.1. For any 0 ≤ i < i′ ≤ L− 1, let ω be a state as above. Then
F
(
Φ
(mL)
i (ω
⊗mL),Φ(mL)i′ (ω
⊗mL)
)
→ 0 (B.3.4)
as m→∞.
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Proof.
F
(
Φ
(mL)
i (ω
⊗mL),Φ(mL)i′ (ω
⊗mL)
)
=
[
F
(
Φ
(L)
i (ω
⊗L),Φ(L)i′ (ω
⊗L)
)]m
≤ [F (Φi+k(ω),Φi′+k(ω))]m = fm → 0. (B.3.5)
We now introduce, for any pair of states σ, σ′ on K, and γ, γ′ > 0, the difference
operators
A
(M)
σ,σ′ = γσ
⊗M − γ′(σ′)⊗M . (B.3.6)
Let Π± be the orthogonal projections onto the eigenspaces of A(M)σ,σ′ corresponding
to all non-negative, and all negative eigenvalues, respectively. In [3] we proved the
following lemma
Lemma B.3.2. Suppose that for a given δ > 0,
|Tr[|A(M)σ,σ′ |]− (γ + γ′)| ≤ δ. (B.3.7)
Then
|Tr[Π+(σ)⊗M ]− 1| ≤ δ
2γ
(B.3.8)
and
|Tr[Π−(σ′)⊗M ]− 1| ≤ δ
2γ′
. (B.3.9)
To compare the outputs of all the different branches of the channel, we define pro-
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jections Π˜i on the tensor product space
⊗
0≤i<i′<LK⊗M = K⊗ML2 with L2 =
(
L
2
)
as follows
Π˜i =
⊗
0≤i1<i2<L
Γ
(i)
i1,i2
(B.3.10)
where,
Γ
(i)
i1,i2
=


IdM if i1 6= i and i2 6= i
Π−i1,i if i2 = i
Π+i,i2 if i1 = i.
(B.3.11)
Notice that it follows from the fact that Π+i,i′Π
−
i,i′ = 0, that the projections Π˜i are
also disjoint,
Π˜iΠ˜i′ = 0 for i 6= i′. (B.3.12)
It now follows easily with the help of the previous lemma and the inequalities [14]
Tr(A1) + Tr(A2)− 2F (A1, A2) ≤ ||A1 − A2||1 ≤ Tr(A1) + Tr(A2) (B.3.13)
for any two positive operators A1 and A2, that these projections distinguish the
relevant initial branches. Indeed, if we introduce the corresponding preamble state
ω(ML2) =
(⊗
i1<i2
ω⊗Mi1,i2
)
, (B.3.14)
then we have
Lemma B.3.3. For all i ∈ {0, . . . , L− 1},
lim
M→∞
Tr
[
Π˜iΦ
(ML2)
i
(
ω(ML2)
)]
= 1. (B.3.15)
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In the following we fix M so large that
Tr
[
Π˜iΦ
⊗ML2
i
(
ω(ML2)
)]
> 1− δ (B.3.16)
for all i ∈ {0, . . . , L− 1}. We also assume that M is a multiple of L so that B.3.1
applies. The product state ω(ML2), defined through B.3.14 is used as a preamble
to the input state encoding each message, and serves to distinguish between the
different branches, Φ(n)i , of the channel. If ρ
(n)
k ∈ B(H⊗n) is a state encoding the
kth classical message in the set Mn, then the kth codeword is given by the product
state
ω(ML2) ⊗ ρ(n)k .
Note that, since M is a multiple of L, the index of the first channel branch applying
to ρk is also i.
Continuing with the proof of Theorem B.1, let the maximum of the mean Holevo
quantity 1
L
∑L−1
i=0 χi be attained for an ensemble {pj, ρj}Jj=1. Denote σi,j = Φi(ρj),
σ¯i =
∑J
j=1 pjΦi(ρj).
Choose δ > 0. We will relate δ to ǫ at a later stage. Consider the typical subspaces
T (n)i,ǫ of K⊗n, with projection P¯i,n such that if σ¯i has a spectral decomposition
σ¯i =
∑
k
λ¯i,k|ψi,k〉〈ψi,k| (B.3.17)
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then if k = (k1, . . . , kn), |ψi,k1〉 ⊗ · · · ⊗ |ψi,kn〉 ∈ T (n)i,ǫ if and only if
∣∣∣∣∣ 1n
n∑
j=1
log λ¯i,kj + S(σ¯i)
∣∣∣∣∣ < ǫ4 . (B.3.18)
Then, for n large enough,
Tr(P¯i,nσ¯
⊗n
i ) > 1− δ2. (B.3.19)
For any given initial index i, we let V(n)i,ǫ be the subspace ofK⊗n spanned by the vec-
tors |ψi,k1〉⊗|ψi+1,k2〉⊗|ψi+n−1,kn〉, where |ψi,k1〉⊗|ψi,kL+1〉⊗· · ·⊗|ψi,k[(n−1)/L]L+1〉 ∈
T ([(n−1)/L]+1)i,ǫ , etc. Clearly, if we denote P¯ (n)i the projection onto V(n)i,ǫ , then for n
large enough,
Tr(P¯
(n)
i σ¯i ⊗ σ¯i+1 ⊗ · · · ⊗ σ¯i+n−1) > 1− δ2. (B.3.20)
Moreover, if |ψi,k1〉 ⊗ |ψi+1,k2〉 ⊗ |ψi+n−1,kn〉 ∈ V(n)i,ǫ then
∣∣∣∣∣ 1n
n∑
j=1
log λ¯i+j−1,kj +
1
L
L−1∑
i=0
S(σ¯i)
∣∣∣∣∣ < ǫ4 . (B.3.21)
Let n1 be so large that (B.3.20) and (B.3.21) hold for n ≥ n1.
We need a similar result for the average entropy
S¯ =
1
L
L−1∑
i=0
J∑
j=1
pj S(σi,j). (B.3.22)
Lemma B.3.4. Fix i ∈ {0, . . . , L − 1}. Given a sequence j = (j1, . . . , jn) with
1 ≤ jr ≤ J(i + r − 1), let P (n)i,j be the projection onto the subspace of K⊗n
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spanned by the eigenvectors of σ(n)i,j = σi,j1 ⊗ · · · ⊗ σi+n−1,jn with eigenvalues
λ
(n)
j,k =
∏n
r=1 λi+r−1,jr,kr such that
∣∣∣∣ 1n log λ(n)j,k + S¯
∣∣∣∣ < ǫ4 . (B.3.23)
For any δ > 0 there exists n2 ∈ N such that for n ≥ n2,
E
(
Tr
(
σ
(n)
i,j P
(n)
i,j
))
> 1− δ2, (B.3.24)
where E denotes the expectation with respect to the probability distribution {p(n)j }
on the states ρ(n)j .
Proof. Define i.i.d. random variables X1, . . . , Xn with distribution given by
Prob (Xr = λi+r−1,j,k) = pi+r−1,j λi+r−1,j,k. (B.3.25)
By the Weak Law of Large Numbers,
1
n
n∑
r=1
logXr → 1
L
L−1∑
i=0
J∑
j=1
∑
k
pj λi,j,k log λi,j,k
= − 1
L
L∑
i=1
J(i)∑
j=1
pj S(σi,j) = −S¯. (B.3.26)
It follows that there exists n2 such that for n ≥ n2, the typical set T (n)i,ǫ of sequences
of pairs ((j1, k1), . . . , (jn, kn)) such that
∣∣∣∣∣ 1n
n∑
r=1
log λi+r−1,jr,kr + S¯
∣∣∣∣∣ < ǫ3 (B.3.27)
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satisfies
P
(
T
(n)
i,ǫ
)
=
∑
((j1,k1),...,(jn,kn))∈T (n)ǫ
n∏
r=1
pjrλi+r−1jr,kr > 1− δ2. (B.3.28)
Obviously,
P
(n)
i,j ≥
∑
k=(k1,...,kn)
((j1,k1),...,(jn,kn))∈T (n)i,ǫ
|ψ(n)j,k 〉〈ψ(n)j,k | (B.3.29)
and
E
(
Tr
(
σ
(n)
j P
(n)
i,j
))
≥ P
(
T
(n)
i,ǫ
)
> 1− δ2. (B.3.30)
The remainder of the proof is essentially the same as that in [3]. Let N = N˜(n)
be the maximal number of product states ρ˜(n)1 , . . . , ρ˜
(n)
N on H⊗n (each of which is
a tensor product of states in the maximising ensemble {pj, ρj}Jj=1) for which there
exist positive operators E(n)1 , . . . , E
(n)
N on K⊗ML2 ⊗K⊗n such that
(i) E(n)k =
∑L
i=1 Π˜i ⊗ E(n)k,i and
∑N
k=1E
(n)
k,i ≤ P¯ (n)i and
(ii) 1
L
L∑
i=1
Tr
[ (
Π˜i ⊗ E(n)k,i
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ ρ˜(n)k
)]
> 1− ǫ and
(iii) 1
L
L∑
i=1
Tr
[ (
Π˜i ⊗ E(n)k,i
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ ρ¯⊗n)] ≤ 2−n[C(Φ)− 12 ǫ]
where ρ¯ =
∑J
j=1 pjρj .
For each i = 1, . . . ,M and j = (j1, . . . , jn) such that 1 ≤ jr ≤ J , we define, as
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before,
V
(n)
i,j =
(
P¯
(n)
i −
N∑
k=1
E
(n)
k,i
)1/2
P¯
(n)
i P
(n)
i,j P¯
(n)
i
(
P¯
(n)
i −
N∑
k=1
E
(n)
k,i
)1/2
. (B.3.31)
and we put
V
(n)
j :=
M∑
i=1
Π˜i ⊗ V (n)i,j . (B.3.32)
Clearly V (n)i,j ≤ P¯ (n)i −
∑N
k=1E
(n)
k,i .
V
(n)
j is a candidate for an additional measurement operator, E
(n)
N+1, for Bob with
corresponding input state ρ˜(n)N+1 = ρ
(n)
j = ρj1 ⊗ ρj2 . . .⊗ ρjn . Clearly, the condition
(i), given above, is satisfied and we also have
Lemma B.3.5.
1
L
L∑
i=1
Tr
[(
Π˜i ⊗ V (n)i,j
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ ρ¯⊗n)]] ≤ 2−n[C(Φ)− 12 ǫ]. (B.3.33)
Proof. Put Qn,i =
∑N
k=1E
(n)
k,i . Note that Qn,i commutes with P¯
(n)
i . Using the
fact that P¯ (n)i Φ
(n)
i (ρ¯
⊗n)P¯ (n)i ≤ 2−n[
1
L
∑L
i=1 S(σ¯i)− 14 ǫ] by (B.3.21), we have, denoting
σ¯
(n)
i = Φ
(n)
i (ρ¯
⊗n),
Tr(σ¯
(n)
i V
(n)
i,j ) = Tr
[
σ¯
(n)
i (P¯
(n)
i −Qn,i)1/2P¯ (n)i P (n)i,j P¯ (n)i (P¯ (n)i −Qn,i)1/2
]
= Tr
[
P¯
(n)
i σ¯
(n)
i P¯
(n)
i (P¯
(n)
i −Qn,i)1/2P (n)i,j (P¯ (n)i −Qn,i)1/2
]
≤ 2−n[ 1L
∑L
i=1 S(σ¯i)− 14 ǫ]Tr
[
(P¯
(n)
i −Qn,i)1/2P (n)i,j (P¯ (n)i −Qn,i)1/2
]
≤ 2−n[ 1L
∑L
i=1 S(σ¯i)− 14 ǫ]Tr (P (n)i,j ) ≤ 2−n[
1
L
∑L
i=1 S(σ¯i)−S¯− 12 ǫ], (B.3.34)
where, in the last inequality, we used the standard upper bound on the dimension of
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the typical subspace, Tr(P (n)i,j ) ≤ 2n[S¯+
1
4
ǫ]
, which follows from Lemma B.3.4.
By maximality of N it now follows that the condition (ii) above cannot hold, that
is,
1
L
L∑
i=1
Tr
[ (
Π˜i ⊗ V (n)i,j
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ ρ(n)j
)]
≤ 1− ǫ (B.3.35)
for every j, and this yields the following
Corollary 1.
1
L
L∑
i=1
E
(
Tr
[ (
Π˜i ⊗ V (n)i,j
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ ρ(n)j
)])
≤ 1− ǫ. (B.3.36)
We also need the following lemma
Lemma B.3.6. For all η′ > δ2 + 3δ,
1
L
L∑
i=1
Tr
[ (
Π˜i ⊗ P¯ (n)i P (n)i,j P¯ (n)i
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ Φ(n)i (ρ(n)j )
)]
> 1− η′
(B.3.37)
if n is large enough.
Proof. This is proved as in [3].
Lemma B.3.7. Assume η′ < 1
3
ǫ and write
Qn,i =
N∑
k=1
E
(n)
k,i . (B.3.38)
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Then for n large enough,
1
L
L∑
i=1
E
(
Tr
[ (
Π˜i ⊗Qn,i
)
Φ
(ML2+n)
i
(
ω(ML2) ⊗ ρ(n)j
)])
≥ η′2. (B.3.39)
Proof. This follows as before from the previous lemma using the Cauchy-Schwarz
inequality.
It now follows that for n large enough, N˜(n) ≥ (η′)2 2n[C(Φ)− 12 ǫ]. We take the fol-
lowing states as codewords,
ρ
(ML2+n)
k = ω
(ML2) ⊗ ρ˜(n)k . (B.3.40)
For n sufficiently large we then have
Nn+ML2 = N˜(n) ≥ (η′)2 2n[C(Φ)−
1
2
ǫ] ≥ 2(ML2+n)[C(Φ)−ǫ]. (B.3.41)
To complete the proof we need to show that the set E(n)k satisfies (B.3.1). But this
follows immediately from condition (ii),
Tr
[
Φ(ML2+n)
(
ρ
(ML2+n)
k
)
E
(n)
k
]
=
=
1
L
L−1∑
i=0
Tr
[
Φ
⊗(ML2+n)
i
(
ω(ML2) ⊗ ρ˜(n)k
)(
Π˜i ⊗ E(n)i,k
)]
> 1− ǫ. (B.3.42)
123
B.3. THE QUANTUM FEINSTEIN LEMMA
We have now provided a proof for the direct part of the channel coding theorem
for the periodic quantum channel introduced in Chapter 4. Note that in Chapter
5 we show that the strong converse theorem does not in fact hold for the periodic
quantum channel.
124
List of Figures
1.1 Transmitting classical information over a single quantum channel. . 5
1.2 Transmitting classical information over copies of a quantum channel. 6
2.1 A model for quantum channel memory: each input state ρj interacts
with its own environment, which is itself correlated with the other
environments [39]. . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Model for quantum channel memory: correlations between each
error operator and input state are determined by the relevant unitary
operator and the memory state [39]. . . . . . . . . . . . . . . . . . 23
3.1 An example of two pairs of antipodal pure states. . . . . . . . . . . 33
3.2 The functions f(x) = ln
(
1+x
1−x
)
and g(x) = 2x plotted for 0 ≤ x ≤ 1. 36
3.3 χAD(a) for 0 ≤ γ ≤ 1 plotted over a. . . . . . . . . . . . . . . . . 38
3.4 Maximising a’s for 0 ≤ γ ≤ 1 for the amplitude-damping channel. . 38
125
LIST OF FIGURES
3.5 χAD(amax) vs. γ. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.6 χAD(amax) vs. γ in blue and χAD(a = 0.5) vs. γ in red. . . . . . . . 41
3.7 Optimal input states (blue) to the amplitude-damping channel with
γ = 0.5 and the resulting output states from the channel (red). . . . 42
3.8 The Holevo capacity χ∗(p) for the generalised amplitude-damping
channel as a function of p and for various values of 0 ≤ γ ≤ 1. . . . 45
3.9 The Holevo χ quantity for the generalised amplitude damping chan-
nel, with γ = 0.5 plotted for various values of 0 ≤ p ≤ 1. . . . . . . 46
3.10 The Holevo quantity for the depolarising channel as a function of a,
for λ ∈ [0, 1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.11 χ∗(amax) vs. λ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1 The Holevo χ quantity for the amplitude damping channel and the
depolarising channel plotted as a function of a in red and black
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.1 Transmission over a classical-quantum channel. . . . . . . . . . . . 81
5.2 Map of the proof of Theorem 5.3. . . . . . . . . . . . . . . . . . . 84
126
Bibliography
[1] A. Holevo, “The capacity of the quantum channel with general signal states,”
IEEE Transactions on Information Theory, vol. 44, pp. 269–273, 1998,
arXiv:quant-ph/9611023.
[2] B. Schumacher and M. Westmoreland, “Sending classical information via
noisy quantum channels,” Physical Review A, vol. 56, pp. 131–138, 1997.
[3] N. Datta and T. Dorlas, “The coding theorem for a class of quantum channels
with long-term memory,” Journal of Physics A, vol. 40, pp. 8147–8164, 2007,
arXiv:quant-ph/0610049.
[4] A. Winter, “Coding theorem and strong converse for quantum channels,” IEEE
Transactions on Information Theory, vol. 45, pp. 2481–2485, 1999.
[5] T. M. Cover and J. A. Thomas, Elements of Information Theory. John Wiley
and Sons, Inc., 1991.
[6] A. I. Khinchin, Mathematical Foundations of Information Theory. Dover
Publications, Inc., New York, 1957.
127
BIBLIOGRAPHY
[7] C. Shannon, “A mathematical theory of communication,” The Bell System
Technical Journal, vol. 27, pp. 379–423, 623–656, 1948.
[8] M. Hastings, “Superadditivity of communication capacity using entangled in-
puts,” Nature Physics, vol. 4, pp. 255–257, 2009, arXiv:0809.3972.
[9] P. Hayden and A. Winter, “Counterexamples to the maximal p-norm mul-
tiplicativity conjecture for all p > 1,” Communications in Mathematical
Physics, vol. 284, pp. 263–280, 2008, arXiv:0807.4753.
[10] G. Smith and J. Yard, “Quantum communication with zero-capacity channels,”
Science, vol. 321, pp. 1812–1815, 2008, arXiv:0807.4935.
[11] T. Cubitt, J. Chen, and A. Harrow, “Superactivation of the asymptotic zero-
error classical capacity of a quantum channel,” arXiv:0906.2547.
[12] G. Smith and J. Smolin, “Can nonprivate channels transmit quantum informa-
tion?” Physical Review Letters, vol. 102, p. 010501, 2009, arXiv:0810.0276.
[13] K. Li, A. Winter, X. Zou, and G. Guo, “Private capacity quantum chan-
nels is not additive,” Physical Review Letters, vol. 103, p. 120501, 2009,
arXiv:0903.4308.
[14] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Infor-
mation. Cambridge: Cambridge University Press, 2000.
[15] A. Feinstein, “A new basic theorem of information theory,” IRE Transactions
on Information Theory, vol. PGIT-4, pp. 2–22, 1954.
128
BIBLIOGRAPHY
[16] C. H. Bennett and G. Brassard, “Quantum cryptography: Public-key distribu-
tion and coin tossing,” Proceedings of the IEEE International Conference on
Computers, Systems and Signal Processing, pp. 175–179, 1984.
[17] C. Lupo, V. Giovannetti, and S. Mancini, “Capacities of lossy bosonic memory
channels,” arXiv:0903.2764.
[18] G. Benenti, A. D’Arrigo, and G. Falci, “Enhancement of transmission rates in
quantum memory channels with damping,” Physical Review Letters, vol. 103,
p. 020502, 2009, arXiv:0903.1424.
[19] T. Dorlas and C. Morgan, “Classical capacity of quantum channels with mem-
ory,” Physical Review A, vol. 79, p. 032320, 2009, arXiv:0902.2834.
[20] H. Barnum, M. Nielsen, and B. Schumacher, “Information transmission
through a noisy quantum channel,” Physical Review A, vol. 57, pp. 4153–
4175, 1998, arXiv:quant-ph/9702049.
[21] T. Dorlas and C. Morgan, “Calculating a maximizer for quantum mutual infor-
mation,” International Journal of Quantum Information, vol. 6, pp. 745–750,
2008.
[22] K. Kraus, States, Effects and Operations, Fundamental Notions of Quantum
Theory, ser. Lecture Notes in Physics. Berlin Springer Verlag, 1983.
[23] M. Hayashi, Quantum Information: An Introduction. Springer-Verlag Berlin
Heidelberg: Springer, 2006.
129
BIBLIOGRAPHY
[24] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, “Quantum en-
tanglement,” Reviews of Modern Physics, vol. 81, p. 865, 2009, arXiv:quant-
ph/0702225.
[25] B. Schumacher and M. D. Westmoreland, “Quantum privacy and quantum
coherence,” Physical Review Letters, vol. 80, pp. 5695–5697, 1998.
[26] A. Holevo, “Statistical problems in quantum physics,” Proceedings of the Sec-
ond Japan-USSR Symposium on Probability Theory, Springer Berlin/ Heidel-
berg, vol. 330, pp. 104–119, 1973.
[27] B. Schumacher and M. Nielsen, “Quantum data processing and error cor-
rection,” Physical Review A, vol. 54, pp. 2629–2635, 1996, arXiv:quant-
ph/9604022.
[28] B. Schumacher, “Sending entanglement through noisy quantum channel,”
Physical Review A, vol. 54, pp. 2614–2628, 1996.
[29] C. Bennett, C. Fuchs, and J. Smolin, “Entanglement-enhanced classical com-
munication on a noisy quantum channel,” in Quantum communication and
quantum measurement, O. Hirota, A. Holevo, and C. Caves, Eds. Plenum,
New York, 1997, pp. 79–88, arXiv:quant-ph/9611006.
[30] B. Schumacher and M. Westmoreland, “Optimal signal ensembles,” Physical
Review A, vol. 63, p. 022308, 2001, arXiv:quant-ph/9912122.
[31] A. Kholevo, “Bounds for the quantity of information transmitted by a quantum
communication channel,” Problems in Information Transmission, vol. 9, p.
177, 1973.
130
BIBLIOGRAPHY
[32] A. Peres and W. Wooters, “Optimal detection of quantum information,” Phys-
ical Review Letters, vol. 66, p. 1119, 1991.
[33] P. Hausladen, R. Jozsa, B. Schumacher, M. Westmoreland, and W. K. Woot-
ters, “Classical information capacity of a quantum channel,” Physical Review
A, vol. 54, pp. 1869–1876, 1996.
[34] E. Davies, “Information and quantum measurement,” IEEE Transactions on
Information Theory, vol. 24, pp. 596–599, 1978.
[35] H. Eggleston, Convexity. Cambridge University Press, 1958.
[36] B. Grunbaum, Convex polytopes. Interscience Publishers, 1967.
[37] G. Bowen and S. Mancini, “Quantum channels with a finite memory,” Physical
Review A, vol. 69, p. 012306, 2004, arXiv:quant-ph/0305010.
[38] V. Giovannetti and S. Mancini, “Bosonic memory channels,” Physical Review
A, vol. 71, p. 062304, 2004, arXiv:quant-ph/0410176.
[39] S. Mancini, “Models for quantum memory channels,” Journal of Physics:
Conference Series, vol. 36, pp. 121–125, 2006.
[40] J. Norris, Markov Chains. Cambridge: Cambridge University Press, 1997.
[41] R. Ahlswede, “The weak capacity of averaged channels,” Zeitschrift fu¨r
Wahrscheinlichkeitstheorie und Verwandte Gebiete, vol. 11, pp. 61–73, 1968.
[42] K. Jacobs, “Almost periodic channels,” Colloquium on Combinatorial Meth-
ods in Probabilistic Theory (Ahrhus), 1962.
131
BIBLIOGRAPHY
[43] C. Fuchs, “Nonorthogonal quantum states maximize classical information ca-
pacity,” Physical Review Letters, vol. 79, pp. 1162–1165, 1997, arXiv:quant-
ph/9703043.
[44] C. King and M. Ruskai, “Minimal entropy of states emerging from noisy quan-
tum channel,” IEEE Transactions on Information Theory, vol. 47, pp. 192–
209, 2001, arXiv:quant-ph/9911079.
[45] M. B. Ruskai, S. Szarek, and E. Werner, “An analysis of completely-positive
trace-preserving maps on 2×2 matrices,” Linear Algebra and its Applications,
vol. 347, pp. 159–187, 2002, arXiv:quant-ph/0101003.
[46] C. King, “The capacity of the quantum depolarizing channel,” IEEE Trans-
actions on Information Theory, vol. 49, pp. 221–229, 2003, arXiv:quant-
ph/0204172.
[47] P. W. Shor, “Equivalence of additivity questions in quantum information the-
ory,” Communications in Mathematical Physics, vol. 246, pp. 453–472, 2004,
arXiv:quant-ph/0305035.
[48] A. A. Pomeransky, “Strong superadditivity of the entanglement of formation
follows from its additivity,” Physical Review A, vol. 68, p. 032317, 2003,
arXiv:quant-ph/0305056.
[49] M. Fukuda, “Simplification of additivity conjecture in quantum informa-
tion theory,” Quantum Information Processing, vol. 6, pp. 179–186, 2007,
arXiv:quant-ph/0608010.
132
BIBLIOGRAPHY
[50] C. Bennett, D. DiVincenzo, J. Smolin, and W. Wootters, “Mixed state en-
tanglement and quantum error correction,” Physical Review A, vol. 54, pp.
3824–3851, 1996, arXiv:quant-ph/9604024.
[51] C. King, “Additivity for unital qubit channels,” Journal of Mathematical
Physics, vol. 43, pp. 4641–4653, 2002, arXiv:quant-ph/0103156.
[52] P. W. Shor, “Additivity of the classical capacity of entanglement-breaking
quantum channels,” Journal of Mathematical Physics, vol. 43, pp. 4334–4340,
2002, arXiv:quant-ph/0201149.
[53] M. Keyl, “Fundamentals of quantum information theory,” Physics Reports,
vol. 369, pp. 431–548, 2002, arXiv:quant-ph/0202122.
[54] C. Macchiavello and G. M. Palma, “Entanglement enhanced information
transmission over a quantum channel with correlated noise,” Physical Review
A, vol. 65, p. 050301, 2002, arXiv:quant-ph/0107052.
[55] M. Hamada, “A lower bound on the quantum capacity of channels with corre-
lated errors,” Journal of Mathematical Physics, vol. 43, pp. 4382–4390, 2002,
arXiv:quant-ph/0201056.
[56] M. Hayashi and H. Nagaoka, “General formulas for capacity of classical-
quantum channels,” IEEE Transactions ion Information Theory, vol. 49, pp.
1753–1768, 2003, arXiv:quant-ph/0206186.
[57] C. Macchiavello, G. M. Palma, and S. Virmani, “Entangled states maximize
the two qubit channel capacity for some pauli channels with memory,” Physi-
cal Review A, vol. 69, p. 010303, 2004, arXiv:quant-ph/0307016.
133
BIBLIOGRAPHY
[58] S. Daffer, K. Wo´dkiewicz, and J. K. McIver, “Quantum markov channels
for qubits,” Physical Review A, vol. 67, p. 062312, 2003, arXiv:quant-
ph/0211001.
[59] N. J. Cerf, J. Clavareau, C. Macchiavello, and J. Roland, “Quantum entan-
glement enhances the capacity of bosonic channels with memory,” Physical
Review A, vol. 72, p. 042330, 2005, arXiv:quant-ph/0412089.
[60] G. Ruggeri, G. Soliani, V. Giovannetti, and S. Mancini, “Information transmis-
sion through lossy bosonic memory channels,” Europhysics Letters, vol. 70,
p. 719, 2005, arXiv:quant-ph/0502093.
[61] S. Bose, “Quantum communication through an unmodulated spin chain,”
Physical Review Letters, vol. 91, pp. 207 901–207 905, 2003, arXiv:quant-
ph/0212041.
[62] J. Scha¨fer, D. Daems, and E. Karpov, “Capacity of a bosonic memory chan-
nel with gauss-markov noise,” Physical Review A, vol. 80, p. 062313, 2009,
arXiv:0907.0982.
[63] N. Datta and T. Dorlas, “Classical capacity of quantum channels with gen-
eral markovian correlated noise,” Journal of Statistical Physics, vol. 134, pp.
1173–1195, 2009, arXiv:0712.0722.
[64] A. S. Holevo, “On the mathematical theory of quantum communication chan-
nels,” Problems in Information Transmission, vol. 8, pp. 62–71, 1972.
134
BIBLIOGRAPHY
[65] V. Vedral, “The role of relative entropy in quantum information theory,”
Reviews of Modern Physics, vol. 74, pp. 197–234, 2002, arXiv:quant-
ph/0102094.
[66] A. Holevo, “Coding theorems for quantum channels,” Tamagawa University
Research Review, vol. 4, pp. 1–33, 1998, arXiv:quant-ph/9809023.
[67] R. Ko¨nig and S. Wehner, “A strong converse for classical channel coding us-
ing entangled inputs,” Physical Review Letters, vol. 103, p. 070504, 2009,
arXiv:0903.2838.
[68] T. Ogawa and H. Nagaoka, “Strong converse to the quantum channel coding
theorem,” IEEE Transactions on Information Theory, vol. 45, pp. 2486–2489,
1999, arXiv:quant-ph/9808063.
[69] J. Wolfowitz, Coding Theorems of Inforation Theory. Berlin, Germany:
Springer, 1964.
[70] I. Csisza´r, “The method of types,” IEEE Transactions on Information Theory,
vol. 44, pp. 2505–2523, 1998.
[71] N. Datta, “Proof that d2 states are sufficient,” private communication.
[72] C. Caratheodory, “ ¨Uber den variabilita¨tsbereich der fourierschen konstanten
von positiven harmonischen funktionen,” Rendiconti del Circolo Matamatico
di Palermo, vol. 32, pp. 193–217, 1911.
[73] E. Steinitz, “Bedingt konvergente reihen und konvexe systeme,” Journal fu¨r
die reine und angewandte Mathematik, vol. 143, pp. 128–175, 1913.
135
