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Abstract. In particle physics, scalar potentials have to be bounded
from below in order for the physics to make sense. The precise
expressions of checking lower bound of scalar potentials are es-
sential, which is an analytical expression of checking copositivity
and positive definiteness of tensors given by such scalar poten-
tials. Because the tensors given by general scalar potential are
4th order and symmetric, our work mainly focuses on finding
precise expressions to test copositivity and positive definiteness
of 4th order tensors in this paper. First of all, an analytically suf-
ficient and necessary condition of positive definiteness is provided
for 4th order 2 dimensional symmetric tensors. For 4th order 3
dimensional symmetric tensors, we give two analytically sufficient
conditions of (strictly) cpositivity by using proof technique of re-
ducing orders or dimensions of such a tensor. Furthermore, an
analytically sufficient and necessary condition of copositivity is
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showed for 4th order 2 dimensional symmetric tensors. We also
give several distinctly analytically sufficient conditions of (strict)
copositivity for 4th order 2 dimensional symmetric tensors. Fi-
nally, we apply these results to check lower bound of scalar po-
tentials, and to present analytical vacuum stability conditions for
potentials of two real scalar fields and the Higgs boson.
Key Words and Phrases: Copositive Tensors, Positive defi-
niteness, Homogeneous polynomial, Analytical expression.
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1 Introduction
Recently, Kannike [25,26] studied the vacuum stability of general scalar po-
tentials of a few fields. The most general scalar potential of n real singlet
scalar fields φi (i = 1, 2, · · · , n) can be expressed as
V (φ) =
n∑
i,j,k,l=1
λijklφiφjφkφl = Λφ
4, (1.1)
where Λ = (λijkl) is the symmetric tensor of scalar couplings and φ =
(φ1, φ2, · · · , φn)⊤ is the vector of fields. So, the vacuum stability of such
a system is equivalent to the positivity of the polynomial (1.1) [25], i.e., the
positive definiteness of the tensor Λ = (λijkl). However, it is NP-hard to
determine the non-negativity of a given polynomial if the degree of such a
polynomial is larger than or equal to 4 [18,31]. A significant special case [27],
the quartic potentials of quadratic scalar fields φ2i (i = 1, 2, · · · , n) is pre-
sented by
V (φ) =
n∑
i,j=1
λijφ
2
iφ
2
j = (φ
2
1, φ
2
2, · · · , φ2n)⊤A(φ21, φ22, · · · , φ2n), (1.2)
where A = (λij) is a symmetric matrix. Then the positivity of the polynomial
(1.2) become the strict copositivity of matrix A. In 2012, Kannike [27] first
obtained the vacuum stability conditions of such a special case by means of
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testing copositivity of matrix. The vacuum stability conditions of the general
potential of two real scalars (without or with the Higgs boson included in
the potential) were obtained in [25, 26] with the help of the copositivity of
matrix and the positivity of the polynomial.
The concept of copositive matrix was introduced by Motzkin [33] in 1952.
A real symmetric matrix A is said to be (i) copositive if xTAx ≥ 0 for all
vector x ≥ 0 in the non-negative orthant Rn+ (x ≥ 0 implies that xi ≥ 0 for
each i = 1, 2, · · · , n); (ii) strictly copositive if xTAx > 0 for all nonzero vector
x ≥ 0. Hadeler [20] and Nadler [34] showed the copositive conditions of an
2 × 2 matrix A (also see Andersson-Chang-Elfving [1]). A real symmetric
2× 2 matrix A = (aij) is (strictly) copositive if and only if
a11 ≥ 0(> 0), a22 ≥ 0(> 0), a12 +√a11a22 ≥ 0(> 0).
The copositive conditions of an 3 × 3 matrix A were obtained by Hadeler
[20] and Chang-Sederberg [8]. A real symmetric 3 × 3 matrix A = (aij) is
copositive if and only if
a11 ≥ 0, a22 ≥ 0, a33 ≥ 0,
α = a12 +
√
a11a22 ≥ 0, β = a13 +√a11a33 ≥ 0, γ = a23 +√a33a22 ≥ 0,
a12
√
a33 + a13
√
a22 + a23
√
a11 +
√
a11a22a33 +
√
2αβγ ≥ 0.
Ping-Yu [36] gave the criteria of 4× 4 copositive matrices, which expression
is not simpler than the above. At the same time, they proved an equiv-
alent condition of n × n copositive matrices. Cottle-Habetler-Lemke [7]
presented analytical conditions of copositive matrix by means of the de-
terminant and the adjugate of such a matrix. Va¨lia˙ho [50] discussed the
criteria of (strictly) copositive matrices with the help of some behaviors of
its principal submatrices. Kaplan [24] proved a way to test copositivity of
a matrix by using eigenvalues and eigenvectors of its principal submatri-
ces. Haynsworth-Hoffman [21] showed the Perron properties of a class of
copositive matrices. Johnson-Reams [22] dicussed spectral theory of coposi-
tive matrices. For more copositive properties and their applications such as
copositive programs, see [2–4, 32] and the relevant literature on this topic.
Recently, Kannike [25,26] gave another physical example defined by scalar
dark matter stable under a Z3 discrete group. The most general scalar quartic
potential of the SM Higgs H1, an inert doublet H2 and a complex singlet S
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is
V (h1, h2, s) = V (φ) = Vφ4 =
3∑
i,j,k,l=1
vijklφiφjφkφl, (1.3)
where φ = (φ1, φ2, φ3)
⊤ = (h1, h2, s)⊤, h1 = |H1|, h2 = |H2|, H†2H1 =
h1h2ρe
iφ, S = seiφS , V = (vijkl) is an 4th order 3 dimensional real symmetric
tensor with its entries: v1111 = λ1, v2222 = λ2, v3333 = λS, v1122 =
1
6
(λ3 +
λ4ρ
2), v1133 =
1
6
λS1, v2233 =
1
6
λS2, v1233 = − 112 |λS12|ρ, vijkl = 0 for the others.
Clearly, h1 ≥ 0, h2 ≥ 0, s ≥ 0. So, the vacuum stability of for Z3 scalar dark
matter V (h1, h2, s) is really equivalent to the (strict) copositivity of the tensor
V = (vijkl) ( [25, 26]).
An mth order n dimensional real symmetric tensor A is said to be
(i) copositive if Axm = xT (Axm−1) =
n∑
i1,i2,··· ,im=1
ai1i2···imxi1xi2 · · ·xim ≥ 0
for all x ∈ Rn+;
(ii) strictly copositive if Axm > 0 for all x ∈ Rn+ \ {0};
(iii) semipositive definite if Axm ≥ 0 for all x ∈ Rn and even number m;
(iv) positive definite if Axm > 0 for all x ∈ Rn \ {0} and even number m.
These concepts were first introduced by Qi [37,38] for higher order symmetric
tensors. Qi [37] showed a even order symmetric tensor is positive definitive if
and only if its all H-(Z-)eigenvalues are positive. Qi [38] proved a symmetric
tensor is strictly copositive if its each sum of the main diagonal element and
negative elements in the same row is positive. Song-Qi [41] extended Kaplan’s
test way of copositive matrix [24] to copositive tensors, and presented some
structured properties of such a class of tensors. Recently, checking coposi-
tivity of tensors has attracted the attention of mathematical workers. For
example, Chen-Huang-Qi [11] studied some basic theory of copositivity de-
tection of symmetric tensors and gave corresponding numerical algorithms of
testing copositivity based on the standard simplex and simplicial partitions;
Chen-Huang-Qi [12] revised algorithm with a proper convex subcone of the
copositive tensor cone; Nie-Yang-Zhang [35] proposed a complete semidefinite
relaxation algorithm for detecting the copositivity of a symmetric tensor and
showed such a detection can be done by solving a finite number of semidef-
inite relaxations for all tensors; Li-Zhang-Huang-Qi [28] presented an SDP
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relaxation algorithm to test the copositivity of higher order tensors. For
more structured properties and numerical algorithms of copositive tensors,
see [13, 39, 40].
On the other hand, some structured tensors are closely tied to strictly
copositive tensors. Song-Qi [45] analyzed qualitatively the relationship be-
tween the constrained minimization problem on the unit sphere and (strict)
copositvity of corresponding tensors. Song-Qi [44] proved that a symmet-
ric tensor is (strictly) copositive if and only if it is (strictly) semipositive.
A tensor is called (strictly) semipositive if for each nonzero vector x =
(x1, x2, · · · , xn)⊤ ≥ 0, there exists an index k ∈ {1, 2, · · · , n} such that
xk > 0 and
(Axm−1)
k
=
n∑
i2,··· ,im=1
aki2···imxi2 · · ·xim ≥ 0(> 0).
This notion is firstly used by Song-Qi [42]. In particular, this class of
tensors assure the solvability of the corresponding tensor complementar-
ity problems (for short, TCP). So, we may probe into checking coposi-
tivity of tensors and its applications by means of studying this class of
semipositive tensors. For its more properties and applications in TCP, see
[5, 6, 9, 10, 14, 15, 17, 19, 30, 46–48, 51–53] and references cited therein.
Until now, there is no an analytical expression of checking copositivity
and positive definitieness of tensors like ones of 2 × 2 and 3 × 3 matrices.
However, the practical matters such as the vacuum stability of general scalar
potentials of a few fields require precise expressions.
Motivated by these works above, we study the analytical expressions of
certifying a symmetric tensor to be copositive and positive definitive in this
paper. At the same time, we confine our work to 4th order tensor in this
paper since the tensor given by general scalar potential is 4th order. More
precisely, we provide respectively analytical expressions of testing copositivity
and positive definiteness for 4th order 3 (or 2) dimensional symmetric tensors.
In particular, we will employ argumentation technique of reducing orders or
dimensions of such a tensor to establish the desired conclusions, which may
be a very important method of analysing higher order tensors in future.
Furthermore, these results can be applied to check the vacuum stability of
general scalar potentials of two real singlet scalar fields and vacuum stability
for Z3 scalar dark matter.
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2 Preliminaries and Basic facts
An 4th order 3 dimensional real tensor A consists of 81 entries in the real
field R, i.e.,
A = (aijkl), aijkl ∈ R, i, j, k, l = 1, 2, 3.
Let the transposition of a vector x be denoted by x⊤. For x = (x1, x2, x3)⊤ ∈
R
3, Ax3 is a vector in R3,
Ax3 =
(
3∑
j,k,l=1
a1jklxjxkxl,
3∑
j,k,l=1
a2jklxjxkxl,
3∑
j,k,l=1
a3jklxjxkxl
)⊤
. (2.1)
Then x⊤(Ax3) is a homogeneous polynomial, denoted as Ax4, i.e.,
Ax4 = x⊤(Ax3) =
3∑
i,j,k,l=1
aijklxixjxkxl. (2.2)
Similarly, an 4th order 2 dimensional real tensor A consists of 16 entries in
the real field R and for x = (x1, x2)
⊤ ∈ R2,
Ax4 = x⊤(Ax3) =
2∑
i,j,k,l=1
aijklxixjxkxl. (2.3)
A tensor A is said to be symmetric if its entries aijkl are invariant for any
permutation of its indices. Obviously, each 4th order 2 dimensional symmet-
ric tensor A determines a homogeneous polynomial Ax4 of degree 4 with 2
variables and vice versa.
Let ‖·‖ denote any norm on Rn. Then the equivalent definition of (strict)
copositivity and semipositive (positive) definiteness of a symmetric tensor in
the sense of any norm on Rn [37, 39–41].
Lemma 2.1. ( [37,41]) Let A be a symmetric tensor of order 4. Then
(i) A is copositive if and only if Ax4 ≥ 0 for all x ∈ Rn+ with ‖x‖ = 1;
(ii) A is strictly copositive if and only if Ax4 > 0 for all x ∈ Rn+ with
‖x‖ = 1;
(iii) A is semipositive definite if and only if Ax4 ≥ 0 for all x ∈ Rn with
‖x‖ = 1;
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(iv) A is positive definite if and only if Ax4 > 0 for all x ∈ Rn with ‖x‖ = 1.
A quadratic Bernstein-Bezier polynomial p(t) on the interval [0, 1] is given
by
p(t) = at2 + 2b(1− t)t + c(1− t)2, t ∈ [0, 1], (2.4)
Nadler [34] and Andersson-Chang-Elfving [1] showed the following famous
conclusion, independently.
Lemma 2.2. ( [34, Lemma 1], [1, Lemma 2.1]) Let a quadratic Bernstein-
Bezier polynomial p(t) be defined by (2.4). Then p(t) ≥ 0 (> 0) for all
t ∈ [0, 1] if and only if the inequalities
a ≥ 0(> 0), c ≥ 0(> 0), b+√ac ≥ 0(> 0) (2.5)
hold simultaneously.
For a quartic and univariate polynomial f(t) with real coefficients,
f(t) = a0t
4 + 4a1t
3 + 6a2t
2 + 4a3t + a4, (2.6)
Gadenz-Li [16], Ku [23], Jury-Mansor [29] obtained independently its positive
conditions.
Lemma 2.3. ( [16, 23, 29]) Let f(t) be a quartic and univariate polynomial
defined by (2.6) with a0 > 0 and a4 > 0. Define
F = 9a20a
2
2 − 24a0a21a2 + 12a41 − a30a4 + 4a20a1a3,
G = a20a3 − 3a0a1a2 + 2a31,
H = a0a2 − a21,
I = a0a4 − 4a1a3 + 3a22,
J = a0a2a4 + 2a1a2a3 − a32 − a0a23 − a21a4,
∆ = I3 − 27J2.
Then f(t) > 0 for all 0 < |t| <∞ if and only if
(1) ∆ > 0, H ≥ 0;
(2) ∆ > 0, H < 0, F < 0;
(3) ∆ = 0, H > 0, F = 0, G = 0.
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For a quartic and univariate polynomial g(t) with real coefficients,
g(t) = at4 + bt3 + ct2 + dt+ e, (2.7)
Ulrich-Watson [49] proved its nonnegative conditions for t > 0.
Lemma 2.4. ( [49, Theorem 2]) Let g(t) be a quartic and univariate poly-
nomial defined by (2.7) with a > 0 and e > 0. Define
α = ba−
3
4 e−
1
4 , β = ca−
1
2 e−
1
2 , γ = da−
1
4 e−
3
4 ,
∆ = 4(β2 − 3αγ + 12)3 − (72β + 9αβγ − 2β3 − 27α2 − 27γ2)2,
µ = (α− γ)2 − 16(α+ β + γ + 2),
η = (α− γ)2 − 4(β + 2)√
β − 2 (α+ γ + 4
√
β − 2).
Then (i) g(t) ≥ 0 for all t > 0 if and only if
(1) β < −2 and ∆ ≤ 0 and α + γ > 0;
(2) −2 ≤ β ≤ 6 and


∆ ≤ 0 and α + γ > 0
or
∆ ≥ 0 and µ ≤ 0
(3) β > 6 and


∆ ≤ 0 and α + γ > 0
or
α > 0 and γ > 0
or
∆ ≥ 0 and η ≤ 0.
(ii) g(t) ≥ 0 for all t > 0 if
(1) α > −β+2
2
and γ > −β+2
2
for β ≤ 6;
(2) α > −2√β − 2 and γ > −2√β − 2 for β > 6.
A quadratic and multivariate polynomial F (1− t, tv, tw) is difined by
F (1− t, tv, tw) =A(1− t)2 + 2(bw + cv)t(1− t)
+ (Bv2 + 2awv + Cw2)t2, t, v ∈ [0, 1], (2.8)
where w = 1− v. Chang-Sederberg [8] provided the following famous conclu-
sion. Also see Nadler [34].
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Lemma 2.5. ( [8, Theorem 1]) Let a quadratic form F (1−t, tv, tw) be defined
by (2.8). Then F (1 − t, tv, tw) ≥ 0 (> 0) for all t ∈ [0, 1] and all v ∈ [0, 1]
and w = 1− v if and only if the inequalities
A ≥ 0(> 0), B ≥ 0(> 0), C ≥ 0(> 0),
a+
√
BC ≥ 0(> 0), b+
√
AC ≥ 0(> 0), c+
√
AB ≥ 0(> 0),√
ABC + a
√
A + b
√
B + c
√
C
+
√
2(a+
√
BC)(b+
√
AC)(c+
√
AB) ≥ 0(> 0).
(2.9)
hold simultaneously.
3 Copositivity of 4th order symmetric ten-
sors
Let A be an 4th order 2 dimensional symmetric tensor. Then for a vector
x = (x1, x2)
⊤,
Ax4 =
2∑
i,j,k,l=1
aijklxixjxkxl
= a1111x
4
1 + 4a1211x
3
1x2 + 6a1221x
2
1x
2
2 + 4a1222x1x
3
2 + a2222x
4
2.
(3.1)
Take y = (1, 0)⊤ and z = (0, 1)⊤. Then Ay4 = a1111 and Az4 = a2222. So,
it is obvious that a1111 > 0 and a2222 > 0 are necessary condition of positive
definiteness of A.
Theorem 3.1. Let A be a symmetric tensor of order 4 and dimension 2 with
a1111 > 0 and a2222 > 0. Then A is positive definite if and only if
(1) a1111a1221 ≥ a21211,
(a1111a2222−4a1211a1222+3a21221)3 > 27(a1111a1221a2222+2a1211a1221a1222−
a31221 − a1111a21222 − a21211a2222)2;
(2) a1111a1221 < a
2
1211,
(a1111a2222−4a1211a1222+3a21221)3 > 27(a1111a1221a2222+2a1211a1221a1222−
a31221 − a1111a21222 − a21211a2222)2,
9a21111a
2
1221 + 12a
4
1211 + 4a
2
1111a1211a1222 < a
3
1111a2222 + 24a1111a
2
1211a1221;
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(3) a1111a1221 > a
2
1211,
(a1111a2222−4a1211a1222+3a21221)3 = 27(a1111a1221a2222+2a1211a1221a1222−
a31221 − a1111a21222 − a21211a2222)2,
9a21111a
2
1221 + 12a
4
1211 + 4a
2
1111a1211a1222 = a
3
1111a2222 + 24a1111a
2
1211a1221,
a21111a1222 + 2a
3
1211 = 3a1111a1211a1221.
Proof. It follows from Lemma 2.1 that we can restrict x to
‖x‖ = |x1|+ |x2| = 1.
Consider the homogeneous polynomial Ax4 with a1111 > 0 and a2222 > 0 in
three cases.
Case 1. x1 = 0 and x2 6= 0. Then |x2| = 1, and hence, Ax4 = a2222 > 0.
Case 2. x1 6= 0 and x2 = 0. Then |x1| = 1, and hence, Ax4 = a1111 > 0.
Case 3. x1 6= 0 and x2 6= 0. Then the homogeneous polynomial Ax4 can
be divided by x42 to yield
Ax4
x42
= a1111
(
x1
x2
)4
+ 4a1211
(
x1
x2
)3
+ 6a1221
(
x1
x2
)2
+ 4a1222
(
x1
x2
)
+ a2222.
Let t = x1
x2
and f(t) = Ax
4
x4
2
, i.e.,
f(t) = a1111t
4 + 4a1211t
3 + 6a1221t
2 + 4a1222t+ a2222. (3.2)
Clearly, f(t) > 0 if and only if Ax4 > 0. Assume that
F = 9a21111a
2
1221 − 24a1111a21211a1221 + 12a41211 − a31111a2222 + 4a21111a1211a1222,
G = a21111a1222 − 3a1111a1211a1221 + 2a31211,
H = a1111a1221 − a21211,
I = a1111a2222 − 4a1211a1222 + 3a21221,
J = a1111a1221a2222 + 2a1211a1221a1222 − a31221 − a1111a21222 − a21211a2222,
∆ = I3 − 27J2.
Therefore, the conclusions directly follow from Lemma 2.3 with a0 = a1111,
a1 = a1211, a2 = a1221, a3 = a1222 and a4 = a2222, as required.
Remark 3.1. It follows from the proof of Theorem 3.1 that Ax4 may be
divided by x41, then
f(t) =
Ax4
x41
= a1111 + 4a1211t+ 6a1221t
2 + 4a1222t
3 + a2222t
4,
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where t = x2
x1
. So the conclusions still hold if a2222 and a1111 are replaced each
other on the assumptions of Theorem 3.1.
Theorem 3.2. Let A be a symmetric tensor of order 4 and dimension 3.
Assume that
a1111 ≥ 0, a2222 ≥ 0, a3333 ≥ 0, a1122 ≥ 0, a1133 ≥ 0, a2233 ≥ 0,
α1 = 6a1231 + 3
√
a1122a1133 ≥ 0, β1 = 2a1113 +
√
3a1111a1133 ≥ 0,
γ1 = 2a2111 +
√
3a1111a1122 ≥ 0, α2 = 2a3222 +
√
3a2222a2233 ≥ 0,
β2 = 6a1223 + 3
√
a1122a2233 ≥ 0, γ2 = 2a1222 +
√
3a1122a2222 ≥ 0,
α3 = 2a2333 +
√
3a3333a2233 ≥ 0, β3 = 2a1333 +
√
3a1133a3333 ≥ 0,
γ3 = 6a1233 + 3
√
2a1133a2233 ≥ 0,
τ1 =3
√
a1111a1122a1133 + 6a1231
√
a1111 + 2a1113
√
3a1122 + 2a2111
√
3a1133
+
√
2α1β1γ1 ≥ 0,
τ2 =3
√
a1122a2222a2233 + 2a3222
√
3a1122 + 6a1223
√
a2222 + 2a1222
√
3a2233
+
√
2α2β2γ2 ≥ 0,
τ3 =3
√
a1133a3333a2233 + 2a2333
√
3a1133 + 2a1333
√
3a2233 + 6a1233
√
a3333
+
√
2α3β3γ3 ≥ 0.
Then A is copositive.
Proof. It follows from Lemma 2.1 that we can restrict x to
‖x‖ = x1 + x2 + x3 = 1 and xi ≥ 0 for i = 1, 2, 3.
Without loss of generality, let x1 = 1 − t and x2 = tv and x3 = tw for
t, v ∈ [0, 1] and w = 1− v. Clearly, we have
Ax4 =
3∑
i,j,k,l=1
aijklxixjxkxl
=a1111(1− t)4 + a2222(tv)4 + a3333(tw)4
+ 4a1222(1− t)(tv)3 + 4a1333(1− t)(tw)3 + 4a2111(1− t)3(tv)
+ 4a2333(tv)(tw)
3 + 4a3111(1− t)3(tw) + 4a3222(tv)3(tw)
+ 6a1122(1− t)2(tv)2 + 6a1133(1− t)2(tw)2 + 6a2233(tv)2(tw)2
+ 12a1231(1− t)2(tv)(tw) + 12a1232(1− t)(tv)2(tw)
+ 12a1233(1− t)(tv)(tw)2.
(3.3)
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Then through simple calculation to yield
Ax4 =[a1111(1− t)2 + 2(2a3111w + 2a2111v)t(1− t)
+ (3a1122v
2 + 12a1231vw + 3a1133w
2)t2](1− t)2
+ [3a1122(1− t)2 + 2(6a1232w + 2a1222v)t(1− t)
+ (a2222v
2 + 4a3222vw + 3a2233w
2)t2](tv)2
+ [3a1133(1− t)2 + 2(2a1333w + 6a1233v)t(1− t)
+ (3a2233v
2 + 4a2333vw + a3333w
2)t2](tw)2.
Let
F1(1− t, tv, tw) =a1111(1− t)2 + 2(2a3111w + 2a2111v)t(1− t)
+ (3a1122v
2 + 12a1231vw + 3a1133w
2)t2;
F2(1− t, tv, tw) =3a1122(1− t)2 + 2(6a1232w + 2a1222v)t(1− t)
+ (a2222v
2 + 4a3222vw + 3a2233w
2)t2;
F3(1− t, tv, tw) =3a1133(1− t)2 + 2(2a1333w + 6a1233v)t(1− t)
+ (3a2233v
2 + 4a2333vw + a3333w
2)t2.
For the function F1(1− t, tv, tw) with the assumptions that
a1111 ≥ 0, a1122 ≥ 0, a1133 ≥ 0, α1 ≥ 0, β1 ≥ 0, γ1 ≥ 0, τ1 ≥ 0,
it follows from Lemma 2.5 that F1(1 − t, tv, tw) ≥ 0 for all t, v ∈ [0, 1] and
w = 1−v. Similarly, we also have F2(1−t, tv, tw) ≥ 0 and F3(1−t, tv, tw) ≥ 0
for all t, v ∈ [0, 1] and w = 1− v. So,
Ax4 = F1(1−t, tv, tw)(1−t)2+F2(1−t, tv, tw)(tv)2+F3(1−t, tv, tw)(tw)2 ≥ 0.
Therefore, Ax4 ≥ 0 for all x ≥ 0 and ‖x‖ = 1. Namely, the tensor A is
copositive, as required.
Obviously, if “≥” is replaced by “>” in all conditions of Theorem 3.2,
then the strict copositivity of A can be showed easily.
Theorem 3.3. Let A be a symmetric tensor of order 4 and dimension 3.
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Assume that
a1111 > 0, a2222 > 0, a3333 > 0, a1122 > 0, a1133 > 0, a2233 > 0,
α1 = 6a1231 + 3
√
a1122a1133 > 0, β1 = 2a1113 +
√
3a1111a1133 > 0,
γ1 = 2a2111 +
√
3a1111a1122 > 0, α2 = 2a3222 +
√
3a2222a2233 > 0,
β2 = 6a1223 + 3
√
a1122a2233 > 0, γ2 = 2a1222 +
√
3a1122a2222 > 0,
α3 = 2a2333 +
√
3a3333a2233 > 0, β3 = 2a1333 +
√
3a1133a3333 > 0,
γ3 = 6a1233 + 3
√
2a1133a2233 > 0,
τ1 =3
√
a1111a1122a1133 + 6a1231
√
a1111 + 2a1113
√
3a1122 + 2a2111
√
3a1133
+
√
2α1β1γ1 > 0,
τ2 =3
√
a1122a2222a2233 + 2a3222
√
3a1122 + 6a1223
√
a2222 + 2a1222
√
3a2233
+
√
2α2β2γ2 > 0,
τ3 =3
√
a1133a3333a2233 + 2a2333
√
3a1133 + 2a1333
√
3a2233 + 6a1233
√
a3333
+
√
2α3β3γ3 > 0.
Then A is strictly copositive.
Remark 3.2. From the proof of Theorems 3.2 and 3.3, it is easily seen to
prove the desired results by reducing orders of tensor. That is, an 4th order
3 dimensional tensor is decomposed three 2nd order 3 dimensional tensors,
and then, analysing the copositivity of these 2nd order tensors to obtain the
desired sufficient conditions. This may be a very important way to studying
higher tensors in future.
Theorem 3.4. Let A be a symmetric tensor of order 4 and dimension 2 with
a1111 > 0 and a2222 > 0. Assume that
(1) a1221 ≤ √a1111a2222, 4a1211 4√a2222 + 4√a1111(3a1221 +√a1111a2222) > 0 and
4a1222 4
√
a1111 + 4
√
a2222(3a1221 +
√
a1111a2222) > 0;
(2) a1221 >
√
a1111a2222, 2a1211 +
√
6a1221a1111 − 2a1111√a1111a2222 > 0 and
2a1222 +
√
6a1221a2222 − 2a2222√a1111a2222 > 0.
Then A is copositive.
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Proof. It follows from Lemma 2.1 that we can restrict x = (x1, x2)
⊤ to
x1 ≥ 0, x2 ≥ 0, ‖x‖ = x1 + x2 = 1.
Consider the homogeneous polynomial Ax4 with a1111 > 0 and a2222 > 0 in
three cases.
Case 1. x1 = 0 and x2 6= 0. Then x2 = 1, and hence, Ax4 = a2222 > 0.
Case 2. x1 6= 0 and x2 = 0. Then x1 = 1, and hence, Ax4 = a1111 > 0.
Case 3. x1 6= 0 and x2 6= 0. Then the homogeneous polynomial Ax4 can
be divided by x42 to yield
Ax4
x42
= a1111
(
x1
x2
)4
+ 4a1211
(
x1
x2
)3
+ 6a1221
(
x1
x2
)2
+ 4a1222
(
x1
x2
)
+ a2222.
Let t = x1
x2
and g(t) = Ax
4
x4
2
, i.e.,
g(t) = a1111t
4 + 4a1211t
3 + 6a1221t
2 + 4a1222t+ a2222. (3.4)
Clearly, g(t) ≥ 0 if and only if Ax4 ≥ 0. Let
α = 4a1211a
− 3
4
1111a
− 1
4
2222, β = 6a1221a
− 1
2
1111a
− 1
2
2222, γ = 4a1222a
− 1
4
1111a
− 3
4
2222.
Then for the aussumption (1), the inquality a1221 ≤ √a1111a2222 means that
a1221a
− 1
2
1111a
− 1
2
2222 ≤ 1, i.e., β ≤ 6;
Multiply the inquality 4a1211 4
√
a2222 + 4
√
a1111(3a1221 +
√
a1111a2222) > 0 by
a
− 3
4
1111a
− 1
2
2222 to yield
4a1211a
− 3
4
1111a
− 1
4
2222 + a
− 1
2
1111a
− 1
2
2222(3a1221 +
√
a1111a2222) > 0.
Namely,
α = 4a1211a
− 3
4
1111a
− 1
4
2222 > −(3a1221a−
1
2
1111a
− 1
2
2222 + 1) = −
β + 2
2
.
Similarly, multiply the inquality 4a1222 4
√
a1111+ 4
√
a2222(3a1221+
√
a1111a2222) >
0 by a
− 1
2
1111a
− 3
4
2222 to yield
γ = 4a1222a
− 1
4
1111a
− 3
4
2222 > −(3a1221a−
1
2
1111a
− 1
2
2222 + 1) = −
β + 2
2
.
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This means that
α > −β + 2
2
and γ > −β + 2
2
for β ≤ 6.
Likewise, the assumptions (2) imply that
α > −2
√
β − 2 and γ > −2
√
β − 2 for β > 6.
So the conclusions directly follow from Lemma 2.4 (ii), as required.
Similarly, using Lemma 2.4 (i), the following conclusion is obtained easily.
Theorem 3.5. Let A be a symmetric tensor of order 4 and dimension 2 with
a1111 > 0 and a2222 > 0. Then A is copositive if and only if
(1) a1221 < −13
√
a1111a2222, a1211
√
a2222 + a1222
√
a1111 > 0,
(3a21221−4a1211a1222+a1111a2222)3 ≤ 27(a1111a1221a2222+2a1211a1221a1222−
a31221 − a1111a21222 − a21211a2222)2;
(2) −1
3
√
a1111a2222 ≤ a1221 ≤ √a1111a2222 and

(3a21221 − 4a1211a1222 + a1111a2222)3 ≤ 27(a1111a1221a2222
+2a1211a1221a1222 − a31221 − a1111a21222 − a21211a2222)2,
a1211
√
a2222 + a1222
√
a1111 > 0,
or
(3a21221 − 4a1211a1222 + a1111a2222)3 ≥ 27(a1111a1221a2222 + 2a1211a1221a1222
−a31221 − a1111a21222 − a21211a2222)2,
a21211a2222 − 2a1211a1222
√
a1111a2222 + a
2
1222a1111 ≤ 4a1211a
3
4
1111a
5
4
2222
+6a1111a1211a2222 + 4a1222a
5
4
1111a
3
4
2222 + 2a
3
2
1111a
3
2
2222
(3) a1221 >
√
a1111a2222 and
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

(3a21221 − 4a1211a1222 + a1111a2222)3 ≤ 27(a1111a1221a2222
+2a1211a1221a1222 − a31221 − a1111a21222 − a21211a2222)2,
a1211
√
a2222 + a1222
√
a1111 > 0,
or
a1211 > 0 and a1222 > 0
or
(3a21221 − 4a1211a1222 + a1111a2222)3 ≥ 27(a1111a1221a2222
+2a1211a1221a1222 − a31221 − a1111a21222 − a21211a2222)2,
(a1211
√
a2222 − a1222√a1111)2
√
6a1221 − 2√a1111a2222
≤ 6a1221 + 2√a1111a2222)(a1211a2222√a1111
+a1222a1111
√
a2222 + a2222a1111
√
6a1221 − 2√a1111a2222.
Proof. Using the similar proof technique of Theorem 3.4, we only need con-
sider the nonnegativity of the polynomial,
g(t) = a1111t
4 + 4a1211t
3 + 6a1221t
2 + 4a1222t + a2222
where t = x1
x2
. Let
α = 4a1211a
− 3
4
1111a
− 1
4
2222, β = 6a1221a
− 1
2
1111a
− 1
2
2222, γ = 4a1222a
− 1
4
1111a
− 3
4
2222.
Then
∆ =4(β2 − 3αγ + 12)3 − (72β + 9αβγ − 2β3 − 27α2 − 27γ2)2,
=
4× 123
a31111a
3
2222
[(3a21221 − 4a1211a1222 + a1111a2222)3 − 27(a1111a1221a2222
+ 2a1211a1221a1222 − a31221 − a1111a21222 − a21211a2222)2],
µ =(α− γ)2 − 16(α + β + γ + 2),
=
16
(a1111a2222)
3
2
[(a1211
√
a2222 − a1222√a1111)2 − (4a1211a
3
4
1111a
5
4
2222
+ 6a1111a1211a2222 + 4a1222a
5
4
1111a
3
4
2222 + 2a
3
2
1111a
3
2
2222)]
=
16
(a1111a2222)
3
2
[(a21211a2222 − 2a1211a1222
√
a1111a2222 + a
2
1222a1111)
− (4a1211a
3
4
1111a
5
4
2222 + 6a1111a1211a2222 + 4a1222a
5
4
1111a
3
4
2222 + 2a
3
2
1111a
3
2
2222)],
16
η =(α− γ)2 − 4(β + 2)√
β − 2 (α+ γ + 4
√
β − 2)
=
16
(a1111a2222)
7
4
√
β − 2[(a1211
√
a2222 − a1222√a1111)2
√
6a1221 − 2√a1111a2222
− (6a1221 + 2√a1111a2222)(a1211a2222√a1111 + a1222a1111√a2222
+ a2222a1111
√
6a1221 − 2√a1111a2222)].
Thus, the assumption (1) means that (using the inequality a1221 ≤ −13
√
a1111a2222)
β = 6a1221a
− 1
2
1111a
− 1
2
2222 ≤ 6× (−
1
3
√
a1111a2222)a
− 1
2
1111a
− 1
2
2222 = −2,
∆ ≤ 0 and
α + γ =
4
(a1111a2222)
3
4
(a1211
√
a2222 + a1222
√
a1111) > 0.
Similarly, by using a simple calculation, we also have
(2) −2 ≤ β ≤ 6 and


∆ ≤ 0 and α + γ > 0
or
∆ ≥ 0 and µ ≤ 0
(3) β > 6 and


∆ ≤ 0 and α + γ > 0
or
α > 0 and γ > 0
or
∆ ≥ 0 and η ≤ 0.
Thus, the conclusions directly follow from Lemma 2.4 (i), as required.
Now we give several simpler sufficient conditions of (strictly) copositive
tensors
Theorem 3.6. Let A be a symmetric tensor of order 4 and dimension 2.
Assume that
a1111 ≥ 0 (> 0), a2222 ≥ 0 (> 0), a1112 ≥ 0 (> 0), a2221 ≥ 0(> 0),
3a1221 +
√
a1111a2222 + 4
√
a2111a1222 ≥ 0 (> 0).
Then A is (strictly) copositive.
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Proof. It follows from Lemma 2.1 that we can restrict x = (x1, x2)
⊤ to
x1 ≥ 0, x2 ≥ 0, ‖x‖ = x1 + x2 = 1.
Without loss of generality, we may assume x1 = t and x2 = 1 − t for all
t ∈ [0, 1]. Then
Ax4 =
2∑
i,j,k,l=1
aijklxixjxkxl
= a1111t
4 + 4a1112t
3(1− t) + 6a1221t2(1− t)2
+ 4a2221t(1− t)3 + a2222(1− t)4.
(3.5)
For t ∈ (0, 1), rewritten (3.5) as follow,
Ax4 = (√a1111t2 −√a2222(1− t)2)2
+ 2t(1− t) (2a1112t2 + (3a1221 +√a1111a2222)t(1− t) + 2a2221(1− t)2) .
Let
p(t) = 2a1112t
2 + (3a1221 +
√
a1111a2222)t(1− t) + 2a2221(1− t)2.
Since the inquality 3a1221+
√
a1111a2222 +4
√
a2111a1222 ≥ 0 (> 0) means that
3a1221 +
√
a1111a2222
2
+ 2
√
a1112a2221 ≥ 0 (> 0)
It follows from Lemma 2.2 that p(t) ≥ 0 (> 0), and hence,
Ax4 = (√a1111t2 −√a2222(1− t)2)2 + 2t(1− t)p(t) ≥ 0 (> 0).
Clearly, if t = 0 or t = 1, Ax4 = a2222 or a1111. Thus,
Ax4 ≥ 0 (> 0) for all x ≥ 0 with ‖x‖ = 1.
So, the conclusions directly follow from Lemma 2.1, as required.
Theorem 3.7. Let A be a symmetric tensor of order 4 and dimension 2.
Assume that
a1111 ≥ 0 (> 0), a2222 ≥ 0 (> 0),
a1112 +
4
√
a31111a2222 ≥ 0 (> 0), a2221 + 4
√
a1111a
3
2222 ≥ 0 (> 0),
3(a1221 −√a1111a2222)
+ 4
√(
a1112 +
4
√
a31111a2222
)(
a2221 +
4
√
a1111a
3
2222
)
≥ 0 (> 0).
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Then A is (strictly) copositive.
Proof. Using the same argumentation technique, For t ∈ (0, 1), rewritten
(3.5) as follow,
Ax4 = ( 4√a1111t− 4√a2222(1− t))4 + 4
(
a1112 +
4
√
a31111a2222
)
t3(1− t)
+ 6 (a1221 −√a1111a2222) t2(1− t)2 + 4
(
a2221 +
4
√
a1111a
3
2222
)
t(1− t)3
= ( 4
√
a1111t− 4√a2222(1− t))4 + t(1− t)p(t),
where
p(t) =4
(
a1112 +
4
√
a31111a2222
)
t2 + 6 (a1221 −√a1111a2222) t(1− t)
+ 4
(
a2221 +
4
√
a1111a
3
2222
)
(1− t)2.
The aussumptions assure p(t) ≥ 0 (> 0) for all t ∈ (0, 1) by Lemma 2.2.
It is obvious that Ax4 = a2222 or a1111 for t = 0 or t = 1. Thus,
Ax4 ≥ 0 (> 0) for all x ≥ 0 with ‖x‖ = 1.
Therefore, A is (strictly) copositive.
From the proving process of Theorems 3.6 and 3.7, the following conclu-
sion is proved easily.
Corollary 3.8. Let A be a symmetric and strictly copositive tensor of order
4 and dimension 2. Then
2a1112
√
a2222 + (3a1221 +
√
a1111a2222) 4
√
a1111a2222 + 2a1222
√
a1111 > 0. (3.6)
Proof. It follows from the strict copositivity ofA that a1111 > 0 and a2222 > 0.
For t ∈ (0, 1) and x = (t, 1− t)⊤, we have
Ax4 = (√a1111t2 −√a2222(1− t)2)2
+ 2t(1− t) (2a1112t2 + (3a1221 +√a1111a2222)t(1− t) + 2a2221(1− t)2) .
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Take t0 =
4
√
a2222
4
√
a1111+ 4
√
a2222
. Then x0 = (t0, 1− t0)⊤, i.e.,
x0 =
(
4
√
a2222
4
√
a1111 + 4
√
a2222
,
4
√
a1111
4
√
a1111 + 4
√
a2222
)⊤
,
and hence,
A(x0)4 = 2t0(1− t0)(2a1112t20 + (3a1221 +
√
a1111a2222)t0(1− t0)
+ 2a2221(1− t0)2) > 0.
Namely,
2a1112t
2
0 + (3a1221 +
√
a1111a2222)t0(1− t0) + 2a2221(1− t0)2 > 0.
So, the desired conclusion follows.
Now we give a simpler sufficient conditions of (strict) copositivity of 4th
order 3 dimensional tensors by reducing dimensions.
Theorem 3.9. Let A be a symmetric tensor of order 4 and dimension 3.
Assume that
a1111 ≥ 0 (> 0), a2222 ≥ 0 (> 0), a3333 ≥ 0 (> 0)
a1123 ≥ 0 (> 0), a1223 ≥ 0 (> 0), a1233 ≥ 0 (> 0)
η1 = 2a1112 +
4
√
a31111a2222 ≥ 0 (> 0), µ1 = 2a1222 + 4
√
a1111a
3
2222 ≥ 0 (> 0),
η2 = 2a1113 +
4
√
a31111a3333 ≥ 0 (> 0), µ2 = 2a1333 + 4
√
a1111a
3
3333 ≥ 0 (> 0),
η3 = 2a2223 +
4
√
a32222a3333 ≥ 0 (> 0), µ3 = 2a2333 + 4
√
a2222a
3
3333 ≥ 0 (> 0),
θ1 = 3(2a1122 −√a1111a2222) + 4√η1µ1 ≥ 0 (> 0)
θ2 = 3(2a1133 −√a1111a3333) + 4√η2µ2 ≥ 0 (> 0)
θ3 = 3(2a2233 −√a2222a3333) + 4√η3µ3 ≥ 0 (> 0).
Then A is (strictly) copositive.
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Proof. For a vector x = (x1, x2, x3)
⊤, we have
Ax4 =a1111x41 + a2222x42 + a3333x43 + 4a1222x1x32 + 4a1333x1x33
+ 4a2111x
3
1x2 + 4a2333x2x
3
3 + 4a3111x
3
1x3 + 4a3222x
3
2x3
+ 6a1122x
2
1x
2
2 + 6a1133x
2
1x
2
3 + 6a2233x
2
2x
2
3
=(
1
2
a1111x
4
1 + 4a1112x
3
1x2 + 6a1122x
2
1x
2
2 + 4a1222x1x
3
2 +
1
2
a2222x
4
2)
+(
1
2
a1111x
4
1 + 4a1113x
3
1x3 + 6a1133x
2
1x
2
3 + 4a1333x1x
3
3 +
1
2
a3333x
4
3)
+(
1
2
a2222x
4
2 + 4a2223x
3
2x3 + 6a2233x
2
2x
2
3 + 4a2333x2x
3
3 +
1
2
a3333x
4
3)
+12a1123x
2
1x2x3 + 12a1223x1x
2
2x3 + 12a1233x1x2x
2
3.
Let
g1(x1, x2) =
1
2
a1111x
4
1 ++4a1112x
3
1x2 + 6a1122x
2
1x
2
2 + 4a1222x1x
3
2 +
1
2
a2222x
4
2.
Then g1(x1, x2) may be regarded as a homogeneous polynomial defined by a
4th order 2 dimensional symmetric tensor B = (bijkl) with its entries
b1111 =
1
2
a1111, b1112 = a1112, b1122 = a1122, b1222 = a1222, b2222 =
1
2
a2222.
That is,
g1(x1, x2) = By4 =
2∑
i,j,k,l=1
bijklxixjxkxl, for all y = (x1, x2)
⊤.
Then the assumptions imply that
b1111 =
1
2
a1111 ≥ 0, b2222 = 1
2
a2222 ≥ 0,
b1112 +
4
√
b31111b2222 = a1112 +
1
2
4
√
a31111a2222 =
1
2
η1 ≥ 0,
b1222 +
4
√
b1111b
3
2222 = a1222 +
1
2
4
√
a1111a
3
2222 =
1
2
µ1 ≥ 0,
21
3(b1122 −
√
b1111b2222) + 4
√(
b1112 +
4
√
b31111b2222
)(
b2221 +
4
√
b1111b
3
2222
)
= 3(a1122 − 1
2
√
a1111a2222) + 4
√
1
4
η1µ1
=
1
2
(3(2a1122 −√a1111a2222) + 4√η1µ1)
=
1
2
θ1 ≥ 0.
It follows from Theorem 3.7 that the tensor B is copositive, that is,
g1(x1, x2) = By4 ≥ 0 for all y = (x1, x2)⊤ ≥ 0.
Similarly, we also have
g2(x1, x3) =
1
2
a1111x
4
1 + 4a1113x
3
1x3 + 6a1133x
2
1x
2
3 + 4a1333x1x
3
3 +
1
2
a3333x
4
3 ≥ 0,
g3(x2, x3) =
1
2
a2222x
4
2 + 4a2223x
3
2x3 + 6a2233x
2
2x
2
3 + 4a2333x2x
3
3 +
1
2
a3333x
4
3 ≥ 0.
Thus, for all x = (x1, x2, x3)
⊤ ≥ 0, we have
Ax4 =g1(x1, x2) + g2(x1, x3) + g3(x2, x3)
+ 12a1123x
2
1x2x3 + 12a1223x1x
2
2x3 + 12a1233x1x2x
2
3 ≥ 0,
that is, A is copositive. The proof of strict copositivity of A is same as the
above, we omit it.
Remark 3.3. Theorem 3.9 is proved by reducing dimensions of tensor. That
is, an 4th order 3 dimensional tensor is decomposed three 4th order 2 dimen-
sional tensors, and then, analysing the copositivity of these 2 dimensional
tensors to obtain the desired sufficient conditions by using Theorem 3.7. So,
distinctly sufficient conditions may be established by applying Theorems 3.4,
3.5, 3.6, respectively.
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4 Checking vacuum stability of scalar poten-
tials
4.1 Vacuum stability of the scalar potential of two real
scalars and the Higgs boson
Recently, Kannike [25,26] studied the vacuum stability of general scalar po-
tentials of a few fields. The most general scalar potential of two real scalar
fields φ1 and φ2 can be expressed as
V (φ1, φ2) = λ40φ
4
1 + λ31φ
3
1φ1 + λ22φ
2
1φ
2
2 + λ13φ1φ
3
2 + λ04φ
4
2 = Λφ
4, (4.1)
where Λ = (λijkl) is the symmetric tensor of scalar couplings and φ =
(φ1, φ2)
⊤ is the vector of fields. The tensor of the scalar couplings of the
potential is defined by
Λ =


(
λ40
1
4
λ31
1
4
λ31
1
6
λ22
)(
1
4
λ31
1
6
λ22
1
6
λ22
1
4
λ13
)
(
1
4
λ31
1
6
λ22
1
6
λ22
1
4
λ13
)(
1
6
λ22
1
4
λ13
1
4
λ13 λ04
)

 (4.2)
that is,
λ1111 =λ40, λ2222 = λ04,
λ1112 =λ1121 = λ1211 = λ2111 =
1
4
λ31,
λ1122 =λ1212 = λ1221 = λ2112 = λ2121 = λ2211 =
1
6
λ22,
λ1222 =λ2122 = λ2212 = λ2221 =
1
4
λ13.
It is known that the vacuum stability of the general scalar potential of 2
real singlet scalar fields is equivalent to the positivity of the polynomial
(4.1) ( [25]), i.e., the positive definiteness of the tensor Λ = (λijkl). Then
it follows from Theorem 3.1 that the tensor Λ with λ1111 = λ40 > 0 and
λ2222 = λ04 > 0 is positive definite if and only if (Multiply by common
multiple of denominators to make them simpler),
(a)


8λ40λ22 − 3λ231 ≥ 0,
4(12λ40λ04 − 3λ31λ13 + λ222)3
> (72λ40λ22λ04 + 9λ31λ22λ31 − 2λ322 − 27λ40λ231 − 27λ231λ04)2
23
(b)


8λ40λ22 − 3λ231 < 0,
16λ240λ
2
22 + 3λ
4
31 + 16λ
2
40λ31λ13 < 16λ40λ
2
31λ22 + 64λ
3
40λ04,
4(12λ40λ04 − 3λ31λ13 + λ222)3
> (72λ40λ22λ04 + 9λ31λ22λ31 − 2λ322 − 27λ40λ231 − 27λ231λ04)2
(c)


8λ40λ22 − 3λ231 > 0,
16λ240λ
2
22 + 3λ
4
31 + 16λ
2
40λ31λ13 = 16λ40λ
2
31λ22 + 64λ
3
40λ04,
4λ40λ31λ22 = 8λ
2
40λ13 + λ
3
31
4(12λ40λ04 − 3λ31λ13 + λ222)3
= (72λ40λ22λ04 + 9λ31λ22λ31 − 2λ322 − 27λ40λ231 − 27λ231λ04)2
Therefore, one of the above cases (1) and (2) and (3) can guarantee the vac-
uum stability of the general scalar potential V (φ1, φ2) of 2 real singlet scalar
fields.
The most general scalar potential of two real scalar fields φ1 and φ2 and
the Higgs doublet H (Kannike [25, 26]) is
V (φ1, φ2, |H|) =λH |H|4 + λH20|H|2φ21 + λH11|H|2φ1φ2 + λH02|H|2φ22
+ λ40φ
4
1 + λ31φ
3
1φ2 + λ22φ
2
1φ
2
2 + λ13φ1φ
3
2 + λ04φ
4
2, (4.3)
=λH |H|4 +M2(φ1, φ2)|H|2 + V¯ (φ1, φ2),
where
M2(φ1, φ2) = λH20φ
2
1 + λH11φ1φ2 + λH02φ
2
2
and
V¯ (φ1, φ2) = V (φ1, φ2, 0) = λ40φ
4
1 + λ31φ
3
1φ2 + λ22φ
2
1φ
2
2 + λ13φ1φ
3
2 + λ04φ
4
2.
Let x = (φ1, φ2, |H|)⊤. Then V (φ1, φ2, |H|) = Vx4, where V = (vijkl) is a 4th
order 3 dimensional symmetric tensor with its entries
v1111 =λ40, v2222 = λ04, v3333 = λH , v1112 =
1
4
λ31, v1222 =
1
4
λ13,
v1133 =
1
6
λH20, v1122 =
1
6
λ22, v2233 =
1
6
λH02,
v1233 =
1
12
λH11, vijkl = 0 for the others.
Clearly, V¯ (φ1, φ2) is a 4th order 2 dimensional tensor. Let φ = (φ1, φ2)
⊤.
Then V¯ (φ1, φ2) = Λφ
4, where Λ is a symmetric tensor given by (4.2), which
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is a principal subtensor of V. So, the conditions (a) and (b) and (c) exactly
ensure the positive definiteness of Λ, i.e., V¯ (φ1, φ2) = Λφ
4 > 0.
On the other hand, M2(φ1, φ2) = φ
⊤Mφ, where M is a symmtric matrix
given by
M =

λH20
1
2
λH11
1
2
λH11 λH02


It is well-known that M is positive definite if and only if
λH20 > 0, λH02 > 0 and 4λH20λH02 − λ2H11 > 0. (4.4)
So, the positivity of V (φ1, φ2, |H|) is made certain by λH > 0 and Eq.(4.4)
together with the conditions (a) or (b) or (c).
Therefore, the conditions of the vacuum stability for the scalar potential
V (φ1, φ2, |H|) of two real scalar fields φ1 and φ2 and the Higgs doublet H are
λ40 > 0, λ04 > 0, λH > 0, λH20 > 0, λH02 > 0, 4λH20λH02 − λ2H11 > 0
and the inequalities systems (a) or (b) or (c).
4.2 Vacuum stability for Z3 scalar dark matter
Kannike [25,26] gave another physical example defined by scalar dark matter
stable under a Z3 discrete group. The most general scalar quartic potential
of the SM Higgs H1, an inert doublet H2 and a complex singlet S which is
symmetric under a Z3 group is
V (h1, h2, s) =λ1|H1|4 + λ2|H2|4 + λ3|H1|2|H2|2 + λ4(H†1H2)(H†2H1)
+ λS|S|4 + λS1|S|2|H1|2 + λS2|S|2|H2|2
+
1
2
(λS12S
2H
†
1H2 + λ
∗
S12S
†2H†2H1)
=λ1h
4
1 + λ2h
4
2 + λ3h
2
1h
2
2 + λ4ρ
2h21h
2
2
+ λSs
4 + λS1s
2h21 + λS2s
2h22 − |λS12|ρs2h1h2
≡λSs4 +M2(h1, h2)s2 + Vˆ (h1, h2),
Where
h1 = |H1|, h2 = |H2|, H†2H1 = h1h2ρeiφ, S = seiφS , λS12 = −|λS12|,
M2(h1, h2) =λS1h
2
1 + λS2h
2
2 − |λS12|ρh1h2, (4.5)
Vˆ (h1, h2) =V (h1, h2, 0) = λ1h
4
1 + λ2h
4
2 + λ3h
2
1h
2
2 + λ4ρ
2h21h
2
2. (4.6)
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The orbit space parameter ρ ∈ [0, 1] as implied by the Cauchy inequality
0 ≤ |H†1H2| ≤ |H1||H2|.
Let x = (h1, h2, s)
⊤. Then V (h1, h2, s) = Vx4, where V = (vijkl) is an 4th
order 3 dimensional real symmetric tensor given by
v1111 = λ1, v2222 = λ2, v3333 = λS,
v1122 =
1
6
(λ3 + λ4ρ
2), v1133 =
1
6
λS1, v2233 =
1
6
λS2,
v1233 = − 1
12
|λS12|ρ, vijkl = 0 for the others.
It follows from Theorem 3.3 that the conditions of strict copositivity of the
tensor V (that is, V (h1, h2, s) = Vx4 > 0) are given by
λ1 > 0, λ2 > 0, λS > 0,
λ3 + λ4ρ
2 > 0, λS1 > 0, λS2 > 0,
− |λS12|ρ+
√
2λS1λS2 > 0,√
λSλS1λS2 − |λS12|ρ
√
λS +
√
2λS
√
λS1λS2(−|λS12|ρ+
√
2λS1λS2) > 0.
So the above conditions assure the potential V (h1, h2, s) symmetric under a
Z3 group is bounded from below. These conditions are different from ones of
Kannike [25, 26] and Chen-Huang-Qi [12].
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