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Abstract
Alain Connes’ Non-Commutative Geometry program
[1] has been recently carried out [2, 3] for the entire
A- and AIII-symmetry classes of topological insulators,
in the regime of strong disorder where the insulating
gap is completely filled with dense localized spectrum.
This is a short overview of these results, whose goal
is to highlight the methods of Non-Commutative Ge-
ometry involved in these studies. The exposition pro-
ceeds gradually through the cyclic cohomology, quan-
tized calculus with Fredholm-modules, local formulas
for the odd and even Chern characters and index the-
orems for the odd and even Chern numbers. The
characterization of the A- and AIII-symmetry classes
in the presence of strong disorder and magnetic fields
emerges as a natural application of these tools.
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1. Introduction
It is often said that the topological insulators (TI) are theequivalent of the Quantum Integer Hall Effect (IQHE), butwithout the need of an external magnetic field (or anyother external field for that matter). It will be informativeto recall some of the outstanding characteristics of theIQHE [4] and see how they manifest or would manifest inTIs. First, one should recall that disorder is paramountfor observing IQHE, since without disorder the widths ofthe Hall plateaus would be reduced to zero. Indeed, ifthe gaps between the Landau bands were clean, then theFermi level EF will jump from one Landau band to an-other when increasing or decreasing the electron density
∗E-mail: prodan@yu.edu
and never have a change to be inside the gaps where thequantization occur. The ideal picture of a topological in-sulator, that most of us have, is that of a pristine materialwith a clean insulating gap and with EF fixed right inthe middle of this gap. The reality, however, is that theFermi level never stays in a clean gap but rather pins it-self to impurity states which inherently occur in real sam-ples. Instead of leaving the fate of the Fermi level in thehands of such random events, one can stabilize EF deepin the insulating gap by filling the gap with dense local-ized spectrum (Fermi level engineering of TIs via dopantsworks this way). And if it is to ever observe quantizedplateaus in the magneto-electric response of a strong TIas one varies the electron density via a gate potential,then EF must again be embedded in dense localized spec-trum, otherwise EF will simply jump into the conductionor the valence spectrum upon gating. The inescapable
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NCG of the Complex Classes of Topological Insulators
conclusion is that, like for IQHE, the understanding of theregime where EF is not in a clean gap but is embeddedin dense localized spectrum is central to the physics oftopological materials. As such, the stability of topologicalphases under strong disorder should be placed among thekey issues in a complete theory of TIs.Another hallmark of IQHE is the spike of the direct con-ductivity whenever the system crosses from one quantizedplateau to another, which indicates that EF crosses a re-gion of delocalized energy spectrum. Since this occurs in a2-dimensional system at strong disorder, one cannot helpbut contemplate what an interesting effect this is! Viewedfrom a particular angle, however, this effect is not that un-expected, because what it shows is that the different topo-logical IQHE phases, characterized by the integer valuesof Hall conductance, are truly separated by a quantumtransition, the Anderson localization-delocalization tran-sition. If the topological phases described in the classifi-cation table of topological insulators and superconductor(see Table 3 in Ref. [5]) are indeed macroscopically dis-cernible, such quantum transitions must also occur at thecrossings between these phases.While the above characteristics are extremely well un-derstood for IQHE, both theoretically and experimentally,they are poorly understood for TIs. For example, thequantum critical regime of a topological-to-trivial insula-tor transition has never been achieved experimentally, forany class whatsoever. On the rigorous theoretical front,most of the periodic table of TIs remains un-explored un-der the conditions of strong disorder. For example, we donot have a formula for the Z2 invariant of the strong topo-logical insulators in 3-dimensions when the Fermi levelis embedded in dense localized spectrum, and in fact thefate of the Z2 invariant is not known in those conditions.The very few numerical experiments [6–8], based on plainextensions of the translationally invariant formulas of theZ2 invariant, were conducted for extremely small systemsizes and are far from being conclusive. This brings usto the main question we want to address: Is it possibleto push the classification of topological insulators and su-perconductors, as it appears in the table put forward byRefs. [5, 9, 10], into the regime of strong disorder? Doesthe table stays the same or it needs to be modified?Now, an important observation is the following simple butfundamental principle: If the bulk topological invariantlabeling the different phases in the table stays quantizedand non-fluctuating as long as the Anderson localizationlength is finite, then the characteristics discussed aboveare necessarily present. Indeed, this property will ensure,on one hand, the stability of the topological phases in thepresence of strong disorder and, on the other hand, thatthe only way to cross from one topological phase to an-
other is via a divergence of the localization length. ForIQHE, the Hall conductance was proven to posses thisproperty using non-commutative geometry in the 1990’s[11]. This result represents one of the most important ap-plications of the non-commutative geometry in condensedmatter physics (cf [1] pg. 363). It was only recently thatsimilar mathematically rigorous results start appearing forother topological phases [2, 3]. They gave a completecharacterization, from the bulk perspective, of the entirecomplex classes (the A- and AIII-symmetry classes in anydimension) of the classification table [5] of topological in-sulators and superconductors. As such, the methods ofnon-commutative geometry have been extended from theupper-left corner of this table to the entire rows of thecomplex classes, leading to an affirmative answer to themain question posed above.When discussing these results with his colleagues, theauthor is often asked how crucial is Alain Connes’ non-commutative geometry for the whole development? Ofcourse, after understanding the arguments and seeingthe final conclusions, one can reproduce them via differ-ent methods. However, without the guidance from non-commutative geometry, searching for the correct form ofthe index theorems would have been like searching for aneedle in a haystack. To convince the reader of this fact,the paper presents first some key elements of the non-commutative geometry program, which as we shall seelay down the basic principles and the guiding philoso-phy. Then the paper gradually builds the specific struc-tures needed for the problem at hand. The quantizationand the homotopy stability of the topological invariantsfor the complex classes of topological insulators, togetherwith the general conditions when these happen, will thennaturally emerge.
2. Elements of K -Theory
For periodic insulators in dimension d, the space of the oc-cupied electron states generates a complex vector-bundleover the Brillouin torus Td. It is quite often in condensedmatter physics that two independent models are put to-gether to generate a new model, with a number of Blochbands equal to the sum of those in the original models (allwe have to do is to assign different labels to the bandsof the two models, such as spin-up and spin-down, or thes-character and the p-character and so on). This opera-tion defines an addition on the space of vector-bundles.For topological insulators, a model is rather seen as rep-resenting all the models which are isomorphic to it (thatis, for each k one can define an invertible linear mapbetween the Bloch vectors of the two models, and thislinear map is continuous of k). The addition operationmakes the space of isomorphically equivalent vector bun-
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dles over the Brillouin torus into a semigroup. This semi-group can be canonically completed to a group (via theGrothendieck completion) and this group is call the K0group of the base manifold, which in our case is just theBrillouin torus. Two band-structures belong to the sameequivalence class of K0(Td) group if one can add a num-ber of flat bands to each of the band structures so that tomake them isomorphic with each other. This is exactly thetopological equivalence which is sought for the classifica-tion of the topological insulators. Why classification bythe K -groups and not by homotopy of homology which aremore refined? The lattice models only capture the elec-tronic structure near the Fermi level, which is importantfor the typical experiments in condensed matter physics.The lattice models can be made more and more precise byincreasing the number of molecular orbital states per unitcell (that is, the N in `(Zd,CN )), but typically the preci-sion of the experiments can be matched using only a smallnumber of molecular states (or number of bands for trans-lational invariant models). While there is clearly a libertyin setting up the models, the topological classification ofthe physical systems themselves should be independentof the models we use. It is then fairly obvious that weneed to classify by the K -theory, which is stable againstaugmentation with trivial bundles (while the classificationby homotopy or homology is not). This is perhaps bestexplained in Ref. [12].Condensed matter physicists are familiar with numericalinvariants (such as the first Chern number) which assignnumerical values (in Z or Z2 for example) to the equiva-lent band structures. But K0(Td) is a topological invariantitself since, as a group, it cannot be changed by contin-uous deformations of the base manifold. In fact, the K -groups are among the primordial topological invariants ofa topological space. The numerical invariants which areconcretely evaluated in applications are just morphismsfrom the K -groups to the simple numerical groups suchas Z or Z2. This is pretty much the big picture one musthave in mind.Since the present interest is in the disordered case, oneneeds a more algebraic description of the K -groups, whichfor classical topological spaces can be found in the excel-lent monograph by Park [13]. In essence, the band struc-tures can be equivalently described by the projectors ontothe occupied electron states. Any complex vector-bundlecan be constructed as the range of a projector continuouslydefined over the base manifold. These projectors are em-bedded in the space of infinite matrices (zero elementsare added for this purpose). Furthermore, two projectorsP and P ′, defined over Td, are said to be equivalent ifthere exists an invertible element S, also defined over Td,such that P ′ = SPS−1 or equivalently, if there is a con-
tinuous homotopy Pt of projectors such that P0 = P andP1 = P ′. The equivalence classes are denoted by [P ]. Anaddition operation can be defined:
[P ] + [Q] = ï P 00 Q ò , (1)
and the space of equivalence classes of projectors becomea semigroup. Then the K0 group can be equivalently de-fined as the Grothendieck completion of this semigroup.In even dimensions, the (even-) Chern number [13]:
Chd(P) = ( 12 (d− 1))!(2piı) d+12 d!
∫
Td
Tr{(PdP ∧ dP) d2} ∈ Z, (2)
which is constant on the whole equivalence class of P inK0(Td), defines a group morphism from K0 to Z.The K1 group is constructed from the invertible matri-ces defined over the base manifold. More precisely, letGL∞(Td) be the inductive limit (with the natural embed-dings) of the groups GLk (Td) of k × k invertible matri-ces continuously defined over the Brillouin torus. Ele-ments from GL∞(Td) can be thought as invertible infi-nite matrices which, except for a finite upper-left corner,have only 1 on the diagonal. Then K1(Td) is definedas GL∞(Td)/GL∞(Td)0 where GL∞(Td)0 is the inductivelimit of GLk (Td)0, the connected component of the unityin GLk (Td). Two invertibles belong to the same class ofK1(Td) if they are homotopic to each other. This group isusually seen as classifying the maps between the vector-bundles constructed over a base manifold. However, theground state of a condensed matter system from the AIII-symmetry class is uniquely determined by a unitary matrix(the off-diagonal sector of the flat-band Hamiltonian, see[5, 9, 14]). As such, K1(Td) classifies the AIII-symmetricsystems. In odd-dimensions, the classical odd-Chern num-ber [13]:
C˜hd(U) = ( 12 (d− 1))!(2piı) d+12 d!
∫
Td
Tr¶(U−1dU)d© ∈ Z, (3)
which is constant on the whole equivalence class of U inK1(Td), defines a group morphism from K1 to Z.When disorder and magnetic fields are present, theBrillouin torus continue to have a meaning as anon-commutative space A, more precisely, as a non-commutative C ∗-algebra endowed with a non-commutativedifferential calculus (see Chapter 4). As one shall see, thetask becomes the classification of the projectors and ofinvertible elements from the non-commutative C ∗-algebra
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A, which are contained in the topological K T0 (A) andK T1 (A) groups, respectively. We specifically placed thelabel “topological" because these groups can be definedin a purely algebraic fashion, which will play a role in ourexposition and will be introduced shortly. A pedagogicalintroduction to K -theory of C ∗-algebras can be found inthe excellent monographs by Wegge-Olsen [15] or by Ror-dam, Larsen and Laustsen [16]. Since these groups play acentral role in our story, it is worth spending a few linesexplaining their definition. Let us start with K0. A pro-jector in a C ∗ algebra is an element which obeys p2 = pand p∗ = p. Let P(A) denote the set of all projectors inA. In fact, let Mn,m(A) be the algebra of n × m matriceswith entries from A and let Pn(A) denote the set of pro-jectors from Mn,n(A). Consider the infinite union (wherethe Pn(A)’s are considered pairwise disjoint):
P∞(A) = ∪∞n=1Pn(A) (4)
together with the equivalence relation:
Pn(A) 3 p ∼0 q ∈ Pm(A) ⇐⇒ ß p = vv∗q = v∗v (5)
for some matrix v from Mm,n(A). Note that this equiva-lence relation is purely algebraic and can be consideredfor algebras without a norm. For C ∗-algebras however,the ∼0 and the homotopy equivalence of two projectors isthe same. The following addition operation on P∞:
p+ q = Å p 00 q ã (6)
is compatible with the equivalence relation ∼0 and(P∞(A)/ ∼0,+) becomes a semigroup. Then K T0 (A) isdefined as the Grothendieck completion of this semigroup.As we shall see, the regime of strong disorder is quite de-manding and it will force on us to work with a sub-algebraAloc of the weak von Neumann extension of A, and thereone has to start with the ∼0 equivalence, alone, in whichcase one talks about the algebraic K -group K A0 (Aloc).The K T1 (A) group is defined as before:
K T1 (A) = GL∞(A)/GL∞(A)0, (7)
where, very much like before, GL∞(A) represents the in-ductive limit of the groups GLk (A) of k × k invertible ma-trices with entries from A, with GLk naturally embeddedin GLk+1 as Å GLk 00 1 ã. The space M∞(A) of squarematrices that are not necessarily invertible is constructed
the same way. As before, GL∞(A)0 denotes the inductivelimit of GLk (A)0, the connected component of the unity inGLk (A). As we mentioned, we also need to consider thealgebraic K1-group, which for a generic ∗-algebra Aloc isdefined as:
K A1 (Aloc) = GL∞(Aloc) / [GL∞(Aloc),GL∞(Aloc)], (8)
where [GL∞(Aloc),GL∞(Aloc)] is the normal subgroup ofcommutators, generate by products of the form fgf−1g−1.Non-commutative geometry’s primary target is the K -theory of non-commutative spaces. The core of the for-malism can and is developed at a purely algebraic level(see the discussion at pg. 180 in Ref. [1]), through the al-gebraic K -groups. The topological invariants defined atthe pure algebraic level are then extended to the topolog-ical K -groups (which in many cases may differ from thealgebraic ones) using hard functional analysis.Below is a summary of the main points of the K -theoreticframework:
• The K -groups are the among the primordial topo-logical invariants of a topological space.
• The numerical invariants such as the even- andodd-Chern numbers are just morphisms from the K -groups to a numerical abelian group.
• Specifically, the K0(Td) and K1(Td) groups are theprimordial topological invariants for periodic crys-tals from the A and AIII-symmetry classes, respec-tively.
• The even- and odd-Chern numbers are numericalinvariants which define morphisms from K0/1(Td)groups to Z for even/odd space-dimensions d, re-spectively.
• In the presence of disorder and magnetic fields, theBrillouin torus is replaced by the non-commutativeBrillouin torus, defined as a non-commutative C ∗-algebra A endowed with a non-commutative differ-ential calculus.
• The classical K -groups are replaced by the K0/1(A)groups of this algebra, which classify the groundstates of the disordered systems from the A andAIII-symmetry classes, respectively.
• Non-commutative geometry is used to generatemorphisms from the K -groups to abelian numericalgroups (such as Z). These morphisms are nothingbut the numerical invariants which can be computedexplicitly.
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• The invariants are typically defined on sub-algebras of A and for the algebraic K -groups.Extending these invariants to the topological K -groups requires additional work.
3. Elements from Alain Connes’ Non-
Commutative Geometry Program
It is important to project the generality of the non-commutative geometry, hence the theory will be presentedin the most general and abstract setting possible, byclosely following the presentation in Alain Connes’ mono-graph [1]. As such, the discussion will be about a generic∗-algebra, denoted by C, about its K A0,1(C) groups and themorphisms from these K -groups to a numerical abeliangroup. According to the previous Chapter, these are thesought numerical invariants.
3.1. Cyclic CohomologyThe cyclic cohomology was introduced first in Refs. [17,18]. For a generic ∗-algebra C, it is defined as the coho-mology of the complex (Cnλ (C), b):
. . . b→ Cn−1λ (C) b→ Cnλ (C) b→ . . . (9)
where Cnλ (C) is the space of cyclic (n+1)-linear functionalson C:
φ(c1, c2, . . . , cn, c0) = (−1)nφ(c0, c1, . . . , cn), (10)
and b : Cnλ (C) → Cn+1λ (C) is the Hochschild coboundarymap:
bφ(c0, c1, . . . , cn+1) = n∑j=0 (−1)jφ(c0, . . . , cjcj+1, . . . cn+1)+ (−1)n+1φ(cn+1c0, . . . , cn). (11)
An element φ from Cnλ (C) is said to be an n-cyclic cocycle ifit satisfies bφ = 0. Such elements play the role of closeddifferential forms in the classical de Rham cohomology.The cohomology class of φ in the complex (Cnλ (C), b), whichcontains all φ′ with φ − φ′ = bφ, will be denoted by [φ].A cyclic cocycle is odd/even if n is an odd/even integer.The interest in the cyclic cocycles, at least for the presentcontext, comes from the fact that they pair well with K A0,1(C)groups (cf. [1], pg. 224).
Proposition 1 (Pairing odd cyclic cocycles
with K1).
Let φ be an odd cyclic cocycle, and let φ#Tr be itsnatural extension to M∞(C). Then the map
GL∞(C) 3 v → (φ#Tr)(v−1 − 1, v − 1, . . . , v−1 − 1, v − 1)(12)is constant on the equivalence class [v ] of v in K A1 (C). Fur-thermore, φ can be replaced by any other representativefrom its cohomology class. As such, there exists a naturalpairing between K A1 (C) and the odd cohomology of C:
〈[v ], [φ]〉 = (φ#Tr)(v−1−1, v−1, . . . , v−1−1, v−1). (13)
The pairing is not necessarily integral.
Proposition 2 (Pairing even cyclic cocycles
with K0).Let φ be an even cyclic cocycle, and let φ#Tr be its nat-ural extension to M∞(C). Then the map
P∞(C) 3 p→ (φ#Tr)(p, p, . . . , p) (14)
is constant on the equivalence class [p] of p in K A0 (C). Fur-thermore, φ can be replaced by any other representativefrom its cohomology class. As such, there exists a naturalpairing between K A0 (C) and the even cohomology of C:
〈[p], [φ]〉 = (φ#Tr)(p, p, . . . , p). (15)
The pairing is not necessarily integral.
While the above statements are formulated for the alge-braic K -theory, an immediate Corollary about the homo-topy invariance of the cyclic cocycles can be established.Indeed, according to Ref. [1] pg. 226, if C is a locally convextopological algebra, and if the cyclic cocycle is continuouswith respect its topology, then the maps defined in Eq. 12and 14 are constant on the homotopies of v and p, re-spectively. In other words, the algebraic K A0,1(C) groupscan be replaced by the topological K T0,1(C) groups in thePropositions 1 and 2.
3.2. Quantized Calculus with Fredholm-modulesThe quantized calculus with Fredholm-modules is of in-terest for the present context because it is a standard wayto generate cyclic cocycles.
3.2.1. The odd Fredholm-modulesAn odd Fredholm-module (H, F ) over a ∗-algebra C isdefined by (cf. [1] pg. 288) :
• A representation pi of C in a Hilbert space H;
• An operator F on H with the properties:
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1. F † = F2. F 2 = I3. [F, pi(c)] = compact for any c ∈ C.
If q is a real number larger than or equal to 1, thena Fredholm-module is said to be q-summable over C if[F, pi(c)] belongs to the q-th Schatten class for all c ∈ C(that is, the trace of |[F, pi(c)]|q is finite).Now consider an odd integer n and an odd Fredholm-module (H, F ) which is (n+ 1)-summable. The quantizedcalculus of the odd Fredholm-module consists of:
• The graded algebra (Ω, d), where Ω =⊕Ωk with:
Ωk = spann{c0[F, c1] . . . [F, ck ], cj ∈ C},
• The differentiation:
Ωk 3 η→ dη = Fη − (−1)kηF,
• And the closed graded trace:
Ωn 3 η→ Tr′{η} = 1/2 Tr{Fdη}.
Then the cyclic (n+ 1)-linear functional:
τ˜n(c0, c1, . . . , cn) =(−1)n/2n+1 Tr′(pi(c0)[F, pi(c1)], . . . , [F, pi(cn)]} (16)
is well defined due to the summability condition and rep-resents an odd cyclic cocycle. Its cohomology class iscalled the odd Chern character of the Fredholm-module,and is denoted by C˜h∗(H, F ) (the tilde is used to dis-tinguish the odd from the even Chern character, definedbelow). Furthermore, C˜h∗(H, F ) pairs well with the alge-braic K A1 (C) group (see Eq. 13) and the paring is integral(cf. [1] pg. 296):
〈[v ], C˜h∗(H, F )〉 = Index Epi(v )E ∈ Z, (17)
where E is the idempotent E = 12 (1 + F ), as naturallyextended over M∞(C) = C ⊗M∞(C) via E ⊗ 1. The repre-sentation pi is also extended in a similar way. We recallthat, if C is a locally convex topological algebra and τ˜n iscontinuous in its topology, then K A1 (C) can be replaced byK T1 (C).
3.2.2. The even Fredholm-modulesAn even Fredholm-module (H, F , γ) over a ∗-algebra C isdefined by (cf. [1] pg. 288):• A representation pi of C in a Hilbert space H;
• An operator F on H with the properties:
1. F † = F2. F 2 = I3. [F, pi(c)] = compact for any c ∈ C;
• A grading γ (γ† = γ, γ2 = 1) such that:
1. γpi(c) = pi(c)γ for all c ∈ C2. γF = −Fγ.
Again, if q is a real number larger than or equal to 1, thena Fredholm-module is said to be q-summable if [F, pi(c)]belongs to the q-th Schatten class for all c ∈ C.Now consider an even integer n and an even Fredholm-module (H, F ) which is (n+ 1)-summable. The quantizedcalculus of the Fredholm-module consists of:• The graded algebra (Ω, d), where Ω =⊕Ωk with:
Ωk = spann{c0[F, c1] . . . [F, ck ], cj ∈ C},
• The differentiation:
Ωk 3 η→ dη = Fη − (−1)kηF,
• And the closed graded trace:
Ωn 3 η→ Tr′{η} = 1/2 Tr{γFdη}.
Then the cyclic (n+ 1)-linear functional:
τn(c0, c1, . . . , cn) =(−1)n/2n+1 Tr′(pi(c0)[F, pi(c1)], . . . , [F, pi(cn)]} (18)
is well defined due to the summability condition and rep-resents an even cyclic cocycle. Its cohomology class iscalled the even Chern character of the Fredholm-module,and is denoted by Ch∗(H, F ). Furthermore, Ch∗(H, F )pairs well with the algebraic K A0 (C) group (see Eq. 15)and the paring is integral (cf. [1] pg. 296):
〈[p],Ch∗(H, F )〉 = Index pi−(p)Fpi+(p) ∈ Z, (19)
where F is naturally extended over M∞(C) = C ⊗M∞(C)via F ⊗ 1 and pi± is the decomposition with respect tothe grading γ of the similarly extended representation pi.We recall that, if C is a locally convex topological algebraand τn is continuous in its topology, then K A0 (C) can bereplaced by K T0 (C).
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3.3. DiscussionOne can generate topological invariants by playing withthe algebra and the Fredholm-modules over it, and thepossibilities are really endless. To apply the techniquesto a specific problem, one needs to define an appropriatealgebra and an appropriate Fredholm-module over this al-gebra. For the problem of classification of complex classesof disordered topological insulators, where the cyclic co-cycles have to reproduce the classical Chern and windingnumbers, this was accomplished in Ref. [2] and [3]. As weshall see, the constructions are quite natural.We left out an important chapter of the non-commutativegeometry program, namely, obtaining local formulas forthe Chern characters (cf. [19]). We did this on purpose be-cause, as we shall see, in the present context these localformulas emerge from two explicit geometrical identities,which make the whole process extremely transparent. Tounderstand the importance of this aspect, note that thedefinition of the Chern characters are highly non-local,which is a huge inconvenience. For periodic crystals, forexample, these formulas will involve convolutions over theBrillouin torus of highly non-local kernels. In contradis-tinction, the classical Chern number formulas in Eqs. 2and 3 involve only derivatives and plain products, whichare local in character. Showing how to obtain local formu-las from the non-local expressions of the Chern characterswere among the key results of Refs. [2, 3].For convenience, we summarize below the important points(for the present context) of the theory presented in thisChapter:
• Cyclic cocycles pair with the K -groups and gen-erate numerical invariants over the equivalenceclasses from the K -groups. These invariants arenot necessarily integers.
• The quantized calculus with a Fredholm-moduleproduces the Chern character, which is a cyclic co-cycle pairing integrally with the K -groups. In otherwords, the numerical invariants generated by theChern character over the equivalence classes fromthe K -groups do take integer values.
• For a specific application, one needs to define theappropriate algebra and the appropriate Fredholm-module.
• The pairing between the Chern characters and theK -groups is highly non-local. Obtaining local for-mulas for the Chern characters is an important stepof the non-commutative geometry program.
The remaining Chapters describe how the above machin-ery is applied to the classification of the topological
phases from the A- and AIII-symmetry classes of topo-logical insulators.
4. The Non-Commutative Brillouin TorusIn this Chapter we define the appropriate algebra andshow how this algebra is transformed into a non-commutative manifold via a non-commutative differentialcalculus. The resulting non-commutative space is calledthe non-commutative Brillouin torus. The notion of non-commutative Brillouin torus (not to be confused with thenon-commutative torus) was introduced in the inspiringwork of Jean Bellissard [20], who developed an entirenon-commutative geometry program for aperiodic solids[21]. The non-commutative Brillouin torus is a true giftto the condensed matter physics, since it enables one todefine an equivalent Bloch-Floquet calculus for homoge-neous aperiodic systems. So far, every important formulawritten in k-space for periodic crystals, has been portedand evaluated on the non-commutative Brillouin torus fordisordered crystals under magnetic fields. Some examplesare: Kubo-formula [11, 22, 23], electric polarization for-mula [24, 25], orbital magnetization formula [24], the evenand odd Chern numbers [2, 3, 11], the spin-Chern num-bers [26], the magneto-electric response tensor [27], andthe winding numbers [28].
4.1. Homogeneous aperiodic lattice modelsLet us now discuss the generic lattice models which de-scribe electrons’ dynamics in homogeneous aperiodic ma-terials. The Hilbert space is the set of square-summablefunctions with N components (= number of molecular or-bitals per unit cell), defined over the lattice L = Zd. Thenotation for this space is `2(L,CN ) = `2(L) ⊗ CN . Thenatural basis for this space is denoted by {eαx }α=1,...Nx∈L . Theaperiodicity can be introduced by a magnetic field and/orby random displacements of the atoms. The generic ape-riodic lattice Hamiltonians take the form:
(Hωψ)(x) =∑y∈L eıx∧y tˆx,y(ω)ψ(y), (20)
where tˆx,y(ω) are N × N matrices with complex entries,∧ is an anti-symmetric bilinear form incorporating the ef-fect of the magnetic field (whose exact form is not impor-tant), and ω is a random variable from a probability space(Ω, dP(ω)). Each ω describes a disorder configuration(see below). The system is said to be homogeneous if:
tˆx−a,y−a(ω) = tˆx,y(taω), (21)
where {ta}a∈L are probability-preserving, ergodic auto-morphisms on Ω, implementing the lattice-translations
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group. In these conditions, the collection {Hω}ω∈Ω de-fines a covariant family of operators, in the sense that:
UaHωU−1a = Htaω, (22)
for any magnetic translation:
Uaψ(x) = e−ıa∧xψ(x + a). (23)
Then the quadruple(Ω, dP, {ta}a∈L, {Hω}ω∈Ω)
is said to define a homogeneous aperiodic lattice sys-tem [20] (where it is understood that Ω is not just apoint). These are the lattice systems for which the non-commutative Brillouin torus can be defined.A concrete example of such system is shown below:(Hωψ)(x) =∑y∈L (1 + λωx,y)eıx∧y tˆx−yψ(y), (24)
where ωx,y = ωy,x are independent random variables, uni-formly distributed in the interval [− 12 , 12 ], and λ defines thedisorder strength. The collection of all ω = {ωx,y} canbe seen as a point in an infinite dimensional configura-tion space Ω, which can be equipped with the probabilitymeasure: dP(ω) = ∏x,y∈Ldωx,y. (25)The natural action of the discrete Zd additive group on Ω:
(taω)x,y = ωx−a,y−a, a ∈ L, (26)
acts ergodically and leaves dP invariant. Lastly, one candirectly verify that indeed {Hω}ω∈Ω defines a covariantfamily of Hamiltonians under the magnetic translations.The construction of the non-commutative Brillouin torusfor the homogenous models discussed above is standardand is described next [21].
4.2. The algebra of covariant physical observablesConsider the set A0 of continuous functions with compactsupport: f : Ω× L → MN×N , (27)where MN×N is the space of N×N complex matrices, andendow it with the algebraic operations:
(f + g)(ω, x) = f (ω, x) + g(ω, x),
(f ∗ g)(ω, x) = ∑y∈L eıy∧xf (ω,y)g(t−1y ω, x − y). (28)
Then A0 becomes an algebra with a unit, given by:
1(ω, x) = IN×Nδx,0. (29)
Each element from A0 defines a family of covariant,bounded and finite hopping-range operators on `2(L,CN ),through the fiber-wise representations:
(piωf )ψ(x) =∑y∈L eıy∧xf (t−1y ω, x − y)ψ(y). (30)
For example, the Hamiltonian of Eq. 20 is generated bythe element:
h(ω, x) = tˆ0,x (ω), piω(h) = Hω. (31)
The reciprocal is also true, that any finite hopping-rangefamily of covariant operators Fω on `2(L,CN ) defines anelement from the algebra A0, via:
f (ω, x)αβ = (eα0 , Fωeβx ).
The following equation:
||f || = supω∈Ω sup||ψ||=1√〈piω(f )ψ, piω(f )ψ〉 (32)
defines a norm on A0 and:
f∗(ω, x) = f (t−1x ω,−x)† (33)
defines a ∗-operation. Then the completion of A0 underthe norm defined in Eq. 32 becomes a C ∗-algebra, whichis denoted by A.
4.3. The non-commutative differential calculusThe non-commutative differential calculus over A is de-fined by:
1. Integration:
T {f} = ∫Ω dP(ω) trα{f (ω,0)}, (34)
where trα denotes the trace over the orbital degreesof freedom α .
2. Derivations (i = 1, . . . , d):
(∂if )(ω, x) = ıx if (ω, x). (35)
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The triplet (A, T , ∂) defines the non-commutative Brillouintorus.Below are a few specific rules of calculus that will be usedin the analysis to follow:
• The integration is cyclic:
T {fg} = T {gf}. (36)
• The integration by parts holds:
T {f∂ig} = −T {(∂if )g}, (37)
whenever the two integrals are finite.
• There is the following equivalent formula of calcu-lus:
T {f . . . g} = ∫Ω dP(ω)trα{(piωf ) . . . (piωg)}. (38)
• The operator representation of the non-commutative derivation is:
piω(∂if ) = ı[Xi, piωf ]. (39)
4.4. The sub-algebra of localized observablesIn the regime of strong disorder, when the spectral gapsof the Hamiltonians are filled with localized spectrum, theprojectors and the invertible elements characterizing theground states of the systems from A- and AIII-symmetryclasses no longer belong to A. Instead they belong to theweak von-Neumann closure of A denote here by A′, whichfor the present context can be described as the closure ofA0 under the norm:
||f ||′ = P − ess supω∈Ω sup||ψ||=1√〈piω(f )ψ, piω(f )ψ〉. (40)
If the Fermi level resides in a region of localized spectrum,the kernel of the projectors and of the invertible elementscharacterizing the ground states of the systems from A-and AIII-symmetry classes decay exponentially when av-eraged over the disorder. As such, it is natural to definea sub-algebra of what we call the localized observables.This set, together with a proper norm will become thenatural domain of definition for the cyclic cocycles.
Proposition 3.Consider the set Aloc of elements f in the weak von-Neumann closure of A, obeying the following condition:
∫
Ω dP(ω) |f (ω, x)| ≤ Ae−λ|x|, for some A, λ > 0. (41)
Endow this set with the topology induced by the so calledGNS norm:
||f ||GNS =√T {ff∗} =√T {|f |2}. (42)
Then:
1. The integrals
T {∂a1 f1 . . . ∂ak fk} (43)
are always finite for fi-s from Aloc.
2. The set Aloc is a dense topological ∗-sub-algebraof the weak von-Neumann closure of A.
3. Any functional of the type (and the natural gener-alizations):
Aloc 3 f → T (f ) = T {(∂af )g}, (g ∈ Aloc) (44)
is continuous.
Proof. All points were proved in [3]. However, it isinteresting to take a closer look at point (3). The conti-nuity of T follows by observing that any such functionalcan be rewritten as (−1)|a|T {f (∂ag)} by using the partialintegration (see Eq. 37). Then
|T (f )− T (f ′)| = |T {(f − f ′)(∂ag)}| (45)≤√T {|∂ag|2}√T {|f − f ′|2},
where Schwartz inequality
|T {fg}| ≤√T {|f |2}T {|g|2} (46)
has been used. In the last line of Eq. 45 one can immedi-ately identify the GNS norm, to conclude: |T (f )−T (f ′)| ≤const.||f − f ′||GNS .The continuity in the above proof emerges quite natural,so one can really say that the GNS-norm is indeed thenatural norm to consider on Aloc.
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5. Natural Fredholm-modules over the non-
commutative Brillouin torus
5.1. Clifford algebras and their irreducible representa-
tionsIt is really instructive to look at the irreducible represen-tations of the Clifford algebra Cn,0 defined by:
ΓiΓj + ΓjΓi = 2δij , i, j = 1, . . . , n. (47)
The irreducible representations of Cn,0 can be generate bythe following procedure. First, one should make a cleardistinction between the n = odd and n = even cases.Here, the symbol σ will be used for the odd case and thesymbol γ will be used for the even case, to denote thegenerators of the irreducible representations. For n = 1,set σ1 = 1. Suppose one knows already the generators σ1,. . . , σn for some odd n. Then the irreducible representationof the even Cn+1,0 is obtained as:
γi = Å 0 σiσi 0 ã , i = 1, . . . , n, (48)
and
γn+1 = ıÅ 0 −II 0 ã . (49)
With the even irreducible representation at hand, one con-structs the next odd irreducible representation as:
σi = γi, i = 1, n+ 1, (50)
and σn+2 = (−ı) n+12 γ1γ2 . . . γn+1. (51)
If one starts from n = 1, he can slowly build all the ir-reducible representations of Cn,0 by following the aboveconcrete steps.Here is what one learns from this exercise. The dimen-sions of the Hilbert spaces for the irreducible represen-tations of C2m,0 and C2m+1,0 are both equal to 2m. Theeven representations have a natural grading. Indeed, ifone takes γ0 = σ2m+1, then γ20 = 1 and γ0γi = −γiγ0for all i = 1, . . . , 2m. Such grading doesn’t exist for theodd Clifford algebras. As such, one can already anticipatethat the even/odd Clifford algebras will be used to defineeven/odd Fredholm-modules, respectively.
5.2. The natural Fredholm-modules in odd dimensionsThis chapter describes the natural Fredholm-module overthe non-commutative Brillouin torus in odd dimensionsd [3]. Let Cliff(d) denote the 2 d−12 -dimensional Hilbertspace for the irreducible representation of the odd Cd,0.The Hilbert space H of the Fredholm-modules is definedas: H = `2(L,CN )⊗ Cliff(d). (52)
The C ∗-algebra A can be represented on H by the fiber-wise representations piω ⊗ 1, ω ∈ Ω. The operator F ofthe Fredholm-module is defined as the phase of the Diracoperator:
D = d∑i=1 X i ⊗ σi. (53)
The following shorthands v ·σ =∑di=1 v i⊗σi and vˆ = v/|v |will be used throughout. Also,
Da = (X + a) · σ (54)
will denote the translated Dirac operator. The phase ofthe Dirac operator cannot be defined directly, because thelatter has a zero eigenvalue so we need to use translatesof D. The use of such translates is actually playing acrucial role for the analysis. So let x0 be a fixed point in
Rd. If x0 /∈ L, we define the phase as:
Fx0 = Dx0|Dx0 | , (55)
which acts onH by multiplication with’x + x0·σ . If x0 ∈ L,we define the phase as:
(Fx0ψ)(x) =

(’x + x0 · σ )ψ(x), if x 6= −x0
( 1√d∑di=1 σi)ψ(x) if x = −x0. (56)
Clearly, for all cases, Fx0 has the required properties:
(Fx0 )† = Fx0 , (Fx0 )2 = 1. (57)
In addition, one can show that, for any f ∈ A, the operator[Fx0 , piω(f )] is compact. Summing up all the facts, we havedemonstrated:
Proposition 4.The triples (H, Fx0 , piω), with x0 ∈ [0, 1]d and ω ∈ Ω, de-fine a family of odd Fredholm-modules over A.
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5.3. The natural Fredholm-modules in even dimen-
sionsThis chapter describes the natural Fredholm-module overthe non-commutative Brillouin torus in even dimensions d[2]. Let Cliff(d) denote the 2 d2 -dimensional Hilbert spacefor the irreducible representation of the even Cd,0. TheHilbert space for the module is defined in the same way:
H = `2(L,CN )⊗ Cliff(d), (58)
and the C ∗-algebra A is represented on H by the samepiω ⊗ 1. The grading operator is taken to be
γ = 1⊗ γ0. (59)
The operator F is defined again as the phase of the Diracoperator:
D = d∑i=1 X i ⊗ γi. (60)The shorthands v · γ =∑di=1 v iγi and
Da = (X + a) · γ (61)
will be used again. To define F , one actually has to con-sider again translates of the Dirac operator. Let x0 be afixed point in Rd. If x0 /∈ L, we define:
Fx0 = Dx0|Dx0 | , (62)
which acts onH by multiplication with’x + x0·γ . If x0 ∈ L,we define:
(Fx0ψ)(x) =
{ (’x + x0 · γ)ψ(x), if x 6= −x0( 1√d∑di=1 γi)ψ(x) if x = −x0. (63)
Clearly, for all cases, Fx0 has the following properties:
(Fx0 )2 = 1, Fx0γ = −γFx0 . (64)
In addition, one can show that, for any f ∈ A, the operatori[Dˆx0 , piω(f )] is compact. Summing up all the facts, we havedemonstrated:
Proposition 5.The quadruples, (H, Fx0 , γ, piω), with x0 ∈ [0, 1]d and ω ∈Ω, define a family of even Fredholm-modules over A.
For d = 2, this family of Fredholm-modules is identicalto the one used in the work [11] on the Integer QuantumHall Effect.
6. The Chern characters and their pairing
with the K -groups
6.1. The d = odd caseTo define the Chern characters, one needs first to addressthe issue of summability and the first observation is thatindeed the required summability condition happens overthe sub-algebra of localized observables.
Proposition 6 ([3]).The family of odd Fredholm-modules (H, Fx0 , piω) definedin Proposition 4, with ω ∈ Ω and x0 ∈ [0, 1]d, is (d + 1)-summable over the sub-algebra Aloc, i.e. for any f ∈ Aloc:
∫
[0,1]d dx0
∫
Ω dω Tr{|[piω(f ), F ]|d+1} <∞. (65)
Comparing with the previous exposition of the Fredholm-modules, one will notice that the summability conditionwas slightly modified in order to accommodate a familyof Fredholm-modules (as oppose to an individual module).The summability property expressed above is importantbecause it enables one to introduce the Chern characterfor the entire family of odd Fredholm modules.
Definition 7.The cohomology class (in the cyclic cohomology of Aloc)of the following (d+ 1)-cyclic cocycle:
τ˜d(f0, f1, . . . , fd) = id+12d × (66)∫
[0,1]d
dx0 ∫
Ω
dP(ω) Tr′{piω(f0)[Fx0 , piω(f1)] . . . [Fx0 , piω(fd)]}
is called the odd Chern character of the family of oddFredholm-modules (H, Fx0 , piω). It will be denoted by C˜h∗in the following.
Theorem 8 ([3]).The newly defined odd Chern character has the followingfundamental properties:
1. The pairing between C˜h∗ and K A1 (Aloc) remains in-tegral:
〈[v ], C˜h∗〉 = Index Ex0piω(v )Ex0 ∈ Z, (67)
where the Fredholm index on the right is almostsurely independent of ω and x0.
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2. The odd Chern cocycle accepts the following localformula:
τ˜d(f0, f1, . . . , fd) = Λ˜d∑ρ∈Sd(−1)ρT
(f0 d∏i=1 ∂ρi fi
) , (68)
with Λ˜d = i(−ipi) d−12d!! . Sd is the permutations group.3. The odd Chern cocycle τ˜d is continuous on Aloc. Assuch, the topological K T1 (Aloc) group can be usedinstead of the algebraic K A1 (Aloc) group.
Proof. Here are the key points of the proof.1. From the general theory presented in the first part ofour exposition, one knows that for a fixed ω and a fixedinvertible v , the numerical invariant resulted from the pair-ing of C˜h∗(H, Fx0 , piω) with [v ] is integral (with probability1 in ω and x0). What we need to show is that this pairingremains integral after we average over ω and x0. This isfacilitated by the fact that pairing of C˜h∗(H, Fx0 , piω) withthe K1 group is given by a Fredholm index (see Eq. 17),and the latter is invariant under compact perturbations.Then one observes that, by substituting piω by a translatepitaω in Eq. 17, only a compact perturbation is producedon the righthand side of the equation, hence the paringof C˜h∗(H, Fx0 , piω) with the K1 group remains unchanged.But the translations act ergodically on Ω, hence this in-variance to translations of ω implies that the pairing isconstant of ω, with the exception of singular cases whichoccur with zero probability. Similar for the invariance withrespect to x0. The conclusion is that the pairing remainsintegral even after one averages over ω and x0.2. Expending the trace in Eq. 66, one obtains:
τ˜d(f0, f1, . . . , fd) = (69)id+12d ∑xi∈L
∫
Rd dx trσ
{ d∏
i=1 (’xi + x − ◊ xi+1 + x) · σ}
× ∫Ω dP(ω) trα
{piω(f0) d∏i=1 χxipiω(fi)χxi+1
} ,
where χx = ∑α (eαx )†eαx is the projector onto the orbitalsat site x , and trα and trσ are the traces over the orbitalsat x = 0 and over the odd Cliff(d), respectively. In thefirst line, one can use the following remarkable identity[3]: ∫
Rd dx trσ
{ d∏
i=1 (’xi + x − ◊ xi+1 + x) · σ}
= 2 d+12 (2pi) d−12ı d−12 d!! ∑ρ∈Sd(−1)ρ
d∏
i=1 xρii , (70)
to reduce the expression of τ˜d to
Λ˜d ∫
Ω
dP(ω)∑ρ∈Sd(−1)ρtrα
{piω(f0) d∏i=1 ı[X ρii , piω(fi)]
} ,
which is exactly the expression given in the statement oftheorem, if one uses the rules of calculus from Eqs. 38 and39.3. Using the local formula, the continuity of the Cherncocycle follows from Proposition 3.One can now return to the general theory presented inthe first part of the exposition and harvest all its fruits.In particular, the pairing of C˜h∗ with the K T1 (Aloc) group(see Eq. 13), together with the local formula given above,define a numerical invariant on the homotopy classes ofK T1 (Aloc) group, which can be rightfully called the oddnon-commutative Chern number:
C˜hd(v ) def= Λ˜d∑ρ∈Sd(−1)ρ T
{ d∏
i=1 v−1∂ρiv
} . (71)
This is an integer which cannot be changed under con-tinuous deformations of v inside Aloc (which is consideredwith the GNS norm).The last remark here is that C˜hd(v ) can be expressed inthe operator representation, where it takes the form (Vω =piωv ):
C˜hd(v ) =Λ˜d ∫
Ω
dP(ω)∑ρ∈Sd(−1)ρ
× trα { d∏i=1 V −1ω ı[Xρi , Vω ]
} , (72)
which in the absence of disorder and magnetic fields isjust the real-space representation of the classic odd Chernnumber (see Eq. 3) over the Brillouin torus [28].
6.2. The d = even caseAs in the odd case, we address first the issue of summa-bility.
Proposition 9.The family of even Fredholm-modules (H, Fx0 , γ, piω) de-fined in Proposition 5, with ω ∈ Ω and x0 ∈ [0, 1]d, is(d+ 1)-summable over the sub-algebra Aloc:∫
[0,1]d dx0
∫
Ω dω Tr{|[piω(f ), F ]|d+1} <∞, (73)
for any f ∈ Aloc.
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There is an important observation to be made here. InRef. [2], the maximal non-commutative space (a certainnoncommutative Sobolev space) where the almost sure(d+1)-summability of (H, Fx0 , γ, piω) modules takes placewas determined using the Dixmier trace. However, thattechnique, which in many regards can be considered opti-mal, cannot be used to prove the summability of the entirefamily of Fredholm modules, as defined above. Neverthe-less, the latter can be established on Aloc by a directevaluation of Eq. 73, as it was done for the odd case inRef. [3]. As for the odd case, the summability property ofEq. 73 enables a definition of the Chern character for theentire family of even Fredholm-modules:
Definition 10.The cohomology class (in the cyclic cohomology of Aloc)of the following (d+ 1)-cyclic cocycle:
τd(f0, f1, . . . , fd) = (74)∫
[0,1]d
dx0 ∫
Ω
dω Tr′{piω(f0)[Fx0 , piω(f1)] . . . [Fx0 , piω(fd)]}
is called the even Chern character of the family of evenFredholm-modules (H, Fx0 , γ, piω). It will be denoted byCh∗ in the following.
One should note that, although the expressions of the oddand even Chern cocycles are formally the same, the def-inition of Tr′ is different for these two cases (cf. to thepresentation in the first part).
Theorem 11.The newly defined even Chern character has the followingfundamental properties:
1. The pairing between Ch∗ and K A0 (Aloc) remains in-tegral:
〈[p],Ch∗〉 = Index pi−ω (p)Fx0pi+ω (p) ∈ Z, (75)
where the Fredholm index on the right is almostsurely independent of ω and x0.2. The even Chern cocycle accepts the following localformula:
τd(f0, f1, . . . , fd) = Λd∑ρ∈Sd(−1)ρT
(f0 d∏i=1 ∂ρi fi
) , (76)
with Λd = (2piı) d2(d/2)! .
3. The even Chern cocycle τd is continuous on Aloc.As such, the topological K T0 (Aloc) group can be usedinstead of the algebraic K A0 (Aloc) group.
Proof. The above is a slightly different reformulationof the results of Ref. [2]. Here are the key points of theproof.1. Follows from the same reasons as in the odd case.2. Expending the trace in Eq. 74, one obtains:
τd(f0, f1, . . . , fd) = (77)
−∑xi∈L
∫
Rd dx trγ
{γ0 d∏i=1 (’xi + x − ◊ xi+1 + x) · γ}
× ∫Ω dP(ω) trα
{piω(f0) d∏i=1 χxipiω(fi)χxi+1
} ,
with the same notation as before. There is again a re-markable geometrical identity [2]:
∫
Rd dx trγ
{γ0 d∏i=1 (’xi + x − ◊ xi+1 + x) · γ}
= − (2pi) d2ı d2 (d/2)! ∑ρ∈Sd(−1)ρ
d∏
i=1 xρii , (78)
which can be used to reduce the expression of τd to
Λd ∫
Ω
dP(ω)∑ρ∈Sd(−1)ρtrα
{piω(f0) d∏i=1 ı[X ρii , piω(fi)]
} ,
which is exactly the expression given in the statement oftheorem, if one uses the rules of calculus from Eqs. 38 and39.3. Using the local formula, the continuity of the evenChern cocycle follows from Proposition 3.One can now return again to the general theory pre-sented in the first part of the exposition and draw somevery general conclusions. The pairing of Ch∗ with theK T0 (Aloc) group (see Eq. 15), together with the local for-mula given above, define a numerical invariant on the ho-motopy classes of K T0 (Aloc) group, which can be rightfullycalled the even non-commutative Chern number:
Chd(p) def= Λd∑ρ∈Sd(−1)ρ T
{p d∏i=1 ∂ρip
} . (79)
This is an integer which cannot be changed under contin-uous deformations of p inside Aloc (which is again consid-ered with the GNS norm).
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The last remark here is that Chd(p) can be expressed inthe operator representation, where it takes the form (Pω =piωP):
Chd(p) =Λd ∫
Ω
dP(ω)∑ρ∈Sd(−1)ρ
× trα {Pω d∏i=1 ı[Xρi , Pω ]
} , (80)
which in the absence of disorder and magnetic fields is justthe real-space representation of the classic even Chernnumber (see Eq. 2) over the Brillouin torus [2].
6.3. DiscussionThe quantization and Invariance of the odd/even Chernnumbers can be proven by starting from the Fredholm in-dices Index Ex0VωEx0 and Index P−ω Fx0P+ω , (81)respectively. Indeed, the index of these operators canbe evaluated using Fedosov’s formula and the key iden-tities of Eqs. 70 and 78. But without the guidance ofnon-commutative geometry, who would have guessed thatthese are the correct operators to start with?If the author is allowed to share some thoughts abouthis experience, then these will be his words for the non-commutative geometry as applied to materials science:• The framework provides guidance and intuition.When done inside this framework, the search forthe correct invariants no longer feel like searchingfor a needle in a haystack.
• It provides the big picture so one can always knowwhat he is computing. In the present context, theindex theorems we just presented give morphismsfrom the K -groups of algebra of localized observ-ables into the Z.
• Last but not the least, the framework provides someoutstanding tools of calculus. It will be a true assetto the materials science if a wider acceptance isachieved among the physicists. Needles to say, thefield of Topological Insulators is the perfect groundfor applications.
7. Stability of the complex topological
phasesWith the theory of the odd and even Chern numbers inplace, the characterization of the topological phases of theA and AIII-symmetry classes of condensed matter systems,in the presence of strong disorder and magnetic fields, canbe fully accomplished.
7.1. The AIII-symmetry classA homogeneous aperiodic system is in AIII-symmetry classif there exists a Hermitean N ×N matrix S acting on theorbital degrees of freedom, such that S2 = 1 and:
(1⊗ S)Hω(1⊗ S−1) = −Hω for all ω ∈ Ω. (82)
It is always useful to summarize some fundamental prop-erties:
• The above symmetry constraint forces the energyspectrum to be symmetric relative to the origin. Forthe AIII-symmetry class, the Fermi level is alwaysconsidered to at zero.
• Let S± = 12(1± S) (83)denote the spectral projections of S onto its ±1eigenvalues. Then:
Φ(Hω) =(1⊗ S−)Φ(Hω)(1⊗ S+) (84)+ (1⊗ S+)Φ(Hω)(1⊗ S−),
for any odd function Φ.
• The ranks of S± are equal. As such, there exists aunitary matrix R such that:
RS±R−1 = S∓. (85)
As detailed in Ref. [3], the ground states of these Hamilto-nians can be uniquely characterized by a family of unitaryoperators {Uω}ω∈Ω on `2(L) ⊗ CN . Indeed, the groundstate of Hω is in one to one relation to the phase of theHamiltonian:
Qω = Hω|Hω| = sign(Hω), (86)
because the projector onto the occupied electron statescan be obtained as 12 (1−Qω). For Qω to be well defined,one must assume that, with probability one in ω, the originis not an eigenvalue of Hω , which is the case if the energyspectrum is void or localized at the Fermi level.Now, using Q2ω = 1, Eq. 84 and the definition of the Rmatrix, one can immediately see that:
Uω = [(1⊗ R )Qω(1⊗ S−)]⊕ (1⊗ S+) (87)
is indeed a unitary matrix on `2(L)⊗ CN .
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Another good news is that all the important objects canbe ported on the non-commutative Brillouin torus. Indeed,1⊗S is generated by s(ω, x) = δx,0S, 1⊗S± by s±(ω, x) =δx,0S± and 1 ⊗ R by r(ω, x) = δx,0R . Then Uω = piω(u)where: u = (r sign(h) s−)+ s+. (88)As such, we have established that the ground state of thehomogenous aperiodic condensed matter systems from theAIII-symmetry is in one to one correspondence with anunitary element, which is in the algebra A if a spectralgap exists at the Fermi level, and is in the weak von Neu-mann closure A′ if the this gap is close but the spectrum islocalized at the Fermi level. In this later case, one can ac-tually prove much more [3], that the kernels of Uω’s, whenaveraged over disorder, decay exponentially fast. In otherwords, u belongs to the sub-algebra Aloc of the localizedobservables and, as such, its odd Chern number is welldefined. Furthermore, under continuous deformations ofthe Hamiltonians, the element u varies continuously withrespect to the GNS-norm. As such, all the conclusionsfrom the previous chapter apply in their entirety and onecan immediately conclude:
Corollary 12 (Stability of the Topological
Phases in the AIII-symmetry class [3]).Consider a homogeneous topological insulator from theAIII-symmetry class. Then:1. If the Fermi level resides in a region of localizedenergy spectrum, the non-commutative odd-Chernnumber corresponding to its ground state is finiteand quantized:
C˜hd(u) = Index Ex0UωEx0 ∈ Z. (89)
2. Let Hω(t) = Hω + tδHω , with sup |(eαx |δHω|eβy)| ≤∞, be a deformation of the homogeneous systempreserving the AIII-symmetry. Assume that theFermi level stays in a region of localized spec-trum at all times. Then the odd-Chern number cor-responding to the ground state of Hω(t), that isC˜hd(ut), remains pinned at a quantized value forall t’s.
7.2. The A-symmetry classThe characterization of the topological phases from the A-symmetry class is much simpler because, in the absence ofany symmetry constraints (other than the self-adjointnessof Hω), the ground state of a homogeneous system is en-coded directly in the family of projectors Pω onto the en-ergy spectrum below EF . This projectors are generated bythe element p = 12 (1− sign(h)) and, given the discussion
from the previous section, it follows that, under Andersonlocalization condition, p belongs to the sub-algebra Alocof localized observables. Furthermore, under continuousdeformations of the Hamiltonians, p varies continuouslywith respect to the GNS-norm. As such, the conclusionsfrom the previous chapter apply again in their entirety andone can conclude:
Corollary 13 (Stability of the Topological
Phases in the A-symmetry class [2]).Consider a homogeneous topological insulator from theA-symmetry class. Then:1. If the Fermi level resides in a region of localizedenergy spectrum, the non-commutative even-Chernnumber corresponding to its ground state is finiteand quantized:
Chd(p) = Index P−ω Fx0P+ω ∈ Z. (90)
2. Let Hω(t) = Hω + tδHω , with sup |(eαx |δHω|eβy)| ≤∞, be a deformation of the homogeneous system.Assume that the Fermi level stays in a region of lo-calized spectrum at all times. Then the even-Chernnumber corresponding to the ground state of Hω(t),that is Chd(pt), remains pinned at a quantized valuefor all t’s.
8. DiscussionLet us first summarize what the above mathematics hasgiven us. First, we now can be absolutely sure that allthe topological phases of the condensed matter systemsfrom the A- and AIII-symmetry classes, appearing in thepresently accepted classification table of topological in-sulators [5, 9, 10], continue to exist even after the insu-lating gaps are closed by disorder and filled with denselocalized spectrum. Furthermore, we can also be abso-lutely sure that, at the crossing from one topological phaseto another, an Anderson localization-delocalization tran-sition takes place. For the experiment, this means thatthe phase boundaries of different topological phases aresharp and can be mapped using transport experiments.The experimental signature of the phase boundary shouldbe exactly the same as the one recorded at the plateau-plateau transitions in the Integer Quantum Hall Effect (werefer to the spike in the direct conductance and its univer-sal scaling with temperature). On the practical side, thenon-commutative formulas for the invariants can be imple-mented on a computer [29], leading to some of the mostaccurate and efficient computational algorithms for phasediagram mappings [28, 30, 31].The topological invariants labeling different phases do notalways have direct physical interpretations in terms of
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measurable bulk quantities. For the A-symmetry class, theeven Chern numbers can be connected to electromagneticresponse coefficients, such as the linear Hall conductancein d = 2, or to the non-linear (second-order) electromag-netic response coefficient defined in [32] for d = 4. Theodd Chern number (taken mod 2) gives the electric polar-ization in d = 1 [28] but a direct physical interpretationof the invariant (i.e. not mod 2) is probably impossible ind = 1 and beyond. Also, it is generally accepted that thebulk Z2 invariant for the time-reversal symmetric topolog-ical insulators, which are presently scrutinized in manylaboratories, has no direct physical interpretation. As ageneral rule, however, the presence of a nontrivial bulkinvariant will have measurable effects for the physics atthe boundary between a bulk sample and the vacuum [33].This bulk-boundary correspondence is a separate problemand we are not ready yet to make any statements aboutit.One important remaining task for the bulk characteriza-tion of the complex classes to topological insulators is thecomputation of the K -groups of the local algebra Aloc. Itremains to be seen if these K -groups are isomorphic with
Z, in which case the non-commutative Chern numbers willgive a full classification of the complex classes.
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