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La ciné-angiographie permet l’étude des fonctions physiologiques et morpholo
giques des coronaires lors du suivi des patients ayant des troubles cardiaques. En
particulier le suivi du mouvement des artères coronaires à partir d’images obtenues
par cinéangiographie donne lieu, à de nombreuses difficultés lorsque nous désirons le
rendre automatique. La nature bruitée de ces images, les différentes prises de vue et
les déformations du réseau coronarien donnent naissance à différents problèmes de
vision informaticiue.
Dans ce mémoire, un algorithme permettant de suivre le mouvement tics coro
naires est implémenté. L’idée de faire le suivi des artères coronaires a été introduite
p Kong et aï. {20] en 1971. Ils réalisent alors que les bifurcations coronariennes sont
des marques naturelles sur la surface épicarclique. L’algorithme implémenté dans ce
mémoire se distingue des autres par la présence d’un modèle géométrictue tics struc—
turcs coronariennes. La création du modèle géométrique débute par la segmentation
d’une région d’intérêt avec un algorithme de Fuzzv C-Means. Ensuite, cette région est
utilisée pour générer le squelette tic la section afin cie produire une forme en Y. Nous
définissons alors géométriquement cette structure en Y en calculant son centre et les
angles formés par les branches de la 1)ifurcation. Le suivi peut ensuite être réalisé en
localisant la structure similaire clans l’image suivante de la sécluence angiographicue.
Nous montrons que le suivi des artères coronaires avec cette méthode géométrique
est plus efficace et plus robuste que celui avec la méthode standard de fenêtre de
corrélation.
De plus, nous présentons une méthode de localisation automatique des bifurca
tions coronariennes dans les images ciné-augiographiques. Cette technique permet de
rendre l’application complètement automatique. L’approche proposée débute par une
localisation de régions d’intérêt au moyen d’une détection de contours. Cette étape
permet de rendre l’algorithme plus stable et plus efficace. Ensuite, les bifurcations
sont recherchées uniquement dans les régions d’intérêt en générant le modèle structu
rel proposé par l’algorithme de suivi. Les bifurcations trouvées sont ensuite validées
par la présence dun contour englobant celles-ci.
Mots clés Imagerie médicale. suivi. mouvement, structure, cméangiographie. co
rollaire.
ABSTRACT
Cineangiograms allow the phvsiological and morphological description cf coronarv
arteries in the follow-up cf patients with cardiac troubles. In particular, automatic
coronary artery tracking in cineangiograms brings many problems in computer vision
due to the noisy nature cf those images, the clifferent camera angle views, and the
large coronary network deformation.
In this thesis. we describe a moclel—baseci trackïng algorithm implementeci to track
the motion cf coronarv arteries. This iclea was flrst introduceci bv Kong et aï. [20] in
1971 to assess the heart contraction using for this purpose the coronarv bifurcations as
natural lanclmarks on the epicardial surface. The method implementeci here assumes
that a coronaiy bifurcation can be representecl by a simple Y geometric structure. A
fuzzv C-Means algorithm is first useci to segment the coronary bifurcation, Then the
segmenteci bifurcation is skeletonized to produce the expected Y shape. Te define the
Y shape geometricallv. its center and the branch angles are computed. The tracking
process can now take place simply b looking for a similar Y shape in the next frame
ancl so on.
Using actual cineangiograms, it is demonstrateci that tracking the moveinent of
coronaries with this geometrical approach is more accurate and robust than using a
st andarci correlation window methodologv.
In addition. we also present an approach to localize automatically the coronary
bifurcations in cineangiogram images. This technique is useful to automate bifurcation
selection. First, regions cf interest (ROI) are obtained by contour detection. This
step is useful to increase the algorithm stability and efficiency. Then, we find the
bifurcations in the ROI by looking for Y shape structures with the method used
in the proposed rnodel-hased tracking algorithm. Ail bifurcations are validated hy
testing if a coronary contour surrounds the structure.
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Dans ce chapitre, nous décrivons la motivation derrière la réalisation de ce mémoire.
Nous parlerons du premier chercheur ayant eu un intérêt pour l’étude du mouvement
de l’épicarde par le suivi des bifurcations coronariennes ainsi que de ses résultats.
Nous faisons une brève description de l’imagerie médicale en ciné-angiographie des
coronaires et nous décrivons brièvement les différents chapitres de cette recherche.
1.1 La problématique
En 1971, Kong et ut. [20] s’intéressent à la ciné-angiographie des coronaires clans
le but de déterminer quantitativement la dynamique de l’épicarcle. Ils travaillent
alors sur une autre application de la ciné—angiographie des coronaires cjue les applica
tions classiciues de la médecine et démontrent le potentiel diagnostique du suivi de la
contraction dune section de coronaire afin de caractériser la contraction épicardictue.
Ils démontrent alors l’importance d’avoir aussi bien des données locales que globales.
Kong etat. établissent ciue les bifurcations coronariennes sont des marques naturelles
sur la surface épicardique très efficaces. En fait, les coronaires (vaisseaux sanguins
du coeur, voir la flgure.1.1) sont si près de l’épicarcle qu’elles y sont pratiquement
attachées. En clautres termes, le mouvement des artères coronaires traduit le mouve
ment de lépicarcle (muscle cardiaque externe). La figure 1.1 montre un résultat obtenu
par Kong et aï. sur la comparaison de la contraction de l’artère coronaire antérieure
descendante gauche de huit sujets. Sur ces huit individus, cinq patients n’ont pas de
troubles coronariens et trois ont une occlusion partielle ou totale de l’artère coronaire
2gauche descendante antérieure. La figure 1.1 montre clairement une réduction de la








FIG. 1.1. Contraction de l’artère coronaire antérieure descendante gauche de
cinq patients. (a) Artère coronaire antérieure descendante gauche en gras. (b)
Contraction de l’artère de cinq sujets normaux (côté gauche) et de trois sujets
ayant une occlusion artérielle (côté droit).
En médecine, plus précisément en cardiologie, Fétude de la contraction du coeur
est très importante afin d’évaluer si ce dernier présente des anomalies. Une étude sur
la contraction du coeur peut être réalisée suite à une embolie ou une crise carcliaciue
3(infarctus) pour déterminer si le coeur possède, suite à ces événements, un endroit
de son réseau coronarien qui n’a plus d’apport sanguin (occlusion des coronaires).
Cette défaillance entraîne la mort par ischémie d’une partie du muscle cardiac1ue. La
fonction contractile des ventricules, plus particulièrement le ventricule gauche, joue
un rôle majeur dans le suivi des maladies cardiaciues.
Plusieurs modalités sont offertes pour l’évaluation qualitative telles que féchogra
phie, l’IRM (la résonance magnétique), la médecine nucléaire et l’angiographie (co
ronarographie, ventriculographie). La médecine actuelle travaille qualitativement et
quantitativement sur les fonctions ventriculaires en se servant de la ventriculographie
(dynamique délimitée par l’endocarde). Pour un examen plus coniplet. une coro—
narographie montrant le réseau coronarien est très utile. Cette dernière assure une
évaluation des zones obstruées (sténose) (lui impliquent une diminution, voire absence,
de sang clans certaines régions du muscle carcliacjue. Les évaluations quantitatives de
la contraction ventriculaire sont la fraction déjection (ou pourcentage cléection) et
l’index cardiaque. La fraction d’éjection se définit comme (VTD_VT$)/VTD, où VTS
est le volume télé—svstolique et VTD le volume télé—diastolique. L’index cardiaque.
lorir sa part. se définit comme le volume d’éjection multiplié par le rythme car—
chaque divisé par la surface corporelle. Bien que l’aspect clinique soit très intéressant,
nous n’irons pas plus loin sur ce sujet clans ce mémoire. Pour fin diagnostique, il
est très utile, tel ciue démontré par Kong et aï. [201. de connaître l’activité contrac
tile de Fépicarde localement. L’application clinique de ce mémoire est donc d’obtenir
une étude quantitative locale de la dynamique épicarchiciue sur des images en ciné—
angiographie monoplan (contraction des coronaires). Il est important de comprendre
que pour obtenir une évaluation valide de la contraction cardiaque, il est nécessaire
d’avoir une représentation tri-dimensionnelle des artères coronaires. Cette dernière
peut être obtenue par deux caméras à rayons-X (angiographie biplan) ou plus.
41.2 Description de la cinéangiographie des coronaires
La coronarographie est une modalité intrusive utilisant des raons-X. Une sub
stance (généralement à base d’iode) est introduite dans le patient (très souvent par
l’artère fémorale ou par la sous-clavière pour rejoindre l’aorte puis le coeur) par
un cathéter pour rendre opaques les vaisseaux sanguins aux rayons-X. Dans cette op
tiqtte. les vaisseaux sanguins apparaissent foncés sur fimage et les tissus environnants
(ventricule, poumon. os,..) sont plus pâles. Cette technique est régulièrement utilisée
pour évaluer l’état du réseau coronarien clans le but de déceler des sténoses figure
1.2 (rétrécissement ou occlusion citi vaisseau) présentes clans les artères ou d’autres
anomalies. La ciné-angiographie est aussi utilisée pour observer d’autres artères ciue
celles du coeur.
La coronarogTaphie combinée à la ventriculographie est très utile pour avoir des
données qualitatives et quantitatives sur la morphologie et la physiologie. Lors dune
(h)
(a)
FIG. L2. (a) Présentation d’une image ciné-angiographique comportant une
sténose. (b) Agrandissement de la région comportant la sténose.
5ventriculographie (figure 1.3), par exemple, une approximation de la fraction d’éjection
peut être obtenue par un calcul basé sur un modèle ellipsoïdal du ventricule.
Les images produites par cette technique sont généralement très bruitées. Nous
avons utilisé tics images de l’Institut de Cardiologie de Montréal, fournies par le
docteur Lespérance, comportant les caractéristiques suivantes. Les images sont sous
format Dicom (Digital Imaging anti Communication in Medicine) qui encapsule une
ou des images en format jpeg sans perte ainsi qu’une multitude tFinformations cli
niques. Ces images ont une résolution de 512x512 pixels et une cadence tic 30 images
par seconde. En plus d’être très bruitées, elles ne sont pas faciles à traiter (comme
la plupart des modalités en imagerie médicale) comparativement à des images prises
par caméras. à pellicule ou numérique, clans un environnement de tous les jours. Les
structures intéressantes, les coronaires. sont parfois accompagnées de toutes sortes de
structures non désirables et relativement aléatoires (figure 1.5). Par exemple, des os,
des cathéters peuvent apparaître ou croiser des coronaires, les poumons, des anneaux
de métal ou tics agrafes post-chirurgicaux. etc., peuvent tous rendre la tâche de trai
FIG. 1.3. Présentation de la ventriculographie comme outil d’examen morpho
logique et physiologique du ventricule.
6tement d’images très difficile. Le contraste de ces images est parfois très bas et d’une
répartition non uniforme clans l’image. De plus, le coeur est une structure qui a des
mouvements très rapides et des torsions qui induisent parfois des occlusions de coro
naires. Les incidences de caméras apportent aussi certaines difficultés. Les différentes
incidences sur un même patient peuvent faire apparaître des structures anatomidlues
qui interfèrent de différentes façons avec les coronaires. Le rapport signal sur bruit
change aussi avec le changement d’incidence de lamplificateur à rayons-X. (Voir les
détails dans [22])
FIG. 1.4. Principales artères coronaires.
71.3 Objet de la recherche
Le suivi cl’ob jets clans une séquence vidéo est un sujet de recherche très important
clans le domaine de l’imagerie en général. Dans ce mémoire, nous ne regarderons cïue
des méthodes appliquées au suivi des coronaires.
Le travail présenté clans ce mémoire explique une méthode structurelle pour suivre
les bifurcations coronariennes clans le temps en cieux dimensions. Nous proposons une
approche différente à l’effet cytie cette méthode se base sur une structure en Y des
bifurcations coronariennes. Cette recherche propose aussi une méthode de détection
des bifurcations coronariennes dans l’image. Cette dernière opération permet Fini
tialisation du suivi de celles-ci et rend l’application complètement automaticyue. Il
FIG. 1.5. Image angiographique montrant différentes caractéristiques qui pro
voquent des problèmes de vision. (a) Partie de Iimage ayant un faible contraste.
(b) Un cathéter. (c) Fil de fer fixant le sternum après une intervention chirur
gicale. (d) Os d’une côte.
8faut noter que cette méthode de suivi peut être utilisée en trois dimensions, en utili
sant une coronarographie biplan. pour accéder aux contractions réelles des coronaires.
Ces contractions permettront ensuite d’obtenir une analyse quantitative précise du
mouvement épicardique.
1.4 Présentation du mémoire
Au coeur de cet ouvrage, nous présenterons une brève description des méthodes
de suivi et de détection de coronaires et nous décrirons les étapes cmi permettent la
création du modèle en Y puis l’algorithme de suivi lui-même. Nous présenterons en
suite une méthode pour localiser automatiquement les bifurcations coronariennes dans
une image cmé—angiographique pour enfin illustrer ios résultats sous forme d’images.




Ce chapitre est consacré à la revue de littérature. Comme ce mémoire démontre
une nouvelle façon de faire le suivi des bifurcations coronariennes, ce chapitre passe
en revue différentes approches de suivi des coronaires. Le suivi (tracking) d’objet est
une application très répandue clans la sphère de l’imagerie. Il va de soit que nous
allons nous limiter à la littérature reliée aux coronaires. Nous y présentons aussi
quelcues notions qui permettront aux lecteurs dêtre suffisamment confortables avec
les techniques présentées dans ce texte. Par exemple, les filtres dc Kalman seront
brièvement décrits ainsi que la méthode de suivi par corrélation cjui servira de contrôle
quantitatif des résultats obtenus par la présente recherche.
2.2 Littérature sur le suivi des coronaires
Commençons par les méthodes classiciues de suivi des corollaires telle que la
corrélation ou la somme des diflrences absolues entre cieux régions d’intérêt Prises
clans un voisinage d’une image à l’autre [24]. Ces méthodes sont basées sur des mesures
de similarité d’un ensemble de pixels dans une région. La méthode par corrélation
sera décrite clans ce chapitre comme méthode comparative à celle présentée clans cette
recherche.
D’autres auteurs, comme l\’Iourgues et at. [27], font la reconstruction en trois
dimensions du réseau coronarien. En utilisant une méthode serni-antomafique pour
faire l’étiquetage et la segmentation de l’arbre coronarien, ils ajustent une courbe









FIG. 2.1. Résultats des travaux de Mourgues et al. (a) Ajustement de 8-spline
sur les lignes centrales des coronaires. (b) Reconstruction tri-dimensionnelle des
artères coronaires à partir de deux plans.
D’autre part, des «snakes> [1$] peuvent aussi être utilisés comme modèle déforma
hie au même titre que des splines [19] pour faire le suivi des coronaires. Une autre
avenue possible est de faire le suivi sur un modèle de crête qui correspond à la ligne
centrale des coronaires (riclge-based algorithm [30, 15, 2, 25, 35, 17]). Touas et Panas
proposent un algorithme de suivi basé sur l’algorithme d’agrégation, Fuzzy C-means
clustering [29]. Cet algorithme sera utilisé dans cette recherche pour réaliser une
segmentation dans la méthode présentée au chapitre 3.
Dautres méthodes ont déjà été implantées pour suivre Fensemble des artères. On
parle du flux optique [24], du recalage élastique [41] et des filtres de Kalman. Le flux
(h)
11
optique est particulièrement difficile à réaliser sur ce type d’image car le déplacement
des coronaires s’effectue de manière à provoquer des déplacements de plus de 10
pixels d’image en image. Par contre. Meunier et al. [21] ont réalisé une étude sur
le mouvement de l’arbre coronarien en ciné-angiographie monoplan en utilisant la
combinaison du flux optique pour estimer la position des bifurcations coronariennes
et la corrélation pour améliorer l’estimation de la position de celles-ci. Un autre type
de suivi est le suivi adaptatif [38] [37].
En juin 2003, Chen et Molloi [26] ont proposé une méthode de suivi des coro
naires en utilisant plusieurs résolutions d’images. Pour cbaque résolution d’images.
une fonction de décomposition et de diminution de bruit (fast wavelet algorithm [231)
est appliquée pour une séquence d’images floues (filtre passe bas). Ils proposent en
suite de générer une carte coronarienne en sélectionnant le mininmm (correspondant
aux structures opaques aux rayons-X) (lans chaque orientation (horizontale, verticale,
diagonale) des images filtrées à l’étape précédente. Le réseau coronarien est ensuite
généré avec les différentes vues de Fétape précédente. Il procède finalement par une
étape de raffinement en utilisant un algorithme de «peg—qniver» [26].
Il existe aussi (les méthodes qui suivent les coronaires en trois dimensions. Les trois
dimensions sont obtenues par dIeux mesures 2 dimensions appelées par angiographie
biplan (e.g. [33, 5, 34]).
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Fie. 2.2. Résultat de la reconstruction tri-dimensionnelle de Shechter et aL
[34]. (a) Projections à la fin de la diastole, (b) Reconstruction tri-dimensionnelle




Des travaux ont aussi été effectués pal- Dodge et al. [11, 12] pour modéliser le réseau
coronarien en trois dimensions. Ils ont construit un modèle qui divise les artères co
ronaires en sous-sections selon les bifurcations coronariennes. Chaque coronaire est
divisée en trois points entre deux bifurcations coronariennes. Ceci permet d’avoir de
nombreux repères sur le réseau coronarien, ce qui permet la reconstruction tridimen
sionnelle et le suivi des coronaires. La figure 2.3 montre les divisions coronariennes
solon Docige et aï.
2.3 Les filtres de Kalman
Cette section donne aux lecteurs de l’information sur les filtres de Kalman em
ployés dans cette recherche. Les filtres de Kalman ont été combinés avec la technique
FIG. 2.3. Les artères coronaires divisées selon le modèle de Dodge.
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structurelle utilisée dans cette recherche dans le but d’augmenter la vitesse de trai
tement et d’améliorer la précision de la localisation des bifurcations.
Les filtres de Kalman sont utilisés pour estimer une variable en fonction du temps.
Le filtre de Kalman est une nomenclature utilisée pour exprimer un modèle du mouve
ment a priori estimé. On peut aussi le présenter sons forme d’un estimatenr récursif
optimal. Le modèle peut être de forme linéaire. Ces filtres ont plusieurs domaines
d’utilisation. Pour nons, l’utilisation est la détermination de la trajectoire mais ce
filtre peut aussi être utilisé pour la robotique, le traitement du signal et les systèmes
(le commande pour le guidage. Ici. nous désirons étudier l’évolution d’un système
possédant des contraintes (le types connues et inconnues. Le filtre de Kalman étudie
ce qui se passe dans un voisinage (l’une trajectoire déterministe. Voici tin aperçu du
filtre (le Kalman en deux dimensions (pour le suivi dans une image).
Premièrement. on choisit un modèle qui convient à l’application voulue. Dans
le cas présent, le suivi des bifurcations coronariennes. on cherche à savoir où les
bifurcations évoluent dans le temps. à quelle vitesse (u. t’) elles vont et quelles sont
leurs accélérations (o, b). Le niodèle pose comme hypothèse que laccélération des
bifmcations coronariennes est constante et que le \t est constant à St = 1. Voici le
modèle
S = (x, y, u, u, o, b) (2.1)
= X_ + U + (2.2)
lit = lit—i + Vt + (2.3)
Ut = Ut_i + Ut (2.4)




Le filtre de Kalman a besoin d’une mesure estimée par médium externe. Dans le
cas clui nous intéresse, la mesure est effectuée par l’algorithme qui sera présenté dans
le chapitre suivant. Il faut noter que cette mesure donne seulement des valeurs de
position. La vitesse et l’accélération instailtanée ne sont pas calculées.
Le filtre commence par une estimation initiale de la position. On donne une valeur
de la position (x. y), ici donnée par l’algorithme au chapitre suivant. On pose douc
s0 (. y. 0. 0, 0. 0) car on ne connaît pas la vitesse ni l’accélération.
Le filtre de Kalman se présente en quatre étapes, soit le modèle, la pr&liction, le
gain de Kalman et l’estimer final. Voici les équations régissant ces quatre étapes. Noter
que la matrice H est mie matrice 2x6 décrite par l’équation 2.8. La matrice Q est la
matrice 6x6 décrivant la covariance du bruit (erreurs) sur le modèle (x.y.v,v.a,b).
t 1 0 0 0 0 0
j j (2.8)
0 1 0 0 0 o)
Le modèle
S, = A,S,_1 -- (2.9)
ra, = H,S, W, (2.10)
La matrice A est formée des équations 2.1 à 2.7 et les matrices V et W sont des
variables aléatoires de variance q et r et de moyenne 0.
La prédiction
S A,_S,_1 (2.11)
P, = A,1P,iA + Q-i (2.12)
Le gain de Kalman
K, = H, (H,P,H7’ + R,)’ (2.13)
16
L’estimer final





Nous discuterons de la combinaison de ces filtres de Kalman avec le suivi structurel
dans le chapitre consacré à la discussion.
2.4 Méthode par corrélation
Dans cette section, nous présentons une méthode classique de suivi, la corrélation,
comme méthode témoin pour la méthode structurelle élaborée au chapitre suivant. La
corrélation est une fonction de ressemblance entre cieux fonctions (ici cieux images).
Elle ressemble beaucoup à une convolution. La convolution clans le domaine spatial
étant




ni. y — n) (2.16)
în=O n=O
où J et h sont deux fonctions. Dans notre cas, sur des images. J représente l’image
et h limagette (souvent appelée masque de convolution). La corrélation se décrit
comme suit
M—i N—i
f(2’, ) Ïz(x, ) = f*( n)h(x + ni. y + n) (2.17)
m=O n=O
où J est la conjuguée complexe de f Dans le cas où les fonctions sont réelles.
lorsque nous parlons d’images par exemple. J
= f. De plus, nous avons des propriétés
similaires pour la corrélation et la convolution.
Propriétés de la convolution
f(x, y) * h(x, y) F(u, e)H(n, e) (2.18)
f(x, y)h(x, y) F(u, e) * H(e, e) (2.19)
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où f est la transformée de Fourier de J et H est la transformée de Fourier de h. Pour
la corrélation, on a les propriétés suivantes
f(x, y) o h(x, y) F*Qu, L)H(u, e) (2.20)
J*( y)h(. y) f(o, e) o H(u. e) (2.21)
Il y a cependant un petit problème avec la corrélation elle est sensible aux
changements de contraste et de brillance. Nous pouvons observer due si la valeur de
J double, alors la valeur de la corrélation double elle aussi. Il existe une fonction de
corrélation qui est insensible à ces changements en normalisant les cieux fonctions pour
lescjuelles nous calculons la corrélation. Voici cette fonction de corrélation insensible
aux changements d’amplitude des deux fonctions
f(s. t) — f(s. t)][w(x +
- (2.22){Z Z[.f(s. t) — f(s. t)12 s. y + t) —
où f est la mo enne de la fonction f dans la région qui coïncide avec la position
de w et t est la moyenne de la fonction w. Il est important de noter que cette
corrélation est normalisée entre [-1,1] (corrélation au sens probabiliste). Plus la valeur
de corrélation est près de 1 en valeur absolue, plus la corrélation est forte (linéarité
rigoureuse entre les deux fonctions). Plus elle est près de zéro (en valeur absolue),
moins il a de ressemblance (linéarité) entre les cIeux fonctions. Voici un exemple







FIG. 2.4. Résultat de la corrélation entre deux images. (a) Image. (b) Élément
structurant fimagette). (c) La corrélation entre a et b. La position de l’élément
structurant est l’endroit où la corrélation est la plus forte (point le plus blanc).
2.5 Détection de contours
La dernière partie de cette recherche propose un algorithme pour exécuter la
détection des bifurcations coronariennes clans une image angiographique. Cette par
tie utilise un algorithme de détection de contours, ce pourquoi nous décrirons ici
l’algorithme de détection de contours utilisé. Plusieurs algorithmes de détection de
contours sont proposés clans la littérature comme le filtre de Sohel. de Laplace, de
Prewitt, de Robert, de Marr-Hildreth et de Canny, tous basés sur le gradient. Nous
présentons le filtre de Canny qui sera utilisé pour la détection de contours dans le
chapitre 4 sur la détection autonlatique des bifurcations.
(a)
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2.5.1 Filtre de Canay
Le filtre de Cannv [6] donne une bonne qualité de détection de contours avec
beaucoup de détails. Canny démontre l’unicité d’un filtre linéaire optimal (le détecteur
de contours de Ca;my) avec ses critères. Le problème avec ce filtre vient du fait qu’il
présente deux paramètres (té, et tt) qui changent considérablement les détails des
contours. Ce filtre se présente en trois étapes simples. Voici les trois étapes.
— Etape 1 t Le réhaussement de Canny
— Appliquez un filtre gaussien sur l’image
— Calculez la norme du gradient c5(i. j) et une estimation de la normale du
gradient c0(i. 1) pour chaciue pixel (i.
.1).
c,(i, J) J(i, j) + J(i,j) (2.23)
—
c0Q,j) = tan1—— (2.24)
au
où .J et J,, sont les gradients en j: et y respectivement. c0(i. f) représente la
tangente à la direction du contour.
Étape 2 : Suppression des non maximums
— Approximez la tangente à la direction du contour c0(i, i) lx” une des 4 clirec—
tiolls stuvantes t 00, 45°, 90°, 135°.
Si cQ. j) est plus petit clu’au moins un de ses deux voisins le long du gradient,
alors supprimez le contour (cs(i,j) 0).
Étape 3 : Seuillage par hvstéresis
— V pixels (i.j) Cs(’i,J) > tj
- Considérez comme contour tous les pixels tel que c8(i, j) > t1 et qui sont
connectés au point du contour précédent perpendiculairement à son gra
dient.
Dans notre cas, au chapitre 4, nous utilisons des paramètres t,, = 0.7 et t1 =
0.9 fixés empiriquement afin de n’avoir aucune interaction avec l’utilisateur. Cette
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contrainte peut engendrer certains problèmes car la détection est grandement affectée
par ces paramètres. Nous en discuterons dans le chapitre de discussion.
2.6 Segmentation
Dans cette recherche, nous utilisons la segmentation pour isoler les coronaires (les
bifurcations) du reste (le limage. La segmentation en vision constitue un très large
domaine et est toujours dactualité. Une multitude d’algorithmes de segmentation
existent. De la simple segmentation par un seuil par introspection de l’histogramme,
en passant par des méthodes à seuillage optimal, des méthodes markoviennes [10], de
la segmentation au sens (les textures, au sens des contours. (lu mouvement Nous
vous proposois un livre (le traitement d’images [41] qm traite de la segmentation.
Nous décrirons par contre l’algorithme utilisé dans cette recherche. Fuzzv C-menus.
ainsi que les paramètres utilisés dans cet algorithme au chapitre suivant.
Chapitre 3
DESCRIPTION DE L’APPROCHE PROPOSÉE POUR LE
SUIVI DES BIFURCATIONS CORONARIENNES
3.1 Introduction
Dans ce chapitre, nous présentons l’approche proposée par ce mémoire pour faire
le suivi des bifurcations coronariennes. Nous avons choisi une méthode structurelle
basée sur la forme des bifurcations. Ce choix vient du fait qu’une bifurcation ressemble
beaucoup à une structure en Y et qu’elle est géométricuement facile à décrire .Notons
due cette méthode est complètement. automatidlue à l’exception (le l’initialisation,
par un clinicien, des coordonnées des bifurcations à être stuvies. Cette initialisation





FIG. 3.1. Représentation d’une bifurcation sous forme d’un Y fa) La bifurca
tion. (b) La bifurcation ayant subit une rotation. (c) Un Y avec trois angles
quelconques.
Pour arriver à décrire géoniétriquement la hifttrcation en forme de Y nous de
vons simplifier l’image. contenant la bifurcation, afin d’en calculer les paramètres. Le
sctuelette. ou la ligne centrale. de la bifurcation est. utilisé pour représenter le modèle
de la bifurcation. Cincj paramètres seront. calculés pour décrire cette structure. Les
deux premiers paramètres sont les coordonnées du centre de la bifurcation. Les trois
autres paramètres sont les angles formés par les branches de la structure en Y Les
bifurcations peuvent être représentées par le vecteur suivant.
(e1.. c.8l.O2.O3) (3.1)
Les sections suivantes démontrent comment obtenir le vecteur paramétrant une
bifurcation coronarienne. Les étapes pour arriver à ce vecteur descriptif sont effectuées
dairs une région, déterminée empiriquement, de 51x51 pixels contenant la bifurca
tion. Cette région a été choisie de façon à contenir le plus possible d’informations sur
la bifurcation et de sorte que le moins de structures environnantes soient présentes
(a) (b)
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dans cette région. De plus, comme les changements de contraste et de lumiuosité sont
fréquents, en réduisaut la taille de cette région uous maximisous la chauce d’avoir un
contraste plus régulier à l’intérieur de cette régiou. Nous avons donc choisis empiri
quement cette dimension pour maximiser le rapport bifurcation versus fond.
Veillez prendre uote que les résultats de chaque étapes à la modélisation géométrique
de la bifurcation sout montrés dans le chapitre 5. Les figures 5.1 à 5.5 préseutent les
résultats de ces étapes.
3.2 Normalisation d’image
Dans cette section, nous utilisons des algorithmes de base de traitement d’images
dans le but d’obtenir une image plus normalisée et plus claire afin de permettre à
l’opération suivante, la segmentation, de mieux prévoir les caractéristiques de l’image
à segmenter.
Une première opération consiste au filtrage de l’image servant à diminuer le bruit
engendré par la formation de Limage [12]. Le filtre utilisé est un filtre médian de
5x5 pixels. Une correction de contraste à été effectuée car ce dernier est parfois très
faible entre les coronaires et le fond de Limage (bruit ou structures anatomiques). Un
étirement d’histogramme est réalisé sur la section de l’image contenant la bifurcation
pour permettre l’obtention de bifurcations de contraste plus uniforme. Pour parvenir à
cet étirement cl’histogranime, nous appliquons l’équation suivante pour chaque valeur
de l’imagette où min est la valeur minimale des pixels et ziiax la valeur maximale des
pixels présents clans l’imagette.




La prochaine étape pour arriver à la structure en Y est la segmentation de
l’imagette contenant la bifurcation. Plusieurs méthodes simples de segmentation ne
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conviennent pas à ce type d’image. C’est pourquoi le choix d’un algorithme qui
considère la structure (les voisins) et les textures a été fait pour ce mémoire. L’al
gorithme en question suppose que les régions à segmenter ont des caractéristiques
(textures) pouvant les différencier les unes des autres. Dans le cas des bifurcations
coronariennes, deux régions doivent être séparées. Afin d’obtenir un modèle pour la
bifurcation, nous devons isoler la bifurcation du fond bruité incluant le ventricule, les
poumons ou un cathéter par exemple. L’algorithme choisi pour segmenter ces images
est l’algorithme Fuzzy C-Means (fCIVI) [31]. L’algorithme peut être décrit en cinq
étapes. Notons que le paramètre in. le paramètre de Fuzzy, a été choisi empirique
ment comme étant égal à deux.
Etape 1
Initialiser les centres (les pixels délimitant les cieux régions à segmenter) des
groupes (le pixels w1 et w2. Ces centres sont initialisés par un algorithme de
segmentation homogène décrit dans [36] (Voir l’annexe A).
— Initialiser le critère d’arrêt r (r 0.001) (fCM est itératif).
— Initialiser les matrices (le correspondance [pu]. Nous avons utilisé lalgorithme
de Otsu [2$]1.
Etape 2
— Calculer la distance Euclidienne entre chaque pixel x et les centres ‘w.







—. Mise à jour des centres
Remarquer que l’algorithme d’Otsu divise l’histogramme en deux parties en maximisant la va







A = ma Utt1 — UtI) (3.5)
où U = [jj]. Si A > a retournez à l’étape 2.
- Etape 5
— Segmentez selon la matrice de correspondance U.
Dans le cadre de ce mémoire, les attributs pour différencier les coronaires tin fond
sont la moyenne des pixels dans un voisinage, la variance clans ce même voisinage et
la valeur tics pixels. Il aurait été possible d’inclure plus d’attributs porir identifier les
coronaires. Par exemple, les moments ci’orcire trois (équation 3.6) et quatre (équation







où pk est la probabilité d’avoir un niveau de gris égal à k.
L’équation suivante est la fonction à minimiser pour obtenir une segmentation au
sens tic FCM.
JfcI = Z Z(.)m r,— W 12 (3.8)
— j=i =1
Le choix de cet algorithme (FCI\i) repose sur le fait qu’un simple seuillage n’est
pas suffisant pour extraire la bifurcation car les valeurs des pixels des bifurcations
sont parfois plus intenses (les coronaire apparaissent noir sur les images utilisées) que
le fond de l’image. Nous avons très souvent des bifurcations qui chevauche un seuil
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donné (une partie au dessus du seuil et une autre en dessous). Nous avons pensé
à utiliser un autre algorithme de segmentation appeler les K moyennes (K-mean).
Cet algorithme fait la répartition des différentes valeurs de pixel clans des différents
groupements de sorte à minimiser un indice de dispersion. C’est indice de dispersion
peut s’écrire comme suit
J’
J = x, - c 12. (3.9)
i=1 i1EC,
où la seconde sommation se fait sur tous les échantillons .Tj appartenant au groupe
ment C’ dont le centre est C?. Cette fonction à minimiser ressemble beaucoup à la
fonction présentée par l’équation 3.8. Cependant, l’équation 3.8 propose un poids sur
la matrice rie correspondance LI déterminé par le paramètre rie fuzzv ra.
3.4 La squelettisation
La dernière étape avant rie définir la structure géométrique en forme rie Y les
angles et le centre rie la bifurcation, consiste à obtenir la ligne centrale (le squelette)
de la bifurcation segmentée à l’étape précédente. Il existe plusieurs algorithmes de
squelettisation permettant l’obtention de la ligne centrale d’une structure binaire
comme par exemple les opérateur morphologiques [44]. Dans l’opticue d’obtenir un
graphe connexe, nous avons choisi un algorithme proposé par Blum [4]. Voici en détail
cet algorithme.
Un squelette peut être représenté via une MAT (meclial axis transformation). Dans
une MAT, il est possible de définir une région R avec son bord B. Pour chaque pixel J3
dans R, on définit un voisinage autour cm point p à l’intérieur du bord B. Si p a plus
d’un voisin, alors il fait partie du MAT dans B (le squelette). Dans cet algorithme,
il est possible d’utiliser la définition de la distance entre les pixels telle que nous la
désirons. Nous avons choisi la distance euclidienne pour définir la distance entre deux
pixels. On retrouve parfois ce concept de MAT sous le nom de «prairie fire concept».
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De plus, cet algorithme assure la connectivité, n’enlève pas les points extrêmes de la
structure et ne fait pas d’érosion excessive. Dans la présentation de cet algorithme,
on suppose ciue la valeur 1 est la structure et la valeur O est le fond. La méthode est
divisée en deux éta.pes clui seront exécutées un nombre de fois nécessaire pour obtenir
le squelette (méthode itérative). Notons que les huit voisins des pixels sont utilisés.
Voici l’algorithme
— Etape 1
Quatre conditions sont nécessaires pour que le pixel pi soit supprimé de la
structure
(a) 2 < N(py) 6 (3.10)
(b) T(pi) = 1 (3.11)
(e) P2 pi P6 = 0 (3.12)
(cl) pi . p6 p = 0 (3.13)
où N(py)
= p + p ± p + p ± P6 ± p + p + p est calculé selon les huit voisins




et T(p1) est le nombre de transitions 0—1 dans la séquence P2 P3. p.p P6 Pr. P8. P9, P2
— Étape 2
Quatre nouvelles conditions sont nécessaires pour supprimer le pixel Pi
(a’) 2 <N(p1) 6 (3.14)
(b’) T(pi) = 1 (3.15)
2$
(c’) P2 P4 Ps = 0 (3.16)
@‘) P2P6P8=0 (3.17)
L’étape 1 est appliquée sur tous les pixels formant le bord B. Si toutes les condi
tions à cette étape sont satisfaites, alors le pixel est marqué. Si une ou plusieurs
conditions sont non satisfaites, alors le pixel n’est pas changé. Après avoir appliqué
l’étape 1 sur tous les pixels du bord, les pixels marqués sont supprimés (ils ne forment
pas le squelette). L’étape du marquage prévient le changement de forme de la struc
turc au cours de l’itération. Une fois l’étape 1 terminée, l’étape 2 est appliquée sur
les pixels restants de la même façon que l’étape 1. Ces étapes sont répétées jusqu’à
ce qu’il n’y ait pluis de pixel qui change (convergence).
Voici une explication à propos des critères de suppression des pixels. Quand la
condition (a) n’est pas respectée, c’est que le pixel pi est un pixel extrême (un voisin)
et que clans ce cas il ne doit pas être supprimé. S’il a 7 voisins, alors il est nécessaire
de le garder pour ne pas créer d’érosion à lintérieur de la structure. La condition (h)
est utilisée pour ne pas créer de discontinuités clans la structure. Les conditions (e) et
(d) sont satisfaites simultanément soit par (p1 = O ou p6 0) ou (p = O et »s 0).
Ces cieux conditions réfèrent à la structure du voisinage. Le pixel est supprimé si les
conditions ta) et (h) sont satisfaites et si le pixel pi n’a pas de pixel à l’est ou au sud
ou s’il n’a pas de pixel au nord et à l’ouest (4—voisins). Les conditions (c’) et (cl’) sont
essentiellement les mêmes conditions clu’en (e) et (d) au voisinage près.
3.5 Calcul des paramètres du modèle de bifurcation
La dernière étape consiste à représenter la bifurcation comme une structure géorné
triquement paramétrable. Cette structtu’e est composée de cinq paramètres soit trois
angles (6f, 02, 03) et les coordonnées du centre (e7,, e6). Le premier paramètre à définir
est le centre. Ce dernier est fondamental afin de calculer les angles. entre les branches
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d’une bifurcation, selon une origine commune entre les bifurcations dans le temps.
La définition du centre est très simple. Étant donné l’hypothèse d’une structure en
forme de Y il est possible de définir trois courbes qui s’intersectent en un point, le
centre (figure 3.2).
La façon de procéder pour trouver le centre est de faire intersecter un cercle de
rayon de 15 pixels (déterminé empiriquement de façon à couvrir Fensemble de la
région 51 x51 pixels et en éliminant les bords de la structure) avec la structure en
Y de façon à obtenir trois points. Ensuite. nous parcourons la structure d’un point
d’intersection au un autre (le choix n’a pas d’importance). Cette opération détermine
un chemin d’un point d’intersection à un autre soit les points Pi et P2. Ensuite, nous
suivons le chemin du point restant, le point 3, jusqu’à ce que notis intersections le




FIG. 3.2. Localisation du centre de la représentation géométrique de la bifur
cation.
Une fois le centre (c.c) trouvé. nous l)01V011S calculer les autres paramètres, les
angles formés par les branches coronariennes. Pour calculer les angles, un cercle virtuel
est tracé sur limage centrée sur la bifurcation en (c.c5) (figure 3.3). Lintersection
du cercle avec la bifurcation squelettisée donne trois points (pi, P2, p3) qui serviront
à calculer les angles. Avec un cercle de petit rayon, il est possible d’approximer les
courbes par des segments de droite, ce qui nous permet, par la loi des cosinus, de
calculer les angles de la structure. Notons que le cercle est tracé selon l’algorithme de
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Bresenham [3].
En utilisant l’éciuation suivante (loi des cosinus) on obtient les trois angles comme
suit
b2 = e2 + c2 — 2ac cos(B) (3.1$)
Étant donné les trois points (pi P2, p3) (intersections avec le cercle de rayon r=5
pixels), il est possible de créer des triangles à partir de deux points de l’intersection
et du point du centre de la bifurcation (figure 3.3).
J -I \L/ \\ J/K\
(a) (b)
Fic. 3.3. Point d’intersection pour calculer les angles de la structure. (a) In
tersection du cercle avec la bifurcation en trois points. (b) Triangle formé par
deux points de l’intersection et le centre pour le calcul de l’angle formé par les
branches de la bifurcation.
Les deux segments de longueur r sont l’approximation de cieux branches corona
riennes. En remplaçant dans la formule 3.1$. il est possible d’obtenir l’angle 9 formé
par les deux branches coroiariennes opposées au segment pj759 (figure 3.3b)
P1P22 = 2r2(1 — cos(6)) (3.19)
La longueur du rayon (5 pixels) a été choisie empiricluement et en fonction de
la structure générale des bifurcations. Nous devions choisir une valeur de rayon (le
façon à obtenir une bonile estimation des angles. Une trop petite valeur de rayon
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donne lieu à une estimation très grossière des angles car la forme près du centre est
affectée par la nature discrète des images. Une valeur trop grande peut entraîner
des interférences avec d’autres bifurcations. des structures indésirables ou donner
lieu à une fausse interprétation de l’angle dû à la courbure de l’artère. Notons que
lord de l’intersection du cercle avec la structure en Y, nous rejetons tous les points
d’intersection présents dans un voisinage de deux pixels pour assurer l’unicité des
points (pl,p2,p3) sur les trois branches.
Remarquons quand utilisant un rayon de .5 pixels nous faisons une erreur d’environ
12 degrés par pixel. Nous avons due la circonférence est 2îrr = 2zr x 5 30 et qu’il
y a 360 degré donc = 12. Dans notre cas. cette erreur commise ne perturbe pas
le choix de la bifurcation clans le suivi car les bifurcations sont comparées entre elles
et ciue nous choisissons la bifurcation qui minimise la distance euclidienne entre les
angles (voir l’équation 3.20 et la section suivante).
3.6 Le suivi des bifurcations coronariennes dans le temps
Cette section explique comment l’exécution du suivi des bifurcations coronariennes
se réalise. Toutes les étapes précédentes ont pour but de trouver une représentation
géométricue des bifurcations afin de les retrouver clans le temps par la suite. Vous
trouverez les résultats de ce suivi clans le chapitre 5 aux figures 5.6 à 5.9
Premièrement, les bifurcations (la position (c,c) des bifurcations) sont préala
blement choisies par un clinicien (ou automatiquement comme on le verra au chapitre
1). Les coordonnées sont ensuite recalculées par l’algorithme afin d’avoir une posi
tion unic1ue indépendamment du positionnement sur le pixel du clinicien. Le clinicien
donne donc une approximation de la position des bifurcations, qui n’affecte pas le fonc
tionnement de l’algorithme. Ensuite, l’algorithme cherche dans l’image suivante une
structure qui possède des paramètres semblables à ceux de la bifurcation initialisée.
Cette recherche s’effectue dans un voisinage du centre (x. y). Si plusieurs bifurcations
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sont présentes dans cette région, la bifurcation la plus semblable est choisie selon la
formule 3.20. Par cette formule, nous trouvons la distance euclidienne minimale entre
les angles des bifurcations trouvées au temps t+1 avec ceux au temps t. Une fois la
bifurcation trouvée, les angles du modèle sont mis à jour car d’importantes modifica
tions peuvent étre appliquées sur la structure géométrique de la bifurcation dans le
temps dû aux contractions et aux torsions de l’épicarde. Si plusieurs structures cor
respondent (les angles) à la structure recherchée (le modèle), alors la distance entre
le modèle et les structures qui lui ressemble donne un coup qui permet de choisir la
structure avant le coup le plus bas.
( (&) — &(t+fl)2) (3.20)
Dans cette formule, j est la bifurcation trouvée aux temps t + 1 et i sont les
angles décrit par les branches coronariennes.
Dans l’opticiue de rendre l’application plus rapide et pius précise, nous avons tenté
de combiner la méthode structurelle avec le filtre de Kalman décrit dans la section
2.3. Le gain en terme de vitesse n’est p’ obtenu avec cette combinaison chu fait
que la recherche tics bifurcations, par la méthode structurelle elle—même, seffectue en
trouvant le centre de la bifurcation dans tur voisinage sciuelettisé. Le fait de savoir que
le centre, par Kalman, se trouve dans un voisinage plus restreint n’augmente pas la
vitesse de l’algorithme car la segmentation du voisinage initial (sans Kalman) doit être
faite pour obtenir suffisamment d’information pour le calcul des angles. Pour ce qui
est tic la précision obtenue par la combinaison Kalman et méthode structurelle, elle ne
justifie p l’augmentation tic la complexité de l’algorithme en ajoutant Kalman car
le centre est difficile à définir. Nous avons clone décidé de garder la position recherchée
(coordonnée de la position de la bifurcation) au centre de la bifurcation. Bref, le filtre
de Kalman, dans ce cas, ne procure pas de gain justifiant sa complexité.
Le chapitre suivant traite de l’automatisation de l’initialisation du suivi tics hifur
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cations coronariennes. En d’autres termes, cette section explique comment détecter
automatiquement les bifurcations coronariennes présentes dans la séquence sans mi
tialisation ou sélection par un clinicien.
Chapitre 4
DÉTECTION AUTOMATIQUE DES BIFURCATIONS
CORONARIENNES
4.1 Introduction
Dans ce chapitre. nous proposons une étude préliminaire pour automatiser l’ini
tialisation du choix des bifurcations fait par le clinicien. Cette section a pour but
de rendre l’algorithme complètement automatique. Bien sûr. une supervision sera
nécessaire pour le choix de l’image de départ de la séquence (après l’injection) afin
que l’algorithme détecte le réseau coronarien.
La détection automatique sans supervision n’a rien de trivial. Les images angio—
graphicues sont des images qui nous apportent beaucoup de surprises (et ce en tout
temps). Que ce soit le point de vue de la caméra. les anomalies coronariennes, les
éléments post—chirurgicaux (attaches de métal du sternum, par exemple) ou les struc
tures avoisinantes comme les poumons et les côtes, on peut dire cjue ces images sont
imprévisibles (figure 1.5). Il est toutefois possible de concentrer les recherches sur des
parties intéressantes de l’image pour l’algorithme. La recherche de structures en Y
dans toute l’image peut s’avérer très longue et peut entraîner beaucoup de fausses
détections de bifurcations. Une côte. le diaphragme. un cathéter. un fil de fer et bien
d’autres structures peuvent altérer la recherche et mener à l’échec. Nous présentons
donc une méthode simple et efficace afin de trouver les bifurcations coronariennes
présentes dans une image pour en initialiser leur suivi.
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4.2 Détection
Voici la méthode de détection autornaticlue des bifurcations coronariennes dans
une séquence angiographique. Cette méthode se décrit en deux étapes : une détection
de contours en recherchant les régions propices aux bifurcations coronariennes et une
recherche de bifurcation dans ces régions.
.2.1 La détection de contouTs
Dans notre cas, nous voulons une approche cjui sera capable de faire la détection
peu importe l’incidence de la caméra et le temps (systole vs. diastole) du cycle car
diaque. Dans un premier temps, une détection de contours est effectuée sur l’ensemble
de l’image. La détection de contours est toujours d’actualité et il existe une multitude
d’algorithmes. Ici l’algorithme de Canny a été utilisé tel cjue présenté dans le chapitre
2. Après la détection de contours, nous sommes en mesure tic cibler la recherche clans
des zones propices aux bifurcations coronariennes. Nous clouions trouver un moyen
cïexprimer en termes tIc données les zones propices aux bifurcations coronariennes.
Nous définissons une zone potentielle de bifurcation comme étant une région qui
contient des contours nets, d’intensité semblable et de gradient évoluant dans une
direction qui ne change pas trop radicalement et qui se démarciue de la monotonie
(contours moins persistants) de l’arrière-plan. De plus, ces régions sont marquées par
la présence de contours dominants.
L’image est balayée par une région d’intérêt (51x51 pixels la dimension de la
fenêtre contenant la bifurcation) sur l’image de contours (gradient calculé par Canny)
et détecte les régions ou zones d’intérêt. Dans chacune de ces régions, les segments
de contours de longueur minimale (seuil déterminé empiriquement à 22 pixels) sont
analysés de la façon suivante. Chaque segment est divisé en longueurs de $ pixels. La
variance du gradient est calculée pour chacune de ces sections de segment. Si la va
riance de chaque section est inférieure à 5, alors le segment est défini comme contour
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de coronaire. Pour qu’une région soit sélectionnée, nous devons avoir plus de 80 % de
segments qui respectent la condition de variance sur le gradient. Par ce procédé, nous
obtenons les régions de l’image contenant des coronaires (régions d’intérêt). Les co
ronaires sont la source des bifurcations, les structures à rechercher. Bien sûr, d’autres
régions sont détectées. Cette méthode supprime par contre beaucoup de régions qui
sont sans intérêt pour la recherche de bifurcations coronariennes. Cependant, il est
possible de retrouver des structures tel qu’un cathéter clans les régions d’intérêt. Ces
structures sont. à l’étape suivante, éliminées clans la recherche de bifurcation.
.2.2 La détection de bifarcations coronariennes
Une fois que les régions d’intérêt sont bien définies, nous effectuons une recherche
de bifurcations coronariennes de la même manière que celle expliquée précédemment
pour le suivi des bifurcations dans les régions obtenues à l’étape précédente. Nous
faisons la recherche de tous les squelettes et nous calculons leurs attributs, c’est-à-dire
les coordonnées du centre et les angles formés par leurs branches. Ensuite, pour chaque
bifurcation trouvée, il est nécessaire de valider s’il s’agit bien d’une bifurcation et non
pas d’un artefact (structures envirollnantes). Par exemple, lors de la segmentation en
FIG. 4.1. Image montrant un contour faisant partie de la zone potentielle de
bifurcation. Les flaches représentent le gradient.
37
deux régions d’une partie du fond, on retrouve régnlièrement des structures qui, une
fois squelettisées, forment bien une bifurcation. Nous donnerons un exemple de ce cas
dans la discussion. Pour éliminer ces fausses bifurcations, nous proposons de justifier
le fait qu’une bifurcation doit être supportée par une coronaire. Le contour étant
calculé à l’étape précédente, nous sommes eu mesure de réutiliser cette information
pour valider la présence de la bifurcation coronarienne. La vérification se fait comme
suit. La bifurcation doit être à l’intérieur de son contour. Cette opération est réalisée
eu regardant sil y a intersection du squelette avec le contour de la même région.
S’il y a intersection, alors le squelette nest pas à l’intérieur de son contour et il
est rejeté. De plus, nous vérifions la similarité entre les gradients, en norme et en
orientation, du contour de la bifurcation avec la normale de la bifurcation. Cette
sinularité est calculée sur les trois branches (un gradient par branche). Connaissant
trois points sur le squelette (intersection avec nu cercle de rayon 5 pixels), nous
calculons la normale au squelette en ces trois points et nous les comparons avec les
gradients respectifs du contour. Les gradients sur le contour sont sélectionnés comme
étant le premier gradient clans la direction de la normale an squelette (voir la figure
4.2). Enfin, pour être certain nue la bifurcation trouvée est bien une bifurcation
coronarienne, il est possible de vérifier ses attributs, centre et angles, dans l’image
suivante. Cette dernière vérification assure aussi l’acceptation de cette bifurcation
en tant que véritable bifurcation et qu’elle est retronvable clans le temps. Par cette
remarque, nons voulons dire que tontes les bifurcations ne sont pas nécessairement
retrouvable dans le temps. soit en étant trop petites ou par perte d’agent de contraste
trop rapidement.
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FIG. 4.2. Squelette d’une bifurcation à l’intérieur de son contour. Le gradient du
contour est similaire à la normale du squelette. Les flèches pleines représentent
la normale aux intersections du cercle avec le squelette. Les flèches pointillées
représentent le gradient sur le contour dans la direction de la normale.
La section suivante présente les résultats de cette étude préliminaire en détection
autonlaticlue des bifurcations coronariennes.
4.3 Les résultats sur la détection des bifurcations coronariennes
Dans cette section nous montrons les résultats obtenus pour la détection automa—
ticlue de bifurcations coronariennes. Comme il a été mentionné clans fintroduction.
la partie détection a servi à initialiser la position des bifurcations pour la recherche
de celles-ci clans le temps. Les résultats sont tous acconipagnés de la détection de
contours et de la recherche des zones potentielles de bifurcation (les coronaires). Les
figures 4.3 à 4.6 montrent queIcues résultats obtenus.
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(c)
Fie. 4.3. Résultat de la détection des bifurcations coronariennes par la méthode
proposée au chapitre 4. (a) La détection de contours. (b) La détection de zones
propices. (c) La détection des bifurcations.
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(e)
FIG. 4.4. Résultat de la détection des bifurcations coronariennes par la méthode
proposée au chapitre 4. (a) La détection de contours. (b) La détection de zones
propices. (c) La détection des bifurcations.
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FIG. 4.5. Résultat de la détection des bifurcations coronariennes par la méthode
proposée au chapitre 4. (a) La détection de contours. (b) La détection de zones
propices. fc) La détection des bifurcations.
(e)
42
Fic. 4.6. Résultat de la détection des bifurcations coronariennes par la méthode
proposée au chapitre 4. (a) La détection de contours. (b) La détection de zones
propices. (c) La détection des bifurcations.
(c)
13
4.4 Discussion de l’approche proposée pour la détection automatique
des bifurcations coronariennes
La détection automatique des bifurcations n’est que le début d’une recherche qui
s’annonce enrichissante. Cette méthode est composée d’une détection de contours
réalisée par le filtre de Canny. Cannv propose un algorithme clui doime la liberté
de définir deux paramètres (t, et t,1) qui influencent énormément la précision de
la détection. En utilisant cette méthode. nous avons la contrainte d’avoir un algo
rithme semi—automatique. Comme nous désirions une méthode automatique, nous
avons défini les deux paramètres, empiriquement, comme étant fixes. Le fait de fixer
les deux paramètres pour toutes les images engendre une perte de puissance de cet
algorithme (Canny). Dans certains cas, la détection de contours provoque l’apparition
de plusieurs petits contours du fond (le l’image qui rendent la détection (les cotitotirs
coronariens plus difficile.
La méthode (le détection proposée suggère (le chercher les bifurcations dans les
zones coronariennes, ce qui augmente la vitesse de recherche (ne pas chercher dans
les zones (le fond bruitées) et diminue le risque de détecter (les fausses bifurcations.
En praticlue, la zone coronarienne s’étend sur environ 10% de la superficie totale de
l’amage. Nous optenons donc un gaill en vitesse d’environ 2.5 fois en excluant le
temps pour trouver la zone coronarienne. En plus du gain en vitesse, nous diminuons
le risclue cl’optenir une fausse bifurcation clans une zone autre que celle des coronaires.
La détection automatique des bifurcations coronariennes en ciné-angiographie tics
coronaires est non triviale. Nous avons développé un algorithme permettant de locali
ser les bifurcations coronariennes dans une image. En regardant les images résultantes,
on constate que la détection de zones propices aux bifurcations est généralement bien
faite. On aperçoit des régions détectées, comme zones propices, près des bords qui cor
respondent au bord de l’image. Ces zones sont ignorées par l’algorithme. La détection
de bifurcations dans ces zones est relativement bonne. Nous nous apercevons cyue les
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bifurcations les plus évidentes sont pratiquement toutes détectées. Les trop petites
bifurcations, ou les bifurcations trop bruitées, ne sont généralement pas détectées
car notre algorithme impose que le squelette de la bifurcation soit à l’intérieur de son
contour. Or si le contour est bruité ou sil est trop petit (iuterpénétration du contour),
il est difficile (le définir si le squelette est à l’intérieur (le celui-ci. Ce problème pour
rait peut-être être résolu en ajustant les paramètres de l’algorithme (le Canny afin
d’obtenir des contours plus grossiers.
L’utilité (le cette méthode est de rendre l’application complètement automatique
se qui permet (le faire des rapports cliniques automatiquement dès qu’une série




Ce chapitre est consacré à la validation des méthodes de suivi et de détection
des bifurcations coronariennes décrites clans ce mémoire. La méthode de suivi sera
comparée à cieux autres techniques. Dans un premier temps, elle sera comparée à la
méthode par corrélation. Ensuite, les résultats donnés par la méthode de modélisation
et de corrélation seront comparés à des résultats obtenus par un utilisateur humain
expert.
Afin de bien représenter cette tecimique. nous afficherons des résultats de que1cues
images dune même séquence pour voir l’évolution clans le temps du suivi des bifur
cations coronariennes. Ce type de méthode est passablement difficile à évaluer de
manière quantitative exacte. Cela peut s expliquer Iar le fait que le centre de la bi
furcation demeure approximatif même potir un expert. Pour constater ce fait, nous
avons comparé cieux suivis, à des temps différents, des mêmes l)ifurcations par un
utilisateur expert. Nous monterons aussi des graphiques représentant l’évolution des
distances euclidiennes entre l’utilisateur expert et les suivis automatiques.
Pour les résultats concernant la détection de bifurcations, une seule analyse quali
tative sera effectuée. Il est difficile de quantifier la détection car il est ardu d’évaluer si
une bifurcation doit être acceptée ou non. La grosseur. la lmninosité et les structures
qui chevauchent les bifurcations rendent lévaluation cluailt.itative très difficile.
Débutons par la prése1tation des résultats sur les étapes de la modélisation du
modèle de bifurcation pour le suivi. Notez que les résultats ont été générés à partir
d’images provenant de 15 patients différents de l’Institut de Cardiologie de Montréal
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(ICIVI). Nous avons fait l’étude sur 20 séquences avec 45 bifurcations au total. Il faut
noter que les images sont difficilement accessibles dû à l’éthique envers les patients.
De plus, la sélection des séquences a été difficile car beaucoup de ces séquences ne sont
pas adaptées à la détection et au suivi des bifurcations. Par exemple, les incidences de
caméras sont en fonction (le la pathologie du sujet et ne montrent pas nécessairement
des bifurcations à cause du nombre élevé d’occlusions. Les sécluences ont été choisies
en fonction du temps de l’injection, du contraste élevé et tics incidences montrant un
réseau coronarien simple (moins tic coronaires mais pltis de bifurcations). Il ne faut pas
oublier que le but du suivi tics bifurcations est d’évaluer la contraction de l’épicarde. Il
est plus simple tic prentire une incidence qui montre une ou deux coronaires mais avec
le pius tic bifurcations possible. Notons aussi que les séquences tic 30 à 150 images ont
été traitées sur 30 images. Cette contrainte de 30 images par séquence nous permet
tic faire les calculs sur le nième nombre d’images. Par exemple, une séquence de 100
images perdra son injection dans les dernières iniages et les petites bifurcations ne
seront plus visibles. De plus, ces séquences montrent avant et après l’injection ce
qui diminue beaucoup le nombre d’images pertinentes (utilisables). Nous avons donc
normalisé le tout en gardant 30 images pal- séquence (ce qui fait une secontle (30
images par seconde) et environ un cycle cardiaque).
5.2 Les étapes de la modélisation
En premier lieu. il est de mise tic montrer les différentes étapes pour arriver à
la modélisation de la bifurcation. Ces différentes étapes sont effectuées sur la section
contenant la bifurcation dans une zone de 51x51 pixels. Nous estimons empirittuement
que cette dimension est optimale pour obtenir suffisamment d’informations sur la
bifurcation présente dans cette région et avoir un bon rapport de surfaces entre la
bifurcation et le fond d’image. Les figures 5.1 à 5.5 présentent différents résultats






FIG. 5.1. Les étapes préparatives d’une imagette en vue de l’obtention du
modèle. (a) L’image originale. (b) L’image après normalisation. (c) L’image
segmentée. (d) Le squelette. Ici nous avons éliminé le bord (8 pixels) pour ne
pas avoir d’efFets de bord.
(b)
(d)
FIG. 5.2. Les étapes préparatives d’une imagette en vue de l’obtention du
modèle. (a) L’image originale. (b) L’image après normalisation. (c) L’image









Fic. 5.3. Les étapes préparatives d’une imagette en vue de l’obtention du
modèle. (a) L’image originale. (b) L’image après normalisation. (c) L’image
segmentée. (d) Le squelette.
FIG. 5.4. Les étapes préparatives d’une imagette en vue de l’obtention du
modèle, fa) L’image originale. (b) L’image après augmentation de la qualité.








FIG. 5.5. Les étapes préparatives d’une imagette en vue de l’obtention du
modèle. (a) L’image originale. (b) L’image après normalisation. (c) L’image
segmentée. (d) Le squelette.
5.3 Les résultats sur la recherche des bifurcations coronariennes
Dans cette section. des images sont présentées dans le but de démontrer la valiclit.é
qualitative tic la recherche tics bifurcations coronariennes par modélisation en Y Ces
images sont regroupées par sécjuences pour montrer l’évolution clans le temps du
suivi. Suivra la validation quantitative relative à la recherche par corrélation et par
un humain expert (méthode contrôle).
5.3.1 Résultats quatztatifs du suzrn pal’ modét’isatzon des bifurCat)OflS
Les figures 5.6 à 5.9 présentent ciueïciues résultats typiques du suivi des bifur
cations coronariennes par la méthode présentée dans cette recherche au chapitre 3.
Les résultats suivant présentent tics images de quatre séquences (quatre image par




FIG. 5.6. Résultat du suivi des bifurcations d’une même séquence des temps
différents. (a) Image au temps O. (b) Image au temps 10. (c) Image au temps
20. (d) Image au temps 30.
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(e) (d)
FIG. 5.7. Résultat du suivi des bifurcations d’une même séquence à des temps
différents. (a) Image au temps O. (b) Image au temps 10. (c) Image au temps
20. (d) Image au temps 30.
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(e) (d)
FIG. 5.8. Résultat du suivi des bifurcations d’une même séquence à des temps
différents. (a) Image au temps O. (b) Image au temps 10. (c) Image au temps
20. (d) Image au temps 30.
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(e) (d)
Fia. 5.9. Résultat du suivi des bifurcations d’une même séquence à des temps
différents. (a) Image au temps O. (b) Image au temps 10. (c) Image au temps
20. (d) Image au temps 30.
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Nous pouvons observer que dans la séquence 5.9 un cathéter vient obstruer la hi
furcation suivi. Notre algorithme propose une solution à ce problème en enregistrant
les paramètres (c’, c, 01, 02, 03) du modèle avant que le cathéter obstrue la bifur
cation est garde ces paramètres jusqu’à ce que la bifurcation ne soit plus obstruée
par le cathéter. Durant cette période de transition, la position de la bifurcation est
déterminée par la trajectoire qu’elle avait avant datteindre le cathéter. Une fois que
le cathéter n’obstrue plus la bifurcation, les paramètres enregistrés précédemment
peuvent localiser. avec la même précision que s’il n’y avait pas eu de cathéter, la bi
furcation suivie. Cependant, on remarque que la position durant la période transitoire
n’est pas exacte car elle est estimée par la trajectoire de la bifurcation.
5.3.2 RésnÏtats quat’datifs du, suivi par corrétatzon
Cette section présente par les figures 5.10 et 5.11 des exemples de suivi de bifur
cations coronariennes avec la méthode par corrélation afin de comparer visuellement
les cIeux méthodes automatiques (corrélation vs. structurelle).
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(e) (d)
FIG. 5.10. Résultat du suivi des bifurcations d’une même séquence à des temps
différents. (a) Image au temps 0. (b) Image au temps 10. (c) Image au temps
20. (d) Image au temps 30.
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(c) (cl)
FIG. 5.11. Résultat du suivi des bifurcations d’une même séquence à des temps
différents. (a) Image au temps O. (b) Image au temps 10. (c) Image au temps
20. (d) Image au temps 30.
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5.3.3 Cornparazson des résuttats
Cette sous-section présente une comparaison entre les résultats obtenues par la
méthode de suivi du chapitre 3 et ceux par la corrélation.
Les figures 5.6 correspondent aux figures 5.10. Nous pouvons observer que le suivi
par la méthode décrite au chapitre 3 est qualitativement supérieur (figures 5.6) au
suivi par la corrélation (figures 5.10.
Les figures 5.9 (résultat de la méthode présentée au chapitre 3) présent un meilleur
suivi que les figures 5.11 obtenue par la corrélation. De plus, les résultats obtenues
par la corrélation ne montrent pas que la bifurcation est retrouvée après l’obstruction
du cathéter comme le fait la méthode proposée dans cette recherche. On constate par
coutre que la méthode par corrélation est plus rapide que celle proposée au chapitre
3 (environ deux fois plus rapide).
5.3. Résuttats quantttatzfs
Les figures 5.12a et 5.12b présentent cieux graphiques comparant les suivis par
corrélation et structurel avec un suivi effectué par un expert (humain). L’expert en
question sélectionne les bifurcations à la main. Ces cieux graphiques correspondent
à une séquence angiographique différente. Le graphique 5.12a fait référence à la
séquence montrée par les figures 5.6 et 5.10 et le graphicue 5.12b fait référence aux
figures 5.9 et 5.11. Ces cieux graphiques compare les méthodes de suivi avec un expert
en montrant la distance euclidienne entre ces différents suivi (corrélation vs expert et
méthode structurelle (chapitre 3) vs expert).
Dans la séquence présentée par les figure 5.6, le suivi s’effectue sur quatre bifur
cations tandis que dans la séquence présentée par les figures 5.9, une bifurcation est
suivi.
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Comparaison entre le suivi par un expert et des méthodes
automatiques
1 3 5 7 9 11 131517 1921 23252729
intervalle 1/30 image par seconde
(b)
Fia. 5.12. Distances euclidiennes entre les suivis automatiques et l’expert hu
main. (a) Distances euclidiennes de la séquence 5.6 (respectivement 5.10 pour
la corrélation) (moyenne des quatre bifurcations). (b) Distances euclidiennes de
















1 3 5 7 9 11 13 15 171921 23252729
intervalle 1/30 image par seconde
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Nous pouvons observer une bosse dans la figure .5.12b. Cette bosse correspond à la
perte de la position de la bifurcation par la méthode de corrélation quand le cathéter
obstrue la bifurcation.
Nous avons fait cette même comparaison avec au total 15 bifurcations provenant
de 10 patients (10 séquences angiographicues). L’analyse est effectuée en calculant
la distance euclidienne entre les différents suivis automatiques et le suivi expert. La
valeur moyenne des distances entre l’expert et la corrélation est de 8.2 pixels et celle
avec la méthode structurelle présentée dans ce mémoire est de 4.1 pixels.
L’expert a effectué la recherche des bifurcations coronariennes une seconde fois
sur les mêmes images deux mois plus tard. Nous nous sommes aperçus que l’expert
lui—même fait une erreur moyenne de 1.4 pixels sur sa propre évaluation (erreur intra
observateur). Cette erreur est de l’ordre de l’erreur obtenue avec la méthode proosée
dans ce mémoire. Cela étant dit, il demeure difficile de démontrer formellement quan—
titativement la performance du suivi structurel.
5.4 Résultats erronés
Dans cette section. nous montrons quelques exemples cmi ne fonctionnent pas et
nous expliquerons pourquoi nous nous retrouvons dans cette situation. Les figures
5.13 et 5.14 montrent des bifurcations clui ne sont pas retrouvable par l’algorithme








Fia. 5.13. Les étapes préparatives de l’imagette en vue de l’obtention du
modèle. (a) L’image originale. (b) L’image après normalisation. (c) L’image
segmentée. (d) Le squelette. Cette bifurcation n’est pas retrouvable par l’algo
rithme. Contraste faible avec une vue intérieure (en raccourcie) d’une coronaire




Fia. 5.14. Les étapes préparatives de l’imagette en vue de l’obtention du
modèle. (a) L’image originale. (b) L’image après normalisation. (c) L’image
segmentée. (d) Le squelette. Cette bifurcation n’est pas retrouvable par l’algo
rithme. Contraste faible qui mène à l’échec.
Dans la figure 5.13a, nous pouvons apercevoir un faible contraste entre les branches
inférieures et le fond de l’image. De pius, nons apercevons nn point plus noir au centre
(a)
(a)
de la bifurcation qui est en fait une vue interne d’une coronaire (en raccourcie). Ces
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deux observations donnent lieu à un échec à la constructioi du modèle et par le fait
même au suivi de celle-ci.
Dans la figure 5.14d flous apercevons que deux Y sont présents. Nous donnons
comme condition initiale d’avoir un seul Y pour créer le modèle de départ afin d’as
surer que la bifurcation est bien celle que l’on veut. C’est pourquoi cette bifurcation
n’est pas valide. Par contre. lord du suivi dans le temps, nous permettons un nombre




Ce chapitre est consacré à l’analyse de la méthode de suivi structurelle décrite clans
ce mémoire au chapitre 3. Nous proposons une analyse en deux parties. Premièrement,
nous nous pencherons sur l’analyse de la méthode elle-même par le choix et la critique
des méthodes employées pour rendre possible le suivi clans le temps. Ensuite, nous
discuterons des résultats obtenus au chapitre 5. Nous nous attarderons aussi sur les
cas qui ne fonctionnent pas et sur les raisons de ces problèmes.
6.2 Discussion de la méthode
Dans cette recherche, un algorithme tic suivi par modélisation (méthode struc
turelle) u été implanté po’ suivre les bifurcations coronariennes clans le temps
en ciné-angiographie des coronaires. La première étape clans la création du modèle
géométrique est une normalisation des images. Cette étape peut être justifiée par le
fait que les images angiographiques présentent un faible contraste, cliii plus est non
uniformément distribué. La décision d’exécuter un étirement d’histogramme linéaire
ne donne pas plus d’informations sur l’image mais permet de rendre la tâche plus
facile à l’étape de segmentation en distribuant l’histogramme sur la plage totale des
niveaux de gris. Le but de cet étirement d’histogramme est de faire en sorte que la di
vision entre le fond et les coronaires soit plus prononcée afin d’uniformiser les images
pour la segmentation. Le filtre médian permet ensuite de réduire le bruit présent dans
l’image. La segmentation par un algorithme de Fuzzy C-means permet de partition
ner une image en plusieurs parties. Dans notre cas, le fond et les coronaires sont les
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seules parties impliquées.
Le FCIVI nous permet de définir les parties de l’image avec des attributs. Nous
avons utilisé trois attributs pour exprimer ces deux parties (le fond et les coronaires).
Nous aurions pu utiliser plus de trois attributs pour définir les parties à isoler tel cïue
montré dans le chapitre 3. Une remarque peut être faite au sujet du choix de procéder
à une segmentation. La segmentation donne toujours une image contenant des pixels
de chacune des classes à isoler (dans notre cas. deux). Dans le cas d’une segmentation
d’une image constituée uniquemeit de fond, une structure bizarre s’en dégage. Lors
de la squelettisation. cette structure peut donner une forme en Y, ce qui donne lieu
à une fausse détection de bifurcation coronarienne. Par exemple, le squelette d’un
rectangle donne une structure composée de deux formes en Y (voir [44]). Toutefois,
cette situation ne se présente que rarement car la recherche des bifurcations se réalise
clans ime région contenant des coronaires.
La squelettisation proposée par Blum a été choisie pour sa simplicité et le fait
qu’elle assure la connectivité du squelette. ce qui est très important po’ir définir notre
modèle structurel. Le fait de définir un modèle à partir du squelette (ligne centrale)
de la bifurcation simplifie beaucoup la représentation. Il est facile de définir un point
central qui peut être suivi clans le temps. Les paramètres décrivant la structure,
c’est-à-dire le point central et les angles formés par les branches coronariennes, sont
suffisants pour différencier une bifurcation d’une autre.
On remarque que cette méthode de suivi ne compare pas pixel à pixel pour jus
tifier la position rie la structure recherchée. Cet algorithme compare des structures
géométriques. De cette façon, il est plus facile, pour un algorithme structurel, de re
trouver une structure perdue par rapport à un objet quelconque (cathéter ou autre)
dans l’image suivante en cherchant toujours les caractéristiques propres à la structure
qui peuvent être sauvegardées. Dans le cas de la méthode par corrélation, la struc
ture perdue est plus difficile à retrouver car la déformation est parfois trop grande
pour avoir une bonne corrélation au point désiré. De plus, la corrélation accumule les
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erreurs, ce que la méthode structurelle évite. Les déformations brusques de la struc
ture n’affectent pas la recherche par la méthode structurelle mais beaucoup celle par
corrélation.
Comme nous l’avons décrit dans la section 3.6, la combinaison du filtre de Kalman
n’apporte pas de gain à notre application justifiant sa complexité.
Dans une image angiographique, plusieurs bifurcations sont apparentes. Cepen
dant notre algorithme proposé au chapitre 3 n’est pas en mesure de suivre la totalité
des bifurcations présentes dans ces images. L’algorithme est en mesure de suivre les
bifurcations cfui sont segmentabie par l’algorithme présenté au chapitre 3. Nous pour
rions penser à améliorer les paramètres de la segmentation afin de pouvoir segmenter
la totalité des bifurcations présentes dans les images. Bref, l’algorithme dépend beau
coup de la segmentation. Si la segmentation est bien réalisée, alors la bifurcation
pourra être suivi clans le temps.
6.3 Discussion des résultats
Cette section propose une évaluation des résultats obtenus lors (le l’application
du suivi structurel des bifurcations coronariennes. Les résultats obtenus clans le suivi
des bifurcations coronariennes par la méthode structurelle préseiltée clans ce mémoire
sont très satisfaisants comparativement aux résultats (le la méthode par corrélation,
(lui elle-même donne de bons résultats. Si on regarde la figure 5.12a, on remarque
que la méthode par corrélation oscille plus que la méthode structurelle. Si on regarde
une séquence vidéo des résultats. on remarque que la méthode structurelle est plus
stable que celle par corrélation . Autrement dit, la corrélation semble être flottante
sur la position et la méthode structurelle semble très attachée à la bifurcation dans
le temps. Cela reflète bien la stabilité accrue du modèle structurel pour le suivi. Si
on regarde la figure 5.12b, on remarque que la méthode par corrélation semble perdre
la position de la bifurcation cherchée. La méthode structurelle possède seulement un
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ou deux points qui s’égarent de la position réelle pour la retrouver par la suite. La
figure 5.12h correspond aux images de la figure 5.9 pour la méthode structurelle et
5.11 pour la corrélation. La méthode structurelle détecte la présence cl’tme structure
étrangère (dans ce cas un cathéter) et enregistre la structure coronarienne pour la
retrouver quelques images après. Il est beaucoup plus difficile de prévoir la position
d’une structure étrangère avec la méthode par corrélation. La corrélation n’étant
jamais parfaite (‘y1), il est difficile de dire si la corrélation loin de 7=1 est causée
par une grosse déformation de la bifurcation ou par un corps étranger. La corrélation
accumule donc les erreurs et produit une imagette de référence (élément structurant)
qui s’éloigne de la bifurcation initiale.
Nous avons vu. à la figure 5.13a et à la figure .514a. que le contraste des bifur
cations coronariennes joue un rôle très important clans la réussite. Cependant, nous
l)OllVOI5 affirmer que si le modèle est construit correctement à l’initialisation, alors le
suivi est un succès. Il est très difficile de régler le l)rOÎ)lème de contraste aux figures
5.13a et 5.11a mais nous potlrrio1s envisager un autre type de pré-traitement que
celui proposé au chapitre 3.
Chapitre 7
CONCLUSION
Dans ce mémoire, nous avons proposé une méthode structurelle basée sur des pa
ramètres géométriques pour le suivi des bifurcations coronariennes en cinéangioga
phie des coronaires. Avec cette technique, les résultats obtenus sont plus précis et
beaucoup plus robustes qu’avec la méthode classique par corrélation. On démontre
aussi que, par cette technique, il est plus facile de retrouver une bifurcation intersectée
par un corps externe (cathéter, une autre coronaire, etc.) puisque les paramètres de
celle-ci sont enregistrés. Cette méthode est aussi plus robuste aux déformations que
subissent les bifurcations coronariennes. Cependant, la segmeutation de la bifurcation
est cruciale pour obtenir un bon modèle. Nous avons ni qu’il est difficile de quanti
fier, sur de vraies images angioaphiques, l’erreur commise par Pslgorithme. Comme
l’expert fait lui-même une erreur d’environ dpbcels, nous pouvons dire que puisque la
méthode structurelle suit la bifurcation avec une erreur moyenne de cet ordre, alors
l’algorithme donne un très bon rendement. Par contre, des bifurcations trop petites
ne peuvent être suivies dans le temps par cette méthode car la segmentation supprime
partiellement ou totalement une des trois branches de la bifurcation. Nous pourrions
peut-être envisager de créer des images synthétiques pour quantifier les erreurs faites
par l’algorithme. Nous croyons que cette pratique serait plus ou moins pertinente
à l’effet qu’il serait difficile de bien générer des images ayant les caractéristiques, si
aléatoires, des vraies images. De plus, visuellement parlant, les résultats donnent une
très bonne idée que l’algorithme suit bien les bifurcations sans trop d’erreurs.
La détection automatique des bifurcations coronariennes pourrait grandement être
travaillée et explorée. Elle donne de bons résultats si les images ne sont pas trop
bruitées et pas trop chargées de coronaires. La détection de contours pourrait être
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revue pour avoir plus de liberté sur les paramètres de Canny (ti et th). Nous pourrions
peut-être utiliser des contours déformables du genre «snakes» pour isoler les coro
naires [18]. Une autre avenue serait de se servir de l’injection de produit radio-opaque
(le suivre dans le temps pendant l’injection) pour définir le réseau coronarien.
Il faut noter l’importance de cette application dans le contexte clinique. Le suivi
des coronaires manuellement est très long et fastidieux. De plus. après en avoir fait
l’expérience, le suivi manuel donne des résultats clui diffèrent d’une fois à l’autre et
d’une personne à l’autre et demande une concentration importante pour arriver à des
résultats acceptables.
Dans une vision future, l’algorithme présenté pour le suivi des bifurcations corona
riennes clans ce mémoire pourrait être implanté en trois dimensions. Avec cIeux images
provenant de coronarographie biplan, on peut arriver à retrouver les coordonnées tri
climensionnelles [43]. Avec cette méthode, nous pourrions obtcmr des contractions de
coronaires réelles (comme Kong et ai. [201) qui pourraient traduire des déformations
de lépicarcle et améliorer les données diagnostiques en clinique ioir le suivi des
patients.
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Annexe A
INITIALISATION DES CENTRES DANS FCM
Cet annexe explique brièvement l’algorithme présenté dans [36] dans le but d’ini
tialiser les centres de départ de FCM. Notons que cet algorithme est utilisé pour
faire une segmentation homogène. Le travail s’effectue sur l’histogramme normalisé
de l’image. Le but de cet algorithme est de trouver deux amas de pixels (pic dans l’his
togramme) clui déterminent les deux régions les plus abondantes. Ces deux régions
sont le fond et la bifurcation clans notre cas.
Ii(i) e [0.1]. Vi e [0.255] (Ai)
Cette dernière écluation représente l’histogramme normalisé (fonction de clistribu—
tion). Première étape trouver tous les pics de lhistogramme comme suit
P0 {(i. Ïi(i)) I h(i) > h(i — 1) & Ii(i) > h(i + 1), 1 i 254} (A.2)
Deuxième étape trouver les pics les plus significatifs tel que
P1 {(pj,h(p)) I h(pj) > h(p —1) & h(p) > h(p + 1), p e P0} (A.3)
La dernière étape consiste à trouver les deux pics correspondant aux régions voulues.
Cette étape se nomme le seuillage. Elle se réalise en quatre phases
— enlever les pics qui sont inférieurs à 5% de la valeur du plus haut pic.
— supprinler les pics qui se suivent de trop près tel que la distance entre deux pics
est inférieure à 15 niveaux de gris.
— vérifier que la vallée entre deux pics est assez grande. La condition suivante
exprime la phrase précédente.
soit Pi et P2 deux pics et hmean la valeur moyenne des deux pics nous définissons
— ‘(‘)




Si > 0.75, alors le pic le plus petit est supprimé de la. liste des pics.
— Choisir les deux plus grands pics restants qui déterminent les centres initiaux
(w1 et 11)9) de fCM.
n*
