In effective models of loop quantum gravity, the onset of quantum effects is controlled by a socalled polymerisation scale. It is sometimes necessary to make this scale phase space dependent in order to obtain sensible physics. A particularly interesting choice recently used to study quantum corrected black hole spacetimes takes the generator of time translations itself to set the scale. We review this idea, point out errors in recent treatments, and show how to fix them in principle.
Introduction
Effective models of loop quantum gravity can be obtained from classical systems via certain substitutions that capture some of the quantum effects present in those systems. We focus here on so-called holonomy corrections, which are the analogues of approximating field strengths in terms of holonomies around plaquettes in lattice gauge theory. As an example, one may substitute (polymerise) in cosmological models b → sin(δb) δ in the Hamiltonian, where b is the Hubble rate. This introduces corrections to the equations of motion which are suppressed by powers of δ 2 which is related to the Planck scale. For the simplest models, see. e.g. [1] , the choice δ ≈ 1 in natural units leads to phenomenologically viable scenarios with cosmological bounces at Planckian energy density. Different polymerisations based on different choices of variables may lead to a phase space dependent δ to obtain similar results, see. e.g. [2] . In general, such phase space dependencies may greatly complicate the equations of motion and prohibit an analytic treatment.
A middle ground between those two extremes (generic and constant δ) is obtained for δ being a function of a constant of motion or the generator of time translations itself. In this case, δ remains constant along dynamical trajectories and the equations of motion may remain sufficiently simple. This approach was recently advocated in [3, 4, 5, 6] . While the idea is quite interesting and seems to lead to physically sensible outcomes [5, 6] , one needs to be careful about the correct equations of motion ensuing from such choices. This note will comment on this topic and point out errors in recent treatments.
2 The Hamiltonian as a polymerisation scale
Main idea and standard Hamiltonian formalism
We consider the phase space Γ = R 2n with configuration variables q i and conjugate momenta p i , i = 1, . . . , n. The Hamiltonian is of the form
where a priori δ is a constant on Γ. δ plays the role of the polymerisation scale. We denote the Hamiltonian vector field of this Hamiltonian as v H 0 .
In this paper, we consider the case when δ = f (O) is a function of the generator of time translations, i.e. the Hamiltonian. The Hamimiltonian is then recursively defined as
2)
The equations of motion for q i follow aṡ
under the assumption ∂O ∂δ ∂f ∂O < 1 and similarly for p i . The dependence of H on q i , p i via the recursive f (O) terms is hereby considered to be explicit. We emphasise that Let us discuss the consequences for the physics described by (2.2) instead of (2.1). Constants of motion D k are not affected by this rescaling, i.e. they are selected both by (2.1) and by (2.2). However, the local rescaling changes the time that passes between two physical events: comparing to the evolution generated by (2.1) for a time t when δ is set to the value f (H) to an evolution generated by (2.2) with timet, we must choose
to end up at the same phase space point.
This observation allows for the following strategy to solve the equations of motion of the seemingly more complicated Hamiltonian (2.2). We first solve the equations of motion for (2.1) and then insert (2.5) to obtain the flow w.r.t. to the natural time of (2.2).
Constrained formalism
An alternative derivation of the equations of motion can be attempted using constraints. We include this here to explain an error in the literature.
Instead of specifying (2.2) directly, we enlarge the phase space by δ and p δ with {δ, p δ } = 1 following [6] and define the total Hamiltonian
Φ is a first class constraint and commutes with the Hamiltonian. We may now gauge fix χ = p δ − h(q i , p i , δ) = 0. Stability of this gauge fixing requires to fix λ and leads to
(2.7)
The gauge fixed Hamiltonian now depends explicitly on h, i.e. it is gauge dependent through the value of λ. One may also not argue that this gauge dependence is multiplied by Φ, as we cannot use constraints before evaluating all Poisson brackets 1 . The specific choice h = h(O) leads (modulo constraints) tȯ In other words, due to the gauge dependence, the derivation in this subsection needs an arbitrary input, the gauge fixing condition, which generally leads to different results. Any proof based on it therefore needs to supply an argument for why a specific gauge fixing is used, e.g. by computing the equations of motion independently, as done in the previous subsection. Otherwise, the logic is circular because the result is implicitly assumed via the gauge fixing. For a generic gauge fixing the connection to the initial Hamiltonian (2.2) is lost.
In order to perform a technically correct phase space extension, one can first introduce a suitable gauge condition, e.g. p δ = 0, as a second class constraint conjugate to Φ. This removes the necessity of the old phase space coordinates, q i and p i , to commute with Φ. In a second 1 Unless we use the Dirac bracket, in which case one again obtains the same results via {q i , δ} * = 0 in general. 2 It is instructive to go through the simpler case δ = f (q i , pi), where f is independent of O, where one also concludes that the gauge fixings leading to the correct result for the (gauge dependent) equations of motion is h = h(O).
step, one may remove the gauge condition p δ = 0 via gauge unfixing [7] . This adds corrections in the form of a power series in p δ to q i and p i . These extra terms are set to zero once the gauge p δ = 0 is chosen. However, they now allow to choose any other gauge, e.g. the one from [6] , as q i and p i are now gauge invariant.
Compound and relativistic systems
If one is only interested in correlations between phase space functions that are independent of the choice of time, as e.g. in relativistic systems, one does not need to worry about the phase space dependent rescaling of the Hamiltonian vector field observed in (2.3). Again, owing to examples in the literature, it is worthwhile to point out systems of the type
as e.g. in [5, 6] . Here, we have two independent instances of the above systems (with in general different functional forms of O 1,2 ) that are coupled via the same lapse function N . While the above reasoning for relativistic systems is correct for each subsystem independently, it is not for the joint systems as the relative rescalings of the Hamiltonian vector field are different in general. It follows that one needs to include (2.5) in the analysis.
Comments on the literature
In order to avoid confusion, we point out some erroneous statements in the recent literature concerning the topic of this note. They are tied to the generally incorrect statement that for certain choices of δ which are not constant on phase space, the equations of motion are the same as for δ constant on phase space 3 . For example, this would imply that the phase space dependent rescaling of the Hamiltonian vector field present in (2.4) would not appear.
The first preprint version of [5, 6] incorrectly asserts that this is due to δ being a Dirac observable w.r.t. to the Hamiltonian constraint with constant δ. In fact, in this case the vector fields are not even parallel in general. The published (2nd preprint) version of [5, 6] suggests that the above wrong claim is due to an unspecified special property of the system under consideration. The error in the proof of this statement in [6] is to use a gauge fixing p δ = h which is not of the above class yielding the correct (gauge dependent) equations of motion.
Given this situation, it is now of great interest to check whether combining (2.5) with (2.9) leads to similar conclusions as in [5, 6] when applied to that system (with the same choices for δ). To this aim let us consider the effective Hamiltonian given in [6] (cfr. Eqs. (2.18) and (A1), (A2)) for which the solutions for the c-sector c(t 2 ), p c (t 2 ) have the same functional form as in [6] (cfr. Eqs. (2.21), (2.22)). By means of the inverse mapping of (2.5) we can relate both times via
which requires convergence of the integrals and invertiblity of I b (t 1 ) and I c (t 2 ). As shown in Fig.  1 a) , one generically finds that ∂O ∂δ ∂f ∂O = 1 is crossed along dynamical trajectories (at different times in the two subsystems) in such a way that integrating the equations of motion leads to singular results. This also signals that the effective time flow as in (2.5) changes direction along dynamical trajectories. Moreover, as showed in Fig. 1 b) , t 1 (t 2 ) t 2 close to the horizon (t = 0) up to the transition surface (t = t trans ) where the bounce occurs. This signals that the solutions derived in [5, 6] can be considered as a good approximation for the effective dynamics w.r.t. to the correct equations of motion derived from (3.1) only in the black hole interior region up to the transition surface. This is reasonable as corrections to the classical equations are small in this region. Soon after the transition surface however, when quantum effects have become large at least for some time, the system ceases to be have a well-defined Hamiltonian vector field as indicated in Fig. 1 a) , i.e. the rescaling 1/F b,c in (2.4) diverges.
Similarly, the earlier paper [4] also uses equations of motion where the local rescaling in (2.4) is absent, although the Hamiltonian has the form (2.9) where δ is related to the mass of the black hole, which is the on-shell value of O 1,2 .
Despite this technical problem, the calculations in [3, 4, 5, 6] are still very interesting and provide important steps towards a better understanding of black hole spacetimes in loop quantum gravity. One can put these calculations on a sound conceptual footing by simply postulating the equations of motion without the rescaling in (2.4) and drop the claim that they follow from an effective Hamiltonian. It may still be the case that such theories follow in a suitable limit from the full quantum theory, as they capture holonomy-type corrections. Alternatively, one may take the extended phase space from section 2.2 as a definition of the system and consider the gauge dependence of the equations of motion to be a model building feature instead of a bug.
We would like to stress that we do not claim that the equations of motion (2.3) obtained from the gauge choice h = h(O) in the context of [5, 6] as discussed in section 3 lead to physically more sensible results than the equations used in [5, 6] . But we also stress that they are the correct equations of motion derived from Hamiltonians of the type (2.2) via Hamilton's equations.
