Abstract. This article considers a broad class of kernel mixture density models on compact metric spaces and manifolds. Following a Bayesian approach with a nonparametric prior on the location mixing distribution and bandwidth, sufficient conditions are obtained on the kernel, prior and the underlying space for strong posterior consistency at any positive continuous density. The prior is also allowed to depend on the sample size n and sufficient conditions are obtained for weak and strong consistency. These conditions are verified on the hypersphere using a von Mises-Fisher kernel and on the planar shape space using complex Watson kernels.
Introduction
Density estimation on compact metric spaces, such as manifolds, is a fundamental problem in nonparametric inference on non-Euclidean spaces. Some applications include directional data analysis, spatial modeling, shape analysis and dimensionality reduction problems in which the data lie on an unknown lower dimensional space. However, the literature on statistical theory and methods of density estimation in non-Euclidean spaces is still under-developed. Our focus is on Bayesian nonparametric approaches.
For nonparametric Bayes density estimation on the real line , there is a rich literature, with Dirichlet process mixtures of Gaussian kernels providing a commonlyused approach ( [6] ) that leads to dense support ( [15] ) and weak and strong posterior consistency ( [9] ). From the celebrated theorem of [16] , weak posterior consistency results when the true density f 0 is in the Kullback-Leibler (KL) support of the prior, meaning that all KL neighborhoods around f 0 are assigned positive probability. In general, it is quite difficult to show KL support for new priors for a density, though [19] provide useful conditions for a class of kernel mixture priors, with [3] extending these conditions to general compact metric spaces. It is widely accepted that weak consistency is an insufficient property when the focus is on density estimation. For example, if f 0 is a density with respect to Lebesgue measure, weak consistency d oes not even ensure that the posterior assigns positive probability to the set of densities with respect to Lebesgue measure. Hence, it is important to provide stronger results.
Until very recently, essentially all the literature on theory of nonparametric Bayes density estimation focused on one-dimensional Euclidean spaces. An important development in multivariate Euclidean spaces is the article of [20] who provide sufficient conditions for strong consistency in nonparametric Bayes density estimation from Dirichlet process mixtures of multivariate Gaussian kernels. The theory developed in their paper is specialized and cannot be easily generalized to arbitrary kernel mixtures on more general spaces.
We are particularly interested in density estimation in the special case in which the compact metric space M corresponds to a Riemannian manifold, such as a unit hypersphere or landmark-based planar shape space. In order to extend kernel mixture models used in Euclidean spaces to manifolds M , the kernel needs to be carefully chosen. One approach is to introduce an invertible coordinate map between a subset of M and a Euclidean space ( [11] ). Under such an approach, the density prior on M can be induced through a kernel mixture model in a Euclidean space. However, several major problems arise in using such an approach. Firstly, it is not possible to cover the entire manifold with a single smooth coordinate chart except for very simple manifolds, so unless the data are very concentrated one may obtain poor performance. Different local charts can be patched together to form an atlas, but this may introduce artifactual discontinuities in the resulting den sity. Because the coordinate map is not isometric, the geometry of the manifold can be heavily distorted. As good choices of coordinate frames necessarily depend on the observations, additional uncertainty is automatically induced. Due to these and other shortcomings of coordinate based methods, we focus on modeling approaches that are coordinate free in the sense that we build density models with respect to the invariant volume form on the manifold.
In [3] , a density model is presented on a general compact metric space with respect to any fixed base measure using a random mixture of probability kernels. Under mild conditions on the kernel and the mixing prior, it is shown that the prior probability of any uniform neighborhood of any continuous density f 0 is positive and if f 0 is positive everywhere, it lies in the KL support of the prior. Density estimation on the planar shape space is presented as a special case. In [2] , such a density model is used to carry out classification with features on some nonEuclidean manifold and nonparametric Bayes hypothesis testing with observations on the manifold. Consistency results are proved and for illustration, the methods are applied to hyperspheres.
Focusing on kernel mixture priors for densities on a compact metric space M , in this article, we provide sufficient conditions on the kernel, prior and the underlying space to ensure strong consistency. Theorem 2.4 and Corollary 2.5 provide sufficient conditions to ensure that all total variation neighborhoods around f 0 will be assigned probability converging to one as the sample size increases. The theoretical development relies on the method of sieves and exponentially consistent tests reviewed in [8] . However, applying this framework outside Euclidean spaces is not standard and requires careful use of differential geometry. To illustrate the theory, we focus on density estimation on the unit hypersphere using von MisesFisher kernels and on the planar shape space using complex Watson kernels. In both these cases, it is shown that the kernels satisfy the sufficient conditions. The results also apply to Gaussian mixture densities on d whenever the true density has compact support.
When the manifold is high-dimensional, priors satisfying conditions for strong consistency tend to put too little probability near bandwidths close to 0, which is undesirable for applications. A gamma prior on the inverse-bandwidth, for example, cannot be shown to satisfy the conditions. Hence, we extend the consistency results to cover cases with priors depending on the sample size n. Theorem 2.6 extends the Schwartz theorem to prove weak consistency, while Theorem 2.9 proves strong consistency using such priors. A gamma prior with scale decreasing with n at an appropriate rate satisfies the conditions for both weak and strong posterior consistency at an exponential rate.
2. Consistency theorems on compact metric spaces 2.1. Weak posterior consistency. Let (M, ρ) be a compact metric space, ρ being the distance metric, and let X be a random variable on M (from some measurable space (Ω, B, Q)). We assume that the distribution of X has a density with respect to some fixed finite base measure λ on M . The natural choice for such a λ when M is a Riemannian manifold is the invariant volume form. We are interested in modelling this unknown density via a flexible model. Let K(m; µ, κ) be a probability kernel on M with location µ ∈ M and inverse-scale κ ∈ [0, ∞), with M K(m; µ, κ)λ(dm) = 1. Then a location mixture density model for X is defined as
with parameters P in the space M(M ) of all probability distributions on M and κ ≥ 0. Kernel mixture models are used routinely in Bayesian density estimation in Euclidean spaces, with [14] applying such an approach to bivariate angular data and [2, 3] considering kernel mixtures on general metric spaces. A prior Π 1 on (P, κ) induces a prior Π on the space of densities D(M ) on M through the model (2.1). Given a random realization X 1 , . . . , X n of X, we can compute the posterior of f . The Schwartz theorem( [16] ) provides a useful tool in proving that the posterior assigns probability converging to one in arbitrarily small neighborhoods of the true density f 0 as the sample size n → ∞. Let F 0 denote the probability distribution corresponding to f 0 , let KL(
Proposition 2.1 (Schwartz) . If (1) f 0 is in the KL support of Π, and (2) U ⊂ D(M ) is such that there exists a uniformly exponentially consistent sequence of test functions for testing
The posterior probability of U c can be expressed as
Condition (1), known as the KL condition, ensures that for any β > 0,
while condition (2) implies that
for some β 0 > 0 and therefore
Hence Proposition 2.1 provides conditions for posterior consistency at an exponential rate. Proposition 2.2, proved in [3] , derives sufficient conditions on the kernel and the prior so that f 0 is in the KL support of Π. They are
A3 For any P ∈ M(M ) and κ > 0, there existsκ ≥ κ such that (P,κ) ∈ supp(Π 1 ) with supp(Π 1 ) denoting the weak support of Π 1 . A4 f 0 is strictly positive and continuous everywhere.
which implies that f 0 is in the KL support of Π.
When U is a weakly open neighborhood of f 0 , condition (2) in Proposition 2.1 is always satisfied. Hence under assumptions A1-A4, from Proposition 2.2, weak posterior consistency at an exponential rate follows. We will provide examples of kernels on some compact manifolds which satisfy A1 and A2. A3 imposes a mild support condition on the prior on the mixing distribution and bandwidth which is easily satisfied by several priors. A common choice is Π 11 ⊗ π 1 with Π 11 being a Dirichlet process DP(w 0 P 0 ) with supp(P 0 ) = M and π 1 being a density on + giving non-zero probability near infinty.
Strong consistency.
When U is a total variation neighborhood of f 0 , [13] and [1] show that condition (2) of Proposition 2.1 will not be satisfied in most cases. In [1] (also see [9] ), a sieve method is considered to obtain sufficient conditions for the numerator in (2.2) to decay at an exponential rate and hence get strong posterior consistency at an exponential rate. This is stated in Proposition 2.3. In its statement, for F ⊆ D(M ) and > 0, the L 1 -metric entropy N ( , F) is defined as the logarithm of the minimum number of -sized (or smaller) L 1 subsets needed to cover F. 
Hence if f 0 is in the KL support of Π, the posterior probability of any total variation neighborhood of f 0 converges to 1 almost surely. Theorem 2.4, which is the main theorem of this paper, describes a D n which satisfies condition (2) . We impose the following additional restrictions on the kernel K and the space M . A5 There exist positive constants
A6 There exists positive constants a 2 , A 2 such that for all
A7 There exist positive constants a 3 , A 3 , A 4 such that given any > 0, M can be covered by A 3 −a3 + A 4 or fewer subsets of diameter at most .
Theorem 2.4. For a positive sequence {κ n } diverging to ∞, define
Under assumptions A5-A7, given any > 0, for n sufficiently large,
As a corollary, we derive conditions on the prior Π 1 on (P, κ) under which strong posterior consistency at an exponential rate follows.
Corollary 2.5. Under assumptions A1-A7 and A8 Π 1 (M(M ) × (n a , ∞)) < exp(−nβ) for some a < (a 1 a 3 ) −1 and β > 0, the posterior probability of any total variation neighborhood of f 0 converges to 1 a.s. F ∞ 0 . When we choose Π 1 = Π 11 ⊗ π 1 with a Dirichlet process Π 11 as in Section 2.1, a choice for π 1 for which assumptions A3 and A8 are satisfied is a Weibull density with shape parameter exceeding a 1 a 3 . Remark 2.1. A gamma prior on κ satisfies A3 but not A8 (unless a 1 a 3 < 1). However that does not prove that it is not eligible for strong consistency because Corollary 2.5 provides only sufficient conditions. When the underlying space is non-compact (but separable) such as d , Corollary 2.5 applies to any true density f 0 with compact support, say M . Then the kernel can be chosen to have non-compact support, such as Gaussian, but the prior on the location mixing distribution needs to have support in M(M ). We may even weaken assumption A5 to
where f − g denotes the L 1 distance. The proof of Theorem 2.4 can be easily modified to show consistency under this assumption and is left to the reader. In such a case, we are modelling a compactly supported density with a mixture density possibly having full support but with locations drawn from a compact domain. Using a location mixture of Gaussian kernels on d , a 1 and a 3 from Assumptions A5' and A7 can be shown to be d/2 and d respectively. Hence we can take π 1 to be Weibull with shape parameter exceeding d 2 /2 which can be the gamma prior in one dimension.
Remark 2.2. Unlike in [9] and [20] , Corollary 2.5 imposes no support restriction on the scale parameter. It will be extended to cover densities with non-compact support, in particular d in later works. Since most of the non-Euclidean manifolds arising in applications are compact, that is not a high priority.
2.3. Consistency with sample size-dependent priors. When the dimension of the manifold is large, as is the case in shape analysis with a large number of landmarks, the constraints on the shape parameter in the proposed Weibull prior on the inverse bandwidth become overly-restrictive. In particular, for strong posterior consistency, the shape parameter needs to be very large in high-dimensional cases, implying a prior on the bandwidth that places very small probability in neighborhoods close to zero, which is undesirable in many applications. By instead allowing the prior to depend on sample size n, we can potentially obtain priors that may have better small sample operating characteristics, while still leading to strong consistency. However, for n-dependent priors, the KL condition is no longer sufficient to ensure that (2.3) holds and hence the Schwartz theorem breaks down. In this section, we will modify the conditions and derive weak and strong consistency results for n-dependent priors.
As recommended in earlier sections, we let P and κ be independent under Π 1 . Then, assuming P ∼ Π 11 is a constant prior, we focus on the case in which the inverse-bandwidth has a sample size-dependent prior distribution on + , κ ∼ π n . Denote the resulting sequence of induced priors on D(M ) as Π n . Theorem 2.6 proves weak posterior consistency under the following assumptions on the prior. A9 The prior Π 11 has full support. A10 For any β > 0, there exists a κ 0 ≥ 0, such that for all κ ≥ κ 0 , lim inf n→∞ exp(nβ)π n (κ) = ∞. Theorem 2.6. Under assumptions A1 and A2 on the kernel, A9 and A10 on the prior and A4 on the true density f 0 , the posterior probability of any weak neighborhood of f 0 converges to one a.s.
The proof is immediate from the following two lemmas.
Lemma 2.7. Under assumptions A1-A2, A4 and A9-A10, for any β > 0,
Lemma 2.8. If there exists a uniformly exponentially consistent sequence of test functions for testing H 0 : f = f 0 versus H 1 : f ∈ U c , and Π n (U c ) > 0 for all n, then for some β 0 > 0,
The proof of Lemma 2.8 is related to that of Lemma 4.4.2. [10] which is stated for a constant prior Π but with the set U c depending on n, they call this V n . There it is assumed that lim inf n→∞ Π(V n ) > 0 but that is not necessary as long as Π(V n ) > 0 for all n > C with C a sufficiently large constant.
A gamma prior π n (κ) ∝ exp(−β n κ)κ α−1 , α, β n > 0, denoted by Gam(α, β n ) satisfies assumption A10 as long as β n is o(n).
For strong consistency, we impose the following additional condition on π n . Let a 1 and a 3 be as in assumptions A5 and A7. A11 For some β 0 > 0 and a < (a 1 a 3 
Theorem 2.9. Under assumptions A1-A2, A4-A7 and A9-A11, the posterior probability of any total variation neighborhood of f 0 converges to 1 a.s F
In the subsequent sections, we consider density estimation on two specific compact manifolds, namely the hypersphere and the planar shape space. We construct mixture models using suitable kernels which satisfy the requirements for weak and strong consistency.
Application to unit hypersphere
Let M be the unit sphere S d embedded in d+1 . It is a compact Riemannian manifold of dimension d and a compact metric space under the chord distance ρ(u, v) = u − v 2 , . 2 denoting the L 2 -norm. To define a probability density model as in (2.1) with respect to the volume form V , we need a suitable kernel which satisfies the assumptions in Section 2. One of the most commonly used probability densities on this space is the von Mises-Fisher (vMF) density which is given by
with c being the normalizing constant which can be derived to be
The vMF density on S 1 was first derived in [17] and the density in case of S 2 was given by [7] . [18] generalized this distribution to S d and examined many of its properties. It can be shown that the parameter µ is the extrinsic mean (as defined in [4] ), and hence can be interpreted as the distribution location. The parameter κ is a measure of concentration, with κ = 0 corresponding to the uniform distribution having constant density equal to 1/ S d V (dm). As κ diverges to ∞, the vMF distribution converges to a point mass at µ in an L 1 sense uniformly. This is proved in Theorem 3.1.
Theorem 3.1. The vMF kernel satisfies assumption A1 with κ 0 = 0 and assumption A2 for any continuous f 0 .
Hence from Proposition 2.2, weak posterior consistency follows using the location mixture density model (2.1) with a Dirichlet Process prior on P and an independent gamma prior on κ. In the d = 2 special case, [14] proposed a closely related model but did not consider theoretical properties. Theorem 3.2 verifies the assumptions for strong consistency. for some appropriate positive constant C.
When d is large, as is often the case for spherical data, a more appropriate prior on κ for which weak and strong consistencies hold can be Gam(α, β n ) as mentioned at the end of §2.3.
Planar Shape Space
4.1. Background. Let M be the planar shape space Σ k 2 which is defined as follows. Consider a set of k landmark locations, k > 2, on a 2D image, not all points being the same. We refer to such a set as a k-ad. The similarity shape of this k-ad is what remains after removing the Euclidean rigid body motions of translation, rotation and scaling. We use the following shape representation first proposed by [12] . Denote the k-ad by a complex k-vector z in C k . To remove the effect of translation from z let z c = z − z, with z = ( k j=1 z j )/k being the centroid. The centered k-ad z c lies in a k −1 dimensional complex subspace, and hence we can use k − 1 complex coordinates. The effect of scaling is then removed by normalizing the coordinates of z c to obtain a point w on the complex unit sphere CS k−2 in C k−1 . Since w contains the shape information of z along with rotation, it is called the preshape of z. The similarity shape of z is the orbit of w under all rotations in 2D which is
[w] = {e iθ w :
This represents a shape as the set of all intersection points of a unique complex line passing through the origin with CS k−2 and the planar shape space Σ k 2 is then the set of all such shapes. Hence Σ k 2 can be identified with the space of all complex lines passing through the origin in C k−1 which is the complex projective space and is a compact Riemannian manifold of dimension 2k − 4. The Σ k 2 can be embedded into the space of all order k − 1 complex Hermitian matrices via the embedding J([w]) = ww * , * denoting the complex conjugate transpose. This embedding induces a distance on Σ k 2 called the extrinsic distance which generates the manifold topology and is given by
For more details, see [3] and the references cited therein.
Density model.
We define a location-mixture density on Σ k 2 as in (2.1) with respect to the Riemannian volume form V and the kernel being a complex Watson density. This complex Watson density was used in [5] for parametric density modelling and is given by
It is shown in [3] that the complex Watson kernel satisfies assumptions A1 and A2 in §2. Using a Dirichlet Process prior on the location mixing distribution and an independent gamma prior on the inverse-scale parameter, Proposition 2.2 implies that the density model (2.1) has full support in the space of all positive continuous densities on Σ 
Proof. Follows from direct computations. As a result, Corollary 2.5 implies that strong posterior consistency holds with Π 1 = (DP )(ω 0 P 0 )⊗π 1 , for Weibull π 1 with shape parameter exceeding (2k −3)(k − 1). Alternatively one may use a gamma prior on κ with inverse-scale increasing with n at a suitable rate and we have consistency using Theorems 2.6 and 2.9.
Summary
We consider kernel mixture density models on general compact metric spaces and obtain sufficient conditions on the kernel, priors and the space for the density estimate to be strongly consistent. Thereby we extend the existing literature on strong posterior consistency on using Gaussian kernels to more general nonEuclidean manifolds. The conditions are verified for specific kernels on two important manifolds, namely the hypersphere and the planar shape space. We also allow the prior to depend on the sample size and obtain sufficient conditions for weak and strong consistency. The assumption that the true density is positive everywhere can be relaxed if the locations for the mixture density model are drawn from the support of the truth.
6. Appendix 6.1. Proof of Theorem 2.4. In this proof and the subsequent ones, we shall use a general symbol C for any constant not depending on n (but possibly on ).
. Pick µ i ∈ E i , i = 1, . . . , N 1 , and define for a probability P ,
Denoting the L 1 -norm as . , for any κ ≤ κ n ,
The inequality in (6.3) follows from (6.2) using Assumption A5.
For κ,κ ≤ κ n , P ∈ M(M ),
the inequality in (6.4) following from Assumption A6. Given δ 2 > 0 (≡ δ 2 ( , n)), cover [0, κ n ] by finitely many subsets of length at most δ 2 , the number of such subsets required being at most κ n δ −1 2 . Call the collection of these subsets W (δ 2 , n).
, and hence given any δ 3 > 0 (≡ δ 3 ( )), can be covered by finitely many subsets of the cube [0, 1] d each of diameter at most δ 3 . In particular cover S d with cubes of side length δ 3 /d lying partially or totally in S d . Then an upper bound on the number N 2 ≡ N 2 (δ 3 , d) of such cubes can be shown to be
with W i and W j being elements of W(δ 3 , d n ) and W (δ 2 , n) respectively. We claim that this subset of D n has L 1 diameter of at most . For
¿From inequality (6.3), it follows that the first and third terms in (6.5) are at most Cκ a1 n δ 1 . The second term can be bounded by
and from the inequality in (6.4), the fourth term is bounded by Cκ a2 n δ 2 . Hence the claim holds if we choose
n , and δ 3 = C. The number of such subsets covering D n is at most
2 . ¿From Assumption A7, it follows that for n sufficiently large,
Using the Stirling's formula, we can bound log (N 2 (δ 3 , d n ) ) by Cd n . Also
for n sufficiently large. This completes the proof.
Proof of Lemma 2.7.
Proof. Under assumptions A1 and A2, from the proof of Proposition 2.2, it follows that given > 0, for any κ 0 ≥ 0, there exist κ 2 > κ 1 > κ 0 and a weakly open neighborhood W of F 0 (all depending on ), such that K (f 0 ) contains {f (P, κ) : P ∈ W, κ ∈ (κ 1 , κ 2 )}. Hence
By the law of large numbers, for any f ∈ K (f 0 ),
Also from Assumption A10, for κ 0 sufficiently large, lim inf n exp(n )π n (κ) = ∞ and hence lim inf
By Fubini-Tonelli theorem, there exists a Ω 0 ⊂ Ω with probability 1 such that for any ω ∈ Ω 0 , lim inf
for all (P, κ) ∈ W × (κ 1 , κ 2 ) outside of a Π 11 (dP ) ⊗ dκ measure 0 subset. By Assumption A9, Π 11 (W) > 0. Therefore using the Fatou's lemma, we conclude that
Since was arbitrary, the proof is completed.
Proof of Lemma 3.3.
Proof. Expressc(κ) as
and it is clear that it is decreasing. This expression suggests that
if κ ≥ 1. This completes the proof.
Proof of Theorem 3.1.
Proof. Denote by M the unit sphere S d and by ρ the chord distance on it. Express the vMF kernel as
Since ρ is continuous on the product space M × M and c is continuous and nonvanishing on [0, ∞), K is continuous on M ×M ×[0, ∞) and assumption A1 follows. For a given continuous function φ on M , m ∈ M , κ ≥ 0, define
Then showing assumption A2 for f 0 = φ is equivalent to showing
To simplify I(m, κ), make a change of coordinates Using these coordinates, the volume form can be written as
and hence I(m, κ) equals
where t = cos(θ 1 ),μ =μ θ(t) and θ(t) = (arccos(t), θ 2 , . . . , θ d ) T . In the integrand in (6.6), the distance between m and U (m)μ is 2(1 − t). Substitute t = 1 − κ −1 s in the integral with s ∈ (0, 2κ). Define
Since φ is uniformly continuous on (M, ρ), therefore Φ is bounded on ( + ) 2 and lim κ→∞ Φ(s, κ) = 0. Hence from (6.6), we deduce that sup m∈M |I(m, κ)| ≤
¿From Lemma 3.3, it follows that lim sup
This in turn, using the Lebesgue Dominated Convergence Theorem implies that the expression in (6.7) converges to 0 as κ → ∞. This verifies assumption A2 and completes the proof.
6.5. Proof of Theorem 3.2. In the proof, B d (r) denotes the ball of radius r around 0 in d :
Proof. It is clear from (3.1) and (3.2) that the vMF kernel
its norm is bounded by κc −1 (κ). Lemma 3.3 implies that this in turn is bounded by
for κ ≤ K and K ≥ 1. This proves assumption A5 with a 1 = d/2 + 1.
To verify A6, given κ 1 , κ 2 ≤ K, use the inequality,
By direct computations, one can show that
Therefore, using Lemma 3.3,
for any κ ≤ K and K ≥ 1. Hence A6 is verified with a 2 = d/2.
Finally to verify A7, note that 
The number of such cubes, and hence the -cover size can be bounded by
for some C > 0 not depending on . This verifies A7 for appropriate positive constants A 3 , A 4 and a 3 = d and completes the proof. Denote by S the sum in the second line of (6.9) and by T r its rth term, r ≥ k − 1. This proves Assumption A6 with a 2 = 3k − 8 and completes the proof.
6.7. Proof of Theorem 4.3. In the proof, C i , i = 1, 2, . . . denote positive constants possibly depending on k.
Proof. The preshape sphere CS k−2 , as a real manifold, can be identified with the real unit sphere S 2k−3 . Endow it with the chord distance induced by the L 2 -norm
Then from Theorem 3.2, it follows that given any δ > 0, CS k−2 can be covered by finitely many subsets of diameter less than or equal to δ, the number of such subsets being bounded by C 1 δ −(2k−3) + C 2 . The extrinsic distance d E on Σ 
