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ON FREE-BOUNDARY MINIMAL SURFACES IN THE
RIEMANNIAN SCHWARZSCHILD MANIFOLD
RAFAEL MONTEZUMA
Abstract. Is it possible to obtain unbounded minimal surfaces in cer-
tain asymptotically flat 3-manifolds as a limit of solutions to a natural
mountain pass problem with diverging boundaries? In this work, we
give evidence that this might be true by analyzing related aspects in the
case of the exact Riemannian Schwarzschild manifold.
More precisely, we observe that the simplest minimal surface in this
space has Morse index one. We prove also a relationship between the
length of the boundary and the density at infinity of general minimal
surfaces satisfying a free-boundary condition along the horizon.
1. Introduction
In this paper we study analytic and geometric properties of minimal sur-
faces in the three-dimensional Riemannian Schwarzschild manifold that meet
the horizon orthogonally. This space is a rotationally symmetric space-like
slice of a exact solution to the Einstein field equations, which is a funda-
mental example in the study of static black holes. The study of minimal
surfaces in spaces that are relevant in general relativity is motivated by the
crucial role that such objects play in the proof of the positive mass theorem
by Schoen and Yau [18].
In this article we compute the Morse index of a rotationally symmetric
totally geodesic section of the Schwarzschild metric with respect to variations
that are tangential along the horizon. We derive also a monotonicity formula
for general free-boundary minimal surfaces in this space, and apply it to
obtain a relationship between its boundary length and density at infinity.
More precisely, we consider, for each m ≥ 0, the three-dimensional domain
M = {x = (x1, x2, x3) ∈ R3 : r ≥ m/2},
endowed with the Riemannian metric
g =
(
1 +
m
2r
)4
δ,
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where r = r(x) = |x| represents the Euclidean distance from x ∈ M to the
origin, and δ denotes the Euclidean flat metric on M . In this space, we
consider the totally geodesic Euclidean coordinate plane through {0}, i.e.
Σ0 = {x ∈M : x3 = 0}.
Since the metric g is conformal to the Euclidean, the surface Σ0 meets the
horizon {x ∈M : r = m/2} = ∂M orthogonally along ∂Σ0.
In the theory of black holes in general relativity, the parameter m used in
the preceding paragraph to introduce our spaces is called the ADM-mass, see
[18]. Therefore, Σ0 is a properly embedded free-boundary minimal surface of
the Schwarzschild manifold of ADM-mass m, for all m > 0. More precisely,
the term properly embedded says, in particular, that the boundary ∂Σ0
coincides with Σ0∩∂M , while the terms minimal surface and free-boundary
mean that its mean-curvature with respect to g vanishes and that Σ0 meets
∂M orthogonally, respectively. Note that Σ0 is simply a flat plane if m = 0.
Throughout this work, the surface Σ0 and any other surface obtained
from this one by a space rotation will be called a plane through the origin,
even though they are topological annuli.
One of the purposes of this paper is the computation of the Morse index of
planes through the origin; i.e. the maximum number of directions in which
the surface can be deformed in such a way that its area is decreased.
We obtained the following result.
Theorem 1.1. The Morse index of a plane through the origin is one.
In the process of proving the above statement, we determine the maximal
annular domain containing the horizon on which a plane through the origin
is stable with respect to variations that are tangential on the boundary of
M and vanish along the outer circular component.
Theorem 1.2. The maximal annular domain of stability
Σ0(R) = Σ0 ∩ {|x| ≤ R}
of the plane through the origin, Σ0, is that for which the value of R satisfies
log
√
2R
m
=
2R +m
2R −m.
The approximate value of R is 5.5 times m. The proofs of these results
rely on a ODE analysis. Similar methods were applied recently by Smith
and Zhou [19] in their computation of the Morse index of the free-boundary
critical catenoid. Proofs of that result were independently obtained by Tran
[21] and Devyver [10], and generalized to higher dimensions in [20].
Next, we state a result that relates the length of the boundary and the
density at infinity of general free-boundary minimal surfaces Σ. The density
at infinity is a number that represents the asymptotic behavior at infinity
of the ratio between the area of the surface inside a given ball centered at
the horizon, the set of points at distance at most a certain constant from
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∂M , and the area of the portion of a plane through the origin in the same
ball. This is a natural generalization of the notion of density at infinity
for minimal submanifolds in Euclidean space. The free-boundary condition
implies that the ratio above approaches the length of ∂Σ divided by the
length of a great circle in the horizon, as the ball degenerates to the horizon.
Using a monotonicity argument, we obtain:
Theorem 1.3. Let Σ be a properly embedded minimal surface in M that
meets ∂M orthogonally. Then, the length of the boundary of Σ satisfies
|∂Σ| ≤ 4pimΘ(Σ).
Moreover, if equality holds Σ is a plane through the origin and Θ(Σ) = 1.
One of the major arguments in Schoen and Yau’s proof of the positive
mass theorem is a non-existence result of stable minimal surfaces arising
from a limit of Plateau solutions with certain diverging circular boundaries
in a space with positive scalar curvature. More recent developments show
that asymptotically flat three-manifolds with positive scalar curvature or
with non-negative scalar curvature and certain Schwarzschild asymptotics
contain no embedded unbounded stable minimal surfaces; for more details
see the works of Carlotto [4] and Carlotto, Chodosh, and Eichmair [6].
On the other hand, Chodosh and Ketover [8] proved existence of many
complete properly embedded minimal planes in asymptotically flat three-
manifolds containing no closed embedded minimal surfaces. This was later
generalized by Mazet and Rosenberg [15]. In the work [8], the authors apply
degree theoretic methods, what makes it hard to give explicit estimates on
the Morse index of such planes. In the same paper, they suggest also the
naturally related search for unbounded free-boundary minimal surfaces in
asymptotically flat manifolds with closed minimal boundaries, and the study
of such surfaces in the exact Schwarzschild metric. In the present work, we
obtain some progress on a basic question related to the second problem.
In particular, we give evidence that under some natural hypothesis it is
possible to apply min-max constructions to obtain unbounded free-boundary
minimal surfaces as limits of index one minimal surfaces with partially free-
boundary. Such a construction would be similar to that applied by Carlotto
and De Lellis in their construction of min-max geodesics in asymptotically
conical surfaces, see [5], using a suited analog three-dimensional min-max
theory such as in [11] and [17], combined with the free-boundary min-max
of Li and Zhou [13]. It would require also an application of the min-max
index estimates, as obtained by Marques and Neves in [14].
Min-max minimal surfaces have been successfully constructed in different
types of non-compact spaces, such as in [16], [9], [12], and [7]. But the
methods applied in those cases find minimal surfaces of finite area only, and
possibly closed. In particular, they cannot be adapted to the present setting.
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Despite the Morse index of the plane through the origin is known, we
are still not able to verify whether this surface is indeed a limit of solu-
tions to a natural min-max problem with diverging fixed boundaries. We
believe that Theorem 1.3 can be applied for this purpose. In order to prove
this theorem, we obtain a monotonicity formula for minimal surfaces in the
Schwarzschild manifold, see Proposition 3.2. The formula is analogous to
that for minimal surfaces in Euclidean space, and relates the integral of the
static potential over a truncated portion of the surface with the correspond-
ing area of the plane through the origin. Our methods share similarities with
those applied by Brendle [3] in his classification of closed embedded constant
mean-curvature surfaces in warped product manifold, and Volkmann [22] in
his study of free-boundary surfaces with square integrable mean curvature.
2. The Morse index of the plane through the origin
In this section we prove Theorems 1.1 and 1.2; it is divided into three
subsections. In the first we introduce the Jacobi operator, give the definition
of Morse index, and compute it in the case of a plane through the origin in the
Schwarzschild manifold. The second subsection is devoted to a separation of
variables argument, and the reduction of an eigenvalue problem to a system
of Ricatti equations. In the last subsection, we study these equations and
present the proofs of the results stated in the introduction.
2.1. The second variation formula and the stability operator. In
this section we introduce the stability operator associated to the quadratic
form representing the second derivative of the area functional, and compute
this operator in details in the case of the free-boundary minimal surface Σ0
of the introduction. For more details, see the discussion in section 2 of [1].
Let Σ be a properly embedded surface in (M3, g) and R > 0 be fixed.
Let us consider class C1 vector fields X in M that are tangential along ∂M
and supported in the domain {x ∈M : |x| ≤ R}. We use {ψ(t, ·)} to denote
the one-parameter family of diffeomorphisms associated with X, and use it
to obtain a variation of Σ with variational vector field X, i.e. we consider
ψ(t,Σ) = {ψ(t, x) : x ∈ Σ}. The first derivative of the area functional in the
direction of X can be computed as
d
dt
∣∣∣∣
t=0
areag(ψ(t,Σ)) =
∫
Σ
g(X,H) +
∫
∂Σ
g(X, ν),
whereH and ν denote the mean-curvature and outward pointing unit conor-
mal vectors of Σ, respectively. It follows from this formula that free-boundary
minimal surfaces are precisely the critical points of the area functional with
respect to tangential variations.
Let N denote a globally defined unit normal vector field along Σ. From
now on, we restrict our attention to smooth variation vector fields that are
normal to Σ, i.e. along the surface X = uN for some class C∞ function u
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in Σ. The free-boundary condition implies that X is an admissible tangen-
tial variation vector field. Assuming that Σ satisfies this condition and is
minimal, the second derivative of the area can be computed as
d2
dt2
∣∣∣∣
t=0
areag(ψ(t,Σ)) = Q(u, u),
where Q(·, ·) is the quadratic form given by
(1) Q(u, u) =
∫
Σ
(|∇gu|2g − (Ricg(N,N) + |AΣ|2g)u2) +
∫
∂Σ
A∂M (N,N)u
2,
where AΣ and A∂M denote the second fundamental forms of Σ and ∂M ;
i.e. A∂M (V,W ) = −g(∇˜V η,W ) where η is outward pointing unit normal to
∂M , and AΣ(V,W ) = −g(∇˜VN,W ).
Definition 2.1. Let Σ(R) = Σ ∩ {|x| ≤ R}. The Morse index of Σ(R)
is defined as the maximal dimension of a linear subspace V of class C∞
functions u vanishing on {|x| = R} such that Q(u, u) < 0, for all u ∈ V \{0}.
The Morse index of Σ is defined as the limit of the indices of the domains
Σ(R) as R tends to infinity.
Integration by parts shows that the Morse index of Σ(R) coincides with
the number of negative eigenvalues (with repetitions) of the Jacobi operator
(2) LΣu = ∆Σu+ (Ricg(N,N) + |AΣ|2)u,
with boundary conditions
(3) u = 0 on {|x| = R}, and ∂u
∂ν
+A∂M (N,N)u = 0 on ∂Σ.
More precisely, if λ1 < λ2 ≤ . . . ≤ λk ≤ . . .→∞ is the list of eigenvalues of
LΣ with boundary conditions (3), with repetitions, then the number of such
negative eigenvalues coincides with the index of Σ(R).
Next, we specialize to the case of Σ = Σ0, the plane through the origin in
the Riemannian Schwarzschild manifold. From this point on, we will rewrite
the conformal factor of the metric g as
(4) e2ϕ(r) =
(
1 +
m
2r
)4
.
We claim that the eigenvalue problem above becomes
(5) ∆δΣ0u+
m
r3
e−ϕ(r)u+ λe2ϕ(r)u = 0, on Σ0(R),
with boundary conditions
(6) u = 0 on Σ0 ∩ {|x| = R}, and ∂u
∂ν
= 0 on ∂Σ0,
where ∆δΣ0 = Tr(Σ0,δ)Hessδu is the Euclidean Laplace operator over Σ0.
The proof of this claim is a straightforward computation using the formulas
for the Laplace operator and Ricci curvature under a conformal change, see
1.158 in [2], and the facts that ∂M and Σ0 are totally geodesic surfaces.
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2.2. Separation of variables and reduction to a Ricatti equation.
Let us start by writing the system obtained in the previous section in polar
coordinates u = u(r, θ) of Σ; i.e. (x1, x2, 0) = (r cos θ, r sin θ, 0). Using the
expression of the Laplace operator in polar coordinates, we obtain
(7) urr +
ur
r
+
uθθ
r2
+
m
r3
(
1 +
m
2r
)−2
u+ λ
(
1 +
m
2r
)4
u = 0, on ΣR,
with boundary conditions
ur = 0, on r = m/2, and(8)
u = 0, on r = R.(9)
In order to analyze the system determined by equations (7), (8), and (9),
we consider the following separation of variables
u(r, θ) =
∑
k∈Z
uk(r) · eikθ.
Therefore, a solution to the above system must satisfy, for each k ∈ Z,
(10) u′′k +
u′k
r
− k
2
r2
uk +
m
r3
(
1 +
m
2r
)−2
uk + λ
(
1 +
m
2r
)4
uk = 0,
with boundary conditions
(11) u′k(m/2) = 0, and uk(R) = 0.
From now on, let us use
(12) v(r) =
√
r · uk(r).
Observe that (10) and (11) imply that v(r) solves
(13) v′′(r) + v(r) ·
(
1
4r2
− k
2
r2
+
m
r3
(
1 +
m
2r
)−2
+ λ
(
1 +
m
2r
)4)
= 0,
with boundary conditions
(14) v′
(
m
2
)
= m−1 · v
(
m
2
)
, and v(R) = 0.
We claim that whenever uk is not identically zero, then the associated func-
tion v has isolated zeroes only. In order to prove this claim, it suffices to
verify that if v(r) = 0, then v′(r) 6= 0 by uniqueness of solutions.
Away from the zeroes of v, we define
(15) γ(r) =
v′(r)
v(r)
.
A straightforward computations yields the following properties of γ:
(16) γ′(r) + γ(r)2 = − 1
4r2
+
k2
r2
− m
r3
(
1 +
m
2r
)−2
− λ
(
1 +
m
2r
)4
,
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with boundary conditions
(17) γ
(
m
2
)
= m−1, and lim
r→R−
γ(r) = −∞.
The negative sign in the above limit can be determined from equation (16).
Indeed, since the right-hand-side is bounded away from r = 0, if γ2 grows
to infinity the derivative γ′ must decrease to negative infinity. This implies,
in particular, that whenever v(r0) = 0, we have that γ(r) tends to −∞ as
r→ r−0 , and to +∞ as r → r+0 .
2.3. Analysis of the Ricatti equations. In this section we study the
Ricatti equation (16) with boundary condition (17). The solution to that
system is defined on the closed interval [m/2, R], except at finitely many
points, r = R included. Since we are interested in solutions with negative
λ, we start with the following fact.
Proposition 2.2. If λ ≤ 0 and k 6= 0, the system composed by equations
(16) and (17) admits no solutions.
Proof. We begin by estimating the right-hand-side of equation (16) as
− 1
4r2
+
k2
r2
− m
r3
(
1 +
m
2r
)−2
− λ
(
1 +
m
2r
)4
≥ 1
r2
(
k2 − 3
4
)
.
This follows from the easily verifiable inequality
m
r
(
1 +
m
2r
)−2
≤ 1
2
.
Next, we observe that the function
(18) ψ(r) =
1
2r
(
1−
√
4k2 − 2 ·
(
2
1 + (2r/m)
√
4k2−2 − 1
))
,
considered with domain of definition r ≥ m/2, solves
ψ′ + ψ2 =
1
r2
(
k2 − 3
4
)
,
with boundary condition ψ(m/2) = m−1.
Therefore, it follows from the above estimate that
γ′ + γ2 ≥ ψ′ + ψ2 and γ(m/2) = ψ(m/2),
which implies that γ(r) ≥ ψ(r), for all r, since ψ has no singularities. In
particular, any function γ satisfying equation (16), with λ ≤ 0 and k 6= 0,
and γ(m/2) = m−1, does not have any singularities and cannot satisfy the
second boundary condition expressed in (17). 
The above result has the following immediate consequences.
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Corollary 2.3. (a) Solutions to the system composed by the equation
LΣu+ λu = 0, on ΣR,
and boundary conditions
u = 0, on Σ ∩ {|x| = R}, and
∂u
∂ν
= 0, on Σ ∩ {|x| = m/2},
with λ ≤ 0 are radial functions u = u(r).
(b) Non-positive eigenvalues associated with the eigenvalue problem posed
in part (a) have multiplicity one.
Part (b) follows from (a) and uniqueness of solutions to ODEs with given
boundary data. Next we introduce a family of auxiliary functions that will
help us on the analysis of radial eigenfunctions with negative eigenvalues.
Lemma 2.4. For each parameter c, the function
(19) ψc(r) =
1
2r
+
4rm(4 log r + c+ 8) + 16r2 − 4m2
r(4r2 −m2)(4 log r + c+ 8)− 8r(2r +m)2
solves equation (16) for λ = 0 and k = 0. The constant c determines
ψc(m/2), and for c = −8− 4 log(m/2) we have ψc(m/2) = m−1.
The proof of this lemma is a straightforward computation that we omit
here. Next, we list some further properties of the functions ψc(r).
Proposition 2.5. (a) The function ψc has a single singularity at the
point r = Rc such that
(2Rc −m)(4 logRc + 8 + c) = 8(2Rc +m).
(b) The value Rc of the singularity is a strictly decreasing function of
the parameter c with limc→−∞Rc = +∞.
Observe that part (a) follows from the explicit expression of ψc given in
Lemma 2.4. Part (b) is a consequence of the fact that
c(R) :=
2R+m
2R−m −
1
2
(logR+ 2)
is a strictly decreasing function of R, since this is the inverse of Rc = R(c).
Corollary 2.6. The solution γλ = γλ(r) of the Ricatti equation
(20) γ′ + γ2 = − 1
4r2
− m
r3
(
1 +
m
2r
)−2
− λ
(
1 +
m
2r
)4
,
with γλ(m/2) = m
−1, and λ < 0 has at most one singularity.
Proof. Following the notation of Lemma 2.4 and Proposition 2.5, we observe
that γλ coincides with the function ψc at r = m/2, and
γ′λ + γ
2
λ > ψ
′
c + ψ
2
c .
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This implies that γλ(r) ≥ ψc(r), for every r ∈ [m/2, Rc]. In particular, the
function γλ does not have any singularities on the interval [m/2, Rc), since
(21) lim
r→r−
0
γλ(r) = −∞ and lim
r→r+
0
γλ(r) = +∞
whenever r0 is a singularity of γλ, as observed at the end of Section 2.2.
We claim that Rc is not a singularity of γλ as well. Suppose, by contradic-
tion, that this is not the case. Pick any point p = (rp, γλ(rp)) in the graph
of γλ different from (m/2,m
−1), and let f = f(r) be the solution to (16) for
λ = 0 and k = 0 through p, i.e. it solves the same differential equation as
the ψc. Therefore, f = ψc for some c, and we observe further that c < c.
This can be seen as an application of part (b) of Proposition 2.5. Finally, we
use f as a barrier to obtain a contradiction. Indeed, the reasoning applied
above implies that γλ(r) ≥ f(r) = ψc(r), for r on [rp, Rc]. Applying part (b)
of the proposition again we see that γλ does not develop singularity before
Rc > Rc. This contradicts the assumption that Rc is a singularity of γλ.
In order to conclude the proof, we observe that if γλ has a singularity at
R(λ), then the facts that R(λ) > Rc and the description of the function to
the right of each singularity that we gave in the previous section imply that
γλ(r) > ψc(r), for all r on (Rλ,+∞).
Since ψc has a unique singularity, we conclude that the same must also hold
for γλ, and the proof is complete. 
We are now ready to prove that the Morse index of Σ is one.
Proof of Theorem 1.1. Let λ be a negative eigenvalue of the quadratic form
associated to the second derivative of the area functional at ΣR with respect
to vector fields that vanish at Σ ∩ {|x| = R} and are tangential along ∂M .
Observe that Corollary 2.3 implies that λ has multiplicity one and an eigen-
function u of this eigenvalue is radial, i.e. u = u(r), where we used the same
letter to denote the function on ΣR and a single variable function.
In Section 2.2 we found also equations that are satisfied by v(r) =
√
r·u(r)
and γ(r) = v′(r) ·v(r)−1, see equations (13), (14), (16), and (17). The zeroes
of v(r), which are isolated, correspond to points at which γ(r) is not defined.
Throughout this paper, these values are being referred as singularities of
γ(r). By Corollary 2.6, we know that if γ has a unique singularity, then v
vanishes exactly once. Since v(R) = 0, we conclude that u(x) > 0, for all
points with r(x) < R. The only eigenfunction that has a well-defined sign
is that associated with the first eigenvalue, which implies that λ is the first
eigenvalue and the index of ΣR is at most one.
In order to conclude the proof, we consider the solutions v(r) = vλ(r) to
v′′(r) + v(r) ·
(
1
4r2
+
m
r3
(
1 +
m
2r
)−2
+ λ
(
1 +
m
2r
)4)
= 0,
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with boundary conditions
v
(
m
2
)
= 1 and v′
(
m
2
)
= m−1.
A straightforward computation verifies that
v0(r) =
√
2r
m
(
1− 2r −m
2r +m
· log
√
2r
m
)
.
Since this function takes negative values, the same happens for vλ(r) with
small |λ|. This implies that the function vλ has a zero and corresponds to a
radial eigenfunction of some ΣR. 
The last paragraph of our proof has Theorem 1.2 as a consequence.
3. Monotonicity formula and boundary length
The Riemannian connection ∇˜ of g can be expressed in terms of the
Euclidean connection ∇ as follows:
(22) ∇˜XY = ∇XY +X(ϕ)Y + Y (ϕ)X − δ(X,Y )∇ϕ,
where g = e2ϕδ, and ∇ϕ denotes the gradient of ϕ.
Proposition 3.1. Let α = α(s) be a curve parametrized by Euclidean
arc-length in {x ∈ R3 : |x| = 1}. The cone over α in the Riemannian
Schwarzschild (M3, g) will be denoted by
Cα = {tα(s) ∈M : s ∈ domain(α) and t ≥ m/2}.
Then, Cα is a minimal surface if and only if α is a great circle.
Proof. The proof of this fact follows via a straightforward computation of
the mean-curvature of Cα in terms of α and its derivatives. Consider the
orthonormal basis {e1, e2, N} at tα(s) with respect to g given by
e1 = e
−ϕ(t)α(s), e2 = e−ϕ(t)α′(s), and N = e−ϕ(t)α(s) ∧ α′(s).
The unit vector N is normal to Cα. The formula for the connection of g,
see (22), gives us that
∇˜eiN = ∇eiN + ei(ϕ)N,
since N is orthogonal to the ei, and, in particular, to the radial direction,
while ∇ϕ is radial. Therefore, the mean-curvature of Cα can be computed
as follows
H =
2∑
i=1
g(∇˜eiN, ei) =
2∑
i=1
g(∇eiN, ei) = δ(∇α′(s)N,α′(s)).
The derivative of N in the direction of e1 does not appear in the last term
because it is normal to Cα, since the direction of N depends on s only.
Therefore, we conclude that
H(tα(s)) =
1
teϕ(t)
δ(α(s) ∧ α′′(s), α′(s)).
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Since α is contained in |x| = 1 and is parametrized by arc length, we conclude
that α ∧ α′′ is parallel to α′. Therefore, we conclude that Cα is minimal if
and only if α′′ is proportional to α, which is the same as saying that α is a
geodesic of the round two-sphere |x| = 1. 
Throughout this section, it will be convenient to use other ways to express
the Schwarzschild metric. This metric coincides with
1
1− 2m
s
ds⊗ ds+ s2gS2 , on (2m,∞)× S2,
where gS2 is the round metric on the unit two-dimensional sphere. A third
way to represent that metric is as
dr ⊗ dr + h(r)2gS2 , on (0,∞)× S2,
where h(r) is the inverse function of
r(s) = s
√
1− 2ms−1 +m log
(
1 +
√
1− 2ms−1
1−√1− 2ms−1
)
.
The variable r = r(x) above represents the Schwarzschild distance to the
horizon, and not the Euclidean distance; note that this notation is different
from that of Section 2. The function
(23) f(x) = h′(r(x))
is the static potential of the Schwarzschild manifold, i.e. a non-negative
function, which vanishes precisely on ∂M , and satisfies the equation
Hessgf − (∆gf)g − fRicg = 0.
One can also check that the static potential satisfies
(24) h′(r) = 1− m
r
+ o
(
r−1
)
, as r→∞.
Indeed, this is a consequence of h(r) = r + o(r) and
(25) h′(r) =
√
1− 2m
h(r)
.
Another important object that we apply in this work is the conformal
vector field
X = h(r)∂r,
where ∂r denotes the unit length radial vector, i.e. the gradient with respect
to g of the function r. This vector field is conformal because it satisfies
LXg = 2fg, where f is the function introduced in (23). Moreover, since X
is gradient, it follows that
(26) ∇˜vX = fv, for all v ∈ TM.
It might be interesting for the reader to compare this discussion on the
function f and the conformal vector fields in warped products with the
content of section 2 of [3].
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Let Σ be a properly embedded minimal surface in M that meets the
boundary of M orthogonally. For every 0 < σ < ρ, consider the field W
defined by the expression
W (x) =
(
1
h(σ)2
− 1
h(ρ)2
)
X(x),
at points x ∈M with 0 ≤ r(x) ≤ σ,
W (x) =
(
1
h(r)2
− 1
h(ρ)2
)
X(x),
for σ ≤ r = r(x) ≤ ρ, and W (x) = 0, otherwise. Using (26), we can write
divΣW (x) =
(
1
h(σ)2
− 1
h(ρ)2
)
2f,
for 0 ≤ r(x) < σ, and
divΣW (x) = − 2f
h(ρ)2
+
2f
h(r)2
− 2h
′(r)
h(r)3
g(∂Tr ,X)
= − 2f
h(ρ)2
+
2f
h(r)2
g(∂⊥r , ∂
⊥
r ),
for σ < r(x) < ρ, where ∂Tr and ∂
⊥
r denote the tangential and normal
components of ∂r relative to the tangent spaces of Σ. And it is clear that
the divergence of W over Σ vanishes at all points with r(x) > ρ.
Therefore, for almost all 0 < σ < ρ, we have
(27)
1
h(ρ)2
∫
Σρ
f =
1
h(σ)2
∫
Σσ
f +
∫
Σρ\Σσ
f
h2
|∂⊥r |2g −
1
2
∫
Σ
divΣW,
where Σa = Σ∩Ba, and Ba denotes the set of points in M at Schwarzschild
distance to the horizon at most a. Since Σ is minimal, the divergence over Σ
of the normal component ofW vanishes. Therefore, for almost all 0 < σ < ρ,
we can simplify (27) using the divergence theorem, and obtain
1
h(ρ)2
∫
Σρ
f =
1
h(σ)2
∫
Σσ
f +
∫
Σρ\Σσ
f
h2
|∂⊥r |2g −
1
2
∫
∂Σ
g(W T , ν),
where ν denotes the conormal vector along ∂Σ.
Finally, since Σ meets ∂M orthogonally, it follows that W is tangential
to Σ, and ν = −∂r. Therefore,
g(W T , ν) = −
(
1
h(σ)2
− 1
h(ρ)2
)
h(0) = −2m
(
1
h(σ)2
− 1
h(ρ)2
)
,
and we conclude that, for almost all 0 ≤ σ < ρ, we have
(28)
µ(Σ ∩Bρ)
h(ρ)2
=
µ(Σ ∩Bσ)
h(σ)2
+
∫
Σρ\Σσ
f
h2
|∂⊥r |2g+m
(
1
h(σ)2
− 1
h(ρ)2
)
|∂Σ|,
where |∂Σ| represents the boundary length of Σ, and µ is the measure defined
by µ(A) =
∫
A
f . An approximation argument, and the right-continuity of
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the integrals involved in (28) imply that it holds for all 0 ≤ σ < ρ. We have
proved the following proposition.
Proposition 3.2. Let (M,g = dr ⊗ dr + h(r)2gS2) denote the Riemannian
Schwarzschild manifold of mass m, and f = h′(r) be its static potential. Let
Σ be a properly embedded minimal surface in M that meets the boundary of
M orthogonally. Then, the ratio
1
h(ρ)2
∫
Σ∩Bρ
f(x)dΣ(x)
is a non-decreasing function of ρ in [0,∞). Moreover, if ∂Σ is a non-trivial
curve in the horizon, the ratio above is a strictly increasing quantity.
Motivated by the Euclidean setting, we consider the density at infinity
of a free-boundary minimal surface in the exact Schwarzschild, defined as
the limit of the ratio between the area of the portion of the given surface
inside the ball of radius r centered at the horizon, and the area of the totally
geodesic section inside the same ball, as r grows to infinity. More precisely,
we consider the following notion:
Definition 3.3. We define the density at infinity of a properly embedded
free-boundary minimal surface Σ in the Schwarzschild manifold by
Θ(Σ) = lim
ρ→∞
area(Σ ∩Bρ)
area(C ∩Bρ) ,
whenever this limit exists, where C denotes the cone over a great circle
contained in the horizon.
A simple computation yields area(C ∩ Br) = 2pi
∫ r
0 h(ρ)dρ. Next, we
compare the density at infinity with the limit of the monotone quantity
analyzed in Proposition 3.2.
Proposition 3.4. Let Σ be a properly embedded minimal surface in M that
meets the boundary of M orthogonally. Then,
lim
ρ→∞
1
pih(ρ)2
∫
Σ∩Bρ
f(x)dΣ(x) ≤ Θ(Σ).
Moreover, equality holds whenever the density at infinity of Σ is finite.
Proof. First of all, since f(r) = h′(r) we observe that (25) implies that
lim
ρ→∞
1
pih(ρ)2
∫
Σ∩Bρ
f(x)dΣ(x) ≤ lim inf
ρ→∞
area(Σ ∩Bρ)
pih(ρ)2
.
On the other hand, if Θ(Σ) exists, we have
lim
ρ→∞
area(Σ ∩Bρ)
area(C ∩Bρ) = limρ→∞
area(Σ ∩Bρ)
pih(ρ)2
,
and the inequality is proved.
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Suppose now that Θ(Σ) is finite. In order to check the second claim in
our statement, it suffices to show that
(29) lim
ρ→∞
1
h(ρ)2
∫
Σ∩Bρ
(f − 1) = 0.
Observe that there exists c > 0 such that |f(x)− 1| ≤ c · r(x)−1, for all r(x)
large enough, and −1 ≤ f(x)− 1 ≤ 0, for all x. These are consequences of
(24). Therefore, for 0 < r0 < ρ <∞, we have
0 ≤ 1
h(ρ)2
∫
Σ∩Bρ
(1− f) ≤ area(Σ ∩Br0)
h(ρ)2
+
c
r0
· area(Σ ∩Bρ)
h(ρ2)
.
Note that, for fixed r0, the right-hand side of this inequality converges to
cpiΘ(Σ)r−10 as ρ→∞. In particular, if the density at infinity of Σ is finite,
letting r0 →∞ we conclude that (29) holds.

We are now ready to prove the bound on the boundary length stated in
Theorem 1.3.
Proof of Theorem 1.3. Assume, without loss of generality that the density
of Σ at infinity is finite. Letting σ = 0 and ρ → ∞ in the monotonicity
formula (28), and applying Proposition 3.4, we conclude that
Θ(Σ) =
|∂Σ|
4pim
+
1
pi
∫
Σ
f
h2
|∂⊥r |2g.
Since the integral term on the right hand side is non-negative, the inequality
in the statement of the theorem is proved. If equality holds, that integral
must vanish, which implies that ∂⊥r = 0 on Σ. In particular, Σ must be a
minimal cone. By Proposition 3.1, Σ must be the cone over a great circle in
the horizon, i.e. a plane through the origin. 
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