We discuss the construction of low-energy tight-binding Hamiltonians for condensed matter systems with a strong coupling to the quantum electromagnetic field. Such Hamiltonians can be obtained by projecting the continuum theory on a given set of Wannier orbitals. However, different representations of the continuum theory lead to different low-energy formulations, because different representations may entangle light and matter, transforming orbitals into light-matter hybrid states before the projection. In particular, a multi-center Power-Zienau-Woolley transformation yields a dipolar Hamiltonian which incorporates the light-matter coupling via both Peierls phases and a polarization density. We compare this dipolar gauge Hamiltonian and the straightforward Coulomb gauge Hamiltonian for a one-dimensional solid, to describe sub-cycle light-driven electronic motion in the semiclassical limit, and a coupling of the solid to a quantized cavity mode which renormalizes the band-structure into electron-polariton bands. Both descriptions yield the same result when many bands are taken into account, but the dipolar Hamiltonian is more accurate when the model is restricted to few electronic bands, while the Coulomb Hamiltonian requires fewer electromagnetic modes.
I. INTRODUCTION
In recent years, many condensed matter experiments have explored the intriguing phenomena which arise when matter is driven by electromagnetic fields far beyond the linear response regime [1] . On the one hand, this includes highly nonlinear electron dynamics induced by classical electromagnetic fields, such as light-driven Bloch oscillations [2] and highharmonic generation, or the engineering of entirely new states, so-called Floquet phases, under strong time-periodic driving [3] [4] [5] . Even more intriguing proposals for hybrid light-matter states have been made for the case when the quantum nature of the electromagnetic field becomes relevant [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , through structuring the photon modes using a cavity. Cavity quantum electrodynamics (QED) has reached the regime of ultra-strong coupling between few emitters and photons [16] and demonstrated the possibility to control chemical reactions [17] . First experiments with condensed matter systems in cavities have led to tantalizing observations, including an enhancement of the superconducting transition temperature of a material through coupling to vacuum fluctuations [18] .
The rich physics of complex condensed matter systems is largely understood in terms of minimal tight-binding models, which describe interacting electron systems on a lattice with only a few valence orbitals per site. The recent developments in cavity QED, therefore, call for tight-binding models which incorporate the electromagnetic field, and can thus provide a low-energy description for the ultra-strong light-matter coupling in solids, complementary to first-principle approaches [19] [20] [21] [22] . However, while the continuum formulation of quantum electrodynamics is textbook knowledge [23, 24] , electromagnetic coupling when the electronic hamiltonian is projected to a restricted low-energy model raises subtle issues. The most straightforward approach to derive few level models in atomic physics or few band models in condensed mat-ter is to project the continuum theory on a subset of orbitals. However, while the exact theory is invariant under canonical transformations, the accuracy of a projection to a subset of orbitals in general depends on the representation resulting from the choice of canonical variables. For example, in a representation in which the canonical field variable is the macroscopic displacement field rather than the microscopic electric field, the matter orbitals are hybrid light-matter objects, the matterfield coupling appears differently, and the accuracy of a truncation to a small number of orbitals will change. The differences in the projected light-matter Hamiltonians have been recently discussed very actively in relation to the derivation of few level models for individual atoms in cavity QED [25] [26] [27] [28] [29] [30] , motivated in part by long-standing debates on fundamental questions regarding the interpretation of the superradiant phase transition [31] [32] [33] . In the solid, one should expect a similar dependence of the reduced low-energy Hamiltonian on the starting point of the projection. The Wannier orbital onto which the projection is performed has a different meaning in different representations , and one may consider which choice best represents the physics within a minimal set of bands.
Tight-binding models with a coupling to the electromagnetic field have a long history in semiclassical description, where the tight-binding Hamiltonians H[A, φ] is written in terms of the scalar and vector potentials A(r, t) and φ(r, t). The most widely used minimal semiclassical Hamiltonian for electrons with charge q in one band is obtained by the Peierls substitution [34] , in terms of the vector potential by
where the integral is taken along a straight line. It must be emphasized that the gauge in Eq. (1) is not fixed, but the Hamiltonian defines a gauge theory in which the physics remains invariant under the transformation
with an arbitrary function Λ(r, t). In this aspect, the Peierls Hamiltonian fundamentally differs from any naively projected continuum Hamiltonian, such as a projection of the Coulomb gauge Hamiltonian onto a subset of bands. An elegant way to fix the light-matter coupling matrix elements in more general (multi-band) semiclassical Hamiltonians is in fact to request the existence of such a gauge structure [35] . Gauge-invariant semiclassical Hamiltonians like Eq. (1) turn out to be not only conceptually elegant but also powerful in practice, as strongfield phenomena in solids, such as optically driven Bloch oscillations, can be captured even within a single-band approximation.
In contrast to the semiclassical description, recent studies regarding the quantum light-matter coupling often rely on a linearized light-matter coupling or on a projection of the Coulomb gauge Hamiltonian on the valence bands. This is certainly valid when the coupling is not too strong, but must be carefully reconsidered in the ultra-strong coupling regime. One cannot easily quantize a semiclassical description by replacing the classical fields A by quantum fields, because the semiclassical approximation misses field-induced interactions and Lamb-shifts in the solid, but one may impose that the semiclassical approximation to the projected quantum theory should lead to the known semiclassical tight-binding descriptions. Among the class of quantum light-matter Hamiltonians which are derived in this paper from the continuum theory, one particular representation, often referred to in the quantum optics literature as "the dipolar gauge", results in a lightmatter coupling via Peierls phases and inter-band dipolar matrix elements, which has the known semiclassical limit and seems to provide an accurate few-band representation of the physics.
The article is organized as follows. In Sect. II, we introduce the quantum light-matter Hamiltonian in Coulomb gauge and discuss the general formalism of unitary transformations of the light-matter coupled theory. The multi-center Power-Zienau-Woolley (PZW) transformation is introduced to obtain the general quantum Hamiltonian with Peierls phases and inter-band dipolar matrix elements, to which we refer, following the convention, as the dipolar gauge Hamiltonian . The semiclassical limit of the dipolar gauge Hamiltonian then does indeed both have the gauge invariance given by Eq. (3), and it leads to a faster convergence to the full description as the number of electron bands taken into account is increased. In Sec. III, we exemplarily consider in detail the example of a one-dimensional solid, both to analyze the strongly driven semiclassical dynamics, and to evaluate the light-dressed electron polariton band-structure in a cavity. Sect. IV provides a conclusion and outlook.
II. TIGHT-BINDING MODELS IN COULOMB AND DIPOLAR GAUGE

A. Continuum light-matter Hamiltonian in Coulomb gauge
In Coulomb gauge, the electromagnetic field is expressed in terms of the transverse vector potential A(r) (∇·A = 0), and its canonical conjugate variable Π(r) is related to the electric field (see below) [23, 24] . The Hamiltonian is split in a light and matter contribution as
Here H C denotes the minimal coupling Hamiltonian for electrons with charge q in the continuum,
where ψ † r and ψ r are creation and annihilation operators for electrons at point r (the spin index is suppressed throughout the paper for simplicity); H C int is the instantaneous Coulomb interaction, and H latt is the lattice potential, which is taken to be a given external potential if the nuclei approximately remain at fixed positions. The second part H em of the Hamiltonian (4) describes the energy of the transverse electromagnetic fields in the empty cavity,
Here the space-dependent dielectric function (r) accounts for lossless media, such as partially transparent mirrors, which define an arbitrary cavity environment. It does not yet include the part of the matter which is treated explicitly within a microscopic description below. The longitudinal fields are not independent dynamical degrees of freedom, but fixed by the charge distribution, and their energy is included in the longrange Coulomb interaction H C int [23, 24] . The resulting Heisenberg equations of motion for A and Π can be derived using the canonical commutation relation of A and Π (Appendix A) and are the transverse components of the Maxwell equations with the current operator
if the canonical variables are related to the electric and magnetic field as B(r) = ∇ × A(r) and
(Here and in the following, superscripts T and L refer to transverse and longitudinal components of a vector field, respectively.) The current operator satisfies the continuity equation ∇ · j + ∂ t ρ = 0 with the microscopic charge density
for transverse mode functions b ν (r) that are orthogonal with respect to (r), d 3 r (r)b ν (r) · b ν (r) = δ ν,ν . The fields can thus be expanded as (12) and (13) with hermitian Q ν , Π ν and real functions φ
B. General gauge transformations
Before the projection to a low-energy manifold, one can choose the explicit form of light-matter coupling by performing a canonical transformation. The resulting representation implies a certain definition of the polarization density, and it specifies the definitions of physical fields, such as the macroscopic electric field, in terms of canonical field variables. The transformation therefore modifies the form of light-matter coupling [23, 24] and can significantly affect the quality of few-bands approximations. In the literature these transformations are often referred to as gauge transformations and we will use this terminology in what follows. In this section, we recapitulate the general formulation of such a gauge transformation in terms of a unitary transformation which mixes light and matter.
The representation of the Coulomb gauge Hamiltonian in the Wannier basis can be denoted by the formal expression
where the square brackets indicate the dependence on the canonical variables. As discussed in the last section, in the Coulomb gauge, the canonical field Π is identified with the transverse electric field, while the free charge corresponds to the total particle number operator ρ(r) = ψ † r ψ r , and no bound charge is present. This can be changed by a general unitary transformation W, where the transformed Hamiltonian reads
Here the expression of the transformed operatorsŌ = WOW † ≡Ō[c, c † , Π, A], for O = c, c † , Π, A depends on both matter and fields in general, and the last step simply reexpresses the Hamiltonian in terms of c, c † , Π, A, so that H C and H W have a different functional dependence on the canonical variables in general.
We emphasize that both in Coulomb gauge and in the W gauge, the symbols c, c † , Π, A will be used to denote a set of operators which satisfy the canonical (anti)-commutation relations, and thus serve to construct the Hilbert space. In contrast, gauge-invariant physical observables such as the microscopic electromagnetic fields E and B itself do not depend on the gauge, but their representation in term of the canonical variables does, which will be denoted by a subscript W or C. (We will also introduce a set of operators which are defined differently for each gauge, such as the polarization.) If X is a gauge-invariant observable, its representation in W gauge is obtained by
(just as the transformation of H). Written for the microscopic fields, the above discussion implies that the canonical variables c, c † , Π, A correspond to different physical quantities in different gauges.
For the discussion of the solid, it is useful to consider a rather general class of gauge transformation which mix light and matter in the form of a linear mapping of the matter operators,c
Here the matrix W [A] depends on the field operator A only (not on Π), and it is unitary in terms of the matter indices. One can show that this relation for the electron operators already fixes the transformation of the electromagnetic fields:
Because the transformation depends only on A, one has WAW † = A. Furthermore, the transformation of Π can always be represented as a shift by the transverse component of a field P W (r)
which will be identified as polarization density. In Appendix B we show that the polarization density that corresponds to the general transformation (19) is a simple quadratic form in the matter operators,
By transforming Π in the free field Hamitonian H em to Π+P T W , one then arrives at a transformed Hamiltonian which contains both a new light-matter interaction ∼ P · Π, and an induced interaction ∼ P · P . In summary, the Hamiltonian can be written as
where H el,W is obtained by applying the transformation (18) and (19) to H C,el , and 
if Π is identified with a displacement field D T W ,
The current J W satisfies the continuity equation with a charge density
which we term "macroscopic charge density", because the related current is the source term in the macroscopic Maxwell equations. Comparison with the microscopic continuity equation shows that J W is related to the microscopic current by
showing again the gauge-dependent separation of the charge into a macroscopic charge density and a polarization charge −∇ · P W .
Semiclassical approximation
The semiclassical approximation corresponds to replacing the electromagnetic field by its expectation value, while leaving the quantum description of the matter. It can be obtained by decoupling the square of the operator Π + P T W (r) in the light-matter Hamiltonian, analogous to a mean-field decoupling AB → A B + A B − A B of the products Π · P W and P 2 W in Eqs. (24) and (25) . The resulting equations, written in terms of the microscopic fields B(r, t) and E(r, t), are the classical Maxwell equations for the transverse fields with the microscopic current j and charge as a source term. Matter is described by the semiclassical Hamiltonian,
up to the constant term ∝ P T W (r) 2 . In these equations, the vector potential is still transverse, E T (r, t) = −∂ t A(r, t). The current is given by Eq. (29) , with the macroscopic charge contribution Eq. (26), J sc,W = − δH sc,W δA(r) , and the polarization charge contribution ∂ t P W (r) .
One possible requirement for the construction of tightbinding light-matter Hamiltonians is to find a gauge transformation such that the semi-classical Hamiltonian after projection to subset of bands has an explicit gauge structure as defined by Eq. (3).
Restriction of the cavity modes
Often it is useful to express the fields using a general mode expansion (12) and (13) . With the replacement [37] δ δA(r)
in Eq. (22), we obtain the expansions of the polarization density P T W (r) in terms of the mode functions φ,
The current operator (26) is expanded in an analogous manner. Within this expansion, the light-matter Hamiltonian becomes
This equation is particularly useful when the number of modes is restricted. For example, a coarse graining of the fields can formally be achieved by truncating the relevant modes ν to a low energy subspace, i.e., introducing a momentum cutoff, or one can restrict the modes to few normal modes of the cavity resonator or a suitable multi-mode approximation [36] . It is important to note that such a truncation changes the dipolar interaction H P P and the light-matter coupling H EP in a consistent manner. For example, a restriction to a single mode which is homogeneous over the solid is consistent with an all to all interaction ∝P 2 , whereP is a volume averaged polarization (see examples in Sec. III).
C. PZW transformation and dipolar gauge
For the description of a single atom in a cavity at strong coupling, one often uses the PZW transformation to change the light-matter coupling from the form A·p to E ·r, which is suitable when electrons are localized close to an atomic center (r = 0). In second quantization, the unitary transformation reads
where χ(r, r ) is the line integral over the vector potential along a straight path,
The PZW transformation is particularly useful as a starting point for the multipolar expansion of the atom-field interaction, where an electron remains localized close to a given atomic center. In the solid, the choice of a fixed origin is however not very convenient, as it explicitly breaks the spatial translational invariance. For the derivation of the semiclassical Peierls Hamiltonian (1), Luttinger introduced a similar multi-center PZW transformation [38] . The analog for the quantum case is the definition of field-dependent hybrid lightmatter orbitalsw
where the phase due to the vector potential for each orbital is defined relative to the center of the Wannier orbital. However, these orbitals are not orthogonal. It is easy to see that the overlap matrix instead reads
where Φ(R α , r, R α ) is the magnetic flux through the oriented triangle R α → r → R α → R α , and we have used the shorthand notation for the Peierls phase
Because the Wannier orbitals are exponentially localized, Φ is of the order of the magnetic flux per lattice plaquette, and the corresponding deviation of the overlap matrix of order qΦ/ is typically much smaller than one. For example, for classical electromagnetic waves in vacuum, even an almost atomically strong electric field amplitude 1 MV/cm implies only a magnetic field of order 0.3 Tesla, and that the flux Φ 0 through a plaquette of size 10 −19 m 2 gives eΦ 0 / ∼ 10 −4 . One could re-orthogonalize the field-dependent orbitals order by order in the magnetic flux, which would finally lead to a light-matter Hamiltonian including an explicit interaction with the magnetic field (magnetic dipolar interactions). While this is possible, in the present manuscript we neglect all magnetic fielddependent matrix elements of that order (magnetic flux per plaquette), thereby obtaining a Hamiltonian containing only the dominant electric dipolar terms ("electric dipole approximation"). From now on, we therefore assume that the overlap (40) is given by the identity δ α,α . The orthogonality implies that one can construct annihilation (creation) operatorsc α = d 3 rw α (r) * ψ r and (c † α ) for electrons in the hybrid orbitals which satisfy canonical anti-commutation relations. The transformation from c toc is therefore unitary and of the type (19) , and all properties derived in the previous section apply. In particular, we can directly determine the corresponding Hamiltonian H Dip , and the polarization operator P Dip . (The subscript refers to "dipolar" or PZW gauge.) For better readability, we have shifted a rather straightforward derivation of the polarization operator and the Hamiltonian in dipolar gauge to the Appendix C and D, and summarize the results here.
All derivations use the approximation that the vector potential varies weakly on the atomic scale, which is consistent with the electric approximation above and corresponds to neglecting magnetic dipolar and electric quadrupolar matrix elements. We do not make, however, the approximation that the fields vary little over the full crystal (i.e., treating the crystal as a big molecule), as this would neglect the momentumdependence of the field modes inside the solid from the outset. The slow variation of the fields is usually justified by an energy separation. In the mode expansion (12) of the electromagnetic fields, modes which vary on some short scale λ c can be disregarded because the corresponding energy is large compared to the relevant electronic transitions in the solid (coarse graining). In the solid, λ c could be a UV wavelength such that ω c = 2π c/λ c is the order of several eV , but still λ c spans many lattice spacings.
For later use, it is convenient to represent both the Hamiltonian and the polarization using the mode expansion (12) and (13) rather than the continuum, as in Eqs. (35) and (36) . For the expansion coefficients (33) we get
where we introduced the dipolar matrix elements
which are then projected on the mode functions and dressed by a Peierls phase
. The Hamiltonian is given by (see App. D)
Here H Dip,el is obtained by dressing all matrix elements in the field free Hamiltonian H el,C [A = 0] with Peierls factors, i.e., an operator
This replacement holds both for singleparticle terms and for two-particle terms (interactions) which can be written as products of such operators. The dipolar light-matter interaction H EP is obtained by inserting the polarization operator (41) into the general expression (35) ,
Analogously, we obtain the P 2 term (36),
We have written H P P in normal-ordered form, in order to indicate that the first term is a renormalization of a band structure which is relevant even for the case of a single electron. We remark that the dipolar Hamiltonian has a gauge structure which makes it invariant under a shift A → A + ∇Λ and a simultaneous transformation c α → c α e iqΛ(Rα) . This implies that the current (26) satisfies the continuity equation with the charge density
This clarifies the separation of the macroscopic and polarization charges according to Eq. (28) in the dipolar gauge. Figure 1 . The setup studied in Sec. III. An electron is subject to a periodic potential V (x) along the x direction and confined to z = y = 0. In the quantum case, we take into account only one cavity mode with constant amplitude and polarization along the chain. In the classical case, the electron is driven by a time-dependent field E(t), again polarized along the chain.
Finally, the semiclassical approximation (30) in the dipolar gauge becomes
where the Peierls factors χ α,α (t) are calculated using the field A(r, t). We note that, when a scalar potential term
is added, the semiclassical Hamiltonian (47) is invariant under the gauge transformation Eq. (3), because the vector potential enters only via the Peierls phases of the hopping and interband dipolar matrices. Since the gauge shift in Eq. (3) does not mix operators from different Wannier orbitals, the gauge structure is preserved even after projection onto a subset of orbitals. This shows that the semiclassical limit of the dipolar Hamiltonian, even after truncation, falls into the class of models which have a simple gauge structure [35] , as defined by Eq. (3).
III. ONE-DIMENSIONAL SOLID
In this section, we will systematically compare the convergence of few-band approximations in the Coulomb and dipolar gauge by numerically solving a specific model. The example we choose is a one-dimensional solid, driven by quantum and classical fields which are polarized along the direction of the solid (Fig. 1 ). Driving the electrons in the system with strong classical fields leads to phenomena such as nonlinear Bloch oscillations and dynamical localization (band narrowing), which are in part captured already in a suitable single-band model and the Peierls substitution. These effects should have an analog when the solid is strongly coupled to a quantized cavity mode with polarization along the material, which hybridizes with the electronic bands to form electronpolariton bands.
For simplicity, the discussion is restricted to a single electron, deferring the more involved case of induced interactions to subsequent work. The potential is taken to be sinusoidal, with periodicity a along the direction (x) of the solid. The field-free electronic continuum Hamiltonian (5) then reads (in first quantization)
where G = 2π, and V 0 sets the periodic potential along the solid. Here we have set = 1, a = 1, and m = 1 (the electron mass), so that length is measured in units of a and energy in units of 2 ma 2 . Eigenstates of the un-driven system are Bloch bands x|k, m = φ k,m (x) with quasi-momentum k ∈ [−π, π) and band energy k,m , and m = 0, 1, 2, .... The band structure and dipolar matrix elements are obtained determined using a plane wave representation of the Bloch states (for details, see Appendix E).
A. Semiclassical case: Nonlinear Bloch oscillations
Formulation
We first discuss the description of light-driven dynamics in classical laser fields. The vector potential A(t) is taken to be homogeneous over the solid (i.e., the laser spot extends over many lattice spacings), corresponding to an electric field E(t) = −∂ t A(t). Only the polarization A ≡ A x along the solid is considered. One thus must solve for the electron dynamics using the time-dependent semiclassical Hamiltonian
The exact time-dependent calculation can be carried out straightforwardly in the plane-wave basis. To implement the few-band cutoff in the Coulomb gauge, we expand the Hamiltonian in the Bloch basis, k, m|H(t)|k , m = δ kk H C k;m,m (t), and neglect all bands with m > m max . The matrix elements are given by The exact current operator is
In Coulomb gauge, its matrix elements read k, m|j x |k , m = δ kk q(p k;m,m − qA(t)δ m,m ). In dipolar gauge, the current has two components, see Eq. (29) .
One is the macroscopic current, k, m|J Dip |k , m = −δ k,k δH Dip k;m,m /δA = q δ k,k ∂ k H Dip k;m,m , which would enter as a source term in the macroscopic Maxwell equations, and the other one is the current of the bound charges, given by the time-derivative of the local polarization dP Dip /dt. The polarization operator P has matrix elements k, m|P Dip |k , m = δ kk qD k−qA(t),m,m . The current and polarization density are understood to be coarse grained over the solid.
Results
To compare the exact results with the few-band approximations in different gauges, we prepare an initial state with k = 0, m = 0 in all three situations and apply an oscillating vector potential A(t) = A 0 sin(ωt). The resulting currents are compared in Fig. 2a -c for different band numbers m max . We choose qA 0 = 5.0 and ω = 1.0. The potential is V 0 = 10, which corresponds to well-separated bands, see Fig. 2g .
In the exact solution, the current exhibits multiple oscillation periods: On the timescale 2π, which corresponds to the period of A(t), the current has a non-sinusoidal timedependence (non-linear Bloch oscillations), in addition to fast oscillations which have a frequency of the order of the band splitting. In dipolar gauge, it is the free charge current J Dip (yellow solid lines in Fig. 2d-f ) which gives rise to these nonlinear Bloch oscillations: Due to the large amplitude A 0 , the mechanical momentum k − qA(t) in dipolar gauge passes the boundary of the first Brillouin zone [−π, π) during the timeevolution, leading to a reversal of the current. The fast oscillation in the current is instead attributed to the bound-charge current dP Dip /dt (see Fig. 2d-f) . The free charge current is converged even in the one-band approximation, while the description of the inter-band polarization current dP Dip /dt is reasonably approximated with a minimal two-band cutoff. In Coulomb gauge, the fast (inter-band) oscillations appear as well when more than one band is taken into account, but the nonlinear Bloch oscillations are less well represented. In particular the one-band cutoff in Coulomb gauge results only in a sinusoidal time-dependence in the current. As the number of bands is increased, both the dipolar and the Coulomb gauge description converge, but the results show that the dipolar gauge is advantageous over the Coulomb gauge for a fewband approximation in a gapped lattice system.
The agreement of two-band dipolar approximation with the exact result becomes slightly worse at later times (Fig. 2b) . This is expected, as the electron is successively excited to higher bands in a process closely related to Landau Zener tunnelling. In order to investigate this excitation process in more detail, we consider the initial state k = 0, m = 0 subject to a constant electric field, A(t) = −Et, for a case with a smaller gap (V 0 = 1). Figure 2h) shows the timeevolution of the probability for the electron to stay in the first band, obtained within the two-band approximation. In the dipolar gauge, states with different band index m are mixed via the dipolar matrix element. Around time t = π/E, one has k − qA(t) = −π (for k = 0), so that the system passes through an anti-crossing where the energy difference | k−A(t),1 − k−A(t),2 | is minimal. The reduction ∆P of the occupation probability in the first band during the traverse of the anticrossing can be related to Landau-Zener tunnelling [39] , with ∆P = exp[− π 2 E 2 g /(2πE/a)] (black arrows in Fig. 2h ). We note that due to the gauge-dependence of momentum this probability does not correspond to the projection of the exact wave function to the equilibrium basis (eigenstates of Bloch momentum k), but fits well the exact result projected onto a basis which is defined by the eigenstates of gauge-invariant Bloch momentum k m = k − A(t). The two-band calculation in Coulomb gauge gives a completely different result for either of the two basis sets. In fact, in the Coulomb gauge the physical energy bands, defined with gauge-invariant Bloch momentum k m , are time-dependent superpositions of several states in the bare momentum basis. During time-evolution, many orbitals are therefore needed to recover the gauge-invariant current and electron occupation in the lowest physical band. This clearly shows the advantage of preserving the gauge structure under the few-band approximation, which is satisfied by the dipolar Hamiltonian.
B. Quantum case: Electron-polariton bands
Formulation
As a second problem, we consider the one-dimensional chain coupled to the quantized modes of a perfectly isolated resonator. We assume that the resonator Hamiltonian H em , Eq. (6) has been diagonalized in the form H em = ν ων 2 (Q 2 ν + Π 2 ν ), with canonical variables Q ν and Π ν , and use the mode expansion described around Eq. (17). In the following we take into account only one mode (ν ≡ 0). The mode function b 0 (r) is assumed to be constant throughout the solid, and b 0 denotes the corresponding component of the mode function along the chain direction. Here the one mode approximation is intended to facilitate an exact comparison of the dipolar and Coulomb gauge. A quantitative solution of a given cavity setup may require more than one cavity mode, depending on the cavity geometry.
With one mode and the expansion (12), the Peierls factors qχ α,α in the dipolar Hamiltonian (43) for sites at distance |R α − R α | = na become ngQ 0 , with the dimensionless coupling constant
where is restored for concreteness. With some manipulation, the dipolar light-matter Hamiltonian is then obtained from Eqs. (43)-(45),
with
(56)
(D 2 k−gQ0 implies a matrix multiplication in band indices.) Here only the first term of H P P [Eq. (45)] has been included, because the second contribution is an electron-electron interaction which vanishes for the case of one electron.
Similar to the semiclassical case, the projected Coulomb Hamiltonian is obtained as
Below we compute the spectrum of the two Hamiltonians as a function of the band cutoff m max and the coupling constant g. The wave function at momentum k is expanded as
where |k, m; n = 1 √ n! a † 0 n c † k,m |0 is the basis state with one electron in band m and n photons; a † 0 = 1 √ 2 (Q 0 − iΠ 0 ) is the photon creation operator. The numerical cutoff n max in the number of photons is taken large enough so that the spectrum is converged (up to n max = 100, depending on the parameters). The dipolar Hamiltonian can become highly nonlinear in Q 0 , and thus couple many photon states. Instead of a Taylor expansion in Q 0 , we therefore calculate matrixelements directly in the Q 0 representation; for X k ≡ k , D k ,
where the eigenfunctions ψ ph n (Q) = e −Q 2 /2 H n (Q)/ √ π are given in terms of Hermite polynomials H n (Q).
Results
We first analyze the exact band structure of the light-matter coupled system (i.e., the band and photon number cutoff is taken large enough such that the results are converged and identical in both gauges). Figure 3a illustrates the case of well isolated bands and a photon energy which is resonant to the transition between the first and second band (V 0 = 5 and ω 0 = 20). For g = 0, the bands are given by the bare bands with n = 0, 1, 2, ... photons, |k, m; n , with energy E (0) k,m;n = k,0 + (n + 1 2 )ω 0 (black dashed lines). For g > 0, the wave function |k, m n adiabatically evolves into a hybridized electron-polariton band |χ k,m;n with energy E k,m;n . To illustrate the hybridization, the bands in Fig. 3a are colored according to the photon number expectation value χ k;m;n |a † 0 a 0 |χ k;m;n . The hybridization opens a gap at the level crossings of the bands E k,1;0 and E k,0;1 . Figure 3b shows a different parameter regime, with well isolated bands and off-resonant photon energy (same parameters V 0 = 10, ω 0 = 1 as in Fig. 2 ). Here we focus only on the dependence of the lowest two bands E k,0;0 and E k,0;1 on the coupling g. The first electron band E k,1;0 is out of scale, c.f., Fig. 2d ). With increasing g, one observes both a shift of the bands and a renormalization of the dispersion in k. The shift of the bands is, to a large extent, given by the g 2 terms in the Hamiltonians, which derives from the A 2 term in Coulomb gauge, and from the H P P term in dipolar gauge. This shows that it is crucial to consistently take into account the dipolar interactions H P P when switching between differ- ent gauges [33] . The band narrowing can be interpreted as the quantum analog of dynamical localization [40] . This is most easily understood in dipolar gauge, where the narrowing is already accurately described in the one-band approximation (see below): In the classical case, when a system is driven with a time-periodic high-frequency field corresponding to Q → Q(t) = Q max cos(ωt), the narrowing arises from a time-average of the band structure over one period,
In the limit of well-separated bands, where the band has the form k,0 ≈ −2J cos(k), this leads to a renormalization k,0 = k,0 J 0 (gQ max ) of the band given by the zeroth order Bessel function. Equation (62) can be transformed to an average of k−gQ,0 over the classical probability of finding the oscillator at Q, In the quantum case, the corresponding probability distribution is determined by the photon wave function. If additional inter-band dipolar terms are neglected, the lowest electronpolariton band becomes [c.f. Eq. (61)]
(The dipolar term leads to an admixture of higher photon number states to the electron-polariton.) In order to systematically analyze the convergence with the band cutoff m max , we focus on the renormalization of the lowest electron-polariton band in the large gap case (V 0 = 10, ω 0 = 1). In Fig. 4b and c we plot the splitting E k=0,0;n − E k=π,0;n for the lowest two bands n = 0, 1 as a function of the coupling g, obtained in dipolar and Coulomb gauge with different band cutoff m max . The splitting can be taken as a measure of the band narrowing. For n = 1, one even observes a sign change, analog to the band flipping for large arguments of the Bessel function in the classical case (63). For both n = 1 and n = 0, the band renormalization is essentially correct within the one-band picture in the dipolar gauge, while it is entirely missed in Coulomb gauge, where for m max = 1 the bands are only shifted by the g 2 term. In Coulomb gauge, the band cutoff must be increased for larger coupling, consistent with the behavior in the semiclassical case, Fig. 2 .
In Fig. 4a we plot the position of the lowest band E k=0,0;0 . In the one-band approximation the shift is overestimated in Coulomb gauge and underestimated in dipolar gauge. This can be explained already to second order in g: In Coulomb gauge, the band shift arrises from the g 2 Q 2 0 contribution (A 2 term), which is already present in the one-band approximation, and is modified due to higher order contributions from the inter-band matrix elements p k;m,m when more bands are taken into account. In the dipolar gauge, dipolar matrix elements vanish between states of the same band because of inversion symmetry, D k;m,m = 0. The band shifts arising due to H P P therefore become relevant only when more than one band is taken into account.
The above result clearly show that the dipolar gauge is advantageous at least in the case of isolated bands. However, it should be noted that this statement includes only the convergence with the number of bands, not the number of photons. It is interesting to analyze the structure of the exact electronpolariton wave function in Coulomb gauge and dipolar gauge. Although the energy and the expectation value of gauge invariant observables is the same in both cases, the wave functions differ, as the two gauges correspond to a different lightmatter basis. In Fig. 5 we plot the overlap | k, m; n|χ k,0;0 | 2 of the lowest electron-polariton state at k = 0 and g = 2, both in Coulomb gauge and in dipolar gauge. It is evident that the dipolar gauge is more localized in the band index, while the Coulomb gauge is more localized in the photon number. This can be expected because for large g the dipolar gauge Hamiltonian becomes highly nonlinear in Q 0 and thus directly couples states with very different photon numbers. This observation is even more prominent at a level anti-crossing, see Fig. 5c and d.
IV. CONCLUSION
We have investigated few-band approximations to the lightmatter Hamiltonian within different gauges, extending previous studies on the comparison between different gauges from atomic systems [25, 30] to the solid. The general idea is to obtain tight-binding models from a projection of the continuum theory. When this projection is performed in different gauges, it effectively amounts to a projection to different lightmatter hybrid states, because gauge transformations mix light and matter and therefore change the physical meaning of the bare electronic orbitals c α . This shows that the gauge choice can be crucial in order to derive the most accurate few band approximation.
In particular, we have used a multi-center Power-Zienau-Woolley transformation to derive the dipolar gauge Hamiltonian, which features coupling to the vector potential via the Peierls phase factors and direct inter-band coupling through dipolar matrix elements coupling electronic states to the electric field. The dipolar Hamiltonian consistently exhibits advantages over the Coulomb-gauge Hamiltonian for the description of both the semi-classical dynamics and of quantum effects such as the band renormalization due to electronpolariton formation. Beyond that quantitative advantage, the semiclassical limit of the dipolar Hamiltonian has a particularly simple gauge structure [35] as defined by Eq. (3). The formalism also provides an alternative derivation applicable to the (already nontrivial) light-matter coupling in the semiclassical limit when more than one band, strong correlations, and strong laser fields beyond linear response have to be taken into account [41] .
In dipolar gauge, the relevant dipolar matrix elements may be determined ab-initio, chosen ad hoc to build some minimal model, or fitted to describe linear optical properties; in either case, the derivation of the dipolar-gauge Hamiltonian implies that the same dipolar matrix elements determine both the linear E · P light-matter interaction and the P 2 interaction term when the modes of the cavity or the band is truncated. The importance of consistently keeping both terms has recently been highlighted in the context of atomic physics [42] . This consistency can also allow to perform further gauge transformations within the truncated model, changing, e.g., back to a Hamiltonian which contains only the vector potential but is nevertheless equivalent to the dipolar gauge. This procedure can be considered as implementing a non-linear truncation within the Coulomb gauge [30] .
The particular model which is used in the paper to compare dipolar and Coulomb gauge is, of course, rather simplistic. In particular, unless a certain resonance condition is at play, one would expect that all cavity modes, and not just one, contribute to the vacuum renormalization of the electron bands. On a fundamental level, it will be interesting to systematically take into account infinitely many cavity modes and thus perform the continuous limit from free space to the closed cavity. In the present manuscript, the restriction to one cavity mode rather serves to facilitate a comparison with the exact solution, while keeping physics qualitatively correct: The most dominant effect is a vacuum-induced band narrowing, which provides the quantum analog of dynamical localization in the classical case [40] . That this effect is opposite to the cavity activated transport [6] in a band which is non-dispersive at zero light-matter coupling.
At strong coupling, it is challenging to deal with the interacting problem of many electrons and photons, in any gauge. One can integrate out the photon field to obtain a description of the solid with induced retarded interactions, which can be dealt with (non-equilibrium) Green's function techniques. For this task, a gauge is favorable in which a linear coupling dominates. In Coulomb gauge, the coupling A · p is linear only in the weak coupling limit when the diamagnetic term is neglected. In the dipolar gauge, in contrast, the coupling is linear (E · P ) when the intra-band Peierls phase can be neglected. This may be true, e.g., when the bands are are weakly dispersive in the direction of the field polarization.
At strong coupling, even the basis set to which the projection is performed may itself be optimized. Together with the induced retarded interactions, this is a downfolding problem which is somewhat similar in nature to deriving few band models with a screened retarded interaction in correlated electron systems [43] . It will be interesting to see whether techniques developed in this context, can be transferred to strongly coupled light-matter systems. 
which correspond to the transverse Maxwell components of Maxwell equations with the identification (7) and (8).
With the electric approximation, e −iqχ(r,Rα) e iqχ(r,R α ) ≈ e iqχ αα , this expression becomes the Peierls substitution o α,α = e iqχ α,α o α,α of the field-free matrix elements o α,α = d 3 r w α (r) * O(r)w α (r).
(D7)
