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All physical interactions are mediated by forces. Ultra-sensitive force measurements are therefore
a crucial tool for investigating the fundamental physics of magnetic1,2, atomic3, quantum4,5, and
surface6,7 phenomena. Laser cooled trapped atomic ions are a well controlled quantum system and
a standard platform for precision metrology8. Their low mass, strong Coulomb interaction, and
readily detectable fluorescence signal make trapped ions favourable for performing high-sensitivity
force measurements9,10. Here we demonstrate a three-dimensional sub-attonewton sensitivity force
sensor based on super-resolution imaging of the fluorescence from a single laser cooled 174Yb+
ion in a Paul trap. The force is detected by measuring the net ion displacement with nanometer
precision11, and does not rely on mechanical oscillation. Observed sensitivities were 372±9stat,
347±12sys±14stat, and 808±29sys±42stat zN/
√
Hz in the three dimensions, corresponding to
24x, 87x, and 21x of the quantum limit. We independently verified the accuracy of this apparatus
by measuring a light pressure force of 95 zN on the ion, an important systematic effect in any
optically based force sensor. This technique can be applied for sensing DC or low frequency forces
external to the trap12 or internally from a co-trapped biomolecule13 or nanoparticle14.
PACS numbers: 37.10.Ty, 03.67.-a, 42.25.Fx
The development of high-resolution imaging of laser
cooled trapped ions11,15,16 opened the possibility for the
realisation of an ion based sensor that could resolve an ex-
ternal force in all three directions using a single atomic
ion. In a harmonic potential Hooke’s law Fi = ki∆xi al-
lows us to convert displacement measurements ∆xi into
a force measurements Fi through the associated spring
constants ki. Forces parallel to the image plane are de-
tected by measuring the displacement of the ion’s centroid
while forces applied orthogonal to that plane in the focus-
ing direction, parallel to the optical axis of the imaging
apparatus, are measured from a change in the width of a
slightly defocused ion image. While the resolution of a flu-
orescence image is limited by the wavelength of light, the
exact centroid location and width can be determined to
a much greater precision through super-resolution imaging
techniques17,18. Doppler velocimetry based force sensing in
Penning9 and Paul10 traps has demonstrated sensitivities
down to 28 yN/
√
Hz, however this is limited to one dimen-
sion and a narrow frequency band around a driven oscilla-
tion. Force measurement through imaging is a broadband
rather than a narrowband sensing technique, and without
a fundamental lower frequency limit to detection.
The quantum limits to force sensing through imaging are
necessarily linked to both the imaging resolution and the
detected photon throughput. For a displacement accuracy
of δxi we can measure a force with uncertainty δFi = kiδxi,
where ki are the spring constants. In ion traps the long-
term stability of the spring constants can be below < 10−5
level with an optimised hardware design19, making their
uncertainty contribution negligible. Assuming a Gaussian
mode for our imaging17, and ignoring technical limitations
from pixelisation and background noise, for N detected
photons at wavelength λ with a numerical aperture of NA
the transverse uncertainty in the image plane is at best
δxi = λ/
(
piNA
√
N
)
and δz = 2λ/
(
piNA2
√
N
)
in the
focus direction (see Methods). In real experiments the ef-
fective quantum limits are reduced due to imaging imper-
fections.
Our ion trapping apparatus15,20,21 is shown in Fig. 1 and
images the fluorescence from a single laser cooled 174Yb+
(see Methods) at λ = 369.5 nm. A typical in-focus image of
our trapped ion is shown in Fig. 2 with full-width half max-
imum (FWHM) diameters of 378±1 nm and 393±1 nm in
x and y. With a typical 20 s exposure time and accounting
for systematic drifts (see Methods), we are able to deter-
mine the ion’s centroid position with a precision of 2.8 nm
and 10 nm in the x and y directions respectively. By defo-
cusing the camera and calibrated measurement of changes
to the spot width (see Methods) we were able to determine
shifts along the z direction to within 24 nm.
To characterise the system’s ability to measure small
forces, we performed a series of measurements of ion dis-
placements under the influence of different external elec-
trostatic fields (see Methods). Figure 3a and b shows the
measured forces on the ion as a function of the applied volt-
age together with the associated displacement in the x and
y directions. Considering the position resolution of our sys-
tem and the 20 s acquisition time, we measured a sensitiv-
ity Sx = 372±9 zN/
√
Hz and Sy = (335, 359)±14 zN/
√
Hz,
where the range in the value of Sy is due to systematic er-
ror associated with the unknown trap axis orientation. The
large difference in displacement between Fig. 3a and b is
consistent with the difference in spring constant between
the stronger confinement in kx (along the trapping needle
axis) and the weaker confinement in ky (perpendicular to
the trapping needle axis) combined with the position of
the electrode generating the electrostatic field. Force mea-
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FIG. 1: Experimental configuration. An externally applied force
(purple arrow) displaces a trapped 174Yb+ ion. The image formed by
the phase Fresnel lens is shifted in two dimensions. Displacement along
the focal axis alters the image spot size. For clarity illustrated trap
dimensions are not to scale. Radiofrequency (RF) electrode needle
spacing 300µm, lens focal length 3 mm.
H
Vλ=369.5 nm
378±1 nm
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FIG. 2: Ion image. Wavelength-scale ion image with Gaussian fitting
and full width at half maximum sizes (FWHM) for the horizontal and
vertical slices.
surement in the z direction is shown in Fig. 3c together
with the corresponding change in position as a function of
the external voltage from which we calculated a force sen-
sitivity Sz = (779, 836)±42 zN/
√
Hz. Figure 3 shows the
linearity of the displacement as a function of the applied
voltage in all three directions as expected for an harmonic
potential for forces up to 20 aN.
To independently verify the accuracy of our force sens-
ing technique we measured the scattering light force from
our cooling laser on the ion. Absorption generates a force
in the direction of the laser beam ~F = γh¯~k, proportional to
the scattering rate γ and the photon momentum h¯~k. The
spontaneous fluorescence emission is randomised in direc-
tion and does not contribute to a net force when averaged
over many scatterings. For an ion near rest, the scattering
rate γ is a function of the detuning δ/2pi = −14 MHz, nat-
ural linewidth Γ/2pi = 19.6 MHz, and the laser saturation
s = P/Psat and given by
γ =
Γ
2
s
1 + s+ (2δ/Γ)
2 . (1)
The ion was illuminated with a laser beam along the y
direction and the laser power P was varied to change the
scattering rate and therefore the net force. The collected
ion fluorescence was split 50/50 between a photomultipler
tube (PMT) and the camera. The inset in Fig. 4 shows
the saturation of the PMT counts as a function of the laser
power, allowing us to fit for Psat and calibrate the scat-
tering rate. Figure 4 shows the ion displacement as a
function of the applied force, together with a linear fit for
forces up to 95 zN. From this measurement we calculated
a drifted trap frequency in the y-axis of 635±25 kHz. The
sensitivity of the ion as a force sensor increases by lowering
the trapping potential and likewise the associated spring
constant and secular frequencies. In our system the reduc-
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FIG. 3: Electrostatic force detection and ion movement in three
axes. x-axis and y-axis refer to camera plane and z-axis refers to the
optical axis of the imaging system. a, Ion displacement and applied
force as a function of the external voltage in the x-axis. This axis
correspond to the orientation of the trapping needles and has the
strongest confinement. b, Same as a but for the y-axis. The use of
ranges in the Force vertical axis of the plot represent the constrained
systematic uncertainty due to unknown orientation of the trap principal
axis with respect to our optical system. Error bars in a and b are
smaller than the dots. c, Same as b but for the z-axis.
3tion in trap depth is limited by technical noise, and likely
aggravated by the close proximity (3 mm) of the phase
Fresnel lens’s dielectric surface12.
10
Laser Power (μW)0
2
4
6
8
Co
un
ts 
(s
-1
)
x104
0 5
100
Light Force (zN)
-25
-20
-15
-10
-5
0
5
10
Io
n 
Di
sp
lac
em
en
t (
nm
)
200 40 60 80
FIG. 4: Light force detection with a single ion. Ion displacement
as a function of the light force (red dots) and linear fit to experimental
data (blue line). The shaded region shows the 95% confidence level for
linear fit to experimental data. Inset Photons scattered by the ion as a
function of the laser power. The green dashed line is the fitted curve
from eq. 1, scaled by the detection efficiency, used for calculating the
saturation parameter s as a function of the laser power.
Fundamental quantum limits to measuring the ion posi-
tion arise from the finite number of photons collected17 (see
Methods). We are within a factor of (24x, 87x) in the 2D
imaging plane (strong, weak) and 21x in the focal direction
of the quantum limits given our trapping frequencies and
imaging performance. The focusing direction is potentially
more susceptible to external noise as random deviations
will cause a cumulative increase in the spot width, while
only the residual unbalanced sum of these deviations will
impact the centroid location. Similarly the strong x axis
(along the axis of the needles) trap direction will be less
vulnerable to wobble in the needle positions than the two
weaker (y,z) confinement axes.
Matching the trap confinement aspect ratios to the imag-
ing system by symmetrising the confinement strength in
the imaging plane and weakening the confinement along
the focal direction would enhance the sensitivity. In an
RF Paul Trap, application of DC biasing potentials redis-
tributes the total spring constant provided by the RF field,
allowing alteration of the trap confinement aspect ratios.
Imaging performance worse than the diffraction-limit ac-
counts for a factor of 2 in the sensitivity in the transverse
directions and a factor of 8 in the focus direction. We at-
tribute most of our error to mechanical drift since our sys-
tem was not specifically engineered for long-term stability
at the nm scale, although the required stability could be
readily achieved with a suitably designed system.
The imaging based force sensor demonstrated here com-
bines sub-attonewton sensitivity in all three directions with
nanometer-scale spatial resolution and has important im-
plications for a number of practical areas. In particular, for
use as an in-trap probe of electric fields co-trapped particle
such as a biomolecule13 or nanoparticle14, or investigation
of surface properties12. This type of measurements is simi-
lar to the attoNewton sensitivity 2D force sensing recently
demonstrated with atomic force microscopy6,7, but with
substantially higher sensitivity and potential for future im-
provements. This technology can be scaled up to imaging
multiple ions trapped and imaged together and used for
high sensitivity and high spatial resolution study of a force
field distribution.
Methods
Fluorescent imaging of ions.
Our experimental apparatus consists of a 174Yb+ ion
confined in a Paul trap formed near the electric field zero of
a three dimensional quadrupole created by RF excitation of
two tungsten needles. The ion is loaded by isotope selective
photo-ionisation and laser cooled to near the Doppler limit
with λ= 369.5 nm radiation on the 2S1/2 to
2P1/2 transi-
tion. The resulting fluorescence at λ= 369.5 nm is collected
using a 0.64 numerical aperture (NA) binary phase Fresnel
lens with near wavelength resolution15 and imaged onto an
Andor iXon 897 cooled EMCCD camera with a total mag-
nification M=395.9±0.6. The fluorescence distribution was
fitted with a two a dimensional Gaussian function in order
to determine the ion image’s centroid position and waist
widths. Centroid position with ∼1 nm accuracy was typi-
cally obtained for exposure times of 20 s. Re-analysis of a
previous reference fluorescence image in21 Fig. 2d, taken
with the same apparatus and an exposure time of 60 s,
gave similar fitting results.
Displacements of the ion parallel to the xy imaging plane
are directly measured from the translation in the centroid
of the ion’s image. When in focus the ion image is not
sensitive to motion along z to first order so to sense along
this axis we deliberately image the ion slightly out of focus.
A displacement of the ion parallel to the optical axis of the
system z leads thus leads to a change in the spot size.
We calibrated the image width to z displacement in our
system by translating the camera along the optical axis
with the ion in a fixed position within the trap. With
known magnification parameters and camera translations,
we were then able to determine the ion shift along z from
changes in the waist of its image with an accuracy of 24 nm,
1% of the 2.4± 0.1µm depth of focus15.
Magnification.
Image magnification is crucial for linking a change of the
ion’s image position on the CCD camera to actual ion’s dis-
placement within the trap. In order to accurately calibrate
the magnification of our system we measure the separation
of 2 trapped ions15 that were aligned parallel to the x by
applying a negative DC voltage to the RF needles. Due to
the Coulomb repulsion, if two ions are trapped simultane-
ously, their separation is given by
l =
(
e2
8pi30mν2
)1/3
= 4.6± 0.005µm, (2)
4where e is the electron charge, 0 is the permittivity of
free space, m is the mass of each 174Yb+ ion and ν =
643± 1 kHz is the secular frequency of the ions along the
axis of separation. The distance between ions measured
from the camera was 114±0.1 pixels or 1824.5±1.7 µm in
the image plane. From these data we calculated a magnifi-
cation of M=395.9±0.6. The magnification obtained from
this method was validated by mechanically translating the
RF needles 1µm and verifying the ion image was displaced
by the expected amount.
DC electric field application.
Inside the vacuum chamber there are three additional
electropolished stainless steel electrodes 2 mm away from
the ion for balancing out residual DC electric fields. We
applied an additional voltage on one of these electrodes to
impose a small external DC field, which did not measur-
ably shift the trapping frequencies. The ion’s displacement
was measured by taking images with and without the ap-
plied voltage in order to measure the effect of the external
force while also capturing the background drift of the ion
position. Care was taken to ensure high stability and low
drift in the applied voltage source.
Spring constants.
We determine the spring constants ki = mω
2
i of our
trap by measuring the secular confinement frequencies ωi
in the three principle axes of our trap through a reso-
nance heating method22. The mass m of 174Yb+ is pre-
sumed to be constant and has been measured23 with a
precision of < 2 × 10−10. The measured trap frequencies
were at 800±1 kHz, 829±1 kHz, and 1601±1 kHz, corre-
sponding to spring constant values of 7.29±0.02 zN/nm,
7.83±0.02 zN/nm, and 29.22±0.04 zN/nm respectively.
The largest value of the spring constant corresponds to the
direction parallel to the trapping needles x, where the con-
finement is stronger and the trapping frequency is higher.
Our 3D quadrupole trap is nearly cylindrically symmetric,
and lacking sufficient additional electrodes to break the
symmetry in a known direction we were unable to deter-
mine the orientation of the two weaker trapping axes. This
introduces a constrained systematic uncertainty of ±7%
along those two axes. While we measured the trap fre-
quencies to ±1 kHz, measurements taken on different days
showed a drift of the frequencies of the order of ±15%.
This is likely due to variations in the RF electrode nee-
dle spacing as they are coupled to nanoposistioning stages
outside the vacuum system through external mechanical
bellows20. For this reason trap frequencies were collected
immediately after the force measurements. Active stabil-
isation of the trap frequencies19 reduces long-term (hrs)
variations to below the 10−5 level. A more mechanically
ridge design combined with further proposed improvements
in active stabilisation could reduce trap frequency varia-
tions to below 3 × 10−7, with a realistic technical lower
bound tied back to the mass measurement limitation of
2× 10−10.
Data acquisition routine.
We developed a special routine of data acquisition to
measure absolute change of the ion position under the in-
fluence of external forces. The drifts of ion position within
the trap are of the order of tens nm an hour. This is a main
consequence of the fact that, the trap used for this exper-
iment was not designed for nm level stability. To suppress
the effects of drift on the force measurements we chopped
the applied force on and off, at a rate equal to 2 times the
camera integration time of 20 s, and subtracted the chang-
ing drift from the force measurements. The drift value at
the data point time was calculated by linear interpolation
between the two neighbouring drift points and used to de-
termine the differential displacement of the ion position,
which reflects the actual influence of applied force. Several
different interpolation methods were investigated (moving
spline, low order polynomial, averaging two drift points),
however, they all output approximately the same results.
Error budget.
The main cause of error in our apparatus was the pres-
ence of drift, which limits the accuracy of the ion’s displace-
ment measurements. Statistical uncertainty of the Gaus-
sian fit of ion image position on the CCD camera σfit and
the statistical uncertainty of the Gaussian fit of positions
of two adjacent drift points σDRIFT (fit) are of the order
of 1 nm for the x and y axis and 14.3 nm for the z axis.
The drift error is limited by the sampling rate of the drift
dynamic because of our 20 s integration time and linear
interpolation used to estimate the value of the drift at a
specific data point.
We estimated the drift interpolation uncertainty
σi,DRIFT (interpolation) by taking the position of a drift
point along one axis xi,d and calculating its distance from
the linear interpolation between the two adjacent points
xi−1,d and xi+1,d and dividing it by 2 since the data im-
ages are acquired in between drift measurements. The drift
interpolation error for each axis measurement is the aver-
age of the σi,DRIFT (interpolation) for the individual points.
The total uncertainty for the ion displacement measure-
ment σion, expressed as error bars on the graphs in Fig. 3,
is given by:
σ2ion = σ
2
fit + σ
2
DRIFT (fit) + σ
2
DRIFT (interpolation),
and the values of the error contributions for the three axis
are reported in the table below.
x y z
σfit (nm) 1.1 1.1 14.3
σDRIFT (fit) (nm) 1.1 1 14.3
σDRIFT (interpolation) (nm) 2.4 9.9 12.7
Average errors for the data points in Fig. 3.
Quantum Limits
The specific quantum limit for the accuracy of a force
measurement δFi = kiδxi depends on the potential ac-
curacy of our displacement measurement δxi given ki
5for our trap are the spring constants 7.29±0.02 zN/nm,
7.83±0.02 zN/nm, and 29.22±0.04 zN/nm (strong x axis).
Our imaging system has a collection efficiency of 4.2 ±
1.5%20, the camera a Quantum Efficiency of 35%, and a net
observed optical system transmission of 51% after filtering,
coating losses, and other sources of attenuation. The ex-
cited state lifetime of an atomic transition sets an upper
bound on the rate that photons can be scattered. At satu-
ration intensity s = 1 with a detuning of δ/2pi = −14 MHz
from resonance and a linewidth Γ/2pi = 19.6MHz we ex-
pect to detect N = 2.4× 106 photons in 20 s.
As per reference 17 we assume a Gaussian rather than
an Airy or other transfer function for simplicity. For an
optical system of NA=0.64 this gives an ideal Gaussian
1/e2 spot radius of 184 nm (FWHM of 216 nm) and a
Rayleigh range zR=287 nm. At the focus, in the limit of
low background noise and small pixel size, for N photons in
a spot of width w0 the uncertainty in the centroid location
is ∆x = w0/
√
N or 0.12 nm in 20 s. With a magnification
of 40.4 nm per pixel this would be ”splitting the pixel”
by a factor of 340, and would likely require profiling the
fabrication defects of individual pixels in the camera18 to
achieve this precision. A signal acquisition attack rate of
0.53 nm per
√
Hz gives a Quantum limit to the sensitivity
of 15.50 ± 0.03 zN/√Hz in the strong x axis and (3.866,
4.154)±0.011 zN/√Hz in the weaker y axis. Our measured
results are thus factor of 24x off this limit in the strong
axis, and 87x in the weak transverse axis.
In the focusing direction the spot width w(z) =
w0
√
1 + z2/z2R is a function of displacement from the fo-
cus z and the Rayleigh range zR. The uncertainty in the
width of a Gaussian peak24 is a similarly proportional to
its width and the photon count ∆w is ∆w = w/
√
2N . The
defocusing z0 with maximum fractional change in width
∂w(z)/∂z = w0/(zR
√
2) = NA/
√
2 occurs at z0 = zR.
Considering that there are two sources of ∆w in the x
and y direction, this average reduces the uncertainty by
a additional factor of 1/
√
2. Combining together gives
∆z = 2λ/
(
NA
√
N
)
. With N = 2.4× 106 photons in a 20
s exposure we would expect to be able to split the waist
measurement by ∆w/w= 1/340 in 1s, ∆z = 1.16 nm over
20 s, and an attack rate of ∆z = 5.2 nm /
√
Hz. Translated
into force sensitivity this is (38.0, 40.8) ± 0.1 zN/√Hz or
21x the measured sensitivity.
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