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The topological theory of phase transitions has its strong point in two theorems proving that,
for a wide class of physical systems, phase transitions necessarily stem from topological changes of
some submanifolds of configuration space. It has been recently argued that the 2D lattice φ4-model
provides a counterexample that falsifies this theory. It is here shown that this is not the case: the
phase transition of this model stems from an asymptotic (N →∞) change of topology of the energy
level sets, in spite of the absence of critical points of the potential in correspondence of the transition
energy.
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Introduction. Hamiltonian flows (H-flows) can be
seen as geodesic flows on suitable Riemannian mani-
folds [1]. Within this framework, it turns out that: i)
the Riemannian geometrization of H-flows allows to ex-
plain the origin of Hamiltonian chaos and, in some cases,
also makes it possible the analytic computation of the
largest Lyapounov exponent (LLE); ii) the energy de-
pendence of the LLE displays peculiar patterns for those
systems which undergo a thermodynamic phase transi-
tion (TDPT) . Hence the question naturally arises of
whether and how these manifolds ”encode” the fact that
their geodesic flows/H-flows are associated or not with a
TDPT. By following this conceptual pathway, eventually
one is led to take into account the topological properties
of certain submanifolds of phase space. The existence of
a relationship between thermodynamics and phase space
- or configuration space - topology is provided by the
following exact formula
SN (v) = (kB/N) log
[∫
Mv
dNq
]
=
kB
N
log
vol[Mv \ N (v)⋃
i=1
Γ(x(i)c )] +
N∑
i=0
wi µi(Mv) +R
 ,
where S is the configurational entropy, v is the po-
tential energy per degree of freedom, and the µi(Mv)
are the Morse indexes (in one-to-one correspondence
with topology changes) of the submanifolds {Mv =
V −1N ((−∞, v])}v∈R of configuration space; in square
brackets: the first term is the result of the excision of
certain neighborhoods of the critical points of the inter-
action potential from Mv; the second term is a weighed
sum of the Morse indexes, and the third term is a smooth
function of N and v. It is evident that sharp changes
in the potential energy pattern of at least some of the
µi(Mv) (thus of the way topology changes with v) affect
S(v) and its derivatives, hence some sufficient condition
to entail a TDPT can be obtained. Then one can wonder
if topological changes are also necessary for the appear-
ance of a TDPT. A few exactly solvable models [1] and
two theorems [2–4] answered in the affirmative: topolog-
ical changes of the Mv (or equivalently of the Σv) are
necessary but not sufficient conditions to break the uni-
form convergence of Helmholtz free energy, and thus to
entail a TDPT. The practical interest of the topologi-
cal theory of PTs could nowadays turn from potential to
actual thanks to recent developments of powerful com-
putational methods in algebraic topology, like those of
persistent homology [5, 6].
However, it has been recently argued [7] against this the-
ory on the basis of the observation that the second order
phase transition of the 2D lattice φ4-model occurs at a
critical value vc of the potential energy density which be-
longs to a broad interval of v-values void of critical points
of the potential function. In other words, the {Σv<vc}v∈R
are diffeomorphic to the {Σv>vc}v∈R so that no topolog-
ical change seems to correspond to the phase transition.
In spite of the claim that this counterexample falsifies
the theory, in the present paper we discuss how a suit-
able refinement can fix the problem paving the way to
a more general formulation of the theory itself. Let us
remark that a counterexample to a theory does not nec-
essarily mean that it has to be discarded, to the contrary,
a counterexample can stimulate a refinement of a theory.
An instance, which is not out of place in the present con-
text, is the famous counterexample that J.Milnor gave
against De Rham’s cohomology theory (the two mani-
folds M = S2 × S4, product of spheres, and N = CP 3,
complex-projective space, are neither diffeomorphic nor
homeomorphic yet have the same cohomology groups).
The introduction of the so called ”cup product” fixed
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2the problem and saved the theory making it more pow-
erful. Let us remark that the two basic theorems in
Refs.[2–4] rely on the assumption of diffeomorphicity at
any arbitrary finite N ∈ N of any pair of Σv,N , with
v ∈ [v0, v1], but no assumption is made about the asymp-
totic (N →∞) properties of the diffeomorphicity relation
among the Σv,N . Thus we proceed to numerically inves-
tigate on this aspect.
The lattice φ4 model. The model of interest, consid-
ered in Refs.[7, 8], is defined by the Hamiltonian
H(p, q) =
∑
i
p2i
2
+ V (q) (1)
where the potential function V (q) is
V (q) =
∑
i∈ZD
(
−µ
2
2
q2i +
λ
4!
q4i
)
+
∑
〈ik〉∈ZD
1
2
J(qi − qk)2 ,
(2)
with 〈ik〉 standing for nearest-neighbor sites on a D
dimensional lattice. This system has a discrete Z2-
symmetry and short-range interactions; therefore, ac-
cording to the Mermin–Wagner theorem, in D = 1 there
is no phase transition whereas in D = 2 there is a a sec-
ond order symmetry-breaking transition, with nonzero
critical temperature, of the same universality class of the
2D Ising model.
The numerical integration of the equations of motion de-
rived from Eqs.(1) and (2) has been performed for D = 2,
with periodic boundary conditions, using a bilateral sym-
plectic integration scheme [9] with time steps chosen so
as to keep energy conservation within a relative preci-
sion of ∆E/E ' 10−6. The model parameters have been
chosen as follows: J = 1, µ2 = 2, and λ = 3/5. By
means of standard computations as in Refs.[10] and [8],
and for the chosen values of the parameters, the 2D sys-
tem undergoes the symmetry-breaking phase transition
at a critical energy density value εc = Ec/N ' 11.1, cor-
respondingly the critical potential energy density value is
vc = 〈V 〉c/N ' 2.2 [11]. Random initial conditions have
been chosen. With respect to the already performed nu-
merical simulations we have here followed the time evo-
lution of the order parameter (”magnetization”)
M =
1
N
∑
i
qi . (3)
This vanishes in the symmetric phase, that is for ε > εc,
whereas it takes a positive or negative value in the bro-
ken symmetry phase, that is for ε < εc. However, at
finite N the order parameter can flip from positive to
negative and viceversa. This flipping is associated with
a trapping phenomenon of the phase space trajectories
alternatively in one of the two subsets of the constant en-
ergy surfaces which correspond to positive and negative
magnetization, respectively. This phenomenon has been
investigated by computing the average trapping time τtr
for different lattice sizes, and choosing values of ε just
below and just above εc . The results are displayed in
Figure 1. Denote with ϕHt : ΣE → ΣE the H-flow, with
ΣE = H−1(E) a constant energy hypersurface of phase
space, with M+E ⊂ ΣE the set of all the phase space
points for which M ≥ η > 0, with M−E ⊂ ΣE the set of
all the phase space points for which M ≤ −η < 0, and
with MηE ⊂ ΣE a transition region, that is, the set of
all the phase space points for which −η ≤ M ≤ η, with
η  〈|M |〉 [12]. Thus ΣE =M+E ∪M−E ∪MηE . From the
very regular functional dependences of τtr(N) reported
in Figure 1, we can see that:
At ε < εc, for any given τtr > 0 there exists an N(τtr)
such that for any N > N(τtr) and t ∈ [0, τtr] we have
ϕHt (M)±E =M±E .
In other words, below the transition energy density the
subsetsM±E of the constant energy surfaces ΣE appear to
be invariant for theH-flow on a finite time scale τtr, with
the remarkable fact that τtr → ∞ in the limit N → ∞
[13]. Formally this reads as
∀A ⊂M+E ,∀B ⊂M−E and t ∈ [0, τtr(N)]
it is ϕHt (A) ∩B = ∅ . (4)
To the contrary:
At ε > εc, there exists a τ
0
tr > 0 such that for any N
and
∀A ⊂M+E ,∀B ⊂M−E and t > τ0tr
it is ϕHt (A) ∩B 6= ∅ . (5)
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FIG. 1. (Color online) Average trapping time τtr of the mag-
netization vs. the number of lattice sites N for the 2D φ4-
model. Different data series refer to different values of the
energy per degree of freedom ε: ε = 8 (squares), ε = 10 (cir-
cles), both below the transition energy εc = 11.1, and ε = 12
(triangles), above the transition energy.
3Since ΣE = M+E ∪ M−E ∪ MηE , and since the resi-
dence times in the transition region are found to be very
short and independent of N - so that the relative measure
meas(MηE)/meas(M±E) vanishes in the limit N → ∞ -
Eq. (4) means that below the transition energy the topo-
logical transitivity of ΣE is broken up to a time τtr(N)
– which is divergent with N . To the contrary, above
the transition energy the ΣE are topologically transitive
[14]. The asymptotic breaking of topological transitiv-
ity at ε < εc, that is the divergence of τtr(N) in the
limit N → ∞, goes together with asymptotic ergodic-
ity breaking due to the Z2-symmetry breaking. More-
over, on metric and compact topological spaces, topo-
logical transitivity is equivalent to connectedness of the
space [14], so the loss of topological transitivity entails
the loss of connectedness, that is, a major topological
change of the space. And if we denote by H0τ (Σ
N
E ;R)
the ”finite time zeroth cohomology space” of ΣE , for
τ < τtr(N) we have b0 = dimH
0
τ (Σ
N
E ;R) = 2 at ε < εc,
and b0 = dimH
0
τ (Σ
N
E ;R) = 1 at ε > εc. The dimension of
this cohomology space (the Betti number b0) counts the
number of connected components of ΣE and is invariant
under diffeomorphisms of the ΣE . Hence the asymptotic
jump of a diffeomorphism invariant across the phase tran-
sition point, which can be deduced by our numerical com-
putations, means that the ΣE undergo an asymptotic loss
of diffeomorphicity, in the absence of critical points [15]
of the potential V (q). Now, the breaking of topological
transitivity of the ΣE implies the same phenomenon for
configuration space and its submanifolds Σv = V
−1(v)
(potential level sets). These level sets are the basic ob-
jects, foliating configuration space, that enter the the-
orems in [2–4], and represent the nontrivial topological
part of phase space. The link of these geometric objects
with microcanonical entropy is given by
S(E) =
kB
2N
log
∫ E
0
dη
∫
dNp δ(
∑
i
p2i /2−η)
∫
ΣE−η
dσ
‖∇V ‖ .
(6)
As N increases the microscopic configurations giving a
relevant contribution to the entropy, and to any micro-
canonical average, concentrate closer and closer on the
level set Σ〈E−η〉. Therefore, it is interesting to make a
direct numerical analysis on these level sets at different
N values to find out - with a purely geometric glance -
how configuration space asymptotically breaks into two
disjoint components. The intuitive picture is that, ap-
proaching from above (ε > εc) the transition point, some
subset of each Σv - a ”high dimensional neck” related
with MηE - should be formed which bridges the two re-
gions M+v and M−v . And this neck should increasingly
shrink with increasing N . To perform this analysis we
resort to a Monte Carlo algorithm constrained on any
given Σv. This is obtained by generating a Markov Chain
with a Metropolis importance sampling of the weight
χ = 1/‖∇V ‖. In order to check the validity of the in-
tuitive idea of a neck which shrinks at increasing N , we
have to identify some useful geometric quantities to be
numerically computed. To do this we proceed as follows.
Let us note that, in the absence of critical points in an
interval [a, b], the explicit form of the diffeomorphism ξ
that maps one to the other the level sets Σc = f
−1(c),
c ∈ [a, b], of a function f : RN → R is explicitly given by
[16]
dxi
dc
= ξi(x) =
∇if(x)
‖∇f(x)‖2 , (7)
and this applies as well to the energy level sets in phase
space as to the potential level sets in configuration space.
If we consider an infinitesimal change of potential energy
v → v+v with |v|/v  1, and denote with δ(q) the field
of local distances between two level sets Σv and Σv+v ,
from qi(v + v) = q
i(v) + ξiv and using Eq.(7), at first
order in v, we get δ(q) = v/‖∇V ‖q = vχ(q). Moreover
the divergence divξ in euclidean configuration space can
be related with the variation rate of the measure of the
microcanonical area dµ = χdσ over regular level sets Σv.
The first variation formula for the induced measure of
the Riemannian area dσ along the flow q(v) reads [21]:
dσ(q(v + v)) = (1− v − χM1) dσ(q(v)) + o(v) (8)
where M1 is the sum of the principal curvatures of Σv
that is given by
M1 = −div
( ∇V
‖∇V ‖
)
. (9)
Applying the Leibniz rule, the first variation formula for
the measure of the microcanonical area is
dµ(q(v + v)) = χ(q(v + v))dσ(v + v) =
=
[
1 + v
(
−χM1 + (∇
iV )
‖∇V ‖∇iχ
)]
dµ =
= (1 + vdivξ) dµ(q(v))
(10)
Then, the two following quantities have been nu-
merically computed along the mentioned Monte Carlo
Markov Chain: σ2(χ) = 〈χ2〉Σv − 〈χ〉2Σv and σ2(divξ) =
〈(divξ)2〉Σv − 〈(divξ)〉2Σv . These are functions of N and
of the specific potential energy v = V/N . The outcomes,
reported in Figs. 2 and 3, show very different patterns in
the 1D and 2D cases: monotonic for the 1D case, non-
monotonic displaying cuspy points at v = vc (the phase
transition point) of σ2(χ) and of σ2(divξ) for the 2D case.
As χ = 1/‖∇V ‖ is locally proportional to the distance
between nearby level sets, its variance is a measure of
the total dishomogeneity of this distance, so that a peak
of σ2(χ) can be due to the formation of a ”neck” in the
{Σv}v∈R foliation of configuration space. This is pictori-
ally shown through the toy model of Fig.4. The same is
true for σ2(divξ) since divξ is locally proportional to the
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FIG. 2. (Color online) Variance of χ vs. potential energy
per degree of freedom v¯ for 1D and 2D φ4-models, and for
lattice sizes: N = 10 × 10 (circles), N = 20 × 20 (squares),
N = 30×30 (triangles) in the 2D case, and N = 900 (rhombs)
in the 1D case. The vertical dashed line indicates the phase
transition point at v¯ ' 2.2.
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FIG. 3. (Color online) Variance of divξ vs. potential energy
per degree of freedom v¯ for 1D and 2D φ4-models, and for
lattice sizes: N = 10 × 10 (circles), N = 20 × 20 (squares),
N = 30×30 (triangles) in the 2D case, and N = 900 (rhombs)
in the 1D case. The vertical dashed line indicates the phase
transition point at v¯ ' 2.2.
variation of the area of a small surface element when a
level set is transformed into a nearby one by the diffeo-
morphism in Eq.(7).
Discussion. In spite of the absence of critical points
of V (q) of the φ4 model [Eq.(2)] in correspondence with
FIG. 4. (Color online) Toy model representation of the possi-
ble geometrical origin of the peaks in Figs. 2 and 3. The first
four lines pictorially represent ”level sets” separated by the
same potential energy interval. The first two external lines
abstractly represent level sets Σv at v > vc (above the phase
transition). The third and fourth lines abstractly represent
level sets Σv at v < vc (below the phase transition) with a
neck. The variance of the length of the blue lines (correspond-
ing to the formation of the neck) is larger than that of the
red lines.
the phase transition potential energy density vc, we have
here shown that this transition stems from an asymp-
totic change of topology of both the ΣE and Σv. This
leads to a more general formulation of the topological
theory of phase transitions once a basic assumption of
the theory is made explicit also in the N → ∞ limit.
This can be achieved by resorting to the explicit analytic
representation (7) of the diffeomorphism ξN : Σv,N ⊂
RN+1 → Σv′,N ⊂ RN+1. Uniform convergence in N
of the sequence of vector valued many-variable functions
{ξN}N∈N can be used to define asymptotic diffeomorphic-
ity in some class Cl of the {Σv}v∈R after the introduc-
tion of a suitable norm containing all the derivatives up
to (∂lξN/∂x
l1
i1
. . . ∂xlkik). Accordingly, in the theorems of
Refs.[2–4] the assumption of asymptotic diffeomorphic-
ity of the {Σv}v∈R has to be added to the hypothesis of
diffeomorphicity just at any finite N . In this context it
is worth mentioning that with a completely different ap-
proach also the phase transition of the 2D Ising model
(which is of the same universality class of the 2D lattice
φ4 model) is found to correspond to an asymptotic change
of topology of suitable manifolds. This is found by prov-
ing that the analytic index of a given elliptic operator -
acting among smooth sections of a vector bundle defined
on a state manifold - makes an integer jump at the tran-
sition temperature of the 2D Ising model [18, 19]. Hence
the asymptotic change of topology of sections of the men-
tioned vector bundle stems from the Atiyah-Singer index
theorem which states that the analytic index is equal to
a topological index [20]. The extended versions of the
theorems in [2–4] will be given elsewhere.
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