Let A be an n n matrix with 0-1 valued entries, and let per(A) be the permanent of A. We describe a Monte-Carlo algorithm which produces a \good in the relative sense" estimate of per(A) and has running time poly(n)2 n=2 , where poly(n) denotes a function that grows polynomially with n.
Introduction
Let A be an n n matrix with 0-1 valued entries, let det(A) denote the determinant of A and let per(A) denote the permanent of A. The marked contrast between the computational complexity of computing det(A) versus that of computing per(A), despite the deceiving similarity between the two tasks, has ba ed researchers for years. One of the reasons for interest in computing per(A) is that A can be viewed as the adjacency matrix of a bipartite graph, H = (X; Y; E) where X corresponds to the rows in A, Y to the columns in A, and A ij = 1 if there is and edge between X i and Y j . The quantity per(A) is exactly the number of perfect matchings in H.
It is well known that det(A) can be computed in poly(n) time. On the other hand, the fastest algorithm known for computing per(A) runs in n2 n time Ryser] .
Solid grounds for arguing that computing per(A) is an inherently di cult problem were rst provided in Valiant], which shows that the problem is #P-complete. One implication of this result is that if P 6 = NP then there is no poly(n) time algorithm for computing per(A).
Because of the apparent nonexistence of a poly(n) time algorithm for computing per(A) exactly, we focus our attention on nding an algorithm that produces a good estimate of per(A) and has a small running time. An ( ; ) approximation algorithm for per(A) is a Monte-Carlo algorithm which accepts as input A and two positive parameters and . The output of the algorithm is an estimate Y of per(A) which satis es Pr (1 ? )per(A) Y (1 + )per(A)] 1 ? :
The papers JVV], KL] , KLM] discuss ( ; ) approximation algorithms for counting problems in greater detail. We develop an ( ; ) approximation algorithm for per (A) which runs in 2 n=2 1 2 log( 1 )poly(n) time. For xed and the running time of the approximation algorithm is essentially the square root of the running time for the fastest known algorithm that computes per(A) exactly.
In Broder], JS1], JS2] ( ; ) approximation algorithms for per(A) are given which run in poly(n) time in the special case when each row and column in A contains at least n=2 1 0 s. Whether or not there is an ( ; ) approximation algorithm for per(A) which runs in poly(n) time for general A is still an open problem.
2 Some General Considerations Regarding ( ; ) Approximation Algorithms
Suppose we would like to estimate some quantity Q and have available a stochastic experiment whose output is a random variable X such that E X] = Q and E X 2 ] is nite. Suppose further that we can repeat this experiment as many times as we wish, and that the outcomes of the successive trials will be independent and identically distributed, with the same distribution as X. Let X i be the outcome of the i th trial. ] is nite. The e ciency of the algorithm will be based on the computational di culty of performing the stochastic experiment, and on the ratio
E Y ] 2 . The rest of the paper is devoted to studying two particular stochastic experiments for estimating per(A). The rst of these, which we call the Godsil/Gutman estimator, was suggested in GG]; the second one is a variant of the Godsil/Gutman estimator which has a smaller second moment and thus leads to a more e cient algorithm.
The Godsil/Gutman estimator is de ned as follows:
(1) An n n matrix B is formed from A as follows: 
Terminology
Let P be the set of all n! permutations of 1; : : :; n. For all 2 P, let sgn( ) = ?1 t , where t is the number of transpositions to form . Let P(A) P be the set of all permutations such that for i = 1; : : :; n, A i; PROOF: Let _ =< 1 ; 2 >2 _ eq(G). Each isolated node in G is labelled with both 1 and 2 . Let c be a cycle in G. If the label of the root in c is 1 then every node at an even distance from the root in c must be labelled 1 and every node at an odd distance from the root in c must be labelled 2 . The case when the root is labelled 2 is symmetric, interchanging the roles of 1 and 2 . Thus, for each cycle there are two possible labellings and the total number of labellings of all cycles is then 2 c(G) .
5 Analysis of the Godsil/Gutman Estimator
For each _ =< 1 ; 1 >2 P 2 (A), x( _ ) = 1 independent of the values chosen for B. Thus, part (1) is equal to per(A) because the number of terms in the sum is jP(A)j = per(A). We show that the expected value of part (2) : : : ; n, either there is a j such that < i; j > is labelled with all four of f 1 ; 2 ; 3 ; 4 g, or there is a j and a j 0 6 = j such that < i; j > is labelled with exactly two of f 1 ; 2 ; 3 ; 4 g and < i; j 0 > is labelled with the other two. Let G( ) be the graph where there is a node for each < i; j > such that < i; j > is labelled with at least one of f 1 ; 2 ; 3 ; 4 g. There is an edge between two distinct nodes < i; j > and < i 0 ; j 0 > i i = i 0 or j = j 0 . Then, fG( ) : 2 EVENg = D, where D is as previously de ned. For each G 2 D, de ne eq(G) = f 2 EVEN : G( ) = Gg: We claim that j eq(G)j = 6 c(G) . The reasoning is similar to that used for the proof of Proposition 1. Let =< 1 ; 2 ; 3 ; 4 >2 eq(G). Each isolated node in G is labelled with all four of f 1 ; 2 ; 3 ; 4 g. For each cycle c in G, the root of c and every node at an even distance from the root must be labelled with the same two elements of f 1 ; 2 ; 3 ; 4 g and every node at an odd distance from the root must be labelled with the remaining two. Thus, there are 4 2 ! = 6 possible labellings of each cycle, and consequently a total of 6 c(G) labellings. The estimator is computed as follows.
(1) An n n matrix B is formed from A as follows:
For all i; j; 1 i; j n, If A i;j = 0 then B i;j 0 Elseif A i;j = 1 then randomly and independently choose B i;j 2 fw 0 ; w 1 ; w 2 g, each choice with probability (
2) Z det(B)det(B).
This estimator can be evaluated in poly(n) time. 
For each _ =< 1 ; 1 >2 P 2 (A), x( _ ) = 1 independent of the values chosen for B. (4) is equal to 0 is very similar to the corresponding portion of the proof in Theorem 1.
Thus, part (3) is equal to per(A). Showing that the expected value of part
The observation needed is again that for any < i; j >, E B i;j ] = 0. Despite this bad example, one suspects that in most situations, these bounds are far too pessimistic, since c(G) will \typically" be much smaller than n=2. As one heuristic indication of this phenomenon we note that, if _ =< 1 ; 2 >, where 1 and 2 are independent random permutations, then c(G( _ )) will be close to ln(n) with very high probability. In this section we analyze a concrete example in which the bounds of 3 n=2 for the Godsil/Gutman algorithm and 2 n=2 for its re nement are provably too pessimistic: the n n matrix C in which every element is equal to 1. The permanent of this matrix is, of course, n!.
Let the random variable Y be the estimator produced by the Godsil/Gutman algorithm applied to the matrix C, and let Z be the estimator produced by the re nement given in Section 6 applied to the matrix C. Our main result is as follows:
Theorem 5 In the particular case of the n n matrix C, , each choice with probability 1/3. In both cases, the expected value of the estimator is per(A) and the upper bounds on the number of trials to guarantee an ( ; ) approximation algorithm stated in Corollaries 3 and 4 still apply, assuming that at each trial the estimator is computed exactly. The analysis would have to be modi ed to allow for truncation error.
Each of our Monte-Carlo algorithms consists of O(log( 1 )) phases, with each phase consisting of some number N of independent trials. We required that each phase be an ( ; 1=4) approximation algorithm. Our analysis of the upper bound on the number of trials to guarantee this property was based on Chebychev's Inequality, and thus the analysis still holds if trials are pairwise independent. Consider running the rst Monte-Carlo algorithm with a xed and . As it is written it requires 9 Open Questions (1) Is there an ( ; ) approximation algorithm for per(A) which runs in poly(n) time? One possible approach to solving this problem is based on the observation that the trials within a phase need only be pairwise independent, rather than completely independent. The result of each phase is P`i =1 Y ì where`, the number of trials, is exponential in n. Pairwise independence permits thè samples to be generated using only O(n 3 ) random bits. Perhaps the rule for generating the samples from the random bits can be designed so that the quantity P`i 
