Intelligent reflecting surface (IRS) exploits large reflection elements to proactively steer the incident radio-frequency wave towards destination terminals (DTs), which is a promising solution to build a programmable wireless environment for 5G and beyond systems. In this paper, the adoption of an IRS for multiple single-antenna source terminal (ST)-DT pairs in two-hop networks is investigated.
power allocation of STs, and the corresponding passive beamforming of the trigger modules, subject to per ST power budgets and module size constraint. Whereas this problem is NP-hard due to the module size constraint, to deal with it, we transform the hard module size constraint into the group sparse constraint by introducing the mixed row block ℓ 1,2 -norm, which yields a suitable semidefinite relaxation. Additionally, the parallel alternating direction method of multipliers (PADMM) is proposed to identify the trigger module subset, and then subsequently the transmit power allocation and passive beamforming can be obtained by solving the original minimum SINR maximization problem without the group sparse constraint via partial linearization for generalized fractional programs. Simulation results demonstrate the effectiveness of the proposed PADMM algorithm. Finally, performance comparison as a function of the system parameters confirms that the proposed PADMM is highly efficient since each iteration of it can be calculated in closed-form.
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I. INTRODUCTION

A. Background and Motivation
It is evident that the fast prolific spread of Internet-enabled mobile devices will bring to a 1000-fold increment of network capacity by 2020 [1] , which can not be supported by the forthgeneration (4G) mobile networks, i.e., long-term evolution (LTE) and LTE-advanced (LTE-A) technologies. Therefore, a lot of attention from research community was mainly focused on the design of fifth generation (5G) wireless technologies, e.g., heterogeneous networks (Het-Nets), peer-to-peer (P2P) communications, massive multiple-input multiple-output (mMIMO), and mmWave communication, which should address high quality of service (QoS), coverage, seamless connectivity with a high user speed, and limited power consumption [2] - [4] . However, due to the highly demanding of forthcoming and future wireless networks (5G and beyond), a serious issue in the wireless industry today is to meet the soaring demand at the cost of resulting power consumption [2] , [5] . For instance, for mMIMO, adopting a higher amount of base station antennas to serve multiple users concurrently not only entails the increased radio frequency chains and maintenance cost, but also significantly decreases the overall performance level. Therefore, addressing this issue means introducing innovation technologies in future/beyond-5G wireless networks, which are spectral-energy efficient and cost-effective [6] . As a result, intelligent reflecting surface (IRS) has been treated as a promising innovation technology for future/beyond-5G wireless networks supporting reconfigurable wireless environment via exploiting large softwarecontrolled reflection elements [7] - [10] . The IRS provides a new degree of freedom to further enhance the wireless link performance via proactively steering the incident radio-frequency wave towards destination terminals (DTs) as its important feature, which is expected to play an important role for beyond-5G networks in future.
The IRS-aided communications refer to the scenario that a large number of software-controlled reflection elements with adjustable phase shifts for reflecting the incident signal. As such, the phase shifts of all reflection elements can be tuned adaptively according to the state of networks, e.g., the channel conditions and the incident angle of the signal by the source terminal (ST).
Notably, different from the conventional half and full-duplex modes, in IRS-aided communication, the propagation environment can be improved without incurring additional noise at the reflector elements. Currently, considerable research attention has been paid for IRS-aided communications [6] , [11] - [17] . Among the early contributions in this area, [6] summarized the main communication applications and competitive advantages of the IRS technology. For the IRS-aided point-to-point multiple-input-single-output (MISO) wireless system with single user, [11] investigated the total received signal power maximization problem by jointly optimizing the transmit beamforming and the passive beamforming. In the spirit of these works, a vast corpus of literature focused on optimizing active-passive beamforming for unilateral spectral efficiency (SE) maximization subject to power constraint. For instance, [12] proposed a fractional programming based alternating optimization approach to maximize the weighted SE in IRS-aided MISO downlink communication systems. In particular, three assumptions for the feasible set of reflection coefficient (RC) were consider at IRS, including the ideal RC constrained by peakpower, continuous phase shifter, and discrete phase shifter. Meantime, in MISO wireless systems, the problem of minimizing the total transmit power at the access point was considered to energyefficient active-passive beamforming [13] , [16] . [13] formulated and solved the total transmit power minimization problem by joint active-passive beamforming design, subject to the signalto-interference-plus-noise ratio (SINR) constraints, where each reflection element is a continuous phase shifter. Along this direction, considering the discrete reflect phase shifts at the IRS, the same optimization problem was further studied in [16] . Notably, the aforementioned studies for IRS-aided communications were based on the premise of ignoring the power consumption at IRS. In contrast, in [17] , an energy efficiency (EE) maximization problem was investigated by developing a realistic IRS power consumption model, where IRS power consumption relies on the type and the resolution of meta-element.
The common assumption in the existing studies for IRS-aided communications is that all the reflection elements are used to reflect the incident signal, i.e., adjusting RC of each meta-element simultaneously each time. However, along with the use of a large number of high-resolution reflection elements, especially with continuous phase shifters, triggering all the reflection elements every time may result in significant power consumption. Moreover, the hardware support for the IRS implementation is the use of a large number of tunable metasurfaces. Specifically, the tunability feature can be realized by introducing mixed-signal integrated circuits (ICs) or diodes/varactors, which can vary both the resistance and reactance, offering complete local control over the complex surface impedance [7] - [9] . According to the IRS power consumption model presented in [17] , triggering the entire IRS not only incurs increased power consumption, but also entails the increased latency of adjusting phase-shift. Therefore, realizing true reflection resource management is significantly important for IRS-aided communications.
B. Novelty and Contribution
In this paper, we consider the two-hop peer-to-peer (P2P) network in which multiple singleantenna STs reaches the corresponding single-antenna DTs through an IRS that forwards a suitably phase-shifted version of the transmitted signal. The goal is to maximize the minimum SINR at DTs under the maximum transmit power constraints for STs and RC constraints, via joint reflection resource management, transmit power allocation, and the corresponding passive beamforming. Specifically, the novelty and contributions of this paper mainly lie in the following aspects.
1) Modular Architecture of IRS: For the first time, we develop a modular architecture of IRS that divides all the reflection elements into multiple modules which can be independently controlled by parallel switches. Each module contains multiple reflection elements, since the unit meta-element size is subwavelength [8] . As mentioned in [6] , the IRS is programmatically controlled by controller, and hence, from an operational standpoint, independent module triggering can be implemented easily. Therefore, the proposed architecture of IRS allows the realization of the true reflection resource management, since each module is independently controlled by its switch.
2) Trigger Module Selection:
The true reflection resource management can be realized via trigger module selection, which is based on the architecture that all the reflection elements are partially controlled by parallel switches of controller. Specifically, we formulate the minimum SINR maximization problem to optimize the trigger module selection, transmit power allocation, and the corresponding passive beamformer design under maximum transmit power and module size constraints. To the best of our knowledge, this is the first work that studies the trigger module selection.
3) Module Size Constraint Convex Relaxation:
The joint optimization problem is NP-hard due to the module size constraint, there is no known efficient and standard method to solve the problem. Furthermore, an exhaustive combinatorial search over all possible cases to obtain a globally optimal solution with high computational complexity which is prohibitive in practice. Thus, we aim to develop a low complexity and effective method to obtain a nearoptimal solution of the formulated problem. Specifically, to deal with the joint optimization problem, we transform the hard module size constraint into the group sparse constraint by introducing the mixed row block ℓ 1,2 -norm [18] , which yields a suitable semidefinite relaxation. Based on this insight, a tractable convex problem can be formulated from the perspective of group sparse optimization. To solve this problem, the parallel alternating direction method of multipliers (PADMM) is used to identify the trigger modules subset, and subsequently both the transmit power allocation and the corresponding passive beamforming can be obtained by solving the original max-min problem via generalized fractional programs. Specifically, in the second part of this procedure, an algorithm based on partial linearization is proposed to deal with generalized fractional programs. Finally, an efficient custom-made algorithm is developed to distributively solve the trigger module identification problem. In particular, a simple closed solution can be derived in each iteration.
4) Simulations:
For IRS-aided communications, the main applications and competitive advantages over exsiting technologies, e.g., half-duplex and full-duplex relay, were investigated in vast literature [11] , [13] , [17] . The goal of this paper is to investigate the true reflection resource management not to compare the communication performance of IRS and relay mechanisms. Therefore, in this paper, in order to assess the performance of the PADMM algorithm, we compare it with two methods, i.e., method of exhaustive search (MES) and method of randomly select (MRS) the trigger modules. From the simulation results, we can conclude that the PADMM algorithm achieves the performance very close to that of 
MES.
C. Paper Outline and Notation
The reminder of this paper is organized as follows. The modular architecture of IRS, trigger module selection, the hard sparsity constraint convex relaxation, and optimization problem formulation are presented in Section II. Section III describes the trigger module identification and minimum SINR maximization. Section IV reports numerical results that are used to assess the performance of the proposed PADMM algorithm and to make comparisons with alternatives.
Conclusions are presented in Section V.
Matrices and vectors are denoted by bold letters. I N , 0 N , and e n are the N × N identity matrix, the N × 1 all-zero column vector, and the N × 1 elementary vector with a one at the nth position, respectively. A T , A † , A −1 , and ||A|| 2 denote transpose, Hermitian, inverse, and Frobenius norm of matrix A, respectively. Re(·) and | · | denote real part and modulus of the enclosed vector, respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
As shown in Fig [19] . Let h k,m ∈ C L×1 and g m,k ∈ C L×1 denote the uplink channel vector from ST k to the mth module of IRS and the downlink channel vector from reflection module m to DT k, respectively. The associated passive beamfromer at the mth module of IRS denoted
L+l is the entry of reflecting coefficient matrix, ∀m ∈ M, l = 1, 2, . . . , L. We assume that all the modules can potentially serve the BS transmitting. Note that if all modules are triggered to serve the ST-DT communications, the problem becomes a special case which is simpler to solve. The passive beamformer at IRS denoted by Φ Φ Φ ∈ C N ×N , and the associated channel from ST k to the IRS and the downlink channel from the IRS to DT k, denoted by h k ∈ C N ×1 and g ∈ C N ×1 , respectively, are defined as
In addition, in the following analysis-for the sake of simplicity-we consider that the reflection coefficient is peak-power constrained [12] : X {φ (m−1)L+l : |φ (m−1)L+l | ≤ 1, ∀m = 1, 2, . . . , M, l = 1, 2, . . . , L}. In practice, the feasible set of reflecting coefficient X might be more complicated, such as in [10] , [12] , [17] , but this feature is beyond the focus of this paper.
The main purpose of this paper is to realize the true reflection resource management by introducing the modular architecture of IRS. Specifically, for the formulated maximization problem under module size constraint, the true reflection resource management can be implemented via trigger module selection.
Remark 1: As mentioned in [8] , an intelligent surface can be realized by a control computer if it can determine the optimal reflection coefficient of IRS. Specifically, by introducing diodes or tunable integrated circuits (ICs) in each unit element [8] , [9] , the independently tuning reactive and absorption can be controlled by the computer. Therefore, the use of IRS in wireless communication systems is also energy consuming. Among the contributions in the mainstream research direction on IRS-aided communication systems, most studies assumed that the energy consumption on IRS is negligible, but this assumption is not realistic when the reflection size is large enough. In our proposed IRS architecture, we design the modularity to trigger the reflection resource rather than directly triggering the unit element, considering that the size of unit element is subwavelength. Different from the existing studies on IRS that merely focus on how to exploit the total reflection elements to proactively modify the wireless communication environment, we consider the true reflection resource management besides tuning the passive beamformer at the IRS. The main purpose of this paper is to realize the management of the reflection resources (or elements) themselves by partially reflecting elements controlled by parallel switches.
Let z k denote the data symbol of ST k and write p k for its corresponding power. The signal received at DT k via IRS-aided link is expressed by
where u k ∼ CN (0, σ 2 ) is the thermal noise experienced by DT k and the second term accounts for the interference experienced by user pair k from other user pairs j ∈ K, j = k. Then, the SINR is achieved by user pair k takes the form:
The problem design is to maximize the minimum SINR at all DTs, while satisfying the STs' transmit power constraint p max k , ∀k ∈ K, and the reflecting coefficient constraint X ; that is
and X .
(O) is a non-convex optimization problem due to the non-convex objective function w.r.t. {p k } K k=1 and Φ Φ Φ, and there is no known efficient and standard method to obtain an optimal solution for (O).
Instead, the focus is to design a low complexity and effective method for a suboptimal solution via exploiting the special structure of problem itself. The most suitable tool for this similar problems is the generalized fractional programs [20] - [22] , since the numerator and denominator of SINR are continuous functions on variables. For this IRS-aided two-hop communication, the suboptimal solution of (O) can be obtained effectively by using generalized fractional programs and the alternating optimization technique [23] to separately and iteratively solve for {p k } K k=1
and Φ Φ Φ [6] , [10] , [13] , [17] .
B. Trigger Module Selection
Here, we develop an optimization problem design to maximize the minimum SINR at DTs subject to the trigger module size constraint. Different from the previous studies that mainly focused on designing the appropriate transmit beamforming at the source nodes and passive beamforming at IRS, we design the trigger module selection at the IRS besides the activepassive beamforming optimization. As aforementioned before, in our proposed IRS architecture , all reflection elements are divided into modules which are triggered by multiple control switches in parallel. In the proposed modular architecture of IRS, the reflection elements management can be implemented instead of tuning all the entries at IRS. In this context, suppose now that only Q ≤ M reflection modules are available, and thus only QL reflection elements can be serving the BS simultaneously. Inspired by [18] , the design problem is to jointly trigger the best Q out of M modules, and designing the transmit power {p k } K k=1 and the corresponding beamformer at IRS so that the minimum SINR among DTs is maximized, subject to the maximum transmit constraint and reflection coefficient.
For each module m ∈ M at IRS not to be triggered, vector φ φ φ m must be set to zero, consequently, ||φ φ φ m || 2 = 0. Hence, the maximization of minimum SINR among DTs problem via joint reflection module trigger and active-passive beamformer design can be expressed by
where the ℓ 0 -norm denotes the number of triggered reflection modules, i.e., ||φ φ φ|| 0 := |{m : ||φ φ φ m || 2 = 0}|, and Q ≤ M is the upper bound of this number. Note that (P0) is NP-hard problem due to the nonconvex ℓ 0 -norm, solving (P0) requires an exhausive combinatorial search over all Q M possible patterns ofφ φ φ. Thus, in the following, we aim to develop computationally efficient method to obtain a sub-optimal solution. Specifically, we first study the trigger module selection via a convex sparsity-inducing approximation [18] , [24] , i.e., identifying the trigger modules at IRS. Then, the joint transmit power and the corresponding phase-shift can be obtained by using the generalized fractional programs and Taylor expansion.
C. Convex Relaxation and Problem Formulation
. Thus, the expression of SINR k in (3) can be rewritten as
By introducing the mixed ℓ 1,2 -norm, which was first presented in the context of the group least-absolute selection and shrinkage operator (group Lasso) [25] , the triggered module size can be effectively appropriated by replacing the ℓ 0,2 -norm with
Moreover, similar to the group-sparsity inducing norm ℓ 1,2 -norm of vectors, we define the mixed convex norm ℓ 1,2 of matrix [26] as
Notably, the mixed ℓ 1,2 -norm of matrixΦ Φ Φ, which implies that each ||Φ Φ Φ m || 2 (or equivalently φ φ φ m ) is encouraged to be set to zero, therefore inducing group-sparsity. Thus, instead of using the hard sparsity constraint (9), the ℓ 1,2 -norm can be employed to promote sparsity, leading to
φ φ φ † k e n e † nφ φ φ k ≤ p max k , ∀k = 1, 2, . . . , K; n = 1, 2, . . . , N,
where e n ∈ R N ×1 is an elementary vector with a one at the n-th position; α m > 0 is the weighting factor reflecting the cost of keeping module m triggering. Larger α m means that module m is more likely to be excluded from the IRS. Moreover, δ > 0 controls the row block sparsity ofΦ Φ Φ.
By introducing an auxiliary variable γ, the joint trigger reflection module selection, transmit power, and the corresponding passive beamformer design problem (P1-1) can thus be equivalent
Clearly, for large γ, problem (P1-2) can be infeasible due to the resulting stringent SINR constraints, strong interference, and insufficient number of triggered reflection modules. Thus, in the following, problem (15)-(18) can be solved efficiently via bisection method for feasibility checking. Notably, this is a sufficient condition only, and the feasibility checking of (15)- (18) also can be solved directly by using CVX [27] . For the centralized algorithms as above, e.g., CVX, the problem dimension may be transformed to an additional big issue, due to the increasing collected information of all the user pairs and IRS, when the number of them is larger. In the next section, to develop a distributed algorithm, we fit (15)- (18) into the ADMM framework [23] and then reformulate it as a separable group Lasso problem. Finally, a custom-made partially distributed algorithm is developed. The proposed algorithm is computationally efficient since each step of ADMM can be computed in closed-form.
III. TRIGGER MODULE IDENTIFICATION AND THE MINIMUM SINR MAXIMIZATION
A. Trigger Module Identification
As mentioned early, for a given γ > 0, the design problem (15)- (18) becomes the feasibility test one. In this context, the challenge in solving problem (P1-2) lies in the fact that its objective is non-differentiable and that the feasible set is nonconvex. To proceed further, for the fixed γ, we observe that (P1-2) is feasible if and only if the solution of the following optimization problem (P1-3) is lower than δ, where (P1-3) is given by
φ φ φ † k e n e † nφ φ φ k ≤ p max k , n = 1, 2, . . . , N; k = 1, 2, . . . , K.
The constraint (20) of (P1-3) is the reformulation of SINR constraint (16) relies on the secondorder cone program [28] , where the (NK) × K matrixΦ Φ Φ is defined as
Let us define H = [H 1 ,H 2 , . . . ,H K ] ∈ C (N K)×K , and then introduce a K × (K + 1) auxiliary
as the k-th diagonal element and the k-th row vector of F, respectively. Using these definitions and introducing a matrix variable W =Φ Φ Φ ∈ C N ×K , problem (19)-(21) can be reformulated as the following problem:
(P1-4) is a convex minimization problem, and therefore, the duality gap between (P1-4) and
its augmented duality problem is zero. This means that the optimal solution of (P1-4) can be obtained by applying the augmented Lagrangian duality theory [29] . The partial augmented Lagrangian function of (P1-4) can be written as
where c > 0 is the penalty factor; Λ Λ Λ ∈ C N ×K and Ψ Ψ Ψ ∈ C K×(K+1) are the Lagrangian matrix multipliers for W =Φ Φ Φ and F = [ H † Φ Φ Φ, σ1 K ], respectively. Note that the reformulated SINR constraints (24) as well as the boundary constraint (25) are not taken into the augmented Lagrangian function and they will be integrated into the optimal solution in the following.
Particularly, we focus on solving:
We need decouple the optimization variables in L c to make (P1-5) intractable. To be specific, dividing {φ φ φ k } k∈K , W, and F into two blocks of {φ φ φ k } k∈K and {W, F}, we can apply the twoblock ADMM framework [23] to solve (P1-4). In each iteration t, we first update {φ φ φ k } k∈K by
where w k ∈ C N ×1 and λ λ λ k ∈ C N ×1 represent the k-th column of matrices W and Λ Λ Λ, respectively;
and ψ ψ ψ k ∈ C K×1 and f k ∈ C K×1 are the k-th column of matrices Ψ Ψ Ψ and F, respectively. With the obtainedΦ Φ Φ (or {φ φ φ k } k∈K ), and then better solutions for W and F can be updated by solving the following problem:
Then, as shown in Appendix A, the optimalφ φ φ k and W can be obtained as in Theorem 1.
whereh k = [h k,1 ,h k,2 , . . . ,h k,K ], and µ k n ≥ 0 is the Lagrangian multiplier of boundary constraint in (25) . Moreover, the optimal W is given by solving the following unconstrained problem
Using the first-order optimality condition for the optimal solution W m (t + 1), we have
where With the obtained optimal {φ φ φ k } k∈K , the optimal multiplier µ k n of the boundary constraint (25) can be optimally obtained by
where (x) + = max{x, 0}.
Finally, we optimize F in (30) given fixedΦ Φ Φ. The problem of F of (30) is expressed as
where f −k,k ∈ C 1×K denotes the remaining subvector of f k ∈ C 1×(K+1) after removing the element f k,k , i.e.,
Similar to [26] , in order to find the optimal F for P F (L c ) with low computational complexity, we divide the optimization problem of F into K independent subproblems of f k , ∀k ∈ K, which are solved in parallel, where the subproblem is given by
where ψ ψ ψ k ∈ C 1×(K+1) and b k ∈ C 1×(K+1) denote the k-th row vectors of Ψ Ψ Ψ and Problem (37) is a convex minimization problem. Moreover, it can be verified that the Slater's constraint qualification is satisfied [28] . Therefore, the duality gap between problem (37) and its duality problem is zero. This means that the optimal solution of problem (37) can be obtained by applying the Lagrange duality theory [28] . In the following Theorem 2, the optimal f k can be obtained via exploiting the Karush-Kuhn-Tucker (KKT) conditions of problem (37).
where ρ k = (||f −k,k (t + 1)|| F ) −1 , ε k ≥ 0 is the dual variable introduced for the SINR constraint, which is optimally determined by
After obtaining the optimalΦ Φ Φ, W, and F, we update the Lagrangian matrix multipliers in problem (P1-5), i.e., Λ Λ Λ and Ψ Ψ Ψ. It has been shown in [30] that the well known subgradient based method can be employed iteratively to find the optimal solutions of Λ Λ Λ and Ψ Ψ Ψ. Similar to the updating of variables {W m } M m=1 and {f k } K k=1 , updating Λ Λ Λ and Ψ Ψ Ψ are also separable. Specifically, for Λ Λ Λ m and ψ ψ ψ k , the pointwise update equations are given by
We summarize the proposed PADMM algorithm for trigger module identification in Algorithm 1. In Algorithm 1,γ and γ represent the upper bound and the lower bound of SINR in bisection. The key step is solving (P1-5) on PADMM, and the whole PADMM algorithm can be implemented distributively.
B. Minimum SINR Maximization
In this section, we solve joint transmit power and passive beamforming when the trigger modules are identified. To be specific, for the original minimum SINR maximization problem (P0), we drop the sparsity constraint and make the phase-shift matrix Φ Φ Φ with the value for the diagonal blocks corresponding to the remaining non-triggered modules equal to zero. For convenience to illustrate, the identified phase-shift matrix denoted by F Φ Φ Φ , where the non-triggered modules reflection coefficients are forced to be zero. Particularly, we focus on solving: Note that (P0) can be transformed into the conventional minimum SINR maximization problem, which can be efficiently and optimally solved by employing the alternating optimization technique [31] to separately and iteratively solve for {p k } k∈K and F Φ Φ Φ . In the rest of this section, the optimization with respect to F Φ Φ Φ for fixed {p k } k∈K , and with respect to {p k } k∈K for fixed F Φ Φ Φ will be treated separately.
1) Optimizing Phase-Shift Matrix
for all k and j. Utilizing the method of partial linearization for generalized fractional programs [22] , introducing the continuous functions w.r.t. F φ φ φ , are defined as
By introducing parameter γ out , then the optimization with respect to phase-shift matrix is equiv-
, and consider the following partial
The following sub-problem specified with this partial linearization of the G k is to be solved by CVX at each iteration τ of the algorithm. 
2) Optimization with Respect to the Power Allocation {p k } k∈K : Likewise, for the case where F Φ Φ Φ is fixed and the objective is the optimization over p = [p 1 , p 2 , . . . , p K ] T , we introduce continuous functions of p, denoted by ξ k (p) and η k (p), respectively, and are defined as
Denote Ω k (p, γ out ) = ξ k (p) − γ out η k (p). The partial linearalization of Ω k at a point (p (τ ) , γ
Consequently, we focus on solving: (54)
In the proposed alternating optimization algorithm, we solve p and F φ φ φ by addressing problems 
, and set the iteration number τ = 0.
repeat
Step 1: Solve (49) by CVX for given p (τ ) , and denote F (τ ) φ φ φ be an optimal solution.
Step 2: Solve problem (54) for given F (τ ) φ φ φ , and denote the optimal solution as p (τ +1) .
Step 3: Update τ = τ + 1.
Step 4. until γ out converges or problem becomes infeasible.
IV. SIMULATION RESULTS
A. Simulation Environments and Settings
We now evaluate the performance of the proposed joint trigger reflection module selection, transmit power allocation, and the corresponding passive beamformer design in the IRS-aided P2P networks. The convergence property and effectiveness of the PADMM algorithm are verified.
Numerical simulations are presented to assess the performance of the PADMM algorithm under different operating conditions. To keep the complexity of the simulations tractable, we focus on the scenario, where the K STs are randomly employed within a circle cell centered at (0, 0) m, and the cell radius is 20 m, and the corresponding K DTs are located within a circle cell with radius 20 m centered at (300, 0) m. The primary purpose of this paper is to improve the worst communication performance between ST and DT that are far from each other. Therefore, similar to the simulation settings in [12] we suppose that the IRS is employed at (200, 50) m, where the number of reflection elements of each module is set as L = 8. We assume quasi-static block fading channels in this paper, i.e., the channels from the STs to the IRS and the IRS to the DTs remain constant during each time block, but may vary from one to another [32] . To include the effects of fading and shadowing, we use the path-loss model introduced in [33] . Throughout the simulations, unless otherwise specified, we adopt the parameters reported in Table I (see [33] , [34] and references therein), where, for simplicity, all the STs are assumed to have the same maximum transmit power p max . All the simulation results are obtained by averaging over 10 4 channel realizations. Table II shows the converging properties of the PADMM algorithm proposed for identifying the trigger modules, i.e., comparing the results obtained by solving (P1-5) using the PADMM algorithm and by solving problem (P1-3) via CVX method. Specifically, Table II shows the impacts of the sparsity parameter δ and the number of user pairs K on the trigger modules for both PADMM algorithm and CVX method, where the value of K = 4 and 6. From the results, we observe that for both the PADMM algorithm and CVX method, the number of trigger modules increases, when K or δ increases. Comparing the results from the CVX method, one can verify that the PADMM algorithm can converge to the CVX solution. Moreover, as shown in the last row of Table II , all the modules tend to be triggered at the IRS to maximize the performance, when the sparsity parameter δ = 20.
B. Convergence Verification of PADMM Algorithm
To measure the effect of sparsity parameter δ, Figs. 3 and 4 depict the average number of trigger modules at IRS and the trigger ratio of each module in terms of the sparsity parameter δ, averaged over 1000 independent channel realizations per marker. As shown in Fig. 3, as expected, it is difficult to distinguish the curves for the PADMM algorithm and CVX method, varying sparsity parameter δ from 1 to 80, i.e., the PADMM algorithm provides a close-to-optimal solution as the CVX based method. And the average trigger modules at IRS for both PADMM algorithm and CVX method increases as the sparsity parameter, δ, increases. In addition, we observe in Fig. 3 that the average number of triggered modules identified by both PADMM algorithm and CVX based method first increases and then approaches the constant value 8. This in essence attributes to the fundamental effect of parameter δ to control the group sparsity at IRS, precisely, the number of trigger modules at IRS becomes less and less sensitive to sparsity constraint, as the parameter, δ, increases.
C. Performance Comparison
In this section, we evaluate the performance of the PADMM algorithm by comparing with two conventional methods, denoted as method of exhaustive search (MES) and method of randomly selecting the trigger modules (MRS), respectively. The premise of performance comparison between the three methods is to use the same sparsity constraint to control the size of triggered modules. In this paper, the number of trigger modules is determined by PADMM algorithm.
Specifically, both MES and MRS perform their respective trigger modules selection and solve the conventional minimum SINR maximization problem via partial linearization for generalized fractional programs [22] . In Figs. 5 and 6, fixing M = 4 and L = 8, we evaluate and compare the max-min SINR and the average module trigger ratio versus the sparsity parameter δ for the PADMM, MES, and MRS with different user numbers K = 4 and K = 6, respectively. From the results, we observe that for all the mentioned methods, the max-min SINR first increases and then approaches to a constant value, when the sparsity parameter δ increases. As shown in relatively small, instead of using a magnitude that increases the reflection coefficient, maximizing minimum SINR mainly relies on triggering a large number of modules and tuning the reflecting angles. By contrast, considering relatively small δ (e.g., δ ≤ 40), for K = 4, M = 4, and L = 8, the MES outperforms the remaining two methods. In addition to our observations in Fig. 5 with respect to δ, it can be shown that the max-min SINR decreases for a given value of δ, as the number of user pairs, K, increases. The reason is that multiple access interference may be serious, as the number of user pairs increases.
Fixing the user pair number K = 4 and the number of modules M = 4, Fig. 7 shows the impacts of the reflection elements number of each module and the sparsity parameter on the max-min SINR for all the mentioned methods, where L = 6 and 8. As expected, the max-min SINR of the three methods first increases and then approaches to a constant value for a given value of L, as the sparsity parameter, δ, increases. According to Fig. 7 , considering the sparsity parameter δ ≤ 40 for L = 8, the SINR performance order is "MES>PADMM>MRS". MES achieves the highest SINR by exhaustively searching overall possible modules subset selections, while the performance gain of MRS is the worst, since the trigger modules subset at the IRS is not optimized, where the subset is selected randomly and the useful information of channels is ignored. PADMM outperforms MRS due to the joint optimization of trigger module, transmit power allocation, and passive beamformer design at IRS. It can be shown that for a given sparsity parameter δ, the max-min SINR increase apparently, as the number of reflection elements of each module increases from 6 to 8, which is straightforward since the power of the signal reflected by the IRS becomes stronger. Correspondingly, in Fig. 8 , the average module trigger ratio of all the mentioned methods first increases and then remains constant, with the increase of the sparsity parameter δ. Consistent with the results in previous simulations, the increase of sparsity parameter encourages more modules to serve the STs, thereby improving the performance gain.
Finally, Fig. 9 shows the impacts of the sparsity sparsity parameter δ and the maximum transmit power of STs p max on the SINR performance for the three methods, where δ = 1 and 20. As expected, the max-min SINR achieved by the three methods for sparsity parameter δ = 1 and 20 monotonically increases with increasing the maximum transmit power of STs. Consistent with the previous simulations, the highest and worst SINR are achieved by MES and MRS, respectively. From the results, we observe that for any given maximum transmit power p max , the max-min SINR increases significantly, as the sparsity parameter, δ, increases from 1 to 20.
The reason is that more modules are triggered to serve the STs when setting sparsity parameter δ = 20, according Fig. 8 and Fig. 9 . Notably, for δ = 20, there exists the same outcome of the three methods, when the maximum transit power of STs p max is sufficient large (p max ≥ 125W).
The reason is that when p max is relatively large, the transmit power allocation dominates the maximizing minimum SINR of STs in this regime.
V. CONCLUSIONS
In this paper, we studied the joint problem of transmit power allocation and passive beamforming to IRS-aided P2P communication networks with reflection resource management. Specifically, the true reflection resource management can be realized via trigger module selection based on the architecture that all the reflection elements are partially controlled by parallel switches of controller. The objective is to jointly select sparse passive beamforming matrix and allocate transmit power such that the minimum SINR is maximized, subject to both the maximum transmit power and the reflection coefficients constraints. Instead of using the hard module size constraint, we relaxed that by the mixed ℓ 1,2 -norm, transforming it to the group sparse constraint.
The appropriate problem was formulated from the perspective of group sparse optimization. To solve this problem, the PADMM was used to identify the trigger modules subset firstly, and then both the transmit power allocation and the corresponding passive beamforming can be obtained by solving the original max-min problem via generalized fractional programs. Finally, the simulation results demonstrated the convergence and effectiveness of the PADMM algorithm.
The performance comparison indicated that PADMM is highly efficient since each step can be calculated in closed-form. 
which can be easily solved by exploiting the first-order optimality condition. Specifically, we have −λ λ λ k + c(φ φ φ k − w k (t)) −h k ψ ψ ψ k (t) + c h khk †φ φ φ k −h k f k (t) + 2 N n=1 µ k n e n e † n φ φ φ k = 0, (56) and consequently, the optimal solution of φ φ φ is given bȳ 
where µ k n is the Lagrangian multipliers ofφ φ φ † k e n e † nφ φ φ k ≤ p max , ∀n = 1, 2, . . . , N, and should be properly chosen to satisfy the KKT condition [28] . And the dual variable µ k n is optimally determined by µ k n = max{p max k −φ φ φ † k (t + 1)e n e † nφ φ φ k (t + 1), 0}. The first-order optimality condition for the optimal solution W m (t + 1) we have α m ∂||W m (t + 1)
where ∂||W m (t + 1)|| 2 is the subgradient of ||W m (t + 1)|| 2 defined as 
