Multi Level Single Linkage (MLSL) is a well known stochastic global optimization method. In this paper, a new hybrid variant (HMLSL) of the MLSL algorithm is presented. The most important improvements are related to the sampling phase: the sample is generated from a Sobol quasi-random sequence and a few percent of the population is further improved by using crossover and mutation operators like in a traditional differential evolution (DE) method.
INTRODUCTION
The Multi Level Single Linkage (MLSL) [12] method has been derived from clustering [1] methods which enable the exploration of the whole feasible region through random Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO '13 sampling followed by local search methods. It is considered one of the best known and efficient stochastic algorithm for global optimization problems of moderate size of dimensions. A similar clustering type algorithm [2] achieved good results [5] on the BBOB-2009 functions with moderate number of local minima using a small budget of function evaluations.
In this paper, we introduce a new hybrid variant of the MLSL method denoted by HMLSL. The most important improvements are related two the sampling phase: the sample is generated from a Sobol quasi-random sequence [7] and a few percent of the sample is further improved using crossover and mutation operators like in a traditional differential evolution (DE) [13] method.
The purpose of this paper is to evaluate the performance of the HMLSL algorithm using the COCO framework [4] and to assess the benefits of the introduced improvements. We also compare the HMLSL method against a simple MLSL and a traditional DE method.
The rest of this article is organized as follows. Section 2 reviews the MLSL algorithm, and also presents the new hybrid version of the MLSL and DE methods. In Section 3, we describe the experiment design together with the algorithms parameter settings. The results are presented in Section 4 and discussed in Section 5. Section 6 concludes the paper and points out some directions for future work.
ALGORITHM PRESENTATION
Similarly to the clustering methods, MLSL has two phases: a global and a local one. The global phase consists of sampling, while the local phase is based on local searches. The local minimizer points are found by means of a local search procedure (LS ), starting from appropriately chosen points from the sample drawn uniformly within the set of feasibility. The local search procedure is applied to every sample point from the reduced sample, except if there is another sample point within some critical distance r k , which has a lower function value (see Algorithm 1). The reduced sample consists of the γkN best points (0<γ ≤ 1) from the cumulated sample x1, . . . , x kN . The critical distance will be chosen to depend on kN only so as to minimize the probabilities of two possible failures of the method: the probability that a local search is started, although the resulting minimum is known already, and the probability that no local search is started in a level set which contains reduced sample points.
The critical distance is given by the following formula
Generate N points x (k−1)N +1 , . . . , x kN with uniform distribution on X.
5
Determine the reduced sample (Xr) consisting of the γkN best points from the cumulated sample x1, . . . , x kN . 6 for i ← 1 to length(Xr) do 7 if NOT (there is such a j that f (xj) < f (xi) and ∥xj − xi∥ < r k ) then 8
Start a local search method (LS ) from xi.
until
Some global stopping rule is satisfied. 12 return The smallest local minimum value found.
where Γ is the gamma function, n is the number of variables of the problem, m(X) is the Lebesgue measure of the domain X, kN is the total number of sampled points, k is the iteration counter and ζ is some positive constant. The algorithm continues repeating the global and local phases until some stopping rule is satisfied. It has been proved that the algorithm has good asymptotic properties (depending on the ζ value): the asymptotic probabilistic correctness and probabilistic guarantee of finding all local minimizers. In our calculations the parameter ζ was taken to be 2.
Based on the presented MLSL method, we introduced some improvements which are mainly related to the global step of the algorithm. Low-discrepancy sequences have been used instead of purely random samples. We use sample points from Sobol quasi-random sequences [7] which fill the space more uniformly. Sobol low-discrepancy sequences are superior to pseudorandom sampling especially for low and moderately dimensional problems [8] .
Furthermore a few percent of the sample points are improved by using crossover and mutation operators similar to those used in the DE method. In other words, a few DE iterations are applied to the best points of the actual sample. This last step is executed in each iteration before the local phase of the optimization. The aim of these improvements are to help the MLSL method to overcome the difficulties arising in problems with a large number of local optima or in the cases when the local search method cannot make further improvements.
EXPERIMENTAL PROCEDURE
The main purpose of the experiment is to assess the benefits of the improvements applied to the MLSL method. Thus we compare the three algorithms on the noiseless function testbed. Each of the algorithms was run on 15 instances of all the 24 functions in dimensions 2, 3, 5, 10, and 20. The evaluations budget was set to 2 ⋅ 10 4 D for each run. The applied budget is enough to capture all relevant features of the three algorithms.
MLSL has four parameters to set: the number of sample points in an iteration, the size of the reduced sample, the maximum number of function evaluations for local search, and the used local search procedure. The sample size in each iteration was set to 50D, while the size of the reduced sample to 5D. This latter setting is also motivated by the same population size of the DE method (see below). On the whole testbed we use the MATLAB's fmincon local search method in all dimensions. fmincon is an interior-point algorithm for constrained nonlinear problems which approximates the gradient using the finite difference method and based on a recent study [9] , it performed well on most of the test functions. The maximum number of function evaluations for local search was set to 10% of the total budget, while the termination tolerance parameter value was set to 10 −12 . The HMLSL method posses the same parameter settings as the MLSL algorithm. Additionally we apply 4D DE iterations to the reduced sample. The iterations number was selected after a small systematic study and provides a good balance between the two methods.
The population size for DE was set to 5D while the crossover and mutation rates to 0.5. Similar population size was also applied in [10] . The crossover strategy is the exponential one and the mutation operator combines the best member with other two randomly chosen individuals.
RESULTS
Results from experiments according to [4] on the benchmark functions given in [3, 6] are presented in Figures 1, 2 and 3 and in Tables 1 and 2 . The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + ∆f , and is computed over all relevant trials as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [4, 11] . Statistical significance is tested with the rank-sum test for a given target ∆ft (10 −8 as in Figure 1 ) using, for each trial, either the number of needed function evaluations to reach ∆ft (inverted and multiplied by −1), or, if the target was not reached, the best ∆f -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration.
CPU Timing Experiments
The three algorithms were run on the test function f 8 , and restarted until at least 30 seconds had passed. These experiments were carried out on a machine with Intel DualCore processor, 2.6 Ghz, with 2 GB RAM, on Windows 7 64bit in MATLAB R2011b 64bit. The average time per function evaluation in 2, 3, 5, 10, 20, 40 dimensions was about 14, 9.6, 6.7, 5.0, 2.9, 3.7 × 10 −4 s for HMLSL, about 13, 8.9, 6.9, 5.2, 3.9, 3.7 × 10 −4 s for MLSL, and about 2.1, 2.1, 2.1, 2.1, 2.2, 2.1 × 10 −4 s for DE.
DISCUSSION
As a result of the hybridization the HMLS method is usually better than the MLSL algorithm in terms of the ERT needed to find the ∆f = 10 −8 . Moreover HMLSL is significantly faster than MLSL on the f3, f4, f7, f10, f11, f13, f14, f16, f17, and f18 functions (see Figure 1 ). Compared to the DE method, HMLSL is significantly faster on the f1, f8, f9, f21, and f22 functions.
Considering the proportion of solved instances we can state that the new HMLSL method inherits the speed of the simple MLSL algorithm on the initial phase of the optimization, while the use of the DE method inside the MLSL provides a better performance in the final stage.
In 5-D (see Figure 2) , the general aspect is that the HMLSL method is as fast as the MLSL algorithm in the initial stage (#FEs < 100D) of the optimization, while in the middle and final phases (#FEs > 100D) it is usually faster than the MLSL and DE methods. These properties can be nicely followed in the figure with all functions aggregated and on the multi-modal functions subgroup. On the weakly structured multi-modal functions the MLSL is slightly faster than HMLSL in the initial stage (200D<#FEs < 700D) of the optimization. After 700D evaluations the HMLSL method becomes the leader and up to the final budget solves around 78% of the problems.
As a result of the hybridization, the HMLSL method is significantly better then the MLSL on the separable, moderate and multi-modal function subgroups. This increase is caused by solving the f3, f4, f15, f17, f18, and f19 functions, where MLSL was able to solve only the problems with loose target levels.
In the 20-D space, similar aspects can be observed as in 5-D (see Figure 3) . Considering all functions aggregated for larger budgets than 10 4 D, HMLSL is the best algorithm, solving almost 70% of the problems, followed by MLSL, and DE solving about 58%, and 45% of the problems, respectively. Significant improvements can be observed on the moderate functions subgroup where HMLSL solved 100% of the problems, followed by MLSL and DE (75% and 70%, respectively). This is due to the one solved instance of the f7 function by HMLSL. The lowest percentage (about 35%) of the solved problems by HMLSL can be observed on the multi-modal functions subgroup. This is due to the difficulties of the MLSL and DE methods on these functions.
On the ill-conditioned and weakly structured functions the MLSL method is slightly faster in the middle stage of the optimization, while on the moderate and ill-conditioned function subgroups the HMLSL method (with MLSL) is even faster than the best algorithm from BBOB-2009 on the initial phase (D < #FEs < 200D) of the optimization.
CONCLUSIONS
We benchmarked the HMLSL algorithm, a hybrid version of the classic MLSL and DE methods. The new hybrid algorithm differs from MLSL in that it applies a few DE iterations in the global phase. The new algorithm was extensively compared with the MLSL and DE methods on the testbed of 24 noiseless functions in order to reveal the benefits of the new improvements.
The results show that the HMLSL outperforms the MLSL and DE methods. The new method has a larger success probability and is as fast as the MLSL method in the initial and middle phase while in the final stage of the optimization it is usually faster than the other two algorithms.
Further improvements by using adaptive DE remains to be investigated as a future work. (7) 39 (5) 79 (7) 120 (9) 157 (8) 
