Abstract-This paper provides an asymptotic analysis of the transmission delay experienced by SUs for dynamic spectrum access (DSA) networks. It is shown that DSA induces only light-tailed delay if both the busy time of PU channels and the message size of SUs are light tailed. On the contrary, if either the busy time or the message size is heavy tailed, then the SUs' transmission delay is heavy tailed. For this latter case, it is proven that if one of either the busy time or the message size is light tailed and the other is regularly varying with index , the transmission delay is regularly varying with the same index. As a consequence, the delay has an infinite mean provided < 1 and an infinite variance provided < 2. Furthermore, if both the busy time and the message size are regularly varying with different indices, then the delay tail distribution is as heavy as the one with the smaller index. Moreover, the impact of spectrum mobility and multiradio diversity on the delay performance of SUs is studied. It is shown that both spectrum mobility and multiradio diversity can greatly mitigate the heavy-tailed delay by increasing the orders of its finite moments.
D
YNAMIC spectrum access (DSA) enables the secondary users (SUs) to use or share the spectrum in an opportunistic manner [1] . Under such scheme, SUs access the spectrum during idle periods of the primary users (PUs), and cease transmissions when the PU channels become occupied by the PUs. Apparently, the dynamically changing PU activity has a nonnegligible impact on the QoS performance of SUs. This may become more evident when SUs demand for real-time services in order to support multimedia applications, such as voice over IP and online gaming.
The delay, as one of the key QoS metrics, has been widely studied for classical communication network paradigms the last several decades. So far, the delay with heavytailed distributions has drawn high attentions in the research community due to its significantly different behavior from that of the light-tailed (e.g., exponential) distribution [9] . More specifically, the heavy-tailed delay can have infinite moments of lower orders, e.g., mean and variance. In this case, the network can exhibit significant performance degradations including the considerably reduced network throughput, queue stability, and system scalability. Despite its importance, the tail behavior of the SUs' transmission delay is still an underexplored area, partially due to the dynamic and complex network environment. In this paper, we analyze the asymptotic tail distribution of the transmission delay experienced by SUs and discover the impact of DSA paradigm on the delay performance.
We consider a cognitive radio network in which an SU can exploit the spectrum holes of multiple stochastically independent channels. A PU channel is modeled by an alternating renewal process, which alternates between busy periods fB i g i!1 and idle periods fI i g i!1 . An SU is only allowed to transmit during the idle periods, and avoid transmissions when the PU channels become busy. Upon the arrival of a message with size L > 0, the SU first splits it into multiple packets with constant size L p > 0, which are then sent consecutively over PU channels. Accordingly, the total time an SU takes to complete the transmissions of a message is defined as the transmission delay. Apparently, under such generic settings, the transmission delay has a close relationship with the SU message size as well as the PU channel availability. The distributions of the message size and PU busy time can be either heavy tailed (HT) or light tailed (LT), depending on the underlying communication systems and the applications the SUs and PUs demand for. For example, in the earlier 2G voice-oriented cellular systems, empirical measurements show that the call holding times are light tailed, or more specifically, exponentially distributed [11] . On the contrary, heavytailed distributions have been widely observed in current data-oriented communication networks. For example, the file size on the Internet servers, the web access pattern, and the scene length distribution of variable bit rate (VBR) and MEPG video streams have shown HT statistical characteristics [9] . Moreover, recent empirical evidence shows that the call holding time or channel occupancy time in 3G cellular networks also exhibits the HT nature [14] , [15] .
In this paper, we first investigate the delay performance when only a single PU channel is utilized. Specifically, it is shown that the DSA induces only light-tailed delay as long as both the busy time of PU channels and the message size of SUs are light tailed. On the contrary, if either the busy time or the message size is heavy tailed, then the SUs' transmission delay is heavy tailed. For this case, we prove that if one of the busy time or the message size is light tailed and the other is regularly varying with index , then the transmission delay is regularly varying with the same index . As a consequence, the delay has an infinite variance provided < 2 and an infinite mean provided < 1. This implies that the SUs can experience extremely high delay variations and even stochastically zero throughout when transmitting messages with the finite mean size. Furthermore, if both the busy time and the message size are regularly varying with index and , respectively, then the tail distribution of the delay is as heavy as the one with the smaller index. Moreover, we investigate the benefits of exploiting the transmission opportunities on multiple PU channels. More specifically, we consider two multiple channel access schemes, namely, spectrum mobility and multiradio diversity. Under spectrum mobility, if a PU appears in a channel currently used by an SU, the SU vacates the channel immediately and continues its transmission in another idle channel [1] . Under multiradio diversity, an SU is equipped with multiple radio interfaces so that it can simultaneously access multiple channels. We show that compared with the case in which only a single channel is used, both spectrum mobility and multiradio diversity can mitigate the degree of heavy-tailed delay by increasing the orders of its finite moments.
The rest of this paper is organized as follows. Section 2 summarizes the related work. Section 3 introduces system model and preliminaries. Section 4 presents the main results regarding the delay performance of SUs. The impact of spectrum mobility and multiradio diversity is studied in Section 5. The simulation results are presented in Section 6. Finally, Section 7 concludes this paper.
RELATED WORK
Although the delay is an important QoS metric in wireless networks, the delay analysis for cognitive radio networks is still scarce to the best of our knowledge. In [6] and [13] , the queuing delay of SUs in a multichannel cognitive network was investigated with different objectives. Specifically, using large deviation approximation, Laourine et al. [6] aimed to analyze the stationary queue distribution of SUs under the Markov chain-based PU traffic model. On the contrary, Wang et al. [13] studied the moments of the SUs' queue length under the PU traffic model as an alternating ON/OFF process, where the ON periods follow a general distribution and the OFF periods are exponentially distributed. Instead of studying the queuing delay as [6] and [13] , we aim to investigate the transmission delay of SUs. To the best of our knowledge, little work on the analysis of such delay has been done for cognitive radio networks. Besides the above mentioned work, a different application that is related to our work is file fragmentation [8] . In this problem, files are partioned into fragments and transferred over wireless channels. The objective is to find the optimal fragmentation policies that minimize the mean transmission time. Different from the file fragmentation application, in which only one file fragment is sent each time the wireless channel is available, SUs will keep sending packets back-to-back as long as the PU channel is detected as idle. Moreover, in the file fragmentation problem, the channel busy time is assumed to be zero [8] . This assumption is not valid in cognitive radio networks due to the existence of PU activities. In particular, recent work, which is based on real-life measurement data, has identified the heavy-tailed behavior in the busy periods of PU channels [15] . This behavior was further shown to have a significant impact on the sensing performance of SUs. However, Wellens et al. [15] did not answer how this heavy-tailed behavior of PU channels affects the delay performance of SUs, which is one of the key research problems addressed in this paper.
SYSTEM MODEL AND PRELIMINARIES

System Model
Consider a PU channel and an SU which transmits when the PU channel is idle. Without loss of generality, we assume that the PU channel is of unit capacity. This channel is modeled by an alternating renewal process, which alternates between busy periods fB i g i!1 and idle periods fI i g i!1 . fB i g i!1 and fI i g i!1 are mutually independent random sequences of i.i.d. random variables with distributions F B and F I , respectively. Let L > 0 denote the size of the messages generated by the SU, and L is a random variable (r.v.) independent of fB i g i!1 and fI i g i!1 . For each message, the SU divides it into packets with constant size L p > 0, which are then sent over the PU channel. In each idle period I i , the SU attempts to transmit, and if I i > L p , the SU sends packets consecutively until the remaining time of the idle period I i is less than the packet size L p . Otherwise, if I i < L p , the SU transmits unsuccessfully and waits for the next idle period for retransmission. An illustration of this model is given in Fig. 1 . Definition 1. During an idle period I i , the transmission time X i of the SU is defined as
the total number of idle periods the SU occupies for transmitting a message of size L is defined as
and the total delay T of the SU transmitting a message of size L is defined as 
Preliminaries
In this paper, we use the following notations. An important subclass of HT distributions is the class of regularly varying distributions [2] . Its definition involves the slowly varying function which is defined as follows. 
For example, a constant and a logarithmic function are both slowly varying functions. 
Remark 3. In particular, for any r.v. X 2 RVðÞ, if < 1, X has an infinite mean. If 1 < < 2, X has a finite mean but an infinite variance.
The following preliminary Lemmas regarding regularly varying and light-tailed distributions are also useful in this paper. We first state the Lemmas, followed by their proofs in Section 3.3. be nonnegative i.i.d. random variables independent of L and satisfying
Proofs of the Preliminary Lemmas
Proof of Lemma 3 to 6. The proof follows easily from the definitions of LT and HT r.v.s. t u
Proof of Lemma 8. We use techniques similar to those used in [5] to prove that the lower and upper bounds in (11) asymptotically coincide. For every fixed n 0 , we obtain
Since Y 1 2 RVðÞ, Y 1 is subexponentially distributed. By the subexponentiality of Y 1 and the independence of N and Y 1 , we obtain
For any 1 > > 0, we obtain for large enough t
For Term II, we obtain
By the law of large numbers and letting # 0, we obtain
For J 2 , we have
and by the law of large numbers
Combining (13) and (14) and letting # 0, we have
For Term I, we have
Since n < tð1 À Þ=E½Y 1 , we obtain that y :
. By large deviations theory [3] , [7] , it follows that for any " > 0
which implies that there exists some positive constant C such that
This, in conjunction with (12), (13) , and (15), completes the proof. t u
ASYMPTOTIC ANALYSIS OF THE TRANSMISSION DELAY
In this section, we study the tail asymptotics for the transmission delay experienced by SUs with PU idle times fI i g i!1 following LT distribution.
If the message size L is heavy tailed, then the number M of idle periods for sending such file is heavy tailed.
Theorem 2.
If either the busy period B i or the message size L is heavy tailed, then the transmission delay T ðLÞ is heavy tailed. In other words, the heavy-tailed delay originates not only from the heavytailed file size, but also from the heavy-tailed busy time. In this case, the SUs' transmission delay probably has infinite moments of certain orders, e.g., mean and variance, and definitely has an infinite moment generating function, i.e., infinite exponential moments of all orders.
Proof of Theorem 1. From (2), we have
Let :¼ E½X 1 . For " 2 ð0; Þ, by the law of large numbers, we obtain
The last equation holds since L is HT. Thus, M is HT by the Definition 2. t u
Proof of Theorem 2. We first consider the case where L is HT. For any > 0, we have
Let e I i :¼ E½I 1 À I i . Since I i is LT, then e I i is LT. Thus, by applying Chernoff bound, we can argue that there exists a positive constant such that for large enough t
Since L is HT, then M is HT by Theorem 2. Thus, for any 0 < < 
Combining (17) and (18), we have for any > 0, 
This implies that T ðLÞ is HT by Definition 2. We will next consider the case where B i is HT. Since we prove in the previous case that if L is HT, then T ðLÞ is HT, we assume that L is LT. It is easy to see
Which implies T ðLÞ is HT provided one can prove Z :¼ P M i¼1 B i is HT. Toward this, by the independence between M and B i , we obtain the moment generating function M Z ðxÞ of Z, i.e.,
Since function fðyÞ ¼ a y is convex and B 1 is HT, by Jensen's inequality [10] , for all x > 0
Thus, it follows that T ðLÞ is HT by the Definition. 
It is easy to see
This implies that N i is LT by Lemma 6. Accordingly, it follows easily from Definition 3 that X i ¼ N i L p is LT. Therefore, invoking Lemma 9(3), we obtain that M is LT. Since I i þ B i is LT by Lemma 9(1), we finally obtain that T ðLÞ is LT using Lemma 9(2). t u
The above theorems state the conditions under which the SUs' transmission delay exhibits heavy-tailed behavior. The following theorems present the exact asymptotic results for this delay under the regularly varying busy time of PUs and message size of SUs. 
Remark 5. Comparing with Theorem 1, Theorem 4 provides more refined results regarding the total number of idle periods an SU occupies to transmit a message. Specifically, if the message size is regularly varying, then the number of idle periods for transmitting such message is also regularly varying with the same index. This implies that if the message size has infinite mean and variance, so does the number of idle periods occupied by SUs.
Theorem 5. If L 2 RVðÞ and B i is LT, then T ðLÞ 2 RVðÞ and 
and accordingly, the moments of orders m > minð b ; l Þ is unbounded, i.e.,
E½T ðLÞ m ¼ 1:
Comparing the Theorem 7 and Theorems 4 to 6, we observe that the exact asymptotic tail for the transmission delay is not available in the case of b ! l . Instead, Corollary 1 states that if both the busy time and the message size are regularly varying, then the tail heaviness of the transmission delay is asymptotically equivalent to the one with smaller index. In this case, it follows directly from in [4, Theorem 2] that the transmission delay still has infinite moments of orders larger than the index minð b ; l Þ, even through this delay does not strictly follow regular varying distributions.
The proof of Theorem 4 relies on Lemma 10, which we state and prove first.
where
The proof of Lemma 10 relies on Theorem 8 [5] . This technique is similar to the one used in the proof for optimal file fragmentation [8] .
Theorem 8 ([5]
). Let L 2 RVðÞ. Let RðtÞ be a nonnegative, almost surely nondecreasing random process independent of L. If RðtÞ satisfies following conditions:
1. RðtÞ=t ! almost surely as t goes to infinity, with 0 < < 1. 2. There exists a positive and finite constant K such that P ðRðtÞ=t < KÞ ¼ oðP ðL > tÞÞ. Then, P ðL > RðtÞÞ $ P ðL > tÞ.
Proof of Lemma 10. We define N t :¼ supfn :
P n i¼1 I i < tg and RðtÞ :¼
almost surely. Since X 1 a:s: I 1 , we conclude E½X 1 < E½I 1 and 0 < < 1, implying that Condition 1 of Theorem 8 is satisfied. Next, we will prove that Condition 2 of Theorem 8 is also satisfied.
For J 1 , since I i is LT, by Chernoff bound, there exists 1 > 0 such that
For J 2 , let e X i ¼ EðX i Þ À X i , we obtain
Since X i is LT, by Chernoff bound, we can always find 2 > 0 such that
By (30) and (31), we conclude P ðRðtÞ < KtÞ e
Since L 2 RVðÞ, we have lim sup 
The last step follows from Chernoff bounds. Letting # 0, this proves the upper bound in (34). As to the lower bound, for all > 0, letting e
Letting # 0, this proves the lower bound in (34). By (35) and (36), we obtain
which implies P ðM > tÞ $ P ðL > E½X 1 tÞ. This completes the proof of (23) and implies M 2 RVðÞ by Lemma 4. t u
Proof of Theorem 5. The proof follows easily by the similar arguments used in proving Lemma 10. t u
To facilitate the proofs of Theorems 6 and 7, we define
Proof of Theorem 6. To prove Theorem 6, we first show that T I is LT and P ðT B > tÞ $ E½MP ðB 1 > tÞ. First, we argue that T I is LT. Since L is LT, from Lemma 9(3), we conclude that M is LT. This implies that T I :¼ P M i¼1 I i is LT using Lemma 9(2).
We 
Proof of Theorem 7. We first consider the case where b < l . Since L 2 RVð l Þ and E½M < 1, using Theorem 4, we obtain that M 2 RVð l Þ and E½M < 1. This, combining with b < l , implies that P ðM > tÞ ¼ oðP ðB 1 > tÞÞ using Lemma 3. Invoking Lemma 7(1), we conclude that
which in turn implies that T B 2 RVð b Þ by Lemma 4. By Lemma 10, we can see that T I 2 RVð l Þ since L 2 RVð l Þ.
We are now ready to prove the upper bound in (26). For any 1 > > 0, we obtain that P ðT ðLÞ > tÞ P ðT B > ð1 À ÞtÞ þ P ðT I > tÞ:
Since T I 2 RVð l Þ, T B 2 RVð b Þ, and b < l , using Lemma 3, we obtain that P ðT I > tÞ ¼ oðP ðT B > ð1 À ÞtÞÞ. This implies that P ðT ðLÞ >tÞ < $ P ðT B > ð1ÀÞtÞ from (38). Letting # 0, we verify the upper bound in (26). As to the lower bound, it is easy to see that P ðT ðLÞ > tÞ ! P ðT B > tÞ. Since the lower and upper bounds coincide, this completes the proof of (26).
We will next consider the case where b ! l . Since L 2 RVð l Þ, from Lemma 10 and regular variations, we obtain that
From Theorem 4, we conclude that M 2 RVð l Þ and
If b > l , it follows that P ðB i > tÞ ¼ oðP ðM > tÞÞ. This implies, using Lemma 7(2), that completes the proof. t u
All the above theorems consider the case where the idle periods fI i g i!1 are LT r.v.s. The following theorem computes the logarithmic asymptotics for the delay under regularly varying idle periods, i.e., fI i g i!1 2 RVð I Þ.
RVð l Þ with b < l , we have
log P ðT ðLÞ > tÞ
Assume that L 2 RVð l Þ and E½L < 1. If B i 2 LT or B i 2 RVð l Þ with l b , we have
Remark 8. From the above results, we can see that the tail heaviness (i.e., logarithmic decaying rate) of the delay distribution only depends on either the message size or the busy period, whichever has the heavier tail distribution or the smaller decaying rate, i.e., minð l ; b Þ. This is consistent with the conclusions made in the case where idle periods are LT r.v.s. This implies that the tail behavior of the idle period distribution has no impact on the tail heaviness of the delay distribution.
Proof of Theorem 9. The proof follows the similar arguments used in proving the asymptotic results under the case where idle periods are LT r.v.s. t u
IMPACT OF SPECTRUM MOBILITY AND MULTIRADIO DIVERSITY
In this section, we study the impact of spectrum mobility and multiradio diversity on the delay performance of SUs. By spectrum mobility, we mean that if a PU appears in a channel currently used by an SU, the SU should vacate the channel immediately and continue its transmission in another idle channel. By multiradio diversity, we mean that an SU is equipped with multiple radio interfaces so that it can simultaneously access multiple channels.
System Model
Assume that there exist K ! 1 PU channels, which are modeled by K independent alternating renewal processes as defined in Section 2. Each channel K ! j ! 1 is denoted by To simplify the analysis, we assume that the idle periods are light tailed.
Spectrum Mobility
By spectrum mobility, an SU can switch to the idle channels when its current operating channel is occupied by a PU. As a consequence, the SU sees K channels as a single virtual channel, which stays idle if one of K channels is idle and stays busy if all K channels are busy. This virtual channel can be modeled by a random process that alternates between busy fB 
Multiradio Diversity
By multiradio diversity, an SU is equipped with K radio interfaces with each one operating on a different channel. With this feature, there exist two transmission policies: static multiradio diversity and dynamic multiradio diversity. Under the static policy, before transmitting a message, the SU divides it into K fragments with each fragment segmented into packets and sent over a preassigned interface. The total transmission delay is the time for the SU to finish sending all fragments. On the contrary, under the dynamic policy, without fragmenting the message before transmission, the SU directly divides the message into packets and dynamically assigns each packet to an interface whenever the channel associated with this interface is idle.
The total transmission delay is the time for the SU to finish sending all the packets over multiple interfaces. The transmission delay under the two policies is defined, respectively, as follows.
Definition 7 (Static Multiradio Diversity).
Consider a message of size L, which is divided into fragments of sizes fr i Lg K!i!1 such that 0 r i 1 and 
Asymptotic Delay Analysis
Theorem 10. Given K channels, where fB ðjÞ 1 g K!j!1 are regularly varying random variables with indices 1 ; 2 ; . . . ; K , respectively. Define
1. Under spectrum mobility, there exists a channel switching policy such that if L 2 LT, then
If L 2 RVð l Þ and E½L < 1, then
2. Under static multiradio diversity, if L 2 LT, then
Remark 9. From the above results, we see that both the spectrum mobility and the dynamic multiradio diversity can greatly improve the delay performance of SUs, while static multiradio diversity can deteriorate it. Particularly, Theorem 10(3) implies that under dynamic multiradio diversity, the delay distribution decays at a rate equal to the sum of the indices of all channels, i.e., AE :¼ P i K i . This rate is much higher than the one under the single channel case, which, as implied by Theorem 6 and Corollary 1, is equal to the index i of a particular channel i. On the other hand, Theorem 10(1) implies that the decaying rate of the delay distribution under spectrum mobility is lower bounded by that of the best channels, which have the largest index j among all channels. On the contrary, Theorem 10(2) indicates that the delay distribution under static multiradio diversity decays as faster as that of the worst channels, which have the smallest index j among all channels. As a consequence, compared with the single channel case, spectrum mobility and dynamic multiradio diversity can mitigate the heavy-tailed delay by increasing the orders of its finite moments at least to max K!j!1 j and exactly to AE :¼ P i K i , respectively, while static multiradio diversity can aggravate it by decreasing the orders of its finite moments to min K!j!1 j . Corollary 2. If L 2 RVð l Þ and AE ! l , then we have
Remark 10. This corollary directly follows from Theorem 10(3) and implies that as the number of channels increases, dynamic multiradio diversity can achieve the optimum delay performance by maximizing the orders of finite moments. In other words, dynamic multiradio diversity can guarantee the delay with finite moments up to order l , which is the highest order that we can expect when transmitting heavy-tailed messages of index l by using any multiple channel schemes.
Corollary 2 characterizes the logarithmic asymptotics of the delay distribution for dynamic multiradio diversity. The following Theorem 11 computes the exact asymptotic results under some confined conditions. Theorem 11. Given K channels, where fB 
Remark 11. The preceding result indicates that as more channels are employed, the tail distribution of the delay under dynamic multiradio diversity is asymptotically equivalent to that of the message size L scaled by a constant, i.e., ð P K j¼1 E½X 
If L 2 LT, using Theorem 6, we obtain T j þ ðLÞ 2 RVð þ Þ. This implies from (57)
which completes the proof of (51). If L 2 RVð l Þ, from Corollary 1, we conclude
which implies from (57) that
This completes the proof of (52). We will next prove Theorem 10(2). By the definition of T If L is LT, by Theorem 6, we have T j ðr j LÞ 2 RVð j Þ. If j > i , using Lemma 3, we obtain P ðT j ðr j LÞ > tÞ ¼ oðP ðT i ðr i LÞ > tÞ. This implies from (58) that
which completes the proof of (53). 
This completes the proof of (54).
We will now prove Theorem 10(3). Let 
For Term I, by Lemma 7 (1), we have
For Term II, for any 0 < < 1, we obtain This implies that there exists C > 0 such that as n 0 ! 1
For term J 2 , by the union bound, we have
This, combining with (60), (61), and (62), proves the upper bound of T d m ðLÞ, i.e.,
follows that M j 2 LT , which implies
If L 2 RVð l Þ, it follows from Theorem 4 that M j 2 RVð l Þ, which implies that
As to the lower bound, by the similar arguments as the proof of upper bound, we have Lemma 11. Let X 1 ; X 2 ; . . . ; X n be independent random variables with E½X i ¼ 0, for i ¼ 1; 2; . . . ; n and define A þ t :¼ P n i¼1 R u!0 u t dP ðX i < uÞ. 
Then, for any 0 < < 1, we obtain P ðRðtÞ < "tÞ P max (1) and Markov inequality yields
where C ð1Þ j is a constant. If j > 2, by Lemma 11 (2), we obtain 
For J 2 , using the union bound, we obtain . By Chernoff bound, we can always find > 0 such that
which, combining with (71), implies from (67) that P ðRðtÞ < "tÞ ¼ Oðt
As a consequence, if Ã > l , we obtain P ðRðtÞ < "tÞ ¼ oðP ðL > tÞÞ which verifies the second condition of Theorem 8 and completes the proof. t u
SIMULATION RESULTS
In this section, we use simulations to illustrate our theoretical results. As presented in the preceding theorems, the SUs' HT delay is attributed to the HT message size as well as the HT PU busy time. To verify this result, we choose Pareto and exponential distributions to represent HT and LT distributions, respectively. We say that a random variable X 2 PARð; x m Þ if X follows a Pareto distribution with parameter and x m , i.e., P ðX > tÞ ¼ ðx m =xÞ . We say that a random variable X 2 EXPðÞ if X follows an exponential distribution with parameter , i.e., P ðX > tÞ ¼ e Àt . Without loss of generality, we let packet size L p ¼ 10.
We first study the delay with both the busy time and the message size being LT. Specifically, we let fL; I i g 2 EXPð0:02Þ and B i 2 EXPð0:01Þ. It is shown in Fig. 2 that the delay tail distribution is a straight line on a y-log scale, implying that the delay is LT, specifically, exponentially distributed. Next, we investigate the cases with the HT SU message size and/or the HT PU busy periods. All the following simulation results are plotted on log-log coordinates, by which regularly varying HT distribution can manifest itself as a straight line.
We next investigate the cases where either the message size or the PU busy time is HT. We first let fB i ; I i g 2 EXPð0:02Þ and L 2 PARð1:5; 20Þ. It is seen in Fig. 3 that the tail distribution of the transmission delay exhibits itself as a straight line, which is parallel to that of the message size and overlapped with the theoretical delay tail distribution indicated by Theorem 5. This means that the transmission delay is HT and its tail distribution is as heavy as that of the message size. On the contrary, if busy time is HT while message size is LT, as indicated by Theorem 6, SUs can experience the transmission delay which has a tail distribution as heavy as that of the PU channel busy time. To verify this, we let fL; I i g 2 EXPð0:02Þ and B i 2 PARð1:2; 10Þ. It is seen in Fig. 4 that the straight line that represents the tail distribution of the transmission delay is parallel to that of the PU busy time and coincident with the theoretical one stated by Theorem 6. This indicates that the delay tail distribution is as heavy as that of the PU busy time. In sum, Figs. 3 and 4 verify Theorems 5 and 6 by showing that if one of the busy time or message size is light tailed and the other is regularly varying, then the tail of the transmission delay is asymptotically proportional to the one with regularly varying distribution. We now study the case where both message size and PU busy time are HT. In this case, Theorem 7 states that the delay performance is determined by either the busy time or the message size whichever has the heavier tail. To show the impact of the HT idle time on the delay performance, we also plot the delay tail distribution with I i 2 PARð1:2; 10Þ in Figs. 3, 4 , 5, and 6, respectively. It can be seen that the delay tail distribution with HT idle time is parallel to the one with LT idle time in each figure. This is as expected since as indicated by Theorem 9, HT idle time has no impact on the tail heaviness of the delay.
We now evaluate the impact of spectrum mobility and static multiradio diversity on the delay performance of cognitive radio users. As indicated by Theorem 10(1) and 10(2), the delay under spectrum mobility is determined by the best channel which has the busy time with the lightest tail, while the delay under static multiradio diversity is determined by the worst channel with the busy time having the heaviest tail. To verify this, we consider the scenario where there exists three PU channels with LT idle times, i.e., fI Fig. 7 , by taking advantage of spectrum mobility, the delay tail distribution decays faster than that of the best channel, which has the lightest tail or largest index 1 ¼ 1. This implies the existence of bounded average delay. This is in sharp contrast to the delay performance of static multiradio diversity illustrated in Fig. 8 , where the delay tail distribution decays as fast as the worst channel with the heaviest tail or smallest index 3 ¼ 0:4. This implies that the SU will experience unbounded delay even when transmitting messages with finite mean.
We finally investigate the delay performance under dynamic multiradio diversity. We first consider the case where there exists three PU channels with LT idle times, i.e., fI Fig. 9 shows the delay of sending messages with LT size, i.e., L 2 EXPð0:05Þ, and messages with HT size, i.e., L 2 PARð2; 30Þ, respectively. It can be seen that the delay tail distribution, as expected from Theorem 10(3), matches the baseline one which has the index of 1.5, i.e., the sum of the indices ( 1 ¼ 0:4; 2 ¼ 0:5; 3 ¼ 0:6) of the three channels. This implies that the SU will have finite average delay, even through the average delay is unbounded if the message is transmitted on each individual channel alone. Moreover, Fig. 10 shows that as the sum of indices increases and becomes larger than 2, which is the index of message size, the tail heaviness of the delay is asymptotically equivalent to that of the message size. In addition, when the sum of the indices satisfies the condition P 3 i¼1 ð i À1Þ > l , e.g., P 3 i¼1 i ¼ 5:1 , by Theorem 11, we can obtain the exact asymptotic result of the delay tail distribution, which, as shown in Fig. 10 , is consistent with the empirical one.
CONCLUSIONS
This paper provides an asymptotic analysis of the transmission delay experienced by SUs. It is shown that SUs can have light-tailed delay if and only if both the busy time of PU channels and the message size of SUs are light tailed. In other words, the heavy-tailed transmission delay can originate from either the heavy-tailed busy time or the heavy-tailed message size. In this case, it is proven that if one of the busy time or the message size is light tailed and the other is regularly varying, then the transmission delay is regularly varying with the same index. Furthermore, if both the busy time and the message size are regularly varying with different indices, then the tail distribution of the delay is as heavy as the one with the smaller index. Moreover, to exploit benefits of multiple PU channels, spectrum mobility and multiradio diversity are considered. It is shown that both spectrum mobility and dynamic multiradio diversity can greatly mitigate the heavy-tailed delay by maximizing the orders of its finite moments, while by doing the opposite, static multiradio diversity can aggravate the heavy-tailed delay. 
