Introduction
Ionic liquids, also known as liquid electrolytes, ionic melts, ionic fluids, liquid salts, or ionic glasses, is a term generally used to refer to salts that form stable liquids. Nowadays it is considered that any organic salt that is liquid below 100ºC falls into this category. They are usually formed by a large organic cation combined with an anion of smaller size and more symmetrical shape, although some symmetric cations are also combined with asymmetric anions to form ionic liquids. In spite of their strong charges, their asymmetry frustrates them from being solid below 100ºC and this is why they remain liquid at these low temperatures. These compounds are receiving great attention in recent years due to the fact that their properties can be tuned with a well-judged selection of the cation-anion pair, giving the opportunity to choose among a vast range of different ionic liquids. In addition, these compounds can also be tuned by the modification of the cation and/or the anion molecular structure adding appropriate functional groups in order to obtain ionic liquids with a set of desired physico-chemical properties, which are known as Task Specific Ionic Liquids (TSIL). At present time, hundreds of ionic liquids have been synthesized and there is virtually no limit in the number of possible counterion pairs and mixtures of them that can be obtained. Their tunable and unique properties make them a good alternative to conventional volatile organic compounds (VOCs) used in reaction and separation processes, solvents for cleaning and purification operations, as electrolytes in fuel cells, lubricants, heat transfer fluids and storage media (Brennecke and Maginn, 2001; Yokozeki and Shiflett, 2007; Tempel et al, 2008 , Welton, 1999 . For instance, understanding carbon dioxide solubility in ionic liquids has become an important issue for supercritical fluid extraction (Blanchard and Brennecke, 2001) , gas separations in a supported ionic liquids membranes, alternative to the conventional amine scrubbing operation (Baltus et al., 2005) and in catalytic reactions (Wasserscheid and Keim, 2000) . A summary of capabilities and limitations of ionic liquids in CO 2 based separations respect to a variety of materials is provided in a recent and detailed contribution by Bara and co-authors (Bara et al., 2009 ). These ionic liquids should be fully characterized before put into use for a specific application. Given the great amount of possible ionic liquids, and the need for accurate characterization, a good understanding about the dependence of their physico-chemical properties on their microscopic structure is desired in order to enhance the design of new ionic liquids for promising chemical and industrial processes in a systematic and efficient manner. In spite of their prospective applications in several fields, there is an important gap between the synthesis and characterization of ionic liquids for potential different uses and the small amount of ionic liquids available in the market for industrial applications. This fact was already addressed in a recent report entitled "Accelerating ionic liquid commercialization" (BSC Incorporated Report 2004) . Among the barriers identified to be circumvented for the commercialization of ionic liquids, one of them deals with fundamental understanding of compositional structure versus performance: ionic liquid commercialization requires discovery researchers to not only develop fundamental understanding of ionic liquid synthesis and properties, but to impart these liquids with the chemical processing features needed for important industrial applications and markets. Developing an understanding of the reactions that form ionic liquids, ionic liquid chemical and physical properties, mechanisms/functions in catalysis and separation systems, and interactions with other materials (e.g., container vessels) is essential to their usefulness in industrial applications. Since the combinations of ions for potential ionic liquids are virtually infinite, this is a needed but expensive and time-consuming task. In this sense, modelling tools are excellent candidates to advance in this field, as they are cheap and fast. However, ionic liquids are extremely non-ideal systems, with charged and asymmetric ions and, hence, most classical equations will fail in capturing their physicochemical properties, unless the specific interactions are taken into account since the inception of the model. It is in this area where molecular modelling tools such as molecular simulations or molecular-based equations of state can play a key role, accelerating the characterization of these systems. In recent years, some attempts trying to model the solubility of gases in ionic liquids in the framework of equations of state (EoS) and other modelling approaches have been done at different thermodynamic conditions and by different authors. A recent review summarizes most of them, together with their success and remaining challenges . In this review, the methods were classified according to the "molecular model" used to describe the ionic liquid in the different approaches: classical cubic equations, activity coefficient and group contribution methods, quantum methods and statistical mechanicsbased molecular approaches. One of the main advantages of using classical equations of state is that they are straightforward to use and they are present in any process simulator. However, several parameters, temperature and composition dependent, are needed, in most of the cases, to make them readily accessible for ionic liquids calculations. This is due to the fact that, in general, classical equations are missing an important part of the physical nature of ionic liquids. Even if the anion and cation are considered as a neutral pair, they exhibit polarity and hydrogen bonding ability, two facts not taken into account in an explicit manner in cubic EoSs. In addition, a major drawback in the use of cubic EoS is the fact that they require the critical parameters of the ionic liquids, which can only be obtained indirectly and with large uncertainties. This fact limits the predictive ability of these equations, and they are used for correlation purposes.
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A step forward in modelling is provided by the use of activity coefficient models and group contribution methods. One of the most valuable features of these methods is their applicability to multi-component systems under the assumption that local compositions can be described in this case by a relationship similar to that obtained for binary systems. However, one of the main disadvantages of these methods is that they depend on an extremely large amount of experimental data. Furthermore, the absence of the volume and surface parameters poses a hindrance in the calculation of the binary interaction parameters for UNIQUAC and UNIFAC models. These limitations can be overcome by the use of quantum-based models, such as COSMO-RS (see, for instead, the works of Shah et al., (2002) and of Guo et al. (2007) ). In this method no experimental data is needed as an input to model the ionic liquids, being the main constraint the extensive computational time and also that, in some cases, the comparison with experimental data is only qualitative. Some molecular-based equations of state such as lattice models, chain fluid theories and SAFT-type approaches have also been used to model ionic liquids and their behaviour in mixtures. The advantage of building a model for the molecule describing the physics of the system is related to a major predictive ability, hence enhancing the possibility of extending the range of application of the equation. In the next sections of this chapter, some examples of successful applications and current limitations of the use of one of these tools, the soft-SAFT equation, will be presented and discussed. In addition to density-temperature and solubility data, transport properties such as viscosity, self diffusion and electric conductivity are particularly important parameters that must be accounted for in the selection of a given ionic liquid for its applications as alternative solvent or conductor. Ionic liquids present relatively high viscosities, normally of the same order of magnitude as oils. This poses a limitation to some of their possible applications. For instance, a low viscosity would be desirable in order to enhance mass transfer in two-phase separation processes with ionic liquids; the relatively long equilibration times in the absorption of gases by ionic liquids are a consequence of the low diffusivity of the solutes on a highly viscous medium (Anthony et al., 2002) . The transport properties are also crucial when considering the reaction kinetics in a synthetic process or ion transport in an electrochemical device. Regarding the important role of ionic liquids as reaction media, the significance of transport properties is manifested, among other things, in the fact that chemical reactions can be diffusion limited even for highly soluble molecules (Wasserscheid & Welton, 2003) . In fact, most of the current research for the development of new and more useful ionic liquids is focused on the synthesis of products with improved transport properties (low viscosity, high electrical and heat conductivities, etc). Great advance in the understanding of transport properties of ionic liquids, and the relationship between their structure and the properties, has been done thanks to molecular simulations. The work of several researchers, including Maginn and co-authors (Morrow & Maginn, 2002; and references therein), Padua and Canongia-Lopes with coworkers Padua et al., 2007) and Rey-Castro et al. (Rey-Castro & Vega, 2006; Rey-Castro et al., 2007) , among others, show good examples of these applications. In addition to these works, see also Bhargava et al. (2008) for an extensive bibliography on molecular simulation studies done in the field. These simulation results have greatly helped in understanding the local structure of ionic liquids, the solubility of some given compounds in them, and their transport properties. Although very useful from this perspective, the vast amount of computational time required to obtain these properties precludes the use of molecular simulations as standard tools to characterize these systems www.intechopen.com for screening purposes before selecting an optimum one for a given application. Hence, a combination of molecular simulations for transport properties together with equations of state or models for phase and solubility data remains an excellent alternative for a quick description of the selected ionic liquids. As an illustration of the capabilities of modelling tools for understanding ionic liquids we present in the next sections some examples concerning their characterization within two different and complementary approaches: (1) the soft-SAFT equation of state (Blas & Vega, 1997) , used to predict the solubility of several compounds in different families of alkylimidazolium ionic liquids, as well as interfacial properties, and (2) classical molecular dynamic simulations, used to study transport properties like self-diffusion, viscosity and electrical conductivity of ionic liquids. These tools help in getting additional insights into the underlying mechanisms governing the behaviour of these systems, which is the basic knowledge needed for a rational design previous to their use.
soft-SAFT as a tool to model the thermodynamic properties of ionic liquids 2.1 The soft-SAFT equation
Several different theoretical approaches, correlations and equations of state (EoS) have been used to model ionic liquids and their behaviour in mixtures. We will highlight here the implementation of one of the most successful approaches for that purpose, the soft-SAFT equation of state. Soft-SAFT belongs to a family of SAFT-based equations in which the chain and association term in the equation come from Wertheim's first order thermodynamic perturbation theory (TPT1) for associating fluids (Wertheim, 1984a; 1984b; 1986a; 1986b) . SAFT provides a framework in which the effects of molecular structure on the thermodynamic properties can be separated and quantified. Hence, non-ideal contributions such as chain length and/or molecular shape, molecular association and polar interactions can be introduced in the development of the equation. An additional advantage of SAFT is that the underlying theory of the equation allows systematic extensions in a well-sounded manner. In this sense, different versions of the equation have been recently extended into several directions: 1. the calculation of second order thermodynamic derivative properties (Colina et al., 2002; Llovell & Vega 2006b; Llovell et al., 2006; Laffite et al., 2006) and tricritical points (Vega & Blas, 2000) 2. the precise characterization of the critical region of pure fluids and mixtures (Llovell et al., 2004; Llovell & Vega 2006a; through a crossover treatment based on White's work (White, 2002; Salvino & White, 1992) from the renormalization group theory or through other approaches (Kiselev & Ely, 2000) ; and 3. the calculation of interfacial vapor-liquid and liquid-liquid properties by coupling the van der Waals density gradient theory to the soft-SAFT equation (Duque et al., 2004; Mejia et al., 2005; Mejia & Vega, 2006; or a density functional theory to the SAFT-VR version (Blas et al., 2001; Gloor et al., 2004; Llovell et al., 2010a) . As other SAFT-type equations, soft-SAFT is written in terms of the total Helmholtz energy of the system. When applied to ionic liquids, the residual Helmholtz energy is written as: 
where res a is the residual Helmholtz free energy density of the system ( res a = total a -ideal a ). The superscripts ref, chain, assoc and polar refer to the contributions from the reference term, the formation of the chain, the association, and the polar interactions, respectively, depending on the system under study. In soft-SAFT (Blas & Vega, 1997; Blas & Vega, 1998a; 1998b; Pàmies & Vega, 2001 ) the reference term is a Lennard-Jones (LJ) spherical fluid (a "soft" reference fluid), which accounts for both, the repulsive and attractive interactions of the monomers forming the chain. For the case of mixtures, the same equation is used by applying the van der Waals one-fluid theory, with generalized Lorentz-Berthelot mixing rules:
where η ij and ξ ij are the size and energy binary adjustable parameters, respectively. The equation is used in a purely predictive manner from the pure component parameters when η ij and ξ ij are equal to unity, while values different from unity mean the use of one or two binary parameters, taking into account the differences in size and/or energy of the segments forming the two compounds in the mixture. The parameter ξ ij is equivalent to (1-k ij ) in most EoSs. The chain and association terms come from Wertheim's theory (Wertheim 1984a; 1984b; 1986a; 1986b) , and they are formally identical in the different versions of SAFT:
where ρ is the molecular density, T is the temperature, m is the chain length, x i is the molar fraction of component i, k B is the Boltzmann constant and g LJ is the radial distribution function of a fluid of LJ spheres at density ρ ρ m m = , evaluated at the bond length σ. M i is the number of associating sites of component i, and X i α the mole fraction of molecules of component i non bonded at site α, which accounts for the contributions of all the associating sites in each species (see, for instance, Blas & Vega 1997) . The leading multipolar term for fluids of linear symmetrical molecules, like carbon dioxide, nitrogen, acetylene, etc., is the quadrupole-quadrupole potential (Gubbins & Twu, 1978 ). An expansion of the Helmholtz free energy density in terms of the perturbed quadrupolequadrupole potential with the Padé approximation was proposed by Stell et al. (1974) :
Expressions for a 2and a 3, the second and third-order perturbation terms, were derived for an arbitrary intermolecular reference potential (Twu et al., 1975) . A detailed derivation of these expressions is given elsewhere (Gubbins & Two, 1978) . This term in the soft-SAFT EoS involves an additional molecular parameter, Q, the quadrupolar moment.
In order to calculate interfacial properties, the soft-SAFT equation is extended by coupling it with the Density Gradient Theory (DGT) of van der Waals (van der Waals, 1894; translated by Rowlinson, 1976) . Within the context of this theory, the Helmholtz energy density a of the inhomogeneous fluid is expressed as a function of the mole density and its derivatives with respect to the space coordinates. It is also assumed that the density gradient is small compared to the reciprocal value of the intermolecular distance, thus allowing treating the density and its derivatives as independent variables. Then the function a is expanded in a Taylor series about a 0 , the Helmholtz free energy density of the homogeneous fluid at the local density ρ and truncated after the second order term. This series may not converge but, because of the short range of the intermolecular potential, it is assumed to have at least an asymptotic validity (Bongiorno & Davis, 1975) . In the absence of an external potential, the expression for the Helmholtz energy of the system A reads:
where the integration is performed in the entire system volume and ρ i is the molar density of component i. The parameter c ij for the components i and j is known as the influence parameter (Bongiorno & Davis, 1975) . In this work we have assumed a constant value for c, obtained by fitting to experimental data, as previously done in other works (Kahl & Enders 2000; . DGT also allows obtaining density profiles by the minimization of the total free energy of the system. Considering that the chemical potential of a species remains constant across the interface (Davis & Scriven, 1982) , the following Euler-Lagrange equations result from equation (5):
where all symbols were previously defined. Equation (6) is mathematically a nonlinear boundary value problem. Details of the various numerical approaches to solve this equation are provided in the work by McCoy & Davis (1979) . The interfacial tension is a macroscopical consequence of the density profile. Considering a planar interface and assuming that the density dependence of the influence parameter can be neglected, an expression that relates the interfacial tension to the square of the density gradient can be derived from equation (6) (Davis & Scriven, 1982) :
where μ 0 and p 0 are the equilibrium chemical potential and pressure, respectively, and z is the direction perpendicular to the interface. The approximation
is supported by the works of McCoy and Davis (1979) and those of Carey et al. (1978a; 1978b; 1980) . Further www.intechopen.com details on how to obtain the density profiles and interfacial tensions from these expressions can be obtained in the original references and in .
The molecular models of the compounds
In order to use the soft-SAFT EoS for a particular system a molecular model of each compound should be chosen. Based on results obtained from molecular dynamics simulations showing the ion pairing of these systems, Andreu and Vega (2007) Fig. 1 ). This model mimics the neutral pairs (anion plus cation) as a single chain molecule with this association site describing the specific interactions because of the charges and the asymmetry. The model has been used to accurately describe the solubility of CO 2 in ionic liquids (Andreu & Vega, 2007) , as well as the absorption of BF 3 in [C 4mim][BF 4 ] . As the delocalization of the anion electric charge due the oxygen groups enhances the possibility of interaction with the surrounding cations, the members of the alkylimidazolium-[Tf 2 N] family are modelled as LJ chains with three associating sites in each molecule instead of one (let's say one "A" site, represented in yellow in Fig. 2 , and 2 "B" sites, represented in red in Fig. 2 ). According to these interactions, we use a site "A" representing the nitrogen atom interactions with the cation and a "B" site representing the delocalized charge due to the oxygen molecules on the anion (Andreu & Vega, 2008) . Each type of associating site is identically defined, but only AB interactions between different ionic liquids molecules are allowed in the model, according to the modelled specific interactions on such systems. To sum up, in all cases ionic liquids are modelled using five molecular parameters: m, the chain length, σ, the diameter of the spheres forming the chain, ε, the energy of interaction between them, κ HB , the volume of association and ε HB , the association energy. The chain length, size and energy parameters can be obtained by fitting to available densitytemperature data, while the association parameters were transferred from the alkanols (Pàmies, 2003) , thus avoiding further fitting. The carbon dioxide molecule is modelled (Dias et al., 2006; Belkadi et al., 2010) as a LJ chain in which explicit quadrupolar interactions are taken into account. In this case, the molecule is represented by m, σ, and ε, plus two additional parameters: the quadrupolar moment Q and xp, defined as the fraction of segments in the chain that contain the quadrupole. This model has already been used with success to describe the behaviour of CO 2 on different systems; see for instance the recent work of Belkadi et al. (2010) and references therein. Alkanol molecules are represented as sites: each site is assigned parameter values to represent a group of atoms in the molecule of interest, such as CH 3 , CH 2 or CH groups. In the soft-SAFT approach these molecules are modelled as m LJ segments of equal diameter, σ, and the same dispersive energy, ε, bonded to form the chain. The hydroxyl group is mimicked by two square-well sites embedded off-centre in one of the LJ segments, with volume and energy of association κ HB and ε HB , respectively. These two sites are represented by "A" and "B" and only AB association is allowed (Pàmies 2003; Llovell & Vega 2006a) . The water molecules are modelled as a single spherical LJ core with four embedded off-centre square well bonding sites. These four associating sites account for the two electron lone pairs and the two hydrogen sites of the water molecule. They are represented by two "A" sites and two "B" sites, and only AB association is allowed between different molecules. This model has proven to give excellent results for pure water, including interfacial properties and also for water-hydrocarbon mixtures (Vega et al, 2009 ).
Results for pure ionic liquids
As an illustration we present here the application of this approach to characterize the [C nmim][Tf 2 N] family. The parameterization was done following the same assumptions as in previous works (Andreu & Vega, 2007; : the molecular parameters m, σ and ε were obtained by fitting to selected experimental density data from literature, while the association parameters were transferred from those of [BF 4 ] and [PF 6 ] imidazolium ionic liquids families. One of the greatest issues when modelling ionic liquids is the scattering in the experimental data found in the literature. Hence, after a detailed comparison with available data, we have used data from Tariq et al. (2010) , which includes experimental data for a wide variety of members of the [Tf 2 N] family in the whole liquid temperature range at atmospheric pressure. The choice was based on the extended temperature range investigated (from 293 till 473K) and also because of their agreement with other published data. Results for the temperature density diagram are shown in Fig. 3 . Note that association parameters are kept constant for the whole family, with values ε HB /k B = 3450K and κ HB = 2250 Å 3 , respectively. See Llovell et al., (2010b) , for more details on the procedure. As it can be observed, excellent agreement is achieved between the theory and the experimental data. m, σ and ε for the [C n -mim][Tf 2 N] family correlate with the molecular weight in the following way:
The correlations were done using the molecular parameters from n=2 till n=8, both included. The density AAD% for this series of ionic liquids is 0.09%. Using these correlations and keeping constant the volume and energy of association soft-SAFT can be used to predict the behaviour of heavier members of the series (see Fig. 3 ). The accuracy of the parameters for predicting other properties not included in the fitting procedure has been checked by comparing calculations from the equation with available experimental data on pressure-density. Fig. 4 , 2007) . The agreement between the data and the prediction with soft-SAFT is very good, with no loss of accuracy with increasing pressures. The molecular parameters fitted to single-phase equilibrium data were used in a transferable manner to calculate interfacial properties. The only additional parameter within the soft-SAFT+DGT approach is the influence parameter. In this work we have optimized this parameter for each pure compound using interfacial tension experimental data from the triple to the critical point (Carvalho et al., 2008) . The resulting values are given in Table 1 Soft-SAFT+DGT results compared to experimental data (Carvalho et al., 2008) are presented in Fig. 5 . As in the experimental case a decreasing interfacial tension value with the alkyl chain length is obtained. This behaviour is very surprising as it is contrary to the other chemical families where the interfacial tension increases as the chain length increases. 
Results for mixtures
The solubility of CO 2 in the ionic liquids [C 2 -mim][Tf 2 N], [C 4 -mim][Tf 2 N] and [C 6mim][Tf 2 N] over a wide temperature range (313K-453K) was calculated with soft-SAFT and results compared to available experimental data. These calculations were performed from pure component parameters (no mixture parameters adjusted), i.e., the soft-SAFT was used i n a p r e d i c t i v e m a n n e r . A s d e p i c t e d i n F i g. 6 the agreement between the theoretical predictions and the experimental data is excellent in all cases, showing the robustness of the www.intechopen.com parameters obtained from pure fluid data and of the method of calculation. No specific interactions between CO 2 and the ionic liquids were considered to obtain these results. The solubility results of methanol and ethanol in [C 4 -mim][Tf 2 N] were also modelled with soft-SAFT. These mixtures are challenging as alcohols are associating molecules with a hydroxyl group that will interact with the ionic liquid with interactions stronger than just van der Waals forces, being also localized in space. Results for these calculations are presented in Fig. 7 . Good agreement is found between the soft-SAFT predictions and the measured experimental data (Verevkin, et al., 2005) in the whole range of compositions. It is important to remark that these are pure predictions from the equation. The agreement can be improved by using an adjustable binary parameter, hence losing the predictive power. The solubility of water in [C 2 -mim][Tf 2 N] at several temperatures is shown in Fig.8 . Vapourliquid equilibrium diagrams at 292.75K, 303.15K, 323.2K and 353.15K were predicted using the soft-SAFT equation and compared to experimental data (Husson et al., 2010 ). An excellent agreement it is found in the whole range of compositions. A liquid-liquid region has been detected over the constant pressure three-phase-line. Similar results can be seen in the pressure-composition diagram of a water + [C 4 -mim][Tf 2 N] mixture at 353.15K, also shown in Fig. 8 , again in very good agreement with the experimental measurements. 
Transport properties of ionic liquids by molecular simulations

Calculation of the transport coefficients through the Green-Kubo formalism
As stated in the introduction, molecular simulations can be used as complementary tools to characterize ionic liquids from a modelling approach. The transport coefficients can be calculated through the corresponding Green-Kubo relations (Allen & Tildesley, 1987; Frenkel & Smit, 2002) . Within this formalism, the self-diffusion coefficient (D) of each ion is calculated from its velocity autocorrelation function (vacf) through the following expression:
Here the brackets <…> represent the average over all time origins t 0 within the trajectory, i v represents the velocity of the centre of mass of particle i at any specific time, and t is the delay time of the correlation function. The velocity autocorrelation function is a single particle function, and therefore the sum over all molecules in the system as well as the inclusion of the three velocity coordinates improves the statistics in the calculated coefficients (Rey-Castro & Vega, 2006) . In practical terms, the upper limit of the integral in equation (11) means that the integral must be calculated up to a point where the autocorrelation function decays to zero. In this work, an empirical exponential decay function has been fitted to the asymptotic part of the running integral in equation (11) in order to extrapolate the diffusion coefficients:
where D(t) is the running integral in equation (11), and a, b are empirical fitting parameters. The shear viscosity (η) at zero shear rate is calculated from the integral over time of the pressure tensor autocorrelation function following the Green-Kubo relation:
The brackets indicate that average must be taken over all time origins t 0 , V is the volume of the system, T is the temperature and k B is the Boltzmann constant. P denotes the element of the pressure tensor. Unlike self-diffusion, the shear viscosity is a collective function; hence, it cannot be statistically improved by averaging over the number of particles in the system. The elements of the pressure tensor are calculated during the simulation using the following expression:
where, m j is the mass of particle j, v j is its velocity, while r ij and f ij represent the distance and the force between particles i and j, respectively. The subscripts and refer to the corresponding components of the vectors. The electrical conductivity, σ, is calculated as the time integral of the electrical current autocorrelation function:
where the electrical current J(t) is given by:
and q i represents the charge of ion i. Like the shear viscosity, the electrical conductivity is a collective dynamical property, and for this reason suffers from relatively high statistical uncertainty. Again, an exponential decay function was fitted to the long-time behaviour of the integral of the autocorrelation function in order to obtain an extrapolated value of σ.
The molecular models used in the MD simulations
In order to investigate the influence of the molecular structure and temperature in the transport properties of ionic liquids, equilibrium molecular dynamics simulations were performed with two different models for the [C 2 -mim][Cl] ionic liquid, the rigid model of Shim et al. (2005) and the flexible model proposed by Urahata and Ribeiro (2005) . In the rigid model of Shim et al., the united atom representation for the CH 2 and CH 3 groups is used. Hence, the cation is represented by a rigid body and its geometry (bond lengths, angles) was taken from experimental x-ray diffraction data obtained from crystals of [C 2mim][Br] (Elaiwi et al., 1995) . The electrostatic description of the cation consists of fixed partial charges centred on the atoms (Hanke et al., 2001) . The interaction potential in the system is represented by a sum of pairwise additive interatomic LJ and Coulombic potentials:
The model of Shim et al., sketched in Fig. 9 , is based on the Amber force field for the Lennard-Jones (LJ) parameters of the individual atoms and makes use of the conventional Lorentz-Berthelot combining rules. The chloride atom is represented by a LJ sphere with σ = 4.4 Å and ε/k B = 50.4 K carrying a unit negative charge. It must be mentioned that there is a relatively large uncertainty in the parameterization of the force field of most of the common anions in ionic liquids, and of chloride ion in particular . As far as the cation is concerned, the force field employed here is one of the simplest models found in bibliography (de Andrade et al., 2005) , since it does not account for any intramolecular degree of freedom, nor the electronic polarizability of the molecule. Despite this, the model still incorporates basic molecular features of [C 2 -mim][Cl], such as size, cation asymmetry and charge distribution. The united atom representation for the CH 2 and CH 3 groups is also adopted in the flexible model (Urahata and Ribeiro, 2005) , as well as for C-H moieties i.e. hydrogen atoms are not explicitly considered. The cation is therefore described by an 8-site body. The model is sketched in Fig. 9 . The interaction potential in the system is represented by two different contributions: the intermolecular and the intramolecular interactions. The intermolecular interactions are represented by two different pairwise additive contributions; a set of interatomic Lennard-Jones potentials between individual united atoms and a Coulombic potential term according to the different partial charges used in the model, also used in the rigid model. In addition to aforementioned intermolecular contributions, the different intramolecular interactions are also taken into account, including bond stretching (r), angle bending ( ) and torsion of dihedral angles (ψ): 
Parameters of the intramolecular interactions were based on the all-atom model of Morrow and Maginn (2002) . The LJ parameters were taken from the united model of Shah et al. (2002) and are based on the OPLS force field and makes use of the conventional Lorentz-Berthelot combining rules. The set of partial charges was proposed by Urahata and Ribeiro (2005) . This model also assigns negative partial charges to nitrogen atoms, in line with the model of Hanke et al. (2001) . The dispersive and electrostatic interactions between atoms belonging to the same dihedral angles were corrected by 0.5 in both cases. The chlorine anion is represented by a sphere carrying a unit negative charge, with LJ parameters from (Rey-Castro et al., 2007) . 
Simulation details
The simulated systems with the rigid and the flexible model consisted of cubic boxes with periodic boundary conditions and 125 ion pairs (1500 atoms). The starting configurations were simple cubic regular lattices. For the rigid model the initial MD simulations were performed in the NPT ensemble (using the Melchionna modification of the Hoover algorithm (Melchionna et al., 1993) , first at 1000K, then at 600K, and finally at the desired temperature, at least for 200 ps each stage, keeping an external pressure of 1 bar (Rey-Castro & Vega, 2006) . The systems were further equilibrated by velocity rescaling at constant volume and temperature for at least an additional 200 ps interval. Finally, the production runs were obtained in the NVE ensemble. Shear viscosities were obtained from trajectories of 8 ns, for which the components of the stress tensor were recorded in intervals of 20 fs. For the calculation of self-diffusion and conductivity shorter runs (800 ps) were employed, with position and velocity of all particles being recorded every 40 fs. The equations of motion were integrated through the Verlet and Fincham's implicit quaternion algorithms as implemented in the DL_POLY package (version 2.13) with a constant timestep of 0.002 ps. This timestep provided a good energy conservation with small fluctuations, the relative drift in the total energy being less than 2·10 -5 in 4 ns. The Coulombic interactions were evaluated through the Ewald method using the convergence parameter (α) and largest reciprocal space vector (k max ) that yielded a relative accuracy of 1·10 -5 in the electrostatic energy. The accuracy of the Ewald sum was checked by comparison of the estimated Coulombic energy and the coulombic virial in absolute value. Some simulation details were different in the case of the flexible model , given the different nature of the model. The initial configuration was equilibrated at 1000K for 500ps in the NpT ensemble, using the Nose-Hoover algorithm as implemented in DL_POLY 2.19 package, keeping an external pressure of 1 bar. A set of sequential simulations of 500ps were used in order to obtain the desired starting configurations by decreasing the temperature by 200K at each stage. Previous to the production runs, a 200ps velocity rescaling simulations were performed for each temperature at constant volume. With this procedure, we set up the starting configurations at 6 different temperatures: 323, 350, 400, 450, 500, and 550 K. The simulation scheme applied for the production runs in the flexible model simulations was the following: for each temperature, we performed a 4ns run in the NpT ensemble. The thermostat and the barostat constants were set to 0.5ps. The equilibrium properties for these simulations were calculated by averaging over the last 3ns. Then, two different sets of production runs in the NVE ensemble were done. The first set was 4ns long and it was used to collect the statistical information for the calculation of the diffusion and conductivity coefficients. A second set of runs with a total of 15ns was used to calculate the viscosity coefficients. The equations of motion were integrated through the Verlet Leapfrog algorithm as implemented in the DL_POLY 2.19 package. The timestep was set up to 0.002ps for all simulations, providing good energy conservation with small fluctuations, with a relative drift in the total energy being less than 3·10 -5 . The Coulombic interactions were evaluated by the Single Particle Mesh Ewald (SPME) with an accuracy of 10 -5 in the electrostatic energy. We selected the Ewald SPME method versus the standard Ewald sum due to its better performance when applied to the flexible model, as observed in several test simulations. For both sets of simulations the real space cut-off for both the Lennard-Jones and the Coulombic interactions were set to 15Å and standard long range corrections to the potential energy and the virial of the system were applied. For the flexible model simulations two different approaches were used when calculating those properties: the first one was performing the simulations in the NVT ensemble, as has been done in several previous works, even they do not used the Green-Kubo relations the calculation but other statistical equivalent methods, and the second one was by simulating the system in the NVE ensemble, as previously done by some authors (Rey-Castro & Vega, 2006; Rey-Castro et al., 2007) .
Flexibility and temperature effect on the transport properties of [C 2 -mim][Cl]
In order to illustrate the use of MD simulations to calculate transport properties of ionic liquids we present results for self-diffusion, electrical conductivity and shear viscosity for the ionic liquid [C 2 -mim][Cl] using a rigid model and a flexible model. This study provides additional insights into important aspects of the physical chemistry of ionic liquids, such as the relevance of cation-anion correlations, or the link between local structure and dynamic behaviour. The comparison with available experimental data provides a reference for the suggestion and validation of molecular force fields of ionic liquids. In addition, as one of the attractive features of the ionic liquids is the extended temperature range of liquid-state behaviour they offer, it is also important to understand the effect of temperature on the various transport properties. The self-diffusion coefficients at temperatures T= 380, 404, 450 and 486 K were calculated from the Green-Kubo relations for the rigid model. The diffusion coefficients of the ions were calculated from the time integrals of the vacf, as explained in the previous subsection. As observed in Fig. 10 this coefficient is larger for the cation than for the anion at all the temperatures studied, in apparent contradiction with its larger size and mass compared with the Clion. The fact that the lighter anions have smaller diffusion coefficients has also been observed experimentally, and it has been attributed to the smaller hindrance of the cation motion along the direction perpendicular to the nitrogen atoms on the ring plane. The diffusion coefficients for the [C 2 -mim][Cl] with the flexible model were obtained from NVT and NVE simulations, at different temperatures within the 323-500K temperature range, just below its decomposition temperature (558K) (Huddleston et al., 2001) . The diffusion coefficients were calculated following the same procedure as for the rigid model. The values obtained for the cation diffusion as well as for the anion, are almost one order of magnitude larger than the ones obtained with the rigid model, as shown in Fig. 10 . Fig. 10 (Earle & Seddon, 2002) . The lines are just a guide to the eyes.
The ionic conductivity was also evaluated by the GK approach. However, as the mechanism of charge transport in these systems is related with the process of self-diffusion of the ions it is also possible to relate electric conductivity with the diffusion coefficients of the cation and the anion, known as the Nernst-Einstein relation (NE) (Hansen & McDonald, 1986) :
where e is the electric charge unit, ρ and q are the molar density and charge of the ions, respectively, and i denotes cation or anion. Deviations from equation (19) are interpreted in terms of cross-correlations among ions. Thus, if the ratio between the experimental value of σ and the conductivity calculated from NE is smaller than unity, then a significant fraction of oppositely charged ions are moving together in the time scale of diffusive motion. The motion of these neutral, short-lived ion clusters contributes therefore to self-diffusion, but not to the net charge transport. The values of the conductivity estimated using the GK relations and the NE relations with the diffusion coefficients obtained from the MD simulations are depicted in Fig. 12 . Results obtained with the rigid model show that the molecular model does not lead to a significant overall cross-correlation among ions and, therefore, cation and anion behave as independent ions regarding diffusion and charge transport; however, this is not the case for the flexible model. Results from the NE relation show higher values with deviation becoming more important as the temperature increases, indicating some kind of correlation between ions. In general, in electrolyte solutions, the conductivity is often found to be inversely proportional to viscosity (Xu et al., 2003) , a behaviour that is usually called Walden's rule: 
and σ, M, ρ are the electrical conductivity (S· m -1 ), molecular weight and density, respectively. Ideally, the Walden product is independent of the temperature for a given ionic liquid. It has been found that most ionic liquids fit this linear relationship. Furthermore, the values of the Walden product have been found to be fairly independent of the presence of traces of water (Widegren et al., 2005) . However, relatively small to significant variations in the Walden products with temperature have been described in ionic liquids based on alkyl/arenyltrifluoroborate anions (Zhou et al., 2005) . The experimental fulfillment of equation (21) indicates that the density of mobile charge carriers in an ionic liquid is strongly correlated with its viscosity. The application of Walden's rule in the MD simulation results is represented in Fig. 13 . A good linear relationship logΛ vs. log -1 is obtained, with a slope of 0.9, close to the . The red asterisks were calculated from the experimental conductivities (Fannin et al., 1984) and viscosities , respectively. theoretical value of 1, and in excellent agreement with experimental results. Deviations are observed for very low viscosities. The behaviour of the flexible model with properties obtained from the NE relations overlaps with those obtained with the rigid model, while results from the flexible model with transport properties calculated from GK equations are lower and in almost quantitative agreement with the experimental data.
Conclusions and future directions
We have presented here an overview and some selected results on the application of two refined and complementary tools for obtaining thermodynamic and transport properties of ionic liquids from a molecular perspective: a molecular-based equation of state (named soft-SAFT) for obtaining PVT data, as well as solubility of gases and mixtures behaviour, and a molecular dynamic procedure to calculate transport properties. In both cases the methods were used in a predictive manner and compared to experimental data in order to assess the validity of the model and to empower them with predictive capabilities for other properties.
Concerning the application of soft-SAFT to these systems, it has been shown that a simple model and the appropriate selection of experimental data to obtain the pure component parameters give excellent predictive results for different mixtures. In particular, the procedure was applied to the [C n -mim][Tf 2 N] family and mixtures of these with other compounds. The molecular parameters obtained from density-temperature data of the pure fluids were tested for pressure-density and interfacial property data, providing quantitative agreement with experimental results. Pure component parameters were also used to predict the solubility of CO 2 in selected ionic liquids from this family, as well as alkanol+[C nmim][Tf 2 N] and water+[C n -mim][Tf 2 N] mixtures, obtaining excellent agreement with experimental data in all cases. Although the results obtained from soft-SAFT are also very encouraging, given the relative simplicity of the model, its predictive power and the agreement obtained with experimental data, the main limitation of the approach is that it considers the anion and cation as a unique molecule. Considering the cation and anion as two independent species will empower the equation with more predictive power. Regarding transport properties, the aim of this study was to analyze the ability of a simple molecular model of an ionic liquid to describe the behavior of some transport properties as a function of the temperature as well as their mutual relationships, through MD simulations. In addition, the effect of the flexibility on the transport properties was also examined by using two models of the same ionic liquid, a rigid and a flexible one. The diffusion coefficients, the ionic conductivity and the zero-shear viscosity coefficients of [C 2 -mim][Cl] were computed in a wide range of temperatures by using the Green-Kubo formalism and results compared to experimental data. We showed that this approach is suitable when analyzing the properties of this light ionic liquid. The inclusion of the internal degrees of freedom on the cation description is an essential ingredient when the short time scale behaviour of the anion/cation dynamics was analyzed. The model was able to reproduce the experimental measurement of those transport properties in a wide range of temperatures, in closer agreement to experimental data than the rigid model. The simulations reproduce remarkably well the slope of the Walden plots obtained from experimental data of [C 2 -mim][Cl], confirming that temperature does not alter appreciably the extent of ion pairing. However, further studies on the dynamics of relaxation of the solvation shells are suggested in order to corroborate these conclusions. All our results reinforce the importance of including internal degrees of freedom, such as flexibility, for calculating transport properties. It would also be interesting to explore whether other more refined force fields than the non-polarizable, united atom model used in this work will lead to a different description of the collective dynamics of cations and anions in the melt.
