Decomposable Markov decision processes (MDPs) are problems where the stochastic system can be decomposed into multiple individual components. Although such MDPs arise naturally in many practical applications, they are often difficult to solve exactly due to the enormous size of the state space of the complete system, which grows exponentially with the number of components. In this paper, we propose an approximate solution approach to decomposable MDPs that is based on re-solving a fluid linear optimization formulation of the problem at each decision epoch. This formulation tractably approximates the problem by modeling transition behavior at the level of the individual components rather than the complete system. We prove that our fluid formulation provides a tighter bound on the optimal value function than three state-of-the-art formulations: the approximate linear optimization formulation, the classical Lagrangian relaxation formulation, and a novel, alternate Lagrangian relaxation that is based on relaxing an action consistency constraint. We provide a numerical demonstration of the effectiveness of the approach in the area of multiarmed bandit problems, where we show that our approach provides near optimal performance and outperforms state-of-the-art algorithms.
Introduction
Many real-world problems involving the control of a stochastic system can be modeled as Markov decision processes (MDPs). In a typical MDP, the system begins in a certain state s in some state space . The decision maker selects an action a from some action space . The system then transitions randomly to a new state s with probability p a s s , and the decision maker garners some reward g a s .
Once the system is in this new state s , the decision maker once again selects a new action, leading to additional reward and causing the system to transition again. In the most basic form of the problem, the decision maker needs to make decisions over an infinite horizon, and the rewards accrued over this infinite horizon are discounted in time according to a discount factor ∈ 0 1 . The goal of the decision maker, then, is to find a policy that prescribes an action s for each state s so as to maximize the expected total discounted reward Ɛ t=1 t−1 g s t s t where s t is the random variable representing the state at time t, when the system is operated according to policy . In other types of problems, the decision maker may only be making decisions over a finite time horizon; in those problems, the policy prescribing the action to take may depend not only on the state, but also on the time at which the decision is being made. Although problems that are represented in this form can in principle be solved exactly with dynamic programming, this is often practically impossible. Exact methods based on dynamic programming require one to compute the optimal value function J * , which maps states in the state space to the optimal expected discounted reward when the system starts in that state. For many problems of practical interest, the state space is so large that operating on, or even storing, the value function J * becomes computationally infeasible. This is what is often referred to in the dynamic programming and MDP literature as the curse of dimensionality (Bellman 1961) .
Where does the curse of dimensionality come from? That is, why is it that practical MDPs often have prohibitively large state spaces? For many practical problems, the system that is being modeled is often not a single, atomic system, but rather consists of a collection of smaller sub-systems or components. Mathematically, consider a system consisting of M components, where each component m ∈ 1 M is endowed with a state s m from an ambient state space m . To represent the complete system, we must represent the state s as an M-tuple of the component states (i.e., s = s 1 s M ), and as a result, the state space of the complete system becomes the Cartesian product of the component 2 Operations Research, Articles in Advance, pp. 1-19, © 2016 INFORMS state spaces (i.e., = 1 × · · · × M ). As the number of components M grows, the size of the state space of the complete system grows in an exponential fashion.
At the same time, the data of such systems are often not presented to us in terms of the complete system state. The probabilistic dynamics induced by each candidate action in may be naturally expressed in terms of individual components or small combinations (e.g., pairs) of components. Similarly, the reward structure of the problem does not need to be specified in terms of the complete system state but can be specified in terms of the component states. In the remainder of the paper, we will refer to MDPs where the probabilistic dynamics and reward structure can be expressed in terms of the component states as decomposable MDPs.
Many practically relevant MDPs can be modeled as decomposable MDPs. One major class of MDPs that falls into the decomposable MDP framework is the class of multiarmed bandit problems. In the multiarmed bandit problem, the decision maker is presented with M machines ("bandits"), where each bandit m is initially in some state s m from its state space m . At each point in time, one of the bandits may be activated, in which case the chosen bandit changes state probabilistically and the decision maker earns some reward. The problem is then to decide, at each point in time, given the state of all of the bandits, which bandit to activate so as to maximize the total expected long term reward. In the basic form of the problem-the regular multiarmed bandit problem-when a bandit m is activated, the inactive bandits do not change state. In the restless bandit problem, the inactive bandits can also change state passively and the decision maker may earn a passive reward from bandits that are not activated. The multiarmed bandit, by its definition, is a decomposable MDP: the state space of the ensemble of bandits is the product of the state spaces of the individual bandits, and the probability transition structure is specified at the level of each bandit.
In this paper, we propose a new fluid optimization approach for approximately solving decomposable MDPs. The centerpiece of our approach is a linear optimization (LO) model in which, in its most basic form, the decision variables represent the marginal probabilities of each individual component being in each of its possible states and the action taken at a particular time, and the main constraints are conservation constraints that govern how these marginal probabilities "flow" from component states at time t to new states at t + 1 under different action (hence the name fluid). The idea of the formulation is to approximate the behavior of the system when it is controlled optimally. The formulation achieves this in a tractable way by exploiting the decomposable nature of the problem: rather than modeling the precise transition behavior of the system at the level of tuples of component states, it models the macroscopic transitions of the system at the level of the individual components and their states. The optimal solution of the formulation, when it includes constraints that model the complete system starting in a certain state, can be used to derive an action for the state. In this way, the formulation leads naturally to a simple heuristic for solving the MDP.
Our contributions are as follows: 1. We propose a novel LO formulation for approximately modeling decomposable MDPs and an associated heuristic for solving the MDP. The formulation is tractable since the number of variables scales linearly with the number of individual components, as opposed to the exponential scaling that is characteristic of dynamic programming. We show that this formulation provides an upper bound on the optimal value of the MDP and provide idealized conditions under which our fluid formulation-based heuristic is optimal. We discuss how this basic, "first-order" formulation that models individual components can be extended to "higher-order" formulations that model combinations of components (e.g., a second-order formulation that models transitions of pairs of components). We also discuss how the basic formulation can be extended to address finite-horizon, time-dependent problems.
2. We theoretically compare our fluid formulation to three alternative proposals. In particular, we show that a finite version of our formulation that models the evolution of the system over a horizon of T periods provides provably tighter bounds on the optimal value function than three state-of-theart formulations: the approximate linear optimization (ALO) formulation of de Farias and Van Roy (2003) , the classical Lagrangian relaxation (CLR) formulation of Adelman and Mersereau (2008) , and an alternate Lagrangian relaxation (ALR) that involves relaxing an action consistency constraint. The latter alternate Lagrangian relaxation is a novel formulation that is equivalent to the ALO and is of independent interest. Moreover, the fluid bound is nonincreasing with the time horizon T . Letting J * s denote the optimal value function at the state s, Z * T s denote the objective value of the fluid formulation with horizon T at s, and Z
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The rest of this paper is organized as follows. In Section 2, we review the extant body of research related to this paper. In Section 3, we define the decomposable MDP and present our infinite LO fluid formulation. We prove a number of properties of this formulation, and motivated by the properties of this infinite LO formulation, we present a heuristic policy for generating actions at each decision epoch based on a finite version of this formulation. In Section 4, we compare the finite fluid formulation to the ALO formulation of de Farias and Van Roy (2003) , the classical Lagrangian relaxation approach of Adelman and Mersereau (2008) , and the alternate Lagrangian relaxation. In Section 5, we apply our framework to the multiarmed bandit problem and provide computational evidence for the strength of our approach in this class of problems. Finally, in Section 6, we state the conclusions of our study and offer some directions for future work.
Literature Review
MDPs have a long history, tracing back to the work of Bellman (1957) in the 1950s. The importance and significance of this area in the field of operations research is underscored both by the number of research papers that have been written in this area, as well as the numerous books written on the subject (examples include Howard 1971 , Heyman and Sobel 1984 , Puterman 1994 , and Bertsekas 1995 .
While MDPs can be solved exactly through methods such as value iteration, policy iteration, and the LO approach (see, e.g., Puterman 1994), these approaches become intractable in high-dimensional problems. As a result, much research has been conducted in the area of approximate dynamic programming (ADP). The interested reader is referred to Van Roy (2002) for a brief overview, and to Bertsekas and Tsitsiklis (1996) and Powell (2007) for more comprehensive treatments of the topic. The goal of ADP is to find an approximation to the true value function. By then applying the policy that is greedy with respect to this approximate value function, one hopes to achieve performance that is close to that of the true optimal policy.
Within the ADP literature, our work is most closely related to the approximate linear optimization (ALO) approach of de Farias and Van Roy (2003) and the Lagrangian relaxation approach of Adelman and Mersereau (2008) . In the ALO approach to ADP, one approximates the value function as the weighted sum of a collection of basis functions and solves the LO formulation of the MDP with this approximate value function in place of the true value function. By doing so, the number of variables in the problem is significantly reduced, leading to a more tractable problem. In many applications, one can exploit the decomposable nature of the problem in selecting a basis function architecture: for example, in de Farias and Van Roy (2003) the approach is applied to a queueing control example, where the value function is approximated as a linear combination of all polynomials up to degree 2 of the individual queue lengths of the system. On the other hand, Hawkins (2003) and Adelman and Mersereau (2008) study MDPs where the problem can be viewed as a collection of subproblems, and the action that can be taken in each subproblem is constrained by a global linking constraint that couples the subproblems together. By dualizing the linking constraint, the complete problem decomposes along the subproblems, leading to an optimization problem that is significantly simpler than the exact LO model of the MDP. By solving this optimization problem, one obtains an upper bound on the optimal value at a given state, as well as a value function approximation.
Our fluid approach is closely related to the Lagrangian relaxation approach and builds on it in two important ways. First, we delineate two different types of Lagrangian relaxations: the "classical" Lagrangian relaxation, where the action space is implicitly defined by a coupling constraint, and a novel, "alternate" Lagrangian relaxation where the components are coupled by an "action consistency" constraint (the action taken in each component must be the same). Our formulation is not related to the former classical formulation, but to the latter alternate formulation. This alternate Lagrangian relaxation is significant because it extends the scope of the Lagrangian relaxation approach to problems that do not have a decomposable system action space. Furthermore, it turns out that this alternate Lagrangian relaxation is actually equivalent to the ALO: the two models lead to the same bound on the true optimal value function and the same value function approximation (Theorem 2). In contrast, for the classical Lagrangian relaxation, one can only show that the ALO bound is at least as tight (Adelman and Mersereau 2008) , and one can find simple examples where the Lagrangian bound can be significantly worse than the ALO bound.
The second way in which our approach builds on the Lagrangian relaxation approach is through its view of time. Our formulation first models the state of each component separately at each decision epoch over a finite horizon before aggregating them over the remaining infinite horizon, whereas the formulation of Adelman and Mersereau (2008) aggregates them over the entire infinite horizon. While this may appear to be a superficial difference, it turns out to be rather significant because it allows us to prove that the fluid bound is at least as tight as the classical and alternate Lagrangian relaxation bounds (parts (a) and (c) of Theorem 3). As we will see in Section 5, the difference in the bounds and the associated performance can be considerable.
With regard to the ALO, the ALO and our fluid model differ in tractability. In particular, the size (number of variables and number of constraints) of our fluid model scales linearly in the number of components and actions. In contrast, in the ALO, while the number of variables may scale linearly in the number of components, the number of constraints still scales linearly with the number of system states, as in the exact LO model of the MDP. This necessitates the use of additional techniques to solve the problem, such as constraint sampling ( stated above, it turns out that when one uses a componentwise approximation architecture for the ALO, it is equivalent to the alternate Lagrangian relaxation formulation described above. Due to this equivalence, we are able to assert that our fluid model leads to better bounds than the ALO, and through our numerical results, that our fluid approach leads to better performance than the ALO approach.
Outside of ADP, many approximate approaches to stochastic control problems also exploit decomposability. One salient example of this is the performance region approach to stochastic scheduling. In this approach, one considers a vector of performance measures of the complete system (for an overview, see Bertsimas 1995) . Using the probabilistic dynamics of the system, one can then derive conservation laws that constrain the values this vector of performance measures may take. The resulting set is the performance region of the system, over which one can solve an optimization problem to find the best vector of performance measures. It turns out that typically this vector of performance measures is achieved by simple policies or a randomization of simple policies. This approach was introduced by Coffman and Mitrani (1980) for multiclass scheduling in a single-server M/M/1 queue and later extended by Federgruen and Groenevelt (1988) and Shanthikumar and Yao (1992) to more general queueing systems. Bertsimas and Niño-Mora (1996) unified this framework and extended it beyond queueing control problems to such problems as the multiarmed bandit problem and branching bandits. Bertsimas and Niño-Mora (2000) later considered a performance region formulation for the restless bandit problem and used it to derive a high-quality heuristic for the restless bandit problem.
Our approach has some conceptual similarities to the performance region approach in the sense that one defines decision variables related to the proportion of time that components of the system are in certain states, imposes constraints that conserve these proportions with each transition, and optimizes an objective over the resulting feasible set. In spite of these commonalities, there are a number of key differences. Many existing performance region formulations, due to the nature of the stochastic system, possess attractive computational and theoretical properties. For example, for systems that satisfy generalized conservation laws, the performance region is an extended polymatroid or contra-polymatroid, and so a linear function can be optimized rapidly using a greedy algorithm, and the extreme points of the performance region correspond to deterministic priority rules (Bertsimas and Niño-Mora 1996) . In contrast, our formulation does not appear to possess such special computational structure, and as we discuss in Section 3.3, optimal solutions of our fluid formulation may in general not be achieved by any policy, let alone a specific class of policies. At the same time, many extant performance region approaches are fragile, in that they exploit nontrivial properties of the underlying stochastic system and thus cannot be immediately extended to even simple generalizations.
An example of this is the formulation of the multiarmed bandit problem in Bertsimas and Niño-Mora (1996) , which exploits specific conservation properties of the regular multiarmed bandit problem and cannot be extended to restless bandits, necessitating the authors' exploration of an alternate approach in Bertsimas and Niño-Mora (2000) . In contrast, our formulation is insensitive to these types of differences; it does not use any structure of the problem beyond the transition probabilities of individual components or groups of components.
Within the performance region literature, our fluid formulation of the restless bandit problem is similar to the performance region model of Bertsimas and Niño-Mora (2000) . This model is actually equivalent to both the classical and the alternate Lagrangian relaxation formulations (Propositions 8 and 9). As a result, our comparison of the fluid formulation with the Lagrangian relaxation formulations allows us to assert that our approach leads to tighter state-wise bounds than the performance region formulation. Moreover, as we will see in Section 5.5, our fluid approach significantly outperforms the associated primal dual heuristic of Bertsimas and Niño-Mora (2000) .
The first fluid formulation that we will propose in Section 3.2 is a countably infinite LO (CILO) problem. There exists a rich literature on this class of problems (see, e.g., Anderson and Nash 1987) . Within this area, the works of Ghate and Smith (2013) and Lee et al. (2013) directly study MDPs; however, both of these papers specifically study nonstationary problems and do not additionally consider decomposability. Although we do not explore the application of the methods and theory from the CILO literature to our setting, we believe that it is an interesting direction for future research.
Lastly, the alternate Lagrangian relaxation we will develop in Section 4 arises by relaxing a certain type of action consistency constraint that requires that the action taken in any two components be equivalent. This bears some resemblance to the technique of "variable splitting" or "operator splitting" that is used in continuous optimization (see, for example, Boyd et al. 2011 and Goldfarb and Ma 2012) . The exploration of the connections of the alternate Lagrangian relaxation to splitting-based formulations is an interesting direction for future research.
Methodology
We begin in Section 3.1 by defining a general decomposable, infinite horizon MDP. We then present an infinite LO formulation that is related to this MDP in Section 3.2. In Section 3.3, we prove some interesting properties of the formulation and, motivated by one of these properties, propose a solvable finite LO formulation and an associated heuristic in Section 3. 
Problem Definition
In this section, we define the decomposable MDP for which we will subsequently develop our fluid approach.
Let be the state space of the complete system, and assume that the complete system state decomposes into M components, so that the complete system state space can be written as
Let be a finite action space, and assume that any action in can be taken at any state in . We make this assumption for simplicity; our approach can be extended to accommodate componentdependent constraints that restrict which actions can be action when specific components enter specific states (for example, an action a cannot be taken when component m is in state k). Let s t be the random variable that represents the state of the complete system at time t, and let s m t denote the state of component m of the system, so that s t = s 1 t s M t . Let 1 2 × → be the policy under which the system is operating, which maps a state s t at time t to an action t s t in . Let p a s s be the probability of the complete system transitioning from state s to states in one step when action a ∈ is taken; i.e.,
kja denote the probability of component m transitioning from state k to state j in one step when action a ∈ is taken; i.e.,
for all t ∈ 1 2 . We assume that the components are independent, so that p a s s can be written compactly as
Let g a s be the reward associated with taking action a when the system is in state s, and assume that it is additive in the components; that is, it can be written as
where g m ka is the reward associated with taking action a when component m is in state k. Assume that the system starts in state s = s 1 s M . The problem is then to find a policy that maximizes the expected total discounted reward:
Fluid Linear Optimization Formulation
We now consider a fluid formulation of problem (1). We begin by defining, for each t ∈ 1 2 3 , the decision variable x m ka t to be the proportion of time that component m ∈ 1 M is in state k ∈ m and action a ∈ is taken at time t. For every t ∈ 1 2 3 , we also define the decision variable A a t to be the proportion of time that action a ∈ is taken at time t. As stated in Section 3.1, our data are the discount factor , the reward g m ka (the reward accrued by the decision maker when component m is in state k and action a is taken) and the transition probability p m kja (the probability that component m transitions from state k to state j in one step when action a is taken).
Finally, we assume that the system starts deterministically in a state s ∈ . For convenience, we will define 
Constraint (2b) ensures that probability is conserved from time t − 1 to time t: the left-hand side represents the proportion of time that component m is in state j at time t in terms of the x m ja t variables, while the right-hand side represents the same proportion, only in terms of the x m kã t − 1 variables, which correspond to time t − 1. Constraint (2c) ensures that, for each component, the proportion of time that action a is taken in terms of the x m ka t variables is equal to A a t (which is precisely defined as the proportion of time that action a is taken at time t). Thus, the actions a ∈ connect the variables corresponding to the different components. Constraint (2d) ensures that the initial frequency with which each component m is in a state k is exactly m k s . The remaining two constraints (2e) and (2f) ensure that all of the decision variables are nonnegative, as they represent proportions. Given the definition of x m ka t as the proportion of time that component m is in state k at time t and action a is taken at time t, the objective can therefore be interpreted as the expected discounted long-term reward.
Note that constraints (2b) and (2d) Together with constraint (2c), this also implies that a∈ A a t = 1 for each t.
The following result, which follows by standard arguments in infinite dimensional linear optimization (Romejin et al. 1992 ; see Section EC.1.1 in the electronic companion), establishes that the infinite horizon problem (2) is well defined.
Proposition 1. For each s ∈ , problem (2) has an optimal solution.
Properties of the Infinite Fluid LO
We will now develop some theoretical properties of the fluid LO model. Let x s A s and Z * s denote an optimal solution and the optimal objective value, respectively, to problem (2) corresponding to initial state s. Denote by J * · the optimal value function obtained using dynamic programming, that is,
for every s ∈ . We then have the following relationship between problem (2) and the optimal value function, whose proof appears as Section EC.1.2 in the electronic companion.
The idea behind the proof of Proposition 2 is that, by using an optimal policy * , it is possible to construct a feasible solution x A to problem (2) whose objective value is the true optimal value J * s . Unfortunately, the opposite inequality does not hold in general; see Section EC.2 of the electronic companion for a counterexample. Let us call the optimal solution x s A s achievable if there exists a (possibly nondeterministic and time-varying) policy such that
where s t is the state of the complete system stochastic process at time t, operated according to , starting from s (i.e., s 1 = s). (Note that we use x m ka t s and A a t s to denote the optimal value of x m ka t and A a t in the solution x s A s that corresponds to initial state s.) Under the assumption of achievability, we have the following result.
The proof is contained Section EC.1.3 of the electronic companion. The result follows since, under the assumption of achievability, Z * s is the total expected discounted reward of some policy, while J * s is the highest any such reward can be.
Under the assumptions of component independence and achievability, the fluid formulation allows us to construct an optimal policy. Theorem 1. Suppose that for all s ∈ , x s A s is achievable. Define the deterministic, stationary policy → as
Under these assumptions, the policy is an optimal policy; i.e., solves problem (1).
The proof of the result (found in Section EC.1.4 of the electronic companion) follows by showing that any action a such that A a 1 s > 0 is an action that is greedy with respect to the objective value Z * · which, by combining Propositions 2 and 3, is equal to the optimal value function J * · .
Fluid-Based Heuristic
Theorem 1 tells us that, assuming that for every initial state s the optimal solution of problem (2) for initial state s is achievable, we immediately have an optimal policy by simply looking at the optimal values of the A variables at the first period (t = 1). Typically, however, the optimal solution of (2) will not be achievable. It nevertheless seems reasonable to expect that in many problems, the optimal solution x s A s may be close to being achievable for many states s, because x s A s still respects the transition behavior of the system at the level of individual components. Consequently, the action arg max a∈ A a 1 s should then be close to an optimal action for many states s. It is therefore reasonable to expect that, by selecting the action a as arg max a∈ A a 1 s , one may often still be able to get good performance, even though the optimal solution of problem (2) may not be achievable. Notwithstanding the question of achievability, applying this intuition in practice is not immediately possible. The reason for this is that problem (2) is an LO problem with a countably infinite number of variables and constraints, and so cannot be solved using standard solvers. Toward the goal of developing a practical heuristic policy for problem (1), we now consider an alternate, finite problem that can be viewed as an approximation to problem (2). This new formulation, presented below as problem (3), requires the decision maker to specify a time horizon T over which the evolution of the system will be modeled. For t ∈ 1 T , the variables x m ka t and A a t have the same meaning as in problem (3). To model the evolution of the system beyond t = T , we use the variable x m ka T + 1 to represent the expected discounted long-run frequency with which component m is in state k and action a is taken from t = T + 1 on. Similarly, we use A a T + 1 to represent the expected discounted frequency with which action a is taken from t = T + 1 on.
With these definitions, the formulation corresponding to initial state s is presented below. 
With regard to constraints, we retain the same conservation constraints that relate the x m ka variables at t − 1 to t, the initial state constraint and the consistency constraints that relate the x m ka and the A a variables at a time t, for t ∈ 1
T . Beyond t = T , constraint (3c) models the longrun transition behavior of the system. This constraint can be interpreted as a conservation relation: the left-hand side represents the expected discounted number of times from T + 1 on that we take an action out of component m being in state j, while the right-hand side represents the expected discounted number of times that we enter state j from T + 1 on. More specifically, the first right-hand side term represents the expected number of times that we enter state j at time T + 1 (which is not discounted, since T + 1 is the first period of the horizon T +1 T +2 T +3
) and the second term represents the expected discounted number of times that we enter state j from T + 2 on. Note also that constraint (3d), which is the analog of constraint (2c), extends from t = 1 to t = T + 1, ensuring that the x m ka T + 1 and the A a T + 1 variables are also consistent with each other. With regard to the objective, observe that rather than being an infinite sum from t = 1, the objective of problem (3) is a finite sum that extends from t = 1 to t = T + 1.
Let Z * T s denote the optimal value of problem (3). Problem (3), like problem (2), provides an upper bound on the optimal value function at J * s , and this bound improves with T , as indicated by the following result.
Proposition 4. For each s ∈ and all T ∈ 1 2 :
s . The proof of part (a) of Proposition 4 follows along similar lines to Proposition 2, while the proof of part (b) follows by showing that a solution to problem (3) with T + 1 can be used to construct a feasible solution for problem (3) with T that achieves an objective value of Z * T +1 s . The proof of this proposition can be found in Section EC.1.5 of the electronic companion. Part (a) of the proposition is useful because in passing from the infinite to the finite formulation, we have not lost the useful property that the objective value provides an upper bound on the optimal value function. Part (b) is important because it suggests a tradeoff in bound quality and computation: by increasing T , the quality of the bound improves, but the size of the formulation (the number of variables and constraints) increases. We will see later in Sections 5.4 and 5.5 that typically T does not need to be very large to ensure strong bounds and performance.
With this formulation, our heuristic policy is then defined as Algorithm 1.
Algorithm 1 (Fluid LO heuristic for infinite horizon problem with known stationary probabilities) Require: Parameter T ; data p, g, ; current state s ∈ .
Solve problem (3) corresponding to initial state s, horizon T , and data p, g, to obtain an optimal solution x s A s . Take actionã, whereã = arg max a∈ A a 1 s .
Before continuing, we comment on two important ways in which problem (3) can be extended and one limitation of formulation (3). First of all, in problem (3), we formulated the decomposable MDP problem by defining decision variables that correspond to first-order information: in particular, x m ka t represents the frequency with which a single component (component m) is in state k and action a is taken at time t. As shown in Section 3.3, the resulting formulation provides an upper bound on the optimal expected discounted reward. We can improve on this by considering higher-order fluid formulations, where rather than defining our decision variables to correspond to one component being in a state, we can define decision variables corresponding to combinations of components being in combinations of states, while a certain action is taken at a certain time. For example, a second-order formulation would correspond to using decision variables that model how frequently pairs of components are in different pairs of states while an action is taken at each time. As the order of the formulation increases, the objective value becomes an increasingly tighter bound on the optimal value, and it may be reasonable to expect better performance from using Algorithm 1; however, the size of the formulation increases rapidly.
Second, problem (3) models an infinite horizon problem and Algorithm 1 is a heuristic for this problem. For finite horizon problems, we can apply our approach as follows. Problem (3) can be modified by setting T to the horizon of the actual problem and removing the terminal T + 1 decision variables that model the long-run evolution of the system. Then, if we are at state s at period t , we restrict the fluid problem to t t + 1 T and use constraint (3e) to set the initial state at t to s. We then solve the problem to obtain the optimal solution x s A s and we take the action a Finally, we comment on one limitation to the fluid formulation (3). Problem (3) is formulated in terms of the system action space ; the actions that index the x m ka t and A a t variables are elements of the system action space . For certain problems, the system action space may be small and problem (3) may be easy to solve. For example, in a multiarmed bandit problem where exactly one bandit must be activated, = M (one of the M bandits); similarly, in an optimal stopping problem, = 2 (stop or continue). For other problems, the action space of the problem may grow exponentially (e.g., a bandit problem where one may activate up to K of M bandits). For such problems, the fluid formulation (3) will be harder to solve; we do not consider this regime in the present paper. The development of a scalable solution method for large-scale versions of problem (3) constitutes an interesting direction for future research.
Comparisons to Other Approaches
In this section, we compare our finite fluid formulation (3) against three state-of-the-art formulations that can be used to solve decomposable MDPs. We begin by stating these formulations: in Sections 4.1-4.3, we present the ALO, classical Lagrangian relaxation and the alternate Lagrangian relaxation formulations, respectively. Then, in Section 4.4 we state a key theoretical result that asserts that the finite fluid formulation (3) provides a provably tighter bound than all three formulations. In Section 4.5 we discuss the sizes of the formulations, and in Section 4.6, we discuss how to extend the key idea of the fluid problem to the other formulations.
Approximate Linear Optimization
For the ALO formulation of de Farias and Van Roy (2003), we approximate the value function using the same functional form as in Adelman and Mersereau (2008) :
i.e., we assume that each state of each component contributes an additive effect. For a given initial state s ∈ , the corresponding ALO formulation is then 
Let Z * ALO s denote the objective value of problem (5) with initial state s. The following result, due to Adelman and Mersereau (2008) , establishes that Z * ALO s upper bounds the optimal value function at s. The proof can be found in Adelman and Mersereau (2008) and is thus omitted.
Classical Lagrangian Relaxation
We now present the classical Lagrangian relaxation (CLR) approach. To apply this approach to our decomposable MDP defined in Section 3.1, we require three additional assumptions.
Assumption 1. In addition to the system state space being decomposable along components, the action space also decomposes along the components. More precisely, each component m is endowed with both a state space m and an action space m . Thus, an action a in the system action space can be represented as a tuple of component actions, Assumption 3. The system action state space is defined implicitly through a linking constraint on the component actions:
q is a function for each m and b ∈ q for some finite q.
When these three assumptions hold, the Lagrangian approach involves dualizing the linking constraint The optimal variable V can be interpreted as a componentwise approximation to the value function. One can form a value function approximation that is analogous to the ALO approximation in Equation (4) and take the greedy action analogously to Equation (6).
The dual of problem (8) 
The variable z m ka m can be interpreted as the expected discounted frequency with which component m is in state k and action a m is being taken over the entire infinite horizon. Constraint (9b) models the transition dynamics of component m in an expected discounted sense, while constraint (9c) can be interpreted as the expected discounted version of the linking constraint that defines the action space in Equation (7).
Let Z * CLR s be the optimal objective value of problem (8) corresponding to initial state s. The following two results, due to Adelman and Mersereau (2008) , establish that the CLR provides an upper bound on the optimal value function and that the ALO provides a tighter bound than the CLR. The proofs can be found in Adelman and Mersereau (2008) and are omitted. 
Alternate Lagrangian Relaxation
The CLR formulation requires Assumptions 1-3 to hold. When these assumptions hold, it is possible to exploit the definition of the system action space in Equation (7) to arrive at formulation (8). However, the decomposable MDP that we have defined in Section 3.1 may not be consistent with these assumptions; more precisely, the system action space may not naturally decompose along the components. Consider, for example, an optimal stopping problem where the system is actually M independent components. In this example, the action space (which consists of two actions, stop or continue) does not decompose along each component, and it does not make sense to think of the system action space as being the feasible set of a coupling constraint on the action spaces of M small MDPs.
Surprisingly, it turns out that there is a transformation by which one can convert any decomposable MDP with a general system action space into a weakly coupled MDP and thus apply the Lagrangian relaxation approach, even when the action space does not have a representation of the form in Equation (7). The steps of this transformation are as follows.
1. Construct M small MDPs, where the mth small MDP corresponds to component m of the decomposable MDP.
2. Set the state space of small MDP m to be m , the state space of component m.
3. Set the action space of small MDP m to be , the action space of the complete system. (Thus, each small MDP involves controlling how component m evolves across its own state space, where we may choose any action from the system action space .) 4. Enforce the following coupling constraint:
or equivalently, that
The above constraint is simple: it requires that the actions taken in small MDP m and small MDP m + 1 must be the same, or equivalently, the actions a m a m taken in any pair of small MDPs m m ∈ 1 M must be the same. It is easy to see that this weakly coupled MDP is exactly the same as the decomposable MDP of Section 3.1. We now construct the Lagrangian relaxation of this weakly coupled MDP. Introducing the Lagrange multiplier m a for the m a constraint in the family of constraints (10) and using to denote the vector of multipliers, the corresponding Lagrangian relaxation formulation of this weakly coupled MDP for initial state s, can be shown to be 
We refer to this relaxation as the alternate Lagrangian relaxation (ALR). A more detailed derivation of the ALR can be found in Section EC.3 of the electronic companion. As with the CLR and the ALO, one can form a value function approximation of the form in Equation (4) using the optimal V values and take the greedy action analogously to Equation (6).
It should be clear that the ALR problem (11) is not the same as the CLR problem (8). Problem (11) decomposes the state and does not decompose the system action space; it accomplishes this by endowing each component with the system action space and enforcing the action consistency constraint (10). Problem (8), on the other hand, decomposes the state and the action space by using the structure of the action space given in Equation (7). The resulting formulations thus differ in their sizes; typically, the ALR will be larger than the CLR because the dimensions of the ALR problem (numbers of variables and constraints) scale with the number of system actions. Note that problem (8) can be formulated only when Assumptions 1-3 hold. On the other hand, problem (11) can always be formulated, regardless of the structure of the action space. To the best of our knowledge, this type of alternate Lagrangian relaxation has not been proposed before.
To understand how the ALR relates to the fluid formulation, it is helpful to formulate the dual of problem (11) 
The dual variable z m ka can be interpreted as the expected discounted number of times that the component m is in state k and action a is taken over the entire horizon. Constraint (12b) models the long-term transition behavior of small MDP m, while constraint (12c) can be interpreted as the expected discounted version of the linking constraint (10); the expected discounted number of times that we take action a in small MDP m must be the same as the expected discounted number of times that we take action a in small MDP m + 1.
Having formed the dual problem (12), we can see that the ALR dual (12) and the finite fluid formulation (3) bear some resemblance, in terms of accounting for how frequently components are in specific states while a specific action is taken, accounting for the transition behavior and accounting for the fact that component state-action frequencies (the x m ka t variables in problem (3) and the z m ka variables in problem (12)) are linked across components through the action. However, the key difference lies in the fact that in problem (12), time is fully aggregated: the z m ka variables represent the long-run expected discounted frequency with which component m is in state k and action a is taken from t = 1 on. In contrast, in problem (3), time is partially disaggregated: for t = 1 to t = T , the transition behavior of the system is modeled separately for each t, and for t = T + 1 and beyond, the transition behavior is modeled in the same aggregate sense (compare constraints (12b) and (3c)). One can thus interpret the fluid formulation as a partially disaggregated version of the ALR dual (12). If one imagines the finite fluid formulation (3) with T = 0-i.e., the formulation does not account for the transition behavior separately for any periods and only accounts for transition behavior in a long-term discounted sense, from period 1 (= T + 1) on-then one can see that it would be equivalent to the ALR dual problem (12).
Let Z * ALR s denote the optimal value of the ALR formulation (11) corresponding to initial state s and let Z * ALO s denote the optimal value of the ALO formulation (5) corresponding to initial state s. The following result establishes that problems (11) and (5) m . There exists such that V is an optimal solution for the Lagrangian relaxation formulation (11) corresponding to state s if and only if V is an optimal solution for the ALO formulation (5) corresponding to state s.
The proof of this result, found in Section EC.1.6 of the electronic companion, follows by essentially showing that the optimal solution of one problem leads to a feasible solution for the other problem with the same optimal value.
We offer two remarks on Theorem 2. First, we believe Theorem 2 to be valuable because the alternate Lagrangian relaxation problem (11) is considerably more tractable than the ALO problem (5). Specifically, the former has a number of variables and constraints that is linear in the problem dimensions, while the latter has a number of constraints that is in general exponential in the number of components. One of the challenges of applying the ALO approach is that, although applying a basis function approximation as in Equation (4) allows one to reduce the number of variables, one is still left with a large number of constraints (one for each pair s a ∈ × ). To cope with the large number of constraints, one might use constraint sampling (de Farias and Van Roy 2004) or column generation techniques (see, e.g., Adelman 2007 and Adelman and Mersereau 2008) . Theorem 2 implies that in cases where is not too large, one can avoid resorting to these techniques by directly solving problem (11): by part (a) of the theorem, the resulting bound will be the same as that of the ALO formulation, and by part (b), the resulting value function approximation is also a valid ALO value function approximation (since the optimal V for the ALR problem (11) is also a valid optimal solution for the ALO problem (5)).
Second, it is valuable to contrast Theorem 2 to Proposition 7, which pertains to the relationship between the CLR and the ALO formulations. Theorem 2 asserts that the ALR and the ALO are equivalent, whereas 
Comparison of Bounds
With Theorem 2 in hand, we are ready to state our key theoretical result, whose proof appears in Section EC.1.7 of the electronic companion.
Theorem 3. For each s ∈ and all T ∈ 1 2 :
CLR s (when Assumptions 1-3 hold). Part (a) follows by using a solution of problem (3) with T to construct a feasible solution with objective value Z * T s for problem (12); part (b) follows by using Theorem 2 and part (a); and part (c) follows by combining part (b) with Proposition 7. In Section 5, where we apply our fluid approach to multiarmed bandits, we provide numerical examples that show these three inequalities can be strict and the bounds can be significantly different. The above result, Theorem 2, and Propositions 4 and 7 can together be summarized in the following corollary.
Corollary 2. When Assumptions 1-3 hold, for all s ∈ and all T ∈ 1 2 :
Theorem 3 essentially asserts that the fluid formulation provides a provably tighter bound than all three alternate approaches: the classical Lagrangian relaxation, the alternate Lagrangian relaxation and the ALO. The classical Lagrangian relaxation, and the ALO formulations have been widely applied to solve practical problems; it is fair to say that these approaches constitute the state-of-the-art in solving large-scale MDPs of practical interest. Our result is therefore significant because we have shown that the finite fluid formulation (3) leads to bounds that are at least as good as those of the Lagrangian relaxation and ALO formulations. In Section 5.4, we show that these differences can in fact be significant. More significantly, although Theorem 3 pertains to bounds, it is reasonable to expect that a formulation that produces a tighter bound will also produce better policies. Indeed, we will later show numerically that the heuristic policy given as Algorithm 1 based on the finite fluid problem (3) can significantly outperform the Lagrangian relaxation and ALO approaches.
Comparison of Formulation Sizes
As a complement to Theorem 3, where we compare the formulation bounds, we now compare the formulations in terms of their sizes. Table 1 summarizes the sizes of the four types of formulations in terms of the number of variables and the number of constraints. (Recall that q is the number of constraints that define the action space in Equation (7) for the CLR approach.)
Although the exact numbers of variables and constraints will depend on the specific values of m , , m , T , and q, we can derive some general qualitative insights:
• When Assumptions 1-3 hold and the action space can be described by a small number q of linking constraints as in Equation (7), then the CLR problem (8) will in general be the smallest formulation, as its dimensions are not dependent on and .
• The largest formulation will in general be the ALO problem (5), as the number of constraints in the ALO scales with the size of the system state space and the size of the system action space .
• The ALR problem (11) and the finite fluid formulation (3) will be somewhere in between the CLR problem (8) and the ALO problem (5), as the numbers of variables and constraints depend on the size of the system action space . Between the two, the fluid formulation will be larger than the ALR formulation due to the dependence on T .
Thus, while the fluid formulation provides a provably tighter bound than the other three formulations, it will in general not be the smallest formulation. In situations where the system action space is not too large, the improved quality of the bound may justify the additional computational effort required for the fluid formulation.
Disaggregating the ALO and the ALR
The key idea in the fluid problem (3) is to partially disaggregate time in the first T periods, and then aggregate time in a discounted way from period T + 1 on. This disaggregation is what allows us to prove that the fluid problem is tighter than the ALR (part (a) of Theorem 3). One might then wonder if this type of disaggregation can be applied in the ALR and the ALO. To understand how this disaggregation applies in the ALR and ALO formulations, let us define two new partially disaggregated formulations: the ALR(T ) formulation and the ALO(T ) formulation.
The ALR(T ) formulation is 
Note. The number of constraints quoted for each formulation does not count any nonnegativity constraints.
Let Z * ALR T s denote the optimal value of problem (13). The ALO(T ) formulation is 
Let Z * ALO T s denote the optimal value of problem (14). We then have the following theoretical result.
The first part of the equality restates more rigorously the earlier observation from Section 4.3, which is that the fluid problem can be viewed as the ALR problem with time disaggregated over a horizon of T periods. The second equality asserts that the fluid problem is equivalent to a time-disaggregated version of the ALO, analogously to Theorem 2.
Application to Multiarmed
Bandit Problems
Problem Definition
In the multiarmed bandit problem, the decision maker is presented with a set of bandits/arms, and each arm is endowed with some state space. At each point in time, the decision maker needs to select one of the arms to activate so as to maximize his long-term (over an infinite horizon) expected discounted reward. We consider the regular multiarmed bandit problem, where only the activated arm changes state and generates reward, and the restless multiarmed bandit problem, where inactive arms may also change state state (i.e., passive transitions are allowed) and generate reward (i.e., there are passive rewards).
Fluid Model
The multiarmed problem can be readily formulated in our fluid framework. The components M of the stochastic system correspond to the individual bandits. The action space is defined here as = 1 M . The reward g m ka , for m ∈ 1 M , k ∈ m , and a ∈ , is the reward that is earned when arm m is in state k and arm a is activated. Similarly, p m kja is the probability that bandit m transitions from state k ∈ m to state j ∈ m when arm a is activated. In the case of the regular bandit problem, we need to ensure that whenever m = a, g 
Relation to Bertsimas and Niño-Mora (2000)
One interesting property of the fluid formulation is how it relates to the performance measure formulation developed in Bertsimas and Niño-Mora (2000) . Let w m j0 be defined for every bandit m ∈ 1 M , state j ∈ m as the expected discounted number of times that bandit m is in state j and it is not activated. Similarly, let w variables are referred to as performance measures. Finally, suppose that the system starts in state s ∈ at time t = 1 and as assumed in Section 5.1, we must activate exactly one arm at any period.
For a given collection of performance measures, the corresponding reward is the sum 
In words, the formulation finds the vector of performance measures w that satisfies the transition constraints at the level of the components and maximizes the total expected discounted reward, which is just the sum of the performance measures weighted by their corresponding rewards. Note that in terms of the data defining the fluid formulation, the data in problem (15) (2000) propose a primal dual heuristic where one solve problem (15) at each new state s. We describe how the heuristic operates for the case when exactly one arm must be activated at each period; for more details, the interested reader is referred to Bertsimas and Niño-Mora (2000) . Using the solution of the problem, the heuristic considers the optimal variables w Before continuing on to the results, it is important to establish how the performance region formulation relates to the formulations presented in Section 4 and to the fluid method. Let Z * BNM s be the optimal objective value of problem (15) when the system starts in state s ∈ . First, problem (15) and the CLR problem (8) are equivalent; this connection was originally observed by Hawkins (2003) . To see this, for each m set m = 0 1 , where 1 indicates that bandit m is activated and 0 indicates that it is not activated, and plug in the following choices of D m · and b for the coupling constraint in Equation (7):
This coupling constraint requires that exactly one bandit be activated. It is then easy to see that the dual CLR problem (9) exactly coincides with problem (15), leading to the following result.
Proposition 8. For each s ∈ , Z * CLR s = Z * BNM s . It turns out that problem (15) and the ALR problem (11) for the problem as defined in Section 5.1 are in fact the same, in that they lead to the same objective value.
Proposition 9. For each s ∈ , Z * ALR s = Z * BNM s . The proof (found in Section EC.1.9 in the electronic companion) consists of showing that the optimal solution of one can be used to construct a feasible solution for the other. An immediate corollary of this result and Theorem 3 is that the finite fluid formulation bound Z * T s is at least as tight as the performance region bound Z * BNM s .
Corollary 3. For each s ∈ and T ∈ 1 2 , Z Note. In each instance, value of and metric, the best value is indicated in bold.
In Sections 5.4, we will show that the inequality between Z * T s and the four equivalent bounds-Z * ALO s , Z * ALR s , Z * CLR s , and Z * BNM s -can be strict. Since the fluid formulation provides a bound that is at least as tight as the performance region formulation, it would seem reasonable to expect that the heuristic policy derived from the fluid formulation to give performance that is generally as good as, if not better than, that of the primal dual heuristic derived from the performance region formulation in Bertsimas and Niño-Mora (2000) . In Section 5.5, we will show that this is indeed the case, and that in fact the fluidbased heuristic significantly outperforms the primal dual heuristic of Bertsimas and Niño-Mora (2000) .
Bound Comparison
We begin the discussion of our numerical results by comparing the bound generated by our fluid optimization model to the bound generated by the ALR on medium-scale instances. For the fluid approach, we considered T values of 1, 5, and 10; for values of T > 10, the metric values changed negligibly relative to T = 10.
We set the number of bandits M to 5 and the number of states of each bandit n to 4, resulting in 5 4 = 1024 system states. In each bandit state space, we number the states from 1 to n (i.e., m = 1 2 n ). We generated four different sets of five instances, with the following structure:
• REG.SAR, consisting of regular multiarmed bandits, where the reward g m km was set as g m km = 10/n · k for every bandit m and state k. Each active transition probability vector was drawn uniformly from the n − 1 -dimensional unit simplex.
• RSTLS.SAR, consisting of restless bandits, with the same reward structure as REG.SAR. Each active and passive transition probability vector was drawn uniformly from the n − 1 -dimensional unit simplex.
• RSTLS.SBR, consisting of restless bandits, where the active reward g Table 3 .
Objective value results (in %) for infinite horizon experiment, M = 5, n = 4, for instance 1 of sets RSTLS.SBR and RSTLS.DET.SBR. Theorem 2, Propositions 8 and 9 that the ALR problem (11), the CLR problem (8), the ALO problem (5), and the performance region problem (15) all yield the same objective value for a fixed initial state s. We can see that for every instance and every discount factor, the objective values from the fluid formulation are closer to the optimal objective than those from the ALR and, by extension, those from the ALO, CLR, and performance region formulations. We can also see that although part (b) of Theorem 3 indicates that the fluid bound does not worsen as T increases, there is negligible improvement beyond the T = 5 to T = 10 range. This suggests that we can obtain substantially better state-wise bounds than the ALR formulation by solving only a modestly larger LO problem.
Large-Scale Bandit Results
So far, we have focused on bandit problems that are relatively small, and we have compared the bounds from the different methods. In this section, we compare the policy performance of the methods on larger instances, where the optimal value function is unavailable to us and where we must resort to simulation. We consider instances that are generated in the same way as the RSTLS.DET.SBR set of the previous section, for values of M in 5 10 15 20 and values of n in 5 10 20 . We restrict ourselves to a discount factor of = 0 99 and simulate the system for 500 steps. We consider the fluid heuristic with T values of 1, 2, 5, and 10; the ALR approach; the primal dual heuristic of Bertsimas and Niño-Mora (2000) the arm that leads to the highest immediate reward). For the ALR approach, we re-solve it at each new state s and take the action that is greedy with respect to the value function approximation V. Note that we do not consider the policy that is greedy with respect to the value function approximation from the ALO formulation (5) since by part (b) of Theorem 2, any value function approximation that is optimal for the ALR (11) is a value function approximation that is optimal for the ALO (5), and vice versa. Similarly, we do not consider the policy that arises from the CLR formulation (8), since by Propositions 8 and 9, the CLR and ALR formulations are equivalent for this problem.
To compare the methods, for each pair M n , we generate K = 100 random initial states s 1 s K by uniformly selecting one of the n states for each component. We simulate each policy h from each initial state s k to obtain a realized reward J k h . We also compute the initial objective value Z k h of the policy h (where applicable) at each initial state. For each initial state s k and method h, we thus obtain a gap value G k h , defined as
where Z * k = min h Z k h is the lowest upper bound available (in this set of experiments, this is the fluid method with the largest value of T ). We then consider the mean value of G k h K k=1 for each method h, which we report as G mean h . 
and we compute the mean over the K initial states as U mean h . Finally, for each initial state s k and each method h that is based on an optimization formulation, we compute T k h , which is the average solution time in seconds of the underlying formulation over all of the steps of the simulation. We then consider the mean value of T k h K k=1 for each applicable method h, which we report as T mean h . Tables 4 and 5 display the results from this collection of instances. With regard to policy performance, the results indicate that the fluid method delivers excellent performance, even in the most challenging instance (M = 20, n = 20), and significantly outperforms the greedy heuristic, the Lagrangian relaxation approach, and the primal dual heuristic. From a solution time perspective, the finite fluid formulation (3) does take considerably more time per action than either the performance region formulation (15) or the ALR formulation (11). However, even in the largest case (M = 20, n = 20) and for the largest value of T , the average time per action is on the order of 2.6 seconds; for certain applications, this amount of time may still be feasible.
Conclusion
In this paper, we have considered a fluid optimization approach for solving decomposable MDPs. The essential feature of the approach is that it models the transitions of the system at the level of individual components; in this way, the approach is tractable and scalable. We provided theoretical justification for this approach by showing that it provides tighter bounds on the optimal value than three stateof-the-art approaches. We showed computationally that this approach leads to strong performance in multiarmed bandit problems.
There are several promising directions for future research. It would be valuable to extend the approach to deal with situations where the data (e.g., the transition probabilities) are not known precisely and may become known more precisely with time. Problems of this kind fall in the domain of robust optimization (see Bertsimas et al. 2011) , and it would seem that an adaptable robust version of the fluid formulation could be appropriate in this setting. At the same time, problems of this kind could also be viewed as reinforcement learning problems. One approach from this direction could involve combining the fluid approach with posterior sampling (see, e.g., Russo and Van Roy 2014) : in this approach, one would maintain a distribution over the problem data, and at each period, one would take a sample from this distribution, solve the fluid problem corresponding to the sample to determine the action to take and update the distribution with the realized reward and transitions from that action. Exploring the benefits of such a scheme, as well as other ways of combining the fluid method with reinforcement learning methods, thus constitutes another interesting direction of future work.
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