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Abstract
Methods for inferring the velocity eld from the peculiar velocity data are described and applied
to old and newer data. Inhomogeneous Malmquist bias and ways to avoid it are discussed and
utilized. We infer that these biases are probably important in interpreting the data.
1 Error and Bias
Measurements of large-scale peculiar velocities (LSPV) can provide very powerful tests of cosmological
models, since they help us to determine the distribution of mass rather than the distribution of light.
Bertschinger and Dekel [4] have shown that in spite of nonlinear clustering on small scales that one can
use the velocity of matter on large scales to infer the large-scale mass distribution. However in using
D
n
- and Tully-Fisher estimates of distances to infer the peculiar velocity eld of galaxies one is beset
with two major diculties. The rst diculty is that the distance estimators are not very accurate,
with 15%-20% fractional errors. Thus individual galaxies at moderate redshifts of  5000 km/s may
have errors in estimates of their velocity which are much larger than the velocity one is trying to
estimate. The second diculty with inferring velocities from these inaccurate distance estimators is
one of bias: that the errors may not only be large, but they may also lead to systematic over- or
under-estimates of the velocity. Clearly both the error and the bias must be understood before one
can proceed to apply this data to ruling in or out cosmological models on the basis of the LSPV data.
In this contribution are presented methods for estimating velocities, errors, and biases which have
been developed by Nick Kaiser and the author [12].
The canonical results on LSPV comes from applying the POTENT algorithm [7] to the distance
estimator data to obtain an estimate of both the smoothed velocity eld and the uncertainty in this
reconstruction. The way that POTENT handles the large velocity errors is to average the estimated
velocities of all the galaxies in a given region to estimate the average velocity in that region. In
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particular the galaxies' velocities are summed, weighted by a window function, to obtain an estimate
of the smoothed velocity eld. The Gaussian functional form of the window function is chosen for
simplicity but the Gaussian width and galaxy weighting scheme is chosen using trial and error on
Monte Carlo velocity elds. Estimates of the uncertainty and biases are also obtained from Monte
Carlo simulations. The POTENT algorithm appeared to perform well in the Monte Carlo simulations
of ref [7] however Monte Carlo simulations of POTENT by Newsam et al. [20] do indicate the existence
of large biases depending on exactly which distance estimator is used. The question of statistical biases
will be discussed more extensively below, but we will begin by suggesting an alternative method of
assigning statistical weights.
2 Regulated Inversion and Bayesian Estimators
There is nothing wrong with the trial and error method of assigning statistical weights (i.e. the window
function) used by POTENT. However there are other methods of assigning statistical weights which
are less ad hoc and which under certain circumstances may be considered \optimal". The general
problem with trying to t a curve or a velocity eld model to noisy data is the conict between trying
to get the model to match the data while trying to avoid putting features in the model which are not
justied by the data points. We would like to use a \non-parametric" model with a very large number
of degrees-of-freedom (dof) which thus imposes no restrictive geometry on the model. With this many
dof one may choose a model which passes through all of the data points, however since the noisy
data will exhibit wild uctuations many of which are not real this would be a poor reconstruction
procedure. To obtain sensible answers one must \regulate" the reconstruction procedure in some way.
Unfortunately there is no a priori method of determining precisely how believable a given uc-
tuation in the data is. In order to regulate the reconstruction one must impose some preconception
about what the velocity eld should look like. This may be done, as in the POTENT method [7], by
tuning ones reconstruction procedure to reproduce the velocity elds when the data is drawn from a
CDM model, or more explicitly in the Bayesian approach described below. In any case as the data
gets better the imposed preconception will play less of a role and the data more. The \direction" from
which the inferred velocity eld approaches the true velocity eld as the data improves will depend
on the imposed preconception.
One can formalize ones preconceptions in terms of a prior probability distribution, p
i
, for the
velocity eld. If the velocity eld from which the data were truly drawn from p
i
then Bayes theorem
tells us that the posterior distribution is given by
p
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where the p's are functionals of the radial velocity eld, v
r
(x); p
e
gives the assumed known distribution
of the velocity estimator errors, and p(data) only plays the role of a normalizing constant. The 1st
term of the rhs is the likelihood function for v
r
(x) which is larger for v
r
(x) which are better ts to the
data and smaller for less good ts. The goodness-of-t refers only to the smallness of the dierence
between the measured estimates of the peculiar velocities and the model velocities. Multiplying this
is our prior distribution, p
i
, which is large for what we might consider reasonable v
r
(x) and smaller
for elds which are unreasonable. Thus p
i
plays the role of the regulating function, which is used to
exclude wildly oscillating v
r
(x) which are nevertheless good ts to the data.
If one wanted to choose a particular realization of v
r
(x) as a guess for the true v
r
(x), a natural
choice given the posterior distribution of eq 1, would be the expectation value for v
r
(x) under this
distribution, i.e.
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If the p
i
were truly the distribution from which v
r
(x) then clearly v
r
(x) would be the unbiased estimator
of v
r
(x). While v
r
(x) may not oscillate wildly it will not be a realistic velocity eld. One will nd
that at distances far from any velocity data that v
r
! 0. For most reasonable priors the sign of v
r
at positions far from any data is just as likely to be positive or negative. Therefore v
r
= 0 is a good
estimator since it is, on average, closer to the truth than other values. We may also want to estimate
the density or gravitational potential which generates these velocities, or their spatial averages. These
quantities are, for small perturbations and irrotational ow, linearly related to v
r
, i.e  = L(v
r
(x)). A
good estimator of these quantities are their expectation values under the posterior distribution which
is given by

 = L(v
r
(x)). This is what we will use below. From p
p
one may also estimate how accurate
these estimates are. The mean square deviation of the true value of  from its mean value estimate
is given by
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In summary, if one is able to chose a prior distribution, p
i
and able to perform the integrals of
eq 2 & 3, then one has an estimator of most quantities of interest and an estimate of how accurate
these estimators are. This method of assigning statistical weights may be used in place of that used
in the POTENT [7] or Max-Flow [21] algorithms. All methods of assigning statistical weights have
certain inherent biases in them. With the Bayesian method one chooses the biases explicitly.
While mentioning POTENT and Max-Flow we should include a word about sampling gradient
bias and non-radial paths. The statistical weights that a Bayesian posterior distribution assigns to the
galaxies are the correct ones for the sample of galaxies one uses and for the prior distribution one is
assuming. Since the sampling is properly accounted for there is no sampling gradient bias as dened
in ref [7]. Furthermore since one is not explicitly integrating along paths to nd the velocity potential
the question of integration along radial or non-radial paths never arises. The correct statistical weights
are assigned by construction.
Of course the problem is in choosing p
i
. Almost any reasonable choice will serve the function of
regulating the tting procedure and thus preventing wild oscillations in v
r
. If one chooses a p
i
in which
the data is very improbable then the v
r
(x) one will obtain will be an unhappy compromise in which
neither goodness-of-t to the data nor goodness-of-t of v
r
(x) to the prior distribution are obtained.
Unless ones prejudices are very strong one would probably like to only consider p
i
's which yield v
r
(x)'s
which are a good t to the data. One method of nding such p
i
's in advance is to consider a class
of models with a small number of parameters, say Gaussian random noise with variable amplitude
and spectral index, and then use the likelihood function for these parameters to determine acceptable
values. One would probably want to do this anyway since constraining model parameters is the main
reason for looking at the peculiar velocities.
If one assumes Gaussian random noise for the prior distribution and assumes that the errors in
the peculiar velocity estimators are Gaussian then the posterior distribution is also Gaussian. The
distance estimator errors are usually assumed log-normal but since the fractional errors are small
a Gaussian is not a bad approximation. If one has a set of estimators, fV
a
r
g, of the radial peculiar
velocity at the set of positions, fx
a
g, then the expectation value of some eld (x) under the posterior
distribution is given by [23, 14]
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where    indicates an average under the posterior distribution and h  i indicates an average under
the prior distribution. Note that the dierence between v
r
(x
a
) and V
a
r
is that the latter includes
the velocity estimator errors and the former does not. The h  i are easy to compute in terms of the
assumed power spectrum no matter whether  is density, velocity, or potential. The error is in the
estimators, (x), are given by the correlation function
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Since the distribution is Gaussian the mean value of eq 4 and the correlation function of eq 5 fully
determine the entire distribution. Even if the distribution is not expected to be Gaussian the mathe-
matical convenience of being able to sum over all realizations analytically argues for using the Gaussian
FIGURE 1 Shown are the Bayesian reconstructions in the Supergalactic Plane of the overden-
sity, =, (left) and the gravitational potential,  (right). The solid lines are positive contours,
the dotted lines are negative contours, and the dashed line the zero contour. The contours are
in units of 0:2 for = and 10
 5
=c
2
for . The locations of several galaxy clusters, the Local
Group, and the Great Attractor [17] are indicated. The plotted region is 200h
 1
Mpc on a side.
The prior distribution is Gaussian with an n =  1 power-law power spectrum an amplitude
corresponding to a 1000 km/s 3-d velocity dispersion. The power is cuto with an 18 h
 1
Mpc
resolution on small scales and a 200 h
 1
Mpc resolution on large scales (hence the periodicity).
The galaxies are positioned according to their estimated distances.
assumption, at least as a rst approximation. The use of a Gaussian prior does not exclude (x) from
having \non-Gaussian" behavior. The random-phase property of Gaussian distributions means that
the Gaussian prior has no preference for any particular phase-correlations but the posterior distribution
may have phase-correlations if the data prefer it.
3 Bayesian Reconstruction in Real Space
In gs 1-3 are reconstructions of the overdensity eld and the gravitational potential eld obtained by
the Bayesian technique using 2425 estimates of peculiar velocities provided by D. Burstein (Mark II
release) [1, 2, 3, 5, 8, 9, 16, 17], J. Willick [24], and D. Mathewson [18, 19]. For the Mark II release we
use Burstein's estimate of the velocity-estimator errors. We have used the homogeneous Malmquist
corrected velocities and where group assignments are provided we have combined all the galaxies in
the group into one data point. This should reduce the inhomogeneous Malmquist bias in both real-
space and redshift-space. The reconstruction was done in a cubical box, L = 200 h
 1
Mpc on a side,
aligned with the Supergalactic coordinate system, and centered on the Local Group. Only measured
galaxies within this box are included, the galaxies are placed at their homogeneous Malmquist corrected
estimated distances, and the velocities used are in the Cosmic Microwave Background (CMB) frame.
The prior distribution is Gaussian with a power-law power spectrum and amplitude corresponding
to an expected 1000 km/s 3-d rms velocity for each galaxy. However the spectrum only applies to
modes inside the box and only modes with wavenumber k  14=L are included, corresponding to a
18 h
 1
Mpc resolution limit. To account for velocities generated on scales below our resolution we add
a (250 km=s)
2
1-d \eld dispersion" to each galaxy and group. This eld dispersion of each group is
assumed statistically independent for each galaxy and is included in quadrature in the 1000 km/s.
The spectral indices chosen are n =  1, n = +1, and n =  3. An n = +1 spectrum expects most
FIGURE 2 Same as for gure 1 except n = +1.
FIGURE 3 Same as for gure 1 except n =  3.
of the velocity to be generated on small scales near the resolution scale, an n =  3 spectrum expects
most velocities generated on large scales near the box size and an n =  1 spectrum expects velocities
generated equally on all scales. On these scales a spectral index of   1 is what one might expect
from the galaxy distribution [11, 10]. The goodness-of-t of all three of these model velocity elds is
about the same: a reduced 
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of  1:7 for 2425 dof. This is, of course, not a very good t. A more
generous eld dispersion would have made this smaller. Since these models have roughly the same
goodness-of-t there is no strong reason to choose one over the other.
We see that by comparison the density elds under these three priors are signicantly dierent.
As one would expect, for the n = +1 model there is much more substructure, somewhat less in the
n =  1 model, and much less in the n =  3 model. In contrast the general structure of the potential
eld is rather similar between the dierent models. There is a deep potential well with bottom near
the Great Attractor [17] and a much weaker well near Pisces. The Great Attractor shows no evidence
of being a monolithic mass concentration, with nearby voids in all models. However the overall picture
for the ow, including mass concentrations both above and below the plane, seems to be infall into
the Great Attractor. Unfortunately we will argue that many of the structures seen here are artifacts.
4 Inhomogeneous Malmquist Bias
In deriving the Bayesian method described above it has been assumed that the velocity estimators
used are drawn from a probability distribution with the properties:
I) the mean value is equal to the true velocity at the position assigned to the galaxy,
II) the variance is known,
III) the error distribution is statistically independent for each galaxy, and
IV) the distribution is Gaussian.
A rst step toward satisfying I) is to obtain an unbiased \raw" distance estimator:
^
d, one whose
expected value would give the correct distance (and hence peculiar velocity) for a given galaxy. It is
argued [22, 13] that the raw distance estimators used so far may be biased due to the way the galaxies
are selected and other distance estimators have been proposed. Of course, what one really needs is an
unbiased estimator of the velocity at a given position which is not usually given by an unbiased raw
distance estimator. The main diculty with achieving this goal is that we have no way of knowing
the true distance to a given galaxy.
What is usually settled for (c.f. in the above analysis) is the peculiar velocity as a function of
estimated position. While an unbiased raw distance estimator guarantees that the amount of distance
overestimation is balanced by the amount of distance underestimation when averaging over galaxies
at a xed distance, it does not guarantee that this is true for all galaxies at a xed estimated distance.
This asymmetry can occur when
1) the distribution of distance estimators is not symmetric about the true distance, and/or
2) the distribution of galaxies at larger and smaller distances is not the same because
a) there is more volume and hence more galaxies at larger distances,
b) the galaxies are not uniformly distributed in space,
c) the galaxy samples used are not uniformly selected in space.
In order to avoid spurious peculiar velocities caused by these eects one should apply a \Malmquist"
correction to the distance estimator:
^
d !
^
d
M
. The Malmquist correction is the oset required to
assure that the average estimated distance equals the average true distance of all the galaxies at a
given estimated distance and similarly for the average peculiar velocities. One then assigns the galaxies
positions at a distance,
^
d
M
, and estimates the peculiar velocity by ^v
M
= cz  H
0
^
d
M
. Since the size of
the biases from 2b) and 2c) are often dicult to estimate usually only a \homogeneous Malmquist
correction" (see [17]), which accounts for only 1) and 2a), is used. Leaving aside selection eects,
one could rightly argue that the homogeneous correction is the proper correction, when averaging
over dierent realizations of the galaxy distribution. One could properly use such a homogeneous
correction if one were prepared to take into account the strong correlations in the distance errors
FIGURE 4 Illustration of inhomogeneous Malmquist bias: a) (d) (solid), 
g
(d) (dotted), and
^
(
^
d) (dashed) derived from z(
^
d), b) z(d) (solid) and z(
^
d) (dashed) derived from the
^
d-z galaxy
distribution, c) the
^
d-z distribution of galaxies assuming 15% distance errors. N.B. The bias is
the exaggeration of the features in the solid curves by the dashed curves.
between neighboring galaxies the inhomogeneous galaxy distribution introduces. These correlations
would strongly violate assumption III) and would also require modeling of the statistics of the galaxy
distribution. Landy and Szalay [15] have proposed a technique for estimating the \inhomogeneous"
bias due both to 2b) and 2c), which uses only the galaxies whose distances are estimated. While these
inhomogeneous corrections have not been much used so far, it is clear from the results of refs [15, 20]
that they make signicant corrections to the inferred ows, especially at the edge of ones sample.
To illustrate how this inhomogeneous bias works we present the results from a 1-d Zel'dovich
simulation in g 4. The solid line in the 1st panel of shows the density vs. distance from the observer
of a mildly nonlinear density perturbation. The galaxy number density illustrated by the dotted line
follows the mass density, but with a bias factor of 2. The mass inhomogeneities produce peculiar
velocities which give the redshift-distance relationship shown by the solid line in the 2nd panel. This
exhibits an s-wave pattern of infall onto the positive mass concentration and an anti-s-wave outow
around the negative mass concentration. In 1-d one can infer the mass overdensity from this curve via
 =
1
f(

0
)

1 
dz
dd

f(

0
)  

0:6
0
(6)
In the 3rd panel we have drawn 2000 galaxies from our distribution and scattered them in
^
d-z space
using log-normal distance errors, 15% scatter, and the homogeneous Malmquist corrections [17]. The
usual procedure is to take a distribution, average at a xed
^
d, to obtain z(
^
d). This function is then
used to infer velocities and densities. The dashed line in the 2nd panel gives the z(
^
d) one would obtain
in the limit of innite sampling. The central horizontal bar comes from the concentration of galaxies
near the center. We see that these galaxies tends to draw up z(
^
d) in front of the concentration and to
draw down z(
^
d) in the back. The opposite eect occurs for the more distant void. The net eect is to
over-accentuate the the s-wave and anti-s-wave. The overdensity one would infer by using z(
^
d) in eq
6 is given by the dashed line in the 1st panel. We see that the masses of features are overestimated.
To get a feel for the size of this eect consider a small amplitude 1-d sinusoidal perturbation along
the line-of-sight with a constant galaxy bias, b, and a normally distributed distance error with constant
rms, . In this case the homogeneous Malmquist correction is zero. In the limit of innite sampling
and small amplitude the inferred mass density and velocity as a function of
^
d is related to the true
density and velocity in real space by
^

g
(
^
d) = e
 
1
2
(k)
2

g
(d) ^v(
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where k is the wavenumber. If one were to infer f=b in the usual way one would obtain
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The 2nd term in this equation is present whether or not there are any true velocities. Let us apply
this simplistic model to a simplistic model of our own neighborhood: we live in a trough of galaxies
between the large concentrations of galaxies in Hydra-Centaurus and Perseus-Pisces. The peak-to-
peak wavelength is   100 h
 1
Mpc and taking 15% of half this distance for  one nds a spurious
addition to f=b of 0.22 which could add signicantly to 

0
if the true value is near 1. Better estimates
of these biases can and should be gotten by applying the inhomogeneous Malmquist corrections to the
data.
01
2
0
0
0
[estimated] distance
FIGURE 5 Same as for gure 1 except the galaxies are positioned at their redshift distances
and no homogeneous Malmquist correction is applied.
5 Bayesian Reconstruction in Redshift Space
Instead of the traditional approach outlined above one can instead try to estimate the velocity eld
in redshift space which avoids much of the problems with Malmquist corrections. If one imagines
that the ow is cold, i.e. there is a well dened velocity at each position with negligible dispersion,
then all of the galaxies at a given redshift and position on the sky are at the same position in space.
Thus if one has an unbiased raw distance estimator it will yield an unbiased estimator of distance and
peculiar velocity when averaging over galaxies at a given position in redshift space. The velocity eld
thus obtained is not biased by galaxy clustering or selection eects the way it is in estimated distance
space. Furthermore since redshifts can be measured accurately there is not the same ambiguity of
where to place the galaxy. If one is able to obtain an accurate redshift space velocity eld then one
can easily transform this into the real space velocity eld. Of course the cold-ow approximation is
not extremely accurate, pairwise velocity dispersions of  400 km/s are found on fairly small scales
[6] and much larger dispersions are found in clusters of galaxies. Clusters are fairly easy to identify on
the sky and if one combines the galaxies in a cluster into a single object one can decrease the eective
dispersion considerably. The eect of the remaining dispersion is similar to the usual inhomogeneous
Malmquist eect however it has just the opposite sign: it creates false infall into voids and false outow
out of galaxy concentrations thus underestimating the density contrasts. Redshift is a more accurate
distance indicator than the traditional D
n
- or Tully-Fisher at the distances of the Great Attractor or
Perseus-Pisces. The redshift space Malmquist eects are thus smaller than those in estimated distance
space.
Figure 5 presents the results of an n =  1 velocity reconstruction, performed as before except using
redshift distances and using velocity estimators which are not Malmquist corrected. The small redshift
to real space conversion has not been performed which may leave noticeable artifacts in the density
eld. The most striking dierence between this reconstruction and the previous ones, is that the main
potential well has moved beyond the Great Attractor, indicating ow past it. The fact that the well
is in the box at all is partly due to periodicity in a nite box. It would be dicult to determine where
the ow converges since there are very few galaxies at these distances. The reason for the dierence
between this reconstruction and the previous one is that the average raw velocity estimators at a
given redshift do not show the convergence of ow that is exhibited by the homogeneous Malmquist
corrected velocity estimators averaged at a given estimated distance. The two ows should be similar
if slightly distorted versions of each other. Since this is not the case it seems likely that the traditional
method is signicantly contaminated by inhomogeneous Malmquist bias. Fig 5 is probably closer to
the truth.
Acknowledgements. Thanks to Dave Burstein, Je Willick, and Don Mathewson for providing
their data. Thanks also to Nick Kaiser with whom much of the work reviewed here has been done.
AS was supported in part by the DOE and the NASA through grant number NAGW-2381.
References
[1] Aaronson, M. et al. 1982. Astrophys. J. Suppl. 50, 241
[2] Aaronson, M. et al. 1986. Astrophys. J. 302, 536
[3] Aaronson, M. et al. 1989. Astrophys. J. 338, 654
[4] Bertschinger, E., & Dekel, A. 1989. Astrophys. J. 336, L5
[5] Bothun, G. et al. 1984. Astrophys. J. 278, 475
[6] Davis, M. and Peebles, J. 1983. Astrophys. J. 267, 465
[7] Dekel, A., Bertschinger, E., & Faber, S. 1990. Astrophys. J. 364, 349
[8] deVaucouleurs, G. and Peters, W. 1984. Astrophys. J. 287, 1
[9] Dressler, A. and Faber, S. 1990. Astrophys. J. 354, 12.
[10] Feldman, H., Kaiser, N., and Peacock, J. 1993. preprint
[11] Fisher, K., et al. 1993. Astrophys. J. 402, 47
[12] Kaiser, N., & Stebbins, A. 1991. in Large Scale Structures and Peculiar Motions in the Universe,
p 111, eds Latham, D.W. & da Costa, N. (Astronomical Society of the Pacic Conference Series
Vol 15 : San Francisco)
[13] Hendry, M. & Simmons, J. 1993. preprint
[14] Homan, Y. & Ribak, E. 1992. Astrophys. J. 384, 448
[15] Landy S. and Szalay, A. 1992. Astrophys. J. 391, 494
[16] Lucey, J. and Carter, D. 1988. Mon. Not. R. Astr. Soc 235, 1177
[17] Lynden-Bell, D., et al. 1988. Astrophys. J. 326, 19
[18] Mathewson, D., Ford, V., & Buckhorn, M. 1992. Astrophys. J. 389, L5
[19] Mathewson, D., Ford, V., & Buckhorn, M. 1992. Astrophys. J. Suppl. 81, 413
[20] Newsam, A., Simmons, J., & Hendry, M. 1993. preprint
[21] Simmons, J., Newsam, A., & Hendry, M. 1993. preprint
[22] Schechter, P. 1980. Astron. J. 85, 801
[23] von Mises, R. 1964.Mathematical Theory of Probability and Statistics, ed Geiringer H. (Academic
Press: New York) xVIII-9
[24] Willick, J. 1990. Astrophys. J. 351, L5
