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Abstract
Laser-induced micro-plasma dynamics are investigated in laboratory air, ultra-high-
pure hydrogen gas, and hydrogen-nitrogen gas mixtures. The dissertation focuses on
atomic spectroscopy of hydrogen in the visible region.
Line-of-sight measurements are analyzed to obtain spatial distributions of electron
densities and excitation temperatures. The studies include evaluation of self-
absorption phenomena. The plasma dynamics occur initially well above re-entry
speeds and diminish to hypersonic and then supersonic expansions. Expansion
velocities are measured that are above three hundred times the speed of sound
in standard atmosphere. Optical breakdown is induced by using pulsed laser
radiation. Emission spectra are collected by employing a spectrometer equipped
with an intensified charge-coupled device. Atomic emission profiles for hydrogen
alpha, hydrogen beta and hydrogen gamma lines are utilized to determine plasma
characteristics such as electron density and excitation temperature for specific time
delays. The duplicating mirror approach is applied for the evaluation of self-
absorption. The extent of self-absorption is investigated for various time delays
from plasma generation. The electron density is also determined from singly ionized
nitrogen lines and compared with values obtained from the hydrogen lines to further
evaluate self-absorption.
Experimental records are modeled using computational physics including inver-
sions of integral equations to infer radial distributions from line-of-sight measure-
ments. The presented work contributes to the fundamental understanding of laser-
induced breakdown spectroscopy widely utilized for analytical diagnostics of gases,
liquids or solids.
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Chapter 1
Motivation and Introduction
1.1 Motivation
Technological advancements occurred after invention of laser devices. Focusing pulsed
laser radiation to achieve high peak power allows one to generate a laser spark
that can be utilized for analytical diagnostics, commonly known as laser-induced
breakdown spectroscopy. Plasma emission spectra are collected and analyzed for
quantitative and qualitative information of the sample. Dynamic processes can be
investigated with the time-resolved emission spectroscopy. Plasma characteristics
change with time; therefore, time-resolved emission spectroscopy is vital to extract
valuable information that can appear at the same or adjacent wavelengths but for
different temporal windows. Modern detectors, electronic gating and averaging of
the signals have positively impacted temporally resolved spectroscopy [1]. Further
advancements in time-resolved techniques emerged with the availability of gated
or intensified charge-coupled detectors. Modern instruments are used for the data
collection for this dissertation with a temporal window at the nanosecond scale. For
plasma generation with focused nanosecond laser pulses, the initial portion of the
laser pulse energy generates optical breakdown and the remaining portion interacts
with the evolving plasma.
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Laser-induced breakdown spectroscopy is especially attractive because of its
capability to analyze elements in various matter phases that include solids, liquids and
gases with little or minimal sample preparation [2, 3]. Elemental analysis, material
composition, geochemical and environmental analysis, archaeological and cultural
heritage, plasma characterization, homeland security and bio-medical investigations
are examples of current research on Earth [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].
For example, LIBS techniques are suitable for in situ analysis of historical and
archaeological copper alloys which is deeply corroded, where other non-destructive
techniques such as X-ray fluorescence can not be used for quantitatively determining
the bulk composition of the alloy [3]. Breakdown thresholds and plasma absorption
coefficients are determined for potential laser surgery applications or angioplasty [14].
Some other applications of LIBS include the detection of biological contaminants of
foods [17], polymer identification for recycling of different hazardous types of plastics
[18], liquid slag analysis for steel production [19]. Furthermore, the LIBS technique
shows important applications in the studies of material composition in Mars and lunar
explorations [5, 20, 21]. LIBS with “Remote Micro-Imager” provides detection of light
elements like hydrogen which can indicate the presence of water. Of course, presence
of water is a key element in terms of habitability. One can also generate astrophysical
conditions in the laboratory for the study of, for example, white dwarf photospheric
conditions by utilizing hydrogen Balmer lines for measurement of electron density
[22, 23]. Hydrogen is abundant in the Universe. Moreover, various stellar objects
emit hydrogen Balmer series lines. Clearly, the study of the Balmer series is useful
in the astronomy. Laser-induced plasma diagnostics is also applicable in the study of
supersonic and hypersonic phenomena.
2
1.2 Laser-induced Breakdown Spectroscopy
Fundamental theory of the laser was first established by Einstein by introducing the
concept of stimulated emission and deriving the Planck radiation law using the so-
called Einstein coefficients. The first ruby laser that operated with optical pumping
was introduced by Maiman in 1960. Two years later Brech and Cross detected
the spectrum of plasma induced in a material by ruby laser [24]. Laser Induced
Breakdown Spectroscopy (LIBS) was first attributed to Runge et al. in 1964 [25].
From 1970 to 1980 numerous research experiments were performed at Los Alamos
National Laboratory by Radziemski and Cremers [26]. Since then, LIBS has been
used as a means of elemental analysis for solids, liquids and gases, with little or
minimal sample preparation. LIBS became an active area of research for a significant
number of investigators all over the globe [2, 3, 27, 28, 29, 30, 31, 32], including
studies of material composition in Mars explorations. On the other hand, LIBS based
instrumentation began to appear in the early 1980s and commercial LIBS instruments
started to be available from the 1990s. In the 1990s technological advances in lasers,
computers, and compact spectrometers promoted the LIBS instruments. At UTSI,
recent interest in plasma dynamics includes use of nanosecond laser radiation, and
the study of the Physics associated with short interaction times and laser-material
interactions. Laser-induced optical breakdown (LIOB) of air or other atomic and
diatomic species such as Al, Ti, H2, C2, OH, NO, CN, AlO and TiO, were studied
recently and are the content of ongoing research [33, 34, 35, 36, 37, 38, 39, 40].
Atomic emission spectroscopy methods are applied, and the spectral signatures
of atomic and diatomic molecules following the generation of the micro-plasma are
analyzed. Micro-plasma imaging is of general interest in the laser-induced breakdown
experiments, this includes application of laser-induced breakdown spectroscopy
(LIBS) diagnostic in gases and near liquid or solid surfaces. Plasma generated in ultra-
high-pure (UHP) hydrogen gas and its mixture with nitrogen gas are recorded and
analyzed. Self-absorption investigations of laboratory micro-plasma concentrating on
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hydrogen, including several other phenomena like plasma expansion speed, electron
density and temperature, and Abel inversion for radial information of the plasma
from the recorded line-of-sight spectral information are described in this dissertation.
Spatially- and temporally-resolved spectroscopy is employed to characterize micro-
plasma generated in laboratory air [41, 42, 43, 44]. Stark-broadened atomic emission
profiles for hydrogen Balmer series alpha, Hα, beta, Hβ and gamma, Hγ lines are
utilized to determine plasma dynamics for specific time delays. The plasma dynamics
include: variations in Stark-broadening emission of hydrogen Hα, Hβ and Hγ lines,
occurrence of molecular spectra due to recombination of radiation, and change in line
shapes and appearance of atomic and molecular spectra due to collisions and plasma
oscillations. Electron density and excitation temperature are determined by using
the hydrogen Balmer series lines. Comparisons of electron densities determined from
hydrogen alpha and singly ionized nitrogen lines allow one to evaluate hydrogen self-
absorption within the laser-induced plasma [44, 45, 46, 47]. The work discussed in this
dissertation includes self-absorption measurements of atomic hydrogen Balmer series,
Hα and Hβ emission spectra that can be readily observed in laser-induced plasma,
investigation of micro-plasma dynamics in laboratory air, ultra-high-pure (UHP)
hydrogen and UHP hydrogen-nitrogen gas mixtures, investigation of spectrally and
spatially resolved images using inverse Abel transform techniques, and extend studies
by recording shadowgraphs. The experimental efforts is combined with numerical
modeling and analyses using available theory.
Stark broadening is investigated for electron density diagnosis and has been used
by many researchers [1, 27, 29, 30, 31, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. Stark
broadening is larger for higher electron density and temperatures. For the electron
density measurement, full width at half maxima (FWHM) of the Lorentzian profile
fitted to the experimental spectra is used. Specifically, Hα, Hβ and Hγ lines are
selected to determine electron density from Stark widths. Furthermore, Hα line’s
Stark shifts and Hβ line’s wavelength separation between two peaks is also utilized to
determine the electron density. For example, the width and shift were also utilized in a
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recent article [30] and electron number density was determined. In Ref. [30], plasma
spectra are presented for different time delays and gate widths in term of scaled
intensity versus wavelength graphs. The spectra were collected following optical
breakdown generated in pure hydrogen gas. Electron density was determined by
using the FWHM of Hα and Hβ lines. For example, hydrogen Balmer alpha line,
2 ns gate width, 20 ns time delay, ∆λ1/2 = 16.9 ± 1.6 nm, ∆λshift = 2.1 ± 0.4
nm and Ne = 48 × 1023 m−3 and alpha line, 2 ns gate width, 40 ns time delay,
∆λ1/2 = 10.8 ± 1.0 nm, ∆λshift = 1.0 ± 0.3 nm and Ne = 24 × 1023 m−3. The
Boltzmann plot method is used to determine the electron excitation temperature
by utilizing hydrogen Balmer series Hα, Hβ and Hγ lines. Asymmetries can also be
used to determine electron density as further discussed in another recent article [58].
Measured values of electron temperatures can be slightly skewed by the background
radiation.
1.3 Self-absorption
Self-absorption diagnosis of a line profile is very important and is applicable for LIBS
plasma as well as astrophysical plasma. Self-absorption broadens and distorts the
line resulting in an apparent increase in width. A photon emitted by an atom may
be lost by the absorption by a different atom and can not escape from the source.
This photon may be lost either as a result of radiative decay to a different lower level
or through collisional de-excitation of the absorbing atom. In general, the photon
may be absorbed by the surrounding open air or it may be absorbed by the outer
edges of the plasma resulting an extra broadening and distortion on the line profiles.
The probability of emission and absorption is greatest at the line center. This re-
absorption reduces the line intensity more in the center than elsewhere, resulting the
line to appear broader. The process of re-absorption of emitted light may cause flat-
topped peaks or dips (self-reversed at the extreme case) to occur in the line profile.
This effect is called self-absorption.
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One can also use the escape factor [59, 60] to determine the extent of self-
absorption. Self-absorption significantly affects the peak intensity and is strongest
at the line center and weaker in the line wings. In some cases, it is difficult to
distinguish a self-reversed line from two closely spaced lines of more or less equal
intensity. When the conditions are not so extreme as to produce self-reversed or
obviously flat-topped lines, it is challenging to ascertain the degree of self absorption
existing in the light source. The absorption may nevertheless be sufficiently large
to greatly alter the observed relative intensities of atomic lines with respect to what
would be seen with an optically thin source [3, 61, 62].
If self-absorption originated mostly from the cooler boundary layer of much lower
electron density and if the spectral resolution is sufficient, then the line center
would exhibit readily recognizable self-reversal. But more often, self-absorption in
the homogeneous plasma only slightly distorts the shape of a profile even if it is
appreciable. Therefore, it is demanding to evaluate the amount of self-absorption
from the shape of a line [63]. In this work, a duplicating mirror is placed at a
distance twice of its focal length from the plasma and self-absorption effect is studied.
Radiation emitted from the side opposite to the spectrometer is retro-reflected by
using a mirror and a lens. The results obtained with and without the mirror are
compared to determine the extent of self-absorption.
The self-absorption parameter Kλ is given by [64],
Kλ =
κ∗λ(λ)`
{1− exp[−κ∗λ(λ)`]}
, (1.1)
where the parameter Kλ is identical to the so called self-absorption coefficient (SA)
defined by EL Sherbini et. al. [65].
Alternatively, the correction factor can be expressed as [66],
Kλ =
ln{yλ}
yλ − 1 , with, yλ =
Rλ − 1
RC − 1 . (1.2)
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Further details regarding these equations are discussed in theoretical section (see
Chapter 3).
The work in Ref. [67] reports comparisons of recorded data with and without a
duplicating mirror for hydrogen alpha and N+ lines at 300 ns and hydrogen alpha
line at 800 ns time delays. The comparisons of electron density from hydrogen alpha
emissions with ionized nitrogen lines allow us to investigate the level of self-absorption.
The electron density can be determined from the Hα Stark broadening and shift, but
it can equally be determined from singly ionized nitrogen (N+) line for early time
delay. The Hα line is red-shifted from 656.28 nm, the N
+ lines are only slightly
shifted from 648.21 nm and 661.06 nm. The electron density of 14 – 20 × 1023 m−3
determined from the Hα line is higher than 12 – 13 × 1023 m−3 obtained from N+ line
for a 300 ns time delay [66]. Therefore, Hα shows self-absorption for delays of 300 ns;
however, the level of self-absorption is insignifcant for delays of 800 ns after optical
breakdown. Furthermore, the level of self-absoption is determined from addition of
the mirror and comparison of continuum radiation and recorded emission line. In
Ref. [67], selected results of measurements in the study of self-absoprtion effects
accomplished by recording data with and without the duplication mirror at a slit
height of 6.15 mm are illustrated. Corrected and fitted profile with correction factors
are also displayed. The fitted profile is obtained by determining the Lorentzian profile
from the experimental data. In Ref. [68], electron density determined by using N+ line
at 300 ns is also compared with the electron density determined from the aluminum
lines in the study of self-absorption.
The determination of the electron density from the N+ line is deemed to be reliable
in the interpretation of the 300 ns Hα data. The same self-absorption approach of
the 300 ns Hα data cannot be utilized due to diffulty in establishing the continuum
ratio, RC . Evaluation of the correction factors for the 800 ns Hα data shows that
self absorption for such time delays is insignificant in optical breakdown studies in
ambient laboratory air. It is important to note that self-absorption investigations
in laser-ablation experiments usually show requirements for correction [67]. Since
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N+ lines are present in air breakdown and appear clearly in early time delay, it is
reasonable to compare electron density from N+ lines with the Hα line. For the earlier
time delays, the N+ lines allow one to determine electron density [69] and evaluate
Hα self-absorption. The nitrogen lines are hardly discernible for later time delays in
the expanding micro-plasma.
1.4 Abel Inversion
Integral transform, such as the Abel transform is of computational interest to further
extract spatial/radial information from the line-of-sight measurements. It is well-
characterized integral transform technique used in the analysis of spherically/cylin-
drically symmetric functions. For the spherically/cylindrically symmetric plasma, the
radial distribution of some physical quantity like an electron density and temperature
can be measured directly from the recorded line-of-sight data. For this purpose, a
convenient method to extract the inner structure of the non-homogeneous plasma will
be the Abel inversion. In this dissertation, prolate spheroidal symmetric laser-induced
plasma is analyzed by applying the Abel inversion [70, 71, 72, 73, 74]. For example,
with I(r, λ) describing the radial distribution of intensity of a spherically/cylindrically
symmetric plasma, the Abel transform of I(r, λ) is given by [75],
I (z, λ) = 2
∫ ρ
z
I(r, λ)
r√
r2 − z2dr, (1.3)
where r is the radial distance from the center of the active plasma volume at which
electron density has to be evaluated, z is the perpendicular distance from the origin
to the line-of-sight, R is the radius of the spherical/cylindrical object and the upper
integration limit is taken to be much larger, ρ R.
Spatial information of the emitted intensity is collected by using intensified charge
coupled device (ICCD). Recorded images display a map of emission intensity as a
function of position and wavelength. Measured line-of-sight lateral information of the
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emitted spectral intensity is Abel inverted and true radial variation is determined.
Slight asymmetry of the emission intensity is observed perpendicular to the laser
beam direction which may be due to laser pulse profile variation or due to the laser-
plasma interaction that typically occurs in nanosecond laser-induced plasma. In this
work, the y-axis is in the laser beam direction, line of sight measurement is along
the x-axis and z-axis is perpendicular to both x and y axis as shown in Figure 1.1.
To extract the radial information of the plasma, radial dimension measurements are
needed and this is accomplished through Abel inversion. Slightly asymmetric data
points are averaged from top half and bottom half of the lateral line-of-sight profiles
following the procedure [75] and then Abel inversion is applied.
Shadowgraph and Schlieren measurements of laser-induced plasma in standard
ambient temperature and pressure in laboratory air show close to spherically
symmetric plasma kernels for time delays of 100 to 10,000 ns [76, 77]. Shadowgraph
recording presented in this dissertation also agree with these experiments. However,
shadowgraph experiments in the UHP hydrogen and UHP hydrogen-nitrogen gas
mixture show close to cylindrical symmetry or prolate spheroidal symmetry which
is discussed in the shadowgraph section of this dissertation (see Chapter 5). The
Abel transform describes the integral transform associated with the line-of-sight
experiments for spherically/cylindrically symmetric plasma. In this work, the
contributions along the line-of-sight for the narrow center slice are modeled to be
circularly symmetric while allowing slight deviation from this symmetry [75].
Figure 1.1, shows the geometry for the Abel inversion of laterally collected line-of-
sight spectra for an individual slice of the micro-plasma generated in UHP hydrogen
and nitrogen gas mixture. The laser beam is focused into the page , i.e., y-direction
in Figure 1.1. The spatial distribution is determined from the Abel inversions for
each wavelength [75]. Slight asymmetries present in the recorded data is preserved
by enumerating the symmetrized profile and introducing an asymmetric factor [75],
subsequently, the asymmetric radial distribution are determined. The computed
asymmetric and symmetric distributions for the electron density and temperature
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are consistent within the experimental error bars. In the data analysis discussed in
this dissertation, the recorded data are filtered by using a Savitzky-Golay filter before
employing the Abel inversion algorithm.
Figure 1.1: Geometry of the line of sight measurement and Abel inversion procedure.
The Abel inverse transform is performed with the derivative free method and can
be accomplished without the need for pre-treating the recorded data [71]. Equation
(1.3) can be inverted using an analytical approach with derivatives, known as the
Abel inverse transform. Differentiation however is usually difficult to accomplish
for spectra. For that reason, a development into a complete set of orthogonal
polynomials is selected jointly with a minimization procedure to find the coefficients.
The requirement for spherical/cylindrical symmetry is improved by averaging the top
and bottom half of the intensity of a lateral profile for each wavelength by introducing
a symmetrized profile, I0(z),
I0(z) =
[
I(z) + I(−z)
2
]
, (1.4)
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where I(z) and I(-z) represents the top half and bottom half of the recorded spectral
intensity of the lateral profile. Advantages of using this particular top-bottom half
implementation include a diminished need for special filtering of the recorded data.
The Abel inversion is accomplished by utilizing a polynomial expansion combined
with a recently made available script [70, 71] for the software package Matlabr. The
spectra that were recorded vertically were utilized for the Abel inversion. For each
wavelength, values along the slit-axis are utilized to find the radial profile, or, the
wavelength emissivity is resolved radially.
For the asymmetric case of laser-induced plasma, the Radon transform can be
applied [78, 79, 80, 81]. The two dimensional Radon transform gives the Abel
transform as a function of the distance and angle along the viewing axis [82].
The inverse transform of the Radon transform is used for tomography applications,
and in this instance, can be used to map the spatially resolved spectroscopic
intensity. However, one can assume spherical/cylindrical symmetry, use a technique
to symmetrize the recorded profile and then apply the Abel inversion to obtain
the tomographic map of a spatially resolved plasma parameter. Therefore, slight
asymmetry observed in the recorded data for this dissertation is minimized by top-
bottom averaging [75]. The infered spectra, obtained by applying the Abel inverse
transforms to the measured spectra, represent the radial intensity information of the
plasma.
1.5 Numerical Analysis
As a numerical procedure detector’s wavelength response and intensity sensitivity are
calibrated by using standard calibration lamps such as hydrogen and halogen/deu-
terium, respectively. Furthermore, the calibrated experimental spectra are fitted
with theoretical/simulated spectra. For example, a Lorentzian fit is performed on the
experimental spectra and computer simulated profiles are utilized in case of hydrogen
Balmer beta line to determine the plasma parameters as described in the results
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section of this dissertation. Matlabr and Origin software are used as a numerical tool.
As a further step, background is always subtracted before recording the spectra and
continuum radiation is also considered in the data analysis. The numerical analysis
also includes the use of Abel integral transform to obtain radial information. Spatially
resolved laser produced plasma is analyzed by applying Abel inversion to optically
thin and spherically/cylindrically symmetric plasma. The inverse Abel transform is
given by,
I (r, λ) = − 1
pi
∫ R
r
dI(z, λ)
dz
1√
z2 − r2dz. (1.5)
The differentiation method is usually difficult to apply for spectra; therefore, a
new derivative free method [71] as described in Abel inversion section is applied. A
complete set of orthogonal polynomials is designed and a minimization procedure is
used to find the coefficients, Matlabr script details are presented on Appendix D as
previously elaborated in Section 1.4.
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Chapter 2
Experimental Details
In the study of time-resolved [83] and space-resolved emission spectroscopy, a Q-
switched Nd:YAG laser (DCR-2A(10) PS; Quanta-Ray) is operated at the fundamen-
tal wavelength of 1064 nm, at a repetition rate of 10 Hz generating 14 ns pulse width
(FWHM). The optical power and energy meter (PM100USB; Thorlabs) is used to
measure the energy per pulse. A typical value of energy per pulse is 120 mJ. The
laser beam is passed through a dichroic beam splitter to remove the residual 532
nm component. A silicon photodiode detector (DET10A/M; Thorlabs) is used to
record a portion of the laser radiation reflected off the beam splitter at the exit of
the laser source. This photodiode is connected to the oscilloscope to monitor the
optical pulse. Three IR reflective mirrors (NB1-K13; Thorlabs) are used to align the
beam parallel to the spectrometer slit. The beam spot size amounts to typically 50 to
100 µm and the f-number range is f#/4 to f#/10. An anti-reflection coated uv-fused
silica plano-convex lens of 2 inch diameter and 125 mm focal length (Thorlabs) is
used to achieve optical breakdown and micro-plasma formation. The resulting micro-
plasma is imaged onto the spectrometer slit by using a uv-fused silica lense (Thorlabs)
with a 2 inch diameter where the lens optically matches the spectrometer’s f-number.
Gratings of 1200 or 1800 grooves/mm are selected to disperse the radiation from the
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plasma into various wavelengths for time-resolved spectroscopic studies with the 0.64
m spectrometer (HR640; Jobin-Yvon) of resolution 0.10 nm.
For the recording of spatially resolved images along the slit height, a 2-dimensional
integrated charge coupled device (ICCD; Andor technology model iStar) is used.
Different experimental set ups are used depending upon the nature of the experimental
investigation, even though certain instruments used are the same. For example, the
same calibration lamp and spectrometer are used for most of the LIBS experiments
in laboratory air and hydrogen gas. Similar type of procedures for the optical system
setup, data acquisition setup, synchronization and measurements are described in
detailed steps in the recent article [84].
Figure 2.1: Experimental schematic of plasma generation and measurement of
spectra. Plasma is generated via optical breakdown by using focused laser beam
parallel or perpendicular to the slit.
Figure 2.1 shows the experimental schematic of optical breakdown inside the
chamber and data recording process. The micro-plasma is generated by using a
Nd:YAG laser device, operated at the fundamental wavelength of 1064 nm generating
14 ns pulses. A 1200 grooves/mm holographic grating is used to disperse the
plasma emission into the various wavelengths before imaging. Spatial and temporal
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information of the plasma spectra are recorded with the help of a Czerny-Turner type
spectrometer and ICCD.
A Function Generator (FG3C; Wavetek), Digital Delay Generator (DG535;
Stanford Research System), four channel Oscilloscope (TDS 3054; Tektronix) and
custom built divide by five circuit to get 10 Hz pulse were also used in the data
generation and collection process. The wave-form function generator generates a 50
Hz triangular wave and divide by five box results in a 10 Hz wave. The set of Function
Generator, Digital Delay Generator and Custom build divide by five are used for the
10 Hz trigger to the flash lamp of the laser and accurate synchronization of the other
instruments. The travel time between the laser source exit aperture and spectrometer
slit is also accounted in the synchronization.
2.1 Integrated Charge Coupled Device (ICCD)
Figure 2.2: Integrated charge coupled device (ICCD) used for spatial and temporal
measurements.
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In Figure 2.2, the Andor iStar integrated charge coupled device (ICCD) is mounted to
the spectrometer for time and space resolved measurements. The ICCD is connected
to the computer by the USB cable and controlled by Andor software. The output of
the ICCD can be recorded in the computer through the USB cable. The ICCD consists
of 1024 × 1024 pixels corresponding to the horizontal-spectral and vertical-spatial
variation along the slit height. The pixels for spatial variation are 8 pixels binned in
most of the experimental runs in this dissertation for the purpose of improving the
signal-to-noise ratio. Although, binning of the pixels reduces the spatial resolution.
Each pixel has a 13.6 µm width, therefore for 8-pixel binning along the slit height
(vertical direction) reduces the spatial resolution to 0.1088 mm. The spectral pixel
resolution along the horizontal direction is 0.02 nm.
2.2 Self-absorption Experimental Set Up
Figure 2.3: Experimental arrangement for the self-absorption study with a doubling
mirror.
Figure 2.3 depicts the doubling mirror, lens for the self-absorption, lenses for
imaging and optical breakdown, motor driven stage for the chamber and slit of
the spectrometer. The lens used to focus the plasma emission along the slit of the
spectrometer is matched with the f-number of the spectrometer. In the displayed
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image, slit height is parallel to the direction of the incident laser radiation. Therefore,
the spatial variation measurements along the line-of-sight is also parallel to the laser
beam direction. A foreground mirror on the image, called doubling mirror, is a
plane mirror with 90% reflectance and is used to retro-reflect the plasma radiation
for the purpose of the self-absorption study. The lens used for the self-absorption is
positioned between the doubling mirror and the plasma, and is a UVFS lens with
94% transmittance.
2.3 Vacuum System
Figure 2.4: Experimental arrangement of the vacuum system with ion gauge,
diffusion pump and its components. Chamber is in the test position in this image.
The photographic image in Figure 2.4 shows the pump system to create a vacuum
inside the chamber before filling with the desired gases. Overview of the pump system
and their components, including ion gauge for low vacuum measurement and pressure
gauge used to measure the pressure inside the chamber are displayed in the figure. A
mechanical pump (Varian SD 300) in this image is used as the backing pump.
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Chapter 3
Theoretical Details
Laser-matter interaction results in plasma formation and atomic emission starts
shortly after optical breakdown. The observed emission line are broadened due to
the effect of ions and electrons. The line broadening can be utilized for the diagnostic
purpose of the plasma parameters. However, one has to be careful of possible self-
absorption of the plasma emission to make the accurate diagnosis of the parameters.
As a further step for the accurate diagnostics, recorded line-of-sight measurements
can be Abel inverted to obtain radial information of the plasma. In this dissertation,
the emission spectra from the transient plasma generated in different samples by
the process of laser-induced optical breakdown are recorded, and various theoretical
approaches are utilized to extract important physical information of the plasma. Abel
inversion is performed for the selected data to extract the radial information from the
line-of-sight measurements.
3.1 Laser-matter Interaction
When a high intensity, short pulsed laser radiation goes into the matter, which may
be in the form of gas, liquid or solid, the matter changes into plasma through the
process of optical breakdown resulting in plasma spectral emission. The laser beam
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can be described by the linearly polarized plane wave of complex amplitude Eˆ [85],
E(x, t) = Eˆeikx−iωt, B =
k
ω
× E, (3.1)
where B is the magnetic field, k =
2pi
λ
kˆ is the wave vector and ω = 2pif is the angular
frequency.
The intensity of the electromagnetic field in vacuum is given by the equation,
I = |S¯| = 1
2
c0EˆEˆ
∗. (3.2)
Here, S¯ is the averaged value of Poynting vector.
The atomic photo-ionization process by a strong laser can be through tunneling
or multi-photon ionization depending upon the value of the Keldysh parameter, γ.
If γ < 1, the process will be predominantly tunneling and if γ > 1, the process will
be predominantly multi-photon [86]. In general, multi-photon ionization is observed
when laser pulses in the near infrared region interacts with atoms or molecules. The
Keldysh parameter is defined by the relation,
γ = ω
√
2IP/F, (3.3)
where ω is the laser frequency, IP is the ionization potential and F is the peak value
of the electric field.
The spontaneous emission of radiation from the material is specific for a particular
element. The laser intensity is typically 1010 W/cm2 for the nanosecond time scale
[85]. This high power laser vaporizes the sample material and the plasma formed
starts to expand. At a certain value of electron density, called critical density, no
electromagnetic propagation is possible due to which, laser heating starts and matter
changes into a very hot plasma. The process of absorption, by heating of an electron
occurs due to electron-ion collisions and is called collisional or inverse bremsstrahlung
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absorption. The laser-matter interaction can be from a multi-photon process or direct
photo-effect with rapid ionization and depends on the type of material and wavelength
of the laser. The plasma dynamics can be described by the collision of electrons with
an atom and ions through the electromagnetic field. The charge, momentum and
energy conservation equations can be applied for the plasma dynamic processes.
3.2 Plasma Spectroscopy
For laser-induced plasma, where material probes cannot be inserted, spectroscopic
methods are the only possible option for plasma diagnostic. Therefore, this method
is a widely applied tool for plasma analysis. The electromagnetic radiation emitted by
the plasma can be recorded and analyzed to determine either the plasma parameters
or the parameters of the radiating atoms, ions or molecules. Generally, plasma
emission covers a wide spectral range but this dissertation focuses on the visible
region, specifically the Balmer series of hydrogen atoms. In case of plasma, a higher
number of atoms or ions are in the upper level. The plasma emission and absorption
is a common process for all types of plasma. Electronic transitions between two levels
of atoms or ions results in the emission of line radiation. Electrons also experience
electric forces due to the electric field of electrons or ions which results in emission of
Bremsstrahlung or continuum radiation.
In general, electromagnetic radiation incident on matter interacts by absorption
resulting the emission of spectral lines from atoms or molecules. The study of such
spectral lines allows one to determine atomic or molecular levels. On the other hand,
study of line intensity is applicable to determine the spatial charge distribution of
electrons , i.e., electron density. The transition probability is proportional to the
line intensity, which measures how strongly the two levels of atomic or molecular
transitions are coupled. Since the transition probability depends on the wave
functions of both levels, intensity measurements are useful to verify the spatial charge
distribution of excited electrons [87]. An electronic spontaneous transition from an
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upper level to a lower level results a spectral line which is proportional to the charge
density of the upper level. In practice, the spectral line is broadened and results
the line profile. The emission coefficient in terms of the line profile or shape can be
written as [61],
ν(ul) =
hνul
4pi
Auln(u)L(ν), (3.4)
where n(u) is the population density of the excited states, L(ν) is the line profile
function and Aul is Einstein’s coefficient of spontaneous emission.
The absorption coefficient in terms of Einstein’s absorption (induced) coefficient,
Blu, is written as,
κ(νlu) =
hνlu
c
Blun(l), (3.5)
where Aul =
8pihν3ul
c3
Bul is the relation between Einstein’s A and B coefficients.
Radiation from the plasma can be free-free, free-bound and bound-bound. The
emission coefficient [61],
(r,∆λ) =
∫ ∆λ/2
−∆λ/2
(r, λ)dλ, (3.6)
gives the local emission at position r.
If the contribution of scattering is neglected and the contribution of bound-bound,
free-free, as well as free-bound transitions are considered then in terms of wavelength,
the emission coefficient can be written as [2],
(λ) = bb + ff + fb. (3.7)
The radiation transfer equation at radius r from the plasma center to an arbitrary
point inside the plasma with zero angle along the observation direction is given by
[88],
∂Iν
∂r
+ κνIν = κνIνb, (3.8)
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where Iν ≡ Iν(r, ϕ, ν, t) is the radiation intensity, κν ≡ κν(r, ν) is the absorption
coefficient and Iνb ≡ Iνb(T) is the intensity of blackbody radiation at temperature
T(r,t).
The change of radiation intensity, Iν , with the propagation path, ds, is given by,
dIν
ds
= κνIνb(T )− κνIν . (3.9)
This equation is called the radiation transport equation.
3.3 Line Broadening
The observed spectral line in a plasma broadens due to the effect of ions and
electrons. The broadening is due to local and extended conditions, where usually
reasonable to assume local thermodynamical equilibrium for local condition and
the path traversed by the plasma radiation to an observer as extended conditions,
respectively. Broadening due to local effects includes natural broadening, thermal
or doppler broadening and pressure broadening, where natural broadening comes
from uncertainty of the lifetime of the excited state and its energy. For example,
a short lifetime will have a large energy uncertainty and a broad emission. This
type of broadening effect results an Lorentzian profile. Due to the collision of the
surrounding atoms with the emitting atom, time for emission process decreases and
hence energy uncertainty increases as in natural broadening, resulting a Lorentzian
profile. Doppler broadening arises due to the velocity of ions or atoms in the gas or
plasma relative to the position of the detector or observer. This type of broadening
is described by the Gaussian profile. Pressure broadening arises due to the other ions
or atoms surrounding the emitter atom or ion.
The full width at half maximum of the stark-broadened profile for hydrogen
Balmer series alpha line is related to the electron density by the following equation
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[89],
∆λS,H1/2 = (2.50× 10−9)α1/2N2/3e , (3.10)
where α is the reduced wavelength and Ne is the electron density.
Similarly, Doppler broadening at temperature T in degree-Kelvin is given by,
∆λD1/2 = (7.16× 10−7)λ(T/M)1/2. (3.11)
Here, λ is the wavelength in nm, T is the temperature of the emitters in degree Kelvin
(K), and M is the atomic weight in atomic mass unit (amu).
Doppler broadening is negligible for the work discussed in this dissertation. For
example, typical value of temperature at 150 ns is of the order of 105 K and atomic
mass of hydrogen is 2 amu, therefore using above formula we have, ∆λD1/2 ≈ 0.08 nm.
3.4 Plasma Parameters
The laser-induced plasma parameter provides the insight into the transient plasma
and its characteristics. The diagnostics of such parameters are important for the
understanding of the plasma. The two important plasma parameters are electron
density and temperature. Electron density can be determined from the Stark-
broadened line profile but one should be careful about whether the line is free
from self-absorption before utilizing the available empirical formulae. The empirical
formulae can vary slightly depending upon the different scenarios of data collection.
In this disseration, the empirical relations for hydrogen Balmer series lines are used for
electron density diagnostics. Comparision of experimental and theoretical evaluation
is needed before utilizing such formulae. The following equations for Balmer alpha,
beta and gamma line profiles are used to determine the electron densities,
Ne,α(m
−3) = 1023 ×
[
∆λ(nm)
1.098
]1.47135
, (3.12)
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Ne,α(m
−3) = 1023 ×
[
∆λ(nm)
1.31
]1.56
, (3.13)
Ne,β(m
−3) = 1023 ×
[
∆λ(nm)
4.80
]1.46808
, (3.14)
Ne,β(m
−3) = 1023 ×
[
∆λ(nm)
4.50
]1.41
, (3.15)
Ne,γ(m
−3) = 1023 ×
[
∆λ(nm)
5.50
]1.365
, (3.16)
where ∆λ is the full width at half maximum (FWHM) of the Stark broadened line
profile.
Equations (3.13) and (3.15) are recently derived formulae adopted from reference
[90] and these were derived from the data collected by Parigger et. al.. Equation
(3.16) is derived using the similar method by utilizing Table 3 of reference [91] and
is presented in Table B.6 in Appendix B. Equations (3.12) and (3.14) are used from
recent articles [27, 44].
In the case of the hydrogen Balmer beta line, the electron density can equally be
determined from the peak-separation method,
logNe,β(m
−3) = A+B log[∆λps(nm)], (3.17)
where ∆λps is the spectral difference between two peaks or peak-separation of the
hydrogen Balmer beta line and A, B are constants.
For the case of pure hydrogen plasma with reduced mass µ = 0.5 [92],
logNe,β(m
−3) = 22.661 + 1.416 log[∆λps(nm)]. (3.18)
The application of Equation (3.18) introduces some minor error due to the absence
of electron temperature [93].
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The temperature dependent relation of electron density [94, 95],
logNe(m
−3) = 22.578 + 1.478 log ∆λ[nm]− 0.144(log ∆λ[nm])2 − 0.1265 log Te.[K]
(3.19)
This equation shows the value of electron density is weakly dependent on the
temperature. However, this equation is valid for the electron density range of
0.0316 ≤ 3.16 (×1022 m−3) and temperature range of 5, 000 ≤ 20, 000 K.
The method applied to determine the electron excitation temperature is elaborated
in the Boltzmann plot section as below.
3.5 Boltzmann Plot
The Boltzmann plot method also called the slope method [96, 97] is a widely used
technique for the diagnostics of the plasma temperature. From the Boltzmann
distribution, the populations of the atoms or ions in the excited states is given by,
Nu =
Nogu
Q(T )
exp(−Eu/kBT ). (3.20)
Here, Eu is the excitation energy, Q(T) is the partition function or sum over states,
No =
∑
iNi is the total number density of the atoms or ions, gu = 2Ju + 1 is the
statistical weight with Ju as the total angular quantum number. The total intensity
of a spectral line is given by,
Iul =
hc
4piλul
AulNu`, (3.21)
where Nu is the number of atoms per unit volume in the excited state u, Aul is the
transition probability, ` is the length of the homogeneous optically thin plasma and
λul is the wavelength. Using Equations (3.20) and (3.21),
ln
[
Iulλul
guAul
]
= −
[
Eu
kBT
]
+ lnC, (3.22)
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where the following values are used [98], transition probabilities (Aul) = 0.4410 ×
108 s−1, 0.08419 × 108 s−1, 0.02530 × 108 s−1 statistical weights (gu) = 18, 32, 50,
wavelengths (λul) = 656.28 nm, 486.14 nm, 434.1 nm and excitation energies (Eu) =
1.89 eV, 2.55 eV, 2.856 eV for Hα, Hβ and Hγ lines, respectively.
Measured values of relative intensities of Hα, Hβ and Hγ lines along with the
transition probability (Aul), statistical weight (gu), wavelength (λul) and excitation
energy (Eu) values are used to plot a straight line by utilizing Equation (3.22). From
the slope of this straight line, temperature values were extracted. Spatial variation of
intensity profiles of Hα, Hβ and Hγ lines along the lateral direction , i.e., along the slit
height are used to determine the spatial variation of temperature. The procedures
followed for the derivation of the Boltzmann plot method can be found in the article
[96].
3.6 Self-absorption
The spectral radiance of the emission line assuming a spatially homogeneous atomic
distribution in the unit of Wcm−2sr−1cm−1 is given by [64],
I(λ) =
[
Aulnuhc
4piλ0
]
S(λ)
(1− exp[−κλ`])
κλ
, (3.23)
where Aul is the transition probability, nu is the population of the excited states,
S(λ) is the spectral profile of the line, κλ is the absorption coefficient, h is the planck
constant, c is the velocity of light, ` is the emission (absorption) path length in the
direction of observation and κλ` is equivalent to the optical depth, τ(λ).
The Equation (3.23) can be expressed in a form,
I(λ) =
[
Aulnuhc
4piλ0
]
S(λ)(
`
Kλ
). (3.24)
26
The parameter Kλ in Equation (3.24) is called the self-absorption correction factor
and is given by,
Kλ =
κλ`
(1− exp[−κλ`]) . (3.25)
The inverse of this parameter , i.e., (Kλ)
−1 is identical to the self-absorption coefficient
(SA) derived by EL Sherbini et. al. [65]. At the optically thin condition we have
κλ` 1 and at the optically thick condition κλ` 1.
Now, consider Iλ,1, Iλ,2 are spectral radiances for no mirror and mirror, respec-
tively,
Iλ,1 = I
bb
λ {1− exp[−κλ`]}, (3.26)
Iλ,2 = Iλ,1 +G Iλ,1 exp(−κλ`) = Iλ,1[1 +G exp(−κλ`)], (3.27)
where Ibbλ is the black body radiation, κλ is the absorption coefficient, ` is the plasma
length and G is the factor accounting for mirror reflectivity and geometrical factors.
The wavelength dependent ratios are introduced as follows,
Rλ =
Iλ,2
Iλ,1
= 1 +G exp(−κλ`), (3.28)
RC =
ICλ,2
ICλ,1
= 1 +G, (at κλ = 0), (3.29)
where C stands for continuum radiation.
From Equations (3.28) and (3.29) and the optically thin condition, the self-
absorption correction factor can be expressed by the relation [63],
Kλ,corr =
 ln{ (RC−1)(Rλ−1) }
1− (Rλ−1)
(RC−1)
 . (3.30)
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This equation can be reduced to [66],
Kλ,corr =
[
ln(yλ)
yλ − 1
]
, (3.31)
with the introduction of a new variable,
yλ =
(Rλ − 1)
(RC − 1) . (3.32)
The continuum radiation ratio, RC , and the signal ratio above the continuum, Rλ, is
obtained from the recorded data with and without the mirror.
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Chapter 4
Experimental Results
4.1 Self-absorption of Hα and Hβ in Laboratory
Air
The self-absorption of the hydrogen Balmer Hα line was previously discussed in the
introduction section. The extent of self-absorption was predicted by determining
the correction factors from the doubling mirror method as well as by comparing the
electron densities determined from the Hα line with the electron densities determined
from the nearby nitrogen lines. Recalling that the Hα line is self-absorbed at the time
delay of 300 ns and earlier, but the value of self-absorption is insignificant at 800
ns and after. The laser ablation on the ice surface at ambient laboratory conditions
shows the self-absorption of Hα at a time delay of 350 ns [100]. The self-absorption of
Hα is further investigated using the plasma absorption coefficient k
ff
λ . Self-absorption
coefficient (SA), evaluated from the absorption coefficient (kffλ ) and plasma radius
(ρ) are displayed in the Table 2 of reference [100] for the time delays of 100 ns to 650
ns. The result shows some amount of self-absorption at early time delay. In the table,
a value of SA = 1 will indicate an optically thin line. Here, results of self-absorption
studies of the hydrogen Balmer series beta, Hβ, line are presented.
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Each spectral image in Figures 4.1 to 4.8 show the Hβ line at the center and
N+ line at the right side. The spectra were collected in the laboratory air at the
indicated time delays as shown in the figures. The data were taken with 0.5 µs gate
width and 1 µs time steps. The focus in this section is on the self-absorption of
the hydrogen Balmer beta line therefore the Nitrogen line is not further discussed.
However, the Nitrogen line was also utilized to calculate the electron density and
compared with the electron density from the Hβ line at 5 µs time delay, to extract the
self-absorption. From the fitted profiles in Figure 4 of reference [42], electron density
of 0.73×1017cm−3 and 0.69×1017cm−3 was determined for the case of without and with
the doubling mirror, respectively. Using the nitrogen line at 491.92 nm, which lies
near the hydrogen beta line, electron densities of 0.72×1017cm−3 and 0.77×1017cm−3
without and with the doubling mirror were also determined, from Figure 3 of the
same reference. In addition, electron densities were also determined by using Hβ peak
separation method from the fitted profile. The determined electron density value from
the peak separation method is 0.72× 1017cm−3 indicating agreement with the above
results within the error margin of Hβ. The electron density result suggests hardly any
or an insignificant amount of the self-absorption. Furthermore, the self-absorption
correction factor of 1.09 determined from the fitted profiles with and without the
mirror and plotted in Figure 3 of reference [42]. The correction factors also indicate
hardly any self-absorption or it is insignificant.
Measured, Savitzky-Golay filtered data of the hydrogen Balmer beta line recorded
from the plasma generated in the laboratory air at the time delays of 4 to 7 µs with
and without using the doubling mirror at a slit height of 1.85 mm together with
the correction factors are displayed in the Figures 4.9 to 4.12. A plane mirror of
90% reflectance and a lens of 94% transmittance are used to retro-reflect the plasma
radiation. In an ideal condition, one would expect the double intensity after retro-
reflection from the plane mirror. However, due to deficiency of absolutely perfect
optical instruments this ratio drops in between 1.5 to 1.7 for the laboratory air case.
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Figure 4.1: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 4 µs time delay without using the doubling mirror.
Figure 4.2: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 4 µs time delay with the application of the doubling mirror.
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Figure 4.3: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 5 µs time delay without using the doubling mirror.
Figure 4.4: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 5 µs time delay with the application of the doubling mirror.
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Figure 4.5: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 6 µs time delay without using the doubling mirror.
Figure 4.6: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 6 µs time delay with the application of the doubling mirror.
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Figure 4.7: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 7 µs time delay without using the doubling mirror.
Figure 4.8: Experimental plasma spectra of hydrogen Balmer beta line in laboratory
air at 7 µs time delay with the application of the doubling mirror.
34
Figure 4.9: Measured, Savitzky-Golay filtered data in air with and without using
the doubling mirror together with correction factors, Kcorr, at 4 µs time delays. The
data are taken at the slit height of 1.85 mm from the above images. The error bars
indicate the estimated experimental errors.
Figure 4.10: Measured, Savitzky-Golay filtered data in air with and without using
the doubling mirror together with correction factors, Kcorr, at 5 µs time delays. The
data are taken at the slit height of 1.85 mm from the above images. The error bars
indicate the estimated experimental errors.
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Figure 4.11: Measured, Savitzky-Golay filtered data in air with and without using
the doubling mirror together with correction factors, Kcorr, at 6 µs time delays. The
data are taken at the slit height of 1.85 mm from the above images. The error bars
indicate the estimated experimental errors.
Figure 4.12: Measured, Savitzky-Golay filtered data in air with and without using
the doubling mirror together with correction factors, Kcorr, at 7 µs time delays. The
data are taken at the slit height of 1.85 mm from the above images. The error bars
indicate the estimated experimental errors.
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For the evaluation of the extent of self-absorption of Hβ at the indicated time
delays, the central region of the plasma is chosen and analyzed by using Equation
(3.31) as described in the self-absorption section of chapter three. More details about
the correction factor calculation process is deferred to Appendix D. The determined
correction factors are averaged and displayed in Figures 4.9 and 4.12. The spectral line
shapes displayed in Figures 4.9 to 4.12 are 2nd order, 71 point Savitzky-Golay filtered
data for mirror and no mirror along with the correction factors. The averaged values
of correction factors are almost constant near the line center and close to 1, indicating
no significant self-absorption of Hβ at the time delays of 4 to 7 µs. Estimated 15%
error bars for correction factors are also included. Similar results of the correction
factors are obtained for the 2 and 3 µs time delays. Hβ will not appear clearly at
1 µs or earlier time delays from the background radiation for plasma generated in
laboratory air under ambient conditions.
4.2 Self-absoprtion of Hα and Hβ in Hydrogen Gas
Recorded intensity corrected and wavelength calibrated plasma spectra with and
without the doubling mirror are displayed as a contour plot in Figures 4.13 to 4.18
for Hα and 4.22 to 4.25 for Hβ. Data were collected from the optical breakdown
in UHP hydrogen gas (99.999% purity) kept inside the chamber. The chamber was
evacuated to a pressure of 10−6 Pa with the help of a diffusion pump and filled with
hydrogen gas at a pressure of 810±25 Torr. The data were recorded with a 20 ns gate
width and an average of 50 consecutive laser-plasma events were accumulated. More
details about the spectra collection process is described in the experimental section.
Spatially resolved hydrogen atomic spectra from the micro-plasma emission at the
time delays of 150 ns, 400 ns and 650 ns with and without the doubling mirror are
discussed here for possible self-absorption.
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Figure 4.13: Recorded plasma spectra of hydrogen Balmer alpha line in the pure
hydrogen gas at 150 ns time delay without the doubling mirror.
Figure 4.14: Recorded plasma spectra of hydrogen Balmer alpha line in the pure
hydrogen gas at 150 ns ns time delay with the doubling mirror.
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Figure 4.15: Recorded plasma spectra of hydrogen Balmer alpha line in the pure
hydrogen gas at 400 ns time delay without the doubling mirror.
Figure 4.16: Recorded plasma spectra of hydrogen Balmer alpha line in the pure
hydrogen gas at 400 ns time delay with the doubling mirror.
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Figure 4.17: Recorded plasma spectra of hydrogen Balmer alpha line in the pure
hydrogen gas at 650 ns time delay without the doubling mirror.
Figure 4.18: Recorded plasma spectra of hydrogen Balmer alpha line in the pure
hydrogen gas at 650 ns time delay with the doubling mirror.
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Figure 4.19: Corrected and fitted profiles with correction factors for Hα at 150 ns
time delay. The fitted profile is obtained by fitting the Lorentzian to the experimental
data. The error bars indicate the estimated experimental errors.
Figure 4.20: Corrected and fitted profiles with correction factors for Hα at 400 ns
time delay. The fitted profile is obtained by fitting the Lorentzian to the experimental
data. The error bars indicate the estimated experimental errors.
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Figure 4.21: Corrected and fitted profiles with correction factors for Hα at 650 ns
time delay. The fitted profile is obtained by fitting the Lorentzian to the experimental
data. The error bars indicate the estimated experimental errors.
Figure 4.22: Recorded plasma spectra of hydrogen Balmer beta line in the pure
hydrogen gas at 400 ns time delay without the doubling mirror.
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Figure 4.23: Recorded plasma spectra of hydrogen Balmer beta line in the pure
hydrogen gas at 400 ns time delay with the doubling mirror.
Figure 4.24: Recorded plasma spectra of hydrogen Balmer beta line in the pure
hydrogen gas at 650 ns time delay without the doubling mirror.
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Figure 4.25: Recorded plasma spectra of hydrogen Balmer beta line in the pure
hydrogen gas at 650 ns time delay with the doubling mirror.
Figure 4.26: Corrected and fitted profiles with correction factors for Hβ at 400 ns
time delays. The fitted profile is obtained by fitting the computer simulated profile
to the experimental data.
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Figure 4.27: Corrected and fitted profiles with correction factors for Hβ at 650 ns
time delay. The fitted profile is obtained by fitting the computer simulated profile to
the experimental data. The error bars indicate the estimated experimental errors.
For the investigation of self-absorption of Hα and Hβ in the UHP hydrogen gas,
experimental data are fitted with the one peak Lorentzian for Hα and computer
simulated profile for Hβ. The correction factors are calculated from the Lorentzian
and computer simulation fitted profiles on the experimental data with and without
using the doubling mirror. The determined correction factors are plotted in Figures
4.19, 4.20, 4.21 for Hα, and 4.26, 4.27 for Hβ, respectively. The other procedures
are similar to the ones previously described in the discussion of the self-absorption in
laboratory air. The mirror/no mirror ratio is smaller than in the laboratory air case.
Because the radiation has to pass through the window, the alignment procedure
is more involved in this case. The correction factors are utilized to determine the
corrected profile from the fitted profile. From the above correction factor plotted
curves, it appears that there may be some amount of self-absorption of Hα near the
line center for 150 ns time delay. Otherwise, the amount of self-absorption for the
indicated time delays are insignificant. At 650 ns, the correction factor curve shows
values lower than one, however the estimated error bars indicate that the possible
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values of correction factors are close to one. The error margin of 20% is estimated
for 150 ns and 400 ns, and a 30% error margin is estimated for 650 ns. At the line
wings of 650 ns estimated error of 50% on left and 60% on the right side is used.
The error increases at the line wings due to low signal-to-noise ratio. The value of
Kλ > 1 indicates the self-absorption, but Kλ < 1 has no meaning. Hβ self-absorption
analysis also shows insignificant self-absorption or no self-absorption at 400 ns and
650 ns time delays. The Hβ line at 150 ns time delay shows incomplete line profiles
therefore self-absorption analysis is not performed.
4.3 Plasma Expansion Speed
The ambient gas can foster or prevent the plasma expansion. Pressure and types of
gases also influence the expansion. For example, at low pressure, energy losses and
uniformity of the plasma energy distribution increases [4]. Plasma size, propagation
speed and emission property are also related to the ambient gas into which the plasma
expands. Here, we focus on determining the expansion speed of the micro-plasma
generated in the UHP hydrogen gas inside the Chamber. Experimental result shows
a high plasma expansion speed of 100 km/s to 10 km/s at early time delays of 15 ns to
35 ns. The physical cause of this high speed is the large pressure difference between
the plasma and its surrounding environment. The high expansion speed decreases
continuously with time at the later time delays. Study of the plasma expansion
is applicable for the astrophysical, engineering, scientific research as well as other
various applications [22, 23, 99]. During the plasma expansion, spatial and temporal
variation of density, temperature and pressure are observed. Investigations of these
spatial and temporal profiles allow us to find out the expansion speeds. Hot plasma
with high temperature and pressure expands with high velocity and drives the shock
wave into outward direction to release the high pressure.
The recorded Hα plasma spectra at early time delays of 10 ns to 35 ns with 5 ns
time interval are displayed in Figures 4.28 to 4.33. The displayed spectra are very
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broad with a FWHM of the order of the entire spectral window during the evolution of
the plasma at early time delays. The measured intensity increases for successive time
delays, however the area under the spectral profiles decreases continuously due to the
decrease of the broadness, consistent with the temperatures. When the incident laser
beam energy is higher than the breakdown threshold energy, breakdown occurs at a
location before the pulse reaches its focal point, as in the figure 5 of the reference
[101]. This type of behavior is also seen in this experiment, as in the displayed spectra
for early time delays. The color of the spectral images appears slightly different than
the color of the other spectral images displayed in this dissertation. This is due to the
lower number of minor levels used in the contour plots for the purpose of demarcation
of the plasma layers. From the images, the diameter of the plasma in lateral or slit
height direction is measured as a function of time, and hence the plasma expansion
speeds are diagnosed. For example, the red arrows on the spectra images of 10 ns and
15 ns indicates the plasma width used to determine speed. The measured diameters
of the plasma and corresponding speeds at various time delays are displayed in Table
4.1. The predicted plasma expansion speeds are on the order of 100 to 10 km/s at the
indicated time delays. The determined expansion speeds are above the re-entry speed
at these time delays as displayed in Figure 4.36. The speed decreases to the order of
hypersonic speed for later time delay. The predicted expansion speeds agree with the
previous experiments [30, 101]. The computer simulations that indicate shock wave
expansion speed of 60 km/s at a time delay of 20 ns in air at atmospheric pressure
[76] indicates the determined speeds are in agreement with other experiments. The
notable point here is that the speed of sound in hydrogen gas is 1.2 km/s, a factor of
3.5 higher than air. For a later time delay of about 1 µs, spectral images in Figures
4.34 and 4.35 are utilized for the diagnostics of the plasma expansion speed. The
determined speed is 1.7± 0.5 km/s at 900 ns and appear reasonable when compared
to the results of recent hydrogen experiments [59]. The estimated error bars for these
speeds are ± 30% and time axis error bars are due to the gate width of 5 ns.
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Figure 4.28: Hydrogen alpha plasma spectra images at 10 ns time delay. The red
arrow indicates the measured plasma width.
Figure 4.29: Hydrogen alpha plasma spectra images at 15 ns time delay. The red
arrow indicates the measured plasma width.
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Figure 4.30: Hydrogen alpha plasma spectra images at 20 ns time delay. The red
arrow indicates the measured plasma width.
Figure 4.31: Hydrogen alpha plasma spectra images at 25 ns time delay The red
arrow indicates the measured plasma width.
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Figure 4.32: Hydrogen alpha plasma spectra images at 30 ns time delay. The red
arrow indicates the measured plasma width.
Figure 4.33: Hydrogen alpha plasma spectra images at 35 ns time delay. The red
arrow indicates the measured plasma width.
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Figure 4.34: Spectra images of Hα at 400 ns time delay.
Figure 4.35: Spectra images of Hα at 900 ns time delay.
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Table 4.1: Plasma expansion speed at various time delay using lateral direction
expansion from the contour plots exhibited in Figures 4.28 to 4.33.
Time Diameter Expansion in 5 ns Speed
(ns) (mm) (mm) (km/s)
10 1.32 – –
15 2.03 0.71 142
20 2.42 0.39 78
25 2.71 0.29 58
30 2.86 0.15 30
35 2.92 0.06 12
400 0.96 – –
900 1.81 0.85∗ 1.70
∗Expansion in a 500 ns step.
Further details about the recorded spectra at early time delays: The interaction
between the laser beam and material is a complicated process, and depends on
many characteristics of both the laser and target material. Various factors affect
the interaction including the properties such as the pulse width, spatial and temporal
fluctuation of the pulse as well as the laser power fluctuation. Effect of pulse width
on nascent laser-induced bubbles for underwater LIBS shows a long pulse gives
well-defined clear line spectra, while a short pulse usually results in a considerably
deformed spectra. But, this type of effect is more significant in the case of solid
target material than for gases [102]. Experimental results in air by using Nd:YAG
laser radiation at the wavelength of 532 nm and pulse width of 6.5 ns shows two
distinct regions with higher intensity towards the laser propagation direction for time
delays of 25 ns to 10 µs, as in Figure 8 of reference [103]. Schlieren images of the
laser-induced plasma generated in air at ambient pressure shows the jet propagation
towards the laser propagation direction for time delays of 1 µs to 20 µs [104]. The
jet propagation direction depends on the type of gas and its pressure as displayed
in figure 3 of Reference [104] and on the ratio of energy absorbed in the plasma and
threshold breakdown energy [104]. In the experiment performed for this dissertation
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with 14 ns laser pulse duration, recorded plasma spectra images at early time delay
of 10 ns to 35 ns also depicts higher intensity towards the laser. On the other hand,
previous experiments performed in the hydrogen gas at 810 Torr pressure with 6 ns
pulse duration show higher intensity away from the laser propagation direction, for
the time delay of 12 ns and 30 ns. But, this behavior is opposite at 300 ns [105]. This
type of opposite behaviour at a later time delay is also observed in the experimental
record as displayed in Figures 4.34 and 4.35.
Figure 4.36: Plasma expansion speeds in log scale (See Table 1). The error bars
indicate the estimated experimental errors.
4.4 Electron Density
4.4.1 Electron density from full width at half maximum
(FWHM)
The temporal variation of electron densities determined from the spectral profiles of
Hα lines at early time delays of 10 ns to 50 ns are plotted and depicted in Figure
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4.37. The recorded plasma spectra used to determine the electron densities for a time
delay of 10 ns to 35 ns are displayed as a contour plots in Figures 4.28 to 4.33 in the
plasma expansion speed section. To determine the electron densities at the indicated
time delays, FWHM values were extracted from the recorded spectral profiles and
averaged over the active plasma volume in the lateral direction thereby improving
accuracy through averaging. A few of these spectral lines are in the moderately noisy
region at the top and bottom of the plasma active volume, these lines may produce a
higher percentage of error, however averaging of the FWHM reduces the error. The
estimated error bars are ± 20% at these time delays and are higher than error bars at
later time delays. The higher error is due to the incomplete line profiles recorded in
a 22 nm window. Only temporal variation of electron densities are discussed at early
time delays due to the possible high error from incomplete line profiles. The values
of electron densities agree with the ones obtained in previous hydrogen experiments
[30, 46].
For later time delays, electron densities can also be determined from Hβ and Hγ
lines along with the Hα line. Recorded spectra of Hα, Hβ and Hγ at the indicated
time delays are displayed in Figures 4.38 to 4.48, respectively. The laser radiation
propagates from top to bottom on the depicted spectral images. The laser beam
direction is from right to left, i.e., parallel to the slit height in the figures of the
spatial variations of electron densities and temperatures as displayed in Figures 4.54 to
4.69 and 4.76 to 4.80, respectively. Experimental data are first fitted with Lorentzian
profiles and then full width at half maximum (FWHM) values are extracted. Variation
in FWHM values are found in the different zones of the plasma. This variation in
FWHM values affects the electron densities due to an approximate power dependence
of 3/2.
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Figure 4.37: Temporal variation of electron density at the time delay of 10 ns to 50
ns. The error bars indicate the estimated experimental errors.
Figure 4.38: Recorded plasma spectra of the hydrogen Balmer alpha line in pure
hydrogen gas at 900 ns time delay.
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Figure 4.39: Recorded plasma spectra of the hydrogen Balmer alpha line in pure
hydrogen gas at 1150 ns time delay.
Figure 4.40: Recorded plasma spectra of the hydrogen Balmer alpha line in pure
hydrogen gas at 1400 ns time delay.
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Figure 4.41: Recorded plasma spectra of the hydrogen Balmer beta line in pure
hydrogen gas at 900 ns time delay.
Figure 4.42: Recorded plasma spectra of the hydrogen Balmer beta line in pure
hydrogen gas at 1150 ns time delay.
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Figure 4.43: Recorded plasma spectra of the hydrogen Balmer beta line in pure
hydrogen gas at 1400 ns time delay.
Figure 4.44: Recorded plasma spectra of the hydrogen Balmer gamma line in pure
hydrogen gas at 400 ns time delay.
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Figure 4.45: Recorded plasma spectra of the hydrogen Balmer gamma line in pure
hydrogen gas at 650 ns time delay.
Figure 4.46: Recorded plasma spectra of the hydrogen Balmer gamma line in pure
hydrogen gas at 900 ns time delay.
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Figure 4.47: Recorded plasma spectra of the hydrogen Balmer gamma line in pure
hydrogen gas at 1150 ns time delay.
Figure 4.48: Recorded plasma spectra of the hydrogen Balmer gamma line in pure
hydrogen gas at 1400 ns time delay.
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Figure 4.49: Recorded data profiles of Hα from 150 ns to 1400 ns time delays at the
slit height of 2.53 mm.
Figure 4.50: Lorentzian fit to the experimental data of Hα at 400 ns.
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Figure 4.51: Recorded data profiles of Hβ from 400 ns to 1400 ns at the slit height
of 2.53 mm.
Figure 4.52: Recorded data profiles of Hγ from 400 ns to 1400 ns at the slit height
of 2.53 mm.
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* The corresponding contour plots of Hα and Hβ spectra at 400 ns and 650 ns
discussed in this section are displayed in the self-absorption section (see Section 4.2).
A typical example of the 2-dimensional plot of the recorded data intensity versus
wavelength of the Hα line at the indicated time delays is depicted in Figure 4.49.
The data are taken at a slit height of 2.53 mm. Figure 4.50 is an example of the
Lorentzian fit on the recorded data. As explained above the Lorentzian fitted line
shape is utilized to determine the plasma parameters, for example, electron density
and temperature. Similarly, Figures 4.51 and 4.52 demonstrate the 2-dimensional
plot of the recorded data intensities versus wavelengths of Hβ and Hγ lines at the slit
height of 2.53 mm.
Temporal variation of electron densities determined from the Hα, Hβ and Hγ lines
at the time delays of 150 ns to 1400 ns are displayed in Figure 4.53. At the time delay
of 150 ns, incomplete line profiles of Hβ and Hγ may cause increased error margins
in the measured electron densities. On the other hand, the Hα line is affected by the
self-absorption. However, electron density values agree within the estimated error
bars. Estimated error bars of ± 15% are also depicted in the plots. Higher error
bars of ± 20% are used for Hβ and Hγ lines at the time delay of 150 ns. The results
of temporal variation of the electron density show that the electron density values
decrease fast at early time delays and are almost linear for later time delays. The
determined temporal electron density variations are in the range of 8 × 1017cm−3 to
0.5× 1017cm−3 for the time delays of 150 ns to 1400 ns.
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Figure 4.53: Temporal variation of electron density in the time delay range of 150
ns to 1400 ns. The error bars indicate the estimated experimental error margins.
Figures 4.54 to 4.59 display electron density, Ne, variation along the slit height
for a time delay of 150 ns to 1400 ns determined by using the Hα line. The spatial
variation of Ne’s show factors of 2.18, 3.2, 2.84, 2.15, 1.92 and 1.85 difference at
the time delays of 150 ns to 1400 ns, respectively. The average of these electron
density values, as discussed are displayed in Figure 4.53. The twenty nine or less line
profiles are appropriately chosen and FWHM values are extracted. Twenty nine or less
profiles for Hα, Hβ and Hγ lines corresponds to the same plasma region along the slit
height for all the analyzed time delays. This allows us to calculate electron excitation
temperature in the same plasma region. Signal-to-noise ratio decreases especially at
the top edge of the plasma, therefore, fewer numbers of profiles are analyzed at the
top edge of the plasma for later time delay as represented by less number of electron
density and temperature points in the spatial variation plots. Here, the bottom part of
the chosen volume is not affected by low signal-to-noise ratio, since the chosen volume
lies slightly above the possible low signal-to-noise region. The estimated error bars
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used for spatial variation of electron densities are ±10% lower than ±15% for the
temporal variation case where uncertainty from the gate width increases error.
Electron density, Ne, variation determined from the Hβ line along the slit height
for a time delay of 400 ns to 1400 ns are demonstrated in Figures 4.60 to 4.63. Spatial
variation of Ne show factors of 3.10, 2.60, 2.31, 2.19 and 1.99 difference at the time
delays of 400 ns to 1400 ns, respectively. The averaged values of the values of the
electron density are also displayed in Figure 4.53. The measured plasma volume is
represented by 29 or less numbers of FWHM as described above. The results of the
spatial variation of electron density using the Hβ line at 400 ns and 650 ns were also
communicated in a recent article [106]. The electron densities agree within the error
bars of the previous experiments in hydrogen gas [30, 46]. Slight discrepancies in the
electron density values with the previous experiments may arise due to the use of
recently derived formulae for the electron density calculation. The results for Stark
broadened hydrogen Balmer series lines are consistent with the generalized theory of
Stark broadening [53]. However, the technique can only be applied for optically thin
line profiles.
Spatial variation of electron densities determined from the Hγ line are displayed
below in Figures 4.65 to 4.69. Empirical formulae for Hγ is derived from the previously
collected data in hydrogen gas [91] following the procedure similar to the recent
article [90]. As previously discussed, in the experimental section, the laser radiation
propagates from the top to the bottom on the spectral images of Hγ and from right to
left in the figures of the spatial variations of electron density and temperature. The
laser beam is parallel to the slit height for these measurements. Spatial variations
of electron densities determined from Hγ lines are illustrated in Figures 4.65 to 4.69,
and show factors of 1.94, 1.84, 1.96, 1.89 and 1.54 difference for the time delay of 400
ns to 1400 ns, respectively.
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Figure 4.54: Spatial variation of electron density at time delays of 150 ns from Hα.
The error bars indicate the estimated experimental errors.
Figure 4.55: Spatial variation of electron density at time delays of 400 ns from Hα.
The error bars indicate the estimated experimental errors.
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Figure 4.56: Spatial variation of electron density at time delays of 650 ns from Hα.
The error bars indicate the estimated experimental errors.
Figure 4.57: Spatial variation of electron density at time delays of 900 ns from Hα.
The error bars indicate the estimated experimental errors.
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Figure 4.58: Spatial variation of electron density at time delays of 1150 ns from Hα.
The error bars indicate the estimated experimental errors.
Figure 4.59: Spatial variation of electron density at time delays of 1400 ns from Hα.
The error bars indicate the estimated experimental errors.
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Figure 4.60: Spatial variation of electron density at time delays of 400 ns from Hβ.
The error bars indicate the estimated experimental errors.
Figure 4.61: Spatial variation of electron density at time delays of 650 ns from Hβ.
The error bars indicate the estimated experimental errors.
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Figure 4.62: Spatial variation of electron density at time delays of 900 ns from Hβ.
The error bars indicate the estimated experimental errors.
Figure 4.63: Spatial variation of electron density at time delays of 1150 ns from Hβ.
The error bars indicate the estimated experimental errors.
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Figure 4.64: Spatial variation of electron density at time delay of 1400 ns from Hβ.
The error bars indicate the estimated experimental errors.
Figure 4.65: Spatial variation of electron density at the time delays of 400 ns from
Hγ. The error bars indicate the estimated experimental errors.
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Figure 4.66: Spatial variation of electron density at the time delays of 650 ns from
Hγ. The error bars indicate the estimated experimental errors.
Figure 4.67: Spatial variation of electron density at the time delays of 900 ns from
Hγ. The error bars indicate the estimated experimental errors.
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Figure 4.68: Spatial variation of electron density at the time delays of 1150 ns from
Hγ. The error bars indicate the estimated experimental errors.
Figure 4.69: Spatial variation of electron density at the time delay of 1400 ns from
Hγ. The error bars indicate the estimated experimental errors.
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4.4.2 Electron density from the Hα shift method
Figure 4.70: Hα profile plot of the experimental data at slit height of 1.98 mm with
Lorentzian fit and background at 30 ns time delays. The green theoretical curve is
the background substracted Lorentzian fit.
Figure 4.71: Hα profile plot of the experimental data at slit height of 1.98 mm with
Lorentzian fit and background at 40 ns time delays. The green theoretical curve is
the background substracted Lorentzian fit.
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Figure 4.72: Hα profile plot of experimental data at slit height 1.98 mm with
Lorentzian fit and background at 50 ns time delay. The green theoretical curve is the
background substracted Lorentzian fit.
Figures 4.70, 4.71 and 4.72 depict the Lorentzian fit of the experimental data with
the estimated background at time delays of 30 ns, 40 ns and 50 ns, respectively. The
laser pulse width of 14 ns and gate width of 5 ns was used for these measurements.
The Stark shift of 1.55 nm, 1.50 nm and 1.44 nm is extracted from the fitted profiles
with the corresponding electron densities of 31.10×1017 cm−3, 30.20×1017 cm−3 and
28.86 × 1017 cm−3. The electron densities determined from the FWHM method at
these time delays are 42.46 × 1017 cm−3, 34.13 × 1017 cm−3 and 31.09 × 1017 cm−3,
respectively. These results are consistent within the ±20% error margin used for
the FWHM method and also agree with the previous hydrogen experiments [30].
The discrepancy in electron densities with the electron densities determined from
the averaged values of FWHM as shown in Figure 4.37 arises due to the slit height
chosen for the shift method. The analysis of 25 ns or earlier time delay data show
higher electron densities determined from the FWHM than the shift method. This
may be due to the recorded Hα line by using the 22 nm window which is too broad
for analysis at these time delays. Some amount of discrepancy is possibly due to the
self-absorption of the Hα line for such an early time delay.
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4.4.3 Electron density from the Hβ peak-separation method
The hydrogen Balmer beta line is probably the best known spectral indicator of
the electron density [107]. The Hβ line shows two peaks with a central dip due
to the influence of Stark broadening. The Hβ profiles are weakly dependent on
temperature. Detailed profiles of the hydrogen Balmer series lines are the subject
of extensive studies in the history of quantum mechanics [108]. The wavelength
difference between two peaks depends on the electron density therefore the peaks
can be utilized for the electron density diagnostics as well as the self-absorption test.
Here, we focus on the electron density diagnostics. At an early time delay, which
is generally up to or less than 100 ns after the micro-plasma generation in UHP
hydrogen gas, the Hβ line appears very broad and not clearly distinguishable from
the continuum radiation, therefore this line is applicable at a later time delay at
which electron density values range from 1018 cm−3 to 1015 cm−3. The Hα line is
applicable for the higher values of electron densities and at early time delays. In a
recent journal article [106], data smoothed by the Savitzky-Golay filter were utilized
to determine the wavelength difference between two peaks, i.e., peak separation and
electron densities were calculated. The result show lower electron density compared
with electron densities determined from the full width at half maximum method.
The Tables B.1 and B.2 in Appendix section B show the result of spatial variation of
electron densities determined by using the FWHM and peak-separation methods from
the Stark-broadened line profiles of the plasma generated from pure hydrogen gas at
different time delays. However, after fitting experimental data with the computer
simulated profiles as described below in this section, the peak separation method
shows reliable results of electron densities of the order of 1 × 1017 cm−3. The results
from the two methods are within the error margin of Hβ [93]. Moreover, the results of
the electron density from the FWHM and from the peak-separation for Te ' 12,000
K and for Ne in the range of 0.3 to 0.4 × 1017 cm−3 appear to nicely agree [93, 107].
The peak-separation method is especially useful in the case of self-absorption and
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incomplete recorded line profiles of Hβ. To explore better software for the peak-
separation method, a two peak Lorentzian fit by using Origin software as shown
in Figure B.2 is also tested and concluded that the computer simulated profile is
the preferred method for the peak-separation method. More detail is explained in
Appendix B.
Figures 4.73, 4.74 and 4.75 show the computer simulated symmetric Hβ fits in the
experimental data collected in pure hydrogen gas at 400 ns, 650 ns and 900 ns time
delays. The figures also display the overall fit and background. The electron density
determined from the peak separation method of these computer simulated profiles are
2.66× 1017cm−3, 1.25× 1017cm−3 and 0.87× 1017cm−3 for time delays of 400 ns, 650
ns and 900 ns, respectively. The corresponding electron density values from FWHM
of the fitted profiles are 2.46 × 1017cm−3, 1.29 × 1017cm−3 and 0.92 × 1017cm−3 for
time delays of 400 ns, 650 ns and 900 ns, respectively. This means electron densities
agree within the error margin of ±10%.
Figure 4.73: Hβ computer simulated fit on the experimental data for the peak-
separation method at 400 ns.
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Figure 4.74: Hβ computer simulated fit on the experimental data for the peak-
separation method at 650 ns.
Figure 4.75: Hβ computer simulated fit on the experimental data for the peak-
separation method at 900 ns.
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The Balmer beta line also shows an asymmetric line profile due to the ion dynamics
effect as seen in the recorded experimental data profiles. The spatial variation of
electron density was determined by using an asymmetric fit to the Balmer beta line,
as elaborated in recent article [75]. For the analysis a computer simulated asymmetric
fit was performed on the experimental data and the electron density was determined
at the time delays of 400 ns and 650 ns. The asymmetry of the beta line was also
studied in a recent article [109].
4.5 Electron Excitation Temperature
The temperature, Te, variation along the slit height for a time delay of 400 ns to 1400
ns is displayed in Figures 4.76 to 4.80. The integral values of the Balmer series Hα,
Hβ and Hγ line profiles along with other parameters are used to plot a straight line
as described in the Boltzmann plot in the theoretical section (see Chapter 3). Spatial
variations of Te indicate a factor of 1.56, 1.70, 1.38, 1.25 and 1.19 difference in time
delay range of 400 ns to 1400 ns. An averaged values of the spatial variation of Te at
these time delays is plotted and displayed in Figure 4.81. The estimated ±15% error
bars used for temperature values are higher than the ±10% error bars for electron
density due to the increased uncertainties in determining temperatures.
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Figure 4.76: Spatial variation of electron excitation temperatures at the time delays
of 400 ns determined from Balmer series Hα, Hβ and Hγ lines. The error bars indicate
the estimated experimental errors.
Figure 4.77: Spatial variation of electron excitation temperatures at the time delays
of 650 ns determined from Balmer series Hα, Hβ and Hγ lines. The error bars indicate
the estimated experimental errors.
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Figure 4.78: Spatial variation of electron excitation temperatures at the time delays
of 900 ns determined from Balmer series Hα, Hβ and Hγ lines. The error bars indicate
the estimated experimental errors.
Figure 4.79: Spatial variation of electron excitation temperatures at the time delays
of 1150 ns determined from Balmer series Hα, Hβ and Hγ lines. The error bars indicate
the estimated experimental errors.
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Figure 4.80: Spatial variation of electron excitation temperatures at the time delay
of 1400 ns determined from Balmer series Hα, Hβ and Hγ lines. The error bars indicate
the estimated experimental errors.
Figure 4.81: Temporal variation of electron excitation temperature in the time delay
range of 150 ns to 1400 ns determined from Balmer series Hα, Hβ and Hγ lines. The
error bars indicate the estimated experimental errors.
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The temporal variation of temperature determined from the Hα, Hβ and Hγ lines
are displayed in Figure 4.81. The displayed values are the averaged values of the
spatial variation of temperatures. The temporal variation of temperature decreases
with time at the indicated time delay range. The temperatures are in the range of
115 × 103 K to 14 × 103 K for time delays of 150 ns to 1400 ns. The temperature
at 150 ns may have suffered from incomplete line profiles of Hβ and Hγ lines.
The temperature values are consistent with the previous hydrogen experiments [46].
Estimated error bars for the temperatures are ±20%. The higher error bars of ±30%
are estimated at 150 ns due to inadequate line profiles. The error estimation is higher
than the spatial variation case due to the gate width as explained in the previous
section. Alternatively, line-to-continuum ratios of 12.3, 32.9, 72.0 are determined for
the time delays of 150 ns, 400 ns and 650 ns, and temperatures are estimated from
the provided line-to-continuum vs. temperature plots [50, 110]. To determine the
ratios, integrated values of averaged line intensity in the active plasma volume and 10
nm band width for the continuum radiation is used. The determined temperatures
from the Boltzmann plot and the estimated temperatures from the line-to-continuum
ratio appear consistent within the estimated error margins.
83
4.6 Variation of Electron Temperature and Den-
sity
Figure 4.82: Variation of electron excitation temperature with electron density. The
error bars indicate the estimated experimental errors.
Figure 4.82 shows the linear fit of the log-log plot of temperature vs electron density.
The linear fit shows the slope of 0.66 ± 0.13 with the indication of specific heats
ratio, γ, value of 1.66. Here, γ is the ratio of the specific heats at constant volume
and pressure. The value is consistent with the previous experiments [69, 111] within
estimated errors. The result shows that post-breakdown plasma expansion is frozen
and isentropic. The isentropic expansion result is more accurate for the smaller range
of time delays [69] than the time delay range of 150 ns to 1400 ns with the 250 ns
interval investigated here.
4.7 Abel Inversion
Experimental line-of-sight data recorded in the gas mixture of hydrogen and nitrogen
are filtered by using Savitzky-Golay filter and an Abel inversion algorithm is utilized.
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A single slice of the plasma is considered as in Figure 1.1 with circular symmetry and
3-dimensional information of the plasma parameters is obtained with the supposition
of spherical symmetry within a 0.2 mm of radius. The laser-beam was focused
perpendicular to the slit height for optical breakdown which is different than the
pure hydrogen data recording process. Slight asymmetry observed in the data is also
included and asymmetric electron densities are determined. For asymmetric plasmas,
data can be recorded by changing measurement angles with subsequent application
of computer tomography based on Radon inversion techniques [61, 112, 113].
4.7.1 Radial electron number density distribution in expand-
ing laser-induced plasma
Displayed plasma spectra in Figures 4.83 to 4.86 are recorded from the plasma
emission of UHP hydrogen and nitrogen gas mixture filled inside a Chamber at a
ratio of 9 to 1. These spectra are also wavelength calibrated and detectors sensitivity
corrected. The images represent the map of emission intensity as a function of
position and wavelength. Lateral information of the emission intensity along the slit
height is subjected to Abel inversion and true measurement of the spectral intensity
is determined. For the Abel inversion process, 73 spectra out of 1024 recorded spectra
are chosen and analyzed. These 73 spectra represent the main plasma emission
including kernel and outer core. In the images of Figures 4.83 to 4.86, slit height
from 0.60 mm to 1.59 mm represents these 73 spectra. More details about the
procedure can be found in the recent article [75], however the number of spectra
used are different.
Figures 4.87 to 4.90, depict the symmetric and 4.91 to 4.94 depicts the asymmetric
radial distribution of electron densities extracted from the Abel inverted data.
Recorded experimental data points are first Abel inverted and then Lorentzian fitted
before using empirical formulae to determine the electron densities. Electron densities
show a standing wave pattern and a major ring structure near the radius of ± 0.2 mm.
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Figure 4.83: Recorded plasma spectra of Hα in the gas mixture of H2 and N2 at
100 ns time delay.
Figure 4.84: Recorded plasma spectra of Hα in the gas mixture of H2 and N2 at
200 ns time delay.
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Figure 4.85: Recorded plasma spectra of Hα in the gas mixture of H2 and N2 at
300 ns time delay.
Figure 4.86: Recorded plasma spectra of Hα in the gas mixture of H2 and N2 at
400 ns time delay.
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In pure hydrogen, the major ring structure is near ± 0.5 mm at a time delay of 400 ns
[59]. For Ne ≥ 20×1017cm−3, the self-absorption effect for Hα appears to be noticeable
in UHP hydrogen and laboratory air plasma [59, 66]. This suggests that the electron
density values at 100 ns may be over predicted by a factor of 1.5 when comparing
with Hβ [59]. Following the procedure for slight asymmetric, spherical expansion [75],
the deviation of the electron-density profiles are at most within the estimated ±10%
error bars. The Hβ profile is utilized to extract electron densities. Electron densities
determined from Hβ line are found to agree with the electron densities from the Hα
line within the error margin as described in Appendix (B).
Figure 4.87: Symmetric radial electron density distribution at the time delay of 100
ns. Two peaks represent the plasma kernel. The error bars indicate the estimated
experimental errors.
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Figure 4.88: Symmetric radial electron density distribution at the time delay of 200
ns. Two peaks represent the plasma kernel. The error bars indicate the estimated
experimental errors.
Figure 4.89: Symmetric radial electron density distribution at the time delay of 300
ns. Two peaks represent the plasma kernel. The error bars indicate the estimated
experimental errors.
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Figure 4.90: Symmetric radial electron density distribution at the time delay of 400
ns. Two peaks represent the plasma kernel. The error bars indicate the estimated
experimental errors.
Figure 4.91: Asymmetric radial electron density distribution at the time delay of
100 ns. The error bars indicate the estimated experimental errors.
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Figure 4.92: Asymmetric radial electron density distribution at the time delay of
200 ns. The error bars indicate the estimated experimental errors.
Figure 4.93: Asymmetric radial electron density distribution at the time delay of
300 ns. The error bars indicate the estimated experimental errors.
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Figure 4.94: Asymmetric radial electron density distribution at the time delay of
400 ns. The error bars indicate the estimated experimental errors.
4.7.2 Radial temperature distribution in expanding laser-
induced plasma
The radial temperature distributions are deduced from Boltzmann plots using Hα and
Hβ lines. Figures 4.95 and 4.96 illustrate the results. The plasma kernel expansion
speed amounts to 1.3 ± 0.3 km/s and 1.0 ± 0.2 km/s at the time delays of 200 ns
and 300 ns. The value of the plasma kernel expansion speed is consistent with results
of recent hydrogen experiments [30, 59]. The computer simulations indicate a shock
wave expansion speed of 60 km/s at a time delay of 20 ns in air at atmospheric
pressure [76]. Simulations of plume expansion in Cu vapor with a He gas background
predict a low gas density near the target and a high density in front of the vapor
plume with shock front formation [114].
Minor peaks are discernible in Figures 4.95 and 4.96 near the center and are due to
the expanding kernel. In comparison, simulations of the Cu vapor plume expansions
with He gas background predict a low gas density near the target and a high density
in front of the vapor plume including the formation of a shock front [114]. The
92
Figure 4.95: Radial temperature distribution at the time delay of 200 ns. The error
bars indicate the estimated experimental errors.
Figure 4.96: Radial temperature distribution at the time delay of 300 ns. The error
bars indicate the estimated experimental errors.
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temperatures are of the order of 3 eV in the center, the peaks show at least 2× higher
Te due to the kernel expansion. It is noteworthy, that Thomson scattering diagnostics
in the study of laser ablation in ambient air [115] reveal an electron temperature of
61× 103 K (5.3 eV) in the central region but for a time delay of 600 ns from the laser
ablation pulse, diminishing to 13×103 K (1.1 eV) at a time delay of 3 µs from optical
breakdown. Therefore, the determined electron temperatures indicated in Figures
4.95 and 4.96 appear in reasonable agreement with the Thomson scattering laser
ablation experiments. The determined temperature values at 400 ns are consistent
within the error margins of recently communicated hydrogen laser-induced plasma
experiments [59].
The average values of electron densities are 16, 6.5, 4.1 and 3.2 × 1017cm−3 at
the time delays of 100, 200, 300 and 400 ns, respectively. Likewise, the average
temperature values are 55, 51, 47 and 38 × 103 K (4.8, 4.4, 4.0 and 3.3 eV) at
100, 200, 300 and 400 ns, respectively. Alternatively, line-to-continuum ratios of
9.3, 18.7, 26.5, 31.3 are determined for the 100 ns, 200 ns, 300 ns and 400 ns
time delays, respectively, and temperatures are estimated from the provided line-
to-continuum ratio vs temperature plots [50, 110] as in pure hydrogen. To determine
the ratios, integrated values of averaged line intensity in the active plasma volume
and 10 nm band width for the continuum radiation is used. The determined
temperatures from the Boltzmann plot and estimated temperatures from line-to-
continuum appears consistent within the estimated error bars except at 100 ns. At
100 ns, the temperature estimated from line-to-continuum is above 100,000 K and is
consistent with the pure hydrogen experiments. Therefore, it is concluded that the
line-to-continuum method is preferable than the line-to-line ratio for the diagnostics
of early time plasma temeperatures. For standard temperature and slightly above
atmospherics pressure (1.21 × 105 Pa), the electron density of 3.2 × 1017cm−3 is a
factor of 1.9 higher for the 9:1 gaseous hydrogen:nitrogen mixture than for the pure
gaseous hydrogen experiments [46, 116] at a pressure of 1.08× 105 Pa.
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For an isentropic expansion of the electron distribution in laser-induced plasma
dynamics [85, 111], the ratio of the electron temperature and electron density to the
power of 2/3 is expected to be constant as in the equation below,
Te
N
2/3
e
= constant. (4.1)
The Table below shows the results determined from the average values of electron
density and temperature.
Table 4.2: N
2/3
e and Te ratios for the time delay range of 100 ns to 400 ns.
(Ne,100/Ne,200)
2/3 1.37± 0.13 Te,100/Te,200 1.08± 0.32
(Ne,200/Ne,300)
2/3 1.36± 0.09 Te,200/Te,300 1.09± 0.33
(Ne,300/Ne,400)
2/3 1.17± 0.08 Te,300/Te,400 1.22± 0.37
The ratios in Table 4.2 imply that the electronic component of the plasma is well-
characterized by an isentropic expansion as previously discussed for pure hydrogen
laser-induced plasma. The average electron density Ne,100 appears over-predicted
from Hα spectra by a factor of 1.5 [59, 66] due to self-absorption effects. A ratio
of [Ne,100/Ne,200]
2/3 = 1.82 would be outside the error margins; however, the value
of [Ne,100/Ne,200]
2/3 = 1.37 is obtained when including a correction factor of 1.5 to
lower Ne,100 , thereby effectively accounting for self-absorption. The results for the
[Ne,300/Ne,400]
2/3 and Te,300/Te,400 ratios are affected by lower signal-to-noise data than
for the other ratios, but again, the results support the isentropic expansion within
the error margins.
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Chapter 5
Shadowgraphs of Laser-Induced
Breakdown
A similar version of the part of this chapter will appear as “Imaging of laser-induced
plasma expansion dynamics in ambient air”, Ghaneshwar Gautam, Christopher M.
Helstern, Kyle A. Drake, Christian G. Parigger, International Review of Atomic and
Molecular Physics (2017), in press.
The shadowgraph technique is based on the variation of the refractive index
causing refraction of the light used for imaging. The changes of the index of refraction
directly corresponds to the light and dark records in the recorded data. In schlieren
analysis, a knife edge is used to cut off directly propagating optical radiation to
capture the deflected light; however, both shadowgraph and schlieren techniques
are closely related [117, 118]. The Schlieren method is based on the transverse
derivative for the image formation, and shadowgraphy relies on the Laplacian or
second derivative. Shadowgraphs have been extensively used in fluid flow visualization
and are equally applicable in shockwave analysis of laser-induced plasmas. When
collimated laser light passes the area of interest with varying refractive index, the
light rays are refracted and a shadow pattern that is projected onto a screen can be
recorded with a standard camera or charge-coupled device (CCD). The shadowgraph
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technique is applied in different fields of research including aerodynamics and fluid
mechanics [30, 119, 120, 121, 122]. Laser-induced plasma and shock/blast waves are
also important in medical and industrial applications [123, 124].
Here, the shadowgraph technique is used to observe the density gradient and
shock-wave formation in transient plasmas. The non-uniformities in the plasma
expansion can be recorded with high-speed photography realized by using another
laser beam. Shadowgraphy allows one to visualize the abrupt changes in gaseous
and laser-plasma generated shock wave. Valuable time-resolved information about
the laser-matter interaction can be obtained from analysis of the shock wave. The
shock wave study is applicable in geology and astronomy. Higher density regions of
the plasma appear comparatively darker than its surrounding parts indicating partial
blockage of light rays. The detailed images serve as a guide for spectroscopic analysis
including computer tomographic methods. The shock wave indicates higher values of
electron density and temperature in that region of the plasma.
Laser-induced plasma is generated with 6-ns, 800-mJ Nd:YAG 1064-nm laser
radiation under ambient conditions. The expansion dynamics are explored using
synchronized, 532-nm laser pulses from a second Nd:YAG laser device. Shadowgraphs
are recorded during the first 4 microseconds to visualize the expansion dynamics. The
detailed experimental records show density variations consistent with Abel inverted
spectra.
The generation of laser-induced optical breakdown with nanosecond Nd:YAG
1064-nm laser radiation causes hypersonic shock waves that typically reduce to
supersonic speeds of Mach number, Ma = 3, at a time delays of 1 microsecond. At
infinitely long time, the shock wave becomes a sound wave [125]. Fluid dynamics
effects can be measured for time delays several orders of magnitude longer than
the deposition of energy during the pulse width [5, 126, 127]. The gas-dynamic
evolution of the laser induced breakdown using shadowgraphic measurements were
performed. The expansion dynamics can be visualized using high-speed photography
[128, 129, 130], or it can be investigated using optical emission spectroscopy (OES)
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and Abel inversion [59, 72, 75, 112, 131, 132]. However, in view of the electron
density variation along the line of sight of the laser plasma, a detailed collection of
shadowgraphs is recorded that support of the Abel inversion results.
5.1 Experimental Details of Shadowgraph Imaging
Details of the experiment in laboratory air: A Quantel laser device (model Q-smart
850) is operated at its fundamental wavelength of 1064 nm, 6 ns pulse width, 850
mJ per pulse energy to induce optical breakdown. In addition, a Quanta Ray laser
operated at its second harmonic wavelength of 532 nm with a pulse width of 17 ns
and energy of typically 120 mJ per pulse. Figure 5.1 illustrates the experimental
arrangement.
Figure 5.1: Schematic of the shadowgraph experiment in laboratory air.
The 1064-nm IR beam is focused with a 100 mm plano convex lens, f/10 focusing
is used. The peak irradiance in focus would amount to 50 TW/cm2 which is over 2
orders of magnitude above threshold of ∼ 0.3 TW/cm2 required for air breakdown at
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standard ambient temperature and pressure (SATP). The 532-nm green laser beam
is reflected by a prism perpendicular to the original beam direction, which emerges
from the laser source and is used to cast a shadowgraph of the plasma after multiple
reflection from six mirrors. The distance between each mirror is 1.2 meter. After
reflection from the mirrors, the beam expands and becomes sufficiently wide to cover
plasma volume for shadowgraph imaging.
The two lasers and camera were synchronized for accurate temporal measurements
of the shadowgraphs. A function generator (Wavetek FG3C), digital delay generator
(Standford Research System DG535) and custom built divide-by-five box were also
used in the synchronization process by following the similar procedures previously
utilized [84]. The trigger jitter of the externally controlled Quanta Ray laser amounted
to 1 ns RMS amplitude. The indicated image lens in the figure is used to obtain a
shadowgraph magnification of 20:1 on the screen.
A Silicon Videor9C10 camera with Nikon lens of 50 mm focal length was
employed to record shadowgraph images. XCAP imaging software with a PIXCI
image capture board was available to control the CMOS based silicon video camera.
The shadowgraph magnification ratio on the screen board was 20:1. The 9C10 video
camera has a 6.1 mm × 4.58 mm sensitive area with square 1.75 µm × 1.75 µm pixels,
or a resolution of 3488 horizontal × 2616 vertical pixels. The images were recorded
using 4 × 4 grouping and an overal image resolution of 512 × 512 pixels. XCAP
imaging software with a PIXCI image capture board was available to control the
Silicon video CMOS based camera. Further details of this experiment are described
in Appendix B.
Details of the experiment in UHP hydrogen and its mixture with nitrogen gas
inside a chamber: In this case Quantel laser energy used for optical breakdown was
decreased to 150 mJ per pulse by using a beam expander and pin hole. Two anti-
reflection coated plano-concave and bi-convex lenses with focal lengths of 100 mm
and 300 mm were used for beam expansion. Energy per pulse is reduced to 150 mJ
after passing through a pin-hole at which the beam cross-section area was reduced
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by a factor of 5 and approximately 11% energy loss was from 3 mirrors used to align
beam parallel to the spectrometer slit.
The Gaussian beam profile of the laser was converted to a top-hat profile after
using beam expander, the relation between these two profiles is given by,
Itop−hat =
1
2
Igaussian(r=0), (5.1)
where Itop−hat and Igaussian are intensities corresponding to top-hat and gaussian
beams, and energy density or fluence is uniformly distributed in the case of the
top-hat beam.
5.2 Results
Figures 5.2, 5.3 and 5.4 display typical recorded results of the shadowgraphs for the
time delays of 25 ns to 4 µs. The laser beam is focused from left to right and optical
breakdown occurs as the threshold irradiance is reached. The images show an area of
12.7 mm × 12.7 mm. These two-dimensional images represent the expansion of the
plasma along with corresponding shock waves, both parallel and perpendicular to the
laser beam propagation direction. At 25 ns time delay, multiple optical breakdown
spots are seen. It is possible that spherical aberration causes the shape of the optical
breakdown [133]. The whole plasma shape is close to a cylindrical shape and it
appears that there are many bubbles connected together. This close to the cylindrical
plasma shape changes to a spherical shape for later time delays specifically toward the
laser beam direction. The greenish-gray color outside the white centers indicate the
initiation of shock waves from these breakdown spots, and white areas inside the shock
waves are the low density regions where more light passes than in the surrounding
area.
The shock wave is generated when the fast moving plasma plume pushes the gas
outwards. The faint lines outside the shock wave are the result of diffraction effects of
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the shock wave. Successive lines from the shock wave correspond to 1st and 2nd order
diffraction patterns, respectively. These lines are more visible for later time delays,
i.e., for 1 µs in Figure 5.3.
Furthermore, stagnation layers are developed inside the plasma due to the
interaction of two or more optical breakdown events that originate at different
breakdown spots as elucidated in Figure 5.2. The dark area above and below
the shadowgraphs are reminiscent of the imaging laser beam profile. When using
nanosecond laser pulses with peak irradiances well above optical breakdown threshold,
most of the laser pulse interacts or couples with the plasma resulting in a laser-driven
expansion and shock wave. This laser-plasma interaction depends on the plasma
frequency and electron density, Ne, but for Ne < 10
21 cm−3, the 1064-nm excitation
laser beam is fully absorbed once optical breakdown is achieved. The development of
the laser-supported plasma reveals primarily spherical symmetry for the expansion of
the bubble towards the laser side (left in the images).
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Figure 5.2: Shadowgraphs during the first 200 ns after optical breakdown. The
laser beam is focused from left to right. The size of the images along the laser beam
direction is 7.5 mm, 8.1 mm, 8.4 mm and 8.6 mm with estimated 5% error margins,
respectively.
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Figure 5.3: Shadowgraph showing the laser-plasma expansion from 400 ns to 1 µs.
The laser beam is focused from left to right. The size of the images along the laser
beam direction is 9.4 mm, 10.0 mm, 10.5 mm and 11.0 mm with estimated 5% error
margins, respectively.
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Figure 5.4: Shadowgraphs of the plasma for time delays of 1.5 to 4 µs. The
laser beam is focused from left to right. The size of the images along the laser
beam direction is 12.2 mm, 12.8 mm, 13.6 mm and 14.5 mm with estimated 10%
error margins, respectively. Here, error margin increases due to the size of the
shadowgraphs being larger than the camera size.
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The displayed images in Figures 5.2 to 5.4 were originally recorded in red-green-
blue (RGB) colors and stored as tagged-image-files (TIF) but are converted to PNG
files and labeled by using Gimp 2.8 software. These images can also be transferred
to gray scale color, which produce similar quality shadowgraphs.
The expanding plasma grows to a larger diameter towards the laser side (left in the
images) than in the forward direction. Each individual breakdown spot shows close
to spherical expansion yet the overall plasma shape appears to be close to cylindrical
during the early time delays. For later time delays, Figures 5.2 and 5.3 indicate a
close to spherical shape especially towards the laser side due to the laser-supported
absorption following optical breakdown.
The Taylor-Sedov theory of blast wave propagation from a point explosion yields
the time dependent radius, R(t), of the shock front [124, 134, 135, 136],
R(t) = ξ
(
E
ρ
)1/(n+2)
t2/(n+2) ∼ t2/(n+2). (5.2)
Here, ξ is a constant in the range of 1 to 1.1 that depends on the specific heat
capacity, E is the energy released during explosion, ρ is the gas density, t is the time
delay following breakdown and n is the shape dependent parameter. The values of n
= 1, 2, 3 correspond to planar, cylindrical and spherical shock waves, respectively.
One can use Equation (5.2) to calculate the blast wave or shock front expansion
generated from laser-induced optical breakdown by specifying all the parameter
values. However, of primary interest is the dependence of the radius, R(t), on time
delay, t. Figure 5.5 displays the maximum of the shock wave radius versus time delay
measured perpendicular to the direction of the laser beam propagation.
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Figure 5.5: Log-log plot of shock wave expansion perpendicular to the laser-
propagation direction. The error bars indicate the estimated experimental errors.
The linear fit reveals 0.41 for the slope, or n = 2.9 ∼ 3. In other words, spherical
expansion is inferred. The figure also shows 20% error bars. These error bars are
estimated from the variations in the pulse energy for generation of optical breakdown,
the trigger-jitter synchronization of the two laser beams, and the readout errors from
the displayed images in Figures 5.2 to 5.3. One can also extract from the graph the
approximate 1 mm per µs expansion velocity for time delays of ∼ 1 µs, or Ma = 3.
From Equation (5.2), using ξ = 1.0 to 1.1, E = 800 mJ, ρ = 1.225 kg/m3 and n = 3
yields for the radius ( = 1 µs) = 3.7 to 4.1 mm, consistent with the measured value
of 3.9 mm.
Figures 5.6 and 5.7 display the shadowgraph images of the plasma generated at
UHP hydrogen and hydrogen-nitrogen mixture inside the chamber at the indicated
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time delays and pressures. Modeled prolate spheroidal geometry is also shown in the
right side of Figure 5.6. Since the propagation dynamics of the plasma and shockwave
also depends upon the laser energy and type of the ambient gas inside the chamber,
geometry of the shadowgraph appears different than shadowgraphs in air breakdown.
Furthermore, shadowgraph images are significantly different than the shadowgraphs
generated in laboratory air due to the lower number of electron density generated
from the lower nitrogen concentration, as well as imaging is performed on the plasma
generated inside the chamber. The plasma shapes generated in the UHP hydrogen
and hydrogen-nitrogen mixtures inside the chamber can be modeled as a prolate
spheroid given by the equation,
x2
a2
+
y2
b2
+
z2
c2
= 1, (5.3)
where the y-axis is assumed to be symmetric and a, b, c are the semi-axes
corresponding to x, y, z axes with a = c.
Figure 5.6: The image is the shadowgraph at 400 ns time delay at 810 torr pressure,
in ultra-high-pure hydrogen (left) and modeled prolate spheroid geometry for the
shadowgraphs of the plasma formation in UHP H2 and H2 - N2 gas mixture inside the
chamber (right). X and Z axis represents the direction of line-of-sight measurement
and slit height, respectively. The laser beam direction is from top to bottom in these
images.
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Figure 5.7: The images are the shadowgraphs at pressure of 672 torr ultra-high-
pure hydrogen and 52 torr ultra-high-pure nitrogen gas at 400 ns left and 1 µs right,
respectively. The laser beam direction is from top to bottom in these images.
These images were collected for the purpose of the investigation of shape or
geometry of the plasma formation in UHP H2 and H2-N2 mixture. The height to
width ratio of the shadowgraph for the UHP hydrogen is ' 1.5:1. Prolate spheroidal
radius from the experimentally recorded plasma is equivalent to 0.87 times the radius
of the perfectly spherical model. Estimated error margins of the ratio is ± 10%.
A further step for these UHP gases and their mixture shadowgraphs could be the
collection of temporal variation shadowgraphs as in the laboratory air case and a
study of the shock wave behavior.
5.3 Shadowgraph Summary
The recorded shadowgraphs following laser-induced optical breakdown generated
with peak irradiances well above thresholds indicate multiple epicenters for laser-
plasma generation. The laser-supported blast wave shows a spherical expansion due
to absorption of most of the pulse energy in the region towards the laser. Lesser
amounts of energy absorption occurs in the forward direction. This type of behavior
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was also observed in the previous experiment performed in laboratory air with similar
experimental conditions except the laser energy used was lower by a factor of 10 or
more [101]. The colliding shockwaves from multiple breakdown spots cause stagnation
layers that tend to disappear on the laser side for longer time delays but tend to prevail
in the forward direction.
Most importantly, the symmetric images along the optical axis indicate higher
electron densities near the shockwave front. Higher electron density would imply
higher electron temperature in these regions as well, consistent with previous results
inferred from spectra recorded during plasma expansion in air and the application of
Abel inversion techniques.
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Chapter 6
Future Interests
Experiments described in this dissertation are in the peak power range of GW cm−2
to TW cm−2. Higher than TW cm−2 peak power is of future interest. The high
peak power study includes for example, expansion dynamics by mapping the laser-
surface interaction, laser-plasma shockwave interactions, hypersonic phenomena. Of
interest will be investigations of interactions of the electrons and ions with a shock
moving through an ionized gas to provide insight into the shock structure. A further
step in this process will be the advancement of three-dimensional mapping using
Radon transform techniques to generate computer tomography type images. For this
purpose, one needs at least one or two more ICCD’s or to mechanically rotate the
spectrometer mounted with ICCD.
Measurements of H2-N2 mixtures with plasma generated along the slit for
improved signal-to-background data would be a future recommendation prior to Abel
inversion. The empirical formula for Hγ is derived, applied and tested as well. The
further work would be deriving the empirical formula for Hδ and testing its application
for electron density and temperature.
High peak power femtosecond radiation experiments are recommended for laser-
surface interaction without laser-driven plasma phenomena that are seen for nanosec-
ond radiation. It is possible to study relativistic plasma by using a laser light intensity
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of 1021 W cm−2 (petawatt) [85]. At the high power laser source, a relativistic plasma
can be generated. Furhter study of laser-matter interactions using high peak power
laser is of future interest. The high power generally covers the intensity ranges from
1010 to 1021 W cm−2 with wavelength range from the near IR to near UV and time
scale range from tens of nanosecond to a few femto-seconds. At very high laser light
intensity, electron velocities can reach a significant fraction of the speed of light.
The study of molecular spectroscopy associated in an atmospheric pressure
mixture like CO2 and N2 are of future interest. Molecular emissions from CN formed
via recombinations is expected to show strong signals. In view of the expanding shock
wave phenomena that include shockwave interactions and inhomogeneous electron
density and temperature distribution, the extent of local thermodynamic equilibrium
can be explored. Of course, other diatomic molecular spectra are of interest as
well [137, 138, 139]. The future interest also includes the fitting of the recorded
and computed spectra by using a non-linear fitting routine called the Nelder-Mead
algorithm. In laser-induced plasma, emission spectra may include both atomic and
molecular emissions. Time-resolved measurements allow us to separate these two
types of emission at later time delays. After the atomic and ionic emission spectra
from the plasma, molecular emission spectra emerge from the recombination of the
original gas. Typically, atomic and ionic spectra dominate until a time delay of 1 µs
and then molecular spectra can appear at a later time delay. However, atomic spectra
can be observed until the time delay of 10 µs. The line width of the atomic spectra are
comparable to the instrumental width when the molecular spectra becomes apparent
and the time depends also on the ambient pressure and the energy per pulse of the
laser source. Molecular spectra may appear early after optical breakdown or within
the first micro-second but typically arise after 10 µs and can go up to 100 µs or
beyond after the optical breakdown in a laser-induced plasma.
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Chapter 7
Conclusions
Micro-plasma is generated in the process of laser-induced optical breakdown for
different experimental arrangements, for example, in ambient air, UHP hydrogen and
hydrogen-nitrogen gas mixture. Spectrally and spatially resolved micro-plasma are
imaged in different experimental set ups and analyzed using the available theory. A
new method called the doubling mirror method is applied to study the self-absorption
phenomenon of the laboratory micro-plasma generated in laboratory air and UHP
hydrogen gas. Self-absorption studies are vital for the accurate characterization of
the plasma dynamics. The results in this dissertation show that self-absorption is
comparatively higher at the line center than at the wings and higher for earlier time
delays for the hydrogen Hα line. Self-absorption is very low or not significant for the
hydrogen Hβ line.
For the extraction of radial information from the recorded line-of-sight measure-
ment, the Abel inversion method is applied. For the purpose of Abel inversion, a
slightly different experimental set up is used to record the data. Recorded line-of-
sight data points are Abel inverted for the true measurement of emission intensity.
Emitted intensity data are calibrated and then filtered before the application of the
Abel inversion algorithm to advance its accuracy of measurement. Radial electron
number density and temperature profiles are obtained from Abel inversion processes.
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This dissertation is primarily utilizing the hydrogen Balmer series Hα, Hβ and Hγ
lines. These lines are used as a spectroscopic tool for the investigation of electron
density and temperature. Specifically, Stark widths and shifts for the Hα line, and
width and peak-separation for Hβ lines are utilized for the diagnostics of Ne. Electron
density is also determined from the width of the Hγ line.
Recently derived empirical formulae for electron density by utilizing Hα and Hβ
lines are applied and further tested for future applications. The empirical formula
for Hγ is derived, applied and tested as well. The formulae appear to be applicable
within the investigated electron density and time delay range as in the above section
of this dissertation. Spatial variation of electron densities for various time delays
are analyzed for Hα, Hβ and Hγ lines. Hence, corresponding spatial variations of
temperature are also determined from these three lines for indicated time delays.
The shadowgraph technique is used to measure the geometrical shape of the
plasma. Shock wave expansion in the perpendicular direction of the laser propagation
direction is determined from the recorded shadowgraphs which were generated in
laboratory air. The shock wave expansion is compared with the Taylor-Sedov’s blast
wave model. The result shows the expansion perpendicular to the laser propagation
direction is primarily spherical consistent with the blast wave model. Close to
spherical symmetry is observed in the shadowgraphs of ambient laboratory air plasma.
Prolate spheroidal shape is observed in the shadowgraphs of the plasma generated
in UHP H2 and H2-N2 gas mixtures. The radius of the prolate spheroidal shape
determined from the experimentally recorded shadowgraph is equivalent to 0.84 times
the radius of the perfectly spherical model. Shadowgraph images indicate higher
density regions near the expanding shock waves. Application of Abel inversion
techniques in the analysis of the recorded plasma spectra reveal and confirm the
peaked electron density and temperature near the shock waves.
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Appendix A
Details of Selected Instruments
Used in Experiments
A.1 Details of the shadowgraph experiment
Figure A.1 shows the 850 Q-smart Quantel laser device. The laser radiation
from the Quantel Q-smart 850 has been measured to confirm the specifications.
The specifications are 850 mJ energy per pulse, 6 ns pulse width and 1064
nm fundamental wavelength but up to third harmonic wavelength of 266 nm.
Subsequently, synchronization options were evaluated and it was determined to
be best to synchronize the Quanta Ray to the Quantel device. An experimental
test is performed with required optical instruments and CMOS camera before the
shadowgraph measurements. In this process, signal from Q-synchronization output
of the Quantel laser, Q-switch synchronization output of the Quanta Ray laser and
photodiode signal detector (DET10A) are connected and monitored with the help
of an oscilloscope. Quantel laser lamp synchronization output was connected to the
external trigger of the DG535 delay generator and then T0 output, one of the five time
delay output of the delay generator, to the lamp control input of the Quanta Ray
laser. This connection synchronizes triggering of the lamp high-voltage power supply
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of the two lasers. DG535 A∩B output is connected to the Q-switch control input
of the Quanta ray laser. The A∩B output provides a pulse for the interval between
the time set for channel A and channel B. The A∩B output of DG535 generates two
precisely timed complementary pulses. This allows one to set the time delay very
precisely for the shadowgraph measurements.
Laser pulse signals from both Quantel and Quanta Ray lasers by using the Photo
diode are observed on the Oscilloscope. The Q-switch signal is also observed on the
Oscilloscope with laser pulse signals. Total Q-switch internal delays for both laser
devices amount to 180 µs.
Figure A.1: Screen shot of the Quantel laser device.
Figure A.2 shows the laser On/Off key, ethernet connector, Q-touch connection
port, lamp and Q-switch synchronization In-Out. Ethernet connector is used to
connect the computer and the laser can be controlled remotely. Q-touch connection
port is used to control laser by using touch screen. The lamp and Q-switch
synchronization In-Out is used to synchronize the instruments as needed. The single
longitudinal mode (SLM) synchronization output can also be used if desired and
warning connector can be used for external laser warning indicator. The interlock
remote safety feature is also available in this device which may be used for external
safety shutdown.
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Figure A.3 displays the temporal laser pulse profiles and Q-switch signal, where
horizontal direction is the time axis with 40 nanosecond for each division and vertical
direction is the potential difference (Voltage) axis with 50 milli-Volt for purple color
signals and 1 Volt for yellow color signal, for each division. Purple color is the 6
ns pulse width signal of Quantel laser (left) and 17 ns pulse width of Quanta Ray
laser (right). Yellow color signal is the Q-switch synchronization output signal of the
Quanta Ray laser.
Figures A.4 and A.5 show the screen shot of the PIXCIr frame grabber and the
SILICON VIDEOr9C10 camera capture & adjustment window of the XCAP imaging
software. The left side has the controls for the PIXCIr frame grabber and the right
side provides controls for the camera. The gain allows one to capture dark scenes but
at the expense of decreased image quality. Exposure allows adjusting the camera’s
exposure time. Frame rate changes with image size , i.e., larger the image size lower
the frame rate. The area of interest (AOI) left, top, width and height allows one to
select an area of interest which is read out and captured.
The Figures A.6 to A.9 show the recorded successive four shadowgraphs at the
indicated time delays. Every alternative images were recorded with 10 Hz frequency.
Typically 124 images were recorded during the experiment for each time delay and
most of the images are good enough to analyze however only selected images are
displayed here. The successive images appears similar except very slight difference
in size. This means the chosen images for analysis as discussed in the result section
represents the reliable sample. Furthermore, by measuring the size of each displayed
shadowgraphs in Figures A.6 to A.9, the size difference of 0.37 mm, 0.30 mm, 0.25
mm and 0.32 mm are determined for 25 ns, 200 ns, 600 ns and 1 µs time delays,
respectively.
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Figure A.2: Screen shot of the power supply of Quantel laser device. Key switch,
Ethernet connector, Q-touch connector port and synchronization outputs can be seen
in this image.
Figure A.3: Screen shot of the oscilloscope screen with laser pulse-widths and Q-
switch signal.
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Figure A.4: Screen shot of the PIXCIr image capture window with gain control
setting details.
137
Figure A.5: Screen shot of the PIXCIr image capture window with automated
optical inspection (AOI) setting details.
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Figure A.6: Recorded successive images of the shadowgraphs at 25 ns time delays.
Laser beam is focused from left to right. The size of the images along the laser beam
direction is 7.5 ± 0.37 mm.
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Figure A.7: Recorded successive images of the shadowgraphs at 200 ns time delays.
Laser beam is focused from left to right. The size of the images along the laser beam
direction is 8.6 ± 0.30 mm.
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Figure A.8: Recorded successive images of the shadowgraphs at 600 ns time delays.
Laser beam is focused from left to right. The size of the images along the laser beam
direction is 10.0 ± 0.25 mm.
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Figure A.9: Recorded successive images of the shadowgraphs at 1 µs time delays.
Laser beam is focused from left to right. The size of the images along the laser beam
direction is 11.0 ± 0.32 mm.
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A.2 Details of the plasma spectroscopy experi-
ment
Figure A.10 shows a Q-switched Nd:YAG laser device which was used primarily for
the optical breakdown to record the required data for this dissertation, but also used
in the imaging of shadowgraphs. Left-bottom side of the image shows control inputs
for lamp and Q-switch, and right-bottom side shows the synchronized outputs for the
oscillator, lamp and Q-switch. The control inputs are utilized for desired trigger from
external sources and synchronized outputs are used for the synchronization with other
instruments. For example, signal from Q-switch synchronization output of the Quanta
Ray laser and Q-synchronization output of the Quantel laser are connected for the
shadowgraph experiments. Flashlamp or lamp transfers the energy from external
source into the gain medium and produces excited states as a result population
inversion is achieved. Q-switch in a laser is a technique for obtaining brief, high
energy pulses by allowing the beam for only a short time rather than continuous
wave operation.
Figure A.10: Q-switched Nd:YAG (Quanta-Ray, DCR - 2A (10)) laser source.
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Figure A.11: Screen shot of the Andor software camera set up page for the ICCD.
Figure A.12: Screen shot of the Andor software gate set up page for the ICCD.
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Figure A.11 is the screen shot of the Andor SOLIS software set up page for the
integrated charge coupled device (ICCD). The Figure shows typical 100 number of
accumulation, 0.5 milli-second camera exposure time, 6.5 µs shift speed and 3 MHz
readout rate at 16-bit. Other set up options can also be seen in this image. Shift
speed specifies the time taken to shift the charges from one row on the CCD sensor
to the next. Horizontal pixel shift readout rate defines the rate at which pixels are
read (or digitized) from the shift register. The faster the horizontal readout rate, the
higher the frame rate that can be achieved. Pre-amplifier gain determines the amount
of gain applied to the signal emerging from the CCD and allows the user to control
the sensitivity of the camera system.
Figure A.12 is the screen shot of the Andor SOLIS software gating set up page.
The Figure shows typical 60 ns time delay and 0.5 ms gate width. Here, gate mode
is set into the digital delay generator (DDG). The propagation delay of the external
trigger source called insertion delay to travel through the electronics and open the
image intensifier is set to “Ultra Fast” (35 ns). Outputs A, B, C options are available.
In our experiment, external trigger was provided and output A was utilized. The gain
of the micro-channel plate (MCP) in the image intensifier can be varied through the
software from a setting options of 0 to 4095. By increasing the gain, the voltage across
the MCP is increased and hence the signal reaching the CCD sensor is amplified. The
Micro Channel Plate (MCP) multiplies the incoming electrons from the photocathode.
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Appendix B
Details of the Electron Density and
Temperature Measurements
Tables B.1 and B.2 below show the spatial variation of electron densities determined
by using Hβ line from the FWHM and peak-separation methods for the time delay
range of 400 ns to 1400 ns. The data are analyzed by using Savitzky-Golay filter. As
explained in the result section, peak-separation method shows lower values of electron
densities than from FWHM method for the directly measured peak-separation values.
Slit height for the data used in these tables ranges from 2.9 mm to 1.2 mm.
The measured values of FWHM and corresponding electron densities determined
by using Hα line for the time delay range of 400 ns to 1400 ns are displayed in
Tables B.3, B.4 and B.5. The electron densities are calculated by using FWHM’s
acquired from the Lorentz fitted profiles on the experimental data recorded from
optical breakdown on ultra-high-pure hydrogen gas. Slit height for the data used in
these tables ranges from 3.6 mm to 0.5 mm. The electron densities are plotted and
displayed previously in the result section. The error bars for electron densities related
to Tables B.3 to B.5 are displayed in the figures of result section above.
The Table B.6 below shows the measured FWHMs for Hγ lines for two different
gas pressures: 2.7× 105 Pa and 6.5× 105 Pa and time delay range of 0.4 µs to 2.1 µs.
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Table B.1: Spatial variation of electron densities at 400 ns and 650 ns time delays.
FWHM values are extracted from the Stark broadened line profiles of Hβ recorded
from the optical breakdown on ultra-high-pure hydrogen gas [106].
FWHM (nm) Electron density FWHM (nm) Electron density
at 400 ns ×1017(cm−3) at 650 ns ×1017(cm−3)
9.44 2.7 5.35 1.17
9.34 2.66 5.3 1.16
9.48 2.72 5.32 1.16
9.41 2.69 5.3 1.16
9.13 2.57 5.3 1.16
9.25 2.62 5.41 1.19
9.13 2.57 5.6 1.25
9.11 2.56 5.62 1.26
9.11 2.56 5.51 1.22
8.97 2.5 5.41 1.19
8.88 2.47 5.3 1.16
8.51 2.32 5.25 1.14
8.71 2.4 5.11 1.1
8.46 2.3 5.04 1.08
8.32 2.24 4.76 0.99
6.88 1.7 4.49 0.91
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Table B.2: Spatial variation of electron densities at 400 ns and 650 ns time delays.
Peak-separation values are extracted from Stark broadened line profiles of Hβ recorded
following the optical breakdown in ultra-high-pure hydrogen gas [106].
Peak-separation (nm) Electron density Peak-separation (nm) Electron density
at 400 ns ×1017cm−3 at 650 ns ×1017cm−3
2.6 1.78 1.37 0.72
2.56 1.73 1.32 0.68
2.53 1.71 1.46 0.79
2.53 1.71 1.49 0.8
2.46 1.64 1.32 0.68
2.3 1.49 1.46 0.79
2.3 1.49 1.44 0.77
2.14 1.34 1.3 0.67
2.09 1.3 1.3 0.67
2.23 1.43 1.2 0.6
2.37 1.56 1.49 0.8
2.25 1.45 1.32 0.68
2.42 1.6 1.25 0.63
2.05 1.26 1.02 0.47
2.39 1.58 1.28 0.65
1.84 1.09 1.09 0.52
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Table B.3: Spatial variation of FWHM and corresponding electron density
determined by using the Hα line at time delays of 400 ns and 650 ns.
FWHM Ne (400 ns) FWHM Ne (650 ns)
(nm) ×1017 cm−3 (nm) ×1017 cm−3
2.41 2.58 1.58 1.34
2.54 2.81 1.71 1.52
2.69 3.07 1.76 1.58
2.78 3.23 1.80 1.64
2.82 3.31 1.78 1.61
2.84 3.35 1.78 1.61
2.86 3.39 1.78 1.61
2.84 3.35 1.76 1.58
2.80 3.27 1.74 1.55
2.78 3.23 1.78 1.61
2.78 3.23 1.78 1.61
2.73 3.15 1.82 1.67
2.71 3.11 1.82 1.67
2.69 3.07 1.82 1.67
2.67 3.03 1.82 1.67
2.67 3.03 1.80 1.64
2.60 2.92 1.76 1.58
2.54 2.81 1.74 1.55
2.47 2.69 1.65 1.43
2.41 2.58 1.58 1.34
2.32 2.44 1.52 1.26
2.19 2.23 1.43 1.15
2.06 2.03 1.32 1.02
1.91 1.80 1.19 0.86
1.80 1.64 1.11 0.77
1.69 1.49 1.06 0.72
1.56 1.32 1.00 0.65
1.45 1.18 0.95 0.61
1.37 1.07 0.93 0.59
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Table B.4: Spatial variation of FWHM and corresponding electron density
determined by using the Hα line at time delays of 900 ns and 1150 ns.
FWHM Ne (900 ns) FWHM Ne (1150 ns)
(nm) ×1017 cm−3 (nm) ×1017 cm−3
1.26 0.94 1.02 0.68
1.28 0.96 1.08 0.74
1.32 1.02 1.08 0.74
1.32 1.02 1.04 0.7
1.28 0.96 1.04 0.7
1.26 0.94 1.02 0.68
1.26 0.94 1.02 0.68
1.26 0.94 1.02 0.68
1.28 0.96 1.08 0.74
1.30 0.99 1.11 0.77
1.39 1.09 1.15 0.82
1.41 1.12 1.15 0.82
1.41 1.12 1.15 0.82
1.39 1.09 1.11 0.77
1.39 1.09 1.08 0.74
1.34 1.04 1.06 0.72
1.28 0.96 0.98 0.63
1.24 0.91 0.93 0.59
1.19 0.86 0.89 0.55
1.15 0.82 0.89 0.55
1.08 0.74 0.85 0.51
1.04 0.70 0.80 0.47
1.00 0.65 0.78 0.45
0.91 0.57 0.78 0.45
0.89 0.55 0.76 0.43
0.87 0.53 0.76 0.43
0.91 0.57 0.85 0.51
0.91 0.57 0.85 0.51
0.95 0.61 0.91 0.57
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Table B.5: Spatial variation of FWHM and corresponding electron density
determined by using the Hα line at time delay of 1400 ns.
FWHM Ne (1400 ns)
(nm) ×1017 cm−3
0.87 0.53
0.89 0.55
0.89 0.55
0.89 0.55
0.87 0.53
0.87 0.53
0.85 0.51
0.87 0.53
0.91 0.57
0.91 0.57
0.95 0.61
0.95 0.61
0.93 0.59
0.91 0.57
0.87 0.53
0.87 0.53
0.80 0.47
0.78 0.45
0.74 0.41
0.72 0.39
0.69 0.37
0.69 0.37
0.65 0.34
0.67 0.35
0.65 0.34
0.69 0.37
0.72 0.39
0.74 0.41
0.74 0.41
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Table B.6: Hγ data for the derivation of the empirical formula for the determination
of Ne [91].
tdelay[µs] 2.7× 105 Pa: FWHM [nm] 6.5× 105 Pa: FWHM [nm]
0.4 11.0± 2.0 10.4 ± 2.0
0.5 10.7± 2.0 9.5 ± 2.0
0.6 8.7± 1.5 8.6 ± 1.5
0.7 8.1 ±1.5 7.8 ± 1.5
0.8 7.6± 1.5 6.7 ± 1.5
0.9 6.7 ±1.5 6.3 ± 1.5
1.0 6.2± 1.5 6.2 ± 1.5
1.1 6.0 ±1.0 5.8 ± 1.0
1.2 5.8 ±1.0 5.5 ± 1.0
1.3 5.6± 1.0 5.4 ± 1.0
1.4 5.3 ±1.0 5.1 ± 1.0
1.5 5.2± 1.0 5.1 ± 1.0
1.6 5.0 ±1.0 4.7 ± 1.0
1.7 5.0± 1.0 5.0 ± 1.0
1.8 5.0± 1.0 4.6 ± 1.0
1.9 5.0 ±1.0 4.4 ± 1.0
2.0 4.7± 1.0 3.6 ± 1.0
2.1 4.6± 1.0 3.6 ± 1.0
FWHM values for the pressure of 2.7× 105 Pa is utilized here. The error bars are the
estimated errors while determining FWHM values.
The Figure B.1 below shows the radial distribution of electron densities determined
by using Hα and Hβ lines in the gas mixture of UHP hydrogen and nitrogen as
described in Abel inversion section of this dissertation. At time delays of 300 ns,
when electron density values decreases on the order of 5×1017cm−3 or lower, empirical
formulae for Hβ line is preferred than Hα line [59, 90]. For Stark-broadened line profiles
in applied LIBS studies, electron densities from hydrogen beta lines are typically
determined for electron densities in the range of 0.5 to 5×1017 cm−3. For electron
densities in the range of 0.1 to 100×1017 cm−3, the hydrogen alpha line is frequently
used as well, although care needs to be exercised for values higher than 20×1017 cm−3
due to Hα self-absorption [67, 100]. The radial distribution of electron densities result
152
agrees within the estimated error bars. The electron density values at the edge of the
plasma, i.e., beyond ±0.34 mm are also within the estimated errors.
Figure B.1: Radial electron density distribution from Hα and Hβ lines at 300 ns
time delay. The error bars indicate the estimated experimental errors.
For the analysis of the recorded spectra different software methods were tested
for its better application in desirable manner for the accurate results. In this
process, Origin program was utilized for the spectral peak separation of hydrogen
Balmer beta line and decided not to use this program for peak separation method.
Instead computer simulation method is used as explained in the result section of
this disseration. For example, Figure B.2 shows two peak Lorentzian fit on the
experimental data of Hβ at the laboratory air using Origin software. This double
peak Lorentzian fit shows decrease in peak separation resulting lower value of electron
density. Furthermore, peaks almost disappears for the case of narrow peak separation
using this method. The directly measured peak separation was also investigated for
the pure hydrogen gas data that are smoothed with a Savitzky-Golay filter. The result
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show lower values of electron density than determined from FWHM [106]. Finally,
it was concluded that better result for peak separation method is achieved by using
computer simulated profiles [42, 106, 140].
Figure B.2: Hβ two peak Lorentzian fit for the peak-separation method.
Figures B.3 to B.6 show the theoretical profiles for hydrogen Balmer beta and delta
lines at different temperatures. The data for the profiles are taken from the reference
[50], page 291 to 295. The spectral variation in x-axis is in reduced wavelength scale
instead of usual wavelength scale. The full-width-half-maximum (FWHM) of the
Stark-broadened line profile is proportional to the Holtsmark field strength,
∆λ = αF0 = 2.5× 10−10α[A˚]N2/3e , (B.1)
where α is the reduced wavelength of full width at half maximum (FWHM) and F0
is the Holtsmark field strength.
These profiles are weakly dependent on the temperatures indicating electron
density is also weakly dependent on temperature. There is a slight variation in
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electron density due to the differing temperatures as in the equation [27],
logNe[m
−3] = 22.578 + 1.478 log ∆λ[nm]− 0.144(log ∆λ[nm])2 − 0.1265 log Te[K].
(B.2)
The Equation (B.2) shows identical results of electron density 1 × 1017cm−3 for
the temperatures of 10,000 K and 20,000 K. Identical electron density values are
determined from Hδ profiles however measured FWHM are approx 2 × wider than
Hβ profiles.
Figure B.3: Hβ Griem’s theoretical profile for 10,000 Kelvin.
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Figure B.4: Hβ Griem’s theoretical profile for 20,000 Kelvin.
Figure B.5: Hδ Griem’s theoretical profile for 10,000 Kelvin.
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Figure B.6: Hδ Griem’s theoretical profile for 20,000 Kelvin. Data for the profiles
are from the tables in Ref. [50].
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Appendix C
Intensity and Wavelength
Calibration
The angular and linear dispersion of a Czerny-Turner type spectrometer is given by,
dβ
dλ
=
m
d cos β
, (C.1)
dx
dλ
=
mf
d cos β
, (C.2)
where d is the grating’s groove spacing, β is the angular dispersion between the
two wavelengths λ, x is the linear dispersion resulting from angular dispersion on a
detector between the wavelengths, f is the focal length of the spectrometer (imaging
mirror) and m = 1,2,3 ... is the order of diffraction.
These equations describes the wavelength response of the system and are used
by software program to determine the wavelength used. However, due to the time
and environmental conditions, spectrometer-detector system’s wavelength response
can change slightly therefore re-calibration of the spectrometer-detector system is
desired for very accurate measurements. In the wavelength calibration, gas discharge
hydrogen light source is chosen and response of the spectrometer-detector system for
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the desired wavelength range is recorded. The relation between the wavelengths and
pixel numbers of the system is established on the basis of the recorded data. The
program details about the calibration procedure is in the Appendix D. The resolution
of the spectrometer is determined from the groove density, entrance slit, focal length
of the imaging mirror and pixel width of the array detector.
Similarly, spectrometer-detector system’s intensity response can also change,
therefore, intensity calibration is also required for very accurate measurements.
Manufacturer provided intensity correction factors are applied for the data analysis
in this dissertation, however intensity calibration procedure is followed and checked
for the validity of the correction factors.
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Appendix D
Program Details
The following sections show the details of the Matlabr program used in this
dissertation for the data analysis. Origin software was utilized primarily for the
plots and GIMP 2.8 software for refining of the images.
D.1 Wavelength calibration program
The program shows the numerical procedure followed for the wavelength calibration.
Slope and intercept are determined from the linear fit on the recorded experimental
data points of wavelength versus pixel.
c l e a r a l l ; % c l e a r s v a r i a b l e s and other from memory
c l c ; % c l e a r s command window
c l o s e a l l ; % c l o s e s a l l
p i x e l s = 1 : 1 : 1 0 2 4 ; % ICCD has 1024 p i x e l s
lambda = p i x e l s .∗0 .02169+645 .56357 ; % Slopes and i n t e r c e p t s
are determined from the l i n e a r f i t
lambda1 = lambda ’ ;
save ( ’ lambda656 . asc ’ , ’−a s c i i ’ , ’ lambda1 ’ ) ;
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D.2 Intensity calibration program
The intensity calibration process for the recorded raw data by using the correction
factors is shown in the Matlabr program. Relative lamp response curve provided
by the manufacturer was interpolated and saved in corresponding ascii files for each
desired wavelength range, and utilized in the program as shown here. The data were
exported to the ASCII file format from the originally recorded Andor Solis software
SIF file format. The originally recorded data were in successive 1024 rows for the
successive time interval. The recorded 1024 rows for each data set is separated from
the original file and saved into different files and then correction factors are applied
to get intensity corrected data. Finally, wavelengths are also included on each files
for the final data.
c l e a r a l l ;
c l c ;
c l o s e a l l ;
c f 1 = load ( ’ c o r r f a c t o r s . dat ’ ) ; % loads c o r r e c t i o n f a c t o r s
f i l e
c f = ze ro s (1024 ,128) ; % P r e a l l o c a t i o n
f o r j = 1 : 1 2 8 ;
c f ( : , j ) = c f 1 ( : , 1 ) ;
end
a1 = load ( ’ lambda656 . asc ’ ) ; % loads wavelength f i l e s
b = load ( ’ alphads1n . asc ’ ) ; % loads data f i l e (1 to 129 column
)
b1 = b ( : , 2 : 1 2 9 ) ; % Actual data (1 s t column o f the data f i l e i s
row number )
%b1 = s g o l a y f i l t ( b11 , 2 , 7 1 ) ; % f i l t e r s data i f d e s i r e d
i = 1 : 1 2 8 ;
Aa = b1 (1 : 1024 , i ) ; % s e l e c t s f i r s t 1024 rows from data f i l e
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Bb = b1 (1025 :2∗1024 , i ) ; % s e l e c t s 1025 to 2048 rows from data
f i l e and so on
Cc = b1 (2049 :3∗1024 , i ) ;
Dd = b1 (3073 :4∗1024 , i ) ;
Ee = b1 (4097 :5∗1024 , i ) ;
Ff = b1 (5121 :6∗1024 , i ) ;
ac = Aa.∗ c f ; % m u l t i p l i e d by c o r r e c t i o n f a c t o r s
bc = Bb.∗ c f ;
cc = Cc .∗ c f ;
dc = Dd.∗ c f ;
ec = Ee .∗ c f ;
f c = Ff .∗ c f ;
A = [ a1 , ac ] ; % combines wavelengths and data
B = [ a1 , bc ] ;
C = [ a1 , cc ] ;
D = [ a1 , dc ] ;
E = [ a1 , ec ] ;
F = [ a1 , f c ] ;
save ( ’ 150 nsa . asc ’ , ’−a s c i i ’ , ’A ’ ) ;
save ( ’ 400 nsa . asc ’ , ’−a s c i i ’ , ’B ’ ) ;
save ( ’ 650 nsa . asc ’ , ’−a s c i i ’ , ’C ’ ) ;
save ( ’ 900 nsa . asc ’ , ’−a s c i i ’ , ’D ’ ) ;
save ( ’ 1150 nsa . asc ’ , ’−a s c i i ’ , ’E ’ ) ;
save ( ’ 1400 nsa . asc ’ , ’−a s c i i ’ , ’F ’ ) ;
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D.3 Self-absorption calculation
The self-absorption calculation program described here, first of all loads the no mirror
and mirror data files. One can choose the desired slit height or plasma height by
choosing the column number (or track number) of the loaded data files. The possible
background of the recorded data is also included in the program. The determined
background can be substracted as needed. The slope value used in the program is
generally useful for the data analysis when there is increased background in one side
of the recorded line profile. The corrected profile is obtained by multiplying the data
(without using the doubling mirror) with the correction factors. Some details is also
provided in the comment part in the program.
c l e a r a l l ;
c l c ;
c l o s e a l l ;
datanm = load ( ’ 150 nsffnma . asc ’ ) ; % loads data f o r no mirror
x = datanm ( : , 1 ) ; % wavelengths
ynm = datanm ( : , 2 2 ) ; % Actual t rack number 61 from o r i g i n a l l y
recorded 128 t ra ck s
X = x−x (1 , 1 ) ; % wavelength va lue s s t a r t i n g from zero as used
below
y01 = 0 . 0 5 ; % background chosen and very low f o r pure
hydrogen
m1 = 0 ; % s l ope f o r the background i f needed
y1 = y01+m1.∗X; % background s t r a i g h t l i n e
Y1 = ynm−y01 ; % background subs t rac t ed
datam = load ( ’ 150 nsffma . asc ’ ) ; % loads data f o r mirror
ym = datam ( : , 2 2 ) ;
y02 = 0 . 0 7 ;
m2 = 0 ;
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y2 = y02+m2.∗X;
Y2 = ym−y02 ;
%f i g u r e
p l o t (x , ynm, x ,ym, x , y1 , ’−− ’ , x , y2 , ’−− ’ ) % p lo t to v i s u a l i z e
r e s u l t s
Rc = y2 . / y1 ;
Rl = Y2. /Y1 ; % Rlambda
yn = ( Rl−1) . / ( Rc−1) ; % d e t a i l s in t h e o r e t i c a l s e c t i o n
K = log ( yn ) . / ( yn−1) ; % Klambda
Y1corr = K.∗Y1 ; % s e l f−absorbt ion c o r r e c t e d data
f i g u r e
p l o t (x , Y1 , x , Y1corr , x ,K, ’ . ’ )
mnm = [ x ,ynm,ym, y1 , y2 ] ; % data f i l e with 5 columns :
wavelengths , no mirror data , mirror data , backgrounds f o r
no mirror and mirror
nmcor = [ x , Y1 , Y1corr ,K] ; % data f i l e with wavelength ,
background subs t rac t ed no mirror , c o r r e c t e d data and
c o r r e c t i o n f a c t o r s
save ( ’ 400nsmnm. asc ’ , ’−a s c i i ’ , ’mnm’ ) ;
save ( ’ 400 ns61Kcorr . asc ’ , ’−a s c i i ’ , ’ nmcor ’ ) ;
D.4 Temperature from Boltzmann plot
The program in this section determines the temperature from the Boltzmann plot
method. The program is divided into two parts. First part calculates the integrated
values from the recorded line profiles of Hα, Hβ and Hγ using trapezoidal rule.
The second part of the program determines the temperature from the slope of the
integrated values of Hα, Hβ and Hγ profiles along with other parameters. Further
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details are previously described in the theoretical section (see Chapter 3). In
addidtion, comments are included in the provide source of the Matlabr script.
D.4.1 Integrated values for Boltzmann plot
c l e a r a l l ;
c l c ;
c l o s e a l l ;
dataa = load ( ’A21a . asc ’ ) ; % loads data f i l e f o r H−alpha
La = dataa ( : , 1 ) ;
Ia = dataa ( : , 4 3 : 7 9 ) ; % Typica l data range chosen
Int1a = trapz (La , Ia ) ; % I n t e g r a t e s us ing t r a p e z o i d a l r u l e
Int2a = Int1a ’ ;
Aa=ze ro s (37 ,1 ) ;
f o r i = 1 : 3 7 ;
Aa( i , 1 ) = i ;
end
Inta = [ Aa , Int2a ] ;
save ( ’ gnA2Inta . asc ’ , ’−a s c i i ’ , ’ Inta ’ ) ;
datab = load ( ’A21b . asc ’ ) ; % loads data f i l e f o r H−beta
Lb = datab ( : , 1 ) ;
Ib1 = datab ( : , 4 3 : 7 9 ) ;
Ib = ( 1 . 1 ) .∗ Ib1 ;
Int1b = trapz (Lb , Ib ) ;
Int2b = Int1b ’ ;
Ab=ze ro s (37 ,1 ) ;
f o r i = 1 : 3 7 ;
Ab( i , 1 ) = i ;
end
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Intb = [Ab, Int2b ] ;
save ( ’ gnA2Intb . asc ’ , ’−a s c i i ’ , ’ Intb ’ ) ;
datag = load ( ’A21g . asc ’ ) ; % loads data f i l e f o r H−gamma
Lg = datag ( : , 1 ) ;
Ig1 = datag ( : , 4 3 : 7 9 ) ;
Ig = ( 1 . 1 5 ) .∗ Ig1 ;
Int1g = trapz (Lg , Ig ) ;
Int2g = Int1g ’ ;
Ag=ze ro s (37 ,1 ) ;
f o r i = 1 : 3 7 ;
Ag( i , 1 ) = i ;
end
Intg = [ Ag , Int2g ] ;
save ( ’ gnA2Intg . asc ’ , ’−a s c i i ’ , ’ Intg ’ ) ;
D.4.2 Boltzmann plot
c l e a r a l l ;
c l c ;
I1a = load ( ’ gnA1Inta . asc ’ ) ;
Ia = I1a ( : , 2 ) ;
gka = 18 ;
Akia = (0 . 44101 ) ∗1 e8 ;
lna = log ( ( Ia ∗656 .28) . / ( Akia∗gka ) ) ;
Ea = 1 . 8 9 ;
Eaa = ze ro s (37 ,1 ) ;
f o r i = 1 : 3 7 ;
Eaa ( i , 1 ) = Ea ;
end
166
I1b = load ( ’ gnA1Intb . asc ’ ) ;
Ib = I1b ( : , 2 ) ;
gkb = 32 ;
Akib = (0 .084193) ∗1 e8 ;
lnb = log ( ( Ib ∗486 .13) . / ( Akib∗gkb ) ) ;
Eb = 2 . 5 5 ;
Ebb = ze ro s (37 ,1 ) ;
f o r i = 1 : 3 7 ;
Ebb( i , 1 ) = Eb ;
end
I1g = load ( ’ gnA1Intg . asc ’ ) ;
Ig = I1g ( : , 2 ) ;
gkg = 50 ;
Akig = (0 .025304) ∗1 e8 ;
lng = log ( ( Ig ∗434 .1 ) . / ( Akig∗gkg ) ) ;
Eg = 2 . 8 5 6 ;
Egg = ze ro s (37 ,1 ) ;
f o r i = 1 : 3 7 ;
Egg ( i , 1 ) = Eg ;
end
E=[Eaa , Ebb , Egg ] ;
I =[ lna , lnb , lng ] ;
f o r i =1:37;
P = p o l y f i t (E( i , : ) , I ( i , : ) , 1) ;
s c a t t e r (E( i , : ) , I ( i , : ) , ’ b ’ , ’∗ ’ )
hold on ;
y f i t = P(1) .∗E( i , : )+P(2) ;
hold on ;
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p lo t (E( i , : ) , y f i t , ’ r− ’ ) ;
s l ope = P(1) ;
tem1 = abs ( (11604 . 505 ) . / s l ope ) ;
s l ope1=fopen ( ’ newtemp150ns . asc ’ , ’ a+’ ) ;
f p r i n t f ( s lope1 , ’%6f \ r\n ’ , tem1 ) ;
f c l o s e ( s l ope1 ) ;
end
D.5 Lorentzian fit
Experimental data profiles of Hα, Hβ and Hγ are fitted by using the program described
in this section. For Hβ, other fitting methods were also implemented as discussed
before. The fitted profiles are utilized to extract full width at half maximum values
and hence electron densities. The fitted profiles are also used for the determination
of temperature. Further detail is provided as a comment in the program.
c l e a r a l l ;
c l c ;
c l f ;
c l o s e a l l ;
f o r i = 2 :74 % 73 track numbers are chosen from the ac tua l
560 to 632 t ra ck s numbers along the s l i t he ight ( t o t a l
recorded 1024 t ra ck s ) f o r UHP hydrogen−n i t rogen mixture
data .
data = load ( ’ 400 hndata . asc ’ ) ; % loads data f i l e
X = data ( : , 1 ) ;
Y = data ( : , i ) ;
% rough guess o f the i n i t i a l parameter
a3 = ( (max(X)−min(X) ) /10) ˆ2 ;
a2 = (max(X)+min (X) ) /2 ; % cente r o f the curve
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a1 = max(Y)∗a3 ;
a0 = [ a1 , a2 , a3 ] ;
% d e f i n e l o r e n t z i n l i n e , i n s t ead o f in a separa t e f i l e
l o r e n t z = @(param , x ) param (1) . / ( ( x−param (2) ) . ˆ2 + param (3)
) ; % l o r e n t z func t i on
% d e f i n e o b j e c t i v e funct ion , t h i s captures X and Y
f i t e r r o r = @( param ) sum ( (Y − l o r e n t z (param , X) ) . ˆ 2 ) ;
% do the f i t
a f i t = fminsearch ( f i t e r r o r , a0 ) ; % For example , x =
fminsearch ( fun , x0 ) s t a r t s at the po int x0 and attempts to
f i n d a l o c a l minimum x o f the func t i on de s c r ibed in
func t i on .
L f i t = l o r e n t z ( a f i t , X) ;
L f i tda = fopen ( ’ 400 n s L f i t . asc ’ , ’ a+’ ) ;
f p r i n t f ( Lf i tda , ’%6f \ r\n ’ , L f i t ) ;
f c l o s e ( L f i tda ) ;
end
f i l e I D = fopen ( ’ 400 n s L f i t . asc ’ , ’ r ’ ) ;
s i z eAr r = [1024 7 3 ] ;
Arr = f s c a n f ( f i l e I D , ’%f ’ , s i z eAr r ) ;
f c l o s e ( f i l e I D ) ;
wave = load ( ’ lambda656 . asc ’ ) ;
Ar r f i n = horzcat ( wave , Arr ) ;
p l o t ( Ar r f i n ) ;
save ( ’ 400 n s L f i t f . asc ’ , ’−a s c i i ’ , ’ Ar r f i n ’ ) ;
169
D.6 Full Width at Half Maximum Calculation
Full width at half maximum (FWHM) values are extracted from the lorentz fitted
profiles as explained in the comments of the program.
c l e a r a l l ;
c l c ;
c l o s e a l l ;
data = load ( ’ 1400 ns . asc ’ ) ; % Lorentz f i t t e d data
x = data ( : , 1 ) ; % f i r s t column wavelengths
y = data ( : , 2 : 3 0 ) ; % track numbers ( s p a t i a l v a r i a t i o n ) f o r UHP
hydrogen data .
max = max( y ) ; % max i n t e n s i t y o f Lorentz p r o f i l e
yha l f = max/2 ;
f o r l = 1 :29
x above = x ( y ( : , l )>yha l f ( l ) ) ; % wavelengths range f o r FWHM
fm = x above ( end )− x above (1 ) ; % FWHM
fwhm = fopen ( ’ 1400nsfwhma . asc ’ , ’ a+’ ) ; % Opens new f i l e f o r
read ing and wr i t i ng . Append data to the end o f the f i l e
f p r i n t f (fwhm , ’%6f \ r\n ’ , fm) ; % f p r i n t f : d i s p l a y s the r e s u l t s
on the s c r e en
f c l o s e (fwhm) ;
end
D.7 Abel Inversion
The program in this section shows the Abel inversion for the symmetric and
asymmetric profiles. Lateral profiles are created for each of 1024 wavelengths. Two
points chosen from top/bottom side of the central point of a lateral profile are
averaged to generate the symmetric profile. The Abel inversion is applied for the
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symmetrized profiles and radial information is extracted as further described in the
theoretical section and in the comments of the program here. For the asymmetric
profiles top/bottom asymmetric factor in the lateral direction is determined from the
symmetrized profiles. The radial Abel inverted symmetric data are multiplied by the
top/bottom asymmetric factor and then asymmetric data are generated as described
in the program.
D.7.1 Symmetric profiles
f unc t i on [ f r e c , X ] = n e w o r i g i n a l a b e l i n v e r s i o n 2 (h ,R, upf ,
p l o t r e s u l t s , l s q s o l v e )
f i l e I D = fopen ( ’ 400 hn73sga . asc ’ , ’ r ’ ) ; % Opens f i l e f o r
read ing
s i z eAr r = [73 1 0 2 4 ] ;
Arr1 = f s c a n f ( f i l e I D , ’%f ’ , s i z eAr r ) ;
Arr = Arr1 ’ ;
f c l o s e ( f i l e I D ) ;
R = 3 . 7 ;
X = ( 0 : 0 . 1 :R−0.1) ;
ndim = length (X) ;
midpoint = 37 ;
yarr=ze ro s (1024 , l ength (X) ) ;
f o r j = 1:1024
f o r k = 1 : ndim
yarr (k , 1 ) = (1/2) . ∗ ( Arr ( j , k−1+midpoint )+Arr ( j ,
midpoint − . . .
k+1) ) ;
end
f o r c = 1 : l ength (X)
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h( c , 1 ) = yarr ( c , 1 ) ;
end
i f ˜ e x i s t ( ’ l s q s o l v e ’ , ’ var ’ ) ; l s q s o l v e = 0 ; end ;
upf = 10 ;
%% c a l c u l a t e s s e r i e s expans ions fn and corre spond ing
i n t e g r a l s hn
[ fn , hn ] = compute expansion ( X, upf ,R ) ;
%% s o l v e equat ion system A∗L = B f o r the ampl itudes A
B = ze ro s (1 , upf+1) ; L = ze ro s ( upf +1, upf+1) ; %c r e a t e s
a r rays
f o r k = 1 : upf+1
f o r l = 1 : upf+1
L( l , k ) = sum(hn ( : , k ) .∗ hn ( : , l ) ) ;
end
B( k ) = sum(h ( : ) .∗ hn ( : , k ) ) ;
end
A = B/L ;
%% f i n a l s tage : c a l c u l a t e s the r e s u l t i n g d i s t r i b u t i o n p r o f i l e
% c r e a t e s the vec to r f o r r e s u l t i n g r e con s t ruc t ed d i s t r i b u t i o n
f r e c = ze ro s ( l ength (X) ,1 ) ;
% s p e c i a l case f o r n = 0 ( where f 0 ( r ) = 1)
f r e c = f r e c + A(1) ∗1 ;
% i t e r a t e equat ion f o r n = 1 : upf
f o r c = 2 : upf+1
f r e c = f r e c + A( c ) .∗ fn ( : , c ) ;
end
% save ( ’ f r e c o n s t r u c t i o n . asc ’ , ’− a s c i i ’ , ’ f r e c ’ , ’− append ’ ) ;
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f r e c = fopen ( ’ 400 f r e s g a . asc ’ , ’ a ’ ) ; % Opens or c r e a t e s new
f i l e f o r wr i t i ng . Append data to the end o f the f i l e .
f p r i n t f ( f r e c , ’%6f \ r\n ’ , f r e c ) ; % %6f i s the number o f d i g i t s
pr inted , \ r\n stands f o r c a r r i a g e re turn f o r new l i n e .
f c l o s e ( f r e c ) ;
end
end
func t i on [ fn , hn ] = compute expansion ( X, upf ,R )
% compute expansion c a l c u l a t e s the Four i e r s e r i e s expansion
terms .
fn = ze ro s ( l ength (X) , upf+1) ;
hn = ze ro s ( l ength (X) , upf+1) ;
fn ( : , 1 ) = 1 ;
f o r c = 1 : l ength (X) ;
x = X( c ) ;
fun = @( r ) r . / s q r t ( r .ˆ2−x . ˆ 2 ) ;
hn ( c , 1 ) = i n t e g r a l ( fun , x ,R) ;
end
f o r n = 1 : upf
f o r c = 1 : l ength (X)
x = X( c ) ;
fn ( c , n+1) = (1 − (−1)ˆn∗ cos (n∗ pi ∗x/R) ) ;
fun = @( r ) (1 − (−1)ˆn∗ cos (n∗ pi ∗ r /R) ) .∗ r . / s q r t ( r .ˆ2−x
. ˆ 2 ) ;
hn ( c , n+1) = i n t e g r a l ( fun , x ,R) ;
end
end
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end
func t i on [ A ] = s o l v e l s q ( h , hn , x0 )
myfun = @(x , hn) 2∗hn∗x ;
A = l s q c u r v e f i t (myfun , x0 , hn , h) ;
end
D.7.2 Asymmetric profiles
c l e a r a l l ;
c l c ;
wave = load ( ’ nnewlambda656 . asc ’ ) ; % loads wavelength f i l e
data = load ( ’ 400 hn73sga . asc ’ ) ; % loads data f i l e
h1x1 = data ( : , 1 : 3 7 ) ; % h a l f o f the data column
h1x = h1x1 ’ ; % Asymmetric l a t e r a l data f o r bottom ha l f , I (−x )
h2x1o = data ( : , 3 7 : 7 3 ) ; % other h a l f data
h2x1 = f l i p l r ( h2x1o ) ; % f l i p s data columns by l e f t−r i g h t to
c r e a t e s i m i l a r data s e t f o r averag ing o f two po in t s
e q u i d i s t a n t from cente r
h2x = h2x1 ’ ; % Asymmetric l a t e r a l data f o r top h a l f I ( x )
h = ( h1x+h2x ) . / 2 ; % Symmetrized h a l f p r o f i l e I0 ( x )
% Al t e rna t i v e l y , one can use symmetrized data from the
prev ious symmetric Abel i n v e r s i o n program
G1x = h1x . / h ; % G( x ) asymmetry f a c t o r
G2x = h2x ( 1 : 3 6 , : ) . / h ( 1 : 3 6 , : ) ;
hr11 = load ( ’ 400 f r e f sganew . asc ’ ) ; % loads symmetric Abel
i nve r t ed data
hr = hr11 ’ ;
hr1 = hr ( 1 : 3 7 , : ) ;
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hr2 = hr ( 3 8 : 7 3 , : ) ;
h1rx = hr1 .∗G1x ; % Resu l t s i n to asymmetric Abel i nve r t ed data
h2rx = hr2 .∗G2x ;
h r f i n a l = ve r t c a t ( h1rx , h2rx ) ; % combines two l a t e r a l data
s e t s
h r f i n a l 1 = h r f i n a l ’ ; % f i n a l data
h r f i n a l 1 1 = [ wave h r f i n a l 1 ] ; % wavelength inc luded data
save ( ’ 400hnasymsganew . asc ’ , ’−a s c i i ’ , ’ h r f i n a l 1 1 ’ ) ;
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