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MULTIPLE POSITIVE RADIAL SOLUTIONS FOR NEUMANN ELLIPTIC
SYSTEMS WITH GRADIENT DEPENDENCE
FILOMENA CIANCIARUSO, GENNARO INFANTE, AND PAOLAMARIA PIETRAMALA
Abstract. We provide new results on the existence, non-existence and multiplicity of non-
negative radial solutions for semilinear elliptic systems with Neumann boundary conditions
on an annulus. Our approach is topological and relies on the classical fixed point index. We
present an example to illustrate our theory.
1. Introduction
In the recent manuscript [7], by means of topological methods, De Figueiredo and Ubilla
studied the existence of positive radially symmetric solutions of the following system of
elliptic differential equations, with dependence on the gradient, under Dirichlet boundary
conditions (BCs) 

−∆u = f1(|x|, u, v, |∇u|, |∇v|) in Ω,
−∆v = f2(|x|, u, v, |∇u|, |∇v|) in Ω,
u = v = 0 on ∂Ω,
where Ω is an annular domain.
On the other hand, there has been recent interest in the existence of radial solutions of
elliptic equations with Neumann BCs on annular domains, see for example [4, 5, 8, 19, 20]
and references therein. In particular, variational methods are used in [4], shooting methods
are utilized in [5, 20], upper and lower solution techniques are employed in [19] and Mawhin’s
coincidence degree theory is used in [8]. We mention that the existence of multiple solutions
has been investigated, on more general domains, by means of critical point theory in [2, 3, 6].
We note that the nonlinearities considered in [2, 3, 4, 5, 6, 8, 19, 20] do not depend on the
gradient.
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Here we focus on the systems of BVPs
(1.1)


−∆u = f1(|x|, u, v, |∇u|, |∇v|) in Ω,
−∆v = f2(|x|, u, v, |∇u|, |∇v|) in Ω,
∂u
∂r
=
∂v
∂r
= 0 on ∂Ω ,
where Ω = {x ∈ Rn : R0 < |x| < R1} is an annulus, 0 < R0 < R1 < +∞, the functions fi
are continuous and
∂
∂r
denotes (as in [9]) differentiation in the radial direction r = |x|.
One difficulty that occurs when dealing with the existence of radial solutions of the sys-
tem (1.1), is that the linear part of the associated ordinary differential equations is not
invertible.
In order to overcome this problem, we make use of a shift argument utilized, for example,
in [21] (in the case of periodic BCs) and in [11, 12, 22]. In particular, here we benefit of
the results given in [12], where the authors studied the existence of multiple solutions of one
ordinary differential equation under local and nonlocal Neumann BCs. We stress that the
results in [12] do not allow a derivative dependence in the nonlinearity. In order to deal
with the derivative dependence we construct a cone in in the space C1. The idea here is to
involve a lower bound for the function u in terms of the C1-norm, rather than employing
two Harnack-type inequalities on u and u′ as in [17]. As far as we are aware of, the cone we
use is new.
We prove the existence of multiple non-negative radial solutions for the system (1.1) by
means of classical fixed point index theory. We also prove, by an elementary argument, a
non-existence result. We provide an example to illustrate the theory, where we show the
existence of three non-negative, non-constant solutions.
2. Preliminary results
We begin by considering in Rn, n ≥ 2, the equation
(2.1) −△w = f(|x|, w, |∇w|) in Ω.
Since we are looking for the existence of non-negative radial solutions w = w(r), r = |x| of
the system (1.1), we rewrite (2.1) for w in polar coordinates as
(2.2) − w′′(r)−
n− 1
r
w′(r) = f(r, w(r), |w′(r)|) in [R0, R1].
Set w(t) = w(r(t)), where, for t ∈ [0, 1], (see [7, 18])
r(t) :=

R
1−t
1 R
t
0, n = 2,(
A
B−t
) 1
n−2 , n ≥ 3,
2
A =
(R0R1)
n−2
Rn−21 −R
n−2
0
and B =
Rn−21
Rn−21 − R
n−2
0
.
Take, for t ∈ [0, 1],
d(t) :=


r2(t) log2(R1/R0), n = 2,(
R0R1(Rn−21 −R
n−2
0 )
n−2
)2
1
(Rn−21 −(R
n−2
1 −R
n−2
0 )t)
2(n−1)
n−2
, n ≥ 3,
then the equation (2.2) becomes
−w′′(t) = d(t)f
(
r(t), w(t),
∣∣∣∣w′(t)r′(t)
∣∣∣∣
)
.
Note that, since λ = 0 is an eigenvalue of the associated linear problem
−w′′(t) = λw(t), w′(0) = w′(1) = 0,
the corresponding Green’s function does not exist. Therefore we proceed as in [12] and we
study a related BVP for which the Green’s function can be constructed; namely, fixed ω > 0,
for t ∈ [0, 1], we set
−w′′(t) + ω2w(t) = g(t, w(t), |w′(t)|) := d(t)f
(
r(t), w(t),
∣∣∣∣w′(t)r′(t)
∣∣∣∣
)
+ ω2w(t),(2.3)
w′(0) = w′(1) = 0.
Remark 2.1. The choice of an appropriate ω in the shift argument above is somewhat
delicate, as it affects some important constants that we use in our theory (see (2.7)-(2.9)).
Also, given a nonlinearity f , ω should be large enough to allow the auxiliary function g
occurring in (2.3) to be non-negative.
Moving our attention back to the system (1.1), in a similar way as above, by setting
u(t) = u(r(t)) and v(t) = v(r(t)), we can associate to the system (1.1) the system of ODEs
(2.4)


−u′′(t) + ω21u(t) = g1(t, u(t), v(t), |u
′(t)|, |v′(t)|) in [0, 1],
−v′′(t) + ω22v(t) = g2(t, u(t), v(t), |u
′(t)|, |v′(t)|) in [0, 1],
u′(0) = u′(1) = v′(0) = v′(1) = 0.
By a radial solution of the system (1.1) we mean a solution of the system (2.4).
From now on we assume that:
(H) For i = 1, 2, fi : [R0, R1]× ([0,+∞[)
4 → R is a continuous function such that
(2.5) fi(r, z1, z2, w1, w2) ≥ −
ω2i zi
max
t∈[0,1]
d(t)
in [R0, R1]× ([0,+∞[)
4.
3
Remark 2.2. Due to the assumption (H), gi are non-negative continuous functions in [0, 1]×
([0,+∞[)4. Note that if we fix Ω = {x ∈ R2 : 1 < |x| < e} and ωi = 1, then (2.5) reads
fi(r, z1, z2, w1, w2) ≥ −e
−2zi in [1, e]× ([0,+∞[)
4,
a linear bound from below for the nonlinearities.
We study the existence of solutions of the system (2.4) by means of the fixed points of a
suitable operator on the space C1[0, 1]× C1[0, 1] equipped with the norm
||(u, v)|| := max{||u||C1, ||v||C1},
where ||w||C1 := max {||w||∞, ||w
′||∞} and ||y||∞ := max
t∈[0, 1]
|y(t)|.
We define the integral operator T : C1[0, 1]× C1[0, 1]→ C1[0, 1]× C1[0, 1] by
(2.6) T (u, v)(t) :=
(
T1(u, v)(t)
T2(u, v)(t)
)
=
( ∫ 1
0
k1(t, s)g1(s, u(s), v(s), |u
′(s)|, |v′(s)|) ds∫ 1
0
k2(t, s)g2(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds
)
,
where the Green’s functions ki are given by
ki(t, s) =
1
ωi sinhωi

cosh(ωi(1− t)) coshωis, 0 ≤ s ≤ t ≤ 1,cosh(ωi(1− s)) coshωit, 0 ≤ t ≤ s ≤ 1.
The following Lemma provides some useful properties of the kernels ki (see [12] for some
of these estimates).
Lemma 2.3. The following hold, for i = 1, 2:
(1) The kernel ki is positive and continuous in [0, 1]× [0, 1]. Moreover we have
cki φi(s) ≤ki(t, s) ≤ φi(s), for (t, s) ∈ [0, 1]× [0, 1],
where we take
φi(s) := sup
t∈[0,1]
ki(t, s) = ki(s, s) =
1
ωi sinhωi
cosh(ωi(1− s)) coshωis
and
cki := min
t∈[0,1]
min
s∈[0,1]
ki(t, s)
φi(s)
=
1
coshωi
.
(2) The function ki(·, s) is differentiable in [0, 1] for a.e. s ∈ [0, 1], with
∂ki
∂t
(t, s) =
1
sinhωi

− coshωis sinh(ωi(1− t)), 0 ≤ s < t ≤ 1,cosh(ωi(1− s)) sinhωit, 0 ≤ t < s ≤ 1,
and for every τ ∈ [0, 1] we have
lim
t→τ
∣∣∣∣∂ki∂t (t, s)− ∂ki∂t (τ, s)
∣∣∣∣ = 0, for a.e. s ∈ [0, 1].
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The partial derivative
∂ki
∂t
(t, s) < 0 for s < t,
∂ki
∂t
(t, s) > 0 for s > t and∣∣∣∣∂ki∂t (t, s)
∣∣∣∣ ≤ ωiφi(s), for t ∈ [0, 1] and a.e. s ∈ [0, 1].
By direct calculation we obtain
(2.7) mi :=
(
sup
t∈[0,1]
∫ 1
0
ki(t, s) ds
)−1
= ω2i , Mi :=
(
inf
t∈[0,1]
∫ 1
0
ki(t, s)ds
)−1
= ω2i
and
(2.8) m∗i :=
(
sup
t∈[0,1]
∫ 1
0
∣∣∣∣∂ki∂t (t, s)
∣∣∣∣ ds
)−1
=
ωi sinh(ωi)
2 sinh2(ωi/2)
.
For i = 1, 2, set
(2.9) ci := cki ·min{1, ω
−1
i }
and consider the cone in C1[0, 1]
Ki :=
{
w ∈ C1[0, 1] : min
t∈[0,1]
w(t) ≥ ci‖w‖C1
}
,
which is similar to a cone of non-negative functions used by Krasnosel’ski˘ı and Guo in the
space C[0, 1], see for example [10, 13]. We define the cone in C1[0, 1]× C1[0, 1]
K := {(u, v) ∈ K1 ×K2}.
We have the following result.
Proposition 2.4. The operator T leaves the cone K invariant and is compact.
Proof. Let r > 0 and take (u, v) ∈ K such that ‖(u, v)‖ ≤ r. Then we have, for t ∈ [0, 1],
0 ≤ Ti(u, v)(t) ≤
∫ 1
0
φi(s)gi(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds
and ∣∣(Ti(u, v))′ (t)∣∣ =
∣∣∣∣
∫ 1
0
∂ki
∂t
(t, s)gi(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds
∣∣∣∣
≤
∫ 1
0
∣∣∣∣∂ki∂t (t, s)
∣∣∣∣ gi(s, u(s), v(s), |u′(s)|, |v′(s)|)ds
≤ ωi
∫ 1
0
φi(s)gi(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds.
Consequently we have
||Ti(u, v)||C1 ≤ max{1, ωi}
∫ 1
0
φi(s)gi(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds.
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Moreover, for t ∈ [0, 1], we get
Ti(u, v)(t) ≥ cki
∫ 1
0
φi(s)gi(s, u(s), v(s), |u
′(s)|, |v′(s)|) ds;
and thus we obtain
(2.10) min
t∈[0,1]
Ti(u, v)(t) ≥ cki
∫ 1
0
φi(s)gi(s, u(s), v(s), |u
′(s)|, |v′(s)|) ds ≥ ci||Ti(u, v)||C1 .
Since (2.10) holds for every r > 0, we have TiKi ⊂ Ki. By the properties of the Green’s
functions ki and using the Arzela`-Ascoli Theorem, we obtain the compactness of the opera-
tor T . 
We now recall some results regarding the classical fixed point index (more details can be
found, for example, in [1, 10]).
Theorem 2.5. Let K be a cone in an ordered real Banach space X. Let Ω be an open
bounded subset of X with 0 ∈ Ω ∩ K and Ω ∩K 6= K. Assume that F : Ω ∩K → K is a
compact map such that x 6= Fx for all x ∈ ∂(Ω∩K). Then the fixed point index iK(F,Ω∩K)
has the following properties.
(1) If there exists h ∈ K \ {0} such that x 6= Fx+λh for all x ∈ ∂(Ω∩K) and all λ > 0,
then iK(F,Ω ∩K) = 0.
(2) If µx 6= Fx for all x ∈ ∂(Ω ∩K) and for every µ ≥ 1, then iK(F,Ω ∩K) = 1.
(3) If iK(F,Ω ∩K) 6= 0, then F has a fixed point in Ω ∩K.
(4) Let Ω1 be open in X with Ω1 ∩K ⊂ Ω∩K. If iK(F,Ω∩K) = 1 and iK(F,Ω
1∩K) = 0,
then F has a fixed point in (Ω∩K)\Ω1 ∩K. The same result holds if iK(F,Ω∩K) = 0
and iK(F,Ω
1 ∩K) = 1.
For our index calculations we make use of the following open bounded sets (relative to K),
namely, for ρ1, ρ2 > 0,
Kρ1,ρ2 := {(u, v) ∈ K : ||u||C1 < ρ1 and ||v||C1 < ρ2},
Vρ1,ρ2 := {(u, v) ∈ K : min
t∈[0,1]
u(t) < ρ1 and min
t∈[0,1]
v(t) < ρ2}.
Lemma 2.6. The sets Kρ1,ρ2 and Vρ1,ρ2 have the following properties:
(P1) Kρ1,ρ2 ⊂ Vρ1,ρ2 ⊂ Kρ1/c1,ρ2/c2.
(P2) (w1, w2) ∈ ∂Kρ1,ρ2 if and only if (w1, w2) ∈ K and for some i ∈ {1, 2}
‖wi‖∞ = ρi, ciρi ≤ wi(t) ≤ ρi for t ∈ [0, 1] and −ρj ≤ w
′
j(t) ≤ ρj for j = 1, 2
and t ∈ [0, 1],
or
6
‖w′i‖∞ = ρi, 0 ≤ wj(t) ≤ ρj and −ρj ≤ w
′
j(t) ≤ ρj for j = 1, 2 and t ∈ [0, 1].
(P3) (w1, w2) ∈ ∂Vρ1,ρ2 if and only if (w1, w2) ∈ K and for some i ∈ {1, 2} min
t∈[0,1]
wi(t) = ρi
and ρi ≤ wi(t) ≤ ρi/ci for t ∈ [0, 1].
3. Existence and non-existence of solutions
In this Section we establish some existence and non-existence results for the semilinear
elliptic system
(3.1)


−∆u = f1(|x|, u, v, |∇u|, |∇v|) in Ω,
−∆v = f2(|x|, u, v, |∇u|, |∇v|) in Ω,
∂u
∂r
=
∂v
∂r
= 0 on ∂Ω ,
where Ω = {x ∈ Rn : R0 < |x| < R1}, 0 < R0 < R1 < +∞.
We define the following sets:
Ω˜ρ1,ρ21 = [R0, R1]×
[
ρ1,
ρ1
c1
]
×
[
0,
ρ2
c2
]
×
[
0,
αρ1
c1
]
×
[
0,
αρ2
c2
]
,
Ω˜ρ1,ρ22 = [R0, R1]×
[
0,
ρ1
c1
]
×
[
ρ2,
ρ2
c2
]
×
[
0,
αρ1
c1
]
×
[
0,
αρ2
c2
]
,
A˜s1,s21 = [R0, R1]× [c1s1, s1]× [0, s2]× [0, αs1]× [0, αs2] ,
A˜s1,s22 = [R0, R1]× [0, s1]× [c2s2, s2]× [0, αs1]× [0, αs2] ,
where α := inf
t∈[0,1]
|r′(t)| and ci is given by (2.9).
The first existence result is the following.
Theorem 3.1. Suppose that condition (H) is satisfied and there exist ρ1, ρ2, s1, s2 ∈ (0,+∞),
with ρi/ci < cisi , i = 1, 2, such that the following conditions hold
(3.2) inf
Ω˜
ρ1,ρ2
i
fi(r, w1, w2, z1, z2) > 0,
(3.3) sup
A˜
s1,s2
i
fi(r, w1, w2, z1, z2) <
(min{mi, m
∗
i } − ω
2
i )
sup
t∈[0,1]
d(t)
si.
Then the system (3.1) has at least one non-negative radial solution.
Proof. Firstly, we note that the choice of the numbers ρi and si assures the compatibility of
the conditions (3.2) and (3.3). Moreover, since
gi(t, u(t), v(t), |u
′(t)|, |v′(t)|) = d(t)fi
(
r(t), u(t), v(t),
∣∣∣∣u′(t)r′(t)
∣∣∣∣ ,
∣∣∣∣v′(t)r′(t)
∣∣∣∣
)
+ ω2i u(t),
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when fi acts on Ω˜
ρ1,ρ2
i and on A˜
s1,s2
i , gi acts respectively on the sets Ω
ρ1,ρ2
i and A
s1,s2
i , defined
by
Ωρ1,ρ21 = [0, 1]×
[
ρ1,
ρ1
c1
]
×
[
0,
ρ2
c2
]
×
[
0,
ρ1
c1
]
×
[
0,
ρ2
c2
]
,
Ωρ1,ρ22 = [0, 1]×
[
0,
ρ1
c1
]
×
[
ρ2,
ρ2
c2
]
×
[
0,
ρ1
c1
]
×
[
0,
ρ2
c2
]
,
As1,s21 = [0, 1]× [c1s1, s1]× [0, s2]× [0, s1]× [0, s2],
As1,s22 = [0, 1]× [0, s1]× [c2s2, s2]× [0, s1]× [0, s2].
By using Theorem 2.5, we show that the compact operator T defined in (2.6) has a fixed
point in Ks1,s2 \ V ρ1,ρ2 .
Consider h(t) = 1 for t ∈ [0, 1] and note that (h, h) ∈ K. Firstly we claim that
(u, v) 6= T (u, v) + λ(h, h), for (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0,
that assures that iK(T, Vρ1,ρ2) = 0.
Assume, by contradiction, that there exist (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such that (u, v) =
T (u, v) + λ(h, h). Without loss of generality, by (P3) we can assume that, for t ∈ [0, 1],
min
t∈[0,1]
u(t) = ρ1, ρ1 ≤ u(t) ≤ ρ1/c1 and − ρ1/c1 ≤ u
′(t) ≤ ρ1/c1,
0 ≤ v(t) ≤ ρ2/c2 and − ρ2/c2 ≤ v
′(t) ≤ ρ2/c2.
Therefore we consider, for t ∈ [0, 1],
(3.4) u(t) =
∫ 1
0
k1(t, s)g1(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds+ λ.
By (3.2) in Ωρ1,ρ21 we have
g1(t, u(t), v(t), |u
′(t)|, |v′(t)|) > ω21u(t)
and, consequently, we have
(3.5) min
Ω
ρ1,ρ2
1
g1(t, u(t), v(t), |u
′(t)|, |v′(t)|) > ω21 min
t∈[0,1]
u(t) = ω21ρ1 .
Taking the minimum over [0, 1] in (3.4) and using (3.5), we obtain
ρ1 = min
t∈[0,1]
u(t) > ω21ρ1 min
t∈[0,1]
∫ 1
0
k1(t, s)ds+ λ = ω
2
1ρ1
1
ω21
+ λ = ρ1 + λ,
i.e. a contradiction. The case of mint∈[0,1] v(t) = ρ2 follows in a similar manner.
We claim now that λ(u, v) 6= T (u, v) for every (u, v) ∈ ∂Ks1,s2 and for every λ ≥ 1, which
implies that iK(T,Ks1,s2) = 1.
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Assume this is not true. Then there exist λ ≥ 1 and (u, v) ∈ ∂Ks1,s2 such that λ(u, v) =
T (u, v). Suppose that
||u||∞ = s1, ||u
′||∞ ≤ s1, ||v||∞ ≤ s2 and ||v
′||∞ ≤ s2.
Consider, for t ∈ [0, 1],
(3.6) λu(t) =
∫ 1
0
k1(t, s)g1(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds.
Note that, by (3.3), we have, in As1,s21 ,
g1(t, u(t), v(t), |u
′(t)|, |v′(t)|) <
d(t)
sup
t∈[0,1]
d(t)
(min{m1, m
∗
1} − ω
2
1)s1 + ω
2
1u(t)
≤ (min{m1, m
∗
1} − ω
2
1) s1 + ω
2
1u(t),
and, consequently, we obtain
(3.7) max
A
s1,s2
1
g1(t, u(t), v(t), |u
′(t)|, |v′(t)|)
< (min{m1, m
∗
1} − ω
2
1) s1 + ω
2
1 max
t∈[0,1]
u(t) = min{m1, m
∗
1}s1.
Taking the maximum in [0, 1] in (3.6) and using (3.7), we have
λ s1 < m1s1 max
t∈[0,1]
∫ 1
0
k1(t, s)ds = m1s1
1
m1
= s1,
i.e. λs1 < s1, which contradicts the fact that λ ≥ 1.
If we have
||u||∞ ≤ s1, ||u
′||∞ = s1, ||v||∞ ≤ s2 and ||v
′||∞ ≤ s2,
then we obtain
λ|u′(t)| ≤
∫ 1
0
∣∣∣∣∂k1∂t (t, s)
∣∣∣∣ g1(s, u(s), v(s), |u′(s)|, |v′(s)|)ds.(3.8)
Taking the maximum in [0, 1] in (3.8) and using the condition (3.7), we obtain
λ s1 < m
∗
1s1 max
t∈[0,1]
∫ 1
0
∣∣∣∣∂k1∂t (t, s)
∣∣∣∣ ds = m∗1s1 1m∗1 = s1,
a contradiction. The other two cases follow in a similar manner.
Therefore we have iK(T, Vρ1,ρ2) = 0 and iK(T,Ks1,s2) = 1. Since
ρi
ci
< cisi < si, i = 1, 2,
by property (P1) we have V ρ1,ρ2 ⊂ K ρ1
c1
,
ρ2
c2
⊂ Ks1,s2. It follows from Theorem 2.5 that T has
a fixed point (u¯, v¯) in Ks1,s2 \ V ρ1,ρ2 .
Therefore the system (3.1) admits a non-negative radial solution. 
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Remark 3.2. The conditions (3.2) and (3.3) are nothing but growth estimates on two boxes.
If we fix Ω = {x ∈ R2 : 1 < |x| < e} and ωi = 1, then (3.3) reads
sup
A˜
s1,s2
i
fi(r, w1, w2, z1, z2) < 0,
a sign condition on fi on the set A˜
s1,s2
i .
We can obtain another existence result in which the constrains on the growth of one of
the components is relaxed at the cost of having to deal with a larger domain.
We denote by Ω˜∗
ρ1,ρ2 the subset of R5
Ω˜∗
ρ1,ρ2
= [R0, R1]×
[
0,
ρ1
c1
]
×
[
0,
ρ2
c2
]
×
[
0,
αρ1
c1
]
×
[
0,
αρ2
c2
]
.
Theorem 3.3. Suppose that condition (H) is satisfied and there exist ρ1, ρ2, s1, s2 ∈ (0,+∞),
with ρi/ci < cisi , i = 1, 2, such that the following conditions hold:
(3.9) inf
Ω˜∗
ρ1,ρ2
fi(r, w1, w2, z1, z2) >
ω2i
inf
t∈[0,1]
d(t)
ρi, for some i = 1, 2,
(3.10) sup
A˜
s1,s2
i
fi(r, w1, w2, z1, z2) <
(min{mi, m
∗
i } − ω
2
i )
sup
t∈[0,1]
d(t)
si, for i = 1, 2.
Then the system (3.1) has at least one non-negative radial solution.
Proof. Note that, when fi acts on Ω˜
∗ρ1,ρ2 , gi acts on the subset
Ω∗
ρ1,ρ2
= [0, 1]×
[
0,
ρ1
c1
]
×
[
0,
ρ2
c2
]
×
[
0,
ρ1
c1
]
×
[
0,
ρ2
c2
]
.
Suppose that (3.9) holds for i = 1. Let (u, v) ∈ ∂Vρ1,ρ2 and λ ≥ 0 such that (u, v) =
T (u, v) + λ(1, 1). Thus we have, for t ∈ [0, 1],
0 ≤ u(t) ≤ ρ1/c1, −ρ1/c1 ≤ u
′(t) ≤ ρ1/c1, 0 ≤ v(t) ≤ ρ2/c2, −ρ2/c2 ≤ v
′(t) ≤ ρ2/c2 .
By (3.9) in Ω∗
ρ1,ρ2 we have
g1(t, u(t), v(t), |u
′(t)|, |v′(t)|) >
d(t)
inf
t∈[0,1]
d(t)
ω21ρ1 + ω
2
1u(t) ≥ ω
2
1ρ1 + ω
2
1u(t)
and, consequently, we obtain
min
Ω∗
ρ1,ρ2
g1(t, u(t), v(t), |u
′(t)|, |v′(t)|) > ω21ρ1 .
From now on, one proceeds as in the proof of Theorem 3.1. 
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By means of Theorem 2.5 and the results contained in Theorems 3.1 and 3.3, it is possible
to state results regarding the existence of several non-negative solutions of the system (3.1).
For brevity, here we state a result regarding the existence of three non-negative solutions
and refer to [14, 15, 16] for the other kind of results that can be stated.
Theorem 3.4. Suppose that condition (H) is satisfied and there exist ρi, si, θi, σi ∈ (0,+∞)
with ρi < si, si/ci < ciθi and θi < σi, i = 1, 2, such that
(3.11) sup
A˜
ρ1,ρ2
i
fi(r, w1, w2, z1, z2) <
(min{mi, m
∗
i } − ω
2
i )
sup
t∈[0,1]
d(t)
ρi, for i = 1, 2,
(3.12) inf
Ω˜
s1,s2
i
fi(r, w1, w2, z1, z2) > 0, for i = 1, 2,
(3.13) sup
A˜
θ1,θ2
i
fi(r, w1, w2, z1, z2) <
(min{mi, m
∗
i } − ω
2
i )
sup
t∈[0,1]
d(t)
θi, for i = 1, 2
and
(3.14) inf
Ω˜
σ1,σ2
i
fi(r, w1, w2, z1, z2) > 0, for i = 1, 2,
hold.
Then the system (3.1) has at least three non-negative radial solutions.
Proof. As in the proof of Theorem 3.1, the condition (3.11) implies that iK(T,Kρ1,ρ2) = 1
and the condition (3.12) provides that iK(T, Vs1,s2) = 0. This fact gives the existence of
a first fixed point in Vs1,s2 \ Kρ1,ρ2. A second fixed point in Kθ1,θ2 \ V s1,s2 is given by the
conditions (3.13) and (3.12). Finally, the third fixed point is achieved in Vσ1,σ2 \Kθ1,θ2 , by
means of the conditions (3.14) and (3.13). 
In the following example we show the applicability of Theorem (3.4) and prove the exis-
tence of at least three non-negative, non-constant solutions.
Example 3.5. Consider in R2 the system of BVPs


−∆u = e−(|∇u|
2+|∇v|2+6)u(u− 1− h(|x|))(u− 2− h(|x|))(u− 4− h(|x|))(2− cos v) in Ω,
−∆v = e−(|∇u|
2+|∇v|2+7)v(v − 1− h(|x|))(v − 4− h(|x|))(v − 7− h(|x|))(2− sin u) in Ω,
∂u
∂r
=
∂v
∂r
= 0 on ∂Ω ,
(3.15)
where Ω = {x ∈ R2 : 1 < |x| < e} and h(|x|) =
|x|2
333
.
11
For these nonlinearities we take ω1 = ω2 = 1 and by direct computation we get
m1 = m2 = 1, m
∗
1 = m
∗
2 =
sinh(1)
2 sinh2(1/2)
∼= 2.16, c1 = c2 = (cosh 1)
−1 ∼= 0.64.
With the choice of
ρ1 = ρ2 = 1/2, s1 =
11
10
, s2 = 2, θ1 =
7
2
, θ2 =
13
2
, σ1 = 5, σ2 = 8,
we obtain, for i = 1, 2,
sup
A˜
ρ1,ρ2
i
fi(r, w1, w2, z1, z2) < 0, inf
Ω˜
s1,s2
i
fi(r, w1, w2, z1, z2) > 0,
sup
A˜
θ1,θ2
i
fi(r, w1, w2, z1, z2) < 0, inf
Ω˜
σ1,σ2
i
fi(r, w1, w2, z1, z2) > 0.
Keeping in mind Remark 3.2, the conditions (3.11)-(3.14) of Theorem 3.4 are satisfied;
therefore the system (3.15) has at least three nonnegative solutions. Note that, due to the
presence of the term h within the equations, the solutions have at least one non-constant
component.
We conclude by showing some non-existence results for the system (3.1).
Theorem 3.6. Assume that condition (H) is satisfied and one of following conditions holds:
(3.16) fi(r, w1, w2, z1, z2) < 0 , r ∈ [R0, R1] and wi > 0, i = 1, 2,
(3.17) fi(r, w1, w2, z1, z2) > 0 , r ∈ [R0, R1] and wi > 0 , i = 1, 2.
Then the only possible non-negative solution of the system (3.1) in C1[R0, R1]×C
1[R0, R1]
is the trivial one.
Proof. Suppose that (3.16) holds and assume that there exists a solution (u¯, v¯) ∈ C1[R0, R1]×
C1[R0, R1] of (3.1) (u¯, v¯) 6= (0, 0); then, since T maps the product of two cones of non-
negative functions in C1[0, 1] in K, (u, v) := (u¯ ◦ r, v¯ ◦ r) is a fixed point of T .
Let, for example, be ‖(u, v)‖ = ‖u‖C1 6= 0 and, consequently, ‖u‖∞ 6= 0. Then, for
t ∈ [0, 1], we have
u(t) =
∫ 1
0
k1(t, s)g1(s, u(s), v(s), |u
′(s)|, |v′(s)|)ds
=
∫ 1
0
k1(t, s)
(
d(t)f1
(
r(s), u(s), v(s),
∣∣∣∣u′(s)r(s)
∣∣∣∣ ,
∣∣∣∣v′(s)r(s)
∣∣∣∣
)
+ ω21u(s)
)
ds
< ω21
∫ 1
0
k1(t, s)u(s)ds ≤ ω
2
1‖u‖∞
∫ 1
0
k1(t, s) ds.
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Taking the maximum for t ∈ [0, 1], we have
‖u‖∞ < ω
2
1‖u‖∞ max
t∈[0,1]
∫ 1
0
k1(t, s) ds = ‖u‖∞,
a contradiction.
Suppose that (3.17) holds and assume that there exists (u, v) ∈ K such that (u, v) =
T (u, v) and (u, v) 6= (0, 0). Take, for example, ‖u‖∞ 6= 0; then σ := min
t∈[0,1]
u(t) > 0 since
u ∈ K1. We have, for t ∈ [0, 1],
u(t) =
∫ 1
0
k1(t, s)
(
d(t)f1
(
r(s), u(s), v(s),
∣∣∣∣u′(s)r(s)
∣∣∣∣ ,
∣∣∣∣v′(s)r(s)
∣∣∣∣
)
+ ω21u(s)
)
ds
> ω21
∫ 1
0
k1(t, s)u(s)ds.
Taking the minimum for t ∈ [0, 1], we obtain
σ = min
t∈[0,1]
u(t) > ω21 min
t∈[0,1]
∫ 1
0
k1(t, s)u(s) ds ≥ ω
2
1σ min
t∈[0,1]
∫ 1
0
k1(t, s) ds = σ,
a contradiction. 
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