We describe a method to automatically extract symbolic compositional rules from music corpora that can be combined with each other and manually programmed rules for algorithmic composition, and some preliminary results of applying that method. As machine learning technique we chose genetic programming, because it is capable of learning formula consisting of both logic and numeric relations. Genetic programming was never used for this purpose to our knowledge. We therefore investigate a well understood case in this pilot study: the dissonance treatment in Palestrina's music. We label dissonances with a custom algorithm, automatically cluster melodic fragments with labelled dissonances into different dissonance categories (passing tone, suspension etc.) with the DBSCAN algorithm, and then learn rules describing the dissonance treatment of each category with genetic programming. As positive examples we use dissonances from a given category. As negative examples we us all other dissonances; melodic fragments without dissonances; purely random melodic fragments; and slight random transformations of positive examples. Learnt rules circumstantiate melodic features of the dissonance categories very well, though some resulting best rules allow for minor deviations compared with positive examples (e.g., allowing the dissonance category suspension to occur also on shorter notes). We describe a method to automatically extract symbolic compositional rules from music corpora that can be combined with each other and manually programmed rules for algorithmic composition, and some preliminary results of applying that method. As machine learning technique we chose genetic programming, because it is capable of learning formula consisting of both logic and numeric relations. Genetic programming was never used for this purpose to our knowledge. We therefore investigate a well understood case in this pilot study: the dissonance treatment in Palestrina's music. We label dissonances with a custom algorithm, automatically cluster melodic fragments with labelled dissonances into different dissonance categories (passing tone, suspension etc.) with the DBSCAN algorithm, and then learn rules describing the dissonance treatment of each category with genetic programming. As positive examples we use dissonances from a given category. As negative examples we us all other dissonances; melodic fragments without dissonances; purely random melodic fragments; and slight random transformations of positive examples. 
INTRODUCTION

29
Artificial intelligence methods have been used for decades to model music composition (Fernández and 30 Vico, 2013). Two general approaches have attracted particular attention, as they mimic two aspects of 31 how humans learn composition. Firstly, rules have been used for centuries for teaching composition.
32
derived by ML and rules programmed manually can be freely combined in such systems, and rules 45 can address various aspects (e.g., rules on rhythm, melody, harmony, voice leading, and orchestration).
46
Potentially, ML can be used to derive rules from a given corpus of music for aspects where we do not 47 have rules yet, e.g., how to rhythmically and melodically shape the development of a phrase in a certain 48 style.
49
This paper describes a pilot project within the research programme described above. In this pilot, 50 we automatically extract rules on the treatment of dissonances in Renaissance music using a corpus of 51 movements from Palestrina masses. The treatment of such tones is rather well understood, which helps 52 evaluating results. Nevertheless, this task is far from trivial, as it has to take various musical viewpoints 53 into account (e.g., melodic interval sizes and directions, note durations, and metric positions). Results
54
can be interesting and useful not only for musicologists and composers, but also for the commercially 55 relevant field of music information retrieval to advance the still unsolved problem of automatic harmonic 56 analysis of polyphonic music. 
Genetic programming
77
In this project we therefore use another approach. Genetic programming (GP) is a method of ML where 78 a tree structure is learnt by repeated application of random changes (mutation and recombination) and 79 the selection of the best structures among a set of candidates (a population). As such, it is a particular 80 kind of evolutionary algorithm. The candidate tree can be the representation of a computer program or 
83
A particularly important application of GP is symbolic regression. In symbolic regression, a math-84 ematical expression that describes best the given data is inferred. The mathematical expression is unre-85 stricted except that a specified set of building blocks is used -operators like +, or standard mathematical 
90
GP has been used for music composition before. Spector and Alpern propose a system that auto- Johanson and Poli (1998) also propose a system that creates computer programs for transforming 97 short melodies, but they allow users to interactively rate the quality of the generated music. This proved 98 a tedious process for users. Therefore they complement the user-rating with automatic fitness raters that 99 learn from the user ratings.
100
Previous applications of genetic programming for music composition thus aimed at modelling the 101 full composition process, where the fitness function had to judge the quality of the resulting music. Yet, 102 the programs resulting from the evolutionary algorithm are rather short, and they are thus limited in the 103 compositional knowledge they can represent. Previous work therefore composed music by transforming 104 pre-existing music.
105
Instead, we are interested in learning compositional rules with GP that describe only a certain aspect 106 of the resulting music. Such rules are relevant in their own right as a representation of compositional 107 knowledge that can be complemented with further musical knowledge, e.g., in music constraint program-108 ming systems with manually encoded musical rules.
109
In this situation the fitness function does not need to judge musical quality, but instead only how well 110 the resulting rule fits given positive examples and avoids negative examples.
111
As far as we know, GP has not yet been used for learning symbolic compositional rules, and therefore 112 in this pilot study we focus on a relatively well understood class of rules. knowledge on the standard dissonance categories and therefore we instead developed a custom algorithm.
130
1 The excerpt is from the Agnus of missa De Beata Marie Virginis (II), which is Agnus_0.krn in the music21 corpus, and stems from Humdrum.
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The actual music of Palestrina contains further dissonance categories, as shown by computational anal-131 ysis (Sigler et al., 2015), but these are irrelevant for the present study as they either do not occur in the 132 chosen corpus, or they have been rejected by our algorithms.
133
METHODS
134
For learning symbolic compositional rules we use a novel methodology that combines multiple estab-135 lished approaches. At first, dissonant notes are automatically labelled in a corpus of music by Palestrina 136 with a custom algorithm. These dissonances are then automatically clustered into different dissonance 137 categories (passing notes, suspensions etc.) with the clustering algorithm DBSCAN (Ester et al., 1996) .
138
Finally, a rule is learnt for each of these categories with genetic programming. The rest of this section 139 describes each of these steps in more detail.
140
Annotation of dissonances
141
A custom algorithm for dissonance detection in Renaissance music 142 As a first step we automatically label dissonances in the music using a custom algorithm implemented 143 with the music analysis environment music21 . For our purposes, the al-144 gorithm better leaves a few complex dissonance categories undetected than to wrongly mark notes as 145 dissonances that are actually not. Note that this algorithm does not implement any knowledge of the 146 dissonance categories known to occur in Palestrina's music.
147
The analysis first "chordifies" the score, i.e., it creates a homorhythmic chord progression where a 148 new chord starts whenever one or more notes start in the score, and each chord contains all the score 149 notes sounding at that time. The algorithm processes those chords and the original score.
150
The algorithm loops through the chords. If a dissonant chord is found, then it tries to find which 151 note(s) make it dissonant by testing whether the chord becomes consonant if these note(s) are removed. 
159
Suspensions are treated with special care. If the dissonant note started before the currently tested 160 chord, then that note is split into two notes, which are then tied, and only the second note starting with 161 the current chord is marked as dissonant.
162
In oder to avoid marking notes wrongly as dissonances, the algorithm does not test the following 163 cases: any note longer than max_diss_dur, a given maximum dissonance duration (we set it to a whole 164 tone); and any suspension where the dissonant part of the note would exceed the preceding consonant 165 part, or it would exceed max_diss_dur.
166
For this pilot we arbitrarily selected from the full corpus of Palestrina music that ships with music21 167 the first 36 Agnus mass movements. All examples in that subcorpus happen to be in 2 4 meter, but our 168 method does not depend on that.
169
Evaluation of the dissonance detection algorithm if the soprano D is removed, the remaining chord C-A happens to be consonant.
180
To be at the save side, the algorithm therefore does not label all dissonances. always the root of the piece, 1 a semitone above the root and so forth.
199
We determine accent weights using music21's getAccentWeight, where the strongest beat on the first 
214
The data is clustered using the DBSCAN algorithm (Ester et al., 1996) as implemented in the scikit- as outliers by DBSCAN, and are ignored in the subsequent rule learning step.
221
Clustering results and discussion
222
In order to evaluate the clustering results, we automatically labelled each dissonance in the score with 223 its dissonance category (cluster number), and then created a new score for each cluster number into 224 which all short melodic score snippets that contain this dissonance were collected (one-measure snippets,
225
except where the dissonance occurs at measure boundaries). We then evaluated the clustering results by 226 eyeballing those collections of score snippets.
227
Initially, the importance of note durations for the clustering was rated too highly, because the clus-
228
tering took more duration parameters into account (one for every note) than other parameters (e.g., pitch 229 intervals between notes). As a result, one cluster contained primarily dissonances at half notes and an-230 other at shorter notes, which was not useful for our purposes. Therefore, we aggregated the duration 231 information, and adjusted the DBSCAN parameters as described above, after which clustering worked 232 very well.
233
In the selected corpus only the following main dissonance categories are found: passing tones down-
234
wards on an easy beat (863 cases); passing tones upwards on an easy beat (643 cases); suspensions on the cases) that went through the subsequent rule learning step but were discarded afterwards as they were 250 considered to be too small to be of much interest, and cover categories that are already covered by larger clusters. This simplification of the training set to a small number of dissonance categories was useful for 252 our pilot study.
253
Learning of rules
254
Training set
255
To initiate rule learning, our algorithm compiles a set of three-note-long learning examples with a disso- +1 times the example weight, whereas each negative example that is erroneously classified as positive 279 example counts -1 times the example weight. Thus, the accuracy score is a number between -1.0 and 1.0, 280 with 0.0 expected for a random classifier.
281
Please note that a randomly generated negative example can be the same as a positive example with 282 a low probability. Here, we consider this as a small amount of noise in the measurement, but for future 283 experiments it is possible to filter these out at the expense of run time.
284
Learning process 285 We use strongly typed genetic programming as implemented in the Python library DEAP 2 (Fortin et al., There are many choices of operators and parameters that can be used with genetic programming.
301
Here, we follow standard approaches that are commonly used in the GP practitioners' community, and/or 302 are DEAP defaults, unless otherwise noted. The population is created using ramped half-and-half ini-303 tialisation, after which at each generation the following operators are applied. For selection, we use 304 tournament selection with a tournament size of 3. For mutation, there is a choice between three opera-305 tors: standard random tree mutation (95% probability), a duplication operator that creates two copies of 306 the tree and connects them using the ∧ operator (2.5%), and a similar duplication operator using the ∨ 307 operator (2.5%). For recombination, there is again a choice between standard tree exchange crossover 308 (95%), an operator that returns the first individual unchanged, and a combination of the first and second 309 individual using the ∧ operator (2.5%), and a similar operator using ∨ (2.5%). While random tree muta-310 tion and tree exchange crossover are commonly used, we designed the other operators to encourage the 311 emergence of rules that are conjunctions or disjunctions of more simple rules, which is a useful format 312 for formal compositional rules. Without these operators, it would be extremely unlikely that a new sim-313 ple rule could be evolved without disrupting the already evolved one, or that different already evolved 314 rules could be combined as a whole. A static depth limit of 25 is imposed on the evolving trees to avoid 315 stack overflows and exceedingly long execution times.
316
A population of 100 individuals is evolved for 1000 generations. The fitness assigned to an individual 317 is 10 times its accuracy score (described above) plus 0.001 times the size of its tree. That way, among 318 two rules with equal classification accuracy, the more compact rule has a slight fitness advantage. We 319 introduced this as a measure to slow down the growth of the trees during evolution (known as "bloat 320 control" in the field of genetic programming, although the effect of this particular measure is not very 321 strong). We performed five runs for every cluster. They use the same set of learning examples, but find 322 different rules nonetheless due to the stochastic nature of genetic programming.
323
After a run is finished, the best rule evolved in that run is output together with its classification 324 accuracy scores.
325
2 https://github.com/deap/deap 3 A melodic interval is always computed as the interval between a given note and its predecessor and positive when the next note is higher. 
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RESULTS
326
Quantitative evaluation
327
The quality of the rule learning process as implemented by genetic programming is evaluated by measur-
328
ing the accuracies of the best evolved rules (see Fig. 2 ). It can be seen that the accuracies for positive 329 examples are better than 98% in most cases, the accuracies on negative examples from other clusters 330 are mostly better than 99%, the accuracies on negative examples without dissonances are mostly better 331 than 94%, the accuracies on random counterexamples are close to 100%, and the accuracies for modified 332 negative examples are mostly better than 94% but around 89% for the first cluster. When plotting overall 333 accuracy scores against the sizes of the rules' corresponding GP trees (Fig. 3) , it can be seen that rules 334 for the same cluster achieve similar accuracy scores despite different sizes. However, across clusters,
335
there seems to be a negative correlation between accuracy and rule size. The most plausible explanation 336 seems to be that larger clusters are more difficult to describe, resulting both in larger rule sizes and lower 337 accuracy scores (Fig. 4) .
338
Qualitative evaluation 339 We evaluated the suitability of the evolved rules for describing dissonances by using them as melodic that these notes can occur freely on any beat.
345
For each learnt rule (5 per cluster resulting from the 5 runs reported above) we generated 15 random 346 solutions (an arbitrary number). We examined these solutions in common music notation, and appraised 347 how well they complied with the respective dissonance category. Specifically, we checked whether the 348 metric position and duration of the middle note (the dissonance) and the melodic intervals into and from 349 this note are appropriate. The rules generated by DEAP were slightly simplified manually and with Mathematica, and trans- 
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duration i−1 < duration i + 3
(1)
Figure 5. Learnt rule example: passing tones upwards values, have been explained above, but we will briefly revise them below for the reader's convenience.
364
As an example, let us analyse the first rule, which constraints upwards passing tones (figure 5).
365
Remember that for this dissonance category both intervals lead upwards stepwise, the dissonance occurs 366 on an easy beat, and its duration is up to a half note (table 1) . This rule constrains all those aspects 367 exactly (table 2) .
368
The rule enforces that both the melodic interval into the dissonance and out of it, interval pre and 369 interval succ , are positive (upwards): they are both greater than accentWeight i , see equations (4) and (5),
370
and accentWeight i is always greater than 0 by its definition. Intervals are integers measured in semitones.
371
Both intervals are less than 3, see equations (8) and (9). So, in summary the intervals are positive 372 (upwards), but at most 2 semitones (steps).
373
The rule constrains dissonances to an easy beat. For the first beat of a measure accentWeight i is 1.0,
374
for the third beat in 2 4 it is 0.5, of the second and forth beat it is 0.25 and so on. The rule constrains the 375 accent weight of the dissonance to less than 0.5, i.e., an easy beat.
376
The duration must be a half note or shorter. Durations are measured in music21's quarterlengths,
377
where 1 represents a quarter note. The duration of the dissonance must be less than 3, which corresponds 378 to a dotted half note (6), hence it can be a half note at most.
379
Other expressions in this rule happen to be less meaningful, and could be considered bloat.
380
The other rule in Figure 6 can be analysed similarly. We leave that to the reader.
381
DISCUSSION
382
In the present paper we describe a method based on genetic programming that extracts symbolic composi-383 tional rules from a music corpus so that resulting rules can be used in rule-based algorithmic composition 384 systems. In this pilot study we extracted rules that detail the dissonance treatment in compositions by for the same cluster are much less accurate, but nevertheless obtain a very similar overall weighted score 395 in the learning process. Currently, we lack an algorithm for measuring the accuracy of a rule in terms of 396 how similar generated music restricted by that rule is to its positive examples. Such an algorithm would 397 be very useful to contribute to the fitness calculation of rules during the learning process.
398
The accuracy of resulting rules can also be improved by taking further background knowledge into 399 account. For example, some resulting rules allow for syncopations in dissonance categories where these 400 would not occur in Palestrina, e.g., at a passing tone. Providing the rule learning algorithm with an extra
401
Boolean feature whether the dissonant note is a syncope or not will likely avoid that.
402
The negative examples in the training set for the rule learning have a great impact on the accuracy 
