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EXPLICIT COCYCLE FORMULAS ON FINITE ABELIAN GROUPS WITH
APPLICATIONS TO BRAIDED LINEAR GR-CATEGORIES AND
DIJKGRAAF-WITTEN INVARIANTS†
HUA-LIN HUANG, ZHEYAN WAN* AND YU YE
Abstract. We provide explicit and unified formulas for the cocycles of all degrees on the normalized bar
resolutions of finite abelian groups. This is achieved by constructing a chain map from the normalized bar
resolution to a Koszul-like resolution for any given finite abelian group. With a help of the obtained cocycle
formulas, we determine all the braided linear Gr-categories and compute the Dijkgraaf-Witten Invariants of the
n-torus for all n.
1. Introduction
Throughout, let k be an algebraically closed field of characteristic zero and let k∗ denote the multiplicative
group k − {0}. Unless otherwise specified, all algebraic structures and linear operations are over k. Our main
aim is to provide explicit and unified formulas for the cocycles on the normalized bar resolutions (normalized
cocycles) of finite abelian groups. Some applications to braided linear Gr-categories and Dijkgraaf-Witten
Invariants (DW invariant) are also considered.
The cohomology groups of finite abelian groups are computable thanks to the well known Lyndon-Hochschild-
Serre spectral sequence [13, 21]. However, the explicit formulas of normalized cocycles are not clear in literatures.
Such explicit formulas of normalized cocycles, instead of the cohomology groups, are necessary in many respects
of mathematics and physics. Besides the connections to braided linear Gr-categories and DW invariants involved
in the present paper, normalized 2-cocycles are necessary in projective representation theory of finite groups
[10, 20]; normalized 3-cocycles are indispensable in the classification program of pointed finite tensor categories
and quasi-quantum groups [7, 8, 11, 15, 16, 17]; normalized cocycles of all degrees are very important in the
theory of symmetry protected topological orders [2, 3, 24].
Our approach of formulating the normalized cocycles is straightforward and elementary. First we construct
a Koszul-like resolution of a finite abelian group G by tensoring the minimal resolutions of cyclic factors of
G and give a complete set of representatives of cocycles for this resolution. Then we construct a chain map
from the normalized bar resolution to this Koszul-like resolution. Finally we get the desired explicit and unified
formulas of normalized cocycles on G by pulling back those on the Koszul-like resolution along the chain map.
We remark that, in principle, the method of Lyndon-Hochschild-Serre spectral sequence may also help one
formulate explicit forms of normalized cocycles with nearly as much effort as we need here.
Here is a brief description of the content. In Section 2, we provide formulas of normalized cocycles of all
degrees on any finite abelian groups. In Section 3, we use the formula of normalized 3-cocycles to determine the
braided monoidal structures on linear Gr-categories. In Section 4, we give a formula for the Dijkgraaf-Witten
invariant of the n-torus for all n and obtain the dimension formula for irreducible projective representations of
an arbitrary finite abelian group.
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2. Explicit formulas of normalized cocycles on finite abelian groups
In this section, we use freely the concepts and notations about group cohomology in the book [26] of Weibel.
Let G be a group and (B•, ∂•) be its normalized bar resolution. Applying HomZG(−,k
∗) one gets a complex
(B∗• , ∂
∗
•). Denote the group of normalized n-cocycles by Z
n(G,k∗), which is Ker ∂∗n. In general, it is hard to
determine Zn(G,k∗) directly as the normalized bar resolution is far too large. Our strategy of overcoming this
is to get first a simpler resolution of G whose cocycles are easy to compute and then construct a chain map
from the normalized bar resolution to it which will help to determine Zn(G,k∗) eventually.
2.1. A Koszul-like resolution. From now on let G be a finite abelian group. Write G = Zm1 × · · · × Zmn
where mi|mi+1 for 1 ≤ i ≤ n − 1 and for every Zmi fix a generator gi for 1 ≤ i ≤ n. It is well known that the
following periodic sequence is a free resolution of the trivial Zmi-module Z :
(2.1) · · · −→ ZZmi
Ti−→ ZZmi
Ni−→ ZZmi
Ti−→ ZZmi
Ni−→ Z −→ 0,
where Ti = gi − 1 and Ni =
mi−1∑
j=0
gji .
Consider the tensor product of the above periodic resolutions of the cyclic factors of G. The resulting complex,
denoted by (K•, d•), is as follows. For each sequence a1, . . . , an of nonnegative integers, let Φ(a1, . . . , an) be a
free generator in degree a1 + · · ·+ an. Thus
Km :=
⊕
a1+···+an=m
(ZG)Φ(a1, . . . , an).
For all 1 ≤ i ≤ n, define
di(Φ(a1, . . . , an)) =

0, ai = 0;
(−1)
∑
l<i alNiΦ(a1, . . . , ai − 1, . . . , an), 0 6= ai even;
(−1)
∑
l<i alTiΦ(a1, . . . , ai − 1, . . . , an), 0 6= ai odd.
The differential d is set to be d1 + · · ·+ dn. Then (K•, d•) is a free resolution of the trivial ZG-module Z. The
main goal of this subsection is to determine the explicit cocycles of this Koszul-like resolution.
For the convenience of the exposition, we fix some notations before moving on. For any 1 ≤ r1 < · · · < rl ≤ n,
define Φ
r
λ1
1 ···r
λl
l
:= Φ(0, . . . , λ1, . . . , λl, . . . , 0) where λi ≥ 1 lies in the ri-th position. If λi = 1 for some 1 ≤ i ≤ l,
sometimes we drop it for brevity. It is clear that any cochain f ∈ HomZG(Kk,k
∗) is uniquely determined by its
values on Φ
r
λ1
1 ···r
λl
l
. Write f
r
λ1
1 ···r
λl
l
= f(Φ
r
λ1
1 ···r
λl
l
).
Theorem 2.1. The following
(2.2)

f ∈ HomZG(Kk,k
∗)
∣∣∣∣∣∣∣∣∣∣∣
f
r
λ1
1 ···r
λl
l
= 1 if λ1 is even,
f
r
λ1
1 ···r
λl
l
= ζ
a
r
λ1
1 ···r
λl
l
mr1
if λ1 is odd
and 0 ≤ a
r
λ1
1 ···r
λl
l
< mr1 for 1 ≤ r1 < · · · < rl ≤ n
where λ1 + · · ·+ λl = k, λi ≥ 1 for 1 ≤ i ≤ l

makes a complete set of representatives of k-cocycles of the complex (K∗• , d
∗
•).
Proof. Suppose f ∈ HomZG(Kk,k
∗) is a k-cocycle. We will show that f is cohomologous to one in (2.2). Let
g ∈ HomZG(Kk−1,k
∗) be a (k − 1)-cochain given by grµ11 ···r
µl
l
= 1 if µ1 is even and grµ11 ···r
µl
l
= (f
r
µ1+1
1 ···r
µl
l
)
1
mr1
if µ1 is odd. Consider f
′ = f − d∗g. Then clearly f ′
r
λ1
1 ···r
λl
l
= 1 if λ1 is even. If λ1 is odd, then by the cocycle
condition for f ′ we have
(f ′
r
λ1
1 ···r
λl
l
)mr1
∏
2 ≤ i ≤ l
λi even
(f ′
r
λ1+1
1 ···r
λi−1
i ···r
λl
l
)(−1)
∑
j<i
λj+1
mri = 1.
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Hence (f ′
r
λ1
1 ···r
λl
l
)mr1 = 1, so f ′
r
λ1
1 ···r
λl
l
= ζ
a
r
λ1
1 ···r
λl
l
mr1
for some 0 ≤ a
r
λ1
1 ···r
λl
l
< mr1 .
Suppose that f1 and f2 are two cocycles in (2.2) satisfying f1 − f2 = d
∗h for some (k − 1)-cochain h ∈
HomZG(Kk−1,k
∗). Similarly as above, after subtracting a (k − 1)-coboundary from h, we can assume that
hrµ11 ···r
µl
l
= 1 if µ1 is even. If λ1 is even, then
(f ′1 − f
′
2)rλ11 ···r
λl
l
= (h
r
λ1−1
1 ···r
λl
l
)mr1
∏
2 ≤ i ≤ l
λi even
(h
r
λ1
1 ···r
λi−1
i ···r
λl
l
)(−1)
∑
j<i
λj
mri
= (h
r
λ1−1
1 ···r
λl
l
)mr1 = 1.
If λ1 is odd, then by the preceding equation and the condition mi|mi+1 for 1 ≤ i ≤ n− 1 we have
(f1 − f2)rλ11 ···r
λl
l
=
∏
2 ≤ i ≤ l
λi even
(h
r
λ1
1 ···r
λi−1
i ···r
λl
l
)(−1)
∑
j<i
λj
mri = 1.
Hence f1 = f2. 
Corollary 2.2. If G = Zm1 × · · · × Zmn where mi|mi+1 for 1 ≤ i ≤ n− 1, then
Hk(G,k∗) =
n∏
r=1
Z
k∑
j=1
(−1)k+j(n−r+j−1j−1 )
mr .
Proof. By Theorem 2.1, Hk(G,k∗) =
∏n
r=1 Z
Nk,r
mr where
Nk,r = #{(r2, . . . , rl, λ1, . . . , λl) ∈ N
2l−1|r < r2 < · · · < rl ≤ n, λ1 + · · ·+ λl = k, λ1 odd}
=
k∑
l=1
(
n− r
l − 1
)
#{(λ1, . . . , λl) ∈ N
l|λ1 + · · ·+ λl = k, λ1 odd}.
Denote sk,l = #{(λ1, . . . , λl) ∈ N
l|λ1 + · · · + λl = k, λ1 odd} and tk,l = #{(λ1, . . . , λl) ∈ N
l|λ1 + · · · + λl =
k, λ1 even}. Then sk,l = tk+1,l and sk,l + tk,l =
(
k−1
l−1
)
. Hence
Nk,r +Nk−1,r =
k∑
l=1
(
n− r
l − 1
)(
k − 1
l − 1
)
=
(
n− r + k − 1
k − 1
)
.
Therefore, Nk,r =
k∑
j=1
(−1)k+j
(
n−r+j−1
j−1
)
. 
2.2. A chain map from (B•, ∂•) to (K•, d•). We need some more notations to present our chain map. For
any positive integers s and r, let [ s
r
] denote the integer part of s
r
and let s′r denote the remainder of the division
of s by r. When there is no risk of confusion, we omit the subscript in s′r. It is easy to observe that
(2.3) [
s+ t′r
r
] = [
s+ t− [ t
r
]r
r
] = [
s+ t
r
]− [
t
r
]
for any three natural numbers s, t and r. We need the following technical lemma for later discussions.
Lemma 2.3. Let r be a positive integer. For any 2l+1 natural numbers a1, a2, . . . , a2l+1, we have the following
equation
l∑
i=1
[
a2l+1 + a2l
r
] · · · [
a2i+3 + a2i+2
r
]
(
[
a2i+1 + (a2i + a2i−1)
′
r
]− [
(a2i+1 + a2i)
′ + a2i−1
r
]
)
·
[
a2i−2 + a2i−3
r
] · · · [
a2 + a1
r
]
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= [
a2l+1 + a2l
r
] · · · [
a3 + a2
r
]− [
a2l + a2l−1
r
] · · · [
a2 + a1
r
].
Proof. By (2.3), we have
[
a2i+1 + (a2i + a2i−1)
′
r
]− [
(a2i+1 + a2i)
′ + a2i−1
r
] = [
a2i+1 + a2i
r
]− [
a2i + a2i−1
r
].
Then the lemma follows by an obvious elimination of consecutive terms. 
Now we are ready to give a chain map from the normalized bar resolution (B•, ∂•) to the Koszul-like resolution
(K•, d•). Recall that Bm is the free ZG-module on the set of all symbols [h1, . . . , hm] with hi ∈ G and m ≥ 1.
In case m = 0, the symbol [ ] denote 1 ∈ ZG and the map ∂0 = ǫ : B0 → Z sends [ ] to 1. For a more concise
formulation, denote (gi)r :=
r−1∑
j=0
gji for 1 ≤ i ≤ n in the following.
The first four terms of the chain map, which will be used for later applications, are as follows:
F1 : B1 −→ K1
[gi11 · · · g
in
n ] 7→
n∑
s=1
gi11 · · · g
is−1
s−1 (gs)isΦs;
F2 : B2 −→ K2
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n ] 7→
n∑
s=1
gi1+j11 · · · g
is−1+js−1
s−1 [
is + js
ms
]Φs2
−
∑
1≤s<t≤n
gi11 · · · g
it−1
t−1 g
j1
1 · · · g
js−1
s−1 (gs)js(gt)itΦst;
F3 : B3 −→ K3
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ] 7→
n∑
r=1
[
jr + kr
mr
]gj1+k11 · · · g
jr−1+kr−1
r−1 g
i1
1 · · · g
ir−1
r−1 (gr)irΦr3 +∑
1≤r<t≤n
[
jr + kr
mr
]gj1+k11 · · · g
jr−1+kr−1
r−1 g
i1
1 · · · g
it−1
t−1 (gt)itΦr2t +
∑
1≤r<t≤n
[
it + jt
mt
]gi1+j11 · · · g
it−1+jt−1
t−1 g
k1
1 · · · g
kr−1
r−1 (gr)krΦrt2 −∑
1≤r<s<t≤n
gi11 · · · g
it−1
t−1 (gt)itg
j1
1 · · · g
js−1
s−1 (gs)jsg
k1
1 · · · g
kr−1
r−1 (gr)krΦrst;
F4 : B4 −→ K4
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n , g
l1
1 · · · g
ln
n ] 7→
n∑
r=1
[
kr + lr
mr
][
ir + jr
mr
]gi1+j1+k1+l11 · · · g
ir−1+jr−1+kr−1+lr−1
r−1 Φr4 +∑
1≤r<s≤n
[
kr + lr
mr
]gk1+l11 · · · g
kr−1+lr−1
r−1 [
is + js
ms
]gi1+j11 · · · g
is−1+js−1
s−1 Φr2s2 −
∑
1≤r<s≤n
[
js + ks
ms
]gj1+k11 · · · g
js−1+ks−1
s−1 g
l1
1 · · · g
lr−1
r−1 (gr)lrg
i1
1 · · · g
is−1
s−1 (gs)isΦrs3 −
∑
1≤r<s≤n
[
kr + lr
mr
]gk1+l11 · · · g
kr−1+lr−1
r−1 g
j1
1 · · · g
jr−1
r−1 (gr)jrg
i1
1 · · · g
is−1
s−1 (gs)isΦr3s −
∑
1≤r<s<t≤n
[
kr + lr
mr
]gk1+l11 · · · g
kr−1+lr−1
r−1 g
j1
1 · · · g
js−1
s−1 (gs)jsg
i1
1 · · · g
it−1
t−1 (gt)itΦr2st −
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1≤r<s<t≤n
[
js + ks
ms
]gj1+k11 · · · g
js−1+ks−1
s−1 g
l1
1 · · · g
lr−1
r−1 (gr)lrg
i1
1 · · · g
it−1
t−1 (gt)itΦrs2t −
∑
1≤r<s<t≤n
[
it + jt
mt
]gi1+j11 · · · g
it−1+jt−1
t−1 g
l1
1 · · · g
lr−1
r−1 (gr)lrg
k1
1 · · · g
ks−1
s−1 (gs)ksΦrst2 +∑
1≤r<s<t<u≤n
gl11 · · · g
lr−1
r−1 (gr)lrg
k1
1 · · · g
ks−1
s−1 (gs)ksg
j1
1 · · · g
jt−1
t−1 (gt)jtg
i1
1 · · · g
iu−1
u−1 (gu)iuΦrstu
for 0 ≤ ir, jr, kr, lr < mr and 1 ≤ r ≤ n.
In general, let α := (α11, . . . , α1n, . . . , αk1, . . . , αkn) where each αij ∈ [0,mj) and is viewed as an integer
modulo mj for all 1 ≤ i ≤ k. We also write α = (α1, . . . , αk) where αu = (αu1, . . . , αun) for 1 ≤ u ≤ k. For
brevity, in the following we denote the group element gαi11 · · · g
αin
n by g
αi . Given any 1 ≤ r ≤ n, [a, b] ⊆ [1, k],
a, b ∈ N and α, denote
ξαr,[a,b] :=
{
[
αbr+αb−1,r
mr
] · · · [
αa+1,r+αar
mr
]gαb1+···+αa11 · · · g
αb,r−1+···+αa,r−1
r−1 , a− b odd;
[
αbr+αb−1,r
mr
] · · · [
αa+2,r+αa+1,r
mr
]g
αb1+···+αa,1
1 · · · g
αb,r−1+···+αa,r−1
r−1 (gr)αar , a− b even.
Define
Fk : Bk −→ Kk(2.4)
[gα1 , . . . , gαk ] 7→
k∑
l=1
∑
1 ≤ r1 < · · · < rl ≤ n
λ1 + · · ·+ λl = k
λi ≥ 1 for 1 ≤ i ≤ l
(−1)
∑
1≤i<j≤l
λiλj
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
Φ
r
λ1
1 ···r
λl
l
where au =
l∑
i=u+1
λi + 1 and bu =
l∑
i=u
λi for 1 ≤ u ≤ l. Clearly, the interval [1, k] is the disjoint union of the
[ai, bi]’s.
Proposition 2.4. The following diagram is commutative.
· · · ✲ B3 ✲ B2 ✲ B1 ✲ B0 ✲ Z ✲ 0
· · · ✲ K3 ✲ K2 ✲ K1 ✲ K0 ✲ Z ✲ 0
❄ ❄ ❄
∂3 ∂2 ∂1
d d d
F3 F2 F1
Proof. We start with some conventions. Denote
Erλ :=
{
Nr, λ even;
Tr, λ odd.
Then
dΦ
r
λ1
1 ···r
λl
l
= E
r
λ1
1
Φ
r
λ1−1
1 ···r
λl
l
+ (−1)λ1E
r
λ2
2
Φ
r
λ1
1 r
λ2−1
2 ···r
λl
l
+ · · ·+ (−1)λ1+···+λl−1E
r
λl
l
Φ
r
λ1
1 ···r
λl−1
l
.
For any given α = (α11, . . . , α1n, . . . , αk1, . . . , αkn), let α
′ = (α2, . . . , αk), α
′′ = (α1, . . . , αk−1) and α
′
u =
(α1, . . . , αu−1, αu + αu+1, αu+2, . . . , αk), ∀1 ≤ u ≤ k − 1.
With the above notations, ∂k([g
α1 , . . . , gαk ]) becomes
gα1 [gα2 , . . . , gαk ] +
k−1∑
u=1
(−1)u[gα1 , . . . , gαu−1 , gαu+αu+1 , gαu+2 , . . . , gαk ] + (−1)k[gα1 , . . . , gαk−1 ].
Then the coefficient of Φ
r
λ1
1 ···r
λl
l
in Fk−1∂k([g
α1 , . . . , gαk ]) is
(2.5) (−1)
∑
1≤i<j≤l
λiλj
(
gα1ξα
′
r1,[a1,b1]
· · · ξα
′
rl,[al,bl]
+
k−1∑
u=1
(−1)uξ
α′u
r1,[a1,b1]
· · · ξ
α′u
rl,[al,bl]
+ (−1)kξα
′′
r1,[a1,b1]
· · · ξα
′′
rl,[al,bl]
)
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where au =
∑l
i=u+1 λi + 1 and bu =
∑l
i=u λi. For 1 ≤ r ≤ n, [a, b] ⊆ [1, k − 1], a, b ∈ N and α, we have
ξα
′
r,[a,b] = ξ
α
r,[a+1,b+1], ξ
α′′
r,[a,b] = ξ
α
r,[a,b] and ξ
α′u
r,[a,b] =
{
ξαr,[a+1,b+1], if u < a;
ξαr,[a,b], if u > b.
Hence
k−1∑
u=1
(−1)uξ
α′u
r1,[a1,b1]
· · · ξ
α′u
rl,[al,bl]
=
l∑
i=1
bi∑
u=ai
(−1)uξαr1,[a1+1,b1+1] · · · ξ
α
ri−1,[ai−1+1,bi−1+1]
ξ
α′u
ri,[ai,bi]
ξαri+1,[ai+1,bi+1] · · · ξ
α
rl,[al,bl]
=
l∑
i=1
ξαr1,[a1+1,b1+1] · · · ξ
α
ri−1,[ai−1+1,bi−1+1]
ξαri+1,[ai+1,bi+1] · · · ξ
α
rl,[al,bl]
bi∑
u=ai
(−1)uξ
α′u
ri,[ai,bi]
.
Therefore we can rewrite (2.5) as
(−1)
∑
1≤i<j≤l
λiλj (
gα1ξαr1,[a1+1,b1+1] · · · ξ
α
rl,[al+1,bl+1]
+ (−1)kξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
(2.6)
+
l∑
i=1
ξαr1,[a1+1,b1+1] · · · ξ
α
ri−1,[ai−1+1,bi−1+1]
ξαri+1,[ai+1,bi+1] · · · ξ
α
rl,[al,bl]
bi∑
u=ai
(−1)u ξ
α′u
ri,[ai,bi]
)
.
It remains to compute
bi∑
u=ai
(−1)uξ
α′u
ri,[ai,bi]
. This is split into two cases according to the parity of bi − ai.
If bi − ai is odd, then
bi∑
u=ai
(−1)uξ
α′u
ri,[ai,bi]
(2.7)
=
(
(−1)ai [
αbi+1,ri + αbi,ri
mri
] · · · [
αai+2,ri + (αai,ri + αai+1,ri)
′
mri
]
+(−1)ai+1[
αbi+1,ri + αbi,ri
mri
] · · · [
(αai+1,ri + αai+2,ri)
′ + αai,ri
mri
]
+ · · · +(−1)bi[
(αbi,ri + αbi+1,ri)
′ + αbi−1,ri
mri
] · · · [
αai+1,ri + αai,ri
mri
]
)
·
g
αbi+1,1+···+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
Lemma2.3
=
(
(−1)ai [
αbi+1,ri + αbi,ri
mri
] · · · [
αai+2,ri + αai+1,ri
mri
] + (−1)bi [
αbi,ri + αbi−1,ri
mri
] · · · [
αai+1,ri + αai,ri
mri
]
)
·
g
αbi+1,1+···+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
= (−1)biξαri,[ai,bi]g
αbi+1,1
1 · · · g
αbi+1,ri−1
ri−1
+ (−1)aiξαri,[ai+1,bi+1]g
αai,1
1 · · · g
αai,ri−1
ri−1
.
If bi − ai is even, then similarly we have
bi∑
u=ai
(−1)uξ
α′u
ri,[ai,bi]
(2.8)
= (−1)ai [
αbi+1,ri + αbi,ri
mri
] · · · [
αai+3,ri + αai+2,ri
mri
]g
αbi+1,1+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
(gri)(αai,ri+αai+1,ri )′
+
(
(−1)ai+1[
αbi+1,ri + αbi,ri
mri
] · · · [
αai+3,ri + (αai+1,ri + αai+2,ri)
′
mri
]
+(−1)ai+2[
αbi+1,ri + αbi,ri
mri
] · · · [
(αai+2,ri + αai+3,ri)
′ + αai+1,ri
mri
]
+ · · ·
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+(−1)bi [
(αbi,ri + αbi+1,ri)
′ + αbi−1,ri
mri
] · · · [
αai+2,ri + αai+1,ri
mri
]
)
·
g
αbi+1,1+···+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
(gri)αai,ri
= (−1)ai [
αbi+1,ri + αbi,ri
mri
] · · · [
αai+3,ri + αai+2,ri
mri
]g
αbi+1,1+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
·(
(gri)αai,ri+αai+1,ri − [
αai,ri + αai+1,ri
mri
]Nri
)
+
(
(−1)ai+1[
αbi+1,ri + αbi,ri
mri
] · · · [
αai+3,ri + αai+2,ri
mri
] + (−1)bi [
αbi,ri + αbi−1,ri
mri
] · · · [
αai+2,ri + αai+1,ri
mri
]
)
·
g
αbi+1,1+···+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
(gri)αai,ri
= (−1)ai [
αbi+1,ri + αbi,ri
mri
] · · · [
αai+3,ri + αai+2,ri
mri
]g
αbi+1,1+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
·(
(gri)αai,ri+αai+1,ri − (gri)αai,ri − [
αai,ri + αai+1,ri
mri
]Nri
)
+(−1)bi [
αbi,ri + αbi−1,ri
mri
] · · · [
αai+2,ri + αai+1,ri
mri
]g
αbi+1,1+···+αai,1
1 · · · g
αbi+1,ri−1+···+αai,ri−1
ri−1
(gri)αai,ri
= (−1)aiξαri,[ai+1,bi+1]g
αai,1
1 · · · g
αai,ri
ri + (−1)
ai+1ξαri,[ai,bi+1]Eribi−ai + (−1)
biξαri,[ai,bi]g
αbi+1,1
1 · · · g
αbi+1,ri−1
ri−1
.
On the other hand, the term Φ
r
λ1
1 ···r
λl
l
in dFk([g
α1 , . . . , gαk ]) comes from the differential of the terms
Φ
r
λ1+1
1 r
λ2
2 ···r
λl
l
, · · · , Φ
r
λ1
1 ···r
λl−1
l−1 r
λl+1
l
, Φ
sr
λ1
1 ···r
λl
l
, Φ
r
λ1
1 sr
λ2
2 ···r
λl
l
, · · · , Φ
r
λ1
1 ···r
λl−1
l−1 sr
λl
l
, Φ
r
λ1
1 ···r
λl
l
s
in Fk([g
α1 , . . . , gαk ]). Therefore, its coefficient is∑
1≤u≤l
(−1)
∑
1≤i<j≤l
λiλj+
∑
j 6=u
λj
ξαr1,[a1+1,b1+1] · · · ξ
α
ru−1,[au−1+1,bu−1+1]
ξαru,[au,bu+1] ·(2.9)
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
(−1)λ1+···+λu−1E
r
λu+1
u
+
r1−1∑
s=1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
ξαs,[k,k]Ts
+
l−1∑
u=1
ru+1−1∑
s=ru+1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
·
ξs,[au,au]ξ
α
ru+1,[au+1,bu+1]
· · · ξαrl,[al,bl](−1)
λ1+···+λuTs
+
n∑
s=rl+1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
rl,[al+1,bl+1]
ξαs,[1,1](−1)
l∑
i=1
λi
Ts.
Noting that ξα
s,[a,a]Ts = g
αa1
1 · · · g
αa,s−1
s−1 (g
αa,s
s − 1), then one has the following equations:
r1−1∑
s=1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
ξαs,[k,k]Ts
= (−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
r1−1∑
s=1
ξαs,[k,k]Ts
= (−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
(gαk11 · · · g
αk,r1−1
r1−1
− 1),
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l−1∑
u=1
ru+1−1∑
s=ru+1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
·
ξs,[au,au]ξ
α
ru+1,[au+1,bu+1]
· · · ξαrl,[al,bl](−1)
λ1+···+λuTs
=
l−1∑
u=1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
·
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
ru+1−1∑
s=ru+1
ξs,[au,au]Ts
=
l−1∑
u=1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
·
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
(g
αau1
1 · · · g
αau,ru+1−1
ru+1−1
− g
αau1
1 · · · g
αau,ru
ru ),
n∑
s=rl+1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
rl,[al+1,bl+1]
ξαs,[1,1](−1)
∑l
i=1 λiTs
= (−1)
∑
1≤i<j≤l
λiλj
ξαr1,[a1+1,b1+1] · · · ξ
α
rl,[al+1,bl+1]
(gα111 · · · g
α1n
n − g
α11
1 · · · g
α1,rl
rl ).
With these, (2.9) becomes
∑
1≤u≤l
(−1)
∑
1≤i<j≤l
λiλj+
l∑
j=u+1
λj
ξαr1,[a1+1,b1+1] · · · ξ
α
ru−1,[au−1+1,bu−1+1]
·(2.10)
ξαru,[au,bu+1]ξ
α
ru+1,[au+1,bu+1]
· · · ξαrl,[al,bl]Erλu+1u
+ (−1)
∑
1≤i<j≤l
λiλj+
l∑
i=1
λi
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
(gαk11 · · · g
αk,r1−1
r1−1
− 1)
+
l−1∑
u=1
(−1)
∑
1≤i<j≤l
λiλj+
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
·
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
(g
αau1
1 · · · g
αau,ru+1−1
ru+1−1
− g
αau1
1 · · · g
αau,ru
ru )
+ (−1)
∑
1≤i<j≤l
λiλj
ξαr1,[a1+1,b1+1] · · · ξ
α
rl,[al+1,bl+1]
(gα111 · · · g
α1n
n − g
α11
1 · · · g
α1,rl
rl ).
We need to prove that the two formulas (2.6) and (2.10) are equal. By cancelling their obvious common
terms, namely the first two terms of (2.6), it suffices to prove
l∑
i=1
ξαr1,[a1+1,b1+1] · · · ξ
α
ri−1,[ai−1+1,bi−1+1]
ξαri+1,[ai+1,bi+1] · · · ξ
α
rl,[al,bl]
bi∑
u=ai
(−1)uξ
α′u
ri,[ai,bi]
=
l∑
u=1
(−1)
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru−1,[au−1+1,bu−1+1]
ξαru,[au,bu+1]ξ
α
ru+1,[au+1,bu+1]
· · · ξαrl,[al,bl]Erλu+1u
+
l−1∑
u=1
(−1)
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
·
(g
αau1
1 · · · g
αau,ru+1−1
ru+1−1
− g
αau1
1 · · · g
αau,ru
ru )
+(−1)
l∑
i=1
λi
ξαr1,[a1,b1] · · · ξ
α
rl,[al,bl]
gαk11 · · · g
αk,r1−1
r1−1
− ξαr1,[a1+1,b1+1] · · · ξ
α
rl,[al+1,bl+1]
gα111 · · · g
α1,rl
rl .
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Note that the latter is equal to
l∑
u=1
(−1)
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru−1,[au−1+1,bu−1+1]
ξαru,[au,bu+1]ξ
α
ru+1,[au+1,bu+1]
· · · ξαrl,[al,bl]Erλu+1u
+
l∑
u=1
(−1)
l∑
i=u
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru−1,[au−1+1,bu−1+1]
ξαru,[au,bu] · · · ξ
α
rl,[al,bl]
g
αau−11
1 · · · g
αau−1,ru−1
ru−1
−
l∑
u=1
(−1)
l∑
i=u+1
λi
ξαr1,[a1+1,b1+1] · · · ξ
α
ru,[au+1,bu+1]
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
g
αau1
1 · · · g
αau,ru
ru
=
l∑
u=1
ξαr1,[a1+1,b1+1] · · · ξ
α
ru−1,[au−1+1,bu−1+1]
ξαru+1,[au+1,bu+1] · · · ξ
α
rl,[al,bl]
·
(−1) l∑i=u+1λiξαru,[au,bu+1]Erλu+1u
+(−1)
l∑
i=u
λi
ξαru,[au,bu]g
αau−11
1 · · · g
αau−1,ru−1
ru−1
− (−1)
l∑
i=u+1
λi
ξαru,[au+1,bu+1]g
αau1
1 · · · g
αau,ru
ru
 .
Now it is enough to verify that
bi∑
u=ai
(−1)uξ
α′u
ri,[ai,bi]
= (−1)
l∑
i=u+1
λi
ξαru,[au,bu+1]Erλu+1u + (−1)
l∑
i=u
λi
ξαru,[au,bu]g
αau−11
1 · · · g
αau−1,ru−1
ru−1
(2.11)
−(−1)
l∑
i=u+1
λi
ξαru,[au+1,bu+1]g
αau1
1 · · · g
αau,ru
ru .
The verification is split into two cases. If bi − ai is even, then the equality is immediate simply by noting that
au =
l∑
i=u+1
λi + 1, bu =
l∑
i=u
λi.
If bi − ai is odd, noting that
(−1)
l∑
i=u+1
λi
ξαru,[au,bu+1]Erλu+1u = (−1)
l∑
i=u+1
λi
ξαru,[au+1,bu+1]g
αau,1
1 · · · g
αau,ru−1
ru−1
(gru)αau,ru (gru − 1)
= (−1)
l∑
i=u+1
λi
ξαru,[au+1,bu+1]g
αau,1
1 · · · g
αau,ru−1
ru−1
(g
αau,ru
ru − 1),
then the equality (2.11) follows.
The proof is completed. 
2.3. Normalized cocycles. Denote
ηαr,[a,b] :=
{
[
αbr+αb−1,r
mr
] · · · [
αa+1,r+αar
mr
], b− a odd;
[
αbr+αb−1,r
mr
] · · · [
αa+2,r+αa+1,r
mr
]αar, b− a even.
Corollary 2.5. The following k-cochains ω ∈ HomZG(Bk,k
∗) given by
(2.12) ω([gα1 , . . . , gαk ]) =
k∏
l=1
∏
1 ≤ r1 < · · · < rl ≤ n
λ1 + · · ·+ λl = k, λ1 odd
λi ≥ 1 for 1 ≤ i ≤ l
ζ
(−1)
∑
1≤i<j≤l
λiλj
ηαr1,[a1,b1]
···ηαrl,[al,bl]
a
r
λ1
1
···r
λl
l
mr1
where au =
l∑
i=u+1
λi + 1, bu =
l∑
i=u
λi and 0 ≤ arλ11 ···r
λl
l
< mr1 for 1 ≤ r1 < · · · < rl ≤ n form a complete set
of representatives of k-cocycles of the complex (B∗• , ∂
∗
•).
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Proof. It follows from the chain map (2.4) and Theorem 2.1. 
2.4. A chain map from (K•, d•) to (B•, ∂•). For completeness, we also include a chain map from the Koszul-
like resolution (K•, d•) to the normalized bar resolution (B•, ∂•). This chain map is very useful for comparing
cohomology classes of normalized cocycles and for studying the whole cohomology ring structure, etc.
Denote an ordered set of λ elements as
Λrλ :=
{
(Nr, gr, Nr, gr, . . . , Nr, gr), λ even;
(gr, Nr, gr, Nr, gr . . . , Nr, gr), λ odd.
Given a set of positive integers λ1, λ2, . . . , λl with λ1 + · · ·+ λl = k, let Shuffle(λ1, . . . , λl) be the subset of the
permutation group Sk such that the elements of it preserve the order of elements of each block of the partition
(λ1, . . . , λl). For each k, define a map
Gk : Kk −→ Bk
Φ
r
λ1
1 ···r
λl
l
7→
∑
σ∈Shuffle(λ1,...,λl)
(−1)σ[σ(Λ
r
λ1
1
, . . . ,Λ
r
λl
l
)].
Proposition 2.6. We have the following commutative diagram
· · · ✲ K3 ✲ K2 ✲ K1 ✲ K0 ✲ Z ✲ 0
· · · ✲ B3 ✲ B2 ✲ B1 ✲ B0 ✲ Z ✲ 0
❄ ❄ ❄
d d d
∂3 ∂2 ∂1
G3 G2 G1
Proof. By direct verification similarly as the proof of Proposition 2.4. The detail is omitted. 
2.5. A translation to quantum field theory. Now we follow the notations in [24] and translate our result
into quantum field theory language. Let G = ZN1 × · · · × ZNn where Ni|Ni+1 for 1 ≤ i ≤ n− 1. Let k = d+ 1
be the spacetime dimension. For 1 ≤ l ≤ d+ 1, 1 ≤ r1 < · · · < rl ≤ n, λi ≥ 1 for 1 ≤ i ≤ l, define
φriλi =
{
AridAri · · · dAri , if λi odd;
dAri · · · dAri , if λi even.
We generalize the correspondence between the partition functions of fields and cocycles given in [24].
The generalized correspondence connects the part
ζ
(−1)
∑
1≤i<j≤l
λiλj
ηαr1,[a1,b1]
···ηαrl,[al,bl]
a
r
λ1
1
···r
λl
l
Nr1
of (d+ 1)-cocycle ωd+1 and the partition function
ζ
(−1)
∑
1≤i<j≤l
λiλj
a
r
λ1
1
···r
λl
l
N
λ1−2[
λ1
2
]
r1
···N
λl−2[
λl
2
]
rl
(2pi)
[
λ1+1
2
]+···+[
λl+1
2
]
∫
φ
r
λl
l
···φ
r
λ1
1
Nr1
where the corresponding terms of Au and dAu are given in [24] and the order of Au and dAu is so arranged that
their positions indicate which component of α they correspond to. Note that α = (α1, . . . , αd+1), λ1+ · · ·+λl =
d + 1, and λ1 is odd. Our result reveals the fact that we don’t need higher form fields B,C, etc, to get a
complete set of representatives of cocycles.
Now we explain how we get these partition functions. First, any 1-form field is the linear combination of
the wedge products of some Au and dAu where each Au appears at most once, i.e. the linear combination of
φ
r
λl
l
· · ·φ
r
λ1
1
for some 1 ≤ l ≤ d + 1, 1 ≤ r1 < · · · < rl ≤ n, λi ≥ 1 for 1 ≤ i ≤ l. After integration by part on∫
φ
r
λl
l
· · ·φ
r
λ1
1
, we need only consider those terms with λ1 odd.
COCYCLE FORMULAS ON FINITE ABELIAN GROUPS WITH APPLICATIONS 11
Due to a discrete ZN gauge symmetry, and the gauge transformation must be identified by 2π, we have the
following general rules: ∮
Au =
2πnu
Nu
mod 2π,
∮
δAu = 0 mod 2π.
We consider a spacetime with a volume size Ld+1 where L is the length of one dimension, for example T d+1
torus. The allowed large gauge transformation implies that locally A can be:
Au,µ =
2πnudxµ
NuL
, δAu =
2πmudxµ
L
.
Now we consider the partition function exp(ik
r
λ1
1 ···r
λl
l
∫
φ
r
λl
l
· · ·φ
r
λ1
1
) with λ1 odd. Note that δ(dAu) = 0. Thus
for the large gauge transformation, we have k
r
λ1
1 ···r
λl
l
∫
δ(φ
r
λl
l
· · ·φ
r
λ1
1
) = 0 mod 2π. This implies
k
r
λ1
1 ···r
λl
l
= p
r
λ1
1 ···r
λl
l
N
λ2−2[
λ2
2 ]
r2 · · ·N
λl−2[
λl
2 ]
rl
(2π)[
λ1+1
2 ]+···+[
λl+1
2 ]−1
where p
r
λ1
1 ···r
λl
l
∈ Z.
For the flux identification, we have
k
r
λ1
1 ···r
λl
l
∫
φ
r
λl
l
· · ·φ
r
λ1
1
=
(2π)[
λ1+1
2 ]+···+[
λl+1
2 ]n
[
λ1+1
2 ]
r1 · · ·n
[
λl+1
2 ]
rl
N
λ1−2[
λ1
2 ]
r1 · · ·N
λl−2[
λl
2 ]
rl
.
Hence
(2π)[
λ1+1
2 ]+···+[
λl+1
2 ]−1k
r
λ1
1 ···r
λl
l
≃ (2π)[
λ1+1
2 ]+···+[
λl+1
2 ]−1k
r
λ1
1 ···r
λl
l
+N
λ1−2[
λ1
2 ]
r1 · · ·N
λl−2[
λl
2 ]
rl .
Here ≃ means the level identification. Therefore, the cyclic period of p
r
λ1
1 ···r
λl
l
is Nr1 .
Finally let (−1)
∑
1≤i<j≤l
λiλj
p
r
λ1
1 ···r
λl
l
= a
r
λ1
1 ···r
λl
l
. Then we get the partition functions in correspondence with
cocycles.
3. On Braided linear Gr-categories
The monoidal category of finite dimensional vector spaces graded by a group G, with the usual tensor product
and associativity constraint given by a 3-cocycle ω is denoted by VecωG . Such a monoidal category is called a
linear Gr-category. The terminology goes back to Hoa`ng Xuaˆn S´ınh [14], a student of Grothendieck. The aim of
this section is give a complete description to all braided linear Gr-categories with a help of the explicit formulas
of normalized 3-cocycles. This extends the related partial results obtained in [1, 18, 19, 22] to full generality.
3.1. Monoidal structures. Recall that the category VecG of finite-dimensional G-graded vector spaces has
simple objects {Sg|g ∈ G} where (Sg)h = δg,hk, ∀h ∈ G. The tensor product is given by Sg ⊗Sh = Sgh, and S1
(1 is the identity of G) is the unit object. Without loss of generality we may assume that the left and right unit
constraints are identities. If a is an associativity constraint on VecG, then it is given by aSf ,Sg,Sh = ω(f, g, h) id,
where ω : G×G×G→ k∗ is a function. The pentagon axiom and the triangle axiom give
ω(ef, g, h)ω(e, f, gh) = ω(e, f, g)ω(e, fg, h)ω(f, g, h),
ω(f, 1, g) = 1,
which say exactly that ω is a normalized 3-cocycle on G. Note that cohomologous cocycles define equivalent
monoidal structures, therefore the classification of monoidal structures on VecG is equivalent to determining a
complete set of representatives of normalized 3-cocycles on G.
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3.2. Normalized 3-cocycles. In the special case k = 3, if we abbreviate ar3 by ar, ars2 by ars, then (2.12)
becomes
ω : B3 −→ k
∗(3.1)
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ] 7→
n∏
r=1
ζ
arir [
jr+kr
mr
]
mr
∏
1≤r<s≤n
ζ
arskr [
is+js
ms
]
mr
∏
1≤r<s<t≤n
ζ−arstkrjsitmr
where 0 ≤ ar, ars, arst < mr.
Remark 3.1. The present complete set of representatives of normalized 3-cocycles is slightly different from that
in [16, 18]. Of course they are equivalent up to cohomology.
3.3. Braided structures. Now we consider the braided structures on a linear Gr-category VecωG . Recall that
a braiding in VecωG is a commutativity constraint c : ⊗ → ⊗
op satisfying the hexagon axiom. Note that c is
given by cSx,Sy = R(x, y) id, where R : G×G→ k
∗ is a function, and the hexagon axiom of c says that
(3.2)
R(xy, z)
R(x, z)R(y, z)
ω(x, z, y)
ω(x, y, z)ω(z, x, y)
= 1 =
R(x, yz)
R(x, y)R(x, z)
ω(x, y, z)ω(y, z, x)
ω(y, x, z)
for all x, y, z ∈ G.
In other words, R is a quasi-bicharacter of G with respect to ω. Therefore, the classification of braidings in
VecωG is equivalent to determining all the quasi-bicharacters of G with respect to ω. It is interesting to remark
that the braided monoidal structures (ω,R) on VecG appeared already in the 1950s in terms of the so-called
abelian cohomology of Eilenberg and Mac Lane [5, 6].
3.4. Quasi-bicharacters. Clearly, any quasi-bicharacter R is uniquely determined by the following values:
rij := R(gi, gj), for all 1 ≤ i, j ≤ n.
Proposition 3.2. Let rij ∈ k
∗ for 1 ≤ i, j ≤ n. Then there is a quasi-bicharacter R with respect to ω satisfying
R(gi, gj) = rij if and only if the following equations are satisfied:
rmiii = ζ
ai
mi
= ζ−aimi , for 1 ≤ i ≤ n,
rmiij = r
mi
ji = 1, aij = 0, for 1 ≤ i < j ≤ n,
arst = 0, for 1 ≤ r < s < t ≤ n.
Proof. “⇒”. For the case r < s < t, consider R(gtgs, gr) and R(gsgt, gr) which obviously are equal. By (3.2),
we have
R(gtgs, gr) = R(gt, gr)R(gs, gr)
ω(gr, gt, gs)ω(gt, gs, gr)
ω(gt, gr, gs)
= R(gt, gr)R(gs, gr)ζ
−arst
mr
,
R(gsgt, gr) = R(gs, gr)R(gt, gr)
ω(gr, gs, gt)ω(gs, gt, gr)
ω(gs, gr, gt)
= R(gs, gr)R(gt, gr).
Therefore, ζ−arstmr = 1. Since 0 ≤ arst < mr, we arrive at arst = 0.
For any 1 ≤ i ≤ n, applying (3.2) iteratively, we have R(gi, g
s
i ) = R(gi, gi)
s and R(gsi , gi) = R(gi, gi)
s for
1 ≤ s ≤ mi − 1. Then
1 = R(gi, g
mi
i ) = R(gi, gi)R(gi, g
mi−1
i )
ω(gi, gi, g
mi−1
i )
ω(gi, gi, g
mi−1
i )ω(gi, g
mi−1
i , gi)
= R(gi, gi)
miζ−aimi ,
1 = R(gmii , gi) = R(g
mi−1
i , gi)R(gi, gi)
ω(gmi−1i , gi, gi)ω(gi, g
mi−1
i , gi)
ω(gmi−1i , gi, gi)
= R(gi, gi)
miζaimi .
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Thus rmiii = ζ
ai
mi
= ζ−aimi .
Assume i < j. Applying (3.2) iteratively, one has R(gki , gj) = R(gi, gj)
k for 1 ≤ k ≤ mi − 1. Therefore,
1 = R(gmii , gj) = R(g
mi−1
i , gj)R(gi, gj)
ω(gmi−1i , gi, gj)ω(gj , g
mi−1
i , gi)
ω(gmi−1i , gj , gi)
= R(gi, gj)
mi .
This implies that rmiij = 1. Applying (3.2) iteratively, one has R(gi, g
k
j ) = R(gi, gj)
k for 1 ≤ k ≤ mj − 1.
Therefore,
1 = R(gi, g
mj
j ) = R(gi, gj)R(gi, g
mj−1
j )
ω(gj, gi, g
mj−1
j )
ω(gi, gj, g
mj−1
j )ω(gj , g
mj−1
j , gi)
= r
mj
ij ζ
−aij
mi
.
This implies that r
mj
ij = ζ
aij
mi . Since mi|mj , we have ζ
aij
mi = 1. Since 0 ≤ aij < mi, we arrive at aij = 0.
Assume i > j. Applying (3.2) iteratively, one has R(gki , gj) = R(gi, gj)
k for 1 ≤ k ≤ mi − 1. Therefore,
1 = R(gmii , gj) = R(g
mi−1
i , gj)R(gi, gj)
ω(gmi−1i , gi, gj)ω(gj , g
mi−1
i , gi)
ω(gmi−1i , gj , gi)
= R(gi, gj)
miζaijmj .
This implies that rmiij = ζ
−aij
mj = 1. Applying (3.2) iteratively, one has R(gi, g
k
j ) = R(gi, gj)
k for 1 ≤ k ≤ mj−1.
Therefore,
1 = R(gi, g
mj
j ) = R(gi, gj)R(gi, g
mj−1
j )
ω(gj, gi, g
mj−1
j )
ω(gi, gj, g
mj−1
j )ω(gj , g
mj−1
j , gi)
= r
mj
ij .
This implies that r
mj
ij = 1.
The necessity is proved.
“⇐”. Conversely, define a map R : G×G −→ k∗ by setting
R(gi11 · · · g
in
n , g
j1
1 · · · g
jn
n ) :=
n∏
s=1
risjsss .
We verify that R is a quasi-bicharacter of G with respect to ω.
Let x = gi11 · · · g
in
n , y = g
j1
1 · · · g
jn
n , z = g
k1
1 · · · g
kn
n , then
R(gi11 · · · g
in
n · g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ) =
n∏
s=1
r(is+js)
′ks
ss ,
where (is + js)
′ denotes the remainder of division of is + js by ms. Consider R(x, z)R(y, z)
ω(z,x,y)ω(x,y,z)
ω(x,z,y) . By
direct calculation, one has
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
=
n∏
l=1
ζ
alkl[
il+jl
ml
]
ml .
Therefore,
R(x, z)R(y, z)
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
=
n∏
s=1
r(is+js)ksss
n∏
l=1
ζ
alkl[
il+jl
ml
]
ml
=
n∏
s=1
r
((is+js)
′+[ is+js
ms
]ms)ks
ss
n∏
l=1
ζ
alkl[
il+jl
ml
]
ml
=
n∏
s=1
r(is+js)
′ks
ss
n∏
l=1
c
[
il+jl
ml
]mlkl
ll
n∏
l=1
ζ
alkl[
il+jl
ml
]
ml
=
n∏
s=1
r(is+js)
′ks
ss
n∏
l=1
ζ
−alkl[
il+jl
ml
]
ml
n∏
l=1
ζ
alkl[
il+jl
ml
]
ml .
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This implies that
R(x, z)R(y, z)
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
=
n∏
s=1
r(is+js)
′ks
ss = R(xy, z).
The sufficiency is proved. 
4. The Dijkgraaf-Witten invariant of the n-torus
In this section, we give a formula of the Dijkgraaf-Witten invariant for an arbitrary n-torus T n associated to
finite abelian groups. In the special case of n = 2, we recover and improve some results obtained in [23]. This
is due to the fact that as we have an explicit formula of 2-cocycles, we are able to derive dimension formulas
for irreducible projective representations of finite abelian groups. This is of independent interest.
4.1. Definition of DW invariants. Just as its name implies, such an invariant of 3-manifolds was introduced
by Dijkgraaf and Witten in [4]. Then it was generalized to arbitrary dimension in [9] by Freed.
Now we recall briefly the definition of DW invariants. The reader is referred to [4, 9, 23] for more details.
Let G be a finite group and let [ω] ∈ Hn(BG;k∗). For a closed oriented n-manifold M , the Dijkgraaf-Witten
invariant of M is defined as
Z [ω](M) =
1
|G|
∑
φ:pi1(M)→G
〈f∗φ [ω], [M ]〉,
where fφ :M → BG is a map inducing φ on the fundamental group which is determined by φ up to homotopy,
[M ] is the fundamental class of M , and 〈, 〉 is the pairing Hn(M ;k∗)×Hn(M ;Z)→ k
∗.
4.2. The DW invariant of the n-torus. The DW invariant of the n-torus is known to be the ground state
degeneracy, which is the dimension of a Hilbert space, hence an integer. Some special cases were computed in
[25, 27].
Let Zd denote the quotient ring Z/dZ and Mn(Zd) the ring of d × d matrices with entries in Zd. Fix a d-th
primitive root ξ of 1 and define
Nn(d) :=
∑
A∈Mn(Zd)
ξdetA
dn
.
Lemma 4.1. The function Nn(d) is integer-valued and is multiplicative on d, that is, if d = d1d2 with (d1, d2) =
1, then Nn(d) = Nn(d1)Nn(d2). Moreover, for a prime p,
Nn(p
m) =
m∑
i=1
pm(n−2)p(m−i)(n−2)(n−1)Nn−1(p
i)(pni − pn(i−1)) + pm(n−2)n.
Proof. Take A = (aij) ∈ Mn(Zd). Then detA = a11A11 + · · · + a1nA1n where Aij is the algebraic cofactor of
aij and thus ∑
A∈Mn(Zd)
ξdetA =
d−1∑
a11=0
ξa11A11 · · ·
d−1∑
a1n=0
ξa1nA1n
= dn#{B ∈M(n−1)×n(Zd)|all (n− 1)-minors of B are 0}.
Hence Nn(d) = #{B ∈M(n−1)×n(Zd)|all (n− 1)-minors of B are 0}.
Assume B = (bij) ∈M(n−1)×n(Zd) is such a matrix all of whose (n−1)-minors are 0. Define ord(b11, . . . , b1n)
to be the smallest integer r such that d|rb11, . . . , d|rb1n. Clearly, ord(b11, . . . , b1n)|d. Now suppose d =
pm where p is prime. If ord(b11, . . . , b1n) = p
i, then pib11 = p
mb˜11, . . . , p
ib1n = p
mb˜1n. For i ≥ 1, if
p|b˜11, . . . , p|b˜1n, then ord(b11, . . . , b1n) ≤ p
i−1, contradiction. So we may assume, without loss of generality,
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that p ∤ b˜11. In this case, the matrix P :=

b˜11 b˜12 . . . b˜1n
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
 is invertible in Mn(Zpm). Thus obviously,
(b11, . . . , b1n)P
−1 = (pm−i, 0, . . . , 0). Assume (bi1, . . . , bin)P
−1 = (b′i1, . . . , b
′
in) for i = 2, . . . , n − 1. Since all
(n−1)-minors of B are 0, all (n−1)-minors of

pm−i 0 . . . 0
b′21 b
′
22 . . . b
′
2n
...
...
. . .
...
b′n−1,1 b
′
n−1,2 . . . b
′
n−1,n
 are 0. Hence all (n−2)-minors
of
 b
′
22 . . . b
′
2n
...
. . .
...
b′n−1,2 . . . b
′
n−1,n
 are 0 modulo pi. So we have
Nn(p
m) =
m∑
i=1
pm(n−2)p(m−i)(n−2)(n−1)Nn−1(p
i)(pni − pn(i−1)) + pm(n−2)n.
Denote Sn(d) = {B ∈ M(n−1)×n(Zd)|all (n − 1)-minors of B are 0}. Then B 7→ (B mod d1, B mod d2)
defines a map from Sn(d1d2) to Sn(d1)×Sn(d2). If (d1, d2) = 1, then this map is clearly injective and surjective
by the Chinese Remainder Theorem. Hence Nn(d1d2) = Nn(d1)Nn(d2). So if d = p
m1
1 · · · p
mr
r where p1, . . . , pr
are distinct primes, then Nn(d) = Nn(p
m1
1 ) · · ·Nn(p
mr
r ). 
Theorem 4.2. The Dijkgraaf-Witten invariant of the n-torus T n for a finite abelian group G is
(4.1) Z [ω](T n) =
1
|G|
∑
f1,...,fn∈G
∏
σ∈An
ω(fσ(1), . . . , fσ(n))∏
σ∈Sn\An
ω(fσ(1), . . . , fσ(n))
.
Let G = Zm1 × · · · × Zml where mi|mi+1 for 1 ≤ i ≤ l − 1. If l < n, then Z
[ω](T n) = |G|n−1. If l = n, then
Z [ω](T n) = |G|
n−1
dn(n−1)
Nn(d) where d =
m1
(m1,a1···n)
. If l > n, then
Z [ω](T n) =
1
|G|
∑
A
∏
1≤r1<···<rn≤l
ζ
ar1···rn detA

 1 . . . n
r1 . . . rn


mr1
where A = (αij)n×l and 0 ≤ αij < mj for 1 ≤ i ≤ n.
Proof. The n-torus T n is obtained by gluing parallel edges of an n-dimensional cube. The cube can be subdivided
into n! n-simplexes such that each n-simplex has n successive edges in common with the cube. If we label the
remaining n edges of the cube after gluing by f1, . . . , fn ∈ G, then each n-simplex is uniquely determined by an
permutation (f ′1, . . . , f
′
n) of (f1, . . . , fn). The fundamental class [T
n] is represented by an n-chain σ : ∆n → T n
where σ is the sum of those n-simplexes with the sign of which is positive if the permutation is even and
negative otherwise. By [12, p89] we may identify Hn(BG;k∗) and Hn(G;k∗). Then when φ runs over all group
homomorphisms from π1(T
n) to G, we have
ω((fφ)∗([T
n])) =
∏
σ∈An
ω(fσ(1), . . . , fσ(n))∏
σ∈Sn\An
ω(fσ(1), . . . , fσ(n))
where f1, . . . , fn run over G. Hence (4.1) holds.
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Now let fi = (αi1, . . . , αil) where 0 ≤ αij < mj for 1 ≤ i ≤ n. Recall that
ω(f1, . . . , fn) =
n∏
k=1
∏
1 ≤ r1 < · · · < rk ≤ l
λ1 + · · ·+ λk = n, λ1 odd
λi ≥ 1 for 1 ≤ i ≤ k
ζ
(−1)
∑
1≤i<j≤k
λiλj
ηαr1,[a1,b1]
···ηαrk,[ak,bk ]
a
r
λ1
1 ···r
λk
k
mr1
where ak = 1, bk = λk, . . . , a1 = λ2 + · · ·+ λk + 1, b1 = λ1 + · · ·+ λk = n.
Z [ω](T n) =
1
|G|
∑
f1,...,fn∈G
∏
σ∈An
ω(fσ(1), . . . , fσ(n))∏
σ∈Sn\An
ω(fσ(1), . . . , fσ(n))
=
1
|G|
∑
f1,...,fn∈G
n∏
k=1
∏
1 ≤ r1 < · · · < rk ≤ l
λ1 + · · ·+ λk = n, λ1 odd
λi ≥ 1 for 1 ≤ i ≤ k
∏
σ∈An
ζ
(−1)
∑
1≤i<j≤k
λiλj
ηαr1,[σ(a1),σ(b1)]
···ηαrk,[σ(ak),σ(bk)]
a
r
λ1
1
···r
λk
k
mr1∏
σ∈Sn\An
ζ
(−1)
∑
1≤i<j≤k
λiλj
ηα
r1,[σ(a1),σ(b1)]
···ηα
rk,[σ(ak),σ(bk)]
a
r
λ1
1
···r
λk
k
mr1
If (λ1, . . . , λk) is a partition of n and λi > 1 for some i ∈ {1, . . . , k}, then bi > ai and η
α
ri,[ai,bi]
contains the
term [
αbi,ri+αbi−1,ri
mri
]. Let τ be the transposition (bi, bi − 1), then
ζ
(−1)
∑
1≤i<j≤k
λiλj
ηαr1,[a1,b1]
···ηαrk,[ak,bk ]
a
r
λ1
1
···r
λk
k
mr1
= ζ
(−1)
∑
1≤i<j≤k
λiλj
ηαr1,[τ(a1),τ(b1)]
···ηαrk,[τ(ak),τ(bk)]
a
r
λ1
1
···r
λk
k
mr1
.
Hence
∏
σ∈An
ζ
(−1)
∑
1≤i<j≤k
λiλj
ηαr1,[σ(a1),σ(b1)]
···ηαrk,[σ(ak),σ(bk)]
a
r
λ1
1
···r
λk
k
mr1∏
σ∈Sn\An
ζ
(−1)
∑
1≤i<j≤k
λiλj
ηα
r1,[σ(a1),σ(b1)]
···ηα
rk,[σ(ak),σ(bk)]
a
r
λ1
1
···r
λk
k
mr1
= 1.
Therefore,
Z [ω](T n) =
1
|G|
∑
f1,...,fn∈G
∏
1≤r1<···<rn≤l
∏
σ∈An
ζ
(−1)
n(n−1)
2 ασ(n),r1 ···ασ(1),rnar1···rn
mr1∏
σ∈Sn\An
ζ
(−1)
n(n−1)
2 ασ(n),r1 ···ασ(1),rnar1···rn
mr1
.
Hence if l < n, then each summand of (4.1) is 1 and Z [ω](T n) = |G|n−1. If l = n, then equation (4.1)
becomes
Z [ω](T n) =
1
|G|
∑
A
(ζa1···nm1 )
∑
σ∈Sn
(−1)sign of σ(−1)
n(n−1)
2 ασ(n)1···ασ(1)n
=
1
|G|
∑
A
(ζa1···nm1 )
∑
σ∈Sn
(−1)sign of σασ(1)1···ασ(n)n
=
1
|G|
∑
A
(ζa1···nm1 )
detA
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where A = (αij)n×l and 0 ≤ αij < mj for 1 ≤ i ≤ n. Denote ξ = ζ
a1···n
m1
, then ξ is a d-th primitive root of 1
where d = m1(m1,a1···n) . In this situation,
Z [ω](T n) =
1
|G|
∑
A
ξdetA
=
1
|G|
(
m1
d
· · ·
mn
d
)n
∑
A∈Mn(Zd)
ξdetA
=
|G|n−1
dn2
∑
A∈Mn(Zd)
ξdetA.
If l > n, the formula is similarly derived as the case l = n. Hence Lemma 4.1 completes the proof. 
4.3. The DW invariant of T 2 and projective representations. In [23] Turaev observed the connection
between DW invariants of surfaces and projective representations of finite groups. In case of T 2, our Theorem
4.2 recovers some partial results of Turaev. Moreover, with a help of our explicit formula of 2-cocycles, we are
able to derive a formula for the dimension of an arbitrary projective representation of finite abelian groups.
This is of independent interest on the one hand, and helps to improve some formulas in [23] on the other hand.
Now let G = Zm1 × · · · × Zml with m1|m2| · · · |ml and let ω be a 2-cocycle on G. In case k = 2, (2.12)
becomes
ω(gi11 · · · g
il
l , g
j1
1 · · · g
jl
l ) =
∏
1≤r<s≤l
ζ−arsisjrmr .
Let G0 be the set of all ω-regular elements in G, i.e.,
G0 = {x ∈ G|ω(x, y) = ω(y, x) for all y ∈ G}.
It is well known that the number of irreducible ω-representations ofG is |G0| and all irreducible ω-representations
of G share a common dimension d =
√
|G|
|G0|
, see [10, 20].
In the following we derive the formula of |G0|, hence of d as well, in terms of the data (ars)1≤r<s≤l of the
given 2-cocycle ω. Consider the following antisymmetric l × l-matrix
B =

0 b12 . . . b1l
−b12 0 . . . b2l
...
...
. . .
...
−b1l −b2l . . . 0

where bij =
ml
mi
aij . Assume that the invariant factors of B are λ1, . . . , λk with λ1|λ2| · · · |λk.
Proposition 4.3. Keep the above notations. Then we have
|G0| =
|G|
ml
(ml,λ1)
· · · ml(ml,λk)
, d =
√
ml
(ml, λ1)
· · ·
ml
(ml, λk)
.
Proof. By direct computations, we have
|G0| = #{(i1, . . . , il)|0 ≤ ir < mr for 1 ≤ r ≤ l,
∏
1≤r<s≤l
ζ−arsisjrmr =
∏
1≤r<s≤l
ζ−arsirjsmr
for any (j1, . . . , jl) where 0 ≤ jr < mr for 1 ≤ r ≤ l}
=
1
ml
m1
· · · ml
ml−1
#{(i1, . . . , il)|0 ≤ ir < ml for 1 ≤ r ≤ l,
(
i1 . . . il
)
B
 j1...
jl

≡ 0 mod ml for any (j1, . . . , jl) where 0 ≤ jr < ml for 1 ≤ r ≤ l}
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=
1
ml
m1
· · · ml
ml−1
#{(i1, . . . , il)|0 ≤ ir < ml for 1 ≤ r ≤ l, λrir ≡ 0 mod ml for 1 ≤ r ≤ k}
=
1
ml
m1
· · · ml
ml−1
(ml, λ1) · · · (ml, λk)m
l−k
l
=
|G|
ml
(ml,λ1)
· · · ml(ml,λk)
and
d =
√
|G|
|G0|
=
√
ml
(ml, λ1)
· · ·
ml
(ml, λk)
.

We recover a result of Turaev [23] in the following
Corollary 4.4. Keep the previous assumptions and notations. We have
Z [ω](T 2) = |G0| =
|G|
ml
(ml,λ1)
· · · ml(ml,λk)
.
Proof. If l ≥ 2, then
Z [ω](T 2) =
∑
A
∏
1≤r1<r2≤l
ζ
ar1r2 detA

 1 2
r1 r2


mr1
=
1
(ml
m1
)2 · · · ( ml
ml−1
)2
∑
0≤αij<ml
ζ
(
α11 . . . α1l
)
B


α21
...
α2l


ml
where A =
(
α11 . . . α1l
α21 . . . α2l
)
and 0 ≤ αij < mj .
By assumption, there exist two invertible integral matrices P, Q ∈ GLl(Z) such that
B = P

λ1
. . .
λk
0
. . .
0

Q.
Note that the images of P and Q in Ml(Zml) are also invertible. Hence
∑
0≤αij<ml
ζ
(
α11 . . . α1l
)
B


α21
...
α2l


ml
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=
∑
0≤αij<ml
ζ
(
α11 . . . α1l
)


λ1
. . .
λk
0
. . .
0




α21
...
α2l


ml
= m
2(l−k)
l
ml−1∑
α11=0
ml−1∑
α21=0
ζα11λ1α21ml · · ·
ml−1∑
α1k=0
ml−1∑
α2k=0
ζα1rλrα2rml
It is well known that if ξm = 1, then
m−1∑
i=0
ξid =
{
m, if ξd = 1;
0, if ξd 6= 1.
Thus we have
Z [ω](T 2) =
1
|G|
1
(ml
m1
)2 · · · ( ml
ml−1
)2
m
2(l−k)
l m
k
l (ml, λ1) · · · (ml, λk) =
|G|
ml
(ml,λ1)
· · · ml(ml,λk)
.
If l = 1, Z [ω](T 2) = |G| = |G0|. The conclusion also holds. 
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