Abstract. We present an abstract approach to noncommutative stochastic integration in the context of a finite von Neumann algebra equipped with a normal, faithful, tracial state, with respect to processes with tensor or freely independent increments satisfying a stationarity condition, using a decoupling technique. We obtain necessary and sufficient conditions for stochastic integrability of L p -processes with respect to such integrators. We apply the theory to stochastic integration with respect to Boson and free Brownian motion.
Introduction
In this paper we consider noncommutative stochastic integration in the context of a finite von Neumann algebra equipped with a normal, faithful tracial state. The most prominent examples of this setting are von Neumann subalgebras of the bounded linear operators acting on a q-Fock space (−1 ≤ q ≤ 1). Stochastic integration in this particular setting has been investigated by many authors. The richest theory is the stochastic integration theory for the symmetric or Boson Fock space (i.e. the case q = 1), initiated by Hudson and Parthasarathy in [17] (see also [33] ). Boson stochastic integration not only includes integration with respect to (noncommutative) Brownian motion, but also Poisson processes and other quantum semimartingales. This theory is actively used in quantum optics, quantum measurement theory and quantum filtering theory. We refer to [25] and the references therein for an exposition of the theory and to [2] , [8] for surveys on applications in the various areas of quantum physics. Stochastic integration theory with respect to Brownian motion for the anti-symmetric, or Fermion, Fock space (q = −1), initiated by Barnett, Streater and Wilde in [3] (see also [34] , [11] ) is also applied in quantum physics. Although the q-Fock spaces for −1 < q < 1 have no apparent physical interpretation, stochastic integrals have also been defined in this context ( [37] , [12] ). Especially the theory for the full Fock space (q = 0), see [24] and [6] , is well developed under the impetus of free probability theory and can be considered important from a pure mathematical viewpoint. It is worthwile to note that any classical probability space (Ω, F, P) is included in the stated context, since it induces the von Neumann algebra L ∞ (Ω, F, P) equipped with the normal, faithful tracial state given by the expectation functional. Indeed, throughout this paper, it is often helpful to think of a finite von Neumann algebra as a generalized probability space. The main goal of this paper is to obtain an abstract theory for stochastic integration with respect to stochastic processes with tensor or freely independent increments satisfying a stationarity assumption (see definition 2.7 below). Stochastic integration with respect to Boson and free Brownian motion is included in this setting.
Our approach can be summarized as follows. First, we pursue an analogy with stochastic integration in the classical probability model. In the classical situation where one desires to integrate a stochastic process with respect to another stochastic process, it proves fruitful to 'decouple' the stochastics of the integrator and the integrand, by passing to a copy of the integrator which 'lives' on a different probability space. This idea can be traced back to [16] and [26] . Our approach follows [28] , who used decoupling to construct stochastic integrals of processes with values in B (H, E) , where H is a separable Hilbert space and E a UMD Banach space, with respect to an H-cylindrical Brownian motion. Concretely, we show that the stochastic integral of an adapted step process can be viewed (in terms of equivalence of L p -norms) as a randomized sum of the form n k=1 v k ⊗ ξ k (or n k=1 v k * ξ k in the free case) defined in a tensor (free) product probability space, where ξ k are increments of the integrator process defined on a copy of the original probability space and v k are the values of the adapted step process. The unconditionality of noncommutative martingale difference sequences in noncommutative L p -spaces (c.f. [14] , [15] , [34] ) plays a prominent role in the proof. As a second step, we use noncommutative Khintchine inequalities to obtain two-sided L p -estimates (for 1 < p < ∞) for the stochastic integral in terms of the values of the adapted step process. We arrive at the estimates in the free case. Finally, we define a stochastic integral for a larger class of processes (including continuous martingales if 2 ≤ p < ∞) through the obtained isomorphisms. We illustrate the theory with a simple example of a noncommutative stochastic differential equation.
In the final section we apply the theory to stochastic integration with respect to Boson and free Brownian motion and obtain necessary and sufficient conditions for the existence of the stochastic integral of an adapted L p -process with respect to these processes. This complements a result of [34] , where the estimates (1) were obtained for stochastic integrals with respect to Fermion Brownian motion. We compare our results with existing stochastic integration theory.
Preliminaries
We start by introducing the notions from noncommutative probability theory which are central to this paper: probability spaces, probability distributions, independence, conditional expectation and stochastic processes. In its barest form a noncommutative probability space can be defined as a pair (A, φ), where A is a unital algebra and φ a linear functional on A satisfying φ(1) = 1. The elements of A are interpreted as (and called) random variables and the functional φ playes the role of the expectation functional. We will consider such pairs with a much richer structure, which ensures the existence of a generalization of conditional expectation and hence opens the gate to martingale theory. Definition 2.1. A pair (M, τ ) consisting of a von Neumann algebra M and a normal, faithful, tracial state on M is called a noncommutative probability space.
The complex Hilbert space H on which the von Neumann algebra M is acting is usually supressed from notation. On M we consider, apart from the norm topology induced by B(H ), the strong, weak, ultra-strong and ultra-weak operator topology, abbreviated by so, wo, uso and uwo topology, respectively. We shall tacitly use many standard facts about von Neumann algebras, the (interplay of the) mentioned topologies on them and traces on von Neumann algebras. We refer to [38] , [39] and the excellent volumes [22] , [23] for an exposition of these results. We say that a closed, densely defined linear operator a is affiliated with the von Neumann algebra M if ua = au for any unitary element u in the commutant M of M. Furthermore, a is called τ -measurable if, in addition, for some λ ≥ 0 we have τ (e |a| (λ, ∞)) < ∞, where e |a| denotes the spectral measure of |a| (see the definition below). In our setting of a noncommutative probability space, any affiliated operator is τ -measurable. The collection of τ -measurable operators forms a * -algebra S(τ ) under the strong sum and multiplication and the trace τ extends to a trace (again denoted by τ ) on S(τ ) + . For 1 ≤ p < ∞ we define
It can alternatively be viewed as the completion of M in the norm || · || p . As usual, we define L ∞ (M) as M equipped with the operator norm. We shall occasionally refer to the elements of L 1 (M) as random variables. We will often make use of the following duality pairing between L 1 (M) and M. Let 
where P (z, z) is the collection of all polynomials in z ∈ C and its conjugate z. The von Neumann algebra W * (a) will take the role played by the σ-algebra generated by a random variable in classical probability theory. We now turn to the problem of defining probability distributions for random variables associated with a noncommutative probability space. We begin by recalling the following definition. Definition 2.2. Let (Ω, F) be a measurable space, H a complex Hilbert space and let P(H ) denote the set of (orthogonal) projections in H . Then a spectral measure e on (Ω, F) is a set map e : F → P(H ) satisfying
• e(Ω) = 1;
• e(A ∩ B) = e(A)e(B) = e(B)e(A) for any A, B ∈ F;
• for any sequence (A n ) ∞ n=1 of disjoint elements of F we have
where the sum on the right hand side converges in the so-topology.
It is well-known that we can define a spectral integral with respect to a spectral measure e for any F-measurable function f : Ω → C, which we denote by
This defines a normal operator on H , which is self-adjoint if f is real-valued and bounded if f is. Conversely, suppose that a is a normal operator. By the spectral theorem, there exists a unique spectral measure e a on the Borel subsets B(C) of C such that
Moreover, for every Borel function f : C → C,
defines a normal operator. If e is any spectral measure on a measurable space (Ω, F), f : Ω → C an Fmeasurable function and x = f de, then the spectral measure of x is given by
If M is a von Neumann algebra, then a normal operator a is affiliated with M if and only if e a (B) ∈ M for every B ∈ B(C). If this is the case,
and moreover f (a) is affiliated with W * (a), for any Borel function f : C → C. We can use the spectral measure e a to define a probability distribution for a. Indeed, by the properties of e a and τ it is not difficult to see that the map
defines a Borel probability measure on C. Indeed, countable additivity follows by countable additivity of e a and complete additivity of τ . We will call this the probability distribution of the normal operator a. The following property is wellknown and not difficult to prove using normality of τ and the monotone convergence theorem. Lemma 2.3. Let (M, τ ) be a noncommutative probability space and suppose a is a normal operator affiliated with M. Then, for any Borel function f :
and in this case
We shall call two closed, densely defined normal operators affiliated with M identically distributed if their probability distributions coincide. For elements of L 1 (M) which are not normal, we cannot define a probability distribution as above. For an element a ∈ L ∞ (M) we can still look at its * -moments, by which we mean complex numbers τ (M (a, a * )) for M (z, z) any monomial in z and z. Our main motivation for working exclusively with von Neumann algebras equipped with a normal, faithful, tracial state is the following theorem by H. Umegaki ([40] , theorem 1). It establishes that in this setting a conditional expectation exists with respect to any von Neumann subalgebra of the noncommutative probability space. 
satisfying the following properties:
We write E A := τ (·|A). We shall refer to the property in (2) as the uniqueness of conditional expectation. Notice that by this property noncommutative conditional expectation on (L ∞ (Ω, F, P), E) coincides with the classical notion. We use the notation τ (·|A 1 , A 2 ) to denote τ (·|W * (A 1 , A 2 )), where A 1 , A 2 are von Neumann subalgebras of M and W * (A 1 , A 2 ) is the von Neumann subalgebra generated by A 1 ∪ A 2 . Moreover, if a is a closed densely defined operator affiliated with M, then τ (·|a) denotes the conditional expectation onto W * (a). In this paper we will be mainly concerned with the two most commonly used notions of independence: tensor independence, which is a straightforward generalization of the notion in classical probability theory and free independence, which was introduced by D.V. Voiculescu and led to the development of free probability theory which takes this notion as its axiom (see [42] and [32] for this beautiful theory). By axiomatizing the intuitive requirements a notion of independence should satisfy, one can in fact show that, in a sense, these are the only possible notions of independence in a noncommutative probability space (c.f. [5] ). Remark. For closed, densely defined operators affiliated with M independence is always understood in terms of their generated von Neumann algebras. Hence, we call a sequence (a k ) ∞ k=1 of closed and densely defined operators affiliated with
We will also consider a notion of conditional independence, which was introduced in [21] . Definition 2.6. Let (M, τ ) be a noncommutative probability space, (A k ) a sequence of von Neumann subalgebras of M and N a common von Neumann subalgebra of the A k . We call (A k ) weakly independent with respect to E N if for every
is weakly independent with respect to E N .
We conclude this section by fixing some terminology for noncommutative stochastic processes.
Definition 2.7. Let (M, τ ) be a noncommutative probability space.
A (continuous-time) filtration is an increasing family of von Neumann subalgebras
has stationary increments if the probability distribution (respectively, * -moments) of
Products of Noncommutative Probability Spaces
Suppose we are given some finite set (M 1 , τ 1 ), . . . , (M n , τ n ) of noncommutative probability spaces. We wish to define a product probability space, that is, a noncommutative probability space (M, τ ) such that the
. . , M n generate M as a von Neumann algebra and M 1 , . . . , M n are independent in M with respect to τ . We will consider two types of product probability spaces: the tensor product of noncommutative probability spaces, which corresponds to tensor independence and is a generalization of the product of classical probability spaces, and the free product of noncommutative probability spaces, in which case M 1 , . . . , M n are freely independent in the product space. The tensor product construction is classical, see e.g. [38] .
is a noncommutative probability space and the following properties are satisfied:
• The maps
The following lemma is a direct consequence of the associativity of tensor independence. The construction of a free product space for C * -probability spaces, i.e. C * -algebras equipped with a state, is well-known (see e.g. section 7 of [32] ) and can be easily adapted to our present setting. We leave the details to the reader. τ 1 ) , . . . , (M n , τ n ) be noncommutative probability spaces (i = 1, . . . , n). Then there exists a noncommutative probability space (M, τ ) and a family of normal, injective, unital * -homomorphisms
In what follows, we shall identify M i with its image W i (M i ) in M. Note that this identification is trace preserving, since τ i = τ • W i . In particular, the identification is an L p -isometry. The following lemma is the equivalent of lemma 3.2 for free product probability spaces and a consequence of the associativity of free independence. For clarity, we shall write a * b for the product of two elements a and b in a free product probability space.
In the following we will consider several noncommutative Hilbert space valued L pspaces, which were defined in [19] . Let (M, τ ) be a noncommutative probability space, H a complex Hilbert space and let H denote its conjugate Hilbert space (i.e., its dual space). Let M⊗B(H) be the von Neumann tensor product equipped with the product trace τ ⊗ tr. Let e be a unit vector in H, let p e be the rank one projection in H onto span{e} and let p e be the rank one projection in H onto span{e}. For any 1 ≤ p ≤ ∞ the column and row spaces associated with H are defined as
and
It can be shown that these definitions are essentially independent of the choice of e.
The column and row spaces are complemented subspaces of
forms an interpolation couple for the complex interpolation method and for
The analogous result holds for the row spaces. Also, from the standard duality for
where 1 ≤ p < ∞ and
⊗ H is dense (with respect to the w * -topology if p = ∞) in the row and column space. Moreover, if 1 ≤ p < ∞ we have
. . , a n ∈ H. In particular, for any orthonormal set e 1 , . . . , e n ∈ H, 
By taking the standard orthonormal basis for l 2 in (3) and using the density of
, we can alternatively describe these spaces as the completions of the linear space of all finite sequences (
The space L ∞ (M; l 2 c ) can be described as the linear space of all sequences (
and the analogous statement holds for the row space. We shall also need the following conditional versions of the row and column norm, introduced in [18] .
Definition 4.1. Let 1 ≤ p < ∞ and (M, τ ) be a noncommutative probability space. Let N be any von Neumann subalgebra of M and set E N := τ (·|N ). By
we define two norms on the linear space of all finite sequences (
r ) denote the completions of this space in the respective norms. These are called the conditional column and conditional row space, respectively. We refer to [34] , [18] , [20] , [19] and [21] for more details on the (conditional) row and column spaces. We end this section with an exposition of some recent results in noncommutative probability theory that will be utilized in this paper. The first result is a special instance of the noncommutative version of the Rosenthal theorem, proved by [21] (theorem 2.1) in a much more general setting. Throughout this paper, we use the notation a α,β b for the assertion c α,β a ≤ b ≤ C α,β a, for some constants c α,β , C α,β > 0 depending only on the parameters α and β. 
The following two important theorems are taken from [34] (see also [14] , [15] for earlier particular instances of the second result), which can be considered a breakthrough article in the development of noncommutative martingale theory. 
The latter theorem implies that L p (M) is a UMD Banach space in the sense of Burkholder ([10]).
Conditioning on Independent von Neumann Algebras
In this section we prove the noncommutative version of the following classical theorem: let (Ω, F, P) be a probability space, X ∈ L 1 (Ω, F, P) and G 1 , G 2 sub-σ-algebras of F such that the σ-algebra σ(X, G 1 ), generated by X and G 1 , and G 2 are independent. Then, almost surely,
To facilitate computations with freely independent von Neumann algebras we use the notation a 
In other words, A 2 ) ), where
for any k ∈ N and where v i,j ∈ A i for i = 1, 2, j = 1, . . . , k (note that the v i,j are allowed to be equal to 1 as 1 ∈ A i for i = 1, 2). Indeed, suppose this is true. Then by linearity, we have τ (τ (u|A 1 )g) = τ (ug), for any polynomial g in elements of A 1 and A 2 . Then, since such polynomials (i.e. the algebra generated by
. Now (4) follows for u ∈ L 1 (M) by a density argument and L 1 -contractivity of τ (·|A 1 ). Suppose first that W * (u, A 1 ) and A 2 are tensor independent. Then,
This proves the first equation of (5) in the case of tensor independence, the proof of the second is analogous. Suppose now that W * (u, A 1 ) and A 2 are freely independent. We will prove (5) by induction on k. Notice first that for v ∈ A 2 we have τ (uv) = τ (u)τ (v) = τ (τ (u|A 1 ))τ (v) = τ (τ (u|A 1 )v). For v ∈ A 1 we have τ (uv) = τ (τ (u|A 1 )v) by uniqueness of conditional expectation. Suppose that (5) holds for k = n. For the first equation of (5) we have
where in the last step we use the induction hypothesis. We now proceed by writing v 2,n = (v 2,n )
• + τ (v 2,n ) in the first expectation on the RHS to obtain
We can now write v 1,n = (v 1,n )
• + τ (v 1,n ) in the first term on the RHS and expand by linearity. Continuing in this fashion we arrive at
+lower order terms, where the lower order terms are products of elements of the form τ (v i,j ) with j ≤ n + 1 and τ (uv 1,1 w 2,1 · · · w 1,l w 2,l ) with l ≤ n and w k,l ∈ A k (k = 1, 2). To these terms we can apply the induction hypothesis, i.e. we can replace u by τ (u|A 1 ). For the first term in the above equation we note that by free independence,
Now apply the above argument backwards with τ (u|A 1 ) instead of u to obtain
For the second equation of (5) we use the same argument, with the only minor difference that we use the expansion
+lower order terms.
By induction, we have proved (5).
The final statements of the theorem follow from (4) and uniqueness of conditional expectation, see theorem 2.4.
We can now derive the corresponding classical result as a corollary, by taking
Decoupling
As a first step towards defining stochastic integrals, we now prove a decoupling result for stochastic integrals of simple adapted processes. The key results are theorems 6.3 (for integrators with tensor independent increments) and 6.4 (for integrators with freely independent increments). We start with a technical lemma to handle the case where the integrator has tensor independent, normal, but unbounded increments. 
Proof. Let e a , e b denote the spectral measures of a and b, respectively, then there is a unique product spectral measure e = e a × e b on (C 2 , B(C 2 )) (c.f. [7] ). Let e a+b be the spectral measure of a + b. Clearly, by uwo-continuity of the map c → τ ((a − b)c) on M, it suffices to show that (6) τ ((a − b)e a+b (B)) = 0,
for every B ∈ B(C). Let B ∈ B(C) be arbitrary and set
By the joint functional calculus of a and b,
and by lemma 2.3,
so τ e is equal to the product probability measure τ e a × τ e b .
Since τ e a = τ e b and (z 1 , z 2 ) ∈ A if and only if (z 2 , z 1 ) ∈ A, we obtain
Hence, τ ((a − b)e a+b (B)) = 0 and our proof is complete.
Definition 6.2. Let 1 ≤ p ≤ ∞, (M, τ ) be a noncommutative probability space and (M
The argument used to prove the decoupling theorems below has its roots in [27] , theorem 6.1 (see also [28] , lemma 3.4).
Theorem 6.3. Let 1 < p < ∞ and 1 < q, r, s ≤ ∞ be such that
be filtrations in M and M, and let
) satisfy the following conditions:
• ξ n ,ξ n are centred, i.e. τ (ξ n ) =τ (ξ n ) = 0 (n = 1, . . . , N );
• ξ n is tensor independent of M n−1 andξ n is tensor independent of M n−1 for n = 1, . . . , N ; • If r = ∞ we suppose that for every n = 1, . . . , N , ξ n andξ n have identical * -moments. Otherwise, we assume that for every n = 1, . . . , N , ξ n andξ n are normal and identically distributed.
Then,
where p signifies equivalence of norms up to a constant depending only on p and (M, τ ) denotes the tensor product probability space of (M, τ ) and ( M,τ ). 
Proof. By replacing M
n=1 is a generating filtration in M and
Hence, by the noncommutative UMD-property of L p (M) (c.f. theorem 4.4), it suffices to show that (d n )
2N
n=1 is a martingale difference sequence with respect to the filtration (D n )
n=1 -adapted. Due to lemma 3.2 the von Neumann algebras W * (ξ n )⊗W * (ξ n ) and M n−1 ⊗ M n−1 are tensor independent and hence, W * ({ξ n ⊗ 1−1⊗ξ n , ξ n ⊗1+1⊗ξ n }) and M n−1 ⊗ M n−1 are tensor independent. By theorem 5.1 we have
We claim that the latter expression is zero. We first prove this in the case r = ∞. Note that the map c → τ ⊗τ ((ξ n ⊗ 1 − 1 ⊗ξ n )c) is linear and uwo-continuous and it is therefore sufficient to show that τ ⊗τ ((ξ n ⊗ 1 − 1 ⊗ξ n )P ) = 0 for any * -monomial P in ξ n ⊗ 1 + 1 ⊗ξ n . This follows by direct calculation, using the fact that ξ n and ξ n have identical * -moments.
On the other hand, if 1 ≤ r < ∞ and ξ n ,ξ n are normal, we apply lemma 6.1 with a = ξ n ⊗ 1 and b = 1 ⊗ξ n to prove the claim. Similarly we have,
where we use that ξ n andξ n are centred.
n=1 is a martingale difference sequence for the noncommutative martingale ( • ξ n ,ξ n are centred (n = 1, . . . , N );
where p signifies equivalence of norms up to a constant depending only on p and (M, τ ) denotes the free product probability space of (M, τ ) and ( M,τ ).
Proof. The proof is the same as the one for theorem 6.3, once we replace all tensor product probability spaces by free product probability spaces and use lemma 3.4 instead of lemma 3.2.
Stochastic Integration
Using the decoupling theorems we can now obtain norm estimates of stochastic integrals of simple adapted processes in terms of a suitable norm of the integrand. In turn, these estimates allow us to extend the class of stochastically integrable functions. Our presentation follows the lines of [34] , who proved necessary and sufficient conditions for the existence of the Itô-Clifford integral, i.e., the integral of adapted L p -processes with respect to a Fermion Brownian motion. Recall the terminology for stochastic processes in definition 2.7. Let (M, τ ) be a noncommutative probability space and (M t ) t≥0 a continuous-time filtration in M. We call an (M t ) t≥0 -adapted L p -process f simple if it is piecewise constant, i.e. if there exists a finite partition π = {0 = t 0 < t 1 < . . . < t k < ∞} of R + such that
Let Φ be an L r -martingale with (tensor/freely) independent increments. We define the left and right stochastic integral of the simple adapted L p -process f with respect to Φ by
respectively, where t ∧ t i denotes the infimum of t and t i . Notice that L and R are martingales with values in L s (M) by Hölder's inequality, where
, respectively. Notice that it is equivalent to define these spaces as the closures of S ∞ ad (0, T ) in the respective spaces. Indeed, if
, respectively, then we have
Hence it follows by density of
. It is shown in [34] that
Moreover, they show that for 1 < p < 2
7.1. Integrators With Tensor Independent Increments. In the proof of our main theorem we will use the following Khintchine inequalities for tensor product probability spaces, which can be deduced from the noncommutative Rosenthal inequalities (as indicated in remark 3.5 of [21] ). Theorem 7.1. Fix 1 < p < ∞, let p be its Hölder conjugate and set q = max{p, p }. Let (M, τ ), ( M,τ ) be noncommutative probability spaces and let (M, τ ) denote their tensor product probability space.
} where the infimum is taken over all decompositions
Theorem 7.2. Fix 1 < p < ∞, let p be its Hölder conjugate and q = max{p, p }. Let (M, τ ) be a noncommutative probability space. Let f ∈ S ∞ ad (0, T ) and suppose that Φ is a normal, mean-zero L q -martingale with tensor independent, stationary increments. Then, (dΦ f ) and (11) 
Finally, the assertions remain true if we assume Φ to be a mean-zero L ∞ -martingale with tensor independent, stationary increments.
Proof. We only prove the first equivalence in (11), the second is proved analogously.
where, refining the partition of R + if necessary, we may assume that T = t n . Then,
Let ( M,τ ) be a copy of (M, τ ) andΦ a copy of Φ in ( M,τ ). By decoupling (c.f. theorem 6.3) we have
Suppose now first that 2 ≤ p < ∞. By theorem 7.1 we have
so
Suppose now that 1 < p < 2. Then by (12) and theorem 7.1 we have
where the infimum is taken over all decompositions
is another decomposition and by the noncommutative Stein inequality we have
. Hence, it is equivalent in (15) to take the infimum over all decompositions
Therefore, by (10) , (13) and (14) we obtain
and by completeness of H p (0, T ) the sequence (
f n dΦ) t≥0 is an (M t )-martingale for every n and conditional expectation is an L p -contraction we see that (
. By choosing 0 ≤ s < u close enough to u we may assume that f χ (s,u] = aχ (s,u] for some a ∈ L ∞ (M s ). We have
f dΦ is continuous at u. The continuity of ( t 0 f dΦ) t≥0 for f ∈ H p (0, T ) now follows by approximation. Finally, notice that if Φ is an L ∞ -process then the decoupling step in (12) (and hence the whole proof) remains valid if we drop the normality assumption on Φ.
Remark. From the proof above it is not clear that for a simple adapted L p -process
(dΦ f ) are given by (9) . For the left stochastic integral this can be seen as follows (the other case is analogous) by using the measure topology on the * -algebra S(τ ) of τ -measurable operators (see [31] for details). Let
and through the isomorphism proved above we obtain
and hence also with respect to the measure topology. On the other hand, we have 
in measure. Since the measure topology is Hausdorff, (9) holds.
Remark. For any pair f, g in S ∞ ad (0, T ) one can define, assuming without loss of generality that f and g are defined with respect to the same partition of R + , a bistochastic integral by
The proof of theorem 7.2 would then give the equivalences
which can be used to extend the class of stochastically integrable biprocesses. We shall not pursue this direction any further.
Remark. We can alternatively describe the class of stochastically integrable processes as a closed subspace of the γ-radonifying operators (see [29] and the references therein for definitions and results) from
be the associated integral operator defined by
Let (Ω, F, P) be a classical probability space and (γ k ) a sequence of independent standard Gaussian random variables on (Ω, F, P). By successively applying the Khintchine inequalities in tensor product probability spaces (twice), the identifica-
so the asserted isomorphism follows by a density argument. Now, in theorem 2.3 of [29] it is shown that a strongly measurable function g :
) and in this case we have the γ-Itô isometry
By theorem 7.2 and the above we obtain an isomorphism between H 
Proof. 
. To prove (18), we may assume without loss of generality that ||ξ k || 2 = 1 for all k ≥ 1. Indeed, once we have proved the assertion under this additional assumption, the general case follows from the observations
, and
The first observation follows by noting that the L p -norm respects the ordering on positive elements. Suppose first that 2 ≤ p < ∞. Recall the notation E M = τ (·|M). For every j,
where we use free independence of W * (M, W * (ξ j )) and W * (ξ k ) and theorem 5.1 in the second equality. Since c ∈ M was arbitrary, we obtain by uniqueness of conditional expectation that E M (ab) = E M (a)E M (b). By the noncommutative Rosenthal inequalities (theorem 4.2) we have
We shall estimate the three norms on the right hand side using the free independence of v k and ξ k (for k = 1, . . . , n).
as ||ξ k || 2 = 1 for all k, and
Finally, we note that
2 || ∞ , so the inequality follows by taking the supremum over all j. The remaining cases follow by complex interpolation. We have obtained
. To obtain (18) in the case 1 < p < 2 we use duality. Let v k , ξ k be as above and let p denote the Hölder conjugate of p. Let (w k ) be a finite sequence in L p (M). By free independence and traciality of τ we have
By now taking the supremum over all finite sequences (w k ) in L p (M) satisfying ||(w k )|| L p (M;l 2 r ) ≤ 1 we obtain, by duality,
Let E n be the symmetrization projection in H ⊗ n , defined on n-particle vectors by
where S n denotes the permutation group on the first n integers. The symmetrization of an elementary n-tensor in H ⊗ n is called a Boson n-particle vector, i.e. the Boson n-particle vector given by u 1 , . . . , u n ∈ H is
We define the symmetric or Boson Fock space over H by The pair (G s , τ s ) is a noncommutative probability space (in the sense of definition 2.1) and every g s (x) has a normal distribution under τ s with mean zero and variance ||x|| 2 (c.f. theorem 21.1 of [33] ). Moreover, if x 1 , . . . , x n ∈ H R are orthogonal, then g s (x 1 ), . . . , g s (x n ) are tensor independent. The objects considered above can be defined in an analogous manner for the full Fock space. For z ∈ H define the creation operator associated with z by be found in [41] , [42] and [32] . We shall refer to Ψ s and Ψ f as Boson Brownian motion and free Brownian motion, respectively. Theorems 7.2 and 7.7 give necessary and sufficient conditions for the existence of a stochastic integral of an adapted L p -process with respect to Boson and free Brownian motion, for any 1 < p < ∞. A version of this result for free Brownian motion was already obtained in [6] in the case where 2 ≤ p < ∞ and the integrand is an adapted L ∞ -biprocess. They applied the Burkholder-Gundy inequalities from [34] directly to the stochastic integral of a simple L ∞ -biprocess and subsequently used a direct limit argument to obtain the result for adapted L ∞ -biprocesses. Our approach to stochastic integration with respect to Boson Brownian motion is rather different from the usual 'exponential vector formulation ' introduced by [17] . Where we set out to obtain two-sided L p -norm estimates for stochastic integrals of simple adapted processes and use this to extend the class of stochastically integrable processes, the latter approach instead focuses on defining stochastic integrals pointwise on a common dense domain of exponential vectors. The idea is to obtain a pointwise, one-sided estimate from above for the stochastic integral of a simple adapted process defined on exponential vectors and to use this estimate to extend the class of stochastically integrable processes. This strategy works for a larger class of stochastic integrators than considered in this paper, e.g. for creation and annihilation processes, but is restricted to the setting where the underlying Hilbert space is a Boson Fock space. Moreover, unlike in our setting (for 2 ≤ p < ∞), the exponential vector formulation leads to problems when considering iterated stochastic integrals, see [1] for a discussion and an approach to solve this.
