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Abstract
Zero forcing parameters, associated with graphs, have been studied for over a
decade, and have gained popularity as the number of related applications grows. In
particular, it is well-known that such parameters are related to certain vertex cov-
erings. Continuing along these lines, we investigate positive zero forcing within the
context of certain clique coverings. A key object considered here is the compressed
cliques graph. We study a number of properties associated with the compressed cliques
graph, including: uniqueness, forbidden subgraphs, connections to Johnson graphs,
and positive zero forcing.
Keywords: Positive zero forcing number, cliques, clique cover number, compressed
cliques graph, Johnson graph, forbidden subgraphs.
AMS Subject Classifications: 05C50, 05C75, 05C69
1 Introduction
Suppose that G is a simple finite graph with vertex set V = V (G) and edge set E = E(G).
We use {u, v} to denote an edge with endpoints u and v. Further, for a graph G = (V,E)
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and v ∈ V , the vertex set {u : {u, v} ∈ E} is the neighbourhood of v, denoted as NG(v),
and the size of the neighbourhood of v is called the degree of v. For V ′ ⊆ V , the vertex set
{x : {x, y} ∈ E, x ∈ V \V ′ and y ∈ V ′} is the neighbourhood of V ′, denoted as NG(V
′). Also,
we let the set NG[v] = {v}∪NG(v) denote the closed neighbourhood of the vertex v. We use
G[V ′] to denote the subgraph induced by V ′, which consists of all vertices of V ′ and all of
the edges in G that contain only vertices from V ′. We use G − v to denote the subgraph
induced by V \ {v}.
For an integer n ≥ 1, we let Kn denote the complete graph on n vertices. We will also
refer to a complete graph on n vertices as a clique on n vertices. A cycle on n vertices
{v1, v2, . . . , vn} is a graph with edges E = {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {vn, v1}}. Such
a cycle will also be referred to as an n-cycle or a cycle of length n.
Our interest in this work is to consider how positive zero forcing sets are related to cliques
in a graph and, further, clique intersection, and clique coverings. Zero forcing on a graph
was originally designed to be used as a tool to bound the maximum nullity associated with
collections of symmetric matrices derived from a graph G (see, for example, [1]). Positive
zero forcing was an adaptation of conventional zero forcing to play a similar role for positive
semidefinite matrices (see [3]).
Zero forcing in general is a graph colouring problem in which an initial set of vertices are
coloured black, while the remaining vertices are coloured white. Using a designated colour
rule, the objective is to change the colour of as many white vertices to black as possible.
There are two common rules, these are known as zero forcing and positive zero forcing. The
process of a black vertex u changing the colour of a white vertex v to black is usually referred
to as “u forces v”. The size of the smallest initial set of black vertices that will “force” all
vertices black is called either the zero forcing number or the positive zero forcing number of
G depending on which rule is used. This number is denoted by either Z(G) or Z+(G) (again,
depending on which rule is used).
Here we are more interested in the behaviour of the positive zero forcing number in
connection with cliques and clique coverings in a graph. In particular, we consider Z+(G),
when maximal cliques of G satisfy certain intersection properties. Consequently, we now
carefully review some basic terminology associated with positive zero forcing in a graph.
The positive zero forcing rule is also based on a colour change rule similar to the zero
forcing colour change rule (see [3] and also [5] and [6]). In this case, suppose G is a graph and
B a subset of vertices; we initially colour all of the vertices in B black, while all remaining
vertices are designated white. LetW1, . . . ,Wk be the sets of vertices in each of the connected
components of G after removing the vertices in B. If u is a vertex in B and w is the only
white neighbour of u in the graph induced by the subset of vertices Wi ∪B, then u can force
the colour of w to black. This rule is called the positive colour change rule. The size of the
smallest positive zero forcing set of a graph G is denoted by Z+(G). For all graphs G, since
a zero forcing set is also a positive zero forcing set we have that Z+(G) ≤ Z(G). A number
of facts have been demonstrated for the positive zero forcing number, see, for example, [3].
If a subset S of V (G) is a positive zero forcing set with |S| = Z+(G), then we refer to S as
an optimal positive zero forcing set for G.
It is known that by following the sequence of forces throughout the conventional zero
forcing process, a path covering of the vertices is derived (see [3, Proposition 2.10] for more
details). When the positive colour change rule is applied, two or more vertices can perform
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forces at the same time, and a vertex can force multiple vertices from different components
at the same time. This implies that the positive colour change rule produces a partitioning
of the vertices into sets of vertex disjoint induced rooted trees, which we will refer to as
forcing trees, in the graph.
Given Kn, the complete graph on n ≥ 2 vertices, it is not difficult to observe that
Z+(Kn) = Z(Kn) = n− 1.
Furthermore, even though the parameters Z and Z+ are not generally monotone on induced
subgraphs, it is true that if G contains a clique on k vertices, then both Z(G) and Z+(G)
are at least k−1. So in some sense, cliques in a graph play an important role in determining
both zero forcing and positive zero forcing sets in a graph. We explore this correspondence
further in this paper. As an example, consider chordal graphs (that is, graph with no induced
cycles of length 4 or more). For chordal graphs it is known that the positive zero forcing
number is equal to the number of vertices minus the fewest number of cliques that contain
all of the edges (see, for example, [7]).
Our paper is divided into twelve sections. The next two sections deal with certain types of
clique coverings, followed by two sections devoted to a graph, and its uniqueness, that results
from these identified clique coverings, which we call a compressed cliques graph. In the sixth
the seventh sections, we discuss the clique covering number of the compressed cliques graph
and bounds on the positive zero forcing number. Section 8 connects compressed cliques
graphs with certain well-studied Johnson graphs, and Section 9 is concerned with forbidden
subgraphs associated with compressed cliques graphs. Following this, the next two sections
discuss examples, including a new family of graphs called the vertex-clique graph and a
related concept we call the reduced graph, along with additional examples and facts relating
the positive zero forcing number and compressed cliques graphs. We conclude with a brief
outline for potential future research along these lines.
2 Simply intersecting clique coverings
Recall that a clique in a graph is a subset of vertices which induces a complete subgraph.
A clique in a graph is maximal if no vertex in the graph can be added to it to produce a
larger clique. A clique covering of a graph is a set of cliques with the property that every
edge is contained in at least one of the subgraphs induced by one of the cliques in the set.
(Note that unless the graph has isolated points, a clique covering that contains every edge
also contains every vertex.) The size of a clique covering is the number of cliques in the
covering. For a graph G, we denote the size of a smallest clique covering by cc(G). Further,
we call a given clique covering minimal if the number of cliques in this covering is equal to
cc(G). Observe that a graph G is a complete graph if and only if cc(G) = 1.
A clique covering for a graph G is called a min-max clique covering if its size is cc(G) and
every clique in it is maximal. Let G be a graph and let {C1, C2, . . . , Cℓ} be a min-max clique
covering. Any minimal clique covering can be transformed into a min-max clique covering
by appropriately adding vertices to the non-maximal cliques.
Proposition 2.1. For any graph G, there exists a clique covering with size cc(G) in which
every clique is maximal, that is, there is always a min-max clique covering of G.
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We note that there are graphs (e.g. the wheel graph on at least seven vertices) for
which there exist multiple clique covers of size cc(G) in which not all cliques are maximal.
Further, a min-max clique covering for a graph may not be unique. Consider the graph,
circ(6, {1, 2}), given in Figure 2. This graph has two min-max clique covers, which are
identified in Section 3.
Let C = {C1, . . . , Cℓ} be a clique covering for G. If for any set of distinct triples i, j, k ∈
{1, . . . , ℓ} it is the case that Ci ∩ Cj ∩ Ck = ∅, we say the clique covering has simple
intersection. If the clique covering has simple intersection, then a vertex that is in Ci ∩ Cj
(where i 6= j) does not belong to any other clique in C.
There are many examples of graphs with a clique covering with simple intersection.
It is not hard to see that the only tree that possesses a clique covering satisfying simple
intersection is a path. For a cycle on n vertices, the set of edges forms a min-max clique
covering with simple intersection. It turns out that both of the min-max clique covers of
circ(6, {1, 2}) given in the proof of Theorem 3.1 have simple intersection. The wheel on at
least seven vertices does not have a minimal clique covering that satisfies simple intersection;
the center vertex must belong to at least three cliques in such a clique covering. As a final
example, consider the graph in Figure 1. This graph has clique cover number equal to three
and a clique cover that satisfies simple intersection, but it has no min-max clique cover that
satisfies simple intersection. Throughout this paper, we will only consider the property of
simple intersection for min-max clique coverings.
Figure 1: No min-max clique cover of this graph has simple intersection.
3 Non-unique clique coverings
Let G be a graph with n vertices, which are labeled 0, 1, . . . , n−1, and let S = {k1, k2, . . . , kℓ}
be a set of positive integers such that k1 < k2 < · · · < kℓ < (n + 1)/2. The circulant graph,
denoted by circ(n, S), has each vertex i in {0, . . . , n− 1} adjacent to i± k1, i± k2, . . . , i± kℓ
(mod n). The graph circ(6, {1, 2}) plays a key role in identifying graphs that possess a
unique min-max clique covering satisfying simple intersection. This graph is isomorphic to
the graph in Figure 2. This graph has one vertex for each subset of {1, 2, 3, 4} of size two,
and two vertices are adjacent if the sets intersect. This graph is also known as the Johnson
graph J(4, 2) (see also Section 8).
The graph circ(6, {1, 2}) (see Figure 2) has two min-max clique coverings. One clique
covering of this graph is {C1, C2, C3, C4} where Ci is the set of all vertices with a label
that contains an i. A second clique covering is formed by the following sets of vertices of
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circ(6, {1, 2}):
{{1, 2}, {1, 3}, {2, 3}}, {{1, 2}, {1, 4}, {2, 4}},
{{1, 3}, {1, 4}, {3, 4}}, {{2, 3}, {2, 4}, {3, 4}}.
{3, 4}
{2, 4}
{2, 3}
{1, 2}
{1, 4} {1, 3}
Figure 2: circ(6, {1, 2}).
The next fact is a key to characterizing the graphs that possess more than one min-max
clique covering.
Theorem 3.1. If a graph G has two distinct min-max clique covers that both satisfy simple
intersection, then G contains circ(6, {1, 2}) as an induced subgraph.
Proof. Let C = {C1, C2, . . . , Ck} be a min-max clique covering for a graph G with simple
intersection. Label the vertices in G by the cliques that contain them: if vertex v is in both
Ci and Cj , then v gets the label {i, j}; if v is in Ci, but no other cliques, then v gets the
label {i}. Distinct vertices may have the same label. Since C has simple intersection, every
vertex has a label with size 1 or 2. Since every edge must be in at least one clique of C, two
vertices are adjacent in G if and only if their labels are intersecting sets. Further, the labels
on the vertices in the clique Cj must be in the set {{j}, {j, 1}, {j, 2}, . . . , {j, k}}.
Assume that D = {D1, D2, . . . , Dk} is another min-max clique covering of G. If there is a
vertex in G with the label {i}, then there is a clique in D that contains the vertex. Further,
every other vertex in this clique must have a label that contains i. Since D is a min-max
clique covering, this clique must be maximal and thus must be exactly the clique Ci, so we
know that in this case, Ci ∈ D. Further, if the labels of all the vertices in some D ∈ D have
a common element, say i, then D = Ci (again since D is maximal).
Since C and D are not equal, we can assume that C1 6∈ D. This implies that C1 does
not contain any vertices labeled with {1}, and C1 must contain at least two vertices with
distinct labels. Assume that C1 contains vertices labeled with {1, 2} and {1, 3}. The edge
between vertices labeled {1, 2} and {1, 3} must be in a clique of D, say Da. The labels on
the vertices in Da must intersect, but not all contain 1 as a common element. Thus we can
assume without loss of generality that there are three vertices in Da that have the labels
{{1, 2}, {1, 3}, {2, 3}}.
We know that the clique C1 contains vertices labeled {1, 2} and {1, 3}. Further, there
must be a vertex in C1 with the label {1, x}, where x 6∈ {1, 2, 3}, since if there was no such
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vertex, then any vertex labeled with {2, 3} could be added to C1, this contradicts the fact
that C1 is maximal (and not in D).
Similarly, the clique C2 ∈ C contains vertices labeled with {1, 2} and {2, 3}. Since C2
must be maximal, it contains another vertex (otherwise we could add the vertex labeled
{1, 3} to it). Assume that this extra vertex is labeled by {2, y} (here we could have that
y = 2) with y 6= 1, 3.
Consider the vertex labeled {1, 2} in the clique covering D. There is an edge between it
and the vertex labeled {1, x} and the vertex labeled {2, y}. Since the vertex labeled {1, 2}
is already in the clique Da and D has simple intersection, these two edges must be in the
same clique of D, which implies that x = y. Since x 6= 2, 3, we will assume without loss of
generality that x = y = 4. (Note that {1, x} cannot be in the clique Da, since x 6∈ {1, 2, 3}
and {2, y} 6∈ Da since y 6= 1, 3.) Thus there are vertices labeled with {1, 4} and {2, 4}.
Next consider the clique C3, this clique contains vertices labeled by {1, 3} and {2, 3}.
Since C3 is maximal and it does not contain the vertex labeled {1, 2}, it must contain a
vertex labeled {3, z}, where z 6= 1, 2 (but it could be 3).
Consider the vertex labeled {1, 3}, this vertex is adjacent to the vertex labeled {1, 4} and
the vertex labeled {3, z}. In the clique covering D, the vertex labeled {1, 3} is in Da. But
neither {1, 4}, nor {3, z} are in Da (as {1, 4} does not intersect with {2, 3}, and {3, y} does
not intersect with {1, 2}). Since D has simple intersection, {1, 3} can only be in one other
clique. So the vertices labeled with {1, 4} and {3, z} must in this other clique in D. This
means that they are adjacent and that z = 4. Thus there is a vertex labeled by {3, 4}.
It now follows that G contains a subgraph isomorphic to circ(6, {1, 2}) (see Figure 2).
Unfortunately, the converse to Theorem 3.1 is false in general. A simple example can
be derived from the graph circ(6, {1, 2}) by adding an additional vertex, see Figure 3. It
is easy to verify that this graph has a unique min-max clique covering that satisfies simple
intersection, but certainly contains circ(6, {1, 2}) as an induced subgraph.
{3, 4}
{2, 4} {2, 3}
{1, 2}
{1, 4} {1, 3}
{4}
Figure 3: A graph that contains circ(6, {1, 2}), and has a unique min-max clique cover.
4 Compressed cliques graphs
If a graph has a min-max clique covering that satisfies simple intersection, then the graph
can be simplified in a way that allows us to determine both the clique covering number and
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the positive zero forcing number of the original graph from the simplified graph.
Let G be a graph and S = {v1, v2, . . . , vk} a set of vertices in G. The contraction of S
in G is the graph formed by replacing the vertices in S by a single vertex vS, where vS is
adjacent to any vertex in V (G) \ S that is adjacent to a vertex in S.
Let G be a graph with a min-max clique covering C = {C1, C2, . . . , Cℓ} that has simple
intersection. We can construct a new graph that is related to G called a compressed cliques
graph. For distinct i, j ∈ {1, . . . , ℓ} define the sets
Ci,j = Ci ∩ Cj , Ci,i = Ci\
⋃
j∈{1,...,ℓ}
j 6=i
Cj,
(these sets may be empty). First, for each pair of distinct i, j ∈ {1, . . . , ℓ}, if Ci,j is non-
empty, then contract all the vertices in Ci,j to a single vertex labeled vi,j . Second, if Ci,i is
non-empty, then contract all the vertices in Ci,i to a single vertex; label this vertex vi,i. In
this graph the vertices vi,j and vi′,j′ are adjacent if and only if the sets {i, j} and {i
′, j′} have
non-empty intersection.
We have seen that a graph may have multiple min-max clique covers that satisfy sim-
ple intersection. For example the graph circ(6, {1, 2}). However, for this graph, the com-
pressed cliques graphs, for either clique cover are isomorphic. In fact, both are isomorphic to
circ(6, {1, 2}). Thus, an obvious question is to verify that the associated compressed cliques
graphs are isomorphic in the presence of distinct min-max cliques covers satisfying simple
intersection (see the next section). Assuming this fact, we denote the compressed cliques
graph of G by C(G) and give some simple examples. For any integer n,
C(Kn) = K1, C(Kn\{e}) = P3 (n ≥ 3), C(Cn) = Cn, C(Pn) = Pn,
(whereKn\{e} is a complete graph with an edge removed, and Pn is the path with n vertices).
Looking at the last two examples, a natural question to ask is when is the compressed
cliques graph C(G) isomorphic to G?
We will make use of the following map φ : V (G) −→ V (C(G)) defined as
φ(v) =
{
vi,j if v ∈ Ci ∩ Cj,
vi,i if v ∈ Ci and no other cliques.
(1)
Theorem 4.1. Let G be a graph with n vertices and C = {C1, C2, . . . , Ck} be a min-max
clique covering of G. If C satisfies simple intersection, then C(G) isomorphic to G if and
only if all of the sets Ci,i and Ci,j for i, j ∈ {1, . . . , k} contain no more than one vertex.
Proof. For every v ∈ V (G), there is a unique pair (i, j) ∈ {1, . . . , n} × {1, . . . , n} such that
v ∈ Ci,j (it is possible that i = j).
Consider the map φ from V (G) to V (C(G)) defined above. If all of the sets Ci,i and
Ci,j for i, j ∈ {1, . . . , k} contain no more than one vertex this mapping φ is an edge, and
non-edge, preserving bijection. Hence C(G) ∼= G.
Conversely, the graph C(G) has one vertex for each non-empty set Ci,j. These sets cover
the vertices in G, so if one of these sets contains two or more vertices, then C(G) will have
less vertices than G, and hence these two graphs cannot be isomorphic.
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Corollary 4.2. Suppose G is a graph that possesses a min-max clique covering having simple
intersection. Then C(C(G)) = C(G).
The map φ will also be used in Theorem 6.2, there we will need the following fact.
Proposition 4.3. If there is a path from u to v in G, then either φ(u) = φ(v) or there is a
path from φ(u) to φ(v) in C(G).
5 Uniqueness of compressed cliques graphs
We have seen that the circulant graph circ(6, {1, 2}) has two distinct min-max clique covers
that both satisfy simple intersection—see Figure 2. Furthermore, if we expand each vertex
of circ(6, {1, 2}) to a clique of any positive size and expand edges correspondingly (join the
vertices of these cliques if the corresponding vertices were adjacent in circ(6, {1, 2})), all
of the resulting graphs have two distinct min-max clique covers that both satisfy simple
intersection. In order to ensure the concept of a compressed cliques graph well-defined, we
need to consider the uniqueness of the compressed cliques graph up to isomorphism. In this
section we will show that if a graph has multiple min-max clique covers that satisfy simple
intersection, the corresponding compressed cliques graphs are unique, up to isomorphism.
Lemma 5.1. For a graph G, let C be a min-max clique cover of G that satisfies simple
intersection. For a vertex v ∈ V (G) and two distinct cliques C1, C2 ∈ C, we have v ∈ C1∩C2
if and only if NG[v] = C1 ∪ C2.
Proof. Suppose v ∈ C1∩C2. Since C satisfies simple intersection, all neighbours of v must be
in C1 or C2. Thus NG[v] ⊆ C1 ∪C2. For any vertex u that is in C1 or C2, since v ∈ C1 ∩C2,
we know that there is an edge between v and u.
On the other hand, suppose NG[v] = C1 ∪ C2. Then v ∈ C1 ∪ C2. Suppose v ∈ C1 \ C2.
Since v is adjacent to all vertices of C2, we know {v}∪C2 is also a clique, which contradicts
the maximality of C2. Hence v ∈ C1 ∩ C2.
Lemma 5.2. For a graph G, let A and B be two distinct min-max clique covers of G that
both satisfy simple intersection. Then for any vertex v ∈ V (G), exactly one of the following
two possibilities occurs.
1. If only one clique A in A contains the vertex v, then there is a clique B ∈ B such that
A = B.
2. If two distinct cliques A,A′ ∈ A contain the vertex v, then there are two distinct cliques
B,B′ ∈ B such that v ∈ B ∩B′.
Proof. Let v be a vertex of G. Since A is a min-max clique cover of G that satisfies simple
intersection, we have the following two cases.
1. The vertex v is contained in exactly one clique A of A. There is a clique B ∈ B such
that v ∈ B. Suppose that A 6= B. Since A and B are maximal cliques, there is a
vertex w ∈ B \A. Since B is a clique, {v, w} must be an edge in G. Since w 6∈ A, the
edge {v, w} must be covered by a clique in A \ {A}. Thus, v is in two cliques of A,
which is a contradiction. Hence A = B.
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2. The vertex v is contained in exactly two distinct cliques A and A′ of A. If v is contained
in exactly one clique B of B, then A is a proper subset of B, which contradicts the
maximality of A. So v is contained in exactly two cliques B and B′ of B, i.e., v ∈ B∩B′.
Lemma 5.3. For a graph G, let A and B be two distinct min-max clique covers of G that
both satisfy simple intersection. If there are two distinct cliques A and A′ in A and two
distinct cliques B and B′ in B such that A ∩A′ ∩B ∩B′ 6= ∅, then A ∩ A′ = B ∩B′.
Proof. If one of A or A′ is equal to one of B or B′, then it is easy to see that {A,A′} = {B,B′}
and that the result is trivial. Thus we only consider the case that {A,A′} ∩ {B,B′} = ∅.
Suppose A ∩ A′ 6= B ∩ B′. Without loss of generality, let x ∈ (A ∩ A′) \ (B ∩ B′). Let
v ∈ A ∩ A′ ∩ B ∩ B′. It follows from Lemma 5.1 that A ∪ A′ = N [v] = B ∪ B′. So x must
be in B or B′ but cannot be in both.
Since x ∈ A∩A′, from Lemma 5.1 we know that NG[x] = A∪A
′. Thus NG[x] = B ∪B
′.
Furthermore, it follows from Lemma 5.1 that x ∈ B ∩B′. This is a contradiction. Therefore
A ∩ A′ = B ∩B′.
Now we can verify that the compressed cliques graph for a graph with a min-max clique
covering with simple intersection is well-defined.
Theorem 5.4. If a graph G has a min-max clique cover that satisfies simple intersection,
then the compressed cliques graph of G is unique.
Proof. If G has a unique min-max clique cover satisfying simple intersection, it is easy to
see that the compressed cliques graph of G is unique. Suppose that A = {A1, A2, . . . , Aℓ}
and B = {B1, B2, . . . , Bℓ} are two distinct min-max clique covers of G that satisfy simple
intersection.
For distinct i, j ∈ {1, . . . , ℓ} define the sets
Ai,j = Ai ∩Aj , Ai,i = Ai \
⋃
j∈{1,...,ℓ}
j 6=i
Aj,
Bi,j = Bi ∩Bj , Bi,i = Bi \
⋃
j∈{1,...,ℓ}
j 6=i
Bj.
Let VA be the set of all non-empty sets Ai,j with i, j ∈ {1, . . . , ℓ}, and VB be the set of all
non-empty sets Bi,j with i, j ∈ {1, . . . , ℓ}. For any Ai,i ∈ VA, let u be a vertex in Ai,i. From
the definition, Ai,i is the only clique in A that contains u. Thus it follows from Lemma 5.2(1)
that Ai,i ∈ VB. For any Ai,j ∈ VA (i 6= j), let v be a vertex in Ai,j. From the definition, Ai
and Aj are two distinct cliques in A that contain v. Thus it follows from Lemma 5.2(2) that
there are two distinct cliques Bi′ , Bj′ ∈ B such that v ∈ Bi′ ∩Bj′. Using Lemma 5.3 we now
have Ai ∩ Aj = Bi′ ∩ Bj′. Hence Ai,j = Bi′,j′ ∈ VB. Therefore, VA ⊆ VB. Similarly, we can
show that VB ⊆ VA. So we have VA = VB.
Let EA = {{Ai,j, Aj,k} : Ai ∩ Aj 6= ∅, Aj ∩ Ak 6= ∅} in which i, j, k are distinct indices,
and let EB = {{Bi,j, Bj,k} : Bi ∩ Bj 6= ∅, Bj ∩ Bk 6= ∅} in which i, j, k are distinct indices.
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For any {Ai,j, Aj,k} ∈ EA, there is an edge {u, v} ∈ E(G) such that u ∈ Ai,j = Bi′,j′,
and v ∈ Aj,k = Bj′′,k′. Since the edge {u, v} is covered by a clique in B, from the simple
intersection property for the clique cover B, we know that one of {Bi′ , Bj′} is the same as
one of {Bj′′, Bk′}. Thus {Bi′,j′, Bj′′,k′} ∈ EB. So EA ⊆ EB. Similarly, we can show that
EB ⊆ EA, and hence EA = EB.
From the definition of the compressed cliques graph, the compressed cliques graph of G
with respect to A is isomorphic to the compressed cliques graph of G with respect to B.
Therefore, the compressed cliques graph of G is unique.
Corollary 5.5. Suppose G has two distinct min-max clique covers that both satisfy simple
intersection. Then C(G) = circ(6, {1, 2}).
Proof. Since G possesses two min-max clique covers that both satisfy simple intersection,
we know that C(G) contains circ(6, {1, 2}) as an induced subgraph (Theorem 3.1). Assume,
for the sake of a contradiction, that C(G) 6= circ(6, {1, 2}). Then there exists a vertex v in
C(G) adjacent to some vertex in the subgraph circ(6, {1, 2}). Referring to Figure 2, suppose
v is adjacent to the vertex labeled {1, 2}. (Since circ(6, {1, 2}) is vertex-transitive, the label
{1, 2} is chosen without loss of generality.) From the hypothesis on G we know that v must
also be adjacent to any vertex whose labels contain a 1 or a 2; otherwise G does not possess
two such clique covers. In this case C(G) is not a compressed cliques graph as the vertex v
should also have the label {1, 2} and hence did not exist in the first place. By contradiction
we conclude that C(G) = circ(6, {1, 2}).
Let G be the set of all graphs that have a min-max clique cover satisfying simple inter-
section. Let R be a binary relation on G. We say two graphs G1, G2 ∈ G have the relation
R if C(G1) = C(G2). It is easy to see that R is an equivalence relation, and hence induces
a partition of the set G. For any equivalence class that contains a graph H , it is easy to
see that the graph C(H) is the minimum element in the class. Thus, the compressed cliques
graph of C(H) is C(H) itself, see also Corollary 4.2.
Before we close this section, we note that we could have used the structures derived in
the proof of Theorem 5.4 to deduce Corollary 5.5 directly, without relying on Theorem 3.1.
Since we chose to consider non-unique min-max clique covers first, we used Theorem 3.1 to
establish Corollary 5.5. Observe that if the compressed cliques graph of G is H , then H
must be an induced subgraph of G. Hence if G contains two distinct min-max clique covers
that both satisfy simple intersection, we know from Corollary 5.5 that C(G) = circ(6, {1, 2}),
and hence G contains circ(6, {1, 2}) as an induced subgraph, which implies Theorem 3.1.
6 Clique coverings of compressed cliques graphs
Before we begin our analysis on positive zero forcing in compressed cliques graphs, we con-
sider clique coverings of compressed cliques graphs. We begin with the following useful
lemma. Let φ : V (G)→ V (C(G)) be the map defined in (1).
Lemma 6.1. Let G be a graph with a min-max clique covering C that has simple intersection.
If C is a clique in C(G), then the preimage of C under φ is a clique in G.
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Proof. Assume that C = {C1, . . . , Cℓ} is a min-max clique covering of G that has simple
intersection.
There are two types of cliques in C(G). The first, are the cliques that are comprised of
vertices that correspond to the sets that all contain a common element, say i. Clearly the
preimage of all such vertices is contained in the clique Ci.
The second type are the cliques in which the sets do not all contain a fixed element.
These cliques must contain exactly three vertices of the form {{a, b}, {a, c}, {b, c}}. Let v
and w be any two vertices in the preimage of these three vertices. Then v and w must each
be in at least two of the cliques Ca, Cb, Cc. Thus v and w are both in at least one of these
cliques so they are adjacent.
Theorem 6.2. Let G be a graph in which there is a min-max clique covering with simple
intersection. Let C(G) be the compressed cliques graph of G. Then
cc(G) = cc(C(G)).
Proof. Assume that the clique cover number of G is ℓ and that {C1, C2, . . . , Cℓ} is a min-max
clique covering with simple intersection.
Let Di be the set of vertices in C(G) that are labeled vi,j from some j ∈ {1, 2, . . . , ℓ}
(so j could equal i). Then Di is a clique in C(G). We claim that {D1, D2, . . . , Dℓ} is a
clique cover for C(G). The only edges in C(G) are between vertices vi,j and vi,k for some
i, j, k ∈ {1, . . . , ℓ}, so the sets Di with i ∈ {1, . . . , ℓ} cover all of the edges of C(G). Hence
the sets Di form a clique cover of C(G). Thus cc(G) ≥ cc(C(G)).
On the other hand, let C = {C1, C2, . . . , Cℓ} be the clique covering of G used to define
the compressed cliques graph, and let D = {D1, D2, . . . , Dℓ} be any minimal clique covering
for C(G). Let φ be the map defined in (1). We claim that {φ−1(D1), φ
−1(D2), . . . , φ
−1(Dℓ)}
is a clique covering for G.
First, if x, y ∈ φ−1(Da), then φ(x) and φ(y) are adjacent in C(G). This implies that x
and y are both contained in some clique in G. Hence x and y are adjacent in G, and φ−1(Da)
is a clique.
Next, let e = {x, y} be any edge in G. This edge is covered by a clique in C, say C1.
Then φ(x) = v1,a and φ(y) = v1.b. Thus there is an edge between φ(x) and φ(y) in C(G).
This edge is contained in some clique in D, say Da. Then both x and y are in φ
−1(Da), so
the edge {x, y} is covered. Thus, {φ−1(D1), φ
−1(D2), . . . , φ
−1(Dℓ)} is a clique covering of G
and cc(G) ≤ cc(C(G)).
We now have the following interesting consequence.
Corollary 6.3. Assume that G is a graph with a min-max clique covering with simple in-
tersection. Let {D1, . . . , Dℓ} be the set of cliques in C(G) defined such that Di be the set
of vertices in C(G) that are labeled vi,j from some j ∈ {1, 2, . . . , ℓ}. Then the following
statements hold:
1. The set {D1, D2, . . . , Dℓ} forms a min-max clique cover of C(G); and
2. this clique cover of C(G) has simple intersection.
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Proof. From Theorem 6.2, the set {Di} forms a minimal clique cover of C(G). So to prove
the first statement, we need to show that each clique Di is maximal. Assume that there is
a vertex u in C(G) that is adjacent to every vertex in Di, but is not in Di. If vi,i ∈ Di then,
since u is adjacent to vi,i, it must be that u = vi,j for some j; but in this case the vertex u
would be in Di. If Di contains the single vertex vi,j (where i 6= j), then Ci ⊆ Cj, which is
a contradiction. Thus we may assume that Di contains the vertices vi,a, vi,b. Since u 6∈ Di,
this implies that u = va,b, so Di cannot contain any vertices other than these two vertices.
In this case, Ci = Ci,a ∪Ci,b, and every vertex in Ca ∩Cb (since va,b ∈ C(G), this intersection
is non-empty) is adjacent to every vertex in Ci. This contradicts Ci being a maximal clique.
The second statement follows easily, since if a vertex with label vi,j from C(G) is contained
in three maximal cliques, this contradicts the fact that the original min-max clique covering
of G satisfied simple intersection.
7 Positive zero forcing sets in compressed cliques graphs
Using the strong connections to clique coverings, we now explore positive zero forcing sets
and the positive zero forcing number of compressed cliques graphs. This is one of our main
motivations for developing this derived graph. Our results in this section are related to the
following simple observation about positive zero forcing sets. First note that, by definition,
if NG[u] = NG[v], then u and v must be adjacent.
Lemma 7.1. Let G be a graph and u and v be distinct vertices in G. If NG[u] = NG[v],
then any positive zero forcing set for G will contain at least one of u and v.
Proof. Assume that u and v are both initially white in a colouring of G. Since u and v
are adjacent, they will always be in the same component of G after any set of vertices are
removed. Any vertex that is adjacent to one of u or v, is adjacent to the other, thus no
vertex will ever be able to force either of them.
This can be generalized to a subset of vertices as in the following fact.
Corollary 7.2. Let G be a graph and {u1, u2, . . . , uk} be a subset of k vertices from G. If
NG[u1] = NG[u2] = · · · = NG[uk], then any positive zero forcing set for G will contain at
least k − 1 of the vertices {u1, u2, . . . , uk}.
We can apply the previous result to cliques in a min-max clique covering with simple
intersection.
Lemma 7.3. Assume that G is a graph and {C1, C2, . . . , Cℓ} is a min-max clique covering
with simple intersection. If S is a positive zero forcing set, then the sets (V (G)\S) ∩ Ci,j
and (V (G)\S) ∩ Ci,i for any i, j ∈ {1, . . . , n} have size at most one.
Proof. Assume that there are two vertices u1, u2 in (V (G)\S) ∩ Ci,j (where i 6= j). Then in
the positive zero forcing process in which the vertices in S are initially black, both u1 and
u2 are initially white.
At some point in the positive zero forcing process there is a vertex v which forces u1
(assuming that u2 is not forced before u1). Since u1 and u2 are adjacent, they must be in
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the same component. Since v is adjacent to u1, it must be in either Ci or Cj and thus it is
also adjacent to u2. But since u2 is white at this stage v cannot force u1.
A similar argument shows that there cannot be two vertices in (V (G)\S) ∩ Ci,i.
Theorem 7.4. Let G be a graph (that is connected, but not a clique) in which the maximal
cliques have simple intersection and let C(G) be the compressed cliques graph of G. Then
|V (G)| − Z+(G) = |V (C(G))| − Z+(C(G))
and there exist forcing trees for G and C(G) that differ only in that these forcing trees for G
are isolated vertices.
Proof. Let S ′ be an optimal positive zero forcing set for C(G); then the vertices in set
V (C(G))\S ′ are initially coloured white in the positive zero forcing process. Using this set
of vertices, we can construct a positive zero forcing set for G as follows. If vi,i is in the set
V (C(G))\S ′, then colour exactly one of the vertices in Ci,i white. Similarly, if vi,j is in the
set V (C(G))\S, then colour exactly one of the vertices in Ci,j white. Colour all the vertices
that are not white, black. We claim that the set of black vertices is a positive zero forcing
set in G. To see this, consider that during the positive zero forcing process on C(G) the
vertex vi,j forces the vertex ua,b. In this case every vertex in Ci,j (in G) is black and any one
of these vertices can force the single white vertex in Ca,b. This also shows that the set of
forcing trees for G and C(G) only differ in that the set of forcing trees for G may have more
isolated vertices.
Thus the number of vertices initially coloured white in G is at least as the number initially
colour white in C(G); that is
|V (G)| − Z+(G) ≥ |V (C(G))| − Z+(C(G)).
Conversely, if S is a positive zero forcing set for G, then the vertices the V (G)\S are
all initially coloured white. Using these vertices it is possible to construct a positive zero
forcing set for C(G). From Lemma 7.3, there is at most one vertex in Ci,j for any pair
i, j ∈ {1, . . . , ℓ} that is initially coloured white. If one vertex in Ci,j is white, then the vertex
vi,j (the representative chosen in the construction of C(G)) in C(G) is initially coloured white;
all other vertices are coloured black.
Assume that at a step in the positive zero forcing process on G the vertex v forces u.
Then v must be black at this step, and both v and u must both belong to some maximal
clique, say Ci. Consider the following four cases.
Case 1: Assume u ∈ Ci,i and v ∈ Ci,j for some j. Since v forces u, all the vertices in
Ci\u must already be black (since they are all adjacent to v). Any vertex vi,a (except vi,i
which is white, since u is white) must be black; since these are the only vertices adjacent to
vi,j, the vertex vi,j can force vi,i in C(G).
Case 2: Assume that u ∈ Ci,i and v ∈ Ci,i. Then all the vertices in Ci, except u, must
be black. When the black vertices are removed, u is an isolated vertex, so it can also be
forced by any vertex in Ci,j. This is Case 1.
Case 3: Assume u ∈ Ci,j and v ∈ Ci,i for some j. Since v can force u, all the vertices
in Ci\u must be black. Thus every vertex vi,a, except vi,j, must be black in C(G). The only
white neighbour of vi,i is vi,j . Hence vi,i can force vi,j in C(G).
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Case 4: Assume u ∈ Ci,j and v ∈ Ci,k for j 6= k. Since v can force u, the only white
vertex adjacent to v in the same component as u is u. This implies that all other vertices in
Ci,k are black. Thus by Proposition 4.3, vi,j is the only white vertex adjacent to vi,k in its
components, so vi,k can force vi,j .
Case 5: If u ∈ Ci,j and v ∈ Ci,j for some j, then all the vertices in Ci and Cj , except
u, are black. If the black vertices are removed, then u will be isolated, so any vertex in
(Ci ∪ Cj)\Ci,j can force u (this set cannot be empty since Ci and Cj are distinct, maximal
cliques). Then this is either Case 3 or Case 4.
8 Connections with Johnson graphs
The compressed cliques graph is related to the Johnson graph J(m, 2) [4]. The graph J(m, 2)
has the set of pairs from {1, 2, . . . , m} as its vertex set and two vertices are adjacent if and
only if they have non-empty intersection. This graph is the line graph of the complete graph.
We will use a generalization of this graph that we denote by J ′(m, 2). The vertices of
J ′(m, 2) are the set {i, j} and {i} where i, j ∈ {1, 2, . . . , m} and two sets are adjacent if and
only if they have non-empty intersection. These graphs play a major role in the theory of
compressed cliques graphs.
Lemma 8.1. If G is a graph with cc(G) > 1 and G has a min-max clique covering that sat-
isfies simple intersection, then the compressed cliques graph of G will be an induced subgraph
of J ′(cc(G), 2).
There is a simple clique covering for this generalization of the Johnson graph. Define
Ci to be the set of all vertices in J
′(m, 2) that contain i. Then Ci is a maximal clique and
C = {C1, . . . , Cm} is a min-max clique covering that has simple intersection.
Lemma 8.2. For any m > 3,
1. |V (J ′(m, 2))| =
(
m
2
)
+m,
2. cc(J ′(m, 2)) = m,
3. Z+(J
′(m, 2)) =
(
m
2
)
,
4. Z+(J
′(m, 2)) = |V (J ′(m, 2))| − cc(J ′(m, 2)).
Proof. The first statement is clear.
For each i define a clique Ci that consists of all the vertices that contain i; clearly
{C1, C2, . . . , Cm} is a clique covering of J(m, 2)
′ of size m. Further, each of the edges
{{i}, {i, 1}} for i ∈ {1, 2, . . . , m} must be in a distinct clique, so the clique cover number
cannot be any smaller than m.
The set of all vertices of the form (i, j) with i 6= j is a positive zero forcing set—if these
vertices are removed, then the remaining graph is an independent set. Thus this positive
zero forcing set is optimal from the well known bound |V (G)| − cc(G) ≤ Z+(G) (this is
Lemma 11.1).
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For the graph J ′(m, 2), in an optimal positive zero forcing process there is initially one
white vertex for each clique in the min-max clique covering. In fact, we can assign each
vertex {i} to be white, then within each maximal clique there is exactly one white vertex.
Similarly, the Johnson graph J(m, 2) also has a min-max clique covering with simple
intersection (using the same definition for the sets Ci).
Lemma 8.3. For any m > 3,
1. V (J(m, 2)) =
(
m
2
)
,
2. cc(J(m, 2)) = m,
3. Z+(J(m, 2)) =
(
m
2
)
−m+ 2,
4. Z+(J(m, 2)) = |V (J(m, 2))| − cc(J(m, 2)) + 2.
In this case we need that m > 3 since the vertices of graph J(3, 2) are {1, 2}, {1, 3}, {2, 3}
and these form a complete graph on three vertices. This is an exceptional maximal clique
in J(m, 2); every other maximal clique consists of all sets that contain a fixed element. In
fact, any maximal clique in the compressed cliques graph with more than three vertices will
be the set of all vertices whose corresponding sets all contain a common element.
9 Forbidden subgraphs of compressed cliques graphs
In the previous section, we observed that the compressed cliques graph is an induced sub-
graph of the graph J ′(m, 2), when m > 3. In this section we illustrate some forbidden
subgraphs of the compressed cliques graph.
A claw is a graph with four vertices and three edges in which one vertex is adjacent to
the other three (this is the complete bipartite graph K1,3). The first graph in Figure 4 is a
claw. A graph is called claw-free if no set of four vertices induce a subgraph that is a claw.
Claw-free graphs have been widely studied, see, for example, the survey [8].
Proposition 9.1. If G is a graph that has a min-max clique covering with simple intersec-
tion, then both G and the compressed cliques graph C(G) are claw-free.
Proof. Let A be a min-max clique covering of G that satisfies simple intersection. If G has
a claw, then the three edges in the claw belong to three different cliques. Thus the center
vertex in the claw belongs to three different cliques.
Assume that the compressed cliques graph C(G) has a claw and that vi,j is the vertex of
degree three in the claw. Then each of the other three vertices in the claw must adjacent to
vi,j, so each will correspond to a set that contains one of i or j. This then implies that at
least two of the these three vertices will both contain i or will both contain j and thus be
adjacent, which is a contradiction.
Note the graph on the right in Figure 4 is special in the sense that it alone cannot be a
compressed cliques graph, but rather if a compressed cliques graph contains the subgraph
on the right as an induced subgraph, then it must contain other vertices and edges. For
example, consider the graph T3 given in Figure 5.
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Figure 4: Forbidden induced subgraphs for compressed cliques graphs.
Figure 5: T3: an example of a self-compressed graph.
Observe that the graph T3 has clique cover number three, and this min-max clique cover
has simple intersection. Furthermore, C(T3) is itself T3, and includes the graph on the right
in Figure 4 as an induced subgraph.
Before we come to our next claim regarding compressed cliques graphs, we define some
particular subgraphs. We call a cycle u1u2 · · ·utu1 suspended when exactly one of u1, u2, . . . , ut
has degree larger than two in G, and all of the remaining vertices from this set have degree
two in G.
A graph G contains an ear, if it contains K3 as a suspended cycle. Observe that if G
contains a suspended cycle of length at least four, and it is not just a cycle itself, then G
must contain a claw, and hence is forbidden as a compressed cliques graph.
Lemma 9.2. If G is a graph with a min-max clique cover satisfying simple intersection,
then C(G) does not contain a suspended cycle.
Proof. Suppose the compressed cliques graph contains a suspended cycle, from the comments
above, the suspended cycle must be an ear. Assume the vertices of the suspended cycle are
u and w, both of degree two, and x with degree at least three. Then, it follows that at least
one of u or w must have a label of distinct indices {i, j}, namely, u = vi,j. In this case, if
the label of w is vi,i (or vj,j), then the label for x must contain an i (since it is adjacent to
w), but also j, since other u would be adjacent to another vertex outside of the suspended
cycle. This means that both u and x have the same label in C(G).
If the label of w is given by w = vi,k (or vj,k), where k is different from i or j, then since
u and w have degree two, the label on x must be {k, j}. Then any other vertex which is
adjacent to x, must also be adjacent to one of u or w.
10 Vertex-clique graphs
For any graph G with vertex set V and edge set E, we construct a new graph H , obtained
from G, that has a min-max covering with simple intersection. For each vertex v ∈ V , we
construct a clique Kd(v) where d(v) is the degree of v in G. For each edge {u, v} ∈ E, we add
an edge between a vertex in Kd(u) and a vertex in Kd(v) such that each vertex in Kd(u) (or
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Kd(v)) has at most one neighbour outside of Kd(u) (or Kd(v)). This new graph is called the
vertex-clique graph of G. By definition a vertex-clique graph cannot be a complete graph.
The next lemma provides some interesting properties of a vertex-clique graph. Recall that
a line graph of a given graph X , denoted by L(X), is obtained by associating a vertex with
each edge of X and connecting two vertices with an edge if and only if the corresponding
edges of X have a vertex in common.
Lemma 10.1. Let H be a vertex-clique graph of G. Then
1. H is a line graph;
2. H has a min-max clique covering that satisfies simple intersection; and
3. C(H) = H.
Proof. If H is the vertex-clique graph of G, then H is the line graph of the graph formed by
performing an edge subdivision on each edge of G.
Let Cv be the clique in H that replaces the vertex v in G, similarly, let C{u,v} be the edge
in H between a vertex in Cv and Cu. The set of all Cv and C{u,v} form a min-max clique
covering that satisfies simple intersection.
Finally we show that C(H) = H . Note that the set Cv∩Cu is empty, and Cv∩C{u,v} = {v}.
Consider the set C{u,v}∩C{u′,v′}. If C{u,v} is an edge in H , then there is no edge C{u′,v}, so any
C{u,v} and C{u′,v′} will be disjoint. Thus the intersection of any two cliques in this covering
is either empty, or has size one. By Theorem 4.1, this implies that C(H) is isomorphic to
H .
For a graph G, we can form a simplified graph called the reduced graph of G that has the
same positive zero forcing number as the original graph. First we define an induced path
u1u2 · · ·ut in a graph to be a suspended path if the vertices u2, u3, . . . , ut−1 all have degree
two. To form the reduced graph of G, first recursively delete all vertices with degree one.
Once all the vertices of degree one have been removed, contract any induced suspended paths
of length at least two to an edge. The graph that remains after performing both of these
operations is called the reduced graph of G, and is denoted by R(G). It is clear that these
two operations do not effect the size of a positive zero forcing set.
Lemma 10.2. Let G be a graph, then Z+(G) = Z+(R(G)).
Applying this reduction to a vertex-clique graph produces a new graph for which we can
determine bounds on the positive zero forcing number.
Theorem 10.3. Let G be a connected vertex-clique graph and R(G) be the reduced graph of
G.
1. If R(G) has only one vertex, then Z+(G) = 1.
2. If R(G) is a 3-cycle, then Z+(G) = 2.
3. If R(G) has more than three vertices, let k be the number of edges in R(G) that are
themselves maximal cliques in R(G), then Z+(G) ≤ k. Further, this upper bound can
be tight for some graphs G.
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Proof. Note that each cycle in G is either unchanged in R(G) or reduced to a cycle of smaller
length. If R(G) has only one vertex, then G is a path, and Z+(G) = 1. If R(G) is a 3-cycle,
then G is a unicyclic graph, and Z+(G) = 2.
Suppose that R(G) has more than three vertices. Let C(2) be the set of all maximal
cliques of size two in R(G), and let C(≥3) be the set of all maximal cliques of size at least
three in R(G). Since G is a connected vertex-clique graph, we know that every vertex in
R(G) must belong to exactly two maximal cliques, one in C(2) and the other in C(≥3). Note
that C(≥3) 6= ∅ as R(G) has more than three vertices. Color all vertices of R(G) using the
following procedure.
1. Pick a clique C ∈ C(≥3), color all vertices of C black. For each edge in C(2), if one
endpoint is black and the other is not coloured, then color the uncoloured vertex to
grey.
2. If there is a clique C ∈ C(≥3) that contains both grey and uncoloured vertices, then
color all uncoloured vertices of C to black.
3. For each edge in C(2), if one endpoint is black and the other is uncoloured, then color
the uncoloured vertex to grey.
4. If all vertices of R(G) are coloured, then stop; otherwise, go to Step 2.
In the above procedure, when a vertex u is coloured black, there must be a neighbour
v such that {u, v} ∈ C(2) and v is coloured grey because every vertex in R(G) belongs to
exactly two maximal cliques (one in C(2) and the other in C(≥3)). Thus, every black vertex
in R(G) is an endpoint of an edge in C(2). On the other hand, for each edge in C(2), at
most one endpoint is coloured black. As all black vertices form a positive zero forcing set of
R(G), it follows from Lemma 10.2 that Z+(G) = Z+(R(G)) ≤ |C
(2)|.
Finally, we give an example that shows the upper bound in the theorem above cannot
be improved in general. Let H be the vertex-clique graph of complete bipartite graph K2,3
(see Figure 6). Then R(H) = K2✷K3, where ✷ denotes the Cartesian product of graphs.
Note that the number of edges in K2✷K3 that are themselves maximal cliques is three, and
Z+(H) = 3. In general, if H is the vertex clique graph of K2,n, then R(H) = K2✷Kn. In
this case, Z+(R(H)) = n and the number of edges in R(H) that form maximal cliques is
precisely n.
K2,3 H (the vertex-clique graph of K2,3) R(H)
Figure 6: Example of a graph where the bound in Theorem 10.3 is tight.
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11 Examples of compressed cliques graphs
We now consider several examples of compressed cliques graphs G with an eye on comparing
the values of Z+(G) and |V (G)|−cc(G). Our focus on these graphs comes from the following
well known lemma (see also [3]).
Lemma 11.1. For any graph G
|V (G)| − cc(G) ≤ Z+(G).
Our first result gives a large family for graphs for which the positive zero forcing number
is equal to the difference between the number of vertices and the clique covering number.
If C(G) contains no induced cycles (other than K3), then G is a chordal graph in which a
min-max clique covering satisfies simple intersection. Theorem 4.6.5 of [2] states that for a
chordal graph G, Z+(G) = |V (G)| − cc(G). Thus we have the following result.
Theorem 11.2. If G has a min-max clique cover with simple intersection and the compressed
cliques graph has no induced cycles, other than K3, then
Z+(G) = |V (G)| − cc(G).
If G consists of a series of cliques C1, . . . , Ck in which only consecutive cliques intersect,
then we callG a path of cliques. In this case we have equality in the inequality of Lemma 11.1.
Corollary 11.3. Let G be a graph that is a path of cliques, then
|V (G)| − cc(G) = Z+(G).
The next family of graphs that we consider are a generalization of the musical graph Mn
defined in [9]. For n ≥ 3, the graph Mn has 2n vertices, 5n edges, and is isomorphic to the
Cayley graph Cay(Z2n, {±1,±(n− 1), n}). Figure 7 is the musical graph M4.
Figure 7: The musical graph M4.
The graph Mn has a min-max clique covering with n cliques that satisfies simple inter-
section. The positive zero forcing number for Mn can then be easily calculated.
Lemma 11.4. Let n ≥ 3, then Z+(Mn) = n+ 2.
Proof. Observe that the compressed cliques graph of musical graph Mn is Cn. Therefore,
using Theorem 7.4 we have
|V (Mn)| − Z+(Mn) = |V (C(Mn))| − Z+(C(Mn)) = n− 2
and so Z+(Mn) = n+ 2.
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The musical graph is an example of a graph for which
Z+(G) ≤ |V (G)| − | cc(G)|+ 2.
We can generalize this to a family of related graphs. LetG be a graph for which {C1, C2, . . . , Cℓ}
is a min-max clique covering. If each of Ci ∩Ci+1 for i = 1, . . . , ℓ− 1, as well as C1 ∩Cℓ, are
non-empty (these are the consecutive cliques), while all other intersections of these cliques
are empty, then G is called a cycle of cliques. These graphs are a generalization of the graphs
defined as Ct(Kn) [10].
Theorem 11.5. Let G be a cycle of cliques, then
Z+(G) ≤ |V (G)| − cc(G) + 2.
Proof. Assume that G is a cycle of cliques {C1, C2, . . . , Cℓ}. For i = 2, 3, . . . , ℓ − 1, let vi
be a vertex in Ci ∩ Ci+1 (since G is a cycle of cliques, this is possible). Colour the vertices
v2, . . . , vℓ−1 white and all other vertices in G black. We claim that this is a positive zero
forcing set for G. To see this, note that any vertex in C1 ∩ C2 can force v2,3, which in turn
forces v3,4. Continuing in this manner, all the vertices in G will be forced to black.
There is a subfamily of the cycles of cliques for which the positive zero forcing number
is equal to the number of vertices minus the clique covering number of the graph.
Theorem 11.6. Let G be a cycle of cliques labeled {C1, C2, . . . , Cℓ}. If there are two cliques
Ci and Cj with Ci,i and Cj,j non-empty, then
Z+(G) = |V (G)| − cc(G).
Proof. Assume i is the smallest i such that Ci,i is non-empty and j is the largest value for
which Cj,j is non-empty.
The clique compressed cliques graph for G will contain a cycle with vertices labeled vi,i+1
for i = 1, . . . , ℓ − 1 and v1,ℓ. Since the sets Ci,i and Cj,j are non-empty the graph will also
have vertices vi,i (adjacent to vi−1,i and vi,i+1), and vj,j (adjacent to vj−1,j and j,j+1).
Colour the vertices vi,i and vj,j white along with every vertex vk,k+1 in the cycle, except
the vertices in the clique Cj. The remaining vertices are coloured black. In this colouring,
there are ℓ white vertices, so the number of black vertices is |V (G)| − ℓ. We show that the
black vertices form a positive zero forcing set for G.
The vertex vj,j+1 will force vj,j and then start a forcing sequence by forcing vj+1,j+2 and
continuing to vi−1,i. Similarly, vj−1,j will force the vertex vj−2,j−1, and continue forcing along
the cycle until the vertex vi,i+1. Finally, vi,i+1 can force vi,i.
Our next example is a family of graphs for which there is a large gap between the
positive zero forcing number and the number of vertices minus the clique covering number
of the graph.
Define a graph X(n; ℓ1, . . . , ℓk) that has vertices x1, . . . , xn which induce a clique. In
addition, this graph also contains disjoint cycles C1, . . . , Ck, in which Ci has length ℓi, and
each cycle contains exactly two vertices from the set {x1 . . . , xn} (see also Figure 8 where
X(8; 4, 4, 4, 4) is depicted). In this case, the number of vertices in this graph is n+
∑k
i=1(ℓi−2)
and cc(X) = 1 +
∑k
i=1(ℓi − 1). Moreover, the only such clique cover is a min-max clique
cover that has simple intersection.
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Figure 8: The graph X(8; 4, 4, 4, 4).
Theorem 11.7. Let n, ℓ1, . . . , ℓk be integers with n ≥
∑
i ℓi. Then X = X(n; ℓ1, . . . , ℓk) has
a min-max clique covering with simple intersection such that
Z+(X(n; ℓ1, . . . , ℓk)) = n− 1 = |V (X)| − cc(X) + k.
Proof. To verify this, colour all but one of the vertices in the n-clique black.
12 Further work
We have shown that for graphs that have a clique covering satisfying simple intersection, we
can determine the positive zero forcing number of the graph from the positive zero forcing
number of the compressed cliques graph. Further, any compressed cliques graph will be an
induced subgraph of the generalization of the Johnson graph J ′(n, 2) given in Section 8. This
graph plays a special role in this theory.
In this paper, we defined a simple intersecting clique covering of a graph. This means
that any vertex of the graph is contained in at most two cliques in the covering. Clearly, this
can be generalized. We will say a clique covering of a graph has s-wise intersection if any
vertex is contains in at most s cliques in the clique covering. Then we could generalize the
Johnson graph J(n, s), to the graph J ′(n, s). The vertices of this graph will be subsets of
size at most s from {1, . . . , n} and two vertices will be adjacent if and only if there sets are
intersecting. Then every graph will have a clique covering that has s-wise intersection for s
sufficiently large. Then for any graph G, the compressed cliques graph of G is an induced
subgraph of J ′(n, s). Moreover, if we can determine the positive zero forcing number for the
compressed cliques graph, then we can determine the positive zero forcing number for the
original graph G.
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