Introduction
Understanding moments of families of L-functions has long been an important subject with many number theoretic applications. Quite often, the application is to bound the error term in an asymptotic expression of the average of an arithmetic function. Also, a good bound for a moments can be used to obtain a point-wise bound for an individual L-function in the family; strong enough bounds of this type, known as subconvexity bounds, can often be used to obtain the equidistribution of an arithmetically defined set. Indeed, if one could accurately bound all moments one would obtain the Generalized Lindelöf Hypothesis (which is known to follow from the Generalize Riemann Hypothesis; see the recent work of Soundararajan [Sou1] for a very precise statement). Precise asymptotic formulas for moments are the tools to obtain refined information about L-functions, such as approximations to the Riemann Hypothesis (zero density estimates and results about the frequency of zeros on the critical line) and detailed information about the value distribution of the L-functions.
It is only in the last ten years that enough of an understanding of the structure of moments has begun to emerge to gain insight into the last of these applications. The new vision began with the work of Keating and Snaith, for their recognition that L-values can be modeled by characteristic polynomials from classical compact groups, and to Katz and Sarnak for their realization that families of L-functions have symmetry types associated with them that reveal which of the classical groups to use to model the family. See [KaSa] , [KS1] , [KS2] , and [CKRS] .
Prior to these works, Conrey and Ghosh predicted, on number theoretic grounds, that
The conjecture of Keating and Snaith agrees with this. Numerically, however, this conjecture is untestable. For example, is nowhere near the prediction. This situation has been rectified by the conjectures of [CFKRS] which assert, for example, that for any ǫ > 0,
where P 3 is a polynomial of degree 9 whose exact coefficients are specified as complicated infinite products and series over primes, but whose approximate coefficients are P 3 (x) = 0.000005708 x 9 + 0.0004050 x 8 + 0.01107 x 7 + 0.1484 x 6 +1.0459 x 5 + 3.9843 x 4 + 8.6073 x 3 + 10.2743 x 2 + 6.5939 x + 0.9165.
For this polynomial, we have which agrees well with (2). The proof of formula (1) is completely out of reach of today's technology. However, in this paper we prove a formula for the analogue of (3) but for Dirichlet L-functions suitably averaged. Our formula agrees exactly with the conjecture of [CFKRS] and so provides, we hope, a new glimpse into the mechanics of moments.
The first author expresses his thanks to Matthew Young for his useful suggestions.
Statement of results
Let χ mod q be an even, primitive Dirichlet character and let
where ǫ χ is a complex number of absolute value 1. In this paper we prove an asymptotic formula, with a power savings, for a suitable average of the sixth power of the absolute value of these primitive Dirichlet L-functions near the critical point 1/2. An upper bound for such an average follows from the large sieve inequality
indicates that the sum is restricted to primitive characters. Huxley used this to prove that
In this paper we obtain an asymptotic formula with a power savings for an average similar to the left side of the first inequality above. Our formula agrees exactly with conjectures made in [CFKRS] .
Here is a statement of those conjectures and the theorem of this paper. Let A and B be sets of complex numbers with equal cardinality |A| = |B| = K. Suppose that |ℜα|, |ℜβ| ≤ 1/4 for α ∈ A, β ∈ B. These are the "shifts". Let
where
Further, let
with z p,θ (x) = 1/(1 − e(θ)/p x ). The conditions on the real parts of elements of A and B ensure that the Euler product for A converges absolutely. Let B q = p|q B p . Let
where S denotes the complement of S in A, and by the set −S we mean {−s : s ∈ S} and, for any sets X and Y ,
For example, if A = {α 1 , α 2 , α 3 } and B = {β 1 , β 2 , β 3 }, then
is a sum of 8 terms; the first summand corresponds to S = T = φ so that X = A and Y = B; the second summand corresponds to S = {α 1 } and T = {β 1 }, and so on. In general, Q A,B (q) will have 2K K summands. Now we state the conjecture. Conjecture 1. (CFKRS) Assuming that the "shifts" α ∈ A, β ∈ B satisfy |ℜα|, |ℜβ| ≤ 1/4, and ℑα, ℑβ ≪ q 1−ǫ , we conjecture that
where ♭ denotes a sum over even primitive characters.
When |A| = |B| = 3 and all of the shifts are 0, the conjecture implies that, as q → ∞ with q not congruent to 2 modulo 4, we have
where φ ♭ (q) is the number of even primitive characters modulo q and
Note that a 3 is the constant that appears in the conjecture for the sixth moment of ζ. The '42' here played an important role in the discovery by Keating and Snaith that moments of L-functions could be modeled by moments of characteristic polynomials, see Beineke and Hughes [BeHu] for an account of this story.
For a set A it is convenient to let A t be the set of translates
Note that (A s 1 ) s 2 = A s 1 +s 2 .
Theorem 1. Suppose that |A| = |B| = 3 and that α, β ≪ 1/ log Q, for α ∈ A, β ∈ B.
Suppose that Ψ is smooth on [1, 2] and Φ(t) is an entire function of t which decays rapidly as |t| → ∞ in any fixed horizontal strip. Then
We could equally well prove a theorem for odd primitive characters. The answer would be similar with just the Gamma-factors changed slightly to reflect the difference in the functional equation for odd primitive Dirichlet L-functions. When the shifts are all 0, this difference disappears, in the leading order main term.
Thus, our theorem asserts that Conjectures 1 and 2 are true (but with a weaker error term) on average over q and a mild average over y.
Approximate functional equation
We begin with an "approximate" functional equation for Λ A,B (χ). Suppose that |A| = |B|. Then the functional equation implies that
.
Expanding the L-functions into their Dirichlet series we see that (17) is
where the generalized sum-of-divisors function is
and where
We note, in passing, two properties of the sum-of-divisors functions. The first is that σ As (n) = σ A (n)n s and the second is that
Returning to our argument, we now move the line of integration in (17) (21) This is the "approximate" functional equation. Now, with Φ a rapidly decaying entire function such as Φ(t) = e −t 2 , we have
Preliminaries
Our aim is to evaluate asymptotically
where Ψ is a fixed smooth function, compactly supported in (1, 2). We assume throughout that the shifts satisfy ℜα, ℜβ ≪ (log Q) −1 .
Using (22), (23), and (24) we have I A,B = ∆ A,B + ∆ −B,−A where
We first perform the sum over χ mod q. If (mn, q) = 1 then
Therefore, we obtain that (the sum over r below is with multiplicity),
There is a diagonal contribution to (26) from the terms m = n, which we call D A,B . For the terms m = n, we introduce a parameter D and divide the sum in (26) 
Evaluating D A,B
We recombine dr back into q and use φ * (q) = dr=q µ(d)φ(r). In this way we see that (28) the error term arises from the contribution of the diagonal terms with the "plus-sign" from m ± n.
Recalling the definition of V from (23) and using (20), we see that the sum over n and q is
The integrand has a simple pole in s at s = 0, the apparent poles at s = −(α + β)/2, α ∈ A, β ∈ B being canceled by zeros of H, and is regular in the region σ > −1/2 + ǫ. Thus, after moving the path of integration across the pole to ℜs = −1/2 + ǫ we have
We use the fact that
to conclude that
Thus, D A,B leads to the term corresponding to S = T = φ in (13). Similarly, D −B,−A leads to the term corresponding to S = A, T = B. The other terms in (13) arise from analyzing the off-diagonal contributions.
Evaluating S
We express the condition r|(m ± n) in (26) by using characters modr:
We write this as S A,B = M(S A,B ) + E(S A,B ) where M(S A,B ) is the main term contribution, due to ψ = ψ 0 , and E(S A,B ) is the remainder contribution of all ψ = ψ 0 . Thus
We shall now show that E(S A,B ) ≪ Q 2+ǫ /D so that, once D > Q θ for some θ > 0, this contribution is negligible.
First we re-incorporate the terms with m = n, these are
Thus, using (23), we have
Note that we have used the fact that Z(A x , B −x ) = Z(A, B); also A and B q share the same "translation" property. The above is, acceptably,
which is
The important point here is that we can move the path of integration to the vertical line through ǫ without encountering any poles, since ψ = ψ 0 . If K ≤ 4, then it follows from the large sieve that
for ℜs ≥ 1/2, thus, by Cauchy's inequality and since G decays exponentially in s and Φ decays rapidly in y, we have Soundararajan's theorem [Sou1] this bound times (log Q) ǫ holds under the assumption of the Generalized Riemann Hypothesis.
Evaluating G A,B
It remains now to consider the contribution of
Here we write |m±n| = rh 1 with h 1 = 0, and try to eliminate r. Note that since (mn, r) = 1, any common factor of m and n must be a divisor of h 1 . Let us write m = gM and n = gN where M and N are coprime. Then we have |M ± N| = rh, and now M and N are coprime to rh. For a given m and n, with g, M and N as above, let us now consider the sums over d and r in (37). To this end, consider
so that
We remove the arithmetic term φ(r) by writing φ(r) = aℓ=r µ(a)ℓ. Thus the above becomes
Now we use Möbius inversion to express the condition that (ℓ, g) = 1. This gives
At this juncture we have eliminated the variable ℓ: by insisting that M ± N ≡ 0 mod abh we may write ℓ = |M ± N|/(abh). Thus we arrive at
We now express the condition M ≡ ±N mod abh using characters ψ mod abh. We isolate the contribution of the principal character here, calling that term M(G A,B (m, n)), and we call the contribution of the other characters E (G A,B (m, n) ). Note that
where we sum over both choices for ±.
The weight function and its Mellin transform
To simplify our calculations let us define, for non-negative real numbers u, x and y, W ± A,B (u, x, y) = u|x ± y|Ψ(u|x ± y|)V A,B (x, y; u|x ± y|).
Recall that
Thus,
is smooth in u, x and y, the |x ± y| doesn't cause trouble because Ψ smoothly vanishes at 0. Moreover W ± and its derivatives are small unless x and y are small with x/y ≍ 1. In particular, for any C 1 , C 2 , C 3 > 0, we have
This estimate easily follows from the representation
by considering a variety of cases. Especially useful is the fact that W ± A,B (u, x, y) = 0 unless 1 ≤ u|x ± y| < 2. A less obvious case is when x is very small, y is large, and u ≈ 1/y. One moves the path of integration in s far to the right, and then the path of integration of t so that it is the vertical line just slightly to the left of the s-line. Then the power on x in the new integral is small, the power on y is large and negative, and since u is about 1/y, the estimate (43) follows.
We write
where all of the paths are taken to be the vertical lines with increasing imaginary parts which pass through the point 1/2 + ǫ, for a small ǫ > 0, and wherẽ
With some changes of variables we can write our transformed weight function as
By (18) and (23) we have
Next, we observe that
and
and, for future reference,
; all of these provided that 0 < ℜw < ℜz < 1. The last equality is an identity of Matt Young's [You] . We apply this formula with s = (s 1 + s 2 − z)/2 and w = (s 1 − s 2 + z)/2. Thus,
Summarizing, we have Lemma 1. Let W * be given by (46). Suppose that 0 < ℜw < ℜz < 2 and ℜs > −1/2 + ǫ. Then, W * (z, s, w) is analytic apart from simple poles at s = 0 and at z = 1. Moreover, for x = y,
where the integrals are over vertical paths satisfying 0 < ℜw < ℜz < 1 and ℜs > 0, and the integral over w is to be taken symmetrically, i.e. as lim T →∞ |ℑw|<T . Also W * satisfies
Finally, if x = 1, we have
Proof. The contents of this lemma are clear, except for the last assertion which we now prove. It suffices to show that
We use Stirling's formula
as |v| → ∞. Then the left-hand side of (49) is
The result follows upon integrating by parts.
Estimating E(G A,B )
We write (40) as
Now the contribution of the remainder terms E(G A,B (m, n)) is
. Now consider the sum over g, M and N
We write E(G A,B ) = E 1 (G A,B ) + E 2 (G A,B ), where in E 1 (G A,B ) the sum over h is restricted by h ≤ H 1 with H 1 = Q K/2−1+ǫ D. By (43), we have that the contribution of
We split this into
) is the part with |ℑw| ≤ T and E 2 1 (G A,B ) is the part with |ℑw| > T . First we estimate E 2 1 . For the terms with nm > Q K(1+ǫ) we move the path of integration in s sufficiently far to the right to see that these terms are negligible. For the terms with mn ≤ Q K(1+ǫ) we choose T = Q A where A is sufficiently large to compensate for the potentially large 1/| log(m/n)| ≪ Q K(1+ǫ) term that arises in (49). In this way, we see that E 2 1 is negligible.
To treat E 1 1 we first reintroduce the diagonal terms with an acceptable error term. Then we note that
µ(e) e 1+s 1 +s 2 g 1+s 1 +s 2 −z
is a Dirichlet series with small coefficients and L is as defined in (5), and provided that the real parts of the variables are sufficiently near 0. We move the path of integration of s to ℜs = ǫ. The contributions from the short horizontal segments are negligible because T is so large. We use the large sieve inequality
valid for K ≤ 4 and σ > 1/2 − C/(log QT ) where C > 0 is any fixed number, to estimate the integral on the new path. We have, by Lemma 1, Hölder's inequality, and (53), that
In conclusion, we have
Upon comparison with (36) we see that in the case K = 3 that D = Q 1/4 is the optimal choice and leads to an overall error term
(55) when K = 3.
Main Terms
In this section we combine the terms M(S A,B (m, n)) and M(G A,B (m, n)). Recall that
We can rewrite this (see (33)) as
the above becomes
Now we turn to M(G A,B (m, n)). We use (50) and a Mellin inversion formula. Definẽ
For each fixed x and y this is an entire function of z. We have
where ǫ > 0 is small. Note that the sum over h is absolutely convergent when ℜz = −ǫ. We sum the series over h using the following lemma.
. Thus, with s = 1 − z, the sum over h in (58) is E M N,ab ζK(1 − z)/φ(ab). We insert this into (58) and have
We move the path of integration in the z-integral above to the vertical line through 1/2 + ǫ and in doing so cross the pole at z = 0. The residue is
Now (see [CIS] )
Further, we havẽ
Using (42) and comparing this expression with (56), we find that
In summary, we have
Summing over m and n
We now sum (61) over m and n using (33) and (38) and taking into account (36) and (44). By using a Mellin inversion formula we have
We now account for the relevant poles of the integrand. As mentioned in Lemma ?? the poles ofW A,B are at z = s 1 + s 2 and z = 1. Also, ζ(2 − z) has a pole at z = 1, so that there is a double pole at z = 1. Finally, the poles of F A,B,D may be ascertained by considering the approximation
The potential pole when z = s 1 + s 2 + α ′ + β ′ is canceled by a zero of H(s/2) exactly at this point, and so does not appear. Similarly, when s 1 = 1/2 − α ′ and s 2 = 1/2 − β ′ the triple pole at z = 1 is canceled by the triple zero of H(s/2). Thus, the relevant poles are at s 1 = 1/2 − α ′ , s 2 = 1/2 − β ′ , and z = s 1 + s 2 , where
We letW A,B =W 
By the functional equation for ζ,
so that, with w = s 1 /2 − s 2 /2 + z/2 − it we have
Note also that
We can complete the sum in d with an acceptable error term; we do this before computing the residue of F . We write F A,B (s 1 , s 2 , z) for lim D→∞ F A,B,D (s 1 , s 2 , z).
Now we describe the contributions of the residue when s 1 = 1/2 − α ′ , s 2 = 1/2 − β ′ and z = s 1 + s 2 . Using (63) as a guide, we compute
Now that we have finished our calculation of the residues, we return to (62) and proceed to move the paths of integration. First, we move the s 2 integral to the vertical line through ǫ. In doing so, we cross the poles at s 2 = 1/2 − β ′ for β ′ ∈ B; note that we do not cross the poles at s 2 = z − s 1 since ℜ(z − s 1 ) = 0. The power of Q in the new triple integral has size Q 3/4+K/4+3ǫ which is acceptable; we can estimate this integral trivially and so are left to consider the double integral over s 1 and z with the residual terms from s 2 now in the integrand.
Now we move the path of integration in s 1 to the vertical line through 2ǫ. We obtain residual terms from s 1 = 1/2 − α ′ with α ′ ∈ A but do not cross the poles at s 1 = z − s 2 (where s 2 = 1/2 − β ′ ) because |β ′ | < ǫ. Also, the power of Q in the new double integral is of size Q 1−K/2+5ǫ which is acceptable. Finally, we are left to consider a single integral over z but with the residual terms in the integrand of s 1 and s 2 near to 1/2. We move the z-integral to the vertical line path through 2 − ǫ. In doing so we cross (potential) poles at z = 1 and at z = s 1 + s 2 ; the integral on the new path has a power of Q which is bounded by Q 3−K/2+ǫ , which is acceptable.
It can be shown that the residue from the double pole at z = 1 is 0. Summarizing, we have
We use (72) and sum over all the choices of α ′ ∈ A, β ′ ∈ B; we also include the diagonal terms (31) and have
in the case K = 3. We conclude that
uniformly for values of the parameters α j , β j ≪ (log Q) −1 . We can divide both sides of this formula by H(0). After doing so, the left hand side is analytic in the parameters α j , β j in neighborhoods of the origin. Moreover, the main-term on the right-hand side is also analytic for the parameters in neighborhoods of the origin. (A proof of this fact follows from the integral expression of the main-term as in Lemma 2.5.1 of [CFKRS] .) Consequently, after division by H(0) the error term remains analytic in these parameters in neighborhoods of the origin. Thus, by the maximum principle, the error-term is not affected by this division.
This concludes the proof of Theorem 1, apart from verifying the identity (71). The Corollary, follows as in [CFKRS] .
Arithmetic sums
In this section we prove (71). It is convenient to regard it as an identity involving rational functions of X = 1/p with parameters,
We proceed to establish a general identity in this connection. We note first off that the left hand side of (71) is
and that, by (69) and (67), (letting Σ p stand for Σ p (A, B, α ′ , β ′ ) and B for B p (A, B)),
Thus, 1 − 1/p 1−α ′ −β ′ .
We now prove a generalized version of (74). Suppose that we have sequences {c n } and {d n } which have generating functions
(1 − γ j X) (1 − δ k X) −1 , and the "convolution"
Now suppose we replace γ 1 by 1/δ 1 and δ 1 by 1/γ 1 . In other words, suppose that
Then we can expressẼ(X) in a simple way in terms of E(X), E c (X), and E d (X) where Consider the terms with k = ℓ + g with g ≥ 0. We have, for example,
Similar such computations with ℓ − k = g ≥ 0 lead to E c and the diagonal terms lead to E; in this way we establish (75).
This concludes the proof of (74).
Conclusion
It seems that it may be possible to treat the eighth moment of Dirichlet L-functions, corresponding to the second of Huxley's formulae from the introduction. In a future paper we may return to the question of deriving the corresponding asymptotic formula for the eighth moment. However, it is clear from this paper that we cannot obtain the full eighth moment conjecture with a power savings from the techniques presented here. In particular, there will arise new main terms, in such a calculation, from terms that have been relegated to error terms here.
