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Introduzione
Fin dalla sua scoperta nel 1946 da parte di Felix Bloch e Eduard Pur-
cell, la Risonanza Magnetica Nucleare è stato un metodo valido per ottenere
informazioni di tipo microscopico, chimico e fisico sulle molecole. In cam-
po medico le prime applicazioni della RMN risalgono agli studi di Raymond
Damadian, il quale dimostro’ che i tempi di rilassamento magnetici nucleari
dei tessuti sani erano differenti da quelli dei tumori, stimolando cosi’ i ricer-
catori a prendere in considerazione la risonanza magnetica per la rivelazione
delle malattie. Allo stato attuale la RMN è un metodo di indagine diffuso
in tutte le strutture ospedaliere, non invasivo, a basso rischio visto l’utilizzo
di radiazioni non ionizzanti, capace di fornire immagini dettagliate del corpo
umano sia anatomiche che funzionali.
Grazie allo sfruttamento del fenomeno di chemical-shift, dall’analisi dello
spettro del segnale è possibile ricavare informazioni sui metaboliti presen-
ti nel campione in esame, e da queste ricavare la funzione fisiologica ed il
metabolismo di molte delle molecole presenti nel corpo umano.
La distribuzione tempo-frequenza di Wigner-Ville è capace, mediante
tecniche correlative, di mostrare come l’energia del segnale sia distribuita
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congiuntamente nel tempo e in frequenza.
L’obiettivo di questa tesi è di sviluppare, tramite l’uso della distribuzione
tempo-frequenza di Wigner-Ville, una metodica atta alla quantificazione dei
segnali di spettroscopia da affiancare alle tradizionali tecniche di analisi nel
dominio del tempo o mediante la trasformata di Fourier, superando alcuni
dei problemi che queste lasciano irrisolti. In particolare questa metodica
è in grado di risolvere i problemi derivanti dal rifasamento del segnale e
di garantire una maggiore risoluzione temporale nella fase di estrazione dei
parametri caratteristici del segnale spettroscopico.
Vista la caratteristica di questa trasformata bilineare di generare interfe-
renze nel caso di segnali a più componenti frequenziali particolare attenzione è
stata concessa allo studio delle caratteristiche morfologiche della distribuzio-
ne tempo-frequenza del segnale RMN e, conseguentemente, è stato sviluppato
un metodo per la soppressione di questi artefatti.
Il capitolo I descrive quali sono i concetti fisici alla base del funziona-
mento della RMN, come è possibile ottenere i segnali di risonanza e come
questi siano legati alle caratteristiche della materia attraverso i loro para-
metri fondamentali. Viene inoltre descritto come i segnali RMN vengano
comunemente trattati al giorno d’oggi.
Il capitolo II descrive le caratteristiche fondamentali delle distribuzioni
tempo-frequenza con particolare attenzione alla Wigner-Ville, descrivendo-
ne i vantaggi e gli svantaggi nell’analisi dei segnali dando spazio soprattut-
to al problema della generazione delle interferenze. Viene successivamente
descritta la classe di Cohen, come questa sia basata sulla distribuzione di
9
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Wigner-Ville, e come questa, attraverso l’utilizzo di opportuni kernel, cerchi
di sopprimere le interferenze.
Il capitolo III descrive i metodi che sono stati utilizzati nella trattazione
del segnale di RMN per sopprimere il segnale relativo al solvente, eliminare
gli artefatti intrinseci della Wigner-Ville ed ottenere le stime dei parametri
caratteristici dei segnali stessi.
10
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Spettroscopia tramite RMN
La spettroscopia tramite Risonanza Magnetica Nucleare (RMN) è una
tecnica di indagine capace di fornire informazioni riguardanti la struttura
della materia. Nonostante il suo primo campo applicativo riguardasse la chi-
mica e la fisica della materia, ha trovato ampio utilizzo in campo medico nello
studio della fisiologia corpo umano e nella diagnosi di stati patologici. La
RMN fonda i suoi principi di funzionamento nelle caratteristiche magnetiche
associate ad alcune specie di nuclei atomici.
1.1 Principi fisici della RMN
1.1.1 Momento angolare di spin e momento magnetico
I nuclei atomici sono dotati, come anche l’elettrone, di un moto di ro-
tazione attorno ad un proprio asse detto spin. A questo moto è associato
un momento angolare il cui valore è definito da un numero quantico di spin
11
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nucleare, I, che può avere valori interi, semi-interi o valore nullo, secondo
la natura del nucleo considerato. Il momento angolare di spin nucleare è la
risultante dei momenti angolari dei protoni e dei neutroni che compongono
il nucleo, aventi gli uni e gli altri spin uguale a 1/2 e risulta essere pari a√
I(I + 1)h/2pi. Per i nuclei con massa pari è I = 0 se è pari il numero delle
cariche che portano, ossia dei protoni: ad esempio per 126 C e 168 O si ha I = 0.
Per in nuclei con numero di massa dispari I assume valori semi-interi: ad
esempio per 11H, 136 C, 157 N e 3115P si ha I = 1/2, per 3517Cl si ha I = 3/2 e per
17
8 O si ha I = 5/2.
1.1.2 Effetti del campo magnetico statico
I nuclei con spin non nullo posseggono un momento magnetico, si com-
portano quindi come dei piccoli magneti il cui asse coincide con l’asse di spin
e quindi, quando si trovano immersi in un campo magnetico uniforme esterno
possono assumere solo determinate orientazioni (quantizzazione di direzione)
e al moto di rotazione attorno al proprio asse si sovrappone un moto di pre-
cessione attorno alla direzione del campo magnetico esterno. Le orientazioni
permesse sono quelle per le quali la proiezione del vettore rappresentativo
del momento angolare di spin sulla direzione del campo assume i valori I,
I − 1, . . .−(I − 1), −I, in totale sono quindi 2I + 1. Nel caso del protone,
ad esempio, essendo I = 1/2 si hanno 2 orientazioni possibili. Poiché la
direzione del momento magnetico nucleare coincide con l’asse di spin come
si può notare in figura 1.1 , le orientazioni permesse del momento angolare
definiscono anche le orientazioni permesse del momento magnetico nucleare:
12
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Figura 1.1: Relazione tra momento angolare e momento magnetico µ in un protone:
si nota come il momento magnetico sia generato dalla rotazione attorno ad un asse della
carica propria del protone.
queste corrispondono a stati con energia diversa dipendenti dalla natura del
nucleo e dall’intensità del campo applicato. La separazione tra due livelli
successivi è definita generalmente come
∆E = (µ/I)H0 (1.1)
dove µ è il momento magnetico nucleare. Per il protone, ad esempio, si
ha µH = 1.41 · 10−26 JT−1 e se prendiamo H0 = 1.4 T abbiamo ∆E =
3.948 · 10−26 J , assai inferiore a quello dell’energia termica a tempera-
tura ambiente (kT298 = 4.1 · 10−21 J), per cui a temperatura ambiente i
due stati possibili sono, con ottima approssimazione, identicamente popola-
ti. Si possono provocare transizioni tra i due livelli mediante una radiazione
13
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Nucleo Spin totale ν (MHz)
1H 1/2 42.58
2H 1 6.54
31P 1/2 17.25
23Na 3/2 11.27
14N 1 3.08
13C 1/2 10.71
19F 1/2 40.08
Tabella 1.1: Frequenze di risonanza di alcuni nuclei per B0 = 1T
elettromagnetica i cui fotoni abbiano energia hν = ∆E, ossia di frequenza
ν =
∆E
h
=
2µH
h
H0 (1.2)
detta frequenza di risonanza o frequenza di Larmour, che per H0 = 1.4092 T
vale 60 MHz, corrispondente ad una lunghezza d’onda di 5 m nel campo
delle onde radio.
1.1.3 Differenziazione delle frequenze di risonanza
Se si tiene fisso il campo magnetico, i vari tipi di nuclei presentano tran-
sizioni RMN a diverse frequenze, corrispondenti ai diversi valori delle sepa-
razioni ∆E fra i livelli proprio di ciascuno secondo l’equazione (1.1), per una
serie di esempi si veda la tabella 1.1. Per campi dell’ordine di grandezza
riportato precedentemente, data la quasi identica popolazione dei due stati
possibili alla temperatura ambiente, gli assorbimenti di risonanza risultano
molto deboli per il numero pressoché uguale di protoni che il campo della
14
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radiazione incidente induce a trasferirsi dallo stato di più bassa energia a
quello di energia più alta (assorbendo energia) e di protoni che decadono dal
livello più elevato a quello più basso (emettendo energia): servono quindi
apparecchiature riceventi particolarmente sensibili. Con l’uso dei magneti
a superconduttore si possono ottenere campi molto più intensi, che, deter-
minando sempre per la (1.1) intervalli parallelamente più ampi fra i livelli
energetici dei due stati possibili, comportano una netta differenziazione di
popolazione fra di essi, con il risultato di un netto incremento dell’intensità
del segnale di risonanza.
1.1.4 Il fenomeno del chemical shift
il valore della frequenza alla quale un dato nucleo compie una transizione
fra stati diversi di spin dipende dal campo magnetico effettivo Heff a cui il
nucleo è sottoposto. Questo campo è la somma di diversi contributi:
Heff = H0 +H1 +H2 +H3 (1.3)
dove H0 è il campo magnetico esterno applicato, H1 è il campo dovuto agli
effetti indotti da H0 sullo stato degli elettroni che circondano il nucleo, H2
è il campo dovuto ai nuclei magnetici adiacenti al nucleo considerato nella
stessa molecola, che influisce sulla correnti elettroniche attorno ad esso, H3 è
il campo dovuto ai nuclei magnetici circostanti ma appartenenti a molecole
diverse (il suo effetto è notevole nello stato solido ma è assente negli stati
liquido e gassoso in cui i moti molecolari sono casuali). Questo effetto, det-
to anche di schermatura, risulta essere di grande rilevanza poiché ne deriva,
15
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come diretta conseguenza, che per i nuclei di un certo tipo la frequenza di
risonanza è la stessa identica per tutti (una volta fissato il campo magnetico
esterno) solo se tutti si trovano nella molecola nelle stesse identiche condizio-
ni, altrimenti il campo locale effettivo, come risulta dalla (1.3), non è identico
per tutti e quindi, essendo la frequenza di risonanza condizionata dal cam-
po effettivo, risultano differenziate le frequenze di risonanza caratteristiche
dei nuclei che, pur dello stesso tipo, si trovano nelle molecole in condizioni
diverse. Sulla differenziazione delle frequenze, detta anche chemical shift,
si fonda la spettroscopia tramite risonanza magnetica nella quale, tra tutti
i nuclei attivi alla risonanza, viene solitamente scelto il protone per la sua
importanza in chimica organica essendo presente in tutti i composti organici.
Nel caso della risonanza protonica gli spostamenti chimici sono solitamente
riportati assumendo come riferimento il segnale dato, alla radiofrequenza uti-
lizzata, dal tetrametilsilano Si(CH3)4 che si indica correntemente con la sigla
TMS : questa scelta è consigliata dal fatto che tutti i dodici protoni presenti
in questa molecola si trovano, per ragioni di simmetria, in situazioni iden-
tiche, perciò sono tutti perfettamente equivalenti e danno un unico segnale
di risonanza. Ha inoltre il vantaggio di essere un composto molto stabile e
solubile in un gran numero di solventi organici. In figura 1.2 possiamo notare
la configurazione spaziale del TMS. Lo spostamento chimico riferito al TMS
è definito dalla relazione:
δ =
H0(riferimento) −H0(campione)
H0(riferimento)
(1.4)
16
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Figura 1.2: Molecola del TMS: al centro l’atomo di silicio, intorno i radicali CH3, in
chiaro sono evidenziati gli atomi di idrogeno.
1.2 Metodi operativi ed apparecchiatura RMN
Riassumiamo i concetti essenziali esposti precedentemente:
1. in assenza di campo magnetico esterno i momenti magnetici dei singoli
atomi sono orientati a caso;
2. un campo magnetico esterno B0 determina un allineamento degli spin
in modo sia parallelo che antiparallelo al campo, competendo a queste
due situazioni energie diverse;
3. a temperatura ambiente è più numerosa la popolazione degli spin anti-
paralleli (cioè ad energia inferiore) rispetto a quella degli spin paralleli:
viene allora prodotto un momento magnetico macroscopico M impu-
tabile alla differenza di popolazione tra le due situazioni (quando è
applicato un campo magnetico esterno);
17
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4. un campo magnetico esterno porta il sistema in condizioni di rispon-
dere a determinate sollecitazioni. Se si invia un impulso a radiofre-
quenza (applicando per un tempo definito un campo magnetico B1
perpendicolare al precedente) nelle condizioni di risonanza si aumenta
la popolazione degli spin paralleli.
Fissati questi punti, si consideri il sistema degli spin posto in un campo
magnetico statico. Si invii ora un breve impulso a radiofrequenza per un
intervallo di tempo molto breve. Cessata la perturbazione prodotta da tale
impulso, si ristabilisce l’equilibrio preesistente: le due popolazioni di spin
tendono a riprendere quantitativamente la situazione anteriore alla pertur-
bazione. Nel ritorno alla normalità delle due popolazioni, sono essenziali due
parametri: tempo di rilassamento spin-reticolo, T1, dipendente essenzialmen-
te dal sistema molecolare in cui sono posti gli atomi che vengono sollecitati;
tempo di rilassamento spin-spin, T2, dipendente solo dai campi magnetici
sentiti dagli spin. Il ritorno all’equilibrio della magnetizzazione macroscopi-
ca può essere rivelato utilizzando una bobina a induzione elettromagnetica,
situata nel piano trasversale xy, cioè perpendicolarmente al campo magne-
tico statico. Il segnale, indotto nella bobina sotto forma di una tensione
elettrica, è detto segnale di decadimento libero (o FID, dall’inglese Free In-
duction Decay). Il FID è un segnale dipendente dal tempo, la cui funzione,
f(t), contiene tutte le informazioni spettroscopiche del sistema assoggettato
alle condizioni di risonanza. Lo spettro RMN f(ω) che rappresenta i segnali
di risonanza delle specie nucleari osservate in funzione della radiofrequenza
(ω = 2piν), è ottenibile dal FID mediante la trasformata di Fourier, esegui-
18
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ta da un calcolatore locale, dopo l’acquisizione della funzione f(t) in forma
digitalizzata.
1.2.1 Apparecchiatura RMN
In un apparecchio RMN si possono evidenziare le parti seguenti
• Il magnete che produce il campo magnetico B0: esso contiene al suo
interno il lettino porta-paziente. L’intensità del campo magnetico B0
dipende dal tipo di magnete utilizzato (resistivo o superconduttivo);
al suo interno sono alloggiate delle bobine che permettono di creare
gradienti di campo magnetico lungo le tre direzioni dello spazio (x, y,
z) e di ottenere, di conseguenza, un gradiente del campo magnetico
lungo una qualsiasi direzione nello spazio.
• Le bobine a radiofrequenza, il cui asse è perpendicolare al campo ma-
gnetico B0; esse possono essere eccitate con il campo magnetico oscil-
lante B1, ed ai loro estremi può essere prelevato il segnale di RMN.
• Il generatore del segnale a radiofrequenza: esso produce, su istruzione
del calcolatore, gli impulsi di forma, durata e ampiezza programmati
per la misura.
• Il ricevitore con relativo preamplificatore: permette di aumentare il
rapporto segnale/rumore della tensione RMN proveniente dalla bobina
ricevente.
• Il convertitore analogico/digitale: esso permette di trasferire le informa-
19
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zioni fisiche del fenomeno RMN, rappresentate da grandezze che variano
con continuità nel tempo, in informazioni che variano in forma discreta
e che possono essere quindi trasferite ed elaborate dal calcolatore.
• Il calcolatore: esso effettua l’analisi del segnale RMN ed esegue in
tempo reale il controllo di tutta la misura.
• La consolle operativa: essa viene utilizzata direttamente dall’operatore
per programmare la misura e per ottenere le immagini dell’esperimento
RMN.
Figura 1.3: Apparecchio RMN: si notano il lettino porta-paziente ed il tubo nel quale
sono contenuti il magnete superconduttore e le bobine di sollecitazione e di ricezione
In figura 1.3 è rappresentato un modello di apparecchio RMN, in figura 1.4
una sua descrizione sintetica.
20
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Figura 1.4: Schema sintetico di un apparecchio RMN.
1.3 L’elaborazione tradizionale del FID
Il perno dell’analisi del segnale RMN che viene utilizzata al giorno d’oggi
è la trasformata di Fourier, attraverso l’analisi delle frequenze presenti nel
segnale è possibile recuperare i vari tipi di informazioni che questo trasporta
con se. Il segnale FID di una singola specie che risuona ad una data frequenza
f0 viene modellato come una funzione oscillante smorzata esponenzialmente
a valori complessi:
x(t) = Ae−αtej(θ+2pif0)t (1.5)
dove α è il fattore di smorzamento inversamente proporzionale al tempo
di rilassamento spin-spin T2, e θ rappresenta una generica fase iniziale del
segnale. Per passare al segnale composto dalla risonanza di più specie si opera
secondo il principio di sovrapposizione dei campi elettromagnetici, quindi dei
relativi segnali rivelati dalle bobine. In generale quindi un segnale FID è
rappresentato dalla somma di più termini del tipo in equazione (1.5), un
esempio è presentato in figura 1.5.
21
Capitolo 1. Spettroscopia tramite RMN
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
0
1
2
3
4
5
6
7
8
Frequenza Normalizzata
Figura 1.5: Esempio di un possibile spettro di un segnale FID basato sul modello in eq.
(1.5).
1.3.1 Il rifasamento
Per comodità nella trattazione successiva trascureremo nel FID il termine
oscillante il quale rappresenta in frequenza solo una traslazione della trasfor-
mata del segnale. Supponiamo inizialmente che l’errore di fase θ sia nullo.
In questo caso se andiamo a calcolare la trasformata di Fourier scomponendo
in parte reale e parte immaginaria, otteniamo una forma detta Lorentziana:
F{x(t)} = Aα
α2 + (2pif)2
− j 2pif
α2 + (2pif)2
(1.6)
Le due parti reale ed immaginaria vengono indicate rispettivamente con il
nome di lorentziana di assorbimento e lorentziana di dispersione. Nel caso
in cui sia presente una fase iniziale, all’aumentare di questa la parte reale
tende a distorcersi e ad assumere la forma della lorentziana di dispersione,
mentre la parte immaginaria al contrario assume la forma della lorentzia-
na di assorbimento come si nota in figura 1.6. Si rende quindi necessario
22
Capitolo 1. Spettroscopia tramite RMN
Figura 1.6: Effetto dell’errore di fase nel segnale FID: si può notare come al variare
della fase iniziale φ da 0 (a) a pi (d) si modificano la parte reale ed immaginaria della
trasformata di Fourier del segnale.
correggere l’errore di fase prima di poter analizzare il segnale. L’errore di
fase è dovuto principalmente ad un ritardo nell’inizio del campionamento del
segnale di risonanza, difatti nelle apparecchiature a singola bobina questa
svolge il ruolo sia di bobina emittente che di bobina ricevente e il tempo
di commutazione tra queste due funzionalità rappresenta un momento nel
quale la bobina emittente è ‘cieca’ mentre il segnale inevitabilmente evol-
ve. Questo porta alla perdita dei primi campioni del segnale, ed è evidente
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Figura 1.7: Esempio di rifasamento del segnale FID: in (a) il segnale affetto dall’errore,
in (b) l’andamento in fase del filtro sfasatore ed infine il risultato dopo il rifasamento (c).
che, essendo un ritardo costante per tutti gli addendi del segnale ne risulterà
una variazione di fase lineare. Se sussistesse solamente questo fenomeno di
distorsione la risposta in fase risulterebbe facilmente correggibile, ma pur-
troppo al fianco di questo fenomeno se ne sommano altri con effetto minore
che portano la distorsione di fase ad essere in realtà non lineare anche se,
considerando la distorsione come solo causata dal ritardo nell’acquisizione,
si ottengono comunque buoni risultati. Quindi per annullare tutti gli erro-
ri di fase viene solitamente applicato al segnale un filtro numerico con una
risposta in fase lineare. Per valutare quali siano i parametri di questo filtro
sfasatore, si osserva la trasformata del segnale risultante dal filtraggio e si
opera sui parametri del filtro in modo che tutti i segnali distinti nello spettro
si presentino come curve di assorbimento (vedi fig. 1.7). Questo metodo è
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Figura 1.8: Spettro del segnale FID in presenza di solvente: si può notare come le
proporzioni tra i vari segnali siano a favore del segnale dell’acqua, il quale sovrasta i
segnali dei metaboliti rendendone difficile la lettura.
ovviamente assistito dal calcolatore, ma solitamente la ricerca del parametro
ottimale viene eseguita da un operatore.
1.3.2 La soppressione del solvente
Il corpo umano è composto da circa il 60% di acqua, la quale è presente,
anche se in misura differente, in tutti i tipi di tessuti. Nella spettroscopia
protonica quindi il segnale di risonanza generato dai protoni presenti nella
molecola acquosa rappresenta un segnale quantitativamente enorme in con-
fronto a quello prodotto dai protoni nelle altre molecole organiche (vedi fig.
1.8), rende quindi difficoltosa e poco accurata l’analisi quantitativa dei soluti
e inoltre, ai fini degli utilizzi clinici della spettroscopia RMN, non trasporta
con se informazioni utili. Poiché non è possibile eliminare completamen-
te questo segnale attraverso opportune modifiche dell’apparecchiatura e dei
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metodi di sollecitazione e di ricezione del segnale, è necessario operare an-
che nella fase di postprocessing del segnale. Questo viene fatto solitamente
mediante un filtraggio FIR molto selettivo in frequenza il quale è capace di
sopprimere il segnale relativo all’acqua fino al livello del rumore di fondo
cercando di contenere le distorsioni nelle componenti significative del segnale
stesso.
1.3.3 Estrazione dei parametri
L’analisi quantitativa prende spunto dall’osservazione della trasformata
in frequenza del singolo FID (1.6), se osserviamo le dipendenze delle due
parti dai parametri A ed α possiamo, per recuperare i loro valori, operare
solo sulla parte reale con l’algoritmo seguente:
1. Calcolare il valore di picco in f = 0, pari a A/α
2. Andare a valutare la larghezza in frequenza della curva alla metà della
sua altezza, detta anche larghezza di linea pari a α/pi
3. Calcolare α e successivamente ricavare A
Si nota immediatamente che in questo caso l’estrazione dei parametri è estre-
mamente semplice. Inoltre dalla proprietà di linearità della trasformata di
Fourier ne consegue la possibilità di utilizzare questo modello indipendente-
mente per ogni segnale presente nel FID. Un’altra cosa da far notare è come,
per poter permettere una corretta estrazione dei parametri, sia importante
che venga corretto l’errore di fase. In questo caso infatti la distorsione di
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fase provoca una deformazione nella parte reale della trasformata causando
errori anche significativi nella valutazione dei parametri.
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La rappresentazione
tempo-frequenza di Wigner-Ville
La forza dell’analisi di Fourier convenzionale sta nella scomposizione del
segnale in componenti monofrequenziali e nello stabilire le proporzioni tra
le loro ampiezze. Nonostante questo, questa scomposizione non ci permette
di conoscere quando queste componenti si presentano, non ci permette in
sostanza di conoscere la morfologia del segnale. Per ovviare a questo difetto,
possiamo pensare di suddividere il segnale in più parti e svolgere, su ciascuna
di esse, la trasformata di Fourier; questa è l’idea alla base della Short-Time
Fourier Transform. Scegliendo la lunghezza della finestra da applicare al
segnale possiamo evidenziare variazioni nella composizione frequenziale del
segnale più o meno rapide. Questo però presenta uno dei difetti più evidenti
di questo tipo di approccio alle rappresentazioni tempo-frequenza, aumentan-
do infatti la lunghezza della finestra la trasformata di Fourier ci fornisce una
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risoluzione spettrale maggiore a discapito però di una peggiore localizzazione
delle caratteristiche singolari del segnale. Viceversa accorciando la lunghezza
della finestra abbiamo una migliore localizzazione temporale e una peggiore
risoluzione frequenziale. In sostanza le risoluzioni nei due domini seguono
un principio di indeterminazione simile al principio di indeterminazione di
Heisenberg in meccanica quantistica.
2.1 Le distribuzioni tempo-frequenza
A partire dai lavori di Gabor [1], Ville [2] e Page [3], si è cercato un
approccio alternativo allo studio degli spettri tempo-varianti. L’idea di fondo
è quella di sviluppare una funzione congiunta di tempo e frequenza, una
distribuzione1, che potesse descrivere la densità di energia o l’intensità di un
segnale contemporaneamente nel tempo e in frequenza. La grandezza che
lega questi due domini e che può fungere da ‘ponte’ è l’energia Ex di un
segnale x(t) così definita
Ex =
∫
|x(t)|2 dt =
∫
|X(ω)|2 dω (2.1)
dove X(ω) è la trasformata di Fourier del segnale, e quindi |X(ω)|2 il suo
spettro di potenza. Tenendo presente la (2.1) possiamo quindi pensare di
sviluppare una distribuzione TFR(t, ω) che riassuma in se i concetti di po-
tenza istantanea |x(t)|2 e di spettro di potenza |X(ω)|2. Idealmente, quindi,
1Il termine distribuzione in questo testo è inteso non in senso statistico bensì in senso
letterale, come distribuzione si intende pertanto una funzione del tempo e della frequenza
che indichi come l’energia del segnale è distribuita in questo dominio bidimensionale
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tale distribuzione per poter essere definita energetica dovrebbe soddisfare le
seguenti proprietà marginali∫
TFR(t, ω) dω = |x(t)|2 (2.2)∫
TFR(t, ω) dt = |X(ω)|2 (2.3)
Come conseguenza della (2.1) e delle (2.2) e (2.3) è evidente che l’energia
del segnale si ottiene semplicemente integrando la distribuzione su tutto il
dominio tempo-frequenza
Ex =
∫∫
TFR(t, ω) dω dt (2.4)
Essendo l’energia una funzione quadratica del segnale, è ragionevole aspet-
tarsi che anche la distribuzione TFR(t, ω) lo sia.
2.2 La distribuzione Wigner-Ville
Il problema di ottenere una Rappresentazione congiunta Tempo-Frequen-
za (TFR) è stato affrontato negli anni da diversi punti di vista: una tratta-
zione completa ed esaustiva si può trovare nel lavoro di Cohen [4]. Un’ap-
proccio tra i più interessanti parte dal concetto di spettro tempo-variante [3].
Sfruttando il vincolo imposto dalle (2.2) e (2.3) si ottiene una definizione di
TFR
TFR(t, ω) =
∂
∂t
|Xt(ω)|2 (2.5)
dove l’indice t sta ad indicare una possibile dipendenza al tempo nello spet-
tro, e definisce quindi uno spettro tempo-variante. Quest’ultimo, può esse-
re ricavato generalizzando la relazione tra spettro di potenza e funzione di
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autocorrelazione Rt(τ)
|X(ω)|2 = 1
2pi
∫
Rt(τ)e
−jωt dτ (2.6)
dove
Rt(τ) =
∫
x(t)x∗(t− τ) dt =
∫
x
(
t+
τ
2
)
x∗
(
t− τ
2
)
dt (2.7)
Sostituendo la (2.6) in (2.7), si arriva ad una nuova definizione
TFR(t, ω) =
1
2pi
∫
∂
∂t
Rt(τ)e
−jωt dτ =
1
2pi
∫
Kt(τ)e
−jωt dτ (2.8)
dove la Kt(τ) è nota come funzione di autocorrelazione locale. Questo eviden-
zia come la TFR possa essere ottenuta semplicemente tramite la trasformata
di Fourier della funzione di autocorrelazione locale. Si noti come, effettuando
la derivata della funzione di autocorrelazione, la funzione di autocorrelazione
locale in realtà descriva le caratteristiche puntuali del segnale. Tra tutte le
possibili scelte di Kt(τ) la scelta adottata da Mark [5]
Kt(τ) = x
(
t+
τ
2
)
x∗
(
t− τ
2
)
(2.9)
è quella che porta ad ottenere la distribuzione di Wigner-Ville (WVD)
Wxx(t, ω) =
∫
x
(
t+
τ
2
)
x∗
(
t− τ
2
)
e−jωt dτ (2.10)
2.2.1 Caratteristiche
La WVD, introdotta da Wigner [6] nel 1932 nell’ambito della meccanica
quantistica, e poi ripresa per essere usata nell’analisi di segnali non stazionari
da Ville [2] nel 1948 gode di numerose proprietà matematiche: la Wxx è
sempre un numero reale, rispetta le proprietà marginali (2.2) e (2.3) ed è
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invariante rispetto alle traslazioni nel tempo e in frequenza. Inoltre offre la
risoluzione ottima nel piano t − f per i chirp lineari2. Per questo tipo di
segnali è possibile dimostrare che la WVD assume la forma
Wxx(t, ω) = δ(t, f − fx(t)) (2.11)
cioè la WVD assume ad ogni istante l’esatta frequenza istantanea del segna-
le come si nota in figura 2.1(a). Quest’ultima proprietà è molto importante
poiché dimostra come la WVD sia capace di localizzare correttamente e con-
giuntamente nel tempo e in frequenza un segnale sinusoidale le cui caratte-
ristiche variano nel tempo. É possibile dimostrare la (2.11) osservando che
la funzione di autocorrelazione locale Kx(t) = xt(t/2)x∗t (−t/2) ha frequenza
istantanea fK = fx(τ/2) + fx(−τ/2). Poiché fx(t) ha un andamento lineare,
avremo che fK = fx(t) per ogni t, da cui la (2.11). Questa proprietà è unica
della WVD, infatti non la si ritrova nello spettrogramma o nelle altre TFR.
2.2.2 Termini di interferenza
Nonostante le buone proprietà della WVD nella rappresentazione di se-
gnali sinusoidali monocomponente, questa diventa in pratica inutilizzabile
nell’analisi di segnali composti da più componenti sinusoidali. In questo ca-
so, infatti, la WVD può assumere valori negativi, il che è in netto contrasto
con la definizione di distribuzione di energia, e presenta termini aggiuntivi
dovuti all’interazione tra di loro delle varie componenti detti termini di inter-
ferenza (o cross-termini). Questi termini di interferenza, come suggerisce il
2Sinusoidi complesse con andamento della frequenza istantanea lineare nel tempo,
f(t) = f0 + αt
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Figura 2.1: Wigner-Ville del segnale chirp: in (a) possiamo notare la capacità della WVD
di descrivere correttamente il segnale, in (b) invece come la presenza di più componenti di
segnale, anche perfettamente descrivibili, produca interferenze.
termine stesso, interferiscono con l’interpretazione dei risultati portando in-
formazione ridondante, portando anche queste a ‘coprire’ la vera morfologia
del segnale. Questi derivano dal fatto che la WVD è una TFR quadratica, una
trasformazione bilineare del segnale che sottostà al principio di sovrapposizio-
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ne quadratico. Nel caso di un segnale con N -componenti x(t) =
∑N
k=1 ckxk(t)
la WVD diventa
Wxx(t, f) =
N∑
k=1
|ck|2Wxkxk(t, f) +
N∑
j=1
N∑
i=j+1
(cjc
∗
iWxjxi + cic
∗
jWxixj) (2.12)
dove leWxkxk rappresentano le auto-WVD di ogni termine di segnale, mentre
le
Wxixj =
∫
xi
(
t+
τ
2
)
x∗j
(
t− τ
2
)
e−jωτ dτ (2.13)
sono i cross-termini. Quindi la WVD risultante è composta dalla somma
dei termini dovuti al segnale ed ai termini di interferenza. Questi ultimi, se
consideriamo il segnale composta da N componenti, risultano in numero di(
N
2
)
= N(N−1)
2
. I termini di interferenza crescono dunque con un andamento
quadratico rispetto ai termini di segnale. Vista l’importanza delle interfe-
renze nella WVD, cerchiamo di capirne le caratteristiche. Prendiamo come
esempio un segnale composto solo da due oscillazioni complesse
x(t) = x1(t) + x2(t) = exp(−jω1t) + exp(−jω2t) (2.14)
La funzione di autocorrelazione locale diventa
K(τ) = (exp(jω1(t+ τ/2)) + exp(jω2(t+ τ/2)))(exp(−jω1(t− τ/2)) +
+ exp(−jω2(t− τ/2))) (2.15)
dalla quale si ottiene
Kx(τ) = Kx1(τ) +Kx2(τ) + cos
(
ω1 − ω2
2
t
)
exp
(
j
ω1 + ω2
2
τ
)
(2.16)
Si può notare che Kx(τ) è la somma delle funzioni di autocorrelazione locale
delle due pulsazioni più un termine di interferenza. Questo si localizza alla
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frequenza centrale tra le componenti di segnale
(
ω1+ω2
2
)
, ed oscilla nel tempo
ad una pulsazione dipendente dalla differenza delle pulsazioni dei due segnali(
ω1−ω2
2
)
, possiamo notare un esempio in figura 2.1(b) dove si osserva il ter-
mine di interferenza tra due chirp lineari. La caratteristica oscillatoria dei
termini di interferenza è la causa per la quale ritroviamo in questo tipo di
distribuzione valori negativi. Notate queste semplici proprietà dei termini di
interferenza, possiamo anche aggiungere che, una volta nota la distribuzione
dei termini di segnale, è possibile, mediante semplici leggi geometriche in-
dividuare le posizioni sul piano tempo-frequenza dei termini di interferenza
(vedi fig. 2.2).
Seguendo queste leggi, i termini di interferenza possono combinarsi nei
modi più strani, fino a sommarsi o sottrarsi dai termini di segnale. Tutto
questo rende problematica la lettura e l’interpretazione della WVD di un
segnale complesso, specialmente se si considera che oltre al segnale di origine
abbiamo sempre un rumore additivo. Infine possiamo far notare che per
segnali reali sinusoidali del tipo x(t) = cos(ωt) = exp(jωt) + exp(−jωt) il
segnale, in quanto somma di esponenziali complessi, genera un termine di
interferenza che si localizza alle basse frequenze. Proprio per questo motivo
la WVD non è applicabile a segnali reali, è quindi opportuno applicarla
alla trasformata di Hilbert del segnale, la quale provvede ad eliminare da
quest’ultimo le oscillazioni a frequenza negativa.
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Figura 2.2: Localizzazione dei termini di interferenza nella WVD: le interferenze si
generano per ogni coppia di termini di segnale (S1, S2) e si localizzano in mezzo ad essi
oscillando in direzione perpendicolare alla loro congiungente (a); si possono anche generare
nelle interazioni tra componenti passate e future del segnale (b).
2.3 La classe di Cohen
Nonostante le proprietà interessanti discusse nella Sez. 2.2.1, i termini di
interferenza costituiscono un grosso limite della WVD. Ma sono proprio le
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loro caratteristiche particolari a suggerire una via per la loro eliminazione.
Vista le loro morfologia, infatti, un metodo utilizzabile si basa sull’applicazio-
ne alla TFR di un filtraggio 2-D passa-basso, proprio come se si operasse su di
un’immagine. In questo modo è possibile attenuare le componenti oscillanti
a più alta frequenza, tra cui sicuramente si trovano i termini di interferenza.
Se le caratteristiche della nostra maschera di filtraggio sono invarianti rispet-
to alla posizione nel piano t-f , otteniamo un insieme di TFR quadratiche
invarianti alla traslazione nel tempo ed in frequenza che prende il nome di
Classe di Cohen [4]. Questa è racchiusa nella seguente definizione
Cxx(t, f) =
∫∫
Ψ(u− t, v − f)Wxx(u, v) du dv (2.17)
dove la funzione Ψ che rappresenta la ‘maschera’ di filtraggio è detta kernel.
Ogni membro di questa classe è caratterizzato univocamente dal suo kernel
Ψ, ed è quindi possibile sviluppare nuove TFR semplicemente progettando
un nuovo kernel. La possibilità di generare differenti TFR a partire dalla
stessa definizione ha notevoli implicazioni pratiche: per prima cosa permette
di poter confrontare TFR diverse tramite i loro kernel potendone osservare
comportamenti comuni o unici, inoltre rende possibile sviluppare famiglie
di TFR con caratteristiche comuni semplicemente imponendo dei vincoli al
kernel. Questo metodo può risultare particolarmente efficace nella riduzione
dei cross-termini, purtroppo, introducendo il kernel si perde la proprietà vista
in (2.11) a causa del filtraggio tra la Wxx e il kernel Ψ. Ci si trova quindi
in una situazione simile al classico spettrogramma, tentando di ridurre i
cross-termini si perde nella capacità di localizzare il segnale nel piano t-f .
Dopo la definizione della classe di Cohen, molte delle distribuzioni tempo-
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frequenza quadratiche sono state riportate alla forma (2.17). Questo ci per-
mette di confrontarle tra loro e individuarne proprietà comuni o uniche. Uno
strumento particolarmente potente usato per poter legare le proprietà di una
TFR alle caratteristiche del suo stesso kernel è la funzione di ambiguità (AF).
E’ possibile definirla ad esempio3
Axx(θ, τ) =
∫
x
(
t+
τ
2
)
x∗
(
t− τ
2
)
exp(jθt) dt (2.18)
Eévidente l’analogia con la definizione della WVD dalla quale si differenzia
nella scelta della variabile d’integrazione. La AF è nata per l’analisi di segnali
in applicazioni radar, sonar o in radio-astronomia. Possiamo, molto sempli-
cemente legare le due definizioni (2.10) e (2.18) per comprendere meglio come
è possibile utilizzare questo strumento
Axx(θ, τ) =
∫∫
Wxx(t, ω)e
jωτ+jθt dtdω (2.19)
La WVD e la AF sono quindi legate dalla trasformata di Fourier 2D, sono
una la duale dell’altra. La AF, che al contrario della WVD può essere una
funzione a valori complessi, non è altro che la trasposizione della WVD nel
piano θ-τ , detto anche dominio correlativo. Il vantaggio che porta l’uso della
AF sta nella sua capacità di separare, nel dominio correlativo, i contributi
dovuti al segnale dai termini di interferenza: difatti i primi si posizionano
in genere vicino all’origine assi θ e τ , mentre i secondi si posizionano nei
quadranti lontano dagli assi come si nota in figura 2.3. Inoltre è interessante
far notare che la classe di Cohen, nel dominio correlativo, si presenti come
una semplice moltiplicazione, grazie alle ben note proprietà della trasformata
3In questo caso utilizziamo la definizione ‘simmetrica’ della funzione di ambiguità
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Figura 2.3: Relazione tra la WVD (a) e la AF (b): Le componenti di segnale van-
no a localizzarsi nel piano correlativo attorno all’origine degli assi, mentre i termini di
interferenza, poiché oscillanti, se ne allontanano.
de Fourier sulle convoluzioni di funzioni
Cxx(θ, τ) = Φ(θ, τ)A(θ, τ) (2.20)
dove quindi la Φ altro non è che la trasformata di Fourier in 2D di Ψ. A que-
sto punto la funzione del kernel è resa evidente: non fa altro che pesare punto
per punto nel piano θ-τ i contributi alla rappresentazione tempo-frequenza.
Dalle considerazioni fatte fino ad adesso si comprende quindi come sia deter-
minante la forma del kernel per l’attenuazione dei fenomeni di interferenza,
e si può intuire anche quale forma esso debba avere, nel dominio correlativo,
per svolgere efficacemente il suo compito: infatti dovrà privilegiare i contri-
buti attorno all’origine degli assi rispetto agli altri, in sostanza dovrà agire
come filtro passa-basso in 2D. Per definire poi quali proprietà possieda una
TFR appartenente alla classe di Cohen, basterà analizzare quali caratteri-
stiche possiede il suo stesso kernel, uno schema riassuntivo dei legami tra le
caratteristiche del kernel e le proprietà della TFR è presentato in tabella 2.1.
Nel tempo sono stati sviluppati numerosi kernel, in tabella 2.2 ne sono elen-
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Proprietà della TFR Requisiti sul kernel
P1 trasformata reale R1 Φ(θ, τ) = Φ∗(−θ,−τ)
P2 invarianza a traslazioni nel tempo R2 Φ(θ, τ) non dipendente da t
P3 invarianza a traslazioni in frequenza R3 Φ(θ, τ) non dipendente da ω
P4 marginali (tempo) eq.(2.2) R4 Φ(θ, 0) = 1 ∀ θ
P5 marginali (frequenza) eq.(2.3) R5 Φ(0, τ) = 1 ∀ τ
P6 frequenza istantanea R6 R4 e ∂Φ(θ,τ)∂τ
∣∣∣
τ=0
= 0 ∀ θ
P7 ritardo di gruppo R7 R5 e ∂Φ(θ,τ)∂θ
∣∣∣
θ=0
= 0 ∀ τ
P8 riduzione interferenze R8 Φ(θ, τ) è un filtro passa-basso 2-D
Tabella 2.1: Proprietà delle TFR e relativi requisiti sul kernel
Distribuzione Kernel Φ(θ, τ)
Wigner-Ville (WVD) 1
Choi-Williams (CWD) o esponenziale (ED) exp
[
− θ2τ2σ
]
(σ > 0)
Born-Jordan (BJD) sinc (θτ)
Bessel (BD) J1(2piαθτ)piαθτ
Esponenziale generalizzata (GED) exp
[
−
(
τ
τ0
)2M (
θ
θ0
)2N]
Rihaczek (RD) exp[jθτ ]
Pseudo Wigner-Ville (PWVD) η(τ/2)η∗(−τ/2)
Pseudo-smoothed Wigner-Ville (SPWVD) η(τ/2)η∗(−τ/2)G(θ)
Reduced interference (RID) S(θτ)
Tabella 2.2: Alcune distribuzioni e relativi kernel
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Figura 2.4: Kernel della distribuzione di Choi-Williams nel piano della funzione di
ambiguità θ − τ .
cati alcuni assieme al relativo kernel. Tra le distribuzioni citate ve ne sono
alcune che rivestono per noi una notevole importanza visto il loro utilizzo
nell’analisi di segnali di origine biologica. Queste sono la Choi-Williams ,la
Reduced interference e la Smoothed Pseudo Wigner-Ville.
Nella distribuzione tempo-frequenza di Choi-Williams il kernel è una
gaussiana centrata nell’origine degli assi, e quindi, in accordo con tutte le
considerazioni fatte in precedenza, è capace di ridurre i termini di interferen-
za. Per dare una sorta di adattabilità al kernel, la larghezza della gaussiana è
determinata dal parametro σ, attraverso il quale è possibile andare a trovare
un compromesso tra la riduzione delle interferenze e la risoluzione congiunta
tempo-frequenza. Possiamo vedere lo sviluppo del kernel in figura 2.4.
La RID ha la seguente espressione
RID(t, ω) =
∫∫
1
|τ |h
(
u− t
τ
)
x(u+ τ/2)x∗(u− τ/2)e−jωτ dudτ (2.21)
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dove h(t) è detta funzione primitiva ed è una funzione a valori reali, di area
unitaria, simmetrica rispetto al tempo h(t) = h(−t), limitata nell’intervallo
[−1/2, 1/2] e tende dolcemente a questi estremi. Grazie a questi semplici
requisiti vengono soddisfatte molte delle proprietà di tabella 2.1. É interes-
sante notare come le caratteristiche richieste alla funzione primitiva h(t) la
avvicinino molto alle finestre utilizzate nella progettazione di filtri numerici.
La Pseudo Smoothed Wigner-Ville è forse la rappresentazione tempo-
frequenza più versatile, infatti è caratterizzata dal possedere un kernel a
variabili separabili Φ(θ, τ) = g1(θ)g2(τ), nel quale quindi è possibile scegliere
indipendentemente l’uno dall’altro il comportamento di filtraggio della TFR
nel tempo e in frequenza.
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Dopo aver introdotto la trasformata tempo-frequenza di Wigner-Ville, il
suo sviluppo nella classe di Cohen ed alcune delle distribuzioni appartenenti
a questa classe, passiamo ad esporre come questi concetti sono stati applicati
all’analisi dei segnali Free Induction Decay (FID) relativi alla spettroscopia
con risonanza magnetica. Il lavoro è stato svolto in ambiente Matlab.
3.1 Simulazione del FID
Il segnale FID è stato simulato in modo additivo sommando i vari contri-
buti del tipo
x(t) = Ae−αtej(θ+2pif)t (3.1)
per i picchi dovuti ai metaboliti. Per la simulazione dell’acqua, invece, al fine
di ottenere un risultato più prossimo possibile ai risultati sperimentali, si è
supposto che questa desse una risposta modellabile tramite una sommatoria
di più contributi del tipo in equazione (3.1) molto vicini tra loro i frequenza.
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Infine è stato aggiunto al segnale così ottenuto il rumore più prossimo a quello
ottenuto in uscita all’apparecchiatura MRS: un rumore additivo gaussiano
bianco circolare, quindi a valori complessi. Al fine del campionamento di
questo segnale sono stati utilizzati i tempi di campionamento tipici della
MRS, è stato scelto quindi di digitalizzare il segnale in N = 2048 campioni
e di utilizzare come frequenza di campionamento in banda passante fc =
2500Hz
3.2 Filtraggio del solvente
La prima fase di trattamento del segnale consiste nella rimozione del
solvente, in questo caso l’acqua, che, vista la sua alta concentrazione, può
produrre segnali di 3-4 ordini di grandezza maggiori dei segnali relativi ai
metaboliti di interesse. Tra i molti approcci possibili, è stato usato quello
proposto da Sundin in [7]. Tutto parte dalla considerazione che, essendo
il segnale MRS un segnale a decadimento esponenziale, i primi istanti di
segnale sono la parte più significativa, nella quale cioè si ha un maggiore
rapporto segnale-rumore. La soluzione migliore per preservare le informazioni
trasportate dal segnale consiste quindi nell’effettuare un filtraggio mediante
un filtro FIR a fase massima.
3.2.1 La teoria dei filtri FIR
Un filtro FIR è definito dalla convoluzione
y(n) =
M−1∑
m=0
hmx(n−m), n = 0, . . . , N − 1 (3.2)
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dove gli hm sono i coefficienti del filtro. Un problema della definizione in
(3.2) è rappresentato dal fatto che non sono noti i campioni di x(n) per n <
0, normalmente questo problema viene risolto assumendo questi campioni
nulli (x(n) = 0 per n < 0) oppure ipotizzando il segnale ciclico (x(n) =
x(N +n) per n < 0). Entrambe queste assunzioni portano comunque ad una
distorsione dei primi M − 1 campioni in y(n) che andranno quindi scartati.
Se assumiamo che ogni singolo picco k-esimo sia esprimibile come
xk(n) = ake
jφke(−αk+j2pifk)n∆t (3.3)
filtrare questo segnale scartando i primi M − 1 campioni porta a
ŷ(n) =
M−1∑
m=0
hm(x1(n−m+M − 1) + · · ·+ xk(n−m+M − 1))
= hb1x1(n) + · · ·+ hbkxk(n)
=
K∑
k=1
h¯bkxk(n), n = 0, . . . , N −M (3.4)
dove
h , (hM−1 · · ·h0) (3.5)
e
bk , (1 e(−αk+j2pifk)∆t · · · e(−αk+j2pifk)(M−1)∆t)T (3.6)
Dall’equazione (3.4) si può notare come il segnale risultante dal filtraggio è
formato dalla somma delle oscillazioni smorzate originali, con stessa frequen-
za e stesso smorzamento, moltiplicate per il numero complesso hbk. Quindi i
coefficienti del filtro FIR hm possono essere scelti per sopprimere solo alcuni
picchi (ponendo ad esempio |hbk| ' 0) senza modificare gli altri (ponendo
per questi ad esempio |hbk| ' 1). Si crede spesso che i metodi basati sul
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filtraggio presentino delle difficoltà a rimuovere le lunghe ‘code’ che i picchi
presentano in frequenza senza modificare altri picchi che giacciono sulle code
stesse. Questo fraintendimento è dovuto al fatto che spesso la convoluzione
nel tempo è associata alla moltiplicazione in frequenza, questo però accade
solamente sotto l’ipotesi che il segnale trattato sia ciclico o nullo al di fuori
dell’intervallo di interesse. Il reale effetto della procedura descritta nel domi-
nio delle frequenze può essere osservato applicando la trasformata di Fourier
al segnale ottenuto in (3.4)
F{ŷ(n)} ,
K∑
k=1
hbkXk(f) (3.7)
doveXk(f) è la trasformata di Fourier della singola oscillante smorzata (la co-
siddetta Lorentziana). Risulta quindi chiaro che i larghi picchi in frequenza,
incluse le lunghe code che presentano, possano essere soppressi singolarmen-
te. La progettazione del filtro parte quindi dal definire la sua risposta in
frequenza |H(f)| definita come
H(f) , hg(f), f ∈ [−0.5, 0.5] (3.8)
dove f rappresenta la frequenza normalizzata e g(f) è il vettore
g(f) , (1 ej2pif · · · ej2pif(M−1))T (3.9)
La risposta in frequenza del filtro è data dal modulo |H(f)|, mentre la risposta
in fase è definita come
φ(f) = tan−1
(=(H(f))
<(H(f))
)
(3.10)
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Infine il ritardo del filtro, espresso in numero di campioni, dipendente dalla
frequenza è esprimibile come
Gd(f) =
dφ(f)
df
(3.11)
Per la scelta del tipo di filtro da adottare, conviene prima prendere in consi-
derazione i cosiddetti filtri a fase lineare. Questo tipo di filtri è caratterizzato
dal fatto di possedere una fase φ(f) con andamento lineare in funzione della
frequenza, questa dipendenza lineare porta ad ottenere un ritardo costante
indipendente dalla frequenza pari a (M − 1)/2 campioni. Se usiamo questo
tipo di filtro perdiamo quindi (M − 1)/2 campioni significativi quando, per
eliminare le distorsioni, eliminiamo i primi M − 1 campioni. É quindi de-
siderabile utilizzare un filtro che presenti un ritardo di M − 1 campioni, in
questo caso, come propone lo stesso Sundin [7], abbiamo utilizzato un filtro
a fase massima. Questo tipo di filtri è caratterizzato dal possedere un ri-
tardo massimo per una data risposta in ampiezza. Un filtro a fase massima
ha, per definizione, tutti i suoi zeri al di fuori del cerchio unitario, risulta
quindi semplice trasformare un filtro a fase lineare in un filtro di questo tipo,
basta portare i suoi zeri fuori dal cerchio unitario facendo in modo di non
modificare la sua risposta in ampiezza.
3.2.2 Algoritmo di costruzione del filtro
L’approccio utilizzato è completamente automatico, questo richiede un
minimo intervento da parte dell’utente e assicura una buona riproducibili-
tà. La progettazione di filtri a fase massima è strettamente collegata alla
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Figura 3.1: Spettro del FID e del filtro per la soppressione del solvente: si noti come
fuori dalla stop-band del filtro il ripple sia molto contenuto per evitare il più possibile
distorsioni nei segnali dei metaboliti.
progettazione dei filtri a fase minima, difatti, se si vuole passare da un fil-
tro di quest’ultimo tipo ad un filtro a fase massima basta invertire l’ordine
dei suoi coefficienti. La costruzione dei filtri a fase minima si basa sull’ap-
proccio proposto in [8] dove, partendo da un filtro a fase lineare dalle volute
caratteristiche di risposta in ampiezza, si ottiene un filtro a fase minima sem-
plicemente operando una fattorizzazione spettrale, cioè riflettendo tutti gli
zeri all’interno del cerchio unitario. Successivamente quindi, sarà solo neces-
sario portare tutti gli zeri al di fuori del cerchio unitario invertendo l’ordine
dei coefficienti per ottenere un filtro a fase massima. Il filtro a fase lineare
è stato realizzato utilizzando l’algoritmo ‘constrained least-squares fit’ de-
scritto da Selesnick in [9] dove devono essere specificati l’ordine del filtro
M , la frequenza di taglio normalizzata fc, la risposta in banda bloccata sup
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Figura 3.2: Risultato del filtraggio del solvente: attraverso l’uso del filtro descritto
vengono eliminate le code del picco del solvente, si nota come in questo caso non vale la
moltiplicazione in frequenza tra gli spettri del segnale e del filtro, questo a causa del fatto
di trattare segnali finiti e non periodici.
e il ripple in banda passante r. Il filtro a fase massima è quindi ottenuto
tramite la fattorizzazione spettrale del filtro a fase lineare e riordinando i
coefficienti. La fattorizzazione spettrale è stata realizzata ottenendo gli zeri
del polinomio caratteristico del filtro a fase lineare, riflettendoli all’interno
del cerchio unitario e successivamente ricostruendo la risposta impulsiva del
filtro. Utilizzando l’algoritmo descritto il problema si riduce alla ricerca dei
parametri M , fc, sup e r. La scelta è automatizzata basandosi su alcune
stime sul segnale di origine. L’assunzione alla base di questo schema consi-
ste nel supporre la risposta dell’acqua formata principalmente da una sola
oscillante smorzata
yw(n) = awe
jφwe(−αw+j2pifw)n∆t (3.12)
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e che possiamo semplicemente trovare delle stime dei suoi parametri aw, αw,
fw e della deviazione standard del rumore σ. Per ottenere queste stime viene
calcolata l’ampiezza del picco dell’acqua in frequenza
s0 = max |Y (ωn)| (3.13)
dove Y (ωn) è la trasformata discreta di Fourier (DFT) di y(n). La stima
della frequenza del picco dell’acqua è data dalla frequenza corrispondente
f˜w =
1
2pi
argmax
ωn
|Y (ωn)| (3.14)
La larghezza del picco dell’acqua a mezza altezza (larghezza di linea) fwp ci
da una stima dello smorzamento
α˜w = pifwp (3.15)
La stima dell’ampiezza del picco è ottenuta come
a˜w = s0α̂w (3.16)
Infine la stima della deviazione standard del rumore è ottenibile dagli ultimi P
campioni del segnale originale che sono formati, vista la natura esponenziale
del segnale, dal solo rumore
σ˜ =
√√√√ 1
P − 1
P∑
p=1
(y(N − p)−my)∗(y(N − p)−my) (3.17)
dove my è la stima della media
my =
1
P
P∑
p=1
y(N − p) (3.18)
Dopo aver descritto come estrarre questi parametri descriviamo adesso l’al-
goritmo automatico per la creazione del filtro:
50
Capitolo 3. Metodologia
1. Calcolare le stime della deviazione standard del rumore σ, lo smorza-
mento αw, la frequenza fw, l’ampiezza aw del picco dell’acqua.
2. Per sopprimere il segnale fino al livello del rumore si sceglie la risposta
in banda bloccata sup0 come
sup0 =
σ˜
2a˜w
e si determina il valore di partenza per l’ordine del filtro (ad esempio
M = 60) e il valore del ripple in banda passante (ad esempio r = 5%).
3. Si corregge il valore di sup0 in funzione dello smorzamento dell’acqua
sup = sup0
[
M∑M−1
m=0 e
−eαwm
]
= sup0
[
M(1− e−eαwM)
1− e−eαw
]
Il motivo alla base di questa correzione è che la soppressione del filtro
è data per la risposta in ampiezza del filtro. L’oscillante smorzata del
segnale dell’acqua risulterà meno smorzata a causa del peso del termine
di smorzamento sui coefficienti del filtro.
4. Realizzare il filtro a fase lineare usando l’algoritmo citato in [9] sce-
gliendo la fc minore possibile che soddisfa i seguenti requisiti
|hf(0)| ≤ sup , |hf(α˜w)| ≤ sup
5. Se questo non è possibile per fc < f1, dove f1 è la frequenza del metabo-
lita di interesse più vicino in frequenza al picco dell’acqua, incrementare
l’ordine del filtro di 10 e ripartire dal punto 3.
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6. Centrare in frequenza il filtro precisamente sul picco dell’acqua (se il
picco non è esattamente a frequenza nulla)
h = h (1 e−j2pi efw · · · e−j2pi efw(M−1))
dove con il simbolo  si intende la moltiplicazione elemento per ele-
mento.
7. Trasformare il filtro a fase lineare in un filtro a fase minima attraverso la
fattorizzazione spettrale e riordinare i suoi coefficienti per trasformarlo
in filtro a fase massima.
Come si può notare, l’intervento da parte dell’utente è limitato al fornire
all’algoritmo il solo valore f1.
3.3 Analisi tramite la WVD
Al fine di comprendere quale sia la rappresentazione tempo-frequenza
del segnale FID, analizziamo innanzitutto il risultato che si ottiene con
una singola oscillante smorzata dal punto di vista matematico applicando
la distribuzione Wigner-Ville senza l’uso di alcun kernel.
3.3.1 Analisi della singola oscillante smorzata
Riprendiamo l’espressione del FID supponendo che sia presente una sola
componente del segnale:
x(t) = Ae−αtej(θ+2pifxt)u(t) (3.19)
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Figura 3.3: WVD di una oscillante smorzata
dove con fx è stata indicata la frequenza del segnale. Se andiamo a calcolare
la funzione di autocorrelazione locale per questo segnale otteniamo:
Kx(t, τ) = A
2e−2αtej2pifxτu
(
t+
τ
2
)
u
(
t− τ
2
)
(3.20)
Dalla quale possiamo immediatamente notare come questa non dipenda dal-
l’errore di fase θ, la mancanza di questa dipendenza deriva direttamente dal
fatto che la funzione di autocorrelazione locale è una funzione quadratica del
segnale. Trasformando con Fourier secondo τ otteniamo la rappresentazione
tempo frequenza del segnale.
Wxx(t, f) = 4A
2te−2αtsinc [4t (f − fx)]u(t) (3.21)
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Dove la funzione sinc è definita come
sinc(a) , sin(pia)
pia
(3.22)
La superficie descritta dalla (3.21) è visibile in figura 3.3.
Osservando attentamente la distribuzione possiamo far notare come per
f = fx si ottenga un profilo dipendente esclusivamente dai parametri del
segnale
Wxx(t, fx) = 4A
2te−2αtu(t) (3.23)
Risolta quindi possibile estrarre da questo profilo mediante interpolazione o
valutando delle grandezze caratteristiche i parametri del segnale di partenza.
Al fine di meglio descrivere le caratteristiche della WVD di un singolo com-
ponente del FID, operiamo sulla (3.21) attraverso la trasformata di Fourier
secondo l’asse dei tempi ottenendo una distribuzione in funzione di due fre-
quenze f e ν, dove la seconda è la frequenza associata all’asse dei tempi t.
Per chiarezza è stato supposto fx = 0
Ft{Wxx(t, f)} = A
2
(α+ jpiν)2 + (2pif)2
(3.24)
Possiamo andare ad osservare i due profili della funzione diagrammata in
figura 3.4 in questo dominio secondo i due assi di riferimento. Annullando ν
otteniamo
A2
α2 + (2pif)2
(3.25)
Che non è altro che il modulo quadro della trasformata di Fourier del segnale,
abbiamo quindi la conferma della proprietà marginale (2.3) a pagina 30,
poiché porre nulla la frequenza ν non significa altro che effettuare l’integrale
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Figura 3.4: Oscillante smorzata nel dominio f − ν
della WVD per ogni f . Più interessante risulta il modulo del profilo che si
ottiene annullando f :
A2
α2 + (piν)2
(3.26)
Questo dimostra come il contenuto frequenziale del profilo nel tempo del
segnale sia limitato alle basse frequenze. Si può notare come questi profili
siano in tutto simili. Se adottiamo anche per il secondo profilo il concetto
di larghezza di linea proprio dell’analisi tradizionale, possiamo confrontare
i due profili per rendere le proporzioni che sussistono tra loro: per il primo
abbiamo una larghezza pari a α/pi, per il secondo abbiamo 2α/pi. Quindi la
larghezza nel dominio ν è doppia rispetto alla larghezza nel dominio della
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frequenza f .
3.3.2 Analisi del FID
Nel caso più generale un segnale di risonanza FID è costituito da molti
segnali del tipo (3.19) sommati tra loro. Nel caso di un’analisi tradiziona-
le la proprietà distributiva dell’operatore rappresentato dalla trasformata di
Fourier fa in modo di ottenere nello spettro la somma delle trasformate dei
singoli addendi. Ciò non accade nella WVD poiché, operando mediante una
operazione bilineare, vengono introdotti artefatti nella distribuzione rappre-
sentati dai cross-termini. Questi sono molto spesso più numerosi dei segnali
stessi dato che esiste un cross-termine per ogni coppia di segnali, quindi in
generale se noi abbiamo un FID composto da N contributi, le interferenze
saranno pari a
(
N
2
)
= N(N−1)
2
. Questa moltitudine di artefatti complica non
poco l’interpretazione corretta della distribuzione come si nota in figura 3.5.
Se consideriamo un singolo termine di interferenza conosciamo però di questo
alcune proprietà caratteristiche: sappiamo che si posiziona ad una frequenza
pari alla media delle frequenze della coppia di segnali che lo ha generato,
inoltre sappiamo anche che il suo andamento nel tempo è oscillante alla fre-
quenza pari alla differenza tra le frequenze dei segnali che lo hanno prodotto.
Se osserviamo il FID nel dominio f − ν abbiamo quindi una localizzazione
ben precisa dei termini di segnale e di interferenza, in modo particolare i
segnali si localizzano a cavallo dell’asse f , mentre i termini di interferenza
se ne discostano in funzione della loro frequenza di oscillazione nel tempo.
Inoltre i termini di interferenza, essendo generati ognuno dal prodotto di due
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Figura 3.5: WVD del segnale FID: le interferenze rendono difficilmente leggibile il
diagramma
componenti di segnale, ne mantengono le caratteristiche morfologiche, quin-
di il loro contributo si limita ad un intorno delle coordinate derivanti dalle
previsioni teoriche.
3.4 Filtraggio delle interferenze
Vista la separazione tra segnali utili ed interferenze lungo la variabile ν,
abbiamo scelto di operare mediante l’uso di un filtraggio FIR a fase mas-
sima in modo simile a quanto fatto per rimuovere il solvente nel paragrafo
3.2 a pagina 44. Anche in questo caso infatti i primi campioni rappresenta-
no la parte del segnale nella quale si ha il miglior rapporto segnale-rumore
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Figura 3.6: WVD del segnale FID dopo il filtraggio anti-interferenze: le interferenze
risultano notevolmente soppresse rendendo più leggibile la distribuzione.
ed inoltre è essenziale non distorcerli per non alterare irrimediabilmente la
morfologia del segnale stesso. Come effetto collaterale si ha inoltre una forte
riduzione del rumore presente nel profilo che facilita l’analisi del profilo nel
tempo t.
3.5 Stima dei parametri
Riprendiamo l’espressione del profilo della WVD alla frequenza fx lungo
il tempo t:
p(t) = 4A2te−2αtu(t) + n(t)u(t) (3.27)
dove con il termine n(t) abbiamo indicato il rumore e le interferenze rimanenti
successivamente al filtraggio descritto precedentemente. Al fine di dare una
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stima dei parametri della curva A ed α, abbiamo scelto di risalire alle loro
stime tramite un fitting non lineare ai minimi quadrati secondo il metodo
Gauss-Newton. Per ottenere le stime di partenza dell’algoritmo ricerchiamo
il valore massimo della curva e l’istante t al quale questo si presenta. Dalla
curva priva di disturbi avremmo:
p(t) =
2A2
α e
t =
1
2α
(3.28)
Attraverso la stima di t possiamo ottenere α e successivamente sostituendo
quest’ultima nel valore massimo della curva ottenere A. Se ci fermassimo a
questa semplice valutazione di un punto soltanto della curva otterremmo delle
stime molto approssimative dei parametri, poiché questa è ancora affetta da
rumore. La scelta quindi di operare un fitting è necessaria per poter sfruttare
tutti i dati a nostra disposizione per affinare le stime, difatti questo metodo,
unito alla conoscenza a-priori del modello, consente una ulteriore riduzione
degli effetti dei disturbi sulle stime dei parametri.
3.6 Considerazioni
A partire quindi dalla morfologia del segnale è stato sviluppato un metodo
per ridurre le interferenze intrinseche della Wigner-Ville basato sul filtrag-
gio passa-basso lungo t. Tutto questo onde evitare di perdere risoluzione in
frequenza, con la conseguenza di una più difficile localizzazione frequenziale
dei segnali. Involontariamente quindi, operando indipendentemente sulle due
variabili, si è giunti alla definizione di un nuovo kernel per la Wigner-Ville
molto simile alla Pseudo-Smoothed Wigner-Ville (vedi pag. 42): sarebbe
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infatti possibile, a partire dai coefficienti del filtro FIR anti-interferenze, ri-
salire alla funzione del kernel nel dominio θ, τ . Possiamo inoltre far notare
come, sebbene operando un filtraggio lungo t, la perdita di risoluzione tem-
porale (tra l’altro trascurabile nel nostro caso visto che ci interessa in modo
particolare la forma d’onda e non quando questa si presenta) non ha influen-
zato i parametri caratteristici dei singoli picchi, ma ha agito solamente sulle
interferenze.
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Risultati
Il lavoro di simulazione dell’applicazione della metodica è stato svolto in
ambiente Matlab. Al fine di ottenere un segnale il più possibile aderente
alla realtà è stato simulato il FID campionando alla frequenza di 2500 Hz il
segnale risultante della sommatoria di cinque contributi relativi ai metaboliti,
e sette relativi al solvente, tutti del tipo:
x(t) = Ae−αtej(θ+2pif)t (4.1)
i cui parametri sono elencati nelle tabelle 4.1 e 4.2.
picco num. 1 2 3 4 5
A 20 30 20 20 20
α 7 7 7 7 7
θ 0.2pi 0 -0.7pi 0.45pi -0.1pi
f(Hz) 61 118 189 231 311
Tabella 4.1: Parametri utilizzati nella simulazione dei metaboliti
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picco num. 1 2 3 4 5 6 7
A 15.01 64.74 321.25 1142.3 251.92 201.11 12.3
α 5.1 8.28 10.51 12.45 4.24 6.79 4
θ -0.505pi -0.2510pi 0 -pi -0.946pi 0.204pi 0.451pi
f(Hz) -8.48 -5.25 -2.16 -0.18 -0.17 3.09 6.31
Tabella 4.2: Parametri utilizzati nella simulazione del solvente
A questo segnale è stato infine aggiunto un rumore derivato dalla media
di 16 vettori di solo rumore gaussiano bianco a valori complessi di potenza
pari a 30dbW, in modo da simulare il rumore presente nel segnale reale. Di-
fatti quest’ultimo viene ottenuto sperimentalmente mediando 16 acquisizioni
consecutive al fine di migliorare il rapporto segnale-rumore. Lo spettro del
segnale simulato è stato diagrammato in figura 4.1
Successivamente è stato realizzato il filtro FIR per l’eliminazione del sol-
vente mediante l’algoritmo proposto da Sundin [7] descritto nel paragrafo
3.2.2 a pagina 47. Il procedimento ha prodotto un filtro FIR passa-basso di
ordine 60 con frequenza di taglio f−3dB = 33 Hz, il modulo della risposta in
frequenza del filtro è visibile in tratteggio blu in figura 4.1. In rosso invece
è rappresentato lo spettro del risultato del filtraggio eliminando i primi 60
campioni. Si nota che il segnale del solvente è stato effettivamente soppresso
fino al livello del rumore, inoltre, visto il basso ripple impostato in banda
passante, sono contenute le distorsioni dei segnali dei metaboliti.
Per ottenere la WVD è stata utilizzata la routine proposta e realizzata
da O’Neill [10] la quale produce come risultato una matrice a valori reali
2048×4092, il risultato è rappresentato in figura 4.2, risulta quasi impossibile
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distinguere i segnali a causa della presenza dei termini di interferenza e del
rumore.
Al fine di ottenere una distribuzione più leggibile è stato realizzato, me-
diante lo stesso algoritmo usato nella soppressione del solvente, un filtro FIR
passa-basso a fase massima di ordine 120 con frequenza di taglio f−3dB =
36.62 Hz. La risposta in frequenza del filtro anti-interferenze realizzato è
visibile in figura 4.3. Dopo aver filtrato per righe la WVD e scartato i primi
120 campioni otteniamo un risultato molto più leggibile (vedi fig. 4.4) sul
quale possiamo individuare più facilmente i segnali per poterne estrarre il
profilo in funzione del tempo.
Le stime dei parametri sono state ottenute tramite il fitting dei profili
usando il modello della curva teorica secondo i passi descritti nella sezione
3.5 a pagina 58, i risultati ottenuti sono stati raccolti nella tabella 4.3, mentre
i profili e le relative curve derivate dal fitting sono stati raccolti in figura 4.3.
picco num. 1 2 3 4 5
A 20.5039 30.7085 21.0269 20.1549 20.8182
∆A % 2.5195 2.3615 5.1345 0.7743 4.0908
α 6.6669 7.0198 6.9887 7.1041 7.3457
∆α % -4.7585 0.2828 -0.1617 1.4867 4.9385
Tabella 4.3: Valori dei parametri estratti e variazioni percentuali rispetto al
valore utilizzato nella simulazione
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Figura 4.1: Spettro del segnale FID prima e dopo la rimozione del solvente: in nero il se-
gnale simulato, in rosso il segnale simulato dopo l’applicazione del filtro per la soppressione
del solvente, in blu la risposta in frequenza del filtro
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Figura 4.2: WVD del segnale FID simulato: si nota come i segnali siano completamente
confusi sia dalle interferenze che dal rumore.
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Figura 4.3: Modulo della risposta in frequenza del filtro anti-interferenze
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Figura 4.4: WVD del FID simulato dopo il filtraggio anti-interferenze
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Figura 4.5: Profili relativi ai picchi, in rosso il profilo della WVD dopo il filtraggio
anti-interferenze, in nero le curve relative ai parametri estratti tramite il fitting.
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Conclusioni
Nel lavoro svolto, partendo dallo studio dal punto di vista matematico
della distribuzione tempo-frequenza di Wigner-Ville e in modo particolare
della sua applicazione al segnale FID, abbiamo cercato di mettere a punto
un metodo molto semplice per la rimozione degli artefatti intrinsechi presenti
in questa TFD. Tutto questo per giungere a poter utilizzare questo tipo di
rappresentazione per quantificare in modo completo il segnale.
In confronto ai metodi di analisi tradizionale, il metodo basato sulla WVD
permette di stimare in modo più preciso il segnale spettroscopico, questo gra-
zie alla maggiore quantità di dati disponibili su cui operare. Quantificando
lo spettro in modo tradizionale infatti abbiamo a disposizione i campioni
relativi alle lorentziane, i quali sono molto contenuti, nel metodo di anali-
si proposto invece, le caratteristiche di scomposizione della WVD rendono
disponibili gli andamenti delle energie associate ad ogni frequenza i quali
hanno una lunghezza pari a quella del segnale. Inoltre utilizzando la WVD
non è necessaria l’operazione preliminare di rifasamento del segnale che ri-
chiederebbe la presenza di un’operatore, questo grazie alla bilinearità della
funzione di autocorrelazione locale.
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D’altra parte l’analisi mediante FFT rappresenta un metodo molto più
veloce, solo per ottenere la WVD del segnale a partire dalla funzione di auto-
correlazione locale è necessario eseguire l’algoritmo FFT 2048 volte contro la
singola esecuzione dell’analisi tradizionale. Il metodo proposto quindi risulta
pesante dal punto di vista computazionale con tempi di esecuzione elevati.
Un problema che aﬄigge la metodologia esposta è rappresentato dalla
risoluzione frequenziale che è possibile raggiungere. Infatti prendendo segnali
sempre più vicini tra loro in frequenza, questi generano una interferenza a
frequenza sempre più bassa, fino a quando risulta impossibile costruire un
filtro passa-basso in grado eliminarla senza distorcere i segnali originari.
Concludendo la metodologia sviluppata in questo lavoro necessita anco-
ra di sviluppo nonostante i risultati incoraggianti. I lunghi tempi di calcolo
richiesti, vista la buona resistenza al rumore di questo metodo, potrebbero
venir compensati riducendo il numero di acquisizioni da parte della macchina
RMN. Per quanto riguarda il filtraggio delle interferenze si rende necessaria
la sperimentazione nella realizzazione di filtri a banda molto stretta mediante
altre tipologie di algoritmi oppure, in alternativa, abbandonando questa otti-
ca per tentare la localizzazione e l’isolamento dei segnali mediante le tecniche
di riconoscimento delle immagini del tipo ‘pattern recognition’ o con metodi
correlativi.
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Ambiente di sviluppo
function [ output_args ] = spettro( input_args )
%SPETTRO Summary of this function goes here
% Detailed explanation goes here
close all
N=2048;
fs=2500; % freq max in Hertz
dt=1/fs; % intervallo di campionamento
tsec=[0:dt:(N/fs-1/fs)]’;
fHz=[-fs/2:fs/(N-1):fs/2]’; % frequenze da -fmax/2 a +fmax/2
fnorm=[-0.5:1/(N-1):+0.5]’; % frequenza normalizzata
livnoise=30
%%%% GENERAZIONE DEL SEGNALE SIMULATO %%%%
% PARAMETRI DEI METABOLITI
fm=[61 118 189 231 311];
alfam=7;
tetam=[0.2 0 -0.7 0.45 -0.1]*pi;
awm=[20 30 20 20 20];
n=[1:1:2048]’;
% picchi dei metaboliti
metab=0;
for k=1:1:5
metab=awm(k)*exp(i*tetam(k))...
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...*exp((-alfam+(-i*2*pi*fm(k)))*n*dt)+metab;
end
% PARAMETRI DEI 7 PICCHI DI RICOSTRUZIONE RISONANZA ACQUA
fkw=[-8.48 -5.25 -2.16 -0.18 -0.17 3.09 6.31];
alfawk=[5.10 8.28 10.51 12.45 4.24 6.79 4.00];
tetawk=[-0.505*pi -0.251056*pi 0 -pi...
...-0.9466*pi 0.20428*pi 0.45061*pi];
awk=[15.01 64.74 321.25 1142.30 251.92 201.11 12.30];
% picco dell’acqua ricostruito con 7 sinusoidi
n=[1:1:N]’;
wpeak=0;
for k=1:1:7
wpeak=awk(k)*exp((-alfawk(k)+...
...(i*2*pi*fkw(k)))*n*dt)+wpeak;
end
FIDpulito = metab’+wpeak’;
FID=FID+mean(wgn(16,2048,livnoise,’complex’),1);
%%%% SOPPRESSIONE DEL SOLVENTE %%%%
FID=filtroacqua(FID)
%%%% REALIZZAZIONE FILTRO ANTI-INTERFERENZE %%%%
N=2048;
n=30;
ncontrollo=15;
f0norm=2*n/N;
M=100;
ripplelf=0.01;
f=[0 f0norm 1];
amp=[1 0];
up=[1+ripplelf 0.01];
lo=[1-ripplelf 0];
coeff=fircls(M,f,amp,up,lo);
hfiltro=abs(fft(coeff,N));
cond=abs(hfiltro(ncontrollo)-1);
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while cond>ripplelf
M=M+10;
coeff=fircls(M,f,amp,up,lo);
hfiltro=abs(fft(coeff,N));
cond=abs(hfiltro(ncontrollo)-1);
end
fasemin=firminphase(coeff);
fasemax=fliplr(fasemin);
zeri2=roots(fasemax);
zeri2max=[zeri2 ; zeri2];
fasemax=poly(zeri2max);
% regolazione del guadagno
desired = sqrt(max(abs(freqz(coeff))));
actual = max(abs(freqz(fasemax)));
fasemax = fasemax * (desired/actual);
fir=fasemax;
%%%% CALCOLO DELLA WIGNER-VILLE %%%%
WV=qwigner2(FID’);
WV=flipud(WV);
WV=WV*4/9; %normalizzazione
WV=circshift(WV,[1 0]);
%%%% ESTRAZIONE DEI PROFILI %%%%
rif=[2149 2242 2359 2428 2559];
curve=zeros(5,2048);
for i=1:5
curve(i,:)=WV(rif(i),:);
end
clear WV
%%%% FILTRAGGIO DEI PROFILI %%%%
curvefiltrate=conv2(fir,curve);
M=length(fir);
T=size(curvefiltrate,2);
ritardo=grpdelay(fir,1,4096);
tau=floor(mean(ritardo(1:3)))+1;
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curvefiltrate=curvefiltrate(:,tau:(tau+2047));
%%%% FITTING DEI PROFILI %%%%
t=[0:1:length(curvefiltrate)-1];
coeff=zeros(2,5);
for i=1:1:5
[mass, indice]=max(curvefiltrate(i,:));
c(2)=1/tsec(indice);
c(1)=c(2)*exp(1)*mass;
coeff(:,i)=nlinfit(tsec’,curvefiltrate(i,:)’,@funzione,c);
end
curvefit=zeros(5,length(curvefiltrate));
for i=1:1:5
curvefit(i,:)=coeff(1,i)*tsec’.*exp(-coeff(2,i)*tsec’);
end
coeff(1,:)=sqrt(coeff(1,:));
coeff(2,:)=coeff(2,:)/2;
coeff
%%%% VALUTAZIONE DEGLI ERRORI %%%%
noti=[20 30 20 20 20
7 7 7 7 7];
errperc=100*(coeff-noti)./noti;
errperc
clear noti
%%%% PLOTTING DEI RISULTATI %%%%
t=tsec;
for i=1:5
subplot(3,2,i);
figure
plot(t,curverumore(i,:),’k’,’LineWidth’,2);
hold on;
plot(t,curvefit(i,:),’--r’,’LineWidth’,2);
hold off
grid on
xlim([0 0.5]);
axis tight
xlabel(’Tempo’);
ylabel(’Ampiezza’);
title([’Profilo del picco nř’,num2str(i)]);
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end
Filtraggio del solvente
function [ filtrato ] = filtroacqua( FID )
%UNTITLED1 Summary of this function goes here
% Detailed explanation goes here
% STIMA DEI PARAMETRI DEL FILTRO
N=2048; % numero di punti misurati
fs=2500; % freq max in Hertz
dt=1/fs; % intervallo di campionamento
tsec=[0:dt:(N/fs-1/fs)]’;
fHz=[-fs/2:fs/(N-1):fs/2]’; % asse frequenze
fnorm=[-0.5:1/(N-1):+0.5]’; % asse frequenza normalizzata
inizio = N/2 + floor(1*fs/N);
fine = N/2+ floor(380*fs/N);
fHz4 = fHz(inizio:fine);
fattorescala=1;
assex=[5 350];
conversione=37.16845878; %per passare da Hz a ppm
fppm=-(fHz./conversione)+4.8;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
dft=fft(FID);
mod=abs(dft);
mod=fftshift(mod);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
[ymax,xmax]=max(mod);
s0=ymax; % parametro s0
ftilde=fHz(xmax);
x1=1;
while mod(x1)<s0/2
x1=x1+1;
end
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x2=xmax;
while mod(x2)>s0/2
x2=x2+1;
end
fwp=fHz(x2)-fHz(x1); % larghezza picco acqua in Hz
alfawtilde=pi*fwp; % smorzamento del picco dell’acqua
alfawtilden=alfawtilde/(2*pi);
alfawtildenorm=alfawtilden/(fs/2); % freq norm [-0.5 , 0.5]
awtilde=s0*alfawtilde; % stima ampiezza picco acqua
P=30; %numero dei campioni da cui stimare il rumore
last=FID(N-P:N);
my=median(last);
somma=0;
for p= 1:P
somma=(FID(N-p)-my)’*(FID(N-p)-my)+somma;
end
sigma=sqrt(somma/(P-1));
sup0=sigma/(2*awtilde);
sup0db=20*log10(sup0);
% CICLO PER TROVARE I COEFFICIENTI DEL FILTRO
%
% 1) Scegliamo il valore della massima oscillazione
% in banda passante (rp) ed attenuata (rs)
% Ad esempio: rp=rs=rip=0.02
% Scegliamo la frequenza f1 del metabolita
% d’interesse a minor frequenza;
% 2) Scegliamo una frequenza di taglio fc;
% 3) Scegliamo un ordine M di partenza del filtro (e.g. M=60);
% 4) Calcoliamo il parametro sup in funzione di M;
% 5) Progettiamo il filtro secondo l’algoritmo constrained LS;
% 6) Controlliamo tre condizioni:
% |hf(0)|<sup , |hf(alfawtilde)|<sup, e fc<f1:
% - se sono tutte V => il filtro è adatto;
% - le prime due V e la terza F => aumento M e torno 4)
% - se una delle prime due è F => aumento fc e torno a 5)
rip=0.01;
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f1=25*1.5;
fc0=22*1.5;
M=60;
% alfawtilden=(alfawtilde/(2*pi))/(fs/2);
% alfawtilde è una pulsazione
% alfawtilden è una freq normalizzata
A=0;
fc=fc0;
deltaM=10;
deltaf=1;
while A<1
A = A+1;
fcn=fc/(fs/2);
f=[0 fcn 1];
amp=[0 1];
up=[rip (1+rip)];
lo=[0 (1-rip)];
% Gli zero assicurano una zero-phase response non negativa.
filtro=fircls(M,f,amp,up,lo);
sup2=sup0*( M*(1-exp(-alfawtilde*M)))/(1-exp(-alfawtilde));
sup2db=20*log10(sup2);
sup2=sup2*15; % correzione manuale x la simulazione
m=0:1:M;
galfa= (exp(i*2*pi*alfawtildenorm*m))’;
hf0=sum(filtro);
hfalfa=filtro*galfa;
if abs(hf0)<=sup2 & abs(hfalfa)<=sup2
if fc<f1
break;
else M=M+deltaM;
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fc=fc0;
end
else
fc=fc+deltaf;
if fc>f1
M=M+deltaM;
fc=fc0;
end
end
end;
M
%--------------------------
%-- FILTRO FASE MASSIMA --
zeri=roots(filtro); % zeri filtro fase lineare
magn=abs(zeri);
faserad=angle(zeri);
polar=magn.*exp(i*faserad);
for m=1:1:(length(zeri))
if magn(m)<1 magnmax(m)=1;
else magnmax(m)=magn(m);
end
end
magnmax=magnmax’;
polarmax=magnmax.*exp(i*faserad);
polarmax=sort(polarmax);
polarmax=flipud(polarmax);
polarmax=polarmax(1:(length(magn)/2),:);
polarmax=[polarmax ; polarmax];
fasemax=poly(polarmax);
% per regolare il guadagno
desired = sqrt(max(abs(freqz(filtro))));
actual = max(abs(freqz(fasemax)));
fasemax = fasemax * (desired/actual);
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yfasemax=conv(fasemax,FID);
%%%%% trasformazione in fase massima %%%%%
fasemin=firminphase(filtro);
fasemax2=fliplr(fasemin);
filtro2=conv(fasemin,fasemax2);
zeri2=roots(fasemax2);
zeri2max=[zeri2 ; zeri2];
fasemax2=poly(zeri2max);
% per regolare il guadagno
desired = sqrt(max(abs(freqz(filtro))));
actual = max(abs(freqz(fasemax2)));
fasemax2 = fasemax2 * (desired/actual);
yfasemax2=conv(fasemax2,FID);
yfasemaxcut2=yfasemax2( length(fasemax2):length(yfasemax2));
filtrato=yfasemaxcut2;
Calcolo della WVD
function [tfd, t, f] = qwigner2(x, fs, nfreq, wlen)
% qwigner2 - Compute samples of the type II...
% quasi-Wigner distribution.
%
% Usage
% [tfd, t, f] = qwigner2(x, fs, nfreq, wlen)
%
% Inputs
% x signal vector
% fs sampling frequency of x
% (optional, default is 1 sample/second)
% nfreq number of samples to compute in frequency (optional,
% default is twice the length of x)
% wlen length of the rectangular lag window on the
% auto-correlation function, must be less than
% or equal to nfreq (optional, default
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% is twice the length of x)
%
% Outputs
% tfd matrix containing the quasi-Wigner
% distribution of signal x. If x has length N,
% then tfd will be nfreq by N. (optional)
% t vector of sampling times (optional)
% f vector of frequency values (optional)
%
% If no output arguments are specified, then the
% quasi-Wigner distribution is displayed using ptfd(tfd, t, f).
% Note that the Wigner distribution does
% not exist for type II signals, but the
% quasi-Wigner distribution is a reasonable approximation.
% Copyright (C) -- see DiscreteTFDs/Copyright
% specify defaults
x = x(:);
N = length(x);
error(nargchk(1, 4, nargin));
if (nargin < 4)
wlen = 2*N;
end
if (nargin < 3)
nfreq = 2*N;
end
if (nargin < 2)
fs = 1;
end
if (nfreq < wlen)
error(’wlen must be less than or equal to nfreq!’);
end
if (wlen > 2*N)
error(’wlen must be less than or equal to ...
...twice the length of the signal!’);
end
w = wlen/2;
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% make the quasi-wigner kernel
%%%%%%%%%%%%%%%%%%%%%%%%%%%%
ker = zeros(w);
for tau = 1:2:w,
ker(tau,(tau+1)/2) = 1;
end
for tau = 2:2:w;
ker(tau,tau/2) = .5;
ker(tau,tau/2+1) = .5;
end
% Do the computations.
%%%%%%%%%%%%%%%%%%%%%%
% make the acf for positive tau
acf = lacf2(x, w);
% convolve with the kernel
acf2 = fft(acf.’);
ker = [ker zeros(w,N-w)];
ker2 = fft(ker.’);
gacf = ifft(acf2.*ker2);
gacf = gacf.’;
% make the gacf for negative lags
gacf = [gacf ; zeros(nfreq-wlen+1,N) ;...
...conj(flipud(gacf(2:w,:)))];
%compute the tfd
tfd = real(fft(gacf));
tfd = tfdshift(tfd)/nfreq;
t = 1/fs * (0:N-1);
f = -fs/2:fs/nfreq:fs/2;
f = f(1:nfreq);
if (nargout == 0)
ptfd(tfd, t, f);
clear tfd
end
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