Abstract-Knowing the position of a mobile robot in the environment in which it operates is an important element for effectively accomplishing complex tasks requiring autonomous navigation. Among several existing techniques for robot self-localization, a new approach called Hough Localization was proposed for map matching in the Hough domain, that turned out to be reliable and efficient for position tracking in polygonal environments. In this paper we present an extension of Hough Localization able to deal with the global localization problem, in which the robot does not know its initial position in the environment.
I. INTRODUCTION
The ability for a mobile robot to find its pose (position and orientation) in an environment is a a crucial feature for autonomous navigation and for performing complex tasks over long periods of time. Among all the techniques that have been proposed for robot self-localization (see [l] for a survey), we can distinguish those methods that make the assumption that the robot knows at every time an estimate of its pose (also known as position tracking problem) from those methods that do not rely on any assumption on the current pose of the robot (global localization problem).
The assumption of knowing an estimate of the robot's current pose at every time is often a strong one for a mobile robot performing complex tasks in dynamic environments, since several situations can occur that make this assumption not valid (e.g. crashes with other objects in the environment, temporary failure of sensor devices, etc.). On the other hand, global localization is usually computationally more expensive than position tracking, because it is not possible to exploit the additional information about the estimated pose of the robot.
Global localization has been addressed in many recent works on localization depending on the sensor used by the robots. When the environment can be appropriately structured, then beacon-based systems allows for a precise and reliable computation of the robot's pose in the environment covered by these beacons. However, when the environment cannot be modified the most common class of methods for absolute positioning is model matching, that is the process of determining the pose of the robot by a matching between a given model of the environment (a map) and the information acquired by the robot's sensors.
Among model matching based methods for global localization, another distinction can be done between those methods that do not rely on the extraction of specific features from the sensor data, and those that are based on extracting and matching specific features detected in the environment. A notable example in the first group are: Markov Localization [2], in which an explicit representation of the probabilistic distribution of the robot's pose is periodically updated according to the sensor readings, and Monte Carlo Localization [3] that is a more efficient version of Markov Localization, since it represents only a subsets of all the possible poses of the robot. Other methods are based on a local search in the space of the robot poses in order to find the best overlap between the current scan and the reference map. For example, the method described in
[4] performs matching between raw sensor data and an unstructured representation of the environment.
Feature-based map matching are based on extracting features from sensor data and matching them with a representation of the environment in terms of these features. Lines are often used for localization in polygonal environment. For instance, in [5] an algorithm for computing robot poses by line matching is presented, while the localization method in [6] is based on certainty grids and on the use of the Hough Transform only for extracting lines from these points.
In this paper we present a method called Global Hough Localization, that extends the Hough Localization method described in [7], [SI in order to provide a solution for global localization. Global Hough Localization is based on matching a geometric reference map with a representation of range information acquired by the robot's sensors. We exploit the proper-ties of the Hough Transform for recognizing lines from a sets of points, as well as for calculating the displacement between the estimated and the actual pose of the robot. The main differences between our approach and others are: 1) by exploiting some properties of the Hough Transform, map matching is directly performed in the Hough space; 2) the probability distributions of the robot's pose is represented as a sum of Gaussian. The combination of these two features makes our approach more efficient. In particular the probability distribution that is not represented in an explicit way allows for simplifying computation by still having enough power to maintain probabilistic multiple hypotheses on the robot's pose.
We have fully implemented and tested this method in office-like environments as well as in the RoboCup environment by making use of vision based line extraction procedures performing as a range data sensor.
HOUGH LOCALIZATION
In this section we recall the Hough Localization method for position tracking problem (see [7] , [8] for a more detailed description).
Hough Localization is based on a matching between a known map of the environment and a local map built by the robot's sensors. The matching is performed between the Hough representation of both the reference map and the local map. Sensor data are thus transformed in a parameter space by applying the Hough Transform given by the equation p = x cos6 + y sine. This task is usually performed in two steps:
Summarizing, the Hough Localization method consists in: 1) computing the Hough Transform HTS(B, p) of sensor points S in the (x,y) plane, 2) determining the local maxima of H T S ( O , p ) , 3) finding correspondences between local maxima and reference points, 4) measuring displacements between local maxima and the corresponding reference points in the Hough domain (that corresponds to the displacements between the estimated and the current pose of the robot), 5) integrating map displacements with odometric information and computing a new probability distribution.
The critical step of this procedure is the third one, that is finding the correct correspondence between local maxima and reference points. In [7] we have assumed a small error assumption on the robot's pose, that is the case in which we can consider the actual position of the robot very close to the estimated one (leading to the position tracking problem). In this case the probability distribution of the robot's pose p(Z) was represented as a single Gaussian, whose mean lk is the most likely position of the robot and the covariance matrix pk represent the variance of this information and the correspondence problem was easily solved by adopting a closest matching approach. In other words, the HT grid was partitioned in a number of regions (one for each reference point in M ) , such that a matching was considered only if a local maximum of H T S was within the corresponding region.
In this article, we drop the small error assumption on the robot's pose and consider the general case in which the robot does not rely on any information about its current pose.
GLOBAL HOUGH LOCALIZATION
By removing the assumption that the robot is only affected by a small positioning error, the correspondence between local maxima of the Hough Transform and reference points is not trivial, because it is not possible to rely on an initial estimate of the robot's position.
Moreover, in order to detect and to deal with ambiguous situations, we need a more powerful representation of the robot pose than a simple Gaussian used in our previous work. On the other hand, we do not want to explicitly represent a distributed probability over the whole configuration space of the robot as in [2] , since it tends to be computationally inefficient. Therefore we choose to represent the probability distribution p(Z) as a sum of a finite (limited) number N of Gaussians. The number of Gaussian N is varying over time and depends on the number of possible ambiguities detected during map matching. In this way ambiguous situations will be characterized by the presence of N > 1 Gaussians. Moreover the variances of the Gaussians can also be used to determine the most likely position at each time.
In this section we describe how to compute a set of Gaussians (denoting all the possible robot's poses) from a matching in the Hough domain between sensor data and a reference map, and without the knowledge of an initial pose of the robot.
representation of the environment as a set of segments mi, denoted by the line containing the segment ( p i , &), the center point Pi and its length Xi; and let S = {(zk,yk) 1 k = 1, ..,S} be the current sensor data (in the robot's reference system).
Given the sensor data S, we want to compute a set of possible poses of the robot in the map M and represent them as a set of Gaussians L = {lj" = (zcj", yj", Of), E ; } , with means lcj" and covariance matrices Cj". The probability distribution of the robot's pose will be thus defined as'
An important property of the Hough Transform is the Decomposition Property (for details see Property 1 in [7]), which allows for decomposing the map matching process in two phases: first we only consider a rotation of the robot and thus we determine a set of possible rotation angles 01 that will correct the orientation of the robot, and then for every rotation 8; we compute possible translations pi,. As we will see later, this property provides for an efficient and easy way to compute these displacements separately.
The generation of the set C will be performed in four steps:
Step 1. Computing H T S ( 8 , p ) In the first step the Hough Transform is computed for all the sensor points in S.
In the second step we compute e;, X = 0, ..,A representing a set of possible orientation corrections for the robot. If A = 0 then the map matching process terminates and the set of Gaussians C will be empty.
In the third step we compute for each el; the values pie, for p = 0, . . , I ? , , that will represent possible translation corrections for the robot related to 8;. Step 2. Computing 8;
Step 3. Computing p&,
Step 4. Computing (zf,yf,!F) and Cp matrices Cj". In this step some of the poses could be discarded (for instance if the variance is too large).
Let us examine these steps in detail, by considering the simple situation in Fig. 1 , in which the robot faces a corner without any information about its current position. The first step consists in transforming all the points detected by the range sensor (Fig. lb) in the Hough domain as already described in the previous sections.
As for the second step, the decomposition property of HT states that during a rotation of the robot the p component of H T S does not change. Therefore when looking for an angular correction we can aggregate the values of p in H T S and in the Hough Transform of the reference segments in M by defining respectively ( 8 , p ) Observe that the function h(0) is very similar to the angle histogram [9] of the sensor data.
The set of possible angle differences between the sensor data and the map are found by a correlation between h(8) and m(8). Therefore 8; will be defined as the local maxima of the correlation function h(8)*m(8) as shown in Fig. 2 .
If no local maxima are found the map matching process fails, since current sensor data are not useful for correcting the pose of the robot. The step 3 is performed for every 8 : as follows:
Step 3.a The robot is virtually rotated by 6: and HTS is updated according to the following equations for roto-translation in the Hough domain (see 171 for details):
Step 3.b For every 6'; such that m ( e f ) > 0, we define the following functions:
h',,(P)
= HTS(@,M + e:, P )
m;(P) = H T M @ f , P )
We then compute the correlation function h',,(p) * mL(p) and define pipv as the local maxima of this function. In other words, we are computing a correlation of the columns in HTS corresponding to 0: and the associated column in HT'.
In this way it is possible to compute the translation of the robot with respect to themap. Finally, step 4 is performed for computing new possible poses of the robot (i.e. the centers of the Gaussians) (zcj", y?, 8j") and their associated covariance matrices Cj", from the set {(e:,p:,u)} of possible displacement between the map and the sensor data.
More specifically, for every X = 1, ..,A, this set of data have been computed in the previous steps:
t9i,p;,v, with p = 1, ..., M A and U = 1, ..., Nx,. We will distinguish three cases depending on the value of MA.
Case M A = 0. In this case we can only compute the orientation displacement of the robot. Therefore we define dl = (0, 0,e;l) and a covariance matrix Cl = diag{oo, CO, U,"} with large variances on the translation components.
Case M A = 1. In this case we have detected a matching with all parallel lines, therefore it is not possible to find a complete translation of the robot. Indeed we can express just a relation between the translation T,, T, of the robot and (@: , pilu), that is is given bv p i l v = T, COS e? + T~ sin e? since e? = e: + 0;.
The set of possible position corrections dlAv can be given by (T,,Ty,Bi) subject to the equation above. In some cases it is possible to determine a translation along one direction: for instance if Of' = 0 we have T, = pilu and thus dlAu = (Tz,O,el;) and Elxy = diag{u:, CO, 0,").
Case M A 2 2. In this case we have found matches with at least two non-parallel lines. In the case M A = 2 the possible translation for the robot is computed by solving the following linear system for each For each solution of the system, the displacement will be given by dlA = (T,*,,TiA,6:). The variance matrix CI = diag{ai, U ; , U,"} is also computed by evaluating the precision of the map matching process over the coordinates (2, y, e). When M A > 2 the linear system is redundant and a solution can always be found by using a specific method.
Once dl and CI are computed in one of the cases above, the mean and the covariance matrix of the relative Gaussian will be respectively lj" = Z , , , ,
+ dl and CT = C l , with l , , , , being the current pose of the robot (when sensor data S were taken).
At this point some of the poses computed could be wrong, since lines have been taken into account instead of segments. Therefore it is necessary to use the information in the map regarding the center and the length of the segments in the map to discard some of the poses.
Consider again the example of the corner: the third step computes the set of data { ( e~, p~P v ) } with X = 1 ,.., 4, p = 1,2, and U = 1. Therefore step 4 with M A = 2 computes 4 possible poses (TZA, TiA, e:), with X = 1, ..,4, corresponding to the 4 positions shown in Fig. 3 .
By considering the information in the map M about the center of the segments P i and their length Xi, it is easy to detect the positions that are not compatible with the actual sensor data. Therefore positions 2,3 and 4 can be discarded since they do not correspond to a possible robot's position and the final result of the global localization will be a single pose represented by a Gaussian centered in 1 = (pTll, pTZ1, e;). In this case no ambiguities have been detected.
We have described so far the process that is needed in order to compute a set of Gaussians C = { l f , Cj"} I @..L given the current sensor readings St. The integration of these data with odometric information and the update of the probability distribution p ( l ) , can be again performed by making use of the Extended Kalman Filter operating on every possible pose computed. By using this kind of integration [lo] , the system can reduce over time the number of ambiguous situations as the amount of data on the environment increases, since those hypotheses that are not confirmed by sensor data will be discarded.
A . Implementation and experiments
The method described here has been implemented on our mobile robots and some experiments have been done for evaluating its performance. Here we report the result of a typical experiment performed in order to evaluate the capability of the robot to maintain a set of hypotheses of its pose and to update the Gaussians associated to these poses over time according to sensor readings. In this experiment we have placed our robot facing a corner of the environment represented in Fig. 4 and after a short time the set of five possible poses (indicated in the figure by numbered circles) have been computed. Then the robot has been moved on a predefined path and the initial poses have been updated. For the hypotheses 2 , 3 , 4 and 5, at a certain time the matching of sensor data with reference map is not correct and this allows for lowering the probability associated to these Gaussians. Therefore, in the figure, after some time, the trajectories associated to hypotheses 2 to 5 finish denoting that the probabilities of these poses are lower than a certain threshold.
Hypothesis 1 instead is maintained since map matches confirm this pose over time.
IV. COMPUTATIONAL COMPLEXITY For computing the complexity of our global localization method we distinguish those variables that increase with the resolution of the range sensor from those ones that increase with the complexity of the environment. If the sensor gives (SI proximity readings within the maximum range of W and the HT is discretized with Ap and AB, then computing HTS(p, 0) and h(B) costs respectively 0 (1st 3) and 0 (3 E).
Let the reference map M made up by Me sets of M p parallel lines, and the local map 2 by Z e sets of 2, parallel lines. The computational effort for computing the set of possible poses is proportional to the size of this set, which is MzMj(M,g -l)(ZeZP) ' [lo] .
The complexity of the algorithm, without considering the terms depending on the discretization of the H T that alters only the resolution of the position estimation and does not depend on the size of the environment and on the sensor data, is 0 (IM13 1 2 1 ' + ISI),
where IMI is the size of the reference map, 12) is the size of the local map (acquired through the robot's sensors), and (SI is the number of the sensor readings.
This value can be greatly reduced using some pruning criteria to be applied within step 3 and 4, that take into account additional information, such as height of local maxima or the metric data in S. The use of those criteria does not modify the complexity of the method, but improves the average case.
In practical applications the number of simultaneously visible segments 2 is often small and does not increase with the complexity of the environment, so the localization algorithm runs with a cubic upper bound with respect to the environment and a linear upper bound with the number of proximity readings 15' 1. The computational complexity of our work may be compared with a similar approach of global localization by using line matching described in [5] , that has the same worst-case complexity for line matching 0 ( ( M l3 1 2 1 ' ) . AS for the line extraction, the use of Hough "kansform allows for an additional complexity of only O((S(), while other approaches may have a higher computational time in case of multiple lines, when the problem of point clustering (i.e. assigning every point to the line to which it belongs) must be addressed. This is mainly due to the fact the Hough Transform allows not only for detecting lines from a set of points, but also for an automatic clustering of points belonging to each line. Therefore working in the Hough space gives a substantial computation time advantage with respect to other approaches working in the map or robot's coordinate space.
V. CONCLUSION
Localization for mobile robots has been extensively studied in the past years and several different approaches have been proposed, both for the position tracking problem and for the global localization problem. Among all, the most common methods are based on map matching for determining the metric absolute pose of the robot in the environment and on the integration of this matching with relative positioning information. Global Hough Localization presented here follows from our previous work in [7] , [SI. We have implemented the method and the first experiments in office-like environments have shown the effectiveness and efficiency of the approach for computing the absolute pose of the robot in polygonal environments.
Similar previous works include the method in [5],
that presents an algorithm for matching lines extracted by the sensors with reference lines, while the work in [6] is based on two certainty grids (one containing data from the reference map, the other containing data acquired by a range sensor) and uses the Hough Transform for detecting segments from the two grids, while the association problem is addressed by comparing in the Cartesian space each pair of segments in order to detect similarities. The difference with our approach is that in these works matching is performed in the Cartesian space, while our work is based on matching in the Hough space, and this allows for improving the efficiency of map matching.
Other global localization methods do not rely on the extraction of geometric features for map matching, but they use raw range readings. These approaches can also be used in unstructured environments. Markov Localization [2] maintains an explicit representation of the probability distribution of the robot's pose in the environment, and updates it according to the sensor readings during robot operation. The method is effective in any environment and it is adequate for dynamic environments. However, because of the large representation space, it tends to be computationally expensive and thus some heuristics must be applied in order to reduce computational time. A similar approach is Monte Carlo Localization [3] that does not represent the whole environment but just a portion of it in which the robot may be. The main difference between our approach to global localization and Markovbased localization methods is that we represent the probability distribution of the robot poses as a set of Gaussians (representing a limited number of possible poses for the robot) instead of using an explicit (partial) representation of the whole environment.
Notice that we may still have an infinite number of possible poses represented by a finite number of Gaussians (by using large variances on one dimension of a Gaussian). Therefore, in polygonal environments, the representation using a set of Gaussians does not limit the possibility of catching all the possible hypotheses for the robot's poses, while it allows for defining a computationally efficient algorithm.
The approach to global localization presented here has some advantages for its use in polygonal environments: 1) it is computationally efficient and adequate for real-time execution, 2) it is robust in dynamic environments since Hough Transform can detect lines without any bias in presence of partially occluded lines and noise given by isolated points representing (mobile) objects that are not modelled in the map. The method has been implemented and successfully applied in different environments, including the dynamic environment provided by FbboCup soccer matches.
