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Abstract
The homotopy type of spaces of locally convex curves with fixed endpoints in Spinn+1,
the universal covering the orthogonal group SOn+1 for n ≥ 2, has been determined for n = 2
but is in general not known. The results in this paper have as one important aim trying to
make progress in this problem. In the process, we prove a related conjecture of B. Shapiro
and M. Shapiro regarding the behavior of fundamental systems of solutions to linear ordinary
differential equations. We define the itinerary of a locally convex curve Γ : [0, 1]→ Spinn+1 as
a (finite) word w in the alphabet Sn+1 r {e} of non-trivial permutations. This word encodes
the succession of non-open Bruhat cells of Spinn+1 pierced by Γ(t) as t ranges from 0 to 1. We
prove that, for each word w, the subspace of curves of itinerary w is an embedded contractible
(globally collared topological) submanifold of finite codimension, thus defining a stratification
of the space of curves. We show how to obtain explicit (topologically) transversal sections for
each of these submanifolds. We also study the neighboring relation between strata. This is an
important step in the construction of abstract cell complexes mapped into the original space of
curves by weak homotopy equivalences, which we cover in a follow-up paper.
1 Introduction
For a fixed integer n ≥ 2, let Spinn+1 be the universal covering of the or-
thogonal group SOn+1. For j ∈ JnK = {1, 2, . . . , n}, consider the skew-symmetric
tridiagonal matrices aj = ej+1e
>
j − eje>j+1 ∈ son+1 as elements of the Lie algebra
spinn+1, via the isomorphism of Lie algebras induced by the covering map Π.
A map Γ : J → Spinn+1 defined on an interval J ⊆ R is called a locally convex
curve if it is absolutely continuous (hence differentiable almost everywhere) and
its logarithmic derivative is almost everywhere of the form
(Γ(t))−1Γ′(t) =
∑
j∈JnKκj(t)aj, (1)
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for positive functions κ1, . . . , κn : J → (0,+∞).
Given a smooth locally convex curve Γ, the smooth curve γ : J → Sn defined
by γ(t) = Π(Γ(t))e1 satisfies det(γ(t), γ
′(t), . . . , γ(n)(t)) > 0 for all t ∈ J . A
parametric curve γ : J → Rn+1 of class Cn satisfying the inequality above is also
called (positive) locally convex [1, 25, 26] or (positive) nondegenerate [12, 15, 17,
20]. Such a curve γ can be lifted to a locally convex curve Fγ in SOn+1 (and
therefore in Spinn+1) of class C
1 by taking the orthogonal matrix Fγ(t) whose
column-vectors are the result of applying the Gram-Schmidt algorithm to the
ordered basis (γ(t), γ′(t), . . . , γ(n)(t)) of Rn+1. The orthogonal basis of Rn+1 thus
obtained is the (generalized) Frenet frame of the space curve γ. By the classical
Frenet-Serret formulae, the coefficients κ1, . . . , κn of the logarithmic derivative
of Fγ are the generalized curvatures of γ, i.e., κ1 = vγ = |γ′|, the velocity of γ;
κ2 = vγκ1, where κ1 is the geodesic curvature of γ; κ3 = vγκ2, where κ2 is the
geodesic torsion of γ, and so on [18, 21]. The term locally convex comes from
the fact that a nondegenerate curve γ : J → Rn+1 can be partitioned into finitely
many convex arcs, i.e., arcs that intersect any n-dimensional subspace of Rn+1 at
most n times (with multiplicities taken into account); see Appendix A.
Given k ∈ N∗ and z0, z1 ∈ Spinn+1, let L[C
k]
n (z0; z1) denote the space of locally
convex curves Γ : [0, 1] → Spinn+1 of differentiability class Ck with endpoints
Γ(0) = z0 and Γ(1) = z1. We endow this space with the usual C
k topology and
consider the problem of describing its homotopy type. This is equivalent to the
problem of studying the homotopy type of the space LSn(z0; z1) of nondegenerate
spherical curves γ : [0, 1] → Sn satisfying Fγ(0) = z0 and Fγ(1) = z1 with the
subspace topology inherited from Cn([0, 1],Rn+1) (see Section 3). Some historical
motivation for this problem is given at the end of this section. Of course, we
have the natural homeomorphism L[Ck]n (z0; z1) ≈ L[C
k]
n (1; z
−1
0 z1). The present
paper provides an important preliminary step for the construction of an abstract
cell complex Dn(z) weak homotopy equivalent to L[C
k]
n (z) = L[Ck]n (1; z). The
existence of Dn(z) and the construction of its lowest dimensional skeletons will
be addressed in a follow-up paper (see [12] for a preliminary version).
In Section 3 we endow the space L[Ck]n (z0; z1) with a convenient Banach mani-
fold atlas. For technical reasons, we also consider alternate Hilbert manifold ver-
sions L[Hk]n (z0; z1) of these spaces. A particularly interesting case is L[H
1]
n (z0; z1),
where we are allowed to perform certain constructions that violate the continuity
of the logarithmic derivative (e.g. the homotopies in the proofs of Lemmas 4.3
and 9.1). Our approach is reminiscent of the construction in [19] of the Hilbert
manifold H1([0, 1],M) of absolutely continuous curves in a compact Riemannian
manifold M . General results from the homotopy theory of infinite-dimensional
manifolds [5, 6, 14, 22] (explicitely, Facts 3.4 and 3.5 below) imply that, for fixed
z0, z1 ∈ Spinn+1, all versions of L∗n(z0; z1), ∗ ∈ {[Hk], [Ck′ ] | k 6= 2, k′ 6= 1}, are
indeed homeomorphic. This justifies dropping the distinctive superscripts ∗ and
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referring simply to the spaces Ln(z0; z1) when no serious confusion is likely to
arise. In some situations, though, the distinction is crucial (e.g. Section 10).
In order to state our main results, we rely on the Bruhat stratification of the
spin group, studied in [13]. We invoke many notations and results directly from
that paper. For reader’s convenience, some recollection is provided in Section 2.
In a nutshell, Spinn+1 is a disjoint union of unsigned Bruhat cells Bruσ, in-
dexed on the symmetric group Sn+1 of permutations of the set Jn + 1K. Each
unsigned Bruhat cell Bruσ has exactly 2
n+1 connected components Bruqσ´, called
signed Bruhat cells, each one an embedded submanifold of Spinn+1 diffeomor-
phic to Rd, where d = inv(σ) is the number of inversions of the permutation σ
(Corollary 1.2 of [13]). The collection of signed Bruhat cells is indexed in the set
B˜
+
n+1 ⊂ Spinn+1, the lift of the subgroup B+n+1 ⊂ SOn+1 of signed permutation ma-
trices with positive determinant. Using the acute map σ ∈ Sn+1 7→ σ´ ∈ B˜+n+1 de-
fined in Equation 8 (also, Equation 2 of [13]), we can write each element z ∈ B˜+n+1
as z = qσ´ for unique σ ∈ Sn+1 and q ∈ Quatn+1. Here, Quatn+1 ⊂ B˜
+
n+1 is the
lift to Spinn+1 of the subgroup Diag
+
n+1 ⊂ B+n+1 of diagonal matrices.
Let η ∈ Sn+1 have the maximum number of inversions, inv(η) = n(n + 1)/2,
i.e., let η : j 7→ n + 2 − j. The element η is called the Coxeter element of Sn+1
and is often denoted in the literature by w0. The cells Bruqη´, q ∈ Quatn+1,
are open, and their union Bruη is a dense open subspace of the spin group.
We call the complement Singn+1 = Spinn+1rBruη the singular set of the spin
group; this is a singular variety of codimension one. Accordingly, we define
the singular set of a locally convex curve Γ : [t0, t1] → Spinn+1 as sing(Γ) =
Γ−1[Singn+1] r {t0, t1} ⊂ (t0, t1); the elements of sing(Γ) are sometimes called
the moments of non-transversality between the osculating flag of γ = (Π ◦ Γ)e1
and the standard complete flag of Rn+1 [31]. Theorem 3 of [13] implies that
nondegenerate curves Γ ∈ Ln(z0; z1) have finite singular sets sing(Γ) ⊂ (0, 1).
Recall that the Hausdorff distance [10] between two nonempty compact sets
X, Y ⊂ [0, 1] is:
dH(X, Y ) = max
{
(sup
x∈X
inf
y∈Y
|x− y|), (sup
y∈Y
inf
x∈X
|x− y|)
}
;
we also define dH(∅, X) = 1 for X 6= ∅ and dH(∅, ∅) = 0. Let H([0, 1]) ⊂ 2[0,1]
be the set of compact subsets of [0, 1]; this is a complete metric space with the
Hausdorff distance where the empty set is an isolated point.
Theorem 1. Given z0, z1 ∈ Spinn+1, the map sing : Ln(z0; z1)→ H([0, 1]) defined
by Γ 7→ sing(Γ) is continuous.
This is obtained as an immediate consequence of Lemma 4.2. These results
imply in particular that when a locally convex curve is deformed (while remaining
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in Ln(z0; z1)), points in the singular set may join or split but never vanish or
appear out of nowhere. This is closely related to the known fact [2, 29, 32] that
convex curves (when they exist) form a connected component Ln,convex(z0; z1)
of Ln(z0; z1) (Lemma 4.3). A locally convex curve Γ : [t0, t1] → Spinn+1 is
said to be (globally) convex if sing((Γ(t0))
−1Γ) = ∅. We prove in Appendix
A the equivalence between this notion of convexity and the geometric, more
classical one [17, 25, 29, 32], introduced above in terms of the nondegenerate
curve γ = (Π ◦ Γ)e1. Another closely related result is Lemma 4.1, which proves
Conjecture 2.6 of [31].
Given a locally convex curve Γ : [t0, t1] → Spinn+1, write sing(Γ) = {τ1 <
· · · < τ`} ⊂ (t0, t1) and, for each j ∈ J`K, let Γ(τj) ∈ Bruησj , σj ∈ Sn+1r {e}. Let
Wn be the set of finite words in the alphabet Sn+1r{e}. We define the itinerary
of Γ by iti(Γ) = (σ1, . . . , σ`) ∈Wn.
We define our working space of locally convex curves as
Ln =
⊔
q∈Quatn+1
Ln(1; q). (2)
Given z0, z1 ∈ Spinn+1, we can determine explicitly an element q ∈ Quatn+1 such
that the spaces Ln(z0; z1) and Ln(q) = Ln(1; q) are homeomorphic. Therefore,
in order to understand all the spaces Ln(z0; z1), one may restrict attention to
the disjoint union of 2n+1 spaces in Equation 2. The problem of determining
whether the spaces Ln(q0) and Ln(q1) are homeomorphic (where q0, q1 ∈ Quatn+1,
q0 6= q1) has been considered in [1, 26]; we hope to offer further contributions in
forthcoming joint work with E. Alves and B. Shapiro.
For w = (σ1, . . . , σ`) ∈Wn, set
wˆ = σˆ1 · · · σˆ` ∈ Quatn+1, dim(w) = dim(σ1) + · · ·+ dim(σ`), (3)
where σ ∈ Sn+1 7→ σˆ ∈ Quatn+1 is the hat map defined in Equation 8 and
dim(σ) = inv(σ)− 1, for all σ ∈ Sn+1. Notice that η´wˆη´ ∈ Quatn+1 for all words
w ∈Wn. Let Ln[w] ⊂ Ln be the subset of curves with itinerary w.
Theorem 2. Given k ∈ N∗, k 6= 2, for each w ∈ Wn, the space L[H
k]
n [w] is a
contractible globally collared topological submanifold of L[Hk]n (η´wˆη´) of codimension
dim(w). If k > 1, then L[Hk]n [w] is an embedded Ck−1 submanifold of L[Hk]n (η´wˆη´).
In particular, all words w ∈Wn are realizable as itineraries of locally convex
curves, the empty word ( ) ∈ Wn being the itinerary of the convex curves. In
fact, it follows from Lemma 4.3 that Ln,convex = Ln[( )] is a contractible connected
component of Ln contained in Ln(ηˆ), where ηˆ = η´2, consistently with known
results [2, 29, 32]. The proof of Theorem 2 is presented in Section 7. Some
preliminary steps are covered in Sections 5 and 6.
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We have thus defined the itinerary stratification that gives this paper its title:
Ln =
⊔
w∈Wn
Ln[w]; Ln[w] = {Γ ∈ Ln | iti(Γ) = w}. (4)
We devote the last part of this paper to investigate how these strata fit to-
gether. Unlike the homotopy type of the spaces Ln(z0; z1), this turns out to be
sensitive on the metric, i.e., on which version L∗n we are actually using (see Section
10). Explicit parameterizations of transversal sections of Ln[w] are constructed
in Section 8 with this goal in mind.
We produce a simple, visual example below. For n ≤ 4, we use the simplified
notation a = a1, b = a2, c = a3, d = a4 for the Coxeter generators of Sn+1.
We also write a word in Wn as a string of letters, as in, say, ab[ab]abb[aba][ab] =
(a, b, ab, a, b, b, aba, ab). Square brackets are used to avoid confusion between, say,
a[ba] = (a, ba), [aba] = (aba) and aba = (a, b, a), of respective lengths 2, 1 and 3.
[ab]b bb b[ab]
abab [aba] baba
a[ba] aa [ba]a
Figure 1: A family of curves in L2. The equator is dashed and the fat dot
indicates e1. The vector e2 is at the right.
Example 1.1. Let n = 2. In Figure 1, we draw the nondegenerate curve
γ : [t0, t1]→ S2, γ(t) = Π(Γ(t))e1, as a visual representation of the corresponding
locally convex curve Γ = Fγ : [t0, t1] → Spin3. A letter a = a1 in iti(Γ) cor-
responds to the curve γ transversally crossing the equator (i.e., the great circle
x3 = 0) at a point different from ±e1. A letter b = a2 occurs when the tangent
geodesic (great circle) to γ at t includes the points ±e1 but the x3-coordinate of
γ(t) is non-zero. A letter [ab] indicates that the curve is tangent to the equator,
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but not at ±e1. A letter [ba] declares that the curve crosses the equator transver-
sally at ±e1. Finally, [aba] proclaims that the curve is tangent to the equator
at ±e1. Figure 1 shows a two-parameter family of (arcs of) curves in L2 illus-
trating all these cases. The reader may want to compare this with the explicit
parameterization of a tranversal section of L2[[aba]] obtained in Example 8.2.
We define a partial order in Wn by
w0  w1 ⇔ L[H1]n [w1] ⊆ L[H
1]
n [w0]. (5)
The Hasse diagram in Figure 2 below represents the above partial order restricted
to {w ∈W2 | w  [aba]} = {[aba], a[ba], [ba]a, b[ab], [ab]b, aa, abab, baba, bb}.
[aba]
[ba]a a[ba] b[ab][ab]b
aa abab bb baba
Figure 2: The neighboring relation between the itineraries below [aba].
Equation 5 defines a poset structure in Wn that inherits (so to speak) some
features from the strong Bruhat order ≤ in Sn+1: recall that σ0 ≤ σ1 in Sn+1
if and only if Bruσ0 ⊆ Bruσ1 in Spinn+1 (see, for instance, Corollary 1.1 of [13];
notice the reversion of the indices in relation to Equation 5).
Theorem 3. For w0, w1 = (σ1, . . . , σ`) ∈Wn, w0  w1 is equivalent to each one
of the following conditions:
(i) L[H1]n [w1] ⊆ L[H1]n [w0];
(ii) L[H1]n [w1] ∩ L[H1]n [w0] 6= ∅;
(iii) given Γ1 ∈ L[H
1]
n [w1],  > 0, sing(Γ1) = {t1 < · · · < t`} and an open
neighborhood U ⊂ L[H1]n of Γ1 there exists Γ ∈ U ∩ L[H
1]
n [w0] with Γ and Γ1
coinciding outside ∪i∈J`K(ti − , ti + ).
(iv) there exist nonempty words w˜1, . . . , w˜` ∈Wn such that w0 = w˜1 · · · w˜` and,
for all i ∈ J`K, w˜i  (σi).
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The empty word ( ) ∈Wn is an isolated point. We prove Theorem 3 in Section
9. The corresponding statement is false for ∗ = [Hk], k > 1; indeed, we shall see
in Section 10 that:
L[H1]3 [[acb]] ⊂ L[H
1]
3 [cabca],
L[Hk]3 [[acb]] 6⊂ L[H
k]
3 [cabca], L[H
k]
3 [[acb]] ∩ L[H
k]
3 [cabca] 6= ∅, k ≥ 3.
(6)
Thus, in the equivalent statement to Theorem 3 for k ≥ 3, the equivalence
between conditions (i) and (ii) does not hold; likewise, condition (ii) and (iii) are
not equivalent in the k ≥ 3 case.
As we write this paper, some natural and rather basic questions concerning
the partial order  are still open; Conjecture 1.2 below is essentially equivalent
to Conjecture 2.4 in [31]. For σ ∈ Sn+1 set mult(σ) = (mult1(σ), . . . ,multn(σ)) ∈
Nn, where, for each j ∈ JnK, we have
multj(σ) = (1
σ + · · ·+ jσ)− (1 + · · ·+ j), (7)
as in Theorem 4 of [13]. For w = (σ1, . . . , σ`) ∈Wn, define
mult(w) = mult(σ1) + · · ·+ mult(σ`) ∈ Nn.
For u, v ∈ Nn, we write u ≤ v if and only if uj ≤ vj for all j ∈ JnK.
Conjecture 1.2. Given w0, w1 ∈Wn, if w0  w1 then mult(w0) ≤ mult(w1).
Given n ∈ N, n ≥ 2, let
K(n) =
⌊(
n+ 1
2
)2⌋
= max{multj(σ);σ ∈ Sn+1, j ∈ JnK}.
Theorem 4. For w0, w1 ∈Wn, if k > K(n) and L[H
k]
n [w1] ∩ L[Hk]n [w0] 6= ∅, then
mult(w0) ≤ mult(w1).
Notice that the conditions imply w0  w1. We prove Theorem 4 in Section
10. In a follow-up paper, we apply an argument similar to Poincare´ duality to
obtain from the itinerary stratification (Equation 4) a CW complex Dn with a
cell of dimension dim(w) for each w ∈ Wn and a weak homotopy equivalence
c : Dn → Ln. The interested reader may find a preliminary version of this
construction in the last sections of the preprint [12]. Theorem 4 allows us to
circumvent, in the construction of Dn, the inconvenient fact that Conjecture 1.2
remains an open problem (for n ≥ 4).
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The space LS2(I) ≈ L2(−1) unionsq L2(1) of closed nondegenerate curves in S2
was originally studied by J. Little in the seventies [20], and shown to have three
connected components: L2(+1), containing curves with an odd number of self-
intersections (counted with multiplicity); L2,convex(−1), the subspace of simple
curves; and L2,non-convex(−1), containing curves with positive even number of self-
intersections (again with multiplicity). The works of B. Khesin, B. Shapiro and
M. Shapiro in the nineties [17, 29, 32] extended this result for n and z ∈ Spinn+1
arbitrary, showing that Ln(z) has one or two connected components: one if and
only if it does not contain convex curves and two otherwise, one of them being
the contractible subspace Ln,convex(z). In [25] the spaces L2(z) were completely
classified into three homotopy types explicitly described. Our approach via the
CW complexDn has already allowed further progress on the problem of describing
the homotopy types of the spaces Ln(z) for n > 2. We expect to present our new
results, in particular solving the problem for n = 3, in forthcoming joint work
with E. Alves and B. Shapiro.
Our problem is related to the study of linear ordinary differential operators.
This point of view was the original motivation of B. Khesin, V. Ovsienko, B.
Shapiro and M. Shapiro for considering this class of questions in the early nineties
[15, 16, 17, 31]. Conjectures 2.4 and 2.6 of [31] (mentioned earlier in this introduc-
tion) are related to an attempt at a generalized (multiplicative) Sturm Theory for
linear ordinary differential equations of order n+ 1 > 2, the case n = 1 standing
for the classical (additive) one. The first of these conjectures has been proved
for n ≤ 3 in [27, 30], but the general case remains open; the second one is essen-
tially our Lemma 4.1. The second author was first led to consider this subject
while studying the critical sets of nonlinear differential operators with periodic
coefficients, in a series of works with D. Burghelea and C. Tomei [6, 7, 8, 28].
We would like to thank: Emı´lia Alves, Boris Khesin, Ricardo Leite, Carlos
Gustavo Moreira, Paul Schweitzer, Boris Shapiro, Michael Shapiro, Carlos Tomei,
David Torres, Cong Zhou and Pedro Zu¨lkhe for helpful conversations; the Uni-
versity of Toronto and the University of Stockholm for the hospitality during our
visits; PUC-Rio, CAPES, CNPq and FAPERJ (Brazil) for the financial support.
2 Notations and facts
We briefly recall some definitions from [13].
For each j ∈ JnK, define αj : R → Spinn+1, αj(θ) = exp(θaj), where the aj ∈
spinn+1 are the Lie algebra elements in Equation 1. Also, set a´j = αj(pi/2), a`j =
(a´j)
−1 ∈ B˜+n+1 ⊂ Spinn+1. A reduced word for a permutation σ ∈ Sn+1 is an
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expression σ = ai1 · · · aik of minimum length k = inv(σ) in terms of the Coxeter
generators aj = (j, j+ 1) ∈ Sn+1, j ∈ JnK. Given a reduced word as above, define
σ´ = acute(σ) = a´i1 · · · a´ik , σ` = grave(σ) = a`i1 · · · a`ik ∈ B˜
+
n+1,
σˆ = hat(σ) = σ´(σ`)−1 ∈ Quatn+1 ⊂ B˜
+
n+1.
(8)
Let Lo1n+1 be the nilpotent group of lower triangular matrices with unit diag-
onal entries and lo1n+1 be its Lie algebra. Let UI ⊂ SOn+1 be the connected com-
ponent of the identity matrix in the subset of the orthogonal matrices that admit
an LU decomposition. Also, let U1 ⊂ Spinn+1 be the connected component of the
identity in the subset Π−1[UI ] ⊂ Spinn+1. The diffeomorphism L : U1 → Lo1n+1 is
defined by taking the L part L(z) in the LU decomposition of the matrix Π(z).
Each z0 ∈ Spinn+1 has an open neighborhood Uz0 = z0 U1 ⊂ Spinn+1 diffeomor-
phic to Lo1n+1. We also consider the set of matrices z0 Lo
1
n+1 = Π(z0) Lo
1
n+1 ⊂
GL+n+1 and the diffeomorphism Lz0 : Uz0 → z0 Lo1n+1, Lz0(z) = z0L(z−10 z), with
inverse Qz0 = L
−1
z0
: z0 Lo
1
n+1 → Uz0 , where Qz0(M) ∈ Uz0 is the lift to Spinn+1 of
the Q part of the QR decomposition of M . Notice that when z0 ∈ B˜+n+1, the ma-
trices in z0 Lo
1
n+1 are just triangular matrices with lines shuffled by the underlying
permutation of z0. We call (Uz0 ,Lz0) a triangular system of coordinates.
For each j ∈ JnK, the Lie algebra element aj ∈ spinn+1 is taken to a positive
multiple of lj = ej+1e
>
j ∈ lo1n+1 by the derivative of the map L at the identity
(Lemma 4.1 of [13]). Moreover, the arcs of the curves αj contained in U1 are
taken by L into (orientation-preserving) reparameterizations of λj(t) = exp(tlj),
t ∈ R. Accordingly, we say that an absolutely continuous map Γ : J → Lo1n+1,
defined on an interval J ⊂ R, is a convex curve if and only if its logarithmic
derivative is given almost everywhere by
(Γ(t))−1Γ′(t) =
∑
j∈JnK βj(t)lj,
for positive functions β1, . . . , βn : J → (0,+∞). In other words, Γ : J → Lo1n+1
is a convex curve if and only if Q ◦ Γ : J → Spinn+1 is a locally convex curve.
Notice that (Q ◦Γ)[J ] ⊂ U1; in Appendix A we prove that a locally convex curve
Γ : J → Spinn+1 is strictly convex if and only if Γ[J ] ⊂ Uz0 for some z0 ∈ Spinn+1.
Notice that if Γ : J → Spinn+1 is strictly convex then Γ is globally convex (but
the reciprocal is not quite true).
Other distinguished Lie algebra elements are
n =
∑
j∈JnK lj, hL =
∑
j∈JnK
√
j(n+ 1− j) lj ∈ lo1n+1,
h =
∑
j∈JnK
√
j(n+ 1− j) aj ∈ spin1n+1.
(9)
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For arbitrary elements g0 ∈ G, v ∈ g of a Lie group and its Lie algebra, denote
by Γg0;v : R→ G the smooth parametric curve Γg0;v(t) = g0 exp(tv). The smooth
(locally) convex curves ΓL0;n, ΓL0;hL and Γz0;h, studied in Example 4.2 of [13], are
particularly useful.
We denote by Posη ⊂ Lo1n+1 the open subset of totally positive matrices [3].
For a reduced word η = ai1 · · · aim (m = n(n + 1)/2) for the Coxeter element of
Sn+1, the map (0,+∞)m → Posη, (t1, . . . , tm) 7→ λi1(t1) · · ·λim(tm) is a diffeomor-
phism. More generally, there are embedded submanifolds Posσ,Negσ ⊂ Lo1n+1,
σ ∈ Sn+1, such that, given a reduced word σ = ai1 · · · aik , k = inv(σ), the
maps (0,+∞)k → Posσ, (t1, . . . , tk) 7→ λi1(t1) · · ·λik(tk) and (−∞, 0)k → Negσ,
(t1, . . . , tk) 7→ λi1(t1) · · ·λik(tk) are diffeomorphisms. We have
Posη =
⊔
σ∈Sn+1
Posσ, Negη =
⊔
σ∈Sn+1
Negσ, Posη ∩ Negη = {I} = Pose = Nege .
This is closely related to the Bruhat stratifications:
Spinn+1 =
⊔
σ∈Sn+1
Bruσ, Bruσ =
⊔
q∈Quatn+1
Bruqσ´ .
Recall that z ∈ Bruσ if and only if and there exist upper triangular matrices
U0, U1 such that Π(z) = U0Π(σ´)U1. We have Bruqσ´ = Uqσ´ ∩ Bruσ. Also, given a
reduced word σ = ai1 · · · aik , k = inv(σ), the map (0, pi)k → Bruqσ´, (θ1, . . . , θk) 7→
qαi1(θ1) · · ·αik(θk) is a diffeomorphism (Corollary 1.2 of [13]). For all σ ∈ Sn+1
and q ∈ Quatn+1, the set qQ[Posσ] is a contractible connected component of
the submanifold Uq ∩ Bruqσ´. Similarly, qQ[Negσ] is a contractible connected
component of Uq ∩ Bruqσ`. We have qσ` = q˜σ´ ∈ B˜+n+1, q˜ = qσˆ−1 ∈ Quatn+1.
For L0, L1 ∈ Lo1n+1, we write L0  L1 if and only if L−10 L1 ∈ Posη (equiv-
alently, L−11 L0 ∈ Negη) and L0 ≤ L1 if and only if L−10 L1 ∈ Posη (equiv.,
L−11 L0 ∈ Negη). These are partial orders in Lo1n+1 (Lemma 5.2 of [13]). We
have L0  L1 if and only if there is a convex curve Γ : [0, 1] → Lo1n+1 satisfying
Γ(0) = L0 and Γ(1) = L1 (Lemma 5.3 of [13]). Convex curves Γ : J → Lo1n+1
are such that, for t0 < t < t1 in J , we have Γ(t) ∈ (Γ(t0) Posη) ∩ (Γ(t1) Negη)
(Lemma 5.7 of [13]).
Projective transformations are 1-1 correspondences between (locally) convex
curves that preserve itineraries and singular sets. We consider two types of them:
1. Given an upper triangular matrix U with positive diagonal entries, we assign
to each locally convex curve Γ : [t0, t1] → Spinn+1 its projective transform
ΓU : [t0, t1]→ Spinn+1 given by ΓU(t) = Q(U−1Γ(t));
2. Given λ > 0, consider the diagonal matrix Eλ = diag(1, λ, . . . , λ
n). We
assign to each convex curve Γ : [t0, t1] → Lo1n+1 its projective transform
Γλ : [t0, t1]→ Lo1n+1 given by Γλ(t) = E−1λ Γ(t)Eλ.
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Projective transformations come from the smooth actions of Lie groups:
Spinn+1×Up+n+1 → Spinn+1, (z, U) 7→ zU = Q(U−1z),
Lo1n+1×(0,+∞)→ Lo1n+1, (L, λ) 7→ Lλ = E−1λ LEλ,
Here, Up+n+1 is the group of upper triangular matrices with positive diagonal
entries. We abuse the distinction between z ∈ Spinn+1 and Π(z) ∈ SOn+1 in the
first formula, so that Q(U−1z) is the lift to the spin group of the Q part in the QR
factorization of the invertible matrix U−1Π(z). Both these actions preserve signed
Bruhat cells Bruqσ´ (we consider L[U1∩Bruqσ´] as the corresponding signed Bruhat
cell in Lo1n+1); the subgroup Up
1
n+1 ⊂ Up+n+1 of matrices with unit diagonal entries
acts transitively on each signed Bruhat cell. See Section 6 in [13].
In projective transformations of type 1, the lift to Spinn+1 is made in such a
way that, for each t, Γ(t) and ΓU(t) are in the same signed Bruhat cell Bruqσ´.
Also notice that if Γ(t∗) ∈ Bruqσ´, then, for each z ∈ Bruqσ´, there is a projective
transformation of type 1 such that ΓU(t∗) = z. Moreover, the matrix U can always
be taken in the subgroup Up1n+1 ⊂ Up+n+1 of upper triangular matrices with unit
diagonal entries; in type 2, notice that, for all t, we have limλ→+∞ Γλ(t) = I.
The maps chop, adv : Spinn+1 → η´Quatn+1 ⊂ B˜
+
n+1 are defined by
adv(z) = qaη´, chop(z) = qcη`, z ∈ Bruz0 ⊂ Bruσ0 , z0 = qaσ´0 = qcσ`0, (10)
where, of course, σ0 = σz0 ∈ Sn+1 and qa, qc ∈ Quatn+1. For ρ0 = ησ0, we
have adv(z) = z0 acute(ρ
−1
0 ) = z0(ρ`0)
−1 and chop(z)ρ´0 = z0. In particular,
adv(z) = chop(z)ρˆ0. Given a locally convex curve Γ : J → Spinn+1, for each t ∈ J
there is  > 0 such that Γ[(t − , t)] ∈ Bruchop(Γ(t)) and Γ[(t, t + )] ∈ Bruadv(Γ(t))
(Theorem 3 of [13]); notice that these are open signed Bruhat cells.
3 Hilbert manifolds of curves
There are many possible choices for the exact definition and topology of our
spaces of locally convex curves. As a small example, one can admit only smooth
curves and consider the (Fre´chet) topology induced by a family of Ck seminorms,
k ∈ N. As a large example, one can admit all the absolutely continuous curves
satisfying Equation 1 and consider the compact-open topology or the C0 norm. In
this section, we try and achieve a reasonable compromise between these options.
For many arguments and constructions, the exact choice is immaterial.
Given an interval J ⊆ R and k ∈ N, we write Ck = Ck(J,R) for the space of
functions u : J → R with continuous kth derivative u(k) : J → R; also, for k > 0,
let Hk = Hk(J,R) = W k,2(J,R) be the Sobolev space of functions u : J → R
with absolutely continuous (k−1)th derivative u(k−1) and locally square-summable
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kth derivative u(k) (defined almost everywhere). We adopt the convention that
H0 = H0(J,R) is the L2 space of (classes of a.e. identical) measurable functions
u : J → R ∪ {±∞} such that ∫ t1
t0
(u(t))2dt <∞ for all t0, t1 ∈ J , t0 < t1. Notice
that Ck+1 ⊂ Hk+1 ⊂ Ck and that Ck, Hk+1 ⊂ Hk are dense subspaces for all
k. In the literature, Sobolev spaces W k,p(U,R) are usually defined in terms of
weak derivatives when U ⊆ RN is a connected subset of an Euclidean space. The
special case N = 1 allows Hk to be defined in terms of classical derivatives up to
order k − 1, as above (see, for instance, [9] for more on Sobolev spaces).
We say that κ ∈ H0 is an admissible curvature if κ(t) > 0 for almost every t ∈
J and 1/κ ∈ H0. Strictly positive continuous functions are admissible curvatures;
functions of the form κ(t) = |t|α are admissible curvatures if and only if |α| < 1
2
.
Let K = K(J,R) denote the space of admissible curvatures. Notice that all
κ ∈ K ∩ C1 are strictly positive.
A locally convex curve Γ : J → Spinn+1 is said to be admissible (of class
Hk) if and only if the coefficients κ1, . . . , κn of its logarithmic derivatives (see
Equation 1) are all admissible curvatures (in the space Hk−1). An absolutely
continuous curve γ : J → Sn is said to be nondegenerate if there exists an ad-
missible locally convex curve Γ : J → Spinn+1 such that γ = (Π ◦ Γ)e1. Here,
Π : Spinn+1 → SOn+1 is the universal covering map and (e1, . . . , en) is the canon-
ical basis of Rn+1. For the sake of simplicity, from now on we omit the covering
map Π and identify z ∈ Spinn+1 with Π(z) ∈ SOn+1 in matricial equations.
For instance, we write γ = Γe1. In this case, we write Fγ = Γ and call func-
tions κ1, . . . , κn ∈ K the generalized curvatures of γ, as in the classical case
γ ∈ Cn(J,Sn), det(γ(t), . . . , γ(n)(t)) > 0, presented in the Introduction. Notice
that both definitions of nondegenerate spherical curves are compatible; also, Fγ
and κ1, · · · , κn are well-defined for each given nondegenerate spherical curve γ,
as we show below.
Remark 3.1. A theorem of Carathe´odory’s guarantees existence and uniqueness
for the solution (in an extended sense) of the Frenet-Serret initial value problem
Γ′(t) = Γ(t)
∑
j∈JnKκj(t)aj, Γ(t0) = z0 ∈ Spinn+1 (11)
as long as the functions κj are all Lebesgue integrable on each compact subinterval
of their common domain. In this case, the coordinate-functions Γij = e
>
i Γej of
the unique solution Γ are all absolutely continuous and therefore differentiable
almost everywhere with derivatives integrable on compact intervals. Also, given
t ∈ J , the element Γ(t) ∈ Spinn+1 depends continuously on the functions κj with
respect to the L1-norm in any compact interval containing t0 and t (see [11]).
We now show that, once we fix the interval J ⊆ R and the initial conditions
Γ(t0) = Fγ(t0) = z0 ∈ Spinn+1, there are natural and mutually compatible bijec-
tions (κ1, . . . , κn) 7→ Γ = Fγ 7→ γ between the set Kn of n-tuples of admissible
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curvatures, the set of admissible locally convex curves and the set of nondegen-
erate spherical curves. The first map is given by Remark 3.1 above. Now, for all
t0, t ∈ J and all j ∈ Jn+ 1K, an admissible locally convex curve Γ : J → Spinn+1
with logarithmic derivative Λ =
∑
i κiai satisfies
Γj(t) = Γj(t0) +
∫ t
t0
(κj(s)Γj+1(s)− κj−1(s)Γj−1(s))ds, (12)
where Γj = Γej : J → Sn for j ∈ Jn + 1K and Γj = 0 and κj = 0 otherwise.
Therefore, if Γ, Γ̂ : J → Spinn+1 are both admissible satisfying Γj = Γ̂j, Γj−1 =
Γ̂j−1 and κj−1 = κ̂j−1 a.e. for some j, then Γ′j = Γ̂
′
j a.e. tells us that κjΓj+1 =
κ̂jΓ̂j+1 a.e., and, since κj, κ̂j > 0 a.e. and |Γj+1| = |Γ̂j+1| ≡ 1, we have κj = κ̂j
a.e. and Γj+1 = Γ̂j+1. By induction we see that if γ = Γ1 = Γ̂1 with Γ and Γ̂
admissible then Γ = Γ̂ and Λ = Λ̂ a.e.. From now on we make the identifications
γ ≈ Fγ = Γ ≈ (κ1, . . . , κn) without further clarification.
Remark 3.2. Notice that γ of class Ck, k ∈ N, k ≥ n, implies κ1 ∈ Ck−1,
κ2 ∈ Ck−2, . . . , κn ∈ Ck−n. The less obvious converse follows from mixing up
Equations 12 and noticing that Γ = Fγ is necessarily of class C
k−n+1. Slightly
more explicitly: we already know that Γj ∈ Ck−n+1 for all j ∈ Jn + 1K. Use
Equations 12 to show recursively that Γj ∈ Ck−n+2 for j ∈ JnK. Use again
Equations 12 to show recursively that Γj ∈ Ck−n+3 for j ∈ Jn − 1K; repeat the
procedure to obtain the desired result. We spare the reader the rather tedious
formalization of this argument.
Henceforth, we set J = [0, 1], fix z0 ∈ Spinn+1 and consider the set of ad-
missible locally convex curves Γ : [0, 1]→ Spinn+1 of class Hk (respectively, Ck)
satisfying Γ(0) = z0. As above, we identify this set with (K ∩ Hk−1)n (resp.,
(K∩Ck−1)n). In order to turn it into a topological Hilbert (resp., Banach) man-
ifold modeled on the separable Hilbert (resp., Banach) space Hk,n = (Hk−1)n
(resp., Bk,n = (Ck−1)n), we identify κ ∈ K ∩Hk−1 with ξ ∈ Hk−1 (resp., substi-
tute Ck−1 for Hk−1 in the intersections) via
ξ = κ− 1
κ
, κ =
ξ +
√
ξ2 + 4
2
(13)
This correspondece κ↔ ξ is clearly a homeomorphism with respect to the Hk−1
(resp., Ck−1) metric. This choice of topological chart is rather arbitrary, but is
simple enough and does the job; notice that ξ ∈ H0 if and only if κ ∈ K. We
denote by L[Hk]n (z0; ·) (resp., L[C
k]
n (z0; ·)) the topological Hilbert (resp., Banach)
manifold thus obtained. By construction, it is homeomorphic to the separable
Hilbert (resp., Banach) space Hk,n (resp., Bk,n).
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Remark 3.3. In the Introduction, for the sake of brevity, we defined L[Ck]n (z0; ·)
as the space of locally convex curves Γ : [0, 1]→ Spinn+1 of class Ck endowed with
the usual Ck topology. The homonymous Banach manifold L[Ck]n (z0; ·) defined in
the present section is readily seen to be homeomorphic to the former space, so
that there is no harm in identifying them, as long as we are only interested in
topological questions (for one thing, the Introduction version is not a complete
metric space). In fact, the continuity of the map Γ 7→ (ξ1, · · · , ξn) ∈ Bk,n follows
from κj(t) = e
>
j+1(Γ(t))
−1Γ′(t)ej, via Equations 13, while the existence and con-
tinuity of its inverse is due to Remark 3.1 (for the continuity, Equations 12 can
be used to obtain the appropriate estimates).
The inclusions L[Ck+1]n (z0; ·) ↪→ L[C
k]
n (z0; ·), L[C
k]
n (z0; ·) ↪→ L[H
k]
n (z0; ·) and
L[Hk+1]n (z0; ·) ↪→ L[H
k]
n (z0; ·) (i.e., the inclusions Bk+1,n ↪→ Bk,n, Bk,n ↪→ Hk,n
and Hk+1,n ↪→ Hk,n) are continuous with dense images for all k ≥ 1. For future
reference, we now quote the following two general results from the homotopy
theory of infinite dimensional manifolds.
Fact 3.4 (Theorem 2 of [6]). Let B1 and B2 be infinite dimensional separable
Banach spaces. Suppose i : B1 → B2 is a bounded, injective linear map with
dense image and M2 ⊂ B2 is a smooth closed Banach submanifold of finite codi-
mension. Then, M1 = i
−1[M2] is a smooth closed Banach submanifold of B1 and
i : (B1,M1)→ (B2,M2) is a homotopy equivalence of pairs.
Fact 3.5 (from Theorem 0.1 of [5] and Corollary 1 of [14]). Let M1 and M2
be topological (respectively, smooth) manifolds modeled on infinite dimensional
separable Banach spaces. Any homotopy equivalence i : M1 → M2 is homotopic
to a homeomorphism (resp., diffeomorphism).
We now endow the spaces L∗n(z0; ·) with a smooth differentiable structure.
Here, the distinctive superscript ∗ stands for either [Hk] or [Ck] and is going
to be omitted throughout the construction of the corresponding atlas. In what
follows, the separable Banach space B is either Hk,n or Bk,n, depending on ∗.
The previous identification Ln(z0; ·) ≈ B could be used to define a differentiable
structure, but the one we are about to introduce is more convenient. They
may well be equivalent, but we shall not try to prove this fact. In any case,
Corollary 2 of [14] implies that the resulting two smooth Hilbert manifolds are
diffeomorphic. Around each Γ0 ∈ Ln(z0; ·) we construct a coordinate system
(U(t,z), φ(t,z)) with φ(t,z) : U(t,z) → BN , N ∈ N∗, t = (t1 < · · · < tN) ∈ (0, 1)N ,
z = (z1, · · · , zN) ∈ SpinNn+1.
Fix Γ0 ∈ Ln(z0; ·) and decompose it into a finite number of strictly convex arcs
(equivalently, short arcs; see Lemma A.1). Explicitly, choose times 0 = t0 < t1 <
t2 < · · · < tN < tN+1 = 1 and Γ0(0) = z0, z1, . . . , zN , zN+1 = Γ0(1) ∈ Spinn+1
such that Γ0[[tr, tr+1]] ⊂ Uzr for each r ∈ {0, 1, . . . , N}, where the open subsets
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Uzr ⊂ Spinn+1 are the domains of the triangular systems of coordinates defined
in Section 2. Use the LU decomposition of z−1r Γ0(t) to define
ΓL,r(t) = z
−1
r Γ0(t)Rr(t) ∈ Lo1n+1, Rr(t) ∈ Up+n+1, tr ≤ t ≤ tr+1.
The curve ΓL,r : [tr, tr+1] → Lo1n+1 is convex in the sense of Section 2, i.e., its
logarithmic derivative is almost everywhere of the form
(ΓL,r(t))
−1Γ′L,r(t) =
∑
j∈JnK βr,j(t)lj, βr,j(t) > 0.
In fact, we have (see Lemma 4.1 of [13])
βr,j(t) =
(Rr(t))j,j
(Rr(t))j+1,j+1
κj(t). (14)
In particular, the coefficients βr,j are all admissible curvatures of the same class
(Hk or Ck) as the corresponding κj. Using the correspondence of Equation 13,
define similarly the functions
χr,j = βr,j − 1
βr,j
, βr,j =
χr,j +
√
χ2r,j + 4
2
. (15)
We therefore have χr = (χr,1, . . . , χr,n) ∈ B. For such t = (t1, . . . , tN) ∈ (0, 1)N
and z = (z1, . . . , zN) ∈ SpinNn+1 consider the open subset Ut,z ⊂ Ln(z0; ·) of the
locally convex curves Γ satisfying Γ[[tr, tr+1]] ⊂ Uzr for all r ∈ {0, 1, . . . , N}. Now
consider the map φt,z : Ut,z → BN defined by φt,z(Γ) = (χ1, . . . , χN).
We now establish the compatibility conditions for the atlas formed by all the
pairs (Ut,z, φt,z), indexed on the set of valid indices (t, z). Let Γ ∈ Ut,z ∩ Ut˜,z˜,
where t = (t1, . . . , tN), z = (z1, . . . , zN), t˜ = (t˜1, . . . , t˜N˜) and z˜ = (z˜1, . . . , z˜N˜).
It suffices to show that the χ˜r depend smoothly on the χs with respect to
the standard differentiable strucuture of the separable Banach space B. Write
φt,z(Γ) = (χ1, . . . , χN) and φt˜,z˜(Γ) = (χ˜1, . . . , χ˜N˜). If Uzr ∩ Uz˜s 6= ∅ and Jr,s =
[tr, tr+1] ∩ [t˜s, t˜s+1] 6= ∅, write the LU decompositions of z−1r Γ(t) and z˜−1s Γ(t) as
Γ(t) = zrΓL,r(t)R
−1
r (t) = z˜sΓ˜L,s(t)R˜
−1
s (t), t ∈ Jr,s,
where ΓL,r(t), Γ˜L,s(t) ∈ Lo1n+1 and Rr(t), R˜s(t) ∈ Up+n+1. Equations 14 imply
β˜s,j(t) =
(R˜s(t))j,j
(R˜s(t))j+1,j+1
(Rr(t))j+1,j+1
(Rr(t))j,j
βr,j(t).
Now, the entries of both R˜s(t) and Rr(t) are rational functions in the entries of
Γ(t), while Γ(t) can be obtained from either the functions βr,j or β˜s,j by explicit
integration, since, for l ∈ Jn− j + 1K, we have
((ΓL,r(tr))
−1ΓL,r(t))j+l,j =
∫
tr≤τ1≤···≤τl≤t
βr,j+l−1(τ1) · · · βr,j(τl)dτ1 · · · dτl. (16)
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The desired smoothness of (χ˜1, · · · , χ˜N˜) ∈ BN˜ with respect to (χ1, · · · , χN) ∈ BN
now follows from these considerations plus Equations 15.
In what follows, we are going to differentiate multivariate functions, but the
time t (i.e., the parameter of the locally convex curves involved) still plays a
distinguished role. We denote the derivative with respect to time by either a dot
or a prime, depending on typographical considerations.
Remark 3.6. Projective tranformations preserve convexity, singular sets and
itineraries. Furthermore, if M is a smooth manifold and φ : M → L∗n(1; ·),
φ(p) = Γp, is a smooth map with respect to the differentiable structure just defined,
then Φ : M×Up1n+1 → L∗n(1; ·), Φ(p, U) = ΓUp , is a smooth map. In fact, we have
(ΓUp (t))
−1Γ˙Up (t) =
∑
j∈JnK
(RU,p(t))j,j
(RU,p(t))j+1,j+1
κj(p, t)aj,
where RU,p(t) = (RU,p(t)i,j) ∈ Up+n+1 satisfies ΓUp (t) = U−1Γp(t)RU,p(t), and there-
fore has entries which are algebraic functions of the entries of Γp and U . In the
equation above, the coefficients κj(p, t) are given by
(Γp(t))
−1Γ′p(t) =
∑
j∈JnKκj(p, t)aj.
We now consider the monodromy map µ∗z0 : L∗n(z0; ·) → Spinn+1 given by
µ∗z0(Γ) = Γ(1) and, for each element z1 ∈ Spinn+1, the monodromy subspaces
L∗n(z0; z1) = (µ∗z0)−1[{z1}]. The reader might wish to compare µ∗z0 with the mon-
odromy map studied in [7]. Continuous dependence on parameters for the IVP in
Equation 11 implies the continuity of µ∗z0 . The differentiable structure for L∗n(z0; ·)
provided by the charts (Ut,z, φt,z) was adopted precisely to address the smoothness
of µ∗z0 . In fact, Equations 15 and 16 imply that the local expression for µ
∗
z0
with
respect to each chart (Ut,z, φt,z) is a smooth function µ∗z0 ◦ φ−1t,z : BN → Spinn+1
of the coordinates (χ1, · · · , χN).
Lemma 3.7. The monodromy maps µ∗z0 : L∗n(z0; ·)→ Spinn+1 are smooth surjec-
tive submersions for ∗ ∈ {[Hk], [Ck′ ] ; k, k′ ∈ N∗, k 6= 2, k′ 6= 1}.
The proof we present below use the following technical result. As usual, we
set m = n(n+ 1)/2 = dim Spinn+1 = dim Up
1
n+1.
Lemma 3.8. Fix k > 1, and let M be a compact manifold (with or without
boundary) of class Ck and h : M × [0, 1] → Spinn+1, h(p, t) = Γp(t), be a map
of class Ck such that, for all p ∈ M , the map Γp : [0, 1] → Spinn+1 is a locally
convex curve. Then there exist  > 0 and a map H : Rm ×M × [0, 1]→ Spinn+1
of differentiability class Ck satisfying:
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1. for all x ∈ Rm, all p ∈ M and all t ∈ [0, 1], we have H(0, p, t) = Γp(t) and
H(x, p, 0) = Γp(0);
2. for x ∈ Rm, all p ∈M and all t ∈ [0, 1], consider the logarithmic derivatives
Λp(t) = (Γp(t))
−1Γ′p(t), ΛH(x, p, t) = (H(x, p, t))
−1H ′(x, p, t).
For all (x, p, t) ∈ Rm×M × ([0, ] ∪ [1− , 1]), we have ΛH(x, p, t) = Λp(t);
3. for all x ∈ Rm and all p ∈M , the partial derivative with respect to the Rm
variable DxH(x, p, 1) : Rm → TH(x,p,1) Spinn+1 is a linear isomorphism;
4. for each x ∈ Rm and each p ∈M , the map Γx,p : [0, 1]→ Spinn+1, Γx,p(t) =
H(x, p, t), is a locally convex curve of class Ck, and of class Hk+1 if and
only if Γp = Γ0,p itself is of class H
k+1;
5. for each p ∈ M , the correspondence x 7→ Γx,p defines a smooth map
φp : Rm → L[C
k]
n (Γp(0); ·). If, furthermore, Γp = Γ0,p is of class Hk+1,
then the map x 7→ Γx,p is smooth with respect to the manifold structure of
L[Hk+1]n (Γp(0); ·) as well.
Notice that Conditions 1 and 2 imply that Γx,p(t) = Γp(t) for all x ∈ Rm, all
p ∈M and t ∈ [0, ].
Proof of Lemma 3.8. We begin by assuming Γp strictly convex for all p ∈M . By
Lemma A.1, we have Γp[(0, 1]] ⊂ zp Bruη´, zp = Γp(0). We consider projective
transforms Γ˜Up , U ∈ Up1n+1, of the strictly convex curves Γ˜p = z−1p Γ : [0, 1] →
{1}∪Bruη´. Since Up1n+1 ≈ Rm acts smoothly, freely and transitively on the open
Bruhat cell Bruη´ ⊂ Spinn+1, we have local diffeomorphisms ψp : Rm → Spinn+1
given by ψp(x) = zpΓ˜
U
p (1), where we have identified U = U(x) and x, by means
of an affine system of coordinates in Up1n+1 such that U(0) = I. Notice that
the Ck map H˜ : Rm × M × [0, 1] → Spinn+1 given by H˜(x, p, t) = zpΓ˜Up (t)
satisfies Conditions 1, 3, 4 and 5 of the statement already (for Conditions 4 and
5, see Remark 3.6). We now correct the logarithmic derivative ΛH˜(x, p, t) =
(H˜(x, p, t))−1H˜ ′(x, p, t) in order to satisfy Condition 2 as well. Conditions 1, 4
and 5 are not affected by the construction that follows. By taking  > 0 small
enough we ensure that Condition 3 is also not spoiled in the process.
Given  ∈ (0, 1
4
), let β : [0, 1]→ [0, 1] be a smooth bump function with support
supp(β) = [, 1− ] and such that β(t) = 1 for all t ∈ [2, 1− 2]. For all x ∈ Rm,
all p ∈ M and all t ∈ [0, 1], set ΛH(x, p, t) = (1 − β(t))Λp(t) + β(t)ΛH˜(x, p, t).
Now, let H : Rm ×M × [0, 1]→ Spinn+1 be the unique Ck map satisfying
H ′(x, p, t) = H(x, p, t)ΛH(x, p, t), H(x, p, 0) = zp = Γp(0). (17)
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Conditions 1, 2, 4 and 5 are trivially satisfied by H. The partial derivative in
Condition 3 (that we want to show is invertible) is given explicitly by
DxH(x, p, t)(v) = DRH(x,p,t)(1)
(∫ t
0
AdH(x,p,τ) (DxΛH(x, p, τ)(v)) dτ
)
(18)
for all v ∈ Rm, where Rz˜ : z 7→ zz˜ is the right-multiplication by z˜ in the group
Spinn+1. Of course, the same formula does hold with H˜ in place of H. Since
M is compact, DxΛH(x, p, t) = β(t)DxΛH˜(x, p, t) and DxH˜(x, p, 1) = Dφp(x) is
invertible, Equation 18 implies that if  > 0 is sufficiently small, then DxH(x, p, 1)
is an isomorphism as well.
Now, if the curves Γp are not necessarily strictly convex, choose t0 ∈ (0, 1)
such that, for all p ∈ M , Γp|[t0,1] is strictly convex (combine Theorem 3 and
Lemma A.1 and use the compactness of M) and apply the construction above
uniformely to these final arcs, i.e., to the restriction h|M×[t0,1].
Proof of Lemma 3.7. We first deal with the case ∗ = [H1] separately. It is easier
and does not really involve Lemma 3.8. To see that the derivative Dµ
[H1]
z0 (Γ)
is surjective, assume Γ ∈ Ut,z. By strict convexity and Lemma A.1, we have
Γ[(tN , 1]] ⊂ Γ(tN) Bruη´. Let Γ0 and ΓN be the linear reparametrizations on the
unit interval [0, 1] of the restrictions Γ|[0,tN ] and Γ|[tN ,1], respectively. As in the
proof of Lemma 3.8, use projective transformations of ΓN to produce a map
ψN : Γ(tN) Bruη´ → L[H
1]
n (Γ(tN); ·) taking Γ(1) to ΓN and z ∈ Γ(tN) Bruη´ to
a convex curve ψN(z) ∈ L[H
1]
n (Γ(tN); z). The map ψN is smooth, by Remark
3.6. Now, define the map ψ : Γ(tN) Bruη´ → L[H
1]
n (z0; ·) by the concatenation
ψ(z) = Γ0 ∗ ψN(z). The map ψ is also smooth, by construction. Thus, the
composition µ
[H1]
z0 ◦ ψ is the identity map of Γ(tN) Bruη´ ⊂ Spinn+1.
For the cases ∗ 6= [H1], the fact that µ∗z0 is a submersion follows directly from
items 3 and 5 of Lemma 3.8 for M = {p}, a single point, z0 = Γp(0).
In any case, we have, in particular, that µ∗z0 is an open map. Surjectivity
of the map µ∗z0 is well known [26] but we present a short proof. It suffices to
prove that the image of µ∗z0 is a closed subset of the connected space Spinn+1. In
fact, let z ∈ Spinn+1 and assume Γ0(1) ∈ Uz = zη`Bruη´ for some Γ0 ∈ L∗n(z0; ·).
Use Lemma 6.1 of [13] to obtain a smooth convex arc Γ1 ∈ L∗n(Γ0(1); zη´). Also,
let Γ2 ∈ L∗n(zη´; z), Γ2(t) = zη´ exp
(
t7pi
2
h
)
. The map Γ = Γ0 ∗ Γ1 ∗ Γ2 is clearly
an element of L[H1]n (z0; z) = (µ[H
1]
z0 )
−1[{z}]. This proves the surjectivity of µ[H1]z0 .
Fact 3.4 could now be used to prove the surjectivity of µ∗z0 in the remaining cases.
A more self-contained approach is to apply a version of the constructions in the
proof of Lemma 3.12 below to smoothen out the two junctures of Γ = Γ0 ∗Γ1 ∗Γ2,
producing Γ˜ ∈ L∗n(z0; z). The reader may notice the similarity between this proof
and the add-loop construction in [26].
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Remark 3.9. A natural question at this point would be whether µ∗z0 qualifies as
some sort of fibration. The reader of course knows that the spaces L∗n(z) exhibit
different homotopy types as z ranges over Spinn+1 [20, 17, 25, 26, 29, 32]. In
fact, µ∗1 is not even a Serre fibration, since it lacks the homotopy lifting property
for polyhedra (see [17, 24]).
Lemma 3.10. For all z0, z1 ∈ Spinn+1, we have that:
1. for all k, k′ ∈ N∗, k 6= 2, k′ 6= 1, the monodromy subspaces L[Hk]n (z0; z1)
and L[Ck
′
]
n (z0; z1) are closed embedded smooth submanifolds of codimension
m = n(n+ 1)/2 of L[Hk]n (z0; ·) and L[C
k′ ]
n (z0; ·), respectively;
2. for all k, r ∈ N, k ≥ 1, the natural inclusion maps
ik,r : (L[Hk+r]n (z0; ·),L[H
k+r]
n (z0; z1)) ↪→ (L[H
k]
n (z0; ·),L[H
k]
n (z0; z1)),
jk,r : (L[Ck+r]n (z0; ·),L[C
k+r]
n (z0; z1)) ↪→ (L[H
k]
n (z0; ·),L[H
k]
n (z0; z1)),
`k,r : (L[Ck+r]n (z0; ·),L[C
k+r]
n (z0; z1)) ↪→ (L[C
k]
n (z0; ·),L[C
k]
n (z0; z1))
are homotopy equivalences of pairs.
3. each of the natural inclusions ik,r, jk,r, `k,r of item 2 is homotopic to a
diffeomorphism between the respective pairs.
Proof. Item 1 follows from Lemma 3.7. Item 2 is obtained combining Item 1 and
Fact 3.4. Item 3 follows from Item 2 and Fact 3.5.
In particular, we see that all spaces L∗n(z0; z1) are diffeomorphic. In some
situations, this warrants us the right to drop the superscripts altogether and
to adopt a definition of Ln(z0; z1) that is well-suited to the purpose at hand.
Throughout this paper, the spaces of locally convex curves of class Hk take
precedence over their Ck counterparts for being Hilbert manifolds. The spaces
L[H1]n (z0; z1) are particularly convenient since they allow for certain constructions
involving concatenation of arcs that may violate the continuity of the curvatures
κj, βj (e.g., the homotopy in the proof of Lemma 4.3, or the explicit transversal
sections of Section 8).
Remark 3.11. We pointed out in the introduction that the space Ln(z0; z1) of
locally convex curves Γ : [0, 1] → Spinn+1 with endpoints Γ(0) = z0, Γ(1) = z1
is homeomorphic to the more widely studied space LSn(z0; z1) of nondegenerate
spherical curves γ : [0, 1] → Sn of class Cn satisfying Fγ(0) = z0, Fγ(1) = z1.
Here is a sketch of proof for this fact. By Remark 3.2, we have ξ1 ∈ Cn−1,
ξ2 ∈ Cn−2, . . . , ξn ∈ C0 for γ ∈ LSn(z0; ·) and, by the identification γ ≈
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(ξ1, . . . , ξn), the proper point-set inclusion LSn(z0; ·) ⊂ L[H
1]
n (z0; ·). Alternate met-
rics for LSn(z0; ·) are the metric induced by this inclusion map, and the product
metric of the respective Cr-metrics in Cn = Cn−1 × · · · × C0. The former shall
not be used in what follows, while the latter is readily seen to yield the same topol-
ogy as the natural (not complete) Cn-metric inherited from Cn([0, 1],Rn+1) (we
reason just as in Remark 3.3). Now it suffices to apply Fact 3.4 to the inclusion
i : Cn ↪→ H1,n, which is clearly continuous with dense image.
The manifolds L[Hk]n (z0; z1) are of course metrizable. For definiteness, we fix
once and for all the complete metrics
dHk(Γ0,Γ1) = dC0(Γ0,Γ1) +
∑
j∈JnK dHk−1(ξ0,j, ξ1,j), (19)
where ξi,j = κi,j − 1κi,j and (Γi(t))−1Γ′i(t) =
∑
j∈JnK κi,j(t)aj. Of course there is an
analogous definition for Ck instead of Hk.
We finish this section with a rather technical result. It allows us to uniformly
smoothen out continuous compact families of locally convex curves that fail to
be differentiable only for definite, finitely many values of the parameter t. The
construction is such that the resulting family is made to coincide with the original
one outside a narrow band around the forementioned values of t. Moreover,
if none of these times t are in the singular set of any locally convex curve of
the original family, the construction can be made to preserve singular sets and
itineraries. This result is going to be invoked in Sections 8 and 10.
Lemma 3.12. Let M be a compact manifold (with or without boundary) of dif-
ferentiability class Ck, k > 1, and f : M × [−1, 1] → Spinn+1 be a continuous
map such that, for each p ∈ M , the map Γp : [−1, 1]→ Spinn+1, Γp(t) = f(p, t),
is a locally convex curve. Suppose that f [M × {0}] ⊂ Bruη and that the restric-
tions f |M×[−1,0] and f |M×[0,1] are maps of differentiability class Ck. Then for all
sufficiently small δ ∈ (0, 1), there is a map f˜ : M × [−1, 1] → Spinn+1 of class
Ck satisfying:
1. for each p ∈M , the map t 7→ Γ˜p(t) = f˜(p, t) is a locally convex curve;
2. f˜ [M × [−δ, δ]] ⊂ Bruη;
3. f˜ |Aδ = f |Aδ , for Aδ = M × ([−1, 1]r [−δ, δ]).
If, moreover, there is z0 ∈ Spinn+1 such that, for each p ∈ M , Γp(−1) = z0 and
the map φ : M → L[H1]n (z0; ·), φ(p)(t) = f(p, 2t − 1) is smooth, then the map
φ˜ : M → L[Hk]n (z0; ·) (respectively, φ˜ : M → L[C
k]
n (z0; ·)), φ˜(p)(t) = f˜(p, 2t − 1),
is smooth as well.
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Proof. By compactness of M and Singn+1 = Spinn+1rBruη, there is δ ∈ (0, 1)
such that f [M × [−δ, δ]] ⊂ Bruη (see Lemma A.4). Apply Lemma 3.8 to the
Ck map f− : M × [−δ, 0] → Spinn+1 and obtain the corresponding Ck map
F− : Rm ×M × [−δ, 0] → Spinn+1. By compactness, there is R > 0 such that
F−
[
B(0, R)×M × [−δ, 0]
]
⊂ Bruη. By Condition 3 of Lemma 3.8, there is r ∈
(0, R) such that to each p ∈M corresponds an open neighborhood Vp ⊂ Spinn+1
of F−(0, p, 0) = f(p, 0) = Γp(0) such that the correspondence x ∈ B(0, r) 7→
F−(x, p, 0) ∈ Vp is a diffeomorphism. By Condition 2 of Lemma 3.8, there is
 ∈ (0, δ
2
) such that, for all (x, p, t) ∈ Rm ×M × ([−δ,−δ + ] ∪ [−, 0]), we have
(F−(x, p, t))−1F ′−(x, p, t) = (f−(p, t))
−1f ′−(p, t). Consider fixed maps Λ−,Λ+ :
M × [−1, 1] → spinn+1 of differentiability class Ck−1 such that: for all p ∈ M
and all t ∈ [−1, 0], we have Λ−(p, t) = (f−(p, t))−1f ′−(p, t); for all p ∈ M and
all t ∈ [0, 1], we have Λ+(p, t) = (f+(p, t))−1f ′+(p, t). Let β : R → R be a
smooth step function of width δ′ > 0 and unit height at t = 0: β(t) = 0 for
t ≤ 0; β(t) = 1 for t ≥ δ′; β′(t) ≥ 0 for all t ∈ R. We consider the Ck−1 map
Λ : M × [−1, 1]→ spinn+1,
Λ(p, t) = (1− β(t))Λ−(p, t) + β(t)Λ+(p, t),
and the unique Ck map F+ : M × [−1, 1] → Spinn+1 satisfying, for all (p, t) ∈
M × [−1, 1], the conditions F ′+(p, t) = F+(p, t)Λ(p, t), F+(p, 1) = f(p, 1). Notice
that, for each p ∈ M , the map t 7→ F+(p, t) is a locally convex curve. For
δ′ ∈ (0, δ) sufficiently small, we have F+[M×[0, δ]] ⊂ Bruη and F+(p, 0) ∈ Vp. Let
x(p) ∈ B(0, r) be unique value of x such that F−(x, p, 0) = F+(p, 0). Condition 3
of Lemma 3.8 implies that the map p ∈M 7→ x(p) ∈ B(0, r) is of differentiability
class Ck. The map f˜ : M × [−1, 1]→ Spinn+1 given by
f˜(p, t) =
{
F−(x(p), p, t), −1 ≤ t ≤ 0
F+(p, t), 0 ≤ t ≤ 1
is readily seen to satisfy all the desired conditions.
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4 Proof of Theorem 1
Lemma 4.1. Let Γ ∈ Ln(z0; z1) be a locally convex curve. Let t∗ ∈ sing(Γ) ⊂
(0, 1), z∗ = Γ(t∗) ∈ Singn+1. Then there exists an open set U∗ ⊂ Spinn+1, z∗ ∈ U∗
with the following properties. There exists  > 0 such that [t∗− , t∗ + ] ⊂ (0, 1),
[t∗−, t∗+]∩sing(Γ) = {t∗} and Γ[[t∗−, t∗+]] ⊂ U∗. There exist distinct open
connected components U−∗ and U+∗ of U∗ r Singn+1 such that Γ[[t∗ − , t∗)] ⊂ U−∗
and Γ[(t∗, t∗ + ]] ⊂ U+∗ .
Notice that this lemma is essentially equivalent to Conjecture 2.6 in [31]. We
thank B. Shapiro and M. Shapiro for insightful conversations on this subject.
Proof. Assume that z∗ ∈ Bruρ, ρ 6= η. After applying a projective transformation,
we may assume that z∗ ∈ q∗Q[Posρ] ⊂ Uq∗ , q∗ ∈ Quatn+1. We shall take U∗ = Uq∗
and U+∗ = q∗Q[Posη], which is a connected component of U∗ r Singn+1. The
number  > 0 can easily be chosen so as to satisfy the conditions in the statement.
It follows from Lemma 5.7 of [13] that Γ[(t∗, t∗+]] ⊂ U+∗ and that Γ[[t∗−, t∗)] is
disjoint from U+∗ : let U−∗ be the connected component of U∗rSingn+1 containing
Γ[[t∗ − , t∗)].
Lemma 4.2. Let K be a compact set and H : K → Ln(z0; z1) be a continuous
function. Let
K1 =
⊔
s∈K
({s} × sing(H(s))) = {(s, t) ∈ K × (0, 1) | H(s)(t) ∈ Singn+1}.
Then K1 is a compact set and satisfies the following condition:
∀(s0, t0) ∈ K1, ∀ > 0, ∃δ > 0, ∀s ∈ K,
|s− s0| < δ → (∃t ∈ (0, 1), (s, t) ∈ K1, |t− t0| < ).
Proof. Write H˜(s, t) = H(s)(t) ∈ Spinn+1 so that H˜ : K × [0, 1] → Spinn+1 is
continuous. We assume without loss of generality that H˜(s, 1) = z1 ∈ Quatn+1 is
fixed for all s ∈ K. Notice that K2 ⊆ K × [0, 1] defined by
K2 = K1 ∪ (K × {0, 1}) = H˜−1[X], X = unionsqσ 6=η Bruσ,
is closed and therefore compact. Furthermore, the sets A0 = H˜
−1(Bruadv(1)) and
A1 = H˜
−1(Bruchop(z1)) are open and disjoint from K2. From Theorem 3 of [13], for
each s ∈ K there exists s > 0 such that {s}× (0, s) ⊂ A0 and {s}× (1− s, 1) ⊂
A1. By compactness of K there exists ∗ > 0 such that K × (0, ∗) ⊂ A0 and
K × (1− ∗, 1) ⊂ A1, implying the compactness of K1 = K2 r (K × {0, 1}).
The remaining claim follows from Lemma 4.1.
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Proof of Theorem 1. It follows from the condition in Lemma 4.2, that the com-
posite map sing ◦H is continuous. Since Ln(z0; z1) is metrizable and K is arbi-
trary, this implies the continuity of the map sing : Ln(z0; z1)→ H([0, 1]).
Recall from the introduction that Γ ∈ Ln,convex(z) if and only if Γ ∈ Ln(1; z)
and sing(Γ) = ∅. The following result is well known [2, 29, 32] and is presented
here for completeness and as an example of an application.
Lemma 4.3. If z ∈ B˜+n+1 then the subset Ln,convex(z) ⊂ Ln(z) is either empty or
a contractible connected component. It is nonempty if and only if chop(z) = η´.
Proof. From Theorem 1 and the fact that ∅ ∈ H((0, 1)) is an isolated point it
follows that Ln,convex(z) is a union of connected components. By item 2 of Lemma
3.10, it suffices to show that L[H1]n,convex(z) is contractible.
Consider first the case z ∈ Bruη´. By applying a projective transformation
we may assume z = η´ = exp(pi
2
h). Take Γ0 ∈ Ln,convex(η´), Γ0(t) = exp(pi2 th).
Notice that Equation 8 of [13] implies that Γ0(t) ∈ Bruη´ for 0 < t ≤ 1, since
Γ0(t) = U0(t)Π(η´)U1(t), where
U1(t) = exp
(− log (cos (pit/2) [hL, h>L ])) exp (− tan (pit/2) h>L) ,
U0(t) = Π(η´) exp (tan (pit/2) hL) Π(η´)
> ∈ Up+n+1
(recall that the comutator [hL, h
>
L ] =
∑n
k=0(2k−n)ek+1e>k+1 is a diagonal matrix).
For s ∈ (0, 1], let Us ∈ Up1n+1 be such that η´Us = Γ0(s). For Γ1 ∈ L[H
1]
n,convex(η´) and
s ∈ (0, 1] define Γs ∈ L[H
1]
n,convex(η´) by:
Γs(t) =
{
(Γ1(
t
s
))Us , t ∈ [0, s],
Γ0(t), t ∈ [s, 1].
The map [0, 1]→ L[H1]n,convex(η´), s 7→ Γs is continuous (even at s = 0).
The general case follows from Proposition 6.4 of [26]; see also Remark 6.6.
Remark 4.4. It follows from Lemma A.1 in the appendix that sing(Γ) = ∅ implies
that Γ is convex. The reciprocal is not true. Indeed, for any σ ∈ Sn+1, σ 6= η,
take Γ : [−, ] → Spinn+1, Γ(t) = σ´ exp(th). For small  > 0, Γ is convex but
0 ∈ sing(Γ) (see also Example 6.2 below).
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5 Accessibility in triangular coordinates
For Lx ∈ Posη ⊂ Lo1n+1 we shall be interested in the interval
[I, Lx) = Posη ∩ (Lx Negη) = {L ∈ Lo1n+1 | I ≤ L Lx} =
⊔
σ∈Sn+1
Acσ(Lx)
where the strata Acσ(Lx) ⊂ Posσ are given by
Acσ(Lx) = [I, Lx) ∩ Posσ = {L ∈ Posσ | L Lx}.
The sets Acσ(Lx) will be called accessibility sets, suggesting that for L ∈ Posσ,
L ∈ Acσ(Lx) if and only if there exists a convex curve Γ : [0, 1] → Lo1n+1 with
Γ(0) = L and Γ(1) = Lx.
Example 5.1. Take n = 2 and, for x, y, z ∈ R, write
Lx = L(x, y, z) =
1 0 0x 1 0
z y 1
 = λ1(c1)λ2(c2)λ1(c3) = λ2(c˜1)λ1(c˜2)λ2(c˜3),
c1 = x− z
y
, c2 = y, c3 =
z
y
, c˜1 = y − z
x
, c˜2 = x, c˜3 =
z
x
.
We can now explicitly describe the strata Acσ = Acσ(Lx). The first stratum is a
point: Ace = {I}. Next we have line segments:
Aca = {λ1(t1) | t1 ∈ (0, c1)}, Acb = {λ2(t˜1) | t˜1 ∈ (0, c˜1)}.
The next strata are surfaces:
Acab = {λ1(t1)λ2(t2) | t1 ∈ (0, c1), t2 ∈ (0, g2(t1))} , g2(t1) = c2c3
c1 + c3 − t1 ,
Acba =
{
λ2(t˜1)λ1(t˜2) | t˜1 ∈ (0, c˜1), t˜2 ∈ (0, g˜2(t˜1))
}
, g˜2(t˜1) =
c˜2c˜3
c˜1 + c˜3 − t˜1
.
Translating this parametrization back to (x, y, z) coordinates shows that Acab is
contained in the plane z = 0 and Acba is contained in the hyperbolic paraboloid
z = xy. Finally, the open stratum Acaba can be described as
Acaba = {λ1(t1)λ2(t2)λ1(t3) | t1 ∈ (0, c1) , t2 ∈ (0, g2(t1)) , t3 ∈ (0, g3(t1, t2))}
=
{
λ2(t˜1)λ1(t˜2)λ2(t˜3) | t˜1 ∈ (0, c˜1) , t˜2 ∈
(
0, g˜2(t˜1)
)
, t˜3 ∈
(
0, g˜3(t˜1, t˜2)
)}
,
g3(t1, t2) =
c2(c1 − t1)
c2 − t2 , g˜3(t˜1, t˜2) =
c˜2(c˜1 − t˜1)
c˜2 − t˜2
.
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A quasiproduct is a finite sequence (Xj)1≤j≤k of open sets Xj ⊂ (0,+∞)j such
that there exist a constant c1 ∈ (0,+∞) and continuous functions gj : Xj−1 →
(0,+∞) for 2 ≤ j ≤ k such that X1 = (0, c1) and
Xj = {(t1, . . . , tj−1, tj) ∈ Xj−1 × (0,+∞) | tj < gj(t1, . . . , tj−1)}, 2 ≤ j ≤ k.
Notice that Xk is homeomorphic to Rk.
Lemma 5.2. If Lx ∈ Posη, each stratum Acσ(Lx) is an open, bounded and
contractible subset of Posσ. Moreover, if σ = σk = ai1 · · · aik is a reduced word
and σj = ai1 · · · aij , j ≤ k, then
Acσj(Lx) = {λi1(t1) · · ·λij(tj) | (t1, . . . , tj) ∈ Xj}
where the sequence (Xj)1≤j≤k is a quasiproduct; the functions gj : Xj−1 → (0,+∞)
are rational and bounded.
Example 5.1 above illustrates this claim for n = 2.
Proof. Notice that I ≤ L Lx implies that L ∈ Posη and that there exists L˜ ∈
Posη with LL˜ = Lx. Computing (Lx)ij in this product yields 0 ≤ (L)ij ≤ (Lx)ij:
it follows that the interval [I, Lx) is bounded.
The proof is by induction on k = inv(σ); the case k = 1 is easy. Write
Xj = {(t1, . . . , tj) ∈ (0,+∞)j | λi1(t1) · · ·λij(tj) Lx}.
We assume by induction that (Xj)1≤j≤k−1 is a quasiproduct; we need to construct
the function gk : Xk−1 → (0,+∞) that obtains Xk.
Let η = aj1 · · · ajm be a reduced word with j1 = ik. Given (t1, . . . , tk−1) ∈
Xk−1, let
Lσk−1 = λi1(t1) · · ·λik−1(tk−1) ∈ Acσk−1(Lx) ⊂ Posσk−1
and write
L−1σk−1Lx = λj1(τ1) · · ·λjm(τm) ∈ Posη
so that τ1 > 0 is a function of (t1, . . . , tk−1): define gk(t1, . . . , tk−1) = τ1. That gk
is a rational function follows from the fact that, for all i ∈ Jn− 1K, s1, s2, s3 ∈ R,
λi(s1)λi+1(s2)λi(s3) = λi+1
(
s2s3
s1 + s3
)
λi(s1 + s3)λi+1
(
s1s2
s1 + s3
)
.
As in Lemma 5.8 of [13], λik(t) L−1σk−1Lx if and only if t < gk(t1, . . . , tk−1).
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6 Accessibility in the spin group
For zx ∈ Q[Posη] ⊆ U1 ∩ Bruη´ and σ ∈ Sn+1 we define
Acσ(zx) = Q[Acσ(L(zx))] ⊂ Q[Posσ] ⊂ Bruσ´ .
For each z ∈ Acσ(zx) there exists a locally convex curve Γ : [0, 1] → U1 with
Γ(0) = z and Γ(1) = zx. Indeed, just take a convex curve ΓL : [0, 1] → Lo1n+1
with ΓL(0) = L(z) and ΓL(1) = L(zx) and define Γ = Q ◦ ΓL. Similarly, for
z ∈ Q[Posσ]r Acσ(zx) no such curve exists.
For zx ∈ Bruη´, choose U ∈ Up+n+1 such that zx = zU0 , z0 ∈ Q[Posη]. For
σ ∈ Sn+1 define Acσ(zx) = (Acσ(z0))U ; this turns out to be well-defined and the
properties above still hold. We want to define Acσ(zx) for any zx ∈ chop−1[{η´}].
This will require a certain detour. We shall first present a topological construction
(using curves), then an algebraic one (using coordinates) and then finally prove
their equivalence.
For q ∈ Quatn+1, set
Bru0qη´ = adv
−1[{qη´}] =
⊔
σ∈Sn+1
Bruqσ´,
Bru1qη` = chop
−1[{qη`}] =
⊔
σ∈Sn+1
Bruqσ` .
A locally convex curve Γ : [0, 1] → Spinn+1 satisfying Γ(t) ∈ Bruη´ for t ∈ (0, 1)
will necessarily satisfy Γ(0) ∈ Bru0η´ and Γ(1) ∈ Bru1η´. Notice that Bruη´ ⊆
Bru0η´ ∩Bru1η´. Given σ ∈ Sn+1, we have
Bruσ ∩Bru0η´ = Bruσ´, Bruσ ∩Bru1η´ = Bruηˆ(σˆ)−1σ´
and therefore
Bru0η´ ∩Bru1η´ =
⊔
σ∈Sn+1,σˆ=ηˆ
Bruσ´ .
It follows from Remark 3.8 of [13] that Bru0η´ ∩Bru1η´ = Bruη´ precisely for n ≤ 3.
In order to extend locally convex curves in Bruη´ to the boundary and not mix
up entry points with exit points we define a new larger space:
Bruη´ = ((adv
−1[{η´}]× {0}) unionsq (chop−1[{η´}]× {1}))/ ∼
where (z, 0) ∼ (z, 1) for z ∈ Bruη´ (and only there). We abuse notation by writing
Bru0η´ ⊂ Bruη´, Bru1η´ ⊂ Bruη´;
in this context, Bru0η´ ∩Bru1η´ = Bruη´. A locally convex curve Γ : [0, 1] → Bruη´
corresponds to a locally convex curve Γ1 : [0, 1]→ Spinn+1 satisfying Γ1(t) ∈ Bruη´
for t ∈ (0, 1) with Γ(0) = (Γ1(0), 0), Γ(1) = (Γ1(1), 1).
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For z0 ∈ Bru0η´ and z1 ∈ Bru1η´, let Ln(z0; z1) ⊂ L[H
1]
n (z0; z1) be the set of
locally convex curves Γ : [0, 1] → Spinn+1 such that Γ(0) = z0, Γ(1) = z1 and
Γ(t) ∈ Bruη´ for all t ∈ (0, 1). For z0, z1 ∈ Bruη´, write z0  z1 if and only if
z0 ∈ Bru0η´, z1 ∈ Bru1η´, and Ln(z0; z1) 6= ∅ (compare with Lemma 5.3 of [13]).
Lemma 6.1. Consider z0 ∈ Bru0η´ and z1 ∈ Bru1η´. The set Ln(z0; z1) is ei-
ther empty or contractible. If z0  z1 then z−10 z1 ∈ Bru1η´ and Ln(z0; z1) =
Ln,convex(z0; z1).
Example 6.2. Recall from Lemma 4.3 that Ln,convex(z0; z1) ⊂ Ln(z0; z1) is a
contractible connected component if z−10 z1 ∈ Bru1η´ and is empty otherwise. It is
entirely possible to have z0 ∈ Bru0η´, z1 ∈ Bru1η´, z−10 z1 ∈ Bru1η´ and z0 6 z1 so that
Ln(z0; z1) = ∅. In this case, there are convex curves in L(z0; z1) but they never
belong to Ln(z0; z1). A simple case is n = 6, z0 = exp(3pi4 h) and z1 = exp(pi4h).
Recall from Example 3.7 of [13] that for n = 6 we have ηˆ = exp(pih) = 1. We
have z−10 z1 = exp(
pi
2
h) = η´ and the curve Γ(t) = z0 exp(
pi
2
th) is convex.
Proof of Lemma 6.1. By definition, Ln(z0; z1) = sing−1[{∅}]. Since ∅ is an iso-
lated point in H([0, 1]), the set Ln(z0; z1) is a union of connected components of
Ln(z0; z1), by Theorem 1.
We know from [26] that if Γ is not convex then Γ is in the same connected
component as Γ with added loops, which clearly does not have empty singular
set. Thus the only connected component of Ln(z0; z1) which may be contained
in Ln(z0; z1) is Ln,convex(z0; z1).
Given zx ∈ Bru1η´ and σ ∈ Sn+1, consider Bruσ´ ⊂ Bru0η´: let
Acσ(zx) = {z ∈ Bruσ´ ⊂ Bru0η´ | z  zx}.
Lemma 6.3. Consider zx ∈ Bru1η´. Consider σk−1 / σk = σk−1aik ∈ Sn+1,
inv(σk) = k. Consider zk−1 ∈ Bruσ´k−1 and zk = zk−1αik(θk) ∈ Bruσ´k , θk ∈ (0, pi).
If zk  zx then zk−1αik(θ) zx for all θ ∈ [0, θk].
Proof. From Corollary 6.4 of [13], if zk ∈ Q[Posσk ] then
zk−1αik(θ) ∈ Q[Posσk−1 unionsqPosσk ].
In this case, take Lk = L(zk) and Lθ = L(zk−1αik(θ)). Consider a locally convex
curve Γ ∈ Ln(zk; zx). As in the proof of Theorem 3 of [13], take ΓL(t) = L(Γ(t))
so that ΓL(0) = Lk. By Lemma 5.7 of [13], there exists  > 0 such that ΓL
is well-defined in [0, 2] and L = ΓL() ∈ Posη. We have Lθ ≤ Lk  L and
therefore Lθ  L (Lemma 5.2 and Equation 14 of [13]). By Lemma 5.3 of [13],
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there exists a locally convex curve Γ : [0, ]→ Lo1n+1, Γ(0) = Lθ and Γ() = L.
Define
Γ1(t) =
{
Q(Γ(t)), t ∈ [0, ],
Γ(t), t ∈ [, 1].
Notice that for t ∈ (0, ) we have Γ(t) ∈ Posη and therefore Γ1(t) ∈ Bruη´. The
curve Γ1 : [0, 1] → Spinn+1 is locally convex and satisfies Γ1(0) = zk−1αik(θ),
Γ(1) = zx and Γ(t) ∈ Bruη´ for all t ∈ (0, 1). By definition, zk−1αik(θ) zx.
In general, there is an upper matrix U ∈ Up1n+1 such that the correponding
projective transformation takes zk to z
U
k = Q(U
−1zk) ∈ Q[Posσk ], reducing to
the previous case.
We now present an algebraic definition. Consider zx ∈ Bru1η´. Consider
ρ0 ∈ Sn+1 such that zx ∈ Bruηˆ(ρ´0)−1 , y0 = z−1x ηˆ ∈ Bruρ´0 . We first define sets
Ac(i1,...,ik)(zx) ⊆ Bruσ´ where σ = ai1 · · · aik is a reduced word. When zx is fixed
(and thus so are y0 and ρ0) we write for simplicity Ac(i1,...,ik) = Ac(i1,...,ik)(zx).
Given two permutations σ0, σ1 ∈ Sn+1, we write σ0 / σ1 if and only if there
are a reduced word σ0 = aj1 · · · aj` and j`+1 ∈ JnK such that σ1 = aj1 · · · aj`aj`+1
is a reduced word. This is the covering relation of the right weak Bruhat partial
order in Sn+1, but no familiarity with this subject is assumed.
For each j ∈ JkK, set σj = ai1 · · · aij , so that σj−1 / σj = σj−1aij ; also, define
recursively
ρj =
{
ρj−1aij , if ρj−1 / ρj−1aij ,
ρj−1, otherwise,
so that either ρj−1 = ρj or ρj−1 / ρj = ρj−1aij . For those j such that ρj−1 = ρj,
define auxiliary functions Θij : Bruρ´j → (0, pi) as follows: Θij(z) = θ if and only
zαij(−θ) ∈ Bruρjaij . It is a consequence of the proof of Theorem 1 of [13] that
these functions are well-defined and smooth (see Remark 6.6 of [13]).
Set Ac( ) = Bru1 = {1}. We assume Ac(i1,...,ij−1) defined and proceed to
construct Ac(i1,...,ij):
Ac(i1,...,ij) = {zj−1αij(θj) | zj−1 ∈ Ac(i1,...,ij−1), θj ∈ (0, ϑij(zj−1))};
ϑij : Ac(i1,...,ij−1) → (0, pi], ϑij(zj−1) =
{
pi, ρj−1 / ρj,
pi −Θij(y0zj−1), ρj−1 = ρj.
Lemma 6.4. The sets Ac(i1,...,ij), 1 ≤ j ≤ k, defined above satisfy
Ac(i1,...,ij) = {αi1(θ1) · · ·αij(θj) | (θ1, . . . , θj) ∈ Xj} ⊆ Bruσ´j ∩(y−10 Bruρ´j)
where (Xj)1≤j≤k is a quasiproduct; Ac(i1,...,ij) is diffeomorphic to Rj.
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Notice that the inclusion in the statement is necessary to make sense of the
definition of ϑij . The reader should compare this result with Lemma 5.2 of [13].
Proof. The proof is by induction on k; the case k = 0 is trivial. Take zk =
zk−1αik(θk) ∈ Ac(i1,...,ik), zk−1 ∈ Ac(i1,...,ik−1), θk ∈ (0, ϑik(zk−1)). We assume
by induction hypothesis that Ac(i1,...,ik−1) ⊆ Bruσ´k−1 . We therefore have zk ∈
Bruσ´k−1 Brua´ik = Bruσ´k (by Corollary 6.2 of [13]). We also assume by induction
hypothesis that yk−1 = y0zk−1 ∈ Bruρ´k−1 . If ρk−1 / ρk, Corollary 6.2 of [13]
implies that yk = y0zk = yk−1αik(θk) ∈ Bruρ´k−1 Brua´ik = Bruρ´k . If ρk−1 = ρk,
take θ˜ = Θik(yk−1) and y˜ ∈ Bruρkaik such that yk−1 = y˜αik(θ˜). By our recursive
definition, θ˜+θk < pi; by Theorem 1 of [13], we have yk = y˜αik(θ˜+θk) ∈ Bruρ´k .
We now prove that the two definitions are equivalent.
Lemma 6.5. Consider zx ∈ Bru1η´ and σk = ai1 · · · aik a reduced word in Sn+1.
Then Acσk(zx) = Ac(i1,...,ik)(zx).
Proof. The proof is by induction on k; the case k = 0 is trivial. Assume therefore
Acσk−1(zx) = Ac(i1,...,ik−1)(zx) for σk−1 = ai1 · · · aik−1 .
Consider zk = zk−1αik(θk), zk−1 ∈ Bruσ´k−1 , zk ∈ Bruσ´k , θk ∈ (0, pi). It follows
from Lemma 6.3 that zk ∈ Acσk implies zk−1 ∈ Acσk−1 and therefore
Acσk ⊆ Acσk−1 Brua´ik , Ac(i1,...,ik) ⊆ Acσk−1 Brua´ik ;
we have to prove that these two sets are equal.
Given zk−1 ∈ Acσk−1 , let Jzk−1 ⊆ (0, pi) be the set such that, for all θk ∈ (0, pi),
θk ∈ Jzk−1 if and only if zk−1αik(θk) ∈ Acσk . It follows from Lemma 6.3 that Jzk−1
is either empty or an initial interval.
We claim that Jzk−1 is not empty. By appying a projective transformation,
we may assume zk−1 = Q(Lk−1), Lk−1 ∈ Posσk−1 . Take Γ ∈ Ln(zk−1; zx). Define
ΓL = L ◦ Γ, with maximal connected domain containing t = 0. Consider t• > 0
in this domain and L• = ΓL(t•), L• ∈ Posη, Lk−1  L•. Take tk > 0 such
that Lk−1λik(tk)  L•; define θk > 0 by Q(Lk−1λik(tk)) = zk−1αik(θk). Take
ΓL,1 : [0, t•] → Lo1n+1 convex such that ΓL,1(0) = Lk−1λik(tk) and ΓL,1(t•) = L•.
Finally, take Γ1 : [0, 1]→ Spinn+1,
Γ1(t) =
{
Q(ΓL,1(t)), t ∈ [0, t•],
Γ(t), t ∈ [t•, 1].
We have Γ1 ∈ Ln(zk−1αik(θk); zx) and therefore θk ∈ Jzk−1 , as claimed.
We claim that Jzk−1 is open. Assume by contradiction θ
?
k = max(Jzk−1),
z?k = zk−1αik(θ
?
k) ∈ Acσk . By appying a projective transformation, we may assume
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that z?k ∈ Q[Posσk ]. As in the previous paragraph, take a locally convex curve
Γ ∈ Ln(z?k; zx), use L to take its initial segment to Lo1n+1 and slightly perturb it
to obtain θk ∈ Jzk−1 , θk > θ?k. The argument is so similar that we feel a repetition
is pointless.
At this point we know that there exists a function ϑ˜ik : Acσk−1 → (0, pi] such
that Jzk−1 = (0, ϑ˜ik(zk−1)). We are left with proving that ϑik = ϑ˜ik .
We first prove that ϑ˜ik(zk−1) ≤ ϑik(zk−1) for all zk−1. If ρk−1 / ρk then
ϑik(zk−1) = pi and we are done. If ρk−1 = ρk, take θ
•
k = ϑik(zk−1), z
•
k = zk−1αik(θ
•
k)
and y•k = y0z
•
k. Recall that in this case there exists ρ• ∈ Sn+1, ρ• / ρk−1 = ρk =
ρ•aik . By definition of ϑik , y
•
k ∈ Bruρ´•aˆik so that adv(y•k) = q•η´ for q• ∈ Quatn+1,
q• 6= 1. By Theorem 3 of [13], any locally convex curve starting at y•k immediately
enters Bruq•η´. Thus, Ln(y•k; ηˆ) = ∅ and therefore Ln(z•k; zx) = ∅. It follows that
z•k /∈ Acσk(zx) and therefore θ•k ≥ ϑ˜ik(zk−1), proving our claim.
We finally prove that ϑ˜ik(zk−1) ≥ ϑik(zk−1). Consider θk < ϑik(zk−1), zk =
zk−1αik(θk) and yk = yk−1αik(θk) = y0zk ∈ Bruρ´k . Notice that zk−1αik(θ) ∈ Bru0η´
and yk−1αik(θ) ∈ Bru0η´ for all θ ∈ [0, θk]. By compactness and Theorem 3 of
[13], there exists c > 0 such that for all θ ∈ [0, θk] and for all t ∈ (0, c] we have
both zk−1αik(θ) exp(th) ∈ Bruη´ and yk−1αik(θ) exp(th) ∈ Bruη´. Apply Lemma
6.1 of [13] to obtain a continuous family H : [0, θk] × [12 , 1] → Spinn+1 of locally
convex curves H(θ) : [1
2
, 1]→ Spinn+1 going from yk−1αik(θ) exp(ch) to ηˆ. Extend
this to H : [0, θk] × [0, 1] → Spinn+1 by defining H(θ)(t) = yk−1αik(θ) exp(2cth)
for t ∈ [0, 1
2
]. This extension is still continuous. For each θ ∈ [0, θk] the arc
H(θ) : [0, 1]→ Spinn+1 is in Ln(yk−1αik(θ); ηˆ), since we have H(θ)(t) ∈ Bruη´ for
all t ∈ (0, 1). Multiply by y−10 to obtain a family y−10 H of locally convex curves
Γθ = y
−1
0 H(θ) : [0, 1] → Spinn+1 going from zk−1αik(θ) to zx. We prove that for
all θ we have Γθ ∈ Ln(zk−1αik(θ); zx), i.e., that Γθ(t) ∈ Bruη´ for all t ∈ (0, 1). We
know that Γ0 is convex and that zk−1 ∈ Acσk−1(zx) and therefore, from Lemma
6.1, that Γ0 ∈ Ln(zk−1; zx). We know by construction that Γθ(t) ∈ Bruη´ for all
t ∈ (0, 1
2
). Apply again Lemma 6.1 of [13] to construct a continuous family of
convex arcs Γ˜θ : [0,
1
2
]→ Spinn+1 from Γ˜θ(0) = 1 to Γ˜θ(12) = Γθ(12). Extend Γ˜θ to
[0, 1] by Γ˜θ(t) = Γθ(t) for t ∈ [12 , 1]. The corresponding family of extended locally
convex curves is again continuous. We have sing(Γ˜0) = ∅. Also, from Theorem 1,
sing(Γ˜θ) is a continuous function of θ. Since ∅ ∈ H((0, 1)) is an isolated point, we
have sing(Γ˜θ) = ∅ for all θ, as desired. This implies that zk = zk−1αik(θk)  zx
and therefore θk < ϑ˜ik(zk−1). Since this holds for any θk < ϑik(zk−1) we have
ϑ˜ik(zk−1) ≥ ϑik(zk−1), completing our proof.
Remark 6.6. We saw in Lemmas 4.3 and 6.1 that, given z0 ∈ Bru0η´ and z1 ∈
Bru1η´, the set Ln(z0; z1) is either empty or equal to Ln,convex(z0; z1) and con-
tractible. In Lemma 6.1 we saw an explicit contraction if z−10 z1 ∈ Bruη´ but
otherwise used Proposition 6.4 of [26]. We now present a more explicit con-
traction in general. For any Γ ∈ Ln(z0; z1), we have (Γ(0))−1Γ(12) ∈ Bruη´
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and (Γ(1
2
))−1Γ(1) ∈ Bruη´. Apply the contraction in the proof of Lemma 4.3
to each arc, leaving Γ(1
2
) fixed. This takes us to a set of curves parametrized by
Γ(1
2
) ∈ z0 Acη(z−10 z1). We now know that Acη(z−10 z1) is diffeomorphic to Rm,
m = n(n+ 1)/2 (with a rather explicit diffeomorphism).
7 Proof of Theorem 2
Given Γ ∈ Ln(z0; z•), we write sing(Γ) = {t1 < · · · < t`}. Let its path be
path(Γ) = (z1, . . . , z`), zj = Γ(tj) ∈ Bruησj .
Let the length of the corresponding itinerary iti(Γ) = w = (σ1, . . . , σ`) ∈Wn be
` = `(w) = card(sing(Γ)) ∈ N. Recall from Lemma 6.1 that Γ ∈ Ln(ηˆ) is convex
if and only if its itinerary iti(Γ) is the empty word of length 0.
Given the path (z1, . . . , z`) of some Γ ∈ Ln, it is trivial to determine the
corresponding itinerary w = (σ1, . . . , σ`). Conversely, given an itinerary w =
(σ1, . . . , σ`) ∈ Wn, define B(w, j) ∈ B˜+n+1 for j ∈ Z, 0 ≤ j ≤ ` + 1, and
B(w, j + 1
2
) ∈ B˜+n+1 for j ∈ Z, 0 ≤ j ≤ `, by
B(w, 0) = 1, B
(
w,
1
2
)
= η´, B(w, j) = B
(
w, j − 1
2
)
σ´j,
B
(
w, j +
1
2
)
= B
(
w, j − 1
2
)
σˆj, B(w, `+ 1) = B
(
w, `+
1
2
)
η´.
(20)
In particular, we have B(w, ` + 1) = η´wˆη´ ∈ Quatn+1, where we define the hat
of a word by wˆ = σˆ1 · · · σˆ` ∈ Quatn+1. We adopt here the conventions t0 = 0,
t`+1 = 1, z0 = 1, z`+1 = B(w, `+ 1), σ0 = σ`+1 = η. It follows from Theorem 3 of
[13] that if Γ ∈ Ln[w] and sing(Γ) = {t1 < · · · < t`} then
Γ ∈ Ln(η´wˆη´), Γ(tj) ∈ BruB(w,j), ∀t ∈ (tj, tj+1), Γ(t) ∈ BruB(w,j+ 12) .
Thus, if Γ ∈ Ln[w] then path(Γ) ∈ BruB(w,1)× · · · × BruB(w,`).
Given w = (σ1, · · · , σ`) ∈Wn and j ∈ Z, 0 ≤ j ≤ `, define qj ∈ Quatn+1 by
B(w, j) = qj acute(ησj) ∈ qj Bru0η´, B
(
w, j +
1
2
)
= qj η´,
B(w, j + 1) = qj ηˆ grave(ησj+1) ∈ qj Bru1η´ .
A sequence (z1, . . . , z`) ∈ BruB(w,1)× · · · × BruB(w,`) is an accessible path for w if
∀j ∈ J`K (q−1j zj ∈ Acησj(q−1j zj+1)) .
Let Path(w) ⊆ BruB(w,1)× · · · × BruB(w,`) be the set of accessible paths for w.
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Lemma 7.1. Consider w ∈Wn. For any Γ ∈ Ln[w], path(Γ) is accessible, i.e.,
belongs to Path(w).
Proof. Consider tj < tj+1 and the arc q
−1
j Γ|[tj ,tj+1]. Except for the modified
domain, this arc belongs to Ln(q−1j Γ(tj); q−1j Γ(tj+1)) and therefore q−1j Γ(tj) ∈
Acησj(q
−1
j Γ(tj+1)), as desired.
Lemma 7.2. Consider w ∈Wn. For any accessible path (z1, . . . , z`) ∈ Path(w),
the set {Γ ∈ L[H1]n [w] | path(Γ) = (z1, . . . , z`)} is nonempty and contractible.
Proof. The collection of sets {t1 < · · · < t`} ∈ H([0, 1]) is a contractible subset.
At this point, the values of qj ∈ Quatn+1, of tj < tj+1, of zj ∈ qj Bruacute(ησj)
and of zj+1 ∈ qj Bru1η´ with q−1j zj ∈ Acησj(q−1j zj+1) are all given. The set of
locally convex arcs Γ : [tj, tj+1] → Spinn+1 with Γ(tj) = zj, Γ(tj+1) = zj+1 and
Γ(t) ∈ qj Bruη´ for all t ∈ (tj, tj+1) is homeomorphic to Ln(q−1j zj; q−1j zj+1); by
Lemma 6.1, this set is contractible (with an explicit contraction given by Remark
6.6). Concatenate the above arcs to construct Γ; this yields the desired result.
Lemma 7.3. Consider w ∈Wn. The set Path(w) ⊆ BruB(w,1)× · · · × BruB(w,`)
is diffeomorphic to Rd, d = inv(ησ1) + · · · + inv(ησ`). In particular, Path(w) is
contractible (and nonempty).
Proof. Start constructing the set from the `-th coordinate BruB(w,`) and pro-
ceed backwards. Use Lemma 6.4 for the inductive step. The set Path(w) is
parametrized by a quasiproduct.
Lemma 7.4. Consider w ∈Wn. The set L[H
1]
n [w] ⊂ L[H1]n (η´wˆη´) is contractible.
Proof. We omit the superscript [H1] throughout the proof. Let Path1(w) ⊂ Ln[w]
be the set of locally convex curves Γ such that the arcs Γ|[ti−1,ti] are assigned
base points to the contractible sets Ln,convex(Γ(ti−1); Γ(ti)) (up to a reparame-
terization). Here we assume that sing(Γ) = {t1 < · · · < t`}; we may use the
construction in Remark 6.6 to select a basepoint.
Lemma 7.2 yields a deformation retract from Ln[w] to Path1(w), a homotopy
H0 : [0, 1] × Ln[w] → Ln[w] which starts with an arbitrary curve Γ0 ∈ Ln[w]
and deforms it through Γs = H0(s,Γ0) for s ∈ [0, 1]. The homotopy satisfies
sing(Γs) = sing(Γ0) = {t1 < · · · < t`} and path(Γs) = path(Γ0) for all s ∈
[0, 1]. We have Γ1 ∈ Path1(w), i.e., the arcs Γ1|[ti−1,ti] are the base points of the
contractible sets Ln,convex(Γ0(ti−1); Γ0(ti)). Also, if Γ0 ∈ Path1(w) then Γs = Γ0
for all s ∈ [0, 1].
Let Path2(w) ⊂ Path1(w) be the set of paths Γ ∈ Path1(w) such that
sing(Γ) = { 1
`+1
< · · · < `
`+1
}. There is an easy deformation retract H1 :
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[1, 2] × Path1(w) → Path1(w) from Path1(w) to Path2(w): affinely reparame-
terize each interval [ti−1, ti].
Lemma 7.1 shows that Path2(w) is homeomorphic to Path(w): the homeo-
morphism takes Γ to path(Γ). Lemma 7.3 shows us how to construct a homotopy
H˜2 : [2, 3] × Path(w) → Path(w) with H˜2(2, z) = z and H˜2(3, z) = z0 where
z0 ∈ Path(w) is a base point. Compose with the homeomorphism above to define
a deformation retract H2 from Path2(w) to a point. Concatenate H0, H1, H2 to
construct the desired contraction.
The proof of Lemma 7.4 above obtains a rather explicit contraction. A slightly
shorter proof is possible using the metrizable topological manifold structure pro-
vided in the proof of Theorem 2 below: use Theorem 15 of [22] and the long
exact sequence of homotopy groups for the fibration path : Ln[w] → Path(w),
via Lemmas 7.1, 7.2 and 7.3. The longer proof above is more self-contained.
Up to this point in this section, all arguments relied solely on the fact that
L[H1]n (z0; z1) is a metrizable manifold including piecewise C1 curves. Herein,
by piecewise C1 we mean that there exists a finite family of compact intervals
[0, t1], [t1, t2], . . . , [tk, 1] covering [0, 1] such that Γ is of class C
1 in each interval
[ti, ti+1]. In certain situations though, we prefer to work in a space of curves whose
derivatives of certain orders are well-defined. The Hilbert manifolds L[Hk]n (z0; z1)
and L[Hk]n , for k > 1, were introduced in Section 3 to fulfill this role. Therein,
we prove that the inclusions L[Hk]n (z0; z1) ↪→ L[H
1]
n (z0; z1) are homotopy equiv-
alences homotopic to diffeomorphisms. We now verify that there exist similar
stratifications for k > 1:
L[Hk]n =
⊔
w∈Wn
L[Hk]n [w], L[H
k]
n [w] = L[H
1]
n [w] ∩ L[H
k]
n .
It turns out though that the neighboring relations between these strata are not
so well-behaved as in the case k = 1 (compare Theorem 3 and Equation 6).
Lemma 7.5. Consider w ∈Wn, k ∈ N, k > 1. The set L[H
k]
n [w] ⊂ L[Hk]n (η´wˆη´)
is nonempty and contractible.
Fact 3.4 is used in Section 3 to prove that the inclusions L[Hk]n (z0; z1) ↪→
L[H1]n (z0; z1) are weak homotopy equivalences. It is tempting to want to use the
same fact to prove that L[Hk]n [w] ⊂ L[H1]n [w] is also a weak homotopy equivalence.
This proof is not valid at this point, however, since we do not know that these sets
are manifolds. We shall prove below that they are indeed topological manifolds,
but this is not sufficient to apply Fact 3.4.
The idea is to imitate the proof of Lemma 7.4. Notice that some of the
building blocks, i.e., Lemmas 7.1 and 7.3, apply just the same to the case k > 1.
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We need to state and prove results leading to an alternate version of Lemma 7.2.
In order to do so, we introduce the concept of enhanced path. Given k ∈ N, k > 1,
Γ ∈ L[Hk]n and t ∈ [0, 1], we define the jet
jet[H
k](Γ; t) = (Γ(t), ξ1(t), . . . , ξ
(k−1)
1 (t), . . . , ξn(t), . . . , ξ
(k−1)
n (t)) ∈ Spinn+1×Rnk,
where the real functions ξi(t) = ξi(Γ; t) are described in Section 3, Equation
13. Notice that, given Γ0 : [t0, t1] → Spinn+1 and Γ1 : [t1, t2] → Spinn+1, Γ0 ∈
L[Hk]n (z0; z1), Γ1 ∈ L[H
k]
n (z1; z2) (up to reparameterizations), the concatenation
Γ0 ∗Γ1 : [t0, t2]→ Spinn+1 belongs to L[H
k]
n (z0; z2) (up to a reparameterization) if
and only if jet[H
k](Γ0; t1) = jet
[Hk](Γ1; t1). For sing(Γ) = {t1 < · · · < t`} ⊂ (0, 1),
define the enhanced path of Γ as
path[H
k](Γ) = (jet[H
k](t1), . . . , jet
[Hk](t`)).
Notice that path(Γ) is obtained from path[H
k](Γ) by coordinate-wise application
of the cartesian product projection Π : Spinn+1×Rnk → Spinn+1 (not to be
confused with the universal covering map Π : Spinn+1 → SOn+1; the common
symbol Π for projections is used once again below with a different meaning.)
Given (z1, . . . , z`) ∈ Path(w), we consider in the proof of Lemma 7.2 the
contractible set of curves Ln(q−1j zj; q−1j zj+1) ≈ L[H
1]
n,convex(zj; zj+1) (the bijection is
obtained by multiplication by qj ∈ Quatn+1). Given jets jj ∈ Spinn+1×Rdk with
Π(jj) = zj, we are now interested in the subsets
L[Hk]n (jj; jj+1) ⊂ L[H
k]
n (zj; jj+1),L[H
k]
n (jj; zj+1) ⊂ L[H
k]
n (zj; zj+1),
where, for instance, Γ : [tj, tj+1]→ Spinn+1, Γ ∈ L[H
k]
n (zj; zj+1) (up to a reparam-
eterization) belongs to L[Hk]n (zj; jj+1) if and only if jet[Hk](Γ; tj+1) = jj+1. In each
case we consider the corresponding subset of convex curves: thus, for instance,
L[Hk]n,convex(zj; jj+1) is the subset of convex curves in L[H
k]
n (zj; jj+1).
Lemma 7.6. The subsets below are contractible connected components:
L[Hk]n,convex(jj; jj+1) ⊂ L[H
k]
n (jj; jj+1), L[H
k]
n,convex(zj; jj+1) ⊂ L[H
k]
n (zj; jj+1),
L[Hk]n,convex(jj; zj+1) ⊂ L[H
k]
n (jj; zj+1), L[H
k]
n,convex(zj; zj+1) ⊂ L[H
k]
n (zj; zj+1).
Proof. In this proof we use the notation of Section 3. ForB1 = H
k−1 andB2 = H,
Fact 3.4 implies that the inclusion L[Hk]n (zj; zj+1) ⊂ L[H
1]
n (zj; zj+1) is a homotopy
equivalence between Hilbert manifolds. Since L[H1]n,convex(zj; zj+1) is a contractible
connected component, so is L[Hk]n,convex(zj; zj+1), as we already pointed out in the
proof of Lemma 4.3.
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Now, we deal with the inclusion L[Hk]n,convex(jj; zj+1) ⊂ L[H
k]
n (jj; zj+1). We con-
sider the curves in these sets parameterized on the interval [tj, tj+1]. Take B2 = H
and B1 =
{
(ξ1, . . . , ξn) ∈ Hk−1
∣∣∣ ∀i ∈ JnK (ξi(tj) = · · · = ξ(k−1)i (tj) = 0)}. Let
ξ˜ ∈ C∞([tj, tj+1],Rn) be such that jj = (zj, ξ˜1(tj), . . . , ξ˜(k−1)n (tj)). Interpret the
set L[H1]n (zj; zj+1) as a submanifold of H (as in Lemma 3.10): translate it to ob-
tain the submanifold M2 = L[H
1]
n (zj; zj+1) − ξ˜ ⊂ B2. Apply Fact 3.4 in order to
obtain the desired conclusion. The other cases are similar.
Proof of Lemma 7.5. Let Path[H
k](w) = Path(w) × R`nk be the contractible set
of accessible enhanced paths, defined in the obvious manner (here, ` = `(w)).
Lemma 7.6 shows that the set of Hk locally convex curves with a prescribed
enhanced path is contractible. Thus, the map from L[Hk]n [w] to Path[Hk](w) taking
a curve Γ to its enhanced path is a fibration with a fiber homemorphic to the
separable Hilbert space and base space homeomorphic to an Euclidean space,
proving our claim.
Let M0 be a (finite or infinite dimensional) manifold and M1 ⊂M0: the subset
M1 is a (globally) collared topological submanifold of codimension d if and only if
there exists an open set Aˆ0, M1 ⊂ Aˆ0 ⊂M0, which is a tubular neighborhood of M1
(based on [4]). We say that Aˆ0 as above is a tubular neighborhood if there exist an
open neighborhood B ⊂ Rd, 0 ∈ B, a continuous projection Π : Aˆ0 → M1 ⊂ Aˆ0
and a continuous map Fˆ : Aˆ0 → B such that the map (Π, Fˆ ) : Aˆ0 →M1×B is a
homeomorphism. Recall that Π being a projection implies Π◦Π = Π. Embedded
C2 submanifolds of Hilbert spaces with finite codimension are collared topological
submanifolds: in this case Π can be taken to be the normal projection. We now
present a smooth example used in the proof of Theorem 2.
Remark 7.7. For all z0 ∈ B˜+n+1, the open set Uz0 is a smooth tubular neighbor-
hood in Spinn+1 of the signed Bruhat cell Bruz0. We denote its smooth projection
map by Πz0 : Uz0 → Bruz0 ⊂ Uz0. Write z0 = qσ´ for q ∈ Quatn+1 and σ ∈ Sn+1.
If σ 6= η, we have that Bruz0 is a signed Bruhat cell of Spinn+1 with positive
codimension k = inv(η) − inv(σ). In this case, there is a smooth submersion
fz0 = (fz0,1, . . . , fz0,k) : Uz0 → Rk satisfying the following conditions:
1. Bruz0 = f
−1
z0
(0) = {z ∈ Uz0 | fz0(z) = 0};
2. (Πz0 , fz0) : Uz0 → Bruz0 ×Rk is a smooth diffeomorphism;
3. Given a locally convex curve Γ : (−, ) → Uz0, if Γ is differentiable in t,
then (fz0,k ◦ Γ)′(t) > 0.
The pair of maps (Πz0 , fz0) is explicitely constructed in Theorem 2 of [13]
using a triangular system of coordinates (see also Remark 6.7 therein).
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For the proof of Theorem 2 below, we also need the following technical result.
Lemma 7.8. Consider σ ∈ Sn+1, σ 6= η and z0 = qσ´ ∈ B˜+n+1, q ∈ Quatn+1. If
Γ : [−, ]→ Uz0 is locally convex and there exists t1 ∈ [−, ] with Γ(t1) ∈ Bruz0
then sing(Γ) = {t1}.
Proof. Consider a projective transformation φ for which φ(z0) ∈ qQ[Posσ] ⊂ Uq.
By continuity, there exists an open set A ⊂ Uz0 , z0 ∈ A, such that φ[A] ⊂ Uq.
We may furthermore assume that z ∈ φ[A] ∩ Bruσ implies z ∈ qQ[Posσ].
Consider Γ as in the statement. Apply triangular coordinates to Uz0 to define
the convex curve ΓL : [−, ] → Lo1n+1, Γ(t) = z0Q(ΓL(t)). For λ ∈ [1,+∞),
consider the projective transform
ΓλL(t) = diag(1, λ
−1, . . . , λ−n)ΓL(t) diag(1, λ, . . . , λn)
and the locally convex curve Γλ(t) = z0Q(Γ
λ
L(t)). Notice that Γ
λ : [−, ] → Uz0
satisfies sing(Γλ) = sing(Γ) and iti(Γλ) = iti(Γ). Given t0 ∈ [−, ] we have
limλ→+∞ Γλ(t0) = z0; by compactness, there exists λ0 such that Γλ0 [[−, ]] ⊂ A.
The curve Γ˜ = φ ◦ Γλ0 therefore admits triangular coordinates Γ˜L : [−, ] →
Lo1n+1, Γ˜(t) = qQ[Γ˜L(t)]. We have Γ˜(t1) ∈ φ[A] ∩ Bruσ and therefore Γ˜L(t1) ∈
Posσ. From Lemma 5.7 of [13], t > t1 implies Γ˜L(t) ∈ Posη, i.e., sing(Γ˜)∩ (t1, ] =
∅. Thus t1 is the last element of sing(Γ). A similar argument using the sets Neg∗
instead of Pos∗ proves that t1 is also the first element of sing(Γ).
Proof of Theorem 2. The nonemptiness and contractibility of L[Hk]n [w] is already
established by previous lemmas in this section. It remains to be shown that,
for k 6= 2, L[Hk]n [w] is a globally collared topological submanifold of L[Hk]n (qw),
qw = η´wˆη´ ∈ Quatn+1, with codimension dim(w); also that, if k > 1, then L[H
k]
n [w]
is in fact an embedded submanifold of differentiability class Ck−1.
For w = σ1 · · ·σ` = (σ1, . . . , σ`) and 2j ∈ Z ∩ [0, 2` + 2], set B(w, j) ∈ B˜+n+1
as in Equation 20 above; in particular, B(w, ` + 1) = qw = η´wˆη´ ∈ Quatn+1. We
first define an open subset A]w ⊂ L[H
k]
n (qw) × (0, 1). A pair (Γ, ˜) belongs to A]w
if there exist 0 = t˜0 < t˜1 < · · · < t˜` < t˜`+1 = 1 such that:
(i) For each i, t˜i+1 − t˜i < 8˜.
(ii) Each arc Γ|[t˜i−2˜,t˜i+2˜] is convex, with image in UB(w,i). In particular, for
z˜i = Γ(t˜i) we have z˜i ∈ UB(w,i).
(iii) Each arc Γ|[t˜i+˜,t˜i+1−˜] is convex, with image in UB(w,i+ 12 ) = BruB(w,i+ 12 ).
(iv) For fi,ki : UB(w,i) → R and ki as in Remark 7.7, we have fi,ki(z˜i) = 0.
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(v) Let ΠB(w,i) : UB(w,i) → BruB(w,i) ⊂ UB(w,i) be the smooth projection of
Remark 7.7. Set zˇi = ΠB(w,i)(z˜i). There exist convex arcs in UB(w,i) from
Γ(t˜i − ˜2) to zˇi and from zˇi to Γ(t˜i + ˜2).
For Γ ∈ L[Hk]n (qw), set JΓ = {˜ ∈ (0, 1) | (Γ, ˜) ∈ A]w}; clearly, JΓ is either an
open interval or empty; for Γ ∈ L[Hk]n [w], JΓ is an interval of the form JΓ = (0, )
for some  > 0. Set
Aw = {Γ ∈ L[Hk]n (qw) | JΓ 6= ∅} ⊆ L[H
k]
n (qw),
an open subset. For Γ ∈ Aw the times t˜i are well-defined and, from Condition 3
of 7.7, the functions Γ 7→ t˜i are of class Ck−1. For Γ ∈ Aw, set  = Γ = sup JΓ;
from the Ck−1 regularity of t˜i and several uses of Lemma 5.5 of [13], the function
Γ 7→  is also of class Ck−1. For instance, checking that the pair (Γ, ˜) satisfies
item (ii) above involves looking for the smallest t > t˜i such that, for ΓL defined
by Γ(t) = B(w, i + 1
2
)Q(ΓL(t)), we have ΓL(t) ∈ ∂ Negη: Lemmas 5.5 and 5.7 of
[13] imply that this t is a function of Γ of differentiability class Ck−1. We have
z˜i = Γ(t˜i) ∈ UB(w,i); we define z˜−i = Γ(t˜i− 2), z˜+i = Γ(t˜i+ 2), and zˇi = ΠB(w,i)(z˜i).
Also, the map Γ 7→ (z˜i, z˜−i , z˜+i , zˇi) is of class Ck−1. For Γ ∈ Aw,  = Γ, t˜i, z˜i and
zˇi as above we therefore have the following properties:
a) For each i, t˜i+1 − t˜i ≤ 8.
b) Each arc Γ|[t˜i−,t˜i+] is convex, with image in UB(w,i); also, z˜i ∈ UB(w,i).
c) Each arc Γ|[t˜i+,t˜i+1−] is convex, with image in UB(w,i+ 12 ).
d) For fi,ki : UB(w,i) → R as in Remark 7.7, we have fi,ki(z˜i) = 0.
e) There exist convex arcs in UB(w,i) from z˜−i to zˇi and from zˇi to z˜+i .
Set d = dim(w) = d1 + · · · + d`, where di = ki − 1. Define F : Aw → Rd,
F (Γ) = (F1(Γ), . . . , F`(Γ)), where Fi : Aw → Rdi , Fi(Γ) = (fi,1(z˜i), . . . , fi,di(z˜i)).
The coordinate functions fi,j above are the first di coordinate functions of the
smooth submersion fB(w,i) = (fi,1, . . . , fi,ki) : UB(w,i) → Rki of Remark 7.7.
We claim that, for Γ ∈ Aw, F (Γ) = 0 if and only if Γ ∈ L[H
k]
n [w].
Indeed, if Γ ∈ Aw and F (Γ) = 0 we have z˜i = Γ(t˜i) ∈ Bruησi . We already
know that {t˜1 < · · · < t˜`} ⊆ sing(Γ) ⊂
⋃
i(t˜i − , t˜i + ). By Lemma 7.8 we have
sing(Γ) = {t˜1 < · · · < t˜`} and therefore iti(Γ) = w.
For k > 1, the Regular Value Theorem applied to the submersion F shows
that L[Hk]n [w] is an embedded submanifold of L[Hk]n (qw) of class Ck−1, as claimed.
In this case, there is a well-defined tubular neighborhood, i.e., a Ck−1 embedding
of the normal bundle NL[Hk]n [w] ↪→ Aw that extends the inclusion of L[H
k]
n [w]
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(regarded as the zero section of its normal bundle) in Aw. For k > 2, this tubular
neighborhood is foliated by normal sections.
We now deal with the case k = 1. We construct a projection Π : Aw →
L[H1]n [w] ⊂ Aw. Given Γ ∈ Aw, the curve Γˇ = Π(Γ), Γˇ : [0, 1] → Spinn+1, will
coincide with Γ except in the intervals [t˜i− 2 , t˜i+ 2 ] and will satisfy Γˇ(t˜i) = zˇi. The
restrictions Γˇ|[t˜i− 2 ,t˜i] and Γˇ|[t˜i,t˜i+ 2 ] will be convex arcs contained in UB(w,i) joining
z˜−i to zˇi and zˇi to z˜
+
i , respectively. These two convex arcs are obtained from the
convex arcs Γ|[t˜i− 2 ,t˜i] and Γ|[t˜i,t˜i+ 2 ] by projective transformations as follows. We
have z˜i , zˇi ∈ z˜−i Bruη´; take U ∈ Up1n+1 such that ((z˜−i )−1z˜i)U = (z˜−i )−1zˇi and set
Γˇ|[t˜i− 2 ,t˜i] = z˜
−
i ((z˜
−
i )
−1Γ)U |[t˜i− 2 ,t˜i]. The convex arc Γˇ|[t˜i,t˜i+ 2 ] is obtained likewise.
Notice that Γˇ = Γ. If Γ ∈ Ln[w] we have zˇi = z˜i and therefore Γˇ = Γ.
We now have a continuous map (Π, F ) : Aw → L[H
1]
n [w] × Rd; let Bw ⊆
L[H1]n [w] × Rd be its image. We construct the inverse map Φ : Bw → Aw; in the
process we see that the set Bw is an open neighborhood of L[H
1]
n [w]×{0}. Indeed,
given Γˇ ∈ L[H1]n [w] construct , t˜i, zˇi = Γˇ(t˜i) and z˜±i = Γˇ(t˜i ± 2) as above. Given
x = (x1, . . . ,x`) ∈ Rd1+···+d` , there exist unique z˜i ∈ UB(w,i) with ΠB(w,i)(z˜i) = zˇi
and fB(w,i)(z˜i) = xi. If there exist convex arcs contained in UB(w,i) from z˜−i to z˜i
and from z˜i to z˜
+
i then (Γˇ,x) ∈ Bw and the curve Γ˜ = Φ(Γˇ,x) is constructed as
before. More precisely, Γ˜ coincides with Γˇ except in the intervals [t˜i − 2 , t˜i + 2 ].
The convex arcs Γ˜|[t˜i− 2 ,t˜i] and Γ˜|[t˜i,t˜i+ 2 ] are obtained from the arcs Γˇ|[t˜i− 2 ,t˜i] and
Γˇ|[t˜i,t˜i+ 2 ] by projective transformations.
In the proof of Theorem 2 of [13], it was shown that there exists a natural
diffeomorphism between UB(w,i) and the cartesian product Upησi ×Loσ−1i of cer-
tain affine spaces of triangular matrices defined in Equation 4 of [13]. Endow the
affine spaces Upησi and Loσ−1i with the natural Euclidean metrics coming from
the sets of free coordinates (i.e., entries not obligatorily equal to 0 or 1). Use the
above diffeomorphism to endow UB(w,i) with a flat Euclidean metric. Similarly,
endow the cartesian product U3B(w,i) = UB(w,i) × UB(w,i) × UB(w,i) with a flat Eu-
clidean metric. Let Wi ⊂ U3B(w,i) be the open set of triples (z−i , zi, z+i ) such that
there exist convex arcs contained in UB(w,i) from z−i to zi and from zi to z+i . Let
δi :Wi → (0,+∞) be the continuous function taking a triple (z−i , zi, z+i ) ∈ Wi to
one half of the distance (in the flat Euclidean metric constructed above) from the
complement U3B(w,i)rWi, i.e., δi(z−i , zi, z+i ) = 12d((z−i , zi, z+i ),U3B(w,i)rWi). Given
Γ ∈ L[H1]n [w], define δ(Γ) = mini δi(z−i , zi, z+i ) where, as above, z±i = Γ(ti ± 2).
Notice that δ : L[H1]n [w] → (0,+∞) is continuous (see for instance the proof of
Lemma A.4) and that if |x| ≤ δ(Γ) then (Γ,x) ∈ Bw (by construction).
Let Bd ⊂ Dd ⊂ Rd be the open and closed balls of radius 1, respectively. Define
Φˆ : L[H1]n [w]×Dd → Aw by Φˆ(Γ,x) = Φ(Γ, δ(Γ)x). Let Aˆw = Φˆ
[
L[H1]n [w]× Bd
]
⊂
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Aw and define Fˆ : Aˆw → Bd so that (Π, Fˆ ) = Φˆ−1 : Aˆw → L[H
1]
n [w] × Bd. This
completes the construction of the tubular neighborhood of L[H1]n [w].
8 Transversal sections
The proof of Theorem 2 implicitly gives us (topologically) transversal sec-
tions. We now construct explicit transversal sections to L[H1]n [w] in L[H1]n . We
omit the superscript [H1] throughout this section. The construction roughly cor-
responds to going back to Theorem 2, then to Theorem 2 and Remark 6.7 of
[13], then to Lemma 5.5 and Remark 5.6 of [13], and following the steps. A
key difference is that strictly following the proof of Theorem 2 given in Section
7 yields curves which fail to be smooth precisely at the times t˜i (defined in the
mentioned proof); the curves produced by our construction in this section are
smooth (indeed algebraic) in a neighborhood of t˜i (though they are not glob-
ally smooth). Lemma 3.12 then can be applied to smoothen out the tranversal
section φ : Dd → L[H1]n to L[H1]n [w] just constructed. The result is, for each
k ≥ 3, a smooth map φ˜ : Dd → L[Hk]n such that Φ˜ : Dd × [0, 1] → Spinn+1,
Φ˜(x, t) = φ˜(x)(t), coincides with Φ(x, t) = φ(x)(t) (and hence is algebraic) in
Dd× (∪i(t˜i− δ, t˜i + δ)) for some δ > 0. Of course, φ˜ is tranversal to L[H
k]
n [w]. We
first present the construction as an algorithm, then provide examples.
Consider σ ∈ Sn+1, σ 6= e, ρ = ησ and d = dim(σ) = inv(σ) − 1. Consider
z0 = qη´σ´ ∈ B˜+n+1, q ∈ Quatn+1, so that chop(z0) = qη´ and adv(z0) = qη´σˆ.
Let Q0 = Π(z0) ∈ B+n+1 ⊂ SOn+1. We first construct an explicit transversal
section ψ : Rd+1 → SOn+1 to the Bruhat cell BruQ0 = Π[Bruz0 ] ⊂ SOn+1 passing
through Q0 = ψ(0) (compare with Remarks 5.6 and 6.7 of [13]). First we define a
matrix M˜ ∈ (R[x1, . . . , xd+1])(n+1)×(n+1) with polynomial entries in the variables
xl, 1 ≤ l ≤ d + 1. For i ∈ Jn + 1K, set (M˜)i,iρ = (Q0)i,iρ = ±1. There are d + 1
zero entries in Q0 which are simultaneously below a nonzero entry and to the left
of a nonzero entry: these are the pairs (i, j) for which j < iρ and jρ
−1
< i. Assign
to each such position (i, j) an integer l from 1 to d + 1 in the same order you
would read or write them on a page (top to bottom and left to right). For each
such position (i, j), set (M˜)i,j = (Q0)i,iρxl. The other entries of M˜ are set to 0:
this defines the desired matrix M˜ ∈ (R[x1, . . . , xd+1])(n+1)×(n+1) or, equivalently,
a smooth map ψL : Rd+1 → GL+n+1 where ψL(x) is obtained by evaluating M˜ at
x ∈ Rd+1. As an example, the matrices below correspond respectively to n = 2,
σ0 = [321] = aba (d = 2), and n = 3, σ1 = [3142] = acb (d = 2):
M˜0 =
 1 0 0x1 1 0
x2 x3 1
 ; M˜1 =

0 −1 0 0
0 −x1 0 −1
−1 0 0 0
x2 x3 1 0

39
(we take q = 1 in both examples). Notice that the map ψL is a smooth diffeomor-
phism from Rd+1 to Q0 Loσ−1 ⊂ GL+n+1 (see Equation 4 of [13] for the definition of
Loσ−1). Recall that we denote by Q : GL
+
n+1 → SOn+1 the map that takes M to
the orthogonal part Q(M) in the QR decomposition M = Q(M)R, R ∈ Up+n+1.
The smooth algebraic map ψA = Q ◦ ψL : Rd+1 → SOn+1 is the desired transver-
sal section to the Bruhat cell BruQ0 . In order to define ψ : Rd+1 → Spinn+1,
ψA = Π ◦ ψ, lift the map ψA starting at ψ(0) = z0.
Consider Rd ⊂ Rd+1 defined by xd+1 = 0. Let n =
∑
i li be the lower triangular
nilpotent matrix whose only nonzero entries are nj+1,j = 1 (see Equation 9). For
each x ∈ Rd define a curve φL(x; ·) : R→ Q0 Lo1n+1 ⊂ GL+n+1 by the IVP
∂
∂t
φL(x; t) = φL(x; t)n, φL(x; 0) = ψL(x),
so that φL(x; t) = ψL(x) exp(tn). Since entries of φL(x; t) are polynomials in
x and t, we may equivalently consider the matrix M ∈ (R[x; t])(n+1)×(n+1),
M(x, t) = φL(x; t), whose entries are polynomials in x and t, of degree at most
n in the variable t and satisfying
(M)i,j+1 =
∂
∂t
(M)i,j.
As an example, the two matrices below again correspond to n = 2, σ0 = [321] =
aba and n = 3, σ1 = [3142] = acb (and q = 1 in both cases):
M0 =
 1 0 0t+ x1 1 0
t2
2
+ x2 t 1
 ; M1 =

−t −1 0 0
− t3
6
− x1t − t22 − x1 −t 1−1 0 0 0
t2
2
+ x2 t 1 0
 . (21)
Notice that, given x ∈ Rd, the map Q−10 φL(x; ·) : R→ Lo1n+1 is a smooth (indeed
algebraic) convex curve. Let Γx : R→ Spinn+1 be the locally convex curve defined
by Γx(t) = Q(φL(x, t)), Γx(0) = ψ(x). Clearly, Γ0(0) = z0, Γ0(t) ∈ Bruchop(z0) for
t < 0 and Γ0(t) ∈ Bruadv(z0) for t > 0.
We now construct the desired transversal surface φ : Dd → Ln. Choose z0
above such that chop(z0) = η´ and adv(z0) = η´σˆ; let q1 = η´σˆη´ ∈ Quatn+1. For
sufficiently small r ∈ (0, pi
4
), there exists a convex arc contained in Bruchop(z0)
going from exp(rh) to Γ0(−r). For instance, the reader may use Lemma 6.1 of
[13] and a projective transformation to obtain such a convex arc. Similarly, for
sufficiently small r ∈ (0, pi
4
)
, there exists a convex arc contained in Bruadv(z0)
going from Γ0(r) to q1 exp(−rh). Fix such a small r ∈
(
0, pi
4
)
. By continuity,
there exists a small s˜ > 0 such that, if |x| ≤ s˜ then there exists a convex arc
contained in Bruchop(z0) going from exp(rh) to Γx(−r). Similarly, for sufficiently
small s˜ > 0 if |x| ≤ s˜ then there exists a convex arc in contained in Bruadv(z0)
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going from Γx(r) to q1 exp(−rh). Fix such a small s˜ > 0. We thus define, for each
x ∈ Dd, convex arcs φ˜(x)|[ 18 , 38 ] going from exp(rh) to Γs˜x(−r) and φ˜(x)|[ 58 , 78 ] going
from Γs˜x(r) to q1 exp(−rh). For t ∈
[
0, 1
8
]
, set φ˜(x)(t) = exp(8rth); for t ∈ [7
8
, 1
]
,
set φ˜(x)(t) = q1 exp(8r(t − 1)h); for t ∈
[
3
8
, 5
8
]
, set φ˜(x)(t) = Γs˜x
(
8r
(
t− 1
2
))
.
Consider now s ∈ (0, s˜] sufficiently small so that, for all x ∈ Dd with |x| ≤ s
s˜
, we
have φ˜(x) ∈ Aˆσ (where Aˆσ is the open neighborhood of Ln[σ] constructed in the
proof of Theorem 2). Define φ : Dd → Aˆσ ⊂ Ln by φ(x) = φ˜( ss˜x).
Lemma 8.1. Consider σ ∈ Sn+1, σ 6= e, dim(σ) = d and construct the map
φ : Dd → Ln as above. This map is topologically transversal to Ln[σ], with a
unique intersection at x = 0 ∈ Dd.
Proof. Uniqueness of intersection follows from Theorem 2 of [13]. Topological
transversality follows from taking the composition Fˆ◦φ, where Fˆ : Aˆσ → Dd ⊂ Rd
is constructed in the proof of Theorem 2 in Section 7. The map Fˆ ◦ φ : Dd → Dd
is a positive multiple of the identity.
Notice that the maps Fˆ : Aˆσ → Rd and φ : Dd → Aˆσ ⊂ Ln consistently
provide us with a transversal orientation to Ln[σ].
This completes the construction of a transversal section to Ln[σ1] at the path
(z1) ∈ Path((σ1)), z1 = qσ´1, q ∈ Quatn+1. By applying affine transformations in
the interval and projective transformations in the group Spinn+1, this defines a
map φ1 taking each x ∈ Dd1 (d1 = dim(σ1)) to a convex arc Γx : [t1− , t1 + ]→
Spinn+1 with sing(Γx) 6= ∅, sing(Γx) ⊂ (t1− 2 , t1 + 2) and satisfying iti(Γx) = (σ1)
if and only if x = 0. We may furthermore assume that Γx(t1 ± ) = z1 exp(±h)
for all x ∈ Dd1 and that Γx(t) = z1 exp((t− t1)h) for x = 0 ∈ Dd1 .
More generally, for any w = σ1 · · ·σ` = (σ1, . . . , σ`) ∈ Wn, for any path
(z1, . . . , z`) ∈ Path(w) and for any set {t1 < · · · < t`} ⊂ (0, 1) we show how
to construct a smooth map φ : Dd → Ln, d = dim(w), transversal to Ln[w] at
φ(0) ∈ Ln[w], path(φ(0)) = (z1, . . . , z`), sing(φ(0)) = {t1 < · · · < t`}. Make
the convention t0 = 0, z0 = 1, t`+1 = 1 and z`+1 = η´σˆ1 · · · σˆ`η´. For each i ∈J` + 1K, define qi ∈ Quatn+1 such that qiη´ = adv(zi−1) = chop(zi). First, choose
 > 0 such that, for all i ∈ J` + 1K, ti−1 +  < ti − , zi−1 exp(h) ∈ Bruqiη´ and
zi exp(−h) ∈ Bruqiη´. Define Li,−, Li,+ ∈ Lo1n+1 by zi−1 exp(h) = qiη´Q(Li,−)
and zi exp(−h) = qiη´Q(Li,+): by taking  sufficiently small we may assume
that Li,−  Li,+. Choose fixed convex arcs Γi− 1
2
: [ti−1 + , ti − ] → Bruqiη´
satisfying Γi− 1
2
(ti−1 + ) = zi−1 exp(h), Γi− 1
2
(ti − ) = zi exp(−h). In each
interval [ti − , ti + ], define as above a map φi associating to each xi ∈ Ddi
a convex arc Γi,xi : [ti − , ti + ] → Spinn+1 with Γi,xi(ti − ) = zi exp(−h),
Γi,xi(ti + ) = zi exp(h). Set Γ0 : [0, ] → Spinn+1, Γ0(t) = exp(th) and Γ`+1 :
[1 − , 1] → Spinn+1, Γ`+1(t) = z`+1 exp((t − 1)h). Finally, for x = (x1, . . . ,x`),
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concatenate these arcs to define φ(x) = Γx ∈ Ln: the map φ is the desired
transversal section.
These explicit transversal sections allow us to explore the vincinity of a given
stratum Ln[w]. In the examples below, we follow the algorithm above: we con-
sider a family of convex arcs φ(x) = Γx ∈ Ln, φ(0) = Γ0 ∈ Ln[w], obtained from
a matrix with polynomial entries M = M(x, t) = φL(x; t).
Let mj(x, t) be the southwest j × j minor of M , so that mj is an explicit
element of R[x1, . . . , xd, t]. By construction, mj(x, t) is a positive multiple of the
southwest j × j minor of Π(Γx(t)). From Theorem 4 of [13], given t∗ ∈ R and
σ ∈ Sn+1, we have Γx(t∗) ∈ Bruησ if and only if, for each j ∈ JnK, t = t∗ is a
zero of mj(t) of multiplicity multj(σ). Here, multj(σ) = (1
σ − 1) + · · ·+ (jσ − j),
as in Equation 7. The permutation σ ∈ Sn+1 can be readily recovered from
the list of its multiplicities mult(σ) = (mult1(σ), . . . ,multn(σ)) ∈ Nn: we have
jσ = multj(σ)−multj−1(σ) + j (with the convention mult0 = multn+1 = 0).
Neighboring strata Ln[w′] of codimension dim(w′) = 0 are such that w′ =
(ai1 , . . . , ai`′ ) is a string of Coxeter generators. In this case, Γx ∈ Ln[w′] if and
only if the real roots of m1(t), . . . ,mn(t) are all simple and distinct. Multiple or
common real roots correspond to more profound strata. More explicitly, if, for
some value of x and some ti ∈ sing(Γx), there exists a subset {j1, . . . , jk} ⊆ JnK
such that mj1(ti) = · · · = mjk(ti) = 0, then the corresponding letter σi in the
itinerary iti(Γx) = (σ1, . . . , σ`) has reduced words involving all the generators
aj1 , . . . , ajk . The set of x = (x1, . . . , xd) for which a given profound letter occurs
is a subset of the zero locus of discriminants and resultants of the polynomials
mj. Let
dj(x) = discrimt(mj(x, t)) ∈ R[x], j ∈ JnK;
ri,j(x) = rest(mi(x, t),mj(x, t)) ∈ R[x], i, j ∈ JnK, i < j.
Thus, for instance, if a letter [ab] occurs in the itinerary of Γx, then d1(x) =
r12(x) = 0; we shall see other examples below.
Example 8.2. In our first example, n = 2, w = (σ), σ = [321] = aba (see matrix
M0 in Equation 21), we have
m1 =
t2
2
+ x2, m2 =
t2
2
+ x1t− x2, d1 = −2x2, d2 = x21 + 2x2, r1,2 = −
d1d2
4
.
Thus, m1(t) has two simple real roots t = ±
√−2x2 if x2 < 0 and m2(t) has
two simple real roots t = −x1 ±
√
x21 + 2x2 if x2 > −x
2
1
2
. Thus, if x2 > 0 the
itinerary of Γx is bb and if x2 < −x
2
1
2
the itinerary is aa. If x1 < 0 (resp.
x1 > 0) and −x
2
1
2
< x2 < 0 the itinerary is abab (resp. baba). These itineraries
correspond to neighboring strata of codimension zero; more profound strata occur
for x2 = 0 or x
2
1 + 2x2 = 0. If x1 < 0 (resp. x1 > 0) and x2 = 0, the
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itinerary is [ab]b (resp. b[ab]). If x1 < 0 (resp. x1 > 0) and x
2
1 + 2x2 = 0,
the itinerary is a[ba] (resp. [ba]a). For instance, let x = (x1, x2) with x1 > 0
and x21 + 2x2 = 0. Then, m1(t) has two simple roots at t = ±x1 and d2 = 0,
so that m2(t) has a double root at t = −x1. Therefore, sing(Γx) = {−x1, x1},
w′ = iti(Γx) = (σ1, σ2) and, by Theorem 4 of [13], mult(σ1) = (1, 2) = mult([ba])
and mult(σ2) = (1, 0) = mult(a). Thus, w
′ = [ba]a. The other cases are similar.
The reader should compare these results, summarized in Figure 3, with Example
1.1 and Figure 1 in the introduction. Notice that, the more profound the stratum,
the less generic are the curves therein.
x2 = 0
x21 + 2x2 = 0
[aba][ab]b b[ab]
a[ba] [ba]a
aa
bb
abab baba
x1
x2
m = m1(t)
m = m2(t)
−1/3 1/3
[ba] a t
m
Figure 3: Left: transversal section φ : D2 → L2 to L2[[aba]] (see Example 8.2).
Right: for x1 = 1/3 and x2 = −x21/2 = −1/18 we have sing(Γx) = {±1/3} and
iti(Γx) = [ba]a. Compare with Figure 1 from Example 1.1.
Example 8.3. In our second example, n = 3, w = (σ), σ = [3142] = acb (see
matrix M1 in Equation 21), we have
m1 =
t2
2
+ x2, m2 = −t, m3 = t
2
2
− x1,
d1 = −2r1,2 = −2x2, d2 = 1, d3 = −2r2,3 = 2x1, r1,3 = (x1 + x2)
2
4
.
Thus, m2(t) has a simple root at t = 0 for all values of x1, x2. If x2 > 0,
m1(t) has no real roots; if x2 < 0, m1(t) has roots t = ±
√−2x2. Similarly, for
x1 < 0, m3(t) has no real roots and for x1 > 0, m3(t) has roots t = ±
√
2x1.
It is now easy to verify the itineraries of Γx in Figure 4 using resultants and
multiplicities. For instance, for x = (x1, x2) with x1 > 0 and x2 = −x1, the simple
roots of m1(t) and m3(t) coincide pairwise at t = ±
√
2x1. We therefore have
sing(Γx) = {−
√
2x1, 0,+
√
2x1} and iti(Γx) = (σ1, σ2, σ3) = [ac]b[ac], since, by
Theorem 4 of [13], mult(σ1) = mult(σ3) = (1, 0, 1) = mult([ac]) and mult(σ2) =
(0, 1, 0) = mult(b). Notice that if x1 < 0 and x2 = −x1, then sing(Γx) = {0} and
iti(Γx) = (b), even if we are in the zero locus of r1,3. Also notice that the stratum
L3[[ac]b[ac]] is as profound as L3[[acb]], since dim([ac]b[ac]) = dim([acb]) = 2.
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x2 = 0
x1 = 0 x2 = −x1
b
b
b
cabac
acbca
cbc
aba
[ac]b[ac]
[cb]
a[cb]a
[ab] c[ab]c
[acb] x1
x2 m = m1(t) = m3(t)
m = m2(t)
−1/3 1/3
[ac] b [ac]
t
m
Figure 4: Left: transversal section φ : D2 → L3 to L3[[acb]] (see Example 8.3).
Right: for x1 = −x2 = 1/18 we have sing(Γx) = {0,±1/3} and iti(Γx) = [ac]b[ac].
Example 8.4. Consider the 1-parameter family of perturbations φu : D2 → L3,
u ∈ (−, ) (for some fixed  ∈ (0, 1)), of the transversal section φ = φ0 of
Example 8.3 given by φu(x) = Qη´σ´ ◦ Γx;u, where Γx;u : [−1, 1] → η´σ´ Lo14 is the
solution to the ODE
Γ′x;u(t) = Γx;u(t) (β1(t)l1 + β2(t)l2 + β3(t)l3) ,
β1(t) = 1 + ut > 0, β2(t) = 1, β3(t) = 1− ut > 0,
with the initial condition below:
Γx;u(0) =

0 −1 0 0
0 −x1 0 −1
−1 0 0 0
x2 0 1 0
 , Γx;u(t) =

g1,1(t) −1 0 0
g2,1(t) g2,2(t) g2,3(t) −1
−1 0 0 0
g4,1(t) g4,2(t) 1 0
 .
This can be explicitly integrated, yielding polynomial coefficients gij. As before,
consider the j × j southwest minors mj of Γx;u(t) as polynomials in the indeter-
minates x1, x2, u, t and compute their discriminants and resultants:
m1 =
ut3
3
+
t2
2
+ x2, m2 = −t, m3 = −ut
3
3
+
t2
2
− x1,
d1 = −x2(6u
2x2 + 1)
2
, d2 = 1, d3 = −x1(6u
2x1 − 1)
2
,
r1,2 = x2, r1,3 =
u
108
(4u2(x2 − x1)3 + 9(x1 + x2)2), r2,3 = x1.
Figure 5 shows the itineraries of curves in the section φu for fixed values of u > 0
and u < 0. The zero loci of the discriminants dj and resultants ri,j contain the
coordinate axes x1 and x2 as before, and a ordinary cusp r1,3. The zero loci of
d1 and d3 include lines far from the origin, which do not concern us. Notice the
intersection of the zero loci of d1, d3 and ri,j at the origin. The two diagrams
differ combinatorially: for u > 0, the itinerary acbac appears and cabca does not;
for u < 0 it is the other way around; this will be further discussed in Section 10.
44
b cbc
aba
acbca
cabac
acbac
[acb][ab] c[ab]c
[cb]
a[cb]a
acb[ac]
[ac]bac
r1,2 = 0
r2,3 = 0
r1,3 = 0
u > 0
x2
x1
b cbc
aba
acbca
cabac
cabca
[acb][ab] c[ab]c
[cb]
a[cb]a
[ac]bca
cab[ac]
r1,2 = 0
r2,3 = 0
r1,3 = 0
u < 0
x2
x1
m = m1(t)
m = m2(t)
m = m3(t)
[ac] b a
c
t
m m = m1(t)
m = m2(t)
m = m3(t)
[ac]ba
c
t
m
Figure 5: Above: transversal sections φu : D2 → L3 to L3[[acb]] for u = ±2/5 (see
Example 8.4). Below: for x1 = 1/3, and x2 > −1/3 such that r1,3(x1, x2, u) = 0,
iti(φu(x1, x2)) = [ac]bac for u = 2/5 while iti(φu(x1, x2)) = cab[ac] for u = −2/5.
The slopes of the graphs of m1(t) and m3(t) in this example are suggestive of the
fact that no perturbation of φu(0, 0) will produce the itinerary cabca in the case
u > 0, and similarly, no perturbation of φu(0, 0) will produce the itinerary acbac
in the case u < 0. We shall go back to this issue in Section 10. The reader may
want to compare this figure with Figure 7 therein.
Example 8.5. Alternatively, consider another 1-parameter family of perturba-
tions ψu : D2 → L3, u ∈ (−, ), of the transversal section φ = ψ0 of Example 8.3
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given by taking
M˜1,u =

0 −1 0 0
0 −x1 0 −1
−1 −u 0 0
x2 x3 1 0
 , M1,u =

−t −1 0 0
− t3
6
− x1t − t22 − x1 −t −1−ut− 1 −u 0 0
t2
2
+ x2 t 1 0

instead of M˜1 and M1 of Equation 21. As in Example 8.4, the functions mj are
explicit polynomials. Figure 6 shows the zero loci of the new resultants near the
origin (there are complications far away which do not concern us). Notice the
similarity between Figures 5 and 6.
b cbc
aba
acbca
cabac
acbac
[acb][ab] c[ab]c
[cb]
a[cb]a
acb[ac]
[ac]bac
r1,2 = 0
r2,3 = 0
r1,3 = 0
u > 0
x2
x1
b cbc
aba
acbca
cabac
cabca
[acb][ab] c[ab]c
[cb]
a[cb]a
[ac]bca
cab[ac]
r1,2 = 0
r2,3 = 0
r1,3 = 0
u < 0
x2
x1
Figure 6: transversal sections ψu : D2 → L3 to L3[[acb]] for u = ±2/5 (see
Example 8.5).
9 Proof of Theorem 3
Let σ ∈ Sn+1, σ 6= e; let σ1 = ησ. Let z1 = η´σ´ = qσ´1 ∈ B˜+n+1, q = η´σˆη´ ∈
Quatn+1. Recall from Example 4.2 of [13] that L(exp(θh)) = exp(tan(θ)hL) for
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θ ∈ (−pi
2
, pi
2
). Let θ0 ∈ (0, pi2 ). The smooth curve Γz1,h : [−θ0,+θ0] → Spinn+1,
Γz1,h(θ) = z1 exp(θh), is locally convex with image contained in Uz1 . Moreover,
it can be expressed in triangular coordinates and is therefore convex (see Ap-
pendix A): Γz1,h(θ) = z1Q(ΓL(θ)) where ΓL(θ) : [−θ0, θ0] → Lo1n+1, ΓL(θ) =
exp(tan(θ)hL). We have sing(Γz1,h) = {0} and iti(Γz1,h) = (σ).
For w ∈ Wn, we write define w a σ if there exists a convex curve Γ1 ∈
L[H1]n,convex(z1 exp(−θ0h); z1 exp(θ0h)) with iti(Γ1) = w. Lemma 4.2 implies that we
have ( ) 6a σ (here, ( ) ∈Wn is the empty word). Our next result shows that the
condition above does not depend on the particular choice of θ0 ∈ (0, pi2 ).
Lemma 9.1. Consider z1 ∈ B˜+n+1, θ1, θ2 ∈ (0, pi2 ). Consider w ∈ Wn. Then
there exists Γ1 ∈ L[H
1]
n,convex(z1 exp(−θ1h); z1 exp(θ1h)) with iti(Γ1) = w if and only
if there exists Γ2 ∈ L[H
1]
n,convex(z1 exp(−θ2h); z1 exp(θ2h)) with iti(Γ2) = w. Further-
more, if there exists Γ1 ∈ L[H
1]
n,convex(z1 exp(−θ1h); z1 exp(θ1h)) such that iti(Γ1) =
w then there exists a homotopy H : [0, 1]→ L[H1]n,convex(z1 exp(−θ1h); z1 exp(θ1h)),
H(0) = Γ0 = Γz1,h, H(1) = Γ1, H(s)|[−θ1,−sθ1]unionsq[sθ1,θ1] = Γ0|[−θ1,−sθ1]unionsq[sθ1,θ1]
such that iti(H(s)) = w for all s ∈ (0, 1].
Proof. We start with the first claim. Assume without loss of generality that
θ1 < θ2. Given Γ1 as above, Γ2 can be constructed by attaching arcs: set
Γ2(θ) =
{
Γ1(θ), θ ∈ [−θ1, θ1],
z1 exp(θh), θ ∈ [−θ2,−θ1] unionsq [θ1, θ2].
Conversely, given Γ2 we apply a projective transformation to obtain Γ1. More
precisely, set Γ2;L : [−θ2, θ2] → Lo1n+1, Γ2;L(θ) = L(z−11 Γ2(θ)). Notice that a
diagonal projective transformation takes exp(± tan(θ2)hL) to exp(± tan(θ1)hL):
exp(± tan(θ1)hL) = diag (1, λ, . . . , λn) exp(± tan(θ2)hL) diag
(
1, λ−1, . . . , λ−n
)
for λ = tan(θ1)/ tan(θ2); apply this projective transformation and reparametrize
the domain to obtain Γ1;L and therefore Γ1 ∈ L[H
1]
n,convex(z1 exp(−θ1h); z1 exp(θ1h))
with iti(Γ1) = iti(Γ2). For the second claim, given Γ1, apply a projective trans-
formation as above to define H(s) satisfying the conditions in the statement
(compare with the construction of the homotopy in the proof of Lemma 4.3).
Lemma 9.2. Consider w ∈ Wn, σ ∈ Sn+1, σ 6= e, and Γ˜ ∈ L[H
1]
n [(σ)]. There
exists a sequence (Γk)k∈N∗ of curves Γk ∈ L[H
1]
n [w] with limk→∞ Γk = Γ˜ in L[H
1]
n
if and only if w a σ.
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Notice that one implication is already known for the special case Γ˜ = Γz1,h,
z1 = η´σ´: for w a σ, we constructed in Lemma 9.1 a path H of curves of itinerary
w tending to Γz1,h.
Proof. Assume first that a sequence (Γk) as above exists: we prove that w a σ.
Let z1 = η´σ´. Let Γ(t) = Γz1;h((t − 12)pi) and ΓL(t) = L(z−11 Γ(t)), t ∈ (0, 1); by
Example 4.2 of [13], ΓL(t) = exp(− cot(pit)hL), t ∈ (0, 1). By reparametrizing the
domain and applying a projective transformation, we may assume sing(Γ˜) = {1
2
}
and Γ˜(1
2
) = Γ(1
2
) = z1. Consider 0 > 0 such that |t− 12 | ≤ 0 implies Γ˜(t) ∈ Uz1 .
For t ∈ [1
2
− 0, 12 + 0], define Γ˜L(t) = L(z−11 Γ˜(t)). Notice that, by Lemma 5.3
of [13], we have Γ˜L(
1
2
− 0)  I  Γ˜L(12 + 0). Take 1 ∈ (0, 02 ) such that
Γ˜L(
1
2
− 0)  ΓL(12 − 1) and ΓL(12 + 1)  Γ˜L(12 + 0). Set L1;− = ΓL(12 − 1)
and L1;+ = ΓL(
1
2
+ 1). Take 2 ∈ (0, 12 ) such that L1;−  Γ˜L(12 − 2)  I and
I  Γ˜L(12 + 2) L1;+.
Take open neighborhoods A0;−, A2;−, A2;+ and A0;+ ⊂ Lo1n+1 of Γ˜L(12 − 0),
Γ˜L(
1
2
− 2), Γ˜L(12 + 2) and Γ˜L(12 + 0), respectively, such that, for all Li;± ∈ Ai;±,
i ∈ {0, 2}, we have L0;−  L1;−  L2;−  I  L2;+  L1;+  L0;+. Let
Bi;± = z1Q[Ai;±] ⊂ Uz1 , i ∈ {0, 2}; notice that Γ˜(12 ± i) ∈ Bi;±, i ∈ {0, 2}.
For sufficiently large k we have Γk(
1
2
± i) ∈ Bi;±, i ∈ {0, 2}. By Theorem
1, for sufficiently large k we also have sing(Γk) ⊂ (12 − 2, 12 + 2). For such
large k, define a locally convex curve Γ˜k which coincides with Γk except in the
intervals [1
2
− 0, 12 − 2] and [12 + 2, 12 + 0]. In these arcs, Γ˜k is defined so that
Γ˜k(
1
2
− 1) = z1Q(L1;−) = Γ(12 − 1) and Γ˜k(12 + 1) = z1Q(L1;+) = Γ(12 + 1):
the above conditions guarantee that this is possible. The restriction of any such
curve Γ˜k to the interval [
1
2
− 1, 12 + 1] yields, by definition, w a σ.
Now, assume w a σ and take Γ˜ ∈ L[H1]n [(σ)] with sing(Γ˜) = {12}. As before,
take Γ(t) = Γz1;h((t− 12)pi). Define Γ˜L(t) = L(z−11 Γ˜(t)) and ΓL(t) = L(z−11 Γ(t)) for
t in some interval [1
2
− 0, 12 + 0]. Given k ∈ N∗, take 1 ∈ (0, 02k ). For sufficiently
small 2 ∈ (0, 1), we have Γ˜L(12 − 1) ΓL(12 − 2) and ΓL(12 + 2) Γ˜L(12 + 1).
By Lemma 5.3 of [13], there exist convex arcs Γk,L,− : [12−1, 12−2]→ Lo1n+1 and
Γk,L,+ : [
1
2
+ 2,
1
2
+ 1]→ Lo1n+1 with Γk,L,−(12 − 1) = Γ˜L(12 − 1), Γk,L,−(12 − 2) =
ΓL(
1
2
− 2), Γk,L,+(12 + 2) = ΓL(12 + 2), Γk,L,+(12 + 1) = Γ˜L(12 + 1). Since w a σ,
there exists a convex arc Γk,L,0 : [
1
2
− 2, 12 + 2] → Lo1n+1 with itinerary w such
that Γk,L,0(
1
2
± 2) = ΓL(12 ± 2). For each k ∈ N∗, define
Γk(t) =

Γ˜(t), t ∈ [0, 1
2
− 1],
z1Q(Γk,L,−(t)), t ∈ [12 − 1, 12 − 2],
z1Q(Γk,L,0(t)), t ∈ [12 − 2, 12 + 2],
z1Q(Γk,L,+(t)), t ∈ [12 + 2, 12 + 1],
Γ˜(t), t ∈ [1
2
+ 1, 1].
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Of course we have limk→∞ Γk = Γ˜ in L[H
1]
n , as desired.
Remark 9.3. In the statement of Lemma 9.2 the curves Γ˜ and Γk start at
Γ˜(0) = Γk(0) = 1 and end at Γ˜(1) = Γk(1) = η´σˆη´. The reader will notice,
however, that only small convex arcs containing the singular sets are relevant
to the proof. We may therefore apply Lemma 9.2 whenever both Γ˜ and Γk are
convex arcs in the open subset Uz1 ⊂ Spinn+1. Such arcs have free endpoints in
the appropriate connected components of Uz1 ∩ Bruη´ and Uz1 ∩ Bruη´σˆ. This is an
equivalent statement since we can always append initial and final arcs obtained
by projective transformations.
Lemma 9.4. For σ ∈ Sn+1 r {e} and w ∈ Wn, the following conditions are
equivalent:
(i) w a σ;
(ii) w  (σ);
(iii) L[H1]n [(σ)] ∩ L[H1]n [w] 6= ∅;
(iv) L[H1]n [(σ)] ⊆ L[H1]n [w];
(v) given Γ˜ ∈ L[H1]n [(σ)],  > 0, sing(Γ˜) = {t∗} and an open neighborhood
U ⊂ L[H1]n of Γ˜ there exists Γ ∈ U ∩ L[H1]n [w] with Γ and Γ˜ coinciding
outside (t∗ − , t∗ + ).
Proof. By definition, Conditions (ii) and (iv) are equivalent; Condition (iv) clearly
implies (iii); Lemma 9.2 shows that (iii) implies (i) and that (i) implies (iv). The
proof of Lemma 9.2 shows that (i) implies (v). Finally, (v) clearly implies (iii).
Remark 9.5. The known fact that convex curves form a connected component
of L[H1]n (as in Lemma 4.3) gives us a second proof of the fact that ( )  (σ).
Lemma 9.4 is a local version of Theorem 3, which we are now ready to prove.
Proof of Theorem 3. Condition (iii) implies (i); Condition (i) implies (ii). We
now show that Condition (ii) implies (iv). Indeed, take Γ˜ ∈ L[H1]n [w1] ∩ L[H1]n [w0]
and a sequence (Γk)k∈N of curves in L[H
1]
n [w0] tending to Γ˜. Let sing(Γ˜) = {t1 <
· · · < t`} and  > 0 such that 3 < min{ti+1 − ti ; i ∈ J`K ∪ {0}} (where t0 = 0
and t`+1 = 1, as usual). Notice that the intervals Ji = [ti − , ti + ] are disjoint.
By Theorem 1, for sufficiently large k, we have sing(Γk) ⊂ unionsqiJi. The restrictions
Γk|Ji tend to Γ˜|Ji and therefore, for large k, iti(Γk|Ji) = w˜i  (σi), by Lemmas
9.2 and 9.4 (see also Remark 9.3). We have w˜i 6= ( ) by Remark 9.5.
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Now we prove that Condition (iv) implies (iii). The idea is to slightly perturb
Γ˜ about each singular point ti while leaving the curve unchanged outside the
supports of these perturbations. Implication (ii) to (v) in Lemma 9.4 ensures
that the resulting curve Γ can be made to have the desired itinerary w0.
10 Proof of Theorem 4 and the example [acb]
The proof of Theorem 4 could have been given immediately after the proof of
Theorem 1, but we prefer to discuss in this section questions related to the Hk
norm for large k.
Proof of Theorem 4. We fix w1 ∈Wn and Γ1 ∈ L[H
k]
n [w1], where we take
k > K(n) =
⌊(
n+ 1
2
)2⌋
= max{multj(σ); σ ∈ Sn+1, j ∈ JnK}.
We construct an open neighbourhood U of Γ1 in L[H
k]
n such that Γ ∈ U , iti(Γ) =
w0 implies mult(w0) ≤ mult(w1). Write sing(Γ1) = {t1 < · · · < t`}. As before,
for each j ∈ JnK, consider the function mΓ1;j : [0, 1]→ R given by the southwest
j × j minor of the matrix Π(Γ1(t)). Set µi,j = multj(Γ1; ti), the multiplicity of
t = ti as a zero of mΓ1;j(t), so that
∑
i µi,j = multj(w1), by Theorem 4 of [13].
Notice that m
(µi,j)
Γ1;j
(ti) 6= 0 for all i, j. The value of K(n) above was chosen so that
these derivatives are all known to be continuous. Take  > 0 and disjoint open
intervals Ji 3 ti such that, for all i ∈ J`K and j ∈ JnK, we have |m(µi,j)Γ1;j (ti)| > 
and, for all t ∈ Ji, |m(µi,j)Γ1;j (t)| > /2. Using Theorem 1, we take an open set
U ∈ L[Hk]n containing Γ1 such that Γ ∈ U implies sing(Γ) ⊂ ∪iJi and t ∈ Ji
implies |m(µi,j)Γ;j (t)| > /4. The fact that the derivative of order µi,j of mΓ;j has
constant sign in Ji implies that the number of zeroes of mΓ;j in Ji (counted with
multiplicity) is at most µi,j. Now, Theorem 4 of [13] implies the desired result.
We now discuss in greater detail the example [acb], with emphasis on the
norm Hk, k ≥ 3. This example has already been mentioned in Equation 6 in the
Introduction and in Examples 8.3 and 8.5.
Let n = 3, w = (σ) and σ = acb. We already know from Example 8.5 (via
Lemma 3.12) that L[Hk]3 [[acb]] ∩ L[H
k]
3 [cabca] 6= ∅, for all k. By Theorem 3 (or
Lemma 9.4), we have the inclusion L[H1]3 [[acb]] ⊂ L[H
1]
3 [cabca]. We now take k ≥ 3
and produce a class of examples of locally convex curves Γ ∈ L[Hk]3 [[acb]] and open
neighborhoods U+ ⊂ L[H
k]
3 , Γ ∈ U+, with U+ ∩ L[H
k]
3 [cabca] = ∅.
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Let z0 = η´σ´ ∈ B˜+4 and consider a differentiable map Γ : [−, ]→ z0 Lo14,
Γ(t) =

−g21(t) −1 0 0
−g41(t) −g42(t) −g43(t) −1
−1 0 0 0
g31(t) g32(t) 1 0

with logarithmic derivative (Γ(t))−1Γ′(t) = β1(t)l1 + β2(t)l2 + β3(t)l3, i.e.,
g′21 = β1,
g′41 = g42β1, g
′
42 = g43β2, g
′
43 = β3,
g′31 = g32β1, g
′
32 = β2.
(22)
We ask that β1, β2, β3 : [−, ] → (0,+∞) be positive functions of class Hk−1 so
that Q ◦ Γ ∈ L[Hk]3 (after appending convex arcs to its endpoints, smoothening
out via Lemma 3.12 and reparameterizing).
Let as before mj = mj(t) be the j × j southwest minor of Γ(t). We have
m1 = g31, m
′
1 = g32β1, m
′′
1 = β1β2 + g32β
′
1
m2 = −g32, m′2 = −β2, m′′2 = −β′2
m3 = g32g43 − g42, m′3 = g32β3, m′′3 = β2β3 + g32β′3
(23)
We already know from Theorem 4 of [13] that sing(Γ) = {0} and iti(Γ) = [acb]
if and only if m2(t) has a simple zero at t = 0 and both m1(t) and m3(t) have
a double zero at t = 0. Accordingly, we set g31(0) = g32(0) = g42(0) = 0.
Notice that the parameters g21(0), g41(0), g43(0) remain free for us to choose; they
parameterize the intersection point Q(Γ(0)) ∈ Bruz0 , but do not change either
the singular set or the itinerary of Q ◦ Γ.
We now consider a small perturbation Γ˜ of Γ in L[Hk]3 with logarithmic deriva-
tive β˜1(t)l1 + β˜2(t)l2 + β˜3(t)l3. Equations 22 and 23 still apply with tildes added.
For m˜2(0) sufficiently small in absolute value and β˜2 sufficiently near β2 in the
Hk−1 norm, the minor m˜2(t) of a perturbation Γ˜ still has a simple zero at some
t = t˜ of small absolute value. Notice from Equation 23 that m˜′1(t˜) = m˜
′
3(t˜) = 0,
m˜′′1(t˜), m˜
′′
3(t˜) > 0 and that m˜2 is strictly decreasing. We now study the ways the
common double zero of m1(t) and m3(t) at t = 0 can possibly split as we slightly
perturb Γ.
To simplify the analysis, we can assume (up to reparameterizations) β2(t) =
β˜2(t) = 1 and t˜ = 0, so that m2(0) = m˜2(0) = −g32(0) = −g˜32(0) = 0 and
m′2(t) = m˜
′
2(t) = −1. Also, m′1(t) = tβ1(t) and m′3(t) = tβ3(t). Set
βˆ1(t) =
β1(t)
β1(0)
, βˆ3(t) =
β3(t)
β3(0)
mˆ1(t) =
m1(t)
β1(0)
, mˆ3(t) =
m3(t)
β3(0)
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so that mˆ′1(t) = tβˆ1(t) and mˆ
′
3(t) = tβˆ3(t). Notice that the zeroes of mj(t) and
mˆj(t) are the same. Define the real parameter
u =
βˆ′1(0)− βˆ′3(0)
2
.
Claim 10.1. If u > 0 then there exists open neighborhoods U+ ⊂ L[H
k]
3 of Qz0 ◦Γ
and B ⊆ (Hk−1)2 × R2 of ((β1, β3); (0, 0)) and a homeomorphism Ψ+ : B → U+,
Ψ+(h;x) = Γh;x, with the following properties. For all (h;x) ∈ B, the itinerary
iti(Γh;x) is equal to the itinerary iti(φu(x)) shown on the left hand side of Figure
5. Similarly, for u < 0, there exists a homeomorphism Ψ− : B → U−, Ψ−(h;x) =
Γh;x, such that the itinerary iti(Γh;x) is equal to the itinerary iti(φu(x)) shown on
the right hand side of Figure 5.
Notice, in particular, that if a curve Γ ∈ L[Hk]3 , k ≥ 3, has a letter [acb] in
its itinerary and u > 0, then there exist perturbations Γ˜ of Γ where the letter
[acb] splits into the string acbac but there are no perturbations Γ˜ of Γ where [acb]
becomes cabca. Similarly, for u < 0, the letter [acb] can become cabca, but not
acbac. We do not study the case u = 0, where the possibly more complicated
local picture presumably depends on higher derivatives of the βj.
We omit the proof of Claim 10.1 in full generality, and offer in Figure 7 an
illustrative explicit example instead.
This example [acb], k ≥ 3, shows that, except for k = 1 (see Theorem 3),
we do not have that L[Hk]n [w1] ∩ L[Hk]n [w0] 6= ∅ implies L[H
k]
n [w1] ⊂ L[Hk]n [w0] in
general. This ill-behaviour of the itinerary strafication for k > 1 is balanced
by the desirable property expressed by Theorem 4. On the other hand, the
corresponding statement for k < K(n) (essentially equivalent to conjecture 2.4
of [31]) is currently an open problem for n ≥ 4. Notice that all words w′  [acb]
appearing in Figures 4 and 6 are such that mult(w′) ≤ mult([acb]) = (2, 1, 2).
A Convex curves
A smooth parametric curve γ : J → Sn defined on a compact interval J ⊂ R
is said to be strictly convex if for each nonzero linear functional ω ∈ (Rn+1)∗r{0}
the function ωγ : J → R has at most n zeroes counted with multiplicities (zeroes
at endpoints taken into account). It is said to be convex if its restriction to any
proper compact subinterval of J is strictly convex.
In other words, a convex curve is one that (possibly neglecting one endpoint
at a time) intersects each n-dimensional vector subspace Hn ⊂ Rn+1 at most n
times with multiplicities taken into account. Thus, for instance, a transversal
intersection counts as 1; a tangency counts as 2; an osculation counts as 3. Other
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[ac]b[ac]
acbca
cabac
acbac
cabca
acb[ac]
[a
c]
ba
c
[a
c]b
ca
cab[ac]
Figure 7: We set β1(t) = 1 + ut, β2(t) = 1, β3(t) = 1 − ut. Left: zero locus of
u−1r1,3(x1, x2) and neighboring itineraries. Right: graphs of mj(t) for x1 = x2 =
−1/18 and u = 1/2, u = 0 and u = −1/2.
terms used for the same or closely related concepts are non-oscillatory curves
[21, 32] and disconjugate curves [17, 29, 31].
The goal of this appendix is to show that a smooth nondegenerate curve
γ : [0, 1] → Sn with initial frame Fγ(0) = 1 is convex if and only if its itinerary
is the empty word, i.e., that the notion of convexity introduced in Section 4 and
given in terms of the singular set of Fγ coincides with this geometric definition.
These results are essentially present in [32] but we feel that it may help the reader
to have a mostly self-contained presentation.
Clearly, convexity implies nondegeneracy. Conversely, as we shall see in
Lemma A.1, (smooth) nondegeneracy implies local convexity: this is why the
terms nondegenerate and locally convex are used interchangeably.
Now we present the main result of this Appendix A. For J a compact interval,
we say that a locally convex curve Γ : J → Spinn+1 is short if there exists
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z ∈ Spinn+1 such that Γ[J ] ⊂ Uz. Recall that Uz ⊂ Spinn+1 is the domain of a
triangular system of coordinates (see Section 4).
Lemma A.1. Let γ : J → Sn be a smooth nondegenerate curve defined on a
compact interval J ⊂ R. The following conditions are equivalent:
1. γ is strictly convex;
2. Fγ is short;
3. ∀t0, t+ ∈ J ((t0 < t+)→ (Fγ(t+) ∈ Fγ(t0) Bruη´));
4. ∀t0, t− ∈ J ((t− < t0)→ (Fγ(t−) ∈ Fγ(t0) Bruη`)).
Closely related sufficient conditions for convexity may be found in [21, 32].
Example A.2. Given z ∈ Bruη´, consider the curve Γ = Γz : [0, 1] → Spinn+1
passing through Γz(
1
2
) = z given by Lemma 6.1. It follows immediately from
Lemma A.1 that γz = Γze1 is a convex curve (though not strictly convex). For
an alternative proof, recall that Γz is obtained from Γη´(t) = exp(pith) through
a projective transformation and see Lemma 2.2 of [26] for a direct proof of the
convexity of Γη´. For n = 2, γη´(t) =
1
2
(1 + cos(2pit),
√
2 sin(2pit), 1 − cos(2pit)) is
the circle of diameter e1e3 in S2. Notice that γη´ is closed if and only if n is even
(as usual, a curve γ : [0, 1]→ Sn is closed if Fγ(0) = Fγ(1)).
The well known fact that there are no closed convex curves in Sn for n odd
also follows as an easy consequence of Lemma A.1. Of course, the projectivization
[γη´] : [0, 1] → RPn (where [γη´](t) = Rγη´(t) ∈ RPn) is a closed convex curve for
arbitrary n > 1. In [2] it is shown that the space of closed convex curves in RPn is
a contractible connected component of the space of closed, locally convex curves
in RPn. In the same spirit, we have Lemma 4.3.
In order to prove Lemma A.1 we shall need a couple of technical results.
In this section, Lon+1 (respectivelly, Upn+1) stands for the group of invertible
real lower (resp., upper) triangular matrices of order n + 1. Given a real square
matrix M of order n+ 1, we call a factorization of the form M = LU , L ∈ Lon+1,
U ∈ Upn+1 an LU decomposition of M . Recall that a necessary and sufficient
condition for M = (Mij) having an LU decomposition is the nonvanishing of all
of its northwest minor determinants
Λk(M){1,2,··· ,k},{1,2,··· ,k} = det (Mi,j)1≤i,j≤k .
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Lemma A.3. Let J ⊆ R be an interval and φ : J → Rn+1 be a smooth map. If
the matrix Wφ(t) =
(
φ(t), φ′(t), · · · , φ(n)(t)) admits an LU decomposition for all
t ∈ J , then, given sequences t of real numbers {t0 < t1 < · · · < tk} ⊂ J and m
of positive integers m0,m1, · · · ,mk whose sum is n+ 1, the matrix
W t,mφ =
(
φ(t0), φ
′(t0), · · · , φ(m0−1)(t0), · · · , φ(tk), φ′(tk), · · · , φ(mk−1)(tk)
)
admits an LU decomposition as well and, in particular, detW t,mφ 6= 0.
In what follows, we only need the nonvanishing of detW t,mφ when Wφ has an
LU decomposition. In fact, a smooth curve γ : J → Rn+1 is strictly convex if
and only if detW t,mγ 6= 0 for all increasing sequences t0 < t1 < · · · < tk in the
compact interval J and all positive integers m0,m1, · · · ,mk whose sum is n+ 1.
The stronger way the conclusion of Lemma A.3 is stated is convenient for the
induction argument. Lemma A.3 can be considered a reformulation of Theorem
V of [23]; see also [31], [32] and [21].
Proof. Write φ(t) =
∑
0≤j≤n φj(t)ej+1 and Wφ(t) = L(t)U(t), with L(t) ∈ Lon+1
and U(t) ∈ Upn+1. We proceed by induction in n. The cases n ∈ {0, 1} are
trivial. There is no loss of generality in assuming φ0 constant equal to 1, since
φ0(t) 6= 0 for all t and we can solve e>1 Wφ(t)V (t) = e>1 explicitly for V (t) ∈ Upn+1
obtaining a matrix whose entries are rational functions of φ0(t), φ
′
0(t), · · · , φ(n)0 (t)
with powers of φ0(t) as denominators. Besides, given a sequence of instants
t0 < t1 < · · · < tk and positive integers m0,m1, · · · ,mk as above, we only need
to prove that detW t,mφ 6= 0, since the northwest minor determinants of order
k ≤ n of W t,mφ are all nonvanishing by the induction hypothesis. Suppose, to the
contrary, that there is ω ∈ (Rn+1)∗ r {0} such that for all j ∈ {0, 1, · · · , k} one
has ω · φ(tj) = ω · φ′(tj) = · · · = ω · φ(mj−1)(tj) = 0, and define φ̂ : R → Rn by
φ̂(t) =
∑
1≤j≤n φ
′
j(t)ej. Note that Wφ̂(t) is the n × n southeast block of Wφ(t)
and therefore admits an LU decomposition as well. Consider now the restriction
ω̂ = ω|Rn , where we make the identification Rn = {0} × Rn ⊂ Rn+1. By Rolle’s
Theorem, there is an instant tj+1/2 ∈ (tj, tj+1) for each j ∈ {0, 1, · · · , k−1} when
ω̂ · φ̂(tj+1/2) = ω ·φ′(tj+1/2) = 0. Besides, for all j ∈ {0, 1, · · · , k}, ω̂ inherits from
ω the zeroes ω̂ · φ̂(tj) = ω̂ · φ̂′(tj) = · · · = ω̂ · φ̂(mj−2)(tj) = 0. Now, take k̂ = 2k
and define the refined sequence t̂0 < t̂1 < · · · < t̂k̂ by t̂j = tj/2 with associated
multiplicities
m̂j =
{
mj/2 − 1 , if j is even
1 , if j is odd
.
Then, detW t̂,m̂
φ̂
= 0, what contradicts our induction hypothesis.
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The following result amounts to the intuitive fact that the distance between
two continuously moving compact subsets of a metric space is a continuous func-
tion of time.
Lemma A.4. Let (M,d) be a metric space and K,L be compact topological
spaces. Let F : R × K → M and G : R × L → M be continuous maps. The
function f : R→ R defined by f(s) = d(Fs[K], Gs[L]) is continuous.
Proof. Let X, Y be topological spaces, Y compact, and Φ : X × Y → R a
continuous map. It is an easy exercise in point-set topology to prove that the map
φ : X → R given by φ(x) = inf{Φ(x, y) | y ∈ Y } is well-defined and continuous.
Our result then follows.
Proof of Lemma A.1. In this proof we write Fγ(t0; t1) = (Fγ(t0))
−1Fγ(t1). Also,
for each Q ∈ SOn+1, we will denote by BQ ∈ B+n+1 the unique signed permutation
matrix such that Q ∈ BruBM .
(2→ 1) Rotations preserve both nondegeneracy and strict convexity, i.e., for all
Q ∈ SOn+1, if the smooth curve γ : J → Rn+1 is strictly convex (respectively,
nondegenerate) then so is Q>γ. Take Q ∈ SOn+1 such that Fγ[J ] ⊂ UQ and apply
Lemma A.3 to φ = Q>γ.
(1→ 3) Suppose that γ violates condition (3) for certain t0 < t+. We know from
Theorem 3 of [13] that Fγ(t0; t) ∈ Bruη´ for sufficiently small t− t0 > 0. Assume
without loss that we have taken t+ > t0 minimal such that Fγ(t0; t+) /∈ Bruη´.
Thus, Fγ(t0; t+) will exhibit a first non-invertible southwestblock of order k+1 for
some k ∈ {0, 1, · · · , n−1} and the corresponding block in the signed permutation
matrix B(t0; t+) = BFγ(t0;t+) will have the form
0
(−1)k+1
. .
.
−1
1
 .
This means that the (k + 1)th columns of B(t0; t+) is one of the previous vectors
of the standard basis of Rn+1, i.e., some ej with j ∈ {1, 2, · · · , n− k}. Explicitly,
one has B(t0; t+)ek+1 = ej, which boils down to the following relation between
the Wronski matrices of γ in t0 and t+:
Wγ(t+)U+ek+1 = Wγ(t0)U0ej
for some U0, U+ ∈ Up+n+1 and j ∈ {1, 2, · · · , n− k}. That means a linear depen-
dence between the first k + 1 columns of Wγ(t+) and the first n − k columns of
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Wγ(t0): ∑
1≤i0≤n−k
(U0)i0,jγ
(i0−1)(t0) +
∑
1≤i+≤k+1
(U+)i+,k+1γ
(i+−1)(t+) = 0.
Notice that the coefficient of γ(k)(t+) is (U+)k+1,k+1 > 0. In the notation of lemma
A.3, we have detW t,mγ = 0 for t = (t0, t+) and m = (n − k, k + 1), thus ruling
out strict convexity for the proper subarc γ|[t0,t+].
(4↔ 3) Notice that for all ta, tb ∈ J and all U0, U1 ∈ Up+n+1 we have Fγ(ta; tb) =
U0Π(η´)U1 iff Fγ(tb; ta) = U
−1
1 Π(η´)
−1U−10 = U
−1
1 Π(η`)U
−1
0 .
(3→ 2) Take Γ = Fγ and J = [t0, t1]. From (3), Γ[(t0, t1]] ⊂ Γ(t0) Bruη´ = UΓ(t0)η´.
Take  > 0 and a smooth nondegenerate extension Γ˜ : [t0 − , t1]→ Sn of Γ (i.e.,
Γ˜|J = Γ). We claim that Γ[[t0, t1]] ⊂ UΓ˜(s)η´ provided s ∈ [t0 − , t0) is sufficiently
near t0. By taking  sufficiently small we may assume that Γ˜|[t0−,t0+] is short. By
implications 2→ 1→ 3, we have Γ˜[[t0, t0 + ]] ⊂ UΓ˜(s)η´ for all s ∈ [t0− , t0). Now
define f : [t0−, t0]→ R by f(s) = d(Γ[[t0+, t1]], Spinn+1rUΓ˜(s)η´) (where d is the
distance in Spinn+1). By Lemma A.4, f is a continuous function and f(t0) > 0.
Thus, f(s) > 0 for s < t0 sufficiently near t0 and we have Γ[[t0 + , t1]] ⊂ UΓ˜(s)η´,
completing the proof.
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