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Temporal navigation is where links are based on the start time and length of a
selection in a media document, such as audio of video. A simple database query can then
be used identify the appropriate links.
The Microcosm Soundviewer [16] was an audio tool which supported hypermedia
links into and out of stored audio via this mechanism. Using the Microcosm open
hypermedia system [6][13], links could be authored based on the position of a selection in
a document.
An audio only environment, Espace 2, was developed by Sawhney and Murphy [32].
It was a prototype system for navigating hyper-linked audio documents. Continuous audio
streams are used to represent the availability of links to other documents. The example
content used recordings of conversations and discussions. It is likely that the links were
time based, due to the concentration of the project on the user interface rather than content
extraction.
Buchanan and Zellweger [3] examined ways of specifying temporal behaviour in
hypermedia documents. The Firefly document system provided support for synchronisation
of media clips in a presentation similar to that provided by SMIL (allowing clips to occur
in sequence or in parallel). Again, links between clips are time based, although the timing
is only resolved when the document is displayed (as opposed to being an authoring
process).
This approach does have the advantage that it will work with any temporal media,
such as video, as the content is not considered. However, it suffers from one of the
problems of embedded links: each link must be manually authored. To overcome this, links
need to be based on the content of a selection in the document.
2.3 Content representations
How the content is represented is obviously important as it has an effect on the
matching algorithms used for linking purposes. Text is a suitable content representation for
a recorded speech. Some appropriate representations for music, and their suitability for
comparing / matching music, are discussed here. Most of these can be obtained by
performing feature extraction on another, usually lower level, representation. As such,
feature extraction can be thought of as representation conversion, taking a low level
representation and identifying higher level features.13
Hypermedia Protocol (OHP) [7]. This should provide a standard data model and socket
protocol for the communication of link information between open hypermedia systems.
Support for temporal media is being addressed as suitable scenarios are developed,
although there are unresolved issues as to where content extraction should occur.
2.6 Content based navigation
The Multimedia Architecture for Video, Image and Sound  (MAVIS) project [21][22]
was an open hypermedia system which allows links to be based on content from pictures,
sounds and video clips. Although primarily concerned with image content, it did have
support of audio for proof of concept. The features used to represent audio were FFT’s.
These could be approximately matched to find related audio files.
The application of FFT’s is of limited use, as matches using lower level
representations are more prone to return irrelevant documents. This is due to the type of
data provided being unsuitable for direct matching. For example, a short piece of music
played on two different instruments, perhaps an oboe and a flute, will have quite different
frequency spectra yet might be expected to match.
Fourier transforms are better suited for instances where the timbre, the relationships
of harmonic frequencies (put simply), is important and enough to distinguish between the
different samples.
2.7 Other issues for audio
There are other issues which do not fit under a heading are covered here. For
example, Ossenbruggen [29] discusses the use of audio hypermedia in object oriented
wrappers to existing software.
2.7.1 Melody extraction
The ability to identify the role of each instrumental line in a polyphonic piece of
music is very useful. The accuracy of content based retrieval systems could be greatly
improved if only the music used for queries were stored. This is typically the main melody
line, so identifying this is of particular interest.
Uitdenbogerd and Zobel [35] tried several simple algorithms for producing a
monophonic melody from a polyphonic MIDI file. A small user trial suggested that always
using the top note gave acceptable results for many cases. However, this approach is flawed
if the melody is not the highest pitch being played.27
showing a difference.
An alternate approach has been adopted which has a similar effect but retains the
existing representation. A secondary contour is created where each symbol represents the
relationship between the current note and the "note before last"; e.g. in the example above,
this secondary pitch contour would be "UU" for the first bar and "DD" for the second bar.
Although the possible secondary contours are constrained by a given primary contour,
preliminary experiments suggest this approach to be very effective in reducing the search
space. 
Using the existing representation allows the same database structure to be used. A
second file which contains the secondary contours is stored alongside the primary contour
file. The lookup procedure is carried out for each contour file and the intersection of both
sets of results are displayed to the user. This noticeably reduces the list of matches while
maintaining a quick response time.
This initial query only identifies file which contain both the primary and secondary
contours. Further improvements are made by checking that the contours are aligned: they
happen at the same time in the file. This currently involves reading the short listed MIDI
files and extracting the contours again. If the pre-processed content were stored then this
additional checking would not have such a great effect on the time taken to perform a
query.31
describes a series of relative note lengths (or the length of time between each note). Time
in a piece of music is classified in one of three ways: it is either a repetition of the previous
time (R), within a tolerance; longer than the previous time (L); or shorter than the previous
time (S). Thus the piece can be converted into a string with a three letter alphabet (L, S, R).
The duration over which a contour lasts may be used to further reduce the search space; for
example, this should help avoid one bar of a melodic part matching another part that
changes just once par bar, such as a bass line.
4.5 Classification by music style / part
Another way of reducing the search space would be to limit the matching to a
particular style of song (eg: jazz, classical, pop) or to match on a part of a song (bass,
melody, chorus, introduction).
The biggest problem with using the style of a song is agreeing on which category a
piece of music belongs to. This is due to classification of music being dependent on
personal opinion and the continuous nature of music classification (that is, the existence
of borderline material).
Identifying the melody in the piece would result in better matching, as the user is
usually interested in the melody and only relevant information need be stored. The research
of Uitdenbogerd and Zobel is working towards this.
4.6 Putting content based components in their place
It might be interesting to try and determine a common architecture for a hypermedia
system. One would envisage this consisting of a set of high level components, their
relationship to each other, and the requirements for each component. It would not be a
physical architecture but rather a logical one which all hypermedia systems adhere to due
to the requirements of a hypermedia system. This would involve examining the architecture
of existing hypermedia systems (MAVIS, OHP, etc.) and the reasons behind each approach.
4.7 The Open Hypermedia Protocol (OHP)
One of the groups which is heavily involved with OHP is based in the University of
Southampton. They are particularly interested in the content based navigation work as it
illustrates many problems which are not evident in simpler, text based, systems.
Several issues for the protocol between the link manager and link services have been32
raised by DeRoure and Blackburn [8]. The matching algorithm used to find links will
depend on the type of media while OHP does not yet provide a way of specifying either the
algorithm or its parameters. The matching algorithms will return scores which will be used
to rank results but there is no standard method for returning this value. Document
relationships are also lacking, such as knowing that different quality versions of the same
file can use the same links. The most interesting issue for content based navigation is where
feature extraction occurs in the OHP architecture (client side, server side or pre-processed).
While OHP provides mechanisms for supporting temporal media and content based
navigation, there are some areas which require clarification. Addressing the issues raised
will improve interoperability throughout the OHP components and increase the chances of
achieving wide acceptance.
4.8 IBM Data Explorer
The current method for determining the relationships between the size of an atomic
unit and the performance and efficiency of the database has been to build an example
database and analyse the results. This takes time and is limited to primary contours,
although support for secondary contours could be implemented.
Using this strategy to compare alternative representations would require an
implementation of a content based retrieval engine which supports each representation and
a lot of time spent building and analysing the databases.
A more flexible approach may be to use an analysis tool like IBM’s Data Explorer,
a data visualisation tool. This should allow more ‘what if’ type questions to be answered.
4.9 Notational differences for matching
Due to MIDI being a performance oriented standard, key presses rather than notes are
communicated. This means that C  and D  are transmitted as the same key (which they are).
#b
The difference is not important to the listener but it is to musicologists. Although similarity
matching in music concentrates on pitch, comparison of the notation might allow better use
of the existing data. As MIDI files are the most widely available source of music, some
method of determining the correct pitch notation will be required. This issue has already
been investigated by Blombach [2] who has developed an algorithm for achieving this.36
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