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1. Introduction
In this paper H stands for an inﬁnite-dimensional separable Hilbert space, and (en) ⊂ H is a ﬁxed orthonormal basis
in H .
It is well known that the properties of sequences that are ﬁlter convergent in the weak topology of H differ signiﬁcantly
from the properties of the ordinary weakly convergent sequences. In particular a weakly convergent sequence must be
bounded but, say, a weakly statistically convergent sequence (hn) ⊂ H can tend to inﬁnity in norm [2]. This effect induces
the following natural question which to the best of our knowledge has not been studied until now:
Question. If a sequence has a weak limit with respect to a given ﬁlter F , how quick can the norms of the elements in the
sequence tend to inﬁnity?
Of course the answer depends on ﬁlter. Remark that for some ﬁlters a weakly F -convergent sequence cannot go to
inﬁnity in norm (a characterization of those ﬁlters is given in [6]). So the above question makes sense only for the remaining
ﬁlters. In this paper we mostly concentrate our efforts on the statistical convergence ﬁlter and on its direct generalization –
the Erdös–Ulam ﬁlters. Some general results are also given.
The structure of the paper is as follows. Before we go to the study of the main Question of this paper, in Section 2
“Weakly dense unbounded sequences” we give a reﬁnement of the recent Aron–Garcia–Maestre [1] result that in every
separable Banach space X there is a weakly dense sequence that tends to inﬁnity in norm. Namely we show that if for
a sequence (an) of positive reals which tends to inﬁnity there is a sequence (xn) ⊂ X , ‖xn‖ = an with a weak cluster
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V. Kadets et al. / J. Math. Anal. Appl. 371 (2010) 414–424 415point then there is a weakly dense sequence (yn) ⊂ X with ‖yn‖ = an . After that, in Section 3 “A general result” we list
all necessary deﬁnitions and preliminary facts about ﬁlters and ﬁlter convergence, and give a very general answer to the
Question. Unfortunately this answer is not very convenient for applications to concrete ﬁlters. So in Section 4 “The statistical
convergence case” we apply this general result and obtain a computable criterion. Then we turn to Section 5 “Some special
classes of ﬁlters”, in particular to the Erdös–Ulam ﬁlters.
2. Weakly dense unbounded sequences
Let X be an inﬁnite dimensional Banach space, I ⊂ N be an inﬁnite subset. A sequence (an)n∈I of positive reals is
said to be X-acceptable if there is a sequence (xn)n∈I ⊂ X , ‖xn‖ = an for which zero is a weak cluster point. In [7] (see
Theorem 3.3 cited below) it was proved that if X is a Hilbert space then X-acceptability of a¯ = (an)n∈N is equivalent to∑
n∈N a−2n = ∞. Say, for X = c0 (or more generally for spaces where c0 is ﬁnitely representable) X-acceptability of a¯ is
equivalent to
∑
n∈N a−1n = ∞. So the characterization of X-acceptability depends on X .
Recently Aron, Garcia and Maestre [1] demonstrated that in every separable inﬁnite dimensional Banach space X there
is a weakly dense sequence (xn) that tends to inﬁnity in norm. The goal of this section is to show that the norms of xn in
the Aron, Garcia and Maestre result can be an arbitrary X-acceptable sequence that tends to inﬁnity.
Before we start the exposition let us remark three evident properties which will be used in the sequel.
• X-acceptability of a¯ does not depend on any ﬁnite number of its members.
• If (an)n∈I is X-acceptable and (bn)n∈I is bounded, bn > 0 then (anbn)n∈I is X-acceptable as well.
• If (an)n∈I is X-acceptable and there is a partition of I into two disjoint inﬁnite subsets I1 and I2 then either (an)n∈I1 or
(an)n∈I2 (or both of them) is X-acceptable.
Lemma 2.1. For arbitrary x, e ∈ X with ‖x‖ < ‖e‖ there is a t ∈ (0,2) such that ‖x+ te‖ = ‖e‖.
Proof. The function f which maps t to ‖x + te‖ is continuous, f (0) = ‖x‖ < ‖e‖, f (2) = ‖x + 2e‖  ‖2e‖ − ‖x‖ > ‖e‖, so
the equation f (t) = ‖e‖ has a root on (0,2). 
Lemma 2.2. Let X be an inﬁnite dimensional Banach space, I ⊂ N be an inﬁnite subset. If a¯ = (an)n∈I is X-acceptable and tends to
inﬁnity then for every x ∈ X there is a sequence (yn)n∈I ⊂ X, ‖yn‖ = an for which x is a weak cluster point.
Proof. Fix (xn)n∈I ⊂ X , ‖xn‖ = an for which zero is a weak cluster point. Since an → ∞ there is an m ∈N such that an > ‖x‖
for all n >m. By the previous lemma for every n >m there is a tn ∈ (0,2) with ‖x+ tnxn‖ = an . Put yn = xn for n ∈ I , nm
and yn = x+ tnxn for n ∈ I , n >m. This (yn)n∈I is what we need. 
Lemma 2.3. If (an)n∈I is X-acceptable and tends to inﬁnity then there is a partition of I into two disjoint inﬁnite subsets I1 and I2
such that both (an)n∈I1 and (an)n∈I2 are X-acceptable.
Proof. Since an → ∞ we can enumerate the elements of I as {i1, i2, . . .} in such a way that ai1  ai2  · · · . Let us show that
I1 := {i1, i3, i5, . . .} and I2 := {i2, i4, i6, . . .} are what we need. Since (an)n∈I is X-acceptable, at least one of its parts (an)n∈I1
and (an)n∈I2 is X-acceptable. If the second part is X-acceptable, then the ﬁrst one (which consists of smaller numbers) is
also X-acceptable. If the ﬁrst part is X-acceptable, then (an: n = i3, i5, . . .) is also X-acceptable, and hence the second part
(which consists of smaller numbers) is X-acceptable as well. 
Lemma 2.4. If (an)n∈I is X-acceptable and tends to inﬁnity then there is a partition I =⋃k∈N Ik into disjoint inﬁnite subsets such that
(an)n∈Ik are X-acceptable for all k ∈N.
Proof. Due to the previous lemma we can ﬁnd partition I = I1 ∪ J1 with both (an)n∈I1 and (an)n∈ J1 being X-acceptable.
Again using the same lemma we can ﬁnd a partition J1 = I2 ∪ J2 with both (an)n∈I2 and (an)n∈ J2 being X-acceptable.
Repeating this procedure (splitting on each step corresponding Jk) we get a sequence of disjoint inﬁnite subsets Ik ⊂ I such
that (an)n∈Ik are X-acceptable for all k ∈ N. If these Ik do not form a partition of I we just add all the remaining elements
of I to I1. 
Theorem 2.5. Let X be an inﬁnite dimensional separable Banach space, a¯ = (an)n∈N be X-acceptable, an → ∞. Then there is a weakly
dense sequence (yn)n∈N ⊂ X with ‖yn‖ = an, n ∈N.
Proof. First, apply Lemma 2.4 and split a¯ into countable collection of X-acceptable sequences (an)n∈Ik . Second, pick a dense
sequence (xk)k∈N ⊂ X . Third, apply Lemma 2.2 to each of (an)n∈Ik in order to get such yn,n ∈ Ik that ‖yn‖ = an and xk is a
weak cluster point of (yn)n∈Ik . Since the union of all Ik , k ∈ N, equals N, yn are deﬁned for all n ∈ N. The weak closure of
(yn)n∈N contains the dense sequence (xk)k∈N ⊂ X , so (yn)n∈N is weakly dense. 
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Recall that a ﬁlter F on a set N is a non-empty collection of subsets of N satisfying the following axioms: ∅ /∈ F ; if
A, B ∈ F then A ∩ B ∈ F ; and for every A ∈ F if B ⊃ A then B ∈ F . In this paper we consider ﬁlters on N.
The dual to the notion of ﬁlter is the notion of ideal. An ideal I on N is a family of subsets of N closed under taking
ﬁnite unions and subsets of its elements. Given a ﬁlter F on N we have the corresponding ideal of complements IF =
{N \ A: A ∈ F} on N. And vice versa the ﬁlter FI = {N \ A: A ∈ I} corresponds to a given ideal I . The elements of IF are
called F -negligible. Sometimes it is more convenient to present a ﬁlter by pointing out its ideal.
A sequence (xn), n ∈N in a topological space X is said to be F -convergent to x (and we write x = F- lim xn or xn →F x)
if for every neighborhood U of x the set {n ∈ N: xn ∈ U } belongs to F (equivalently {n ∈ N: xn /∈ U } ∈ IF ). In particular
if one takes F as the ﬁlter whose ideal consists of ﬁnite sets (the Fréchet ﬁlter), then F -convergence coincides with the
ordinary one.
The natural ordering on the set of ﬁlters on N is deﬁned as follows: F1  F2 if F1 ⊃ F2. If G is a centered collection
of subsets (i.e. all ﬁnite intersections of the elements of G are non-empty), then there is a ﬁlter containing all the elements
of G . The smallest ﬁlter, containing all the elements of G is called the ﬁlter generated by G .
A ﬁlter F on N is said to be free if it dominates the Fréchet ﬁlter. All the ﬁlters below are supposed to be free. In
particular every ordinary convergent sequence will be automatically F -convergent.
A subset of N is called stationary with respect to F (or just F -stationary) if it has nonempty intersection with each
member of the ﬁlter. In other words an A ⊂N is F -stationary if and only if it does not belong to IF . Denote the collection
of all F -stationary sets by F∗ . For an I ∈ F∗ we call the collection of sets {A ∩ I: A ∈ F} the trace of F on I (which is
evidently a ﬁlter on I), and by F(I) we denote the ﬁlter on N generated by the trace of F on I . Clearly F(I) dominates F .
Any subset of N is either a member of F or a member of IF or the set and its complement are both F -stationary sets.
Theorem 3.1. (See [3].) Let X be topological space, xn, x ∈ X and let F be a ﬁlter on N. Then the following conditions are equivalent:
(i) (xn) is F -convergent to x;
(ii) (xn) is F(I)-convergent to x for every I ∈ F∗;
(iii) x is a cluster point of (xn)n∈I for every I ∈ F∗ .
Deﬁnition 3.2. For a given ﬁlter F on N let us say that a sequence (an) of positive reals is F -admissible, if there is a
sequence (xn) ⊂ H with ‖xn‖ = an , such that F- lim xn = 0 in weak topology.
Our goal is to characterize F -admissibility. In view of the above reformulation of F -convergence, the following Theorem
is of crucial importance for us:
Theorem 3.3. (See [7].) The following properties of a sequence (an) ∈R+ are equivalent:
(i) There is a sequence (xn) ⊂ H with ‖xn‖ = an, having 0 as a weak cluster point;
(ii) The sequence (anen) has 0 as a weak cluster point;
(iii)
∑∞
1 a
−2
n = ∞.
Now we are in a position to present the main result of this section:
Theorem 3.4. Let F be a ﬁlter on N. The following properties of a sequence an > 0, n ∈N, are equivalent:
(1) (an) is F -admissible;
(2) F- limanen = 0 in weak topology;
(3) For every I ∈ F∗∑
n∈I
a−2n = ∞;
(4) For every I ⊂N, if∑n∈I a−2n < ∞, then I ∈ IF .
Proof. (1) ⇒ (3). Fix (xn) ⊂ H such that ‖xn‖ = an and F- lim xn = 0 in weak topology. Due to (iii) of Theorem 3.1, zero is a
weak cluster point of (xn)n∈I for every I ∈ F∗ . Then direct application of Theorem 3.3 (namely implication (i) ⇒ (ii) of that
Theorem) gives us the desired item (3).
(3) ⇒ (2). Item (3) together with the implication (iii) ⇒ (ii) of Theorem 3.3 tell us that for every I ∈ F∗ zero is a weak
cluster point of (anen)n∈I . By Theorem 3.1 this means that weak F -limit of (anen) equals zero.
(2) ⇒ (1) just by the very deﬁnition of F -admissibility. So we have proved the equivalence of the items (1), (2) and (3).
The remaining equivalence (3) ⇔ (4) is evident: one just has to recall that I ∈ IF if and only if I /∈ F∗ . 
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answer is obtained does not look satisfactory. For a given ﬁlter F on N one needs a substantial amount of work to decide
whether a sequence an > 0 satisﬁes condition (3) of the last theorem. In the next section we do this work for the statistical
convergence ﬁlter. But ﬁrst let us make a couple of general remarks:
Proposition 3.5. For any ﬁlter F on N there is a sequence (an) such that
∑∞
1 a
−2
n = ∞ but (an) is not F -admissible.
Proof. Fix an I ∈ F∗ such that N \ I is inﬁnite. Deﬁne an = n for n ∈ I and an = 1 for n ∈ N \ I . Then ∑∞1 a−2n = ∞ and∑
n∈I a−2n < ∞. So the condition (3) of Theorem 3.4 does not hold. 
By ADM(F ) we denote the collection of all F -admissible sequences.
Proposition 3.6. For ﬁlters F1 , F2 on N the following conditions are equivalent:
(1) ADM(F1) ⊂ ADM(F2);
(2) F1 ⊂ F2 .
Consequently ADM(F1) = ADM(F2) if and only if F1 = F2 .
Proof. (2) ⇒ (1). Let (an) ∈ ADM(F1). By the deﬁnition of F -admissibility there exists a sequence (xn) ⊂ H that weakly F1
converges to 0, and ‖xn‖ = an , n ∈N. But (2) means that (xn) weakly F2 converges to 0 as well, so (an) ∈ ADM(F2).
(1) ⇒ (2). Assume F1 ⊂ F2. Then F∗1 ⊃ F∗2 , so there is an I ∈ F∗2 \ F∗1 = F∗2 ∩ IF1 . Deﬁne an = 2n for n ∈ I and put
an = 1 for n ∈N \ I . This (an) belongs to ADM(F1) because it is bounded on the subset N \ I ∈ F1, but (an) does not belong
to ADM(F2), because
∑
n∈I a−2n < ∞. So we have proved that ADM(F1) ⊂ ADM(F2). 
Proposition 3.7. If a sequence (an) is F -admissible, then for every ε > 0 there is Aε ∈ F such that
an  n
1
2+ε for every n ∈ Aε. (3.1)
Proof. Suppose that there is an ε > 0 such that in each A ∈ F we can ﬁnd n ∈ A such that a−2n < n−(1+2ε) . Then the set
I = {n ∈N: a−2n < n−(1+2ε)} is F -stationary and condition (3) of Theorem 3.4 does not hold:∑
n∈I
a−2n <
∑
n∈I
n−(1+2ε) <
∑
n∈N
n−(1+2ε) < ∞. 
Remark 3.8. Evidently, in (3.1) instead of n
1
2+ε one can use arbitrary bn with
∑
n b
−2
n < ∞. The reason why we formulate
the previous proposition in that way is the special importance of n
1
2 -majorant for some ﬁlters considered in the next two
sections.
4. The statistical convergence case
For a subset A of naturals its upper density is deﬁned as
δ∗(A) := limsup
n
#{k n: k ∈ A}
n
, (4.1)
where # stands for the number of elements of the set. The lower density δ∗(A) is deﬁned in a similar way by substituting
limsup by lim inf in (4.1). If the ordinary limit in (4.1) exists, i.e., upper and lower densities coincide, this limit is called
natural density and is denoted by δ(A).
A sequence (xk) in a topological space X is statistically convergent to x if for every neighborhood U of x the set {k: xk ∈ U }
has natural density 1. In other words, statistical convergence is the same as convergence with respect to the ﬁlter Fst which
consists of subsets of natural density one.
Remark that Fst -stationary sets coincide with sets of non-zero upper density, and Fst -negligible sets are those of zero
(upper) density.
The following elementary lemma is basically well known to everybody who works with statistical convergence. Several
similar statements appeared in the literature (see, for example [9, p. 171] or [4, Lemma 3.2]). We just formulate this known
fact in the way we need, and present the proof for the reader’s convenience.
Lemma 4.1. For every I ⊂N denote
γ (I) = limsup #(I ∩ (2
n,2n+1])
n
.
n→∞ 2
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2
δ∗(I) γ (I) 2δ∗(I). (4.2)
In particular I ∈ F∗st if and only if there is a θ ∈ (0,1) and a subsequence n1 < n2 < · · · , such that
#(I ∩ (2n j ,2n j+1])
2n j
 θ for all j ∈N. (4.3)
Proof. The right-hand side of (4.2) evidently follows from the fact that limsup of the whole sequence is greater or equal to
the limsup of every subsequence:
2δ∗(I) = 2 limsup
n→∞
#(I ∩ [1,n])
n
 2 limsup
j→∞
#(I ∩ (1,2 j+1])
2 j+1
 2 limsup
j→∞
#(I ∩ (2 j,2 j+1])
2 j+1
= γ (I).
Let us prove the left-hand side of (4.2). Fix an ε > 0 and let nε be such a number that for every k nε
#(I ∩ (2k,2k+1])
2k
< γ (I) + ε.
Denote n(i) =max{n: 2n  i}, and let i be big enough to make n(i) > nε and 2−(n(i)−nε) < ε. Then
#(I ∩ [1, i])
i
 #(I ∩ [1,2
n(i)+1])
2n(i)
= #(I ∩ [1,2
nε ])
2n(i)
+ 1
2n(i)
n(i)∑
k=nε
#(I ∩ (2k,2k+1]).
Each summand in the last sum does not exceed 2k(γ (I) + ε). So we can continue the chain of inequalities as follows:
 2−(n(i)−nε) + γ (I) + ε
2n(i)
2n(i)+1  ε + 2(γ (I) + ε).
So passing to limsup we get δ∗(I) 2γ (I) + 3ε, which by arbitrariness of ε gives us what we need. 
For a sequence a¯ = (an) and N,M ∈N, N < M by rN,M1 (a¯), rN,M2 (a¯), . . . , rN,MM−N (a¯) denote the non-increasing rearrangement
of aN+1,aN+2, . . . ,aM .
Theorem 4.2. For a given sequence a¯ = (an) of positive reals the following conditions are equivalent:
(1) a¯ is Fst -admissible;
(2) for every θ ∈ (0,1)
inf
n
[θ2n]∑
k=1
(
r2
n,2n+1
k (a¯)
)−2
> 0,
where by [t] we denote the smallest natural, which is greater or equal to t.
Proof. We will prove that the negation of (1) is equivalent to the negation of (2).
According to item (3) of Theorem 3.4, a¯ is not Fst -admissible if and only if there is an I ∈ F∗st such that∑
n∈I
a−2n < ∞.
The condition I ∈ F∗st means that the upper natural density of I is positive, which according to the Lemma 4.1 is equivalent
to existence of θ ∈ (0,1) and of a subsequence n1 < n2 < · · · such that (4.3) holds true.
Denote by U ((n j), θ) the collection of all I ⊂ N satisfying (4.3). The above reasonings mean that a¯ is not Fs-admissible
if and only if there is a θ ∈ (0,1) and a subsequence n1 < n2 < · · · , such that
inf
{∑
a−2n : I ∈ U
(
(n j), θ
)}
< ∞.n∈I
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ﬁrst [θ2n j ] numbers of (r2n j ,2n j+1k (a¯))−2. So the negation of (a) is equivalent to the following: there is a θ ∈ (0,1) and a
subsequence n1 < n2 < · · · such that
∑
j∈N
[θ2n j ]∑
k=1
(
r2
n j ,2n j+1
k (a¯)
)−2
< ∞.
But such a subsequence n1 < n2 < · · · exists if and only if
lim inf
n→∞
[θ2n]∑
k=1
(
r2
n,2n+1
k (a¯)
)−2 = 0.
Remark that by positivity of the terms, inf and lim inf in (2) can equal zero only simultaneously, so the equivalence of
negations of (1) and of (2) is proved. 
For an increasing sequence (an) the above criterion looks much simpler:
Corollary 4.3. A non-decreasing sequence a¯ = (an) ⊂R+ is Fst -admissible if and only if
sup
n
an√
n
< ∞. (4.4)
Proof. At ﬁrst, the monotonicity leads to the following simpliﬁcation of condition (2) from the previous criterion: for every
θ ∈ (0,1)
inf
n
2n+1∑
k=2n+1−[θ2n]+1
a−2k > 0. (4.5)
Now assume Fst -admissibility of a¯, i.e., that (4.5) is true. Then in particular
inf
n
2n+1∑
k=2n+1
a−2k = α > 0.
Let us prove (4.4). Fix an m ∈N and select n = n(m) ∈N such that 2n−1 <m 2n . Then m 2n < 2m and by monotonicity
0 < α = inf
n
2n+1∑
k=2n+1
a−2k  2
na−2m  2ma−2m .
So m/a2m > α/2, which proves (4.4).
The inverse implication (4.4) ⇒ (4.5) is evident: if an/√n < α for all n ∈N, then
inf
n
2n+1∑
k=2n+1−[θ2n]+1
a−2k > inf
2n+1∑
k=2n+1−[θ2n]+1
α2
k
>
α2[θ2n]
2n+1
 α
2θ
2
. 
Without the monotonicity the statement of Corollary 4.3 is no longer true: on a zero-density subset of N one can take
arbitrarily big an without affecting the statistical admissibility of a¯. Nevertheless there is a criterion of statistical admissibility
for non-monotonic sequences that is similar to (4.4):
Corollary 4.4. A sequence a¯ = (an) ⊂R+ is Fst -admissible if and only if
lim
c→+∞ δ
∗{m: am/
√
m > c} = 0. (4.6)
Proof. According to Lemma 4.1 condition (4.6) holds true if and only if
lim
c→+∞ limsupn→∞
1
2n
#
{
m ∈ (2n,2n+1]: am/√m > c}= 0.
Taking into account the estimate m ∈ (2n,2n+1] this is equivalent to
lim
c→+∞ limsup
1
n
#
{
m ∈ (2n,2n+1]: a2m > c2n}= 0.n→∞ 2
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f (c) = limsup
n→∞
1
2n
#
{
m ∈ (2n,2n+1]: a2m > c2n}.
Let us prove the necessity of (4.6). Assume limc→+∞ f (c) > θ > 0. Then θ < f (c) for every c > 0. This means that there
are arbitrarily large values of n such that all the elements (r2
n,2n+1
k (a¯))
2, k ∈ {1, . . . , [θ2n]} are greater or equal to c2n . So for
such a θ
lim inf
n→∞
[θ2n]∑
k=1
(
r2
n,2n+1
k (a¯)
)−2  lim inf
n→∞
[
θ2n
](
c2n
)−1 = θ
c
.
Since c > 0 can be taken arbitrarily large, the last condition contradicts Fst -admissibility of a¯.
Now let us prove the suﬃciency of (4.6). Assume limc→+∞ f (c) = 0. Consider an arbitrary J ∈ F∗st . Then γ ( J ) > 0, so
there are c > 0 and t > 0 such that γ ( J ) > f (c) + t . This means that there is an increasing sequence of nk such that if we
denote
Ak =
{
i ∈ J ∩ (2nk ,2nk+1]: a2i  c2nk},
then #(Ak) > t2nk .
Then∑
i∈ J
a−2i 
∑
k∈N
∑
i∈Ak
a−2i 
∑
k∈N
t
c
= ∞. 
5. Some special classes of ﬁlters
A ﬁlter F is called P -ﬁlter if for every sequence of ﬁlter elements An there is an A∞ ∈ F such that #(A∞ \ An) < ∞
for every n ∈ N. An ideal is called P -ideal if the corresponding ﬁlter of complements is a P -ﬁlter. In other words P -ﬁlters
permit a kind of diagonal-selection argument. For example, for P -ﬁlters the statement of Proposition 3.7 has a nicer form:
there is A ∈ F such that for every ε there is Nε that an  n 12+ε for every n > Nε , n ∈ A. Remark that the statistical ﬁlter
Fst from the previous section as well as summable ﬁlters and the Erdös–Ulam ﬁlters deﬁned below are P -ﬁlters.
For a sequence s = (sk) of non-negative real numbers such that ∑∞k=1 sk = ∞ the summable ideal I s is deﬁned as the
collection of those subsets A ⊂N that ∑k∈A sk < ∞. The corresponding ﬁlter F s will be called a summable ﬁlter.
Remark 5.1. If I s is a summable ideal generated by a sequence s = (sk) then Is = I sˆ where sˆ = (min{sk,1}). Thus, without
loss of generality, everywhere below we will suppose that for a summable ideal I s the sequence s = (sk) is bounded by 1.
For a given sequence an > 0 such that
∑∞
1 a
−2
n = ∞ the ﬁlter Fa−2 is the smallest ﬁlter for which (an) is F -admissible.
Indeed, for a ﬁlter F condition (3) of Theorem 3.4 holds iff F∗ is a subset of (Fa−2 )∗ = {I ⊂ N: ∑n∈I a−2n = ∞}, which
means that Fa−2 ⊂ F . So we have:
Corollary 5.2. Let F be a ﬁlter on N and an > 0. The sequence (an) is F -admissible if and only if F dominates Fa−2 .
It is easy to see that for a summable ﬁlter F s we have the following suﬃcient condition of admissibility:
A sequence (an) is F s-admissible if there is A ∈ F s such that
an 
√
s−1n for all n ∈ A. (5.1)
An obvious example of a ﬁlter dominating F s is the Erdös–Ulam ﬁlter FE U s . It is determined by its ideal
E U s =
{
A ⊂N: δ∗s (A) = 0
}
,
where δ∗s (A) = limsupn→∞
∑
k∈A∩[1,n] sk∑n
k=1 sk
is the upper density generated by the weight sequence s. Hence, we have FE U s -
admissibility for every sequence an 
√
s−1n .
Identifying the set 2N with the Cantor space {0,1}N we can talk about Fσ , Borel, analytic ﬁlters and ideals. Below we
give a general suﬃcient condition of F -admissibility for analytical P -ﬁlters and Fσ ﬁlters.
Deﬁnition 5.3. A map φ : 2N → [0,∞] is a submeasure on N if
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• φ is monotone: if A ⊂ B ⊂N then φ(A) φ(B);
• φ is subadditive: φ(A ∪ B) φ(A) + φ(B).
It is lower semicontinuous if φ(A) = limn→∞ φ(A ∩ [1,n]) for every A ⊂N.
Remark 5.4. Every lower semicontinuous submeasure φ is countably subadditive (i.e. semiadditive). Indeed, consider some
subsets An ⊂N and denote by m(n) =min{m: ⋃∞k=1 Ak ∩ [1,n] =⋃mk=1 Ak ∩ [1,n]}. Then
φ
( ∞⋃
k=1
Ak
)
= lim
n→∞φ
( ∞⋃
k=1
Ak ∩ [1,n]
)
= lim
n→∞φ
(m(n)⋃
k=1
Ak ∩ [1,n]
)
 lim
n→∞
m(n)∑
k=1
φ
(
Ak ∩ [1,n]
)

∞∑
k=1
φ(Ak).
Let φ be a lower semicontinuous submeasure on N. For every A ⊂N denote φˆ(A) := limn→∞ φ(A \ [1,n]). There are two
ideals associated with φ:
Fin(φ) = {A ⊂N: φ(A) < ∞},
and
Exh(φ) = {A ⊂N: φˆ(A) = 0}.
Theorem 5.5. Let I be an ideal on N. Then
(i) (K. Mazur [10]) I is Fσ ideal if and only if I = Fin(φ) for some lower semicontinuous submeasure φ on N.
(ii) (S. Solecki [11]) I is analytic P -ideal if and only if I = Exh(φ) for some lower semicontinuous submeasure φ on N. Every analytic
P -ideal is Fσδ .
Every summable ideal I s is Fσ P -ideal. It is determined by a lower semicontinuous submeasure φ(A) =∑n∈A sn , and
Is = Fin(φ) = Exh(φ).
The Erdös–Ulam ideal E U s is a particular case of ideal Iτ determined by a summability matrix τ . Iτ is equal to Exh(φ),
where φ(A) = supn∈N
∑
i∈A τn,i (see, for instance, [8, Proof of Lemma 4]). In particular, the Erdös–Ulam ideal E U s equals
Exh(φ) where the corresponding lower semicontinuous submeasure φ is given by
φ(A) = sup
k∈N
∑
i∈A∩[1,k] si∑k
i=1 si
.
One can also easily see that for this submeasure φˆ(A) coincides with δ∗s (A).
Deﬁnition 5.6. Let F be a ﬁlter. A sequence of An ⊂ N is said to be exhaustive for F if A1 ⊂ A2 ⊂ · · · and for every I ∈ F∗
there is an n ∈N such that I ∩ An ∈ F∗ .
Lemma 5.7. Let φ be a lower semicontinuous submeasure on N, and F be the ﬁlter corresponding to the ideal I = Exh(φ). Then a
sequence An ⊂N, A1 ⊂ A2 ⊂ · · · is exhaustive for F if and only if
lim
n→∞ φˆ(N \ An) = 0. (5.2)
Proof. Remark that a set J ⊂ N is F -stationary if and only if φˆ( J ) > 0. Let us prove the “only if” part. Assume that
limn→∞ φˆ(N \ An) > d > 0. Then φˆ(N \ An) > d for every n ∈ N, and φ((N \ An) \ [1,m]) > d for all n,m ∈ N as well.
Using semicontinuity of φ and the above condition we can (and do) select 1 =m1 <m2 <m3 < · · · such that φ((N \ An) ∩
[mn,mn+1)) > d for n = 1,2, . . . . Denote Bn = (N \ An) ∩ [mn,mn+1), I =⋃n∈N Bn . Then on one hand φˆ(I) = limn→∞ φ(I \[1,n]) limn→∞ φ(Bn+1) d, so I ∈ F∗ . On the other hand for every n ∈ N we have I \ [1,mn) =⋃∞k=n Bk ⊂ N \ An , which
means that I ∩ An ⊂ [1,mn) is F -negligible.
Now the “if” part. Fix an I ∈ F∗ and ﬁnd such an n ∈N that φˆ(N \ An) < φˆ(I). Since φˆ(I ∩ An) φˆ(I) − φˆ(I \ An) > 0 we
get that I ∩ An ∈ F∗ . 
Remark 5.8. In particular for the Erdös–Ulam ﬁlter generated by s the condition (5.2) means limn→∞ δ∗s (N \ An) = 0, and
for a summable ﬁlter F s it just means that An ∈ F s for n big enough.
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Theorem 5.9. Let φ be a lower semicontinuous submeasure on N, and a¯ = (an) be a sequence of positive numbers. Let F be the ﬁlter
corresponding either to the ideal I = Exh(φ) or to the ideal I = Fin(φ). If the sequence of sets AN := {k ∈ N: ak
√
φ({k}) < N},
N = 1,2, . . . , is exhaustive for F , then (an) is F -admissible.
Proof. First consider the ﬁlter F corresponding to Exh(φ). A set J is F -stationary if and only if φˆ( J ) = δ > 0. For every
J ∈ F∗ we claim that ∑n∈ J φ({n}) = ∞. Otherwise we could ﬁnd m such that
δ >
∑
k∈ J\[1,m]
φ
({k}) φ( J \ [1,m]) lim
n→∞φ
(
J \ [1,n])= φˆ( J ),
which is impossible.
For every I ∈ F∗ we select an N such that J := AN ∩ I ∈ F∗ . Then∑
k∈I
a−2k 
∑
k∈ J
a−2k 
∑
k∈ J
1
N2
φ
({k})= ∞.
Consequently, condition (3) of Theorem 3.4 holds.
If F corresponds to the ideal Fin(φ), then J ∈ F∗ if and only if φ( J ) = ∞. And for every J ∈ F∗ we have ∞ = φ( J )∑
k∈ J φ({k}). The situation is reduced to the one already examined. 
Remark 5.10. It is easy to see that for a P -ﬁlter F the sequence of sets AN := {k ∈ N: ak
√
φ({k}) < N}, N = 1,2, . . . , is not
exhaustive if and only if there is J ∈ F∗ such that
an
√
φ
({n})→ ∞ along J . (5.3)
Our next goal is to show that for summable ﬁlters and the Erdös–Ulam ﬁlters the converse implication of Theorem 5.9
is also true.
Recall the deﬁnition of density ideal introduced in [5] by Farah. Assume that Dk are pairwise disjoint intervals on N, and
μn is a measure that is concentrated on Dn . Then φ = supn μn is a lower semicontinuous submeasure and Zμ = Exh(φ) is
called density ideal.
Proposition 5.11. (See [5, Theorem 1.13.3].) Every Erdös–Ulam’s ideal E U s is equal to some density ideal Zμ with the condition
limsupn μn(Dn) 1. Moreover, μi({n}) sn/
∑n
k=1 sk for every n ∈ Di .
Note that for a density ideal Zμ we have μi({n}) = supk μk({n}) for every n ∈ Di and the following lemma is true.
Lemma 5.12. Let Zμ be a density ideal with condition limsupn μn(Dn)  1. Then I /∈ Zμ if and only if there is θ > 0 and a subse-
quence n1 < n2 < · · · , such that
2μn j (I ∩ Dn j ) θ for all j ∈N. (5.4)
A similar lemma holds for summable ideals.
Lemma 5.13. Let I s be a summable ideal. Then I /∈ I s if and only if there is a disjoint partition of I into ﬁnite intervals Dn(I) and a
subsequence n1 < n2 < · · · , such that
2 >
∑
k∈Dn j (I)
sk  1 for all j ∈N. (5.5)
Proof. For each I /∈ I s let us deﬁne Dn(I) = (dn,dn+1] ∩ I as follows: d1 = 0 and for k 2
dk =min
{
n:
n∑
i=dk−1+1
siχI (i) 1
}
.
Taking into consideration Remark 5.1 we conclude that condition (5.5) holds.
The other direction follows from the right-hand side of inequality (5.5):
∑
i∈I
si 
∞∑
j=1
∑
k∈Dn (I)
sk = ∞. 
j
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Theorem 5.14. Let s = (sk) be a sequence of non-negative real numbers such that∑∞k=1 sk = ∞, and let F be either the corresponding
Erdös–Ulam ﬁlter or F = F s . A sequence (an) is F -admissible if and only if the sequence of sets AN := {k ∈ N: ak
√
φ({k}) < N},
N = 1,2, . . . , is exhaustive for F .
Proof. Theorem 5.9 gives us the “only if” part. Let us prove the “if” part. Assume (AN ) is not exhaustive for F . According
to Remark 5.10 there is a J ∈ F∗ such that (5.3) holds true. In case of the Erdös–Ulam ﬁlter this means
an
√
sn∑n
k=1 sk
→ ∞ along J ,
and for F = F s this means
an
√
sn → ∞ along J .
First, let us consider the Erdös–Ulam ﬁlters. By Proposition 5.11 we can ﬁnd μn and Dn such that limsupn μn(Dn) 1 and
E U s = Zμ .
Assume every Dn is of the form [dn,qn). Lemma 5.12 gives us (n j) and θ such that J ∩ Dn j satisﬁes (5.4). Obviously,
for every subsequence (mj) ⊂ (n j) the inequality (5.4) also holds. So for every subsequence (mj) ⊂ (n j) the corresponding
I :=⋃∞j=1( J ∩ Dmj ) belongs to F∗ . To prove our statement it is suﬃcient to ﬁnd (mj) such that ∑n∈I a−2n < ∞.
Let us denote f (n) = an
√
sn∑n
k=1 sk
and choose subsequence (mj) such that for every i ∈ J , i  dmj the estimate f 2(i) > 2 j
holds true. We have
∑
n∈I
a−2n =
∞∑
j=1
∑
k∈ J∩Dm j
a−2k 
∞∑
j=1
∑
k∈ J∩Dm j
1
f 2(k)
sk∑k
i=1 si

∞∑
j=1
∑
k∈ J∩Dm j
1
f 2(k)
μmj
({k}) ∞∑
j=1
1
2 j
μmj ( J ∩ Dmj ) < 2
∞∑
j=1
1
2 j
< ∞.
If F is a summable ﬁlter then using Lemma 5.13 we need to ﬁnd (mj) ⊂ (n j) such that for I =⋃∞j=1 Dmj ( J ) condition∑
n∈I a−2n < ∞ holds. Deﬁne g(n) := an
√
sn and select mj such that g2(k) > 2 j for all k ∈ Dmj ( J ). By (5.5) we have
∑
n∈I
a−2n =
∞∑
j=1
∑
k∈Dm j ( J )
a−2k =
∞∑
j=1
∑
k∈Dm j ( J )
1
g2(k)
sk < 2
∞∑
j=1
1
2 j
< ∞. 
Together with Remark 5.8 the above theorem gives us two corollaries. The ﬁrst one is a direct generalization of Corol-
lary 4.4:
Corollary 5.15. A sequence a¯ = (an) ⊂R+ is F -admissible for the Erdös–Ulam ﬁlter F generated by s if and only if
lim
N→+∞ δ
∗
s
{
m: am
√
sm∑m
k=1 sk
> N
}
= 0.
The second one is a generalization of the fact that weakly convergent sequences are bounded:
Corollary 5.16. A sequence a¯ = (an) ⊂ R+ is F s-admissible if and only if (an√sn ) is F s-bounded, i.e., there is an A ∈ F s such that
(an
√
sn )n∈A is bounded.
Theorems 5.14 and 3.4 together with Remark 5.10 give us an interesting corollary regarding series subsequences con-
vergence. For the usual convergence it is known that a sequence (xn) of positive reals has a subsequence (xn)n∈I such that∑
n∈I xn < ∞ if and only if (xn) has a null subsequence. The analogous result for statistical convergence ﬁlter looks quite
different:
Corollary 5.17. For a sequence (xn) of positive reals the following conditions are equivalent:
• there is an I ∈ F∗st such that
∑
n∈I xn < ∞,• there is a J ∈ F∗st such that nxn →n∈ J 0.
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