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Visitor satisfaction is a measurement or service with 
accepted products. The mining data has technical 
characteristics, one of which is classification. The 
classification technique also consists of several methods, 
namely the Naïve Bayes Classifier algorithm. The Naïve 
Bayes Classifier algorithm is one of the methods used in the 
mining data analysis which is based on the iBayes 
satisfaction theory. The effect of visitor satisfaction, also 
states that the presence of visitor satisfaction will create 
visitor loyalty. Visitor satisfaction also has an effect on 
improving the quality of service at the Science and 
Technology Demonstration Center because of the presence 
of visitors who come to use the demonstration tool 
repeatedly. The demonstration at the Science and 
Technology Demonstration Center is made to be very fun 
and entertaining, through a variety of interactive programs 
and demonstrations that can be touched and played. The 
Science and Technology Demonstration Center was built 
with the intention of making the public aware of the very fast 
development of world science and technology. This direction 
of development must be based on so that it can follow and 
then move forward with development. Based on the results 
of the analysis obtained in this study, it was carried out by 
applying nave Bayes. The method used is by using training 
data to get the probability of each criterion for different 
classes, then the values of these criteria can be optimized to 












 Abstrak i 
Kata ikunci: iData iMining; iNaïve 
Bayes; iKlasifikasi; iKepuasan 
Kepuasan ipengunjung iadalah ipengukuran iatau ijasa 
dengan iproduk-produk iyang iditerima.iData imining 
memiliki ikarakteristik iteknis, isalah isatunya iadalah 
klasifikasi. iTeknik iklasifikasi ijuga iterdiri idari beberapa 
metode iadalah iAlgoritma iNaïve iBayes Classifier.  
Algoritma iNaïve iBayes iClassifier merupakan isalah isatu 
metode iyang idigunakan idalam data imining iyang 
didasarkan ipada iteori ikepuasan Bayes. iPengaruh 
kepuasan ipengunjung, ijuga menyatakan ibahwa idengan 
adanya ikepuasan pengunjung iakan imenciptakan loyalitas 
pengunjung. Kepuasan ipengunjung ijuga imemiliki 
pengaruh iuntuk meningkatkan ikualitas ipelayanan iPusat 
Peragaan-IPTEK idikarenakan iadanya ipengujung iyang 
datang untuk imenggunakan ialat peraga iberulang ikali. 
Peragaan di Pusat Peragaan-IPTEK dibuat sangat 
menyenangkan  dan menghibur, melalui berbagai program 
dan peragaan interaktif yang dapat disentuh dan dimainkan. 
Pusat Peragaan Ilmu Pengetahuan dan Teknologi dibangun 
dengan maksud menyadarkan masyarakat mengenai 
perkembangan ilmu pengetahuan dan teknologi dunia secara 
sangat cepat. Arah perkembangan ini harus didasari agar 
dapat mengikuti untuk kemudian maju bersama 
perkembangan. Berdasarkan hasil analisis yang diperoleh 
dalam penelitian ini dilakukan dengan menerapkan naïve 
bayes. Metode yang digunakan dengan menggunakan data 
latih untuk dapatkan peluang setiap kriteria untuk kelas yang 
berbeda, maka nilai-nilai ini kriteria dapat dioptimalkan 
untuk memprediksi baru kepuasan pelanggan, yaitu dengan 
pengujian data. 
1. Pendahuluan 
Data imining iadalah iproses ipenambahan inilai itambah idari isekumpulan idata iberupa 
pengetahuan iyang isebelumnya itidak idiketahui isecara imanual. iData imining ijuga 
merupakan isuatu iproses ipenggalian iinformasi iuntuk imemperoleh ipengetahuan(knowledge) 
dan imenemukan ipola (pattern irecognition) ipada itumpukan idata idalam idatabase iyang 
biasanya iberskala ibesar [1]. iData imining isendiri imemiliki ibeberapa iTeknik isalah isatunya 
klasifikasi. iKlasifikasi imerupakan isuatu iproses imenemukan imodel(atau ifungsi) iyang 
menggambarkan idan imembedakan ikelas idata iatau ikonsep iyang ibertujuan iagar ibisa 
digunakan iuntuk imemprediksi ikelas iobjek iyang ilabel ikelasnya itidak idiketahui [2]. Namun 










dari iitu ipada ipenelitian iini ibertujuan iuntuk imelakukan iklasifikasi idata menggunakan 
Metode iNaïve iBayes [3]. i 
Naïve iBayes iatau iNaïve iBayes iClassifier i(NBC) imerupakan isalah isatu imetode iyang 
digunakan iuntuk iklasifikasi iteks. iNBC ijuga imenggunakan iteori iprobabilitas isebagai  
dasar iteori. iNaïve ibayes ijuga imerupakan imetode iyang idipergunakan iuntuk iproses 
klasifikasi iteks [4]. iKlasifikasi inaïve ibayes itermasuk idalam iklasifikasi iireguler, idimana 
ini idapat iditerapkan idengan ibaik iuntuk ipengenalan ipola imenggunakan idata iuntuk 
mempelajari inaïve ibayes, idan ijuga inaïve ibayes iadalah ialgoritma imesin ipembelajaran 
mendalam iklasik [5]. i 
Kepuasan ipengunjung iadalah isalah isatu ievaluasi iterhadap ipelayanan iyang imenyediakan 
produk iatau ilayanan idengan itingkat ikenikmatan iyang idiharapkan. iMelalui ikepuasan 
pengunjung ikelangsungan ibisnis idapat idipertahankan [6]. iKepuasan ipengunjung ijuga 
memberikan imanfaat iantara ilain ihubungan iyang iharmonis iantara ipihak iperusahaan idan 
pihak ipengunjung, imemberikan idasar iyang ibaik iuntuk ikunjungan iberulang idan 
membangun iloyalitas ipengunjung iserta imembentuk irekomendari idari imulut ike imulut 
yang ibermanfaat ibagi iperusahaan [7]. iMenurut ipenelitian isebelumnya ioleh iD.Hartama iet 
al., iKepuasan ipengunjung idikatakan isebagai ievaluasi iyang ipenting, ikarena ikepuasan 
pengunjung iadalah ipasar iyang ibesar iuntuk imeningkatkan ipenjualan iatau ipengunjung. 
Data iyang idigunakan ipada ipenelitian iini iadalah idata ikuisioner ipada itahun i2020, idataset 
sebanyak i550 irecord. 
Menurut ipenelitian iWiyanto i(2020) iyang iberjudul i“Analisa iTingkat iKepuasan iPelanggan 
Terhadap iPelayanan iPerusahaan iOtobus iXYZ iMenggunakan iMetode iNaïve iBayes” dalam 
penelitian itersebut iklasifikasi ialgoritma idata imining isecara iluas idigunakan iuntuk 
menghasilkan iprobabilitas idengan iclass iyang iberbeda, isehingga inilai-nilai idari ikriteria 
tersebut idapat idioptimalkan. iHasil ipenelitian iuntuk inilai iakurasi ialgoritma iklasifikasi 
Naïve iBayes iClassifier iadalah i94.00%. 
Selanjutnya imenurut ipenelitian iFattya iAriani idan iAndi iTaufik iyang iberjudul 
“Perbandingan iMetode iKlasifikasi iData iMining iuntuk iPrediksi iTingkat iKepuasan 
Pelanggan iTelkom iPrabayar” idalam ipenelitian itersebut iKlasifikasi iteks idokumen imenjadi 
cara iyang ipaling ibaik iuntuk imenentukan ikatagori iberdasarkan iisi ikuisioner. iMetode 
Naïve iBayes iClassifier idigunakan ikarena imampu imenghasilkan iakurasi iyang itinggi [8]. 
Dengan i500 ireponden idan ivariable iyang idinilai iada i4 iyaitu iharga, ipromosi, ikualitas 
produk idan ikualitas ipelayanan imenghasilkan iakurasi i89.88%. 
Berdasarkan ibeberapa ipenelitian itersebut imenyatakan ibahwa iMetode iNaïve iBayes 
memiliki iakurasi iyang itinggi idalam imengatasi imasalah ipada iproses ipencarian idata, 
sehingga ipada iPusat iPeragaan iIlmu iPengetahuan idan iTeknologi ikepuasan ipelanggan akan 
menjadi iposisi ikompetitif idalam imeningkatkan iprobabilitas ipengunjung [9]. iKepuasan 
pengunjung idapat idiukur idengan imembandingkan ipersepsi ipengunjung iterhadap ilayanan 
yang imereka iterima, ijuga imenyatakan ibahwa iadanya ikepuasan ipengunjung iakan 
menciptakan iloyalitas ipengunjung. I 
Seiring ibanyaknya ipengunjung iyang idating ike ipusat iperagaan iilmu ipengetahuan idan 
teknologi imaka isemakin ibertambah ibanyak ipula idata ikuisioner ikepuasan iuntuk iinformasi 










menghasilkan iinformasi imengenai ikepuasan ipengunjung iyang ipuas idan itidak ipuas [10]. 
Data iini iakan ibermanfaat iuntuk imelakukan iproses idata imining iyang iakan imendapatkan 
informasi imengenai ipengetahuan ipada isuatu ialgoritma iyaitu ipada ialgoritma iNaïve Bayes 
[11].  
Dengan ipeneliti imelakukan iklasifikasi ikepuasan ipengunjung imenggunakan idata ikuisioner 
pada itahun i2019 iini imemberitahu imengenai ike iefektifan idan ike iakuratan idari ialgoritma 
Naïve iBayes, isehingga isemakin ibesar inilai iakurasi imaka iakan isemakin ibaik idalam 
pengklasifikasiannya. iPengklasifikasian iini iberdasarkan iatribut ijarak, iharga, ikuantitas idan 
tahun iberdiri idari ivendor idengan imenggunakan idata isebanyak i550 irecord. 
Selain imemberikan ipengetahuan ipada isuatu ialgoritma imengenai ike iefektifan idan ike 
akuratannya, ijuga imampu imemberikan iinformasi ibagi iperusahaan imengenai ikepuasan 
pengunjung iyang idatang. 
2. Metode i 
Metode iyang idigunakan idalam ipenelitian iini iialah idengan imenggunakan imetode iNaïve 
Bayes. 
2.1. Pengumpulan iData i i 
Dalam ipenelitian iini itahap ipertama iyang idilakukan iialah iPenelitian iini imemperoleh idata 
dengan imelakukan isurvey ike iPP-IPTEK iuntuk imelakukan iwawancara idengan ipihak iSub 
Div iPromosi i& iKerjasama iguna iuntuk imendapatkan iinformasi idan idata imengenai 
perusahaan. iData iyang idigunakan ipada ipenelitian iyaitu idata ikuisioner idari itahun i2019. 
2.2. Proses iKnowledfe iDiscovery iIn iDatabases i(KDD) 
KDD iatau iKnowledge iDiscovery iIn iDatabases iadalah iproses iterorganisir iuntuk 
mengidentifikasi ipola iyang ivalid, ibaru, iberguna, idan idapat idipahami idari ikumpulan idata 
yang ibesar idan ikompleks i: 
1. Data iSelection 
Tahap idata iselection imerupakan itahap idalam ipemilihan idata idari ibanyaknya 
isekumpulan idata, itahap iini iperlu idilakukan isebelum imasuk idalam itahap 
ipenggalian iinformasi idimulai. iData ikuisioner iakan imelalui iproses iseleksi iterlebih 
idahulu ilalu idata ihasil iseleksi iini idigunakan iuntuk iproses idata imining, iselanjutnya 
idisimpan idalan isuatu iberkas iyang iterpisah idari ibasis idata ioperasional. iBerikut 
iatribut iyang idigunakan isebagai iacuan iuntuk iklasifikasi ikepuasan ipengunjung ipada 
iTabel i1. 
     Tabel 1 Atribute Idata Ipenelitian 
No Atribut 
1 No Responden 
2 Jenis iKelamin 
3 Usia 
4 Pendidikan 














2. Praprocessing iData 
Tahap ipraprocessing imerupakan ilangkah iyang idilakukan isebelum ilangkah iinti, 
dimana isebagian ibesar idata iialah idata imentah iyang ikotor iseperti idata itidak 
lengkap, idata inoise iatau itidak ikonsisten. iData iyang itidak iberkualitas iakan 
menghasilkan ikualitas imining iyang itidak ibaik isehingga iuntuk idapat ikualitas 
mining yang ibaik[12]. 
Pada iproses ipraprocessing idata iini.data iyang idigunakan ipada ipenelitian iadalah data 
kuisioner ipada itahun2019 isebanyak i550 irecord. iSetelah idilakukannya idata 
cleaning jumlah idata iyang idigunakan imenjadi i450 irecord. iData itersebut idiubah 
menjadi dataset iyang idibagi imenjadi i2 ibagian iyaitu idata ilatih idan idata iuji. iPada 
data ilatih terdapat i300 irecord idan idata iuji i150 irecord. 
3. Tranformasi iData 
Pada iteknik iini idilakukannya iproses iperubahan idata imenjadi ibentuk idata iyang sesuai. 
iDalam imelakukan itransformasi idata ipada ipenelitian iini iyaitu imengubah  data 
iyang imemiliki itipe idata iCharacter imenjadi iNumeric. iPada iTransformasi idata ini 
imenggunakan[13]. 
Data iawal iakan idiubah ikedalam ibentuk idiskrit isesuai ikriteria iyang itelah ditentukan. 
Pembobotan iakan idilakukan idilakukan ipada isetiap ihasil ipenjumlahan pada ifield 
“T”(total idari isetiap ipertanyaan). iHasil idari ipembobotan idata iawal akan merubah 
data imenjadi idiskrit iyang iakan idigunakan isebagai idata ilatih. iData iawal yang 
itelah dibobotkan iakan iterkonversi imenjadi idiskrit iyang iakan idigunakan sebagai 
idata latih pada iperhitungan inaïve ibayes iuntuk imenentukan istatus ipada data iyang 
ibaru diinputkan 
4. Data iMining 
Data iMining i(DM) iadalah iinti idari iproses iKDD, imelibatkan ikesimpulan idari 
algoritma iyang imengeksplorasi idata, imengembangkan imodel idan imenemukan pola 
yang isebelumnya itidak idiketahui. iModel idigunakan iuntuk imemahami ifenomena 
dari data, ianalisis idan iprediksi [14]. 
a. Klasifikasi 
Klasifikasi iadalah isuatu iproses ipengkategorian iyang idilakukan iterhadap 
sekumpulan idokumen. iKlasifikasi isangat ipenting iuntuk ikemudahan ipengguna 
dalam imelakukan ipencarian idokumen. iPada ipenelitian iini imenggunakan iteknik 
klasifikasi iuntuk imelakukan ipengkategorian ivendor iyaitu idirekomendasikan idan 
tidak idirekomendasikan. iMetode iyang idigunakan iuntuk ipengklasifikasian ipada 
penelitian iini iyaitu imetode iNaïve iBayes [11]. 
b. Algoritma iNaïve iBayes 
Algoritma iNaïve iBayes imerupakan isalah isatu ialgoritma iklasifikasi idata idengan 










dikenalkan ioleh iilmuwan iInggris iThomas iBayes iyang idikenal isebagai iteorema 
Bayes, idigunakan iuntuk imemprediksi ipeluang iyang iterjadi idi imasa idepan 
berdasarkan ipengalaman idi imasa isebelumnya[15]. Naïve iBayes ibekerja isangat 
ibaik idibanding idengan imetode ilainnya ikarena imemiliki itingkat iakurasi iyang 
ilebih ibaik idibanding imetode ilainnya. 
Berikut ilangkah-langkah iperhitungan idalam iNaïve iBayes i: 
1) Hitung iprobabilitas ibersyarat/likelihood 
2) Hitung iprobabilitas iprior iuntuk itiap ikelas 
3) Hitung iprobabilitas iposterior 






X i= iData idengan iclass iyang ibelum idiketahui. 
H i= iHipotesis idata iX imerupakan isuatu iclass ispesifik. 
P(H|X)= iProbabilitas ihipotesis iH iberdasarkan ikondisi iX i(posteriori iprobability). 
P(H) = iProbabilitas iHipotesis iH i(prior iprobability). 
P(X|H) = iProbabilitas iX iberdasar ikondisi ipada iHipotesis iH 
P(X) = iProbabilitas idari iX. 
5. Binary Classification 
Setiap data pada Binary Classification memiliki satu atribut kelas yang terdiri dari dua nilai. 
Nilai dari suatu kelas dapat direpresentasikan dengan positive atau negatif; 0 atau 1; true 
atau false; dsb. Contoh dari binary classification: Spam Filtering (suatu model klasifikasi 
yang akan mendeteksi suatu pesan masuk kelas spam atau not-spam). Beberapa contoh 
lain binary classifcation adalah loan analysis (menentukan suatu customer dapat 
diandalkan secara ekonomi atau tidak), evaluasi medis, menentukan apakah pasien 
memiliki penyakit tertentu atau tidak, dan sebagainya. Model binary classifier bertujuan 
untuk mencari boundary (batas) yang dapat memisahkan data secara optimal 
berdasarkan kelasnya (positive atau negative). 
6. Interpretation i/ iEvaluation 
Pada itahap iini idilakukannya imengevaluasi idan imenafsirkan ipola iyang iditambang 
sehubungan idengan itujuan iyang iditentukan isebelumnya. iLangkah iini iberfokus 
pada ipemahaman idan ikegunaan imodel iyang idiinduksi. iPada ilangkah iini 











3. Hasil iDan iPembahasan 
3.1. Data iSelection 
Tahap idata iselection imerupakan itahap idalam ipemilihan idata idari ibanyaknya isekumpulan 
data, itahap iini iperlu idilakukan isebelum imasuk idalam itahap ipenggalian iinformasi 
dimulai. iData ikuisioner iakan imelalui iproses iseleksi iterlebih idahulu ilalu idata ihasil seleksi 
ini idigunakan iuntuk iproses idata imining, iselanjutnya idisimpan idalan isuatu iberkas iyang 
terpisah idari ibasis idata ioperasional. iBerikut iatribut iyang idigunakan isebagai iacuan iuntuk 
klasifikasi ikepuasan ipengunjung ipada iTabel i1. 
    Tabel 2 Atribute Idata Ipenelitian 
No Atribut 
1 No iResponden 
2 Jenis iKelamin 
3 Usia 
4 Pendidikan 
5 Mengenal iPP-IPTEK 
6 Pertanyaan iKuisioner 
 
3.2. Praprocessing iData 
Tahap ipraprocessing imerupakan ilangkah iyang idilakukan isebelum ilangkah iinti, idimana 
sebagian ibesar idata iialah idata imentah iyang ikotor iseperti idata itidak ilengkap, idata inoise 
atau itidak ikonsisten. iData iyang itidak iberkualitas iakan imenghasilkan ikualitas imining 
yang itidak ibaik isehingga iuntuk idapat ikualitas imining iyang ibaik. 
Pada iproses ipraprocessing idata iini.data iyang idigunakan ipada ipenelitian iadalah idata 
kuisioner ipada itahun2019 isebanyak i550 irecord. iSetelah idilakukannya idata icleaning 
jumlah idata iyang idigunakan imenjadi i450 irecord. iData itersebut idiubah imenjadi idataset 
yang idibagi imenjadi i2 ibagian iyaitu idata ilatih idan idata iuji. iPada idata ilatih iterdapat i300 
record idan idata iuji i150 irecord. 
3.3. Tranformasi iData 
Pada iteknik iini idilakukannya iproses iperubahan idata imenjadi ibentuk idata iyang isesuai. 
Dalam imelakukan itransformasi idata ipada ipenelitian iini iyaitu imengubah idata iyang 
memiliki itipe idata iCharacter imenjadi iNumeric. iPada iTransformasi idata iini menggunakan. 
Tabel 3 Data awal 
No T1 T2 T3 T4 
1 9 6 14 9 
2 7 9 9 9 
3 12 10 16 11 
4 8 8 12 9 
5 12 11 16 11 
6 8 8 12 9 
7 9 8 12 10 
8 9 6 12 8 
9 9 9 12 9 










11 9 9 13 12 
12 7 12 11 8 
13 9 9 12 9 
14 9 7 14 8 
15 10 8 15 8 
 
Data iawal iakan idiubah ikedalam ibentuk idiskrit isesuai ikriteria iyang itelah iditentukan. 
Pembobotan iakan idilakukan idilakukan ipada isetiap ihasil ipenjumlahan ipada ifield “T”(total 
dari isetiap ipertanyaan). iHasil idari ipembobotan idata iawal iakan imerubah idata imenjadi 
diskrit iyang iakan idigunakan isebagai idata ilatih. 
Tabel 4 Klasifikasi Ihasil 
No Interval iNilai Klasifikasi 
1 1-8 Tidak iPuas 
2 9-16 Puas 
 
Data iawal iyang itelah idibobotkan iakan iterkonversi imenjadi idiskrit iyang iakan idigunakan 
sebagai idata ilatih ipada iperhitungan inaïve ibayes iuntuk imenentukan istatus ipada idata yang 
baru idiinputkan. i 
Tabel 5 Data Transformation 
No L1 L2 L3 L4 
1 Ya Tidak Ya Ya 
2 Tidak Ya Ya Ya 
3 Ya Ya Ya Ya 
4 Tidak Tidak Ya Ya 
5 Ya Ya Ya Ya 
6 Tidak Tidak Ya Ya 
7 Ya Tidak Ya Ya 
8 Ya Tidak Ya Tidak 
9 Ya Ya Ya Ya 
10 Ya Ya Ya Ya 
11 Ya Ya Ya Ya 
12 Tidak Ya Ya Tidak 
13 Ya Ya Ya Ya 
14 Ya Tidak Ya Tidak 
15 Ya Tidak Ya Tidak 
 
Dari idata iyang isudah ididapatkan, imaka iselanjutnya idilakukan ipreprossecing idata idengan 
cara imengcleaning idata iyang inantinya iakan idiolah idengan ialgoritma inaïve ibayes, ihal ini 
dilakukan iuntuk imenghindari idata iyang itidak ilengkap iataupun imencegah iterjadinya 
duplikasi idata, iyang ikemudian iditransformasikan iuntuk imengelompokkan ifield-field iatau 
attribute iyang iterpilih ikedalam ibasis idata ibaru. 


















1 L 38 S1 1 Ya Tidak Ya Ya Puas 
2 L 26 S1 6 Tidak Ya Ya Ya Puas 
3 P 43 S1 2,3,4,5,6 Ya Ya Ya Ya Puas 
4 P 26 S1 4 Tidak Tidak Ya Ya Tidak iPuas 
5 P 22 S1 1.6 Ya Ya Ya Ya Puas 
6 P 22 S1 6 Tidak Tidak Ya Ya Tidak iPuas 
7 P 22 S1 6 Ya Tidak Ya Ya Puas 
8 L 25 S1 6 Ya Tidak Ya Tidak Tidak iPuas 
9 P 44 SLTA 6 Ya  iYa Ya Ya Puas 
10 P 20 S1 2 Ya Ya Ya Ya Puas 
11 L 20 SMK 1 Ya Ya Ya Ya Puas 
12 P 24 S1 1 Tidak Ya Ya Tidak Tidak iPuas 
13 P 24 S1 2 Ya Ya Ya Ya Puas 
14 L 25 S1 1,2,4,5 Ya Tidak Ya Tidak Tidak iPuas 
15 L 12 SD 1,6 Ya Tidak Ya Tidak Tidak iPuas 
 
3.4. Menghitung iKemungkinan iHasil iData i 
Untuk imelakukan iklasifikasi idata iyang idigunakan iadalah inaïve ibayes iclassifier, iproses 
ini idigunakan idari iawal iperhitungan iKetika iproses itraining idata isampai idengan iprediksi 
data iyang ibaru i(data itesting). iDengan iilustrasi ipengklasifikasian isebagai iberikut: 
Menghitung iprior iprobability 
Total iData iPuas i= i9 
Total iData iTidak iPuas i= i6 
 
L1(Ya(Puas)) i= i8/9 i= i0,888 L1(Ya(Tidak iPuas)) i= i3/6 i= i0,5 
L1(Tidak(Puas)) i= i1/9 i= i0,111 L1(Tidak(Tidak iPuas)) i= i3/6 i= i0,5 
 
L2(Ya(Puas)) i= i7/9 i= i0,777 L2(Ya(Tidak iPuas)) i= i1/6 i= i0,166 
L2(Tidak(Puas)) i= i2/9 i= i0,222 L2(Tidak(Tidak iPuas)) i= i5/6 i= i0,833 
 
L3(Ya(Puas)) i= i9/9 i= i1 L3(Ya(Tidak iPuas)) i= i6/6 i= i1 
L3(Tidak(Puas)) i= i0/9 i= i0 L3(Tidak(Tidak iPuas)) i= i0/6 i= i0 
 
L4(Ya(Puas)) i= i9/9 i= i1 L4(Ya(Tidak iPuas)) i= i2/6 i= i0,333 
L4(Tidak(Puas)) i= i0/9 i= i0 L4(Tidak(Tidak iPuas)) i= i4/6 i= i0,666 
 
Cari inilai itertinggi idari imasing-masing iL iPUAS idan imasing-masing iL iTIDAK iPUAS: 
NILAI iPUAS: 
L1xL2xL3xL4 
0.888x0,222x1x1 i= i0,198 
 
NILAI iTIDAK iPUAS: 
L1xL2xL3xL4 
0,5x0,833x1x0,333 i= i0,139 










Dengan imengetahui ijumlah idata iyang idiklasifikasi isecara ibenar imaka idapat diketahui 
iakurasi ihasil iprediksinya isebesar i91,00% idari ihasil idata itesting sebanyak 100 
irecord iterhadap idata itraining. iUntuk imengetahui inilai iakurasinya dari perhitungan 
imanual iadalah isebagai iberikut i: iJumlah idata iyang idiuji i: i100 Jumlah data iyang 
idiprediksi ibenar i“Puas” i: i80 iJumlah idata iyang idiprediksi ibenar “Tidak puas” i: 
i14 iJumlah idata iyang idiprediksi isalah i“Puas” i: i2 iJumlah idata yang diprediksi 
isalah i“Tidak ipuas” i: i4. 
2. Precision i 
Setelah irapidminer imenampilkan ihasil iaccuracy, ibergeser ipada itabel iprecision maka 
iakan iterlihat ihasil iprecision idari iperhitungan i: i(Jumlah idata iyang idiprediksi 
benar i“Puas”) idibagi idengan i(Jumlah idata iyang idiprediksi ibenar i“Puas” iditambah 
jumlah idata iyang idiprediksi isalah i“Puas”). iDari ihasil ipengujian inilai iprecision 
yaitu isebesar i97,56% iUntuk imengetahui inilai iprecision idari iperhitungan imanual 
adalah isebagai iberikut i: iPrecission i= i(TP) i/ i(TP i+ iFP) iPrecission i= iBenar iPuas 
/ (Benar iPuas+Salah iPuas)*100% i= i(80) i/ i(75+2)*100% i= i87,56%i 
3. Recall i 
Recall imerupakan ihasil idari iperhitungan i(Jumlah idata iyang idiprediksi ibenar “Puas”) 
idibagi idengan i(Jumlah idata iyang idiprediksi ibenar i“Puas” iditambah jumlah idata 
iyang idiprediksi isalah i“Tidak iPuas”). iUntuk inilai irecall iadalah 95,24%. iUntuk 
imengetahui inilai irecall idari iperhitungan imanual iadalah isebagai berikut i: iRecall 
i= i(TP) i/ i(TP i+ iFN) iRecall i= iBenar iPuas i/ i(Benar iPuas+Salah Tidak 
iPuas)*100% i= i(80) i/ i(75+4)*100% i= i88,24% 
4. Kesimpulan idan iSaran 
Berdasarkan ihasil ipenelitian iyang idilakukan imengenai ipenerapan imetode inaïve 
bayesiuntuk imengklasifikasi ikepuasan ipengunjung iterhadap ipelayanan idi iPP-IPTEK dapat 
disimpulkan ibahwa, imetode inaïve ibayes imemanfaatkan idata itraining iuntuk imenghasilkan 
probabilitas iseetiap ikriteria iuntuk iclass iyang iberbeda, isehingga inilai itersebut idapat 
dioptimalkan iuntuk ipengklasifikasian ipengunjung idaru idengan idata itesting iyang isudah 
ada. iDidapatkan itingkat iakurasi itinggi iyaitu isebesar i91,00%, idan imendapatkan itingkat 
kepuasan ipengunjung iterhadap ipelayanan idi iPP-IPTEK isebesar i85,00%. Data itraining 
sangat iberpengaruh ipada ihasil ipengujian, ikarena idata itraining idijadikan idasar ipenentuan 
kepuasan ipelanggan. iMaka idari iitu iuntuk ipenelitian iselanjutnya idiharapkan idata itraining 
atau iatribut iyang idigunakan idalam ipenentuan ikepuasan ipelanggan idengan imenggunakan 
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