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 I 
摘  要 
现实世界中的许多优化问题通常可以转化为多目标优化问题。所谓的多目标
优化问题是指那些需要同时优化多个相互作用且相互冲突的目标函数的优化问
题。目前，采用进化算法求解多目标优化问题已经成为了多目标优化领域中的研
究热点。许多研究学者相继提出了一些进化多目标优化算法用于求解各种类型的
多目标优化问题，一些优秀算法已经成功地应用在实际工程项目中。本文在全面
介绍进化多目标优化算法的理论知识以及研究现状的基础上，主要针对不同特征
的多目标优化问题设计出效果显著的求解策略。本论文的主要研究工作如下：  
（1）针对具有简单几何形状 Pareto 最优解集的多目标优化问题，分析多目
标差分进化算法在处理该类多目标优化问题的不足之处，如过快收敛以及容易陷
入局部最优，提出基于模拟退火机制的多目标差分进化算法（Multi-Objective 
Differential Evolution with Simulated Annealing，简称MODESA）。该算法引入模
拟退火机制以及基于生命值概念的优先策略来保留一些潜力个体使其优先进入
下一代进化中，从而提高算法所求最优解集的收敛性和分布性。此外，算法还采
用一种基于邻近距离的动态修剪算法作为分布度维持策略。本文将所提算法
MODESA 用于求解五个双目标函数以及两个三目标函数的多目标优化问题，并
与其他三个算法进行对比分析，实验结果表明：改进后的多目标差分进化算法
MODESA 能适当地提高算法的收敛性和分布性。 
（2）针对具有复杂几何形状 Pareto 最优解集的多目标优化问题，提出一种
全新的基于非支配排序和局部搜索的进化多目标优化算法（Non-dominated 
Sorting and Local Search based algorithm，简称 NSLS）。该算法是基于迭代的：在
每一次迭代中，给定一个进化种群 P，采用基于差分算子的双方向局部搜索策略
产生一个更好的进化种群  ，接着在合并种群    上执行非支配排序获取下一
代进化种群。这种通过以局部搜索为主的搜索策略使算法可以很好地逼近 Pareto
最优前沿。此外，受采样理论中的最优候选点算法启发，提出最远候选点算法作
为分布度维持策略，使得算法所获最优解集在目标空间上能够沿着 Pareto 最优前
沿均匀分布。本文将算法 NSLS 同其他四个代表性经典算法进行了实验对比分析，
结果表明：在求解具有复杂几何形状的 Pareto 最优解集的多目标优化问题上，
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 II 
NSLS 算法具有更好的收敛性和分布性。 
（3）针对具有较多局部 Pareto 最优前沿以及 Pareto 最优前沿属于非连续或
分布不均匀的多目标优化问题，本文提出劣值表概念和基于劣值表的搜索策略，
并将其集成到第四章所提出的算法 NSLS 中，构成算法 NSLS-BTM（NSLS with 
Bad Table Mechanism）。该算法将进化过程中产生的劣解通过劣值表这一存储结
构进行记忆保存。当无法获得更优秀的个体时，算法利用这些劣解开辟新的搜索
领域，最终使得算法所求最优解集在目标空间上能够更逼近 Pareto 最优前沿。实
验结果与分析表明：该方法可以有效地开辟新的搜索区域，从而在整体上提高算
法所求最优解集的收敛性和分布性。 
（4）针对高维多目标优化问题的求解难点，在多目标进化算法中分别引入
基于优胜关系的替换策略以及基于目标值比例和的修剪策略，提出一种适用于求
解高维多目标优化问题的进化多目标优化算法（称为 m-NSLS）。首先，采用基
于优胜关系的替换策略可以更好地指导算法进行替换判定，提高替换准确性，从
而提高收敛性能。其次，基于非支配排序的进化多目标优化算法在求解高维多目
标优化问题时，最后一层边界集在进化后期的非支配解数量急剧增加，本文通过
预先采用基于目标值比例和的修剪策略，可以有效减少非支配解集的个体数目，
从而提高分布度维持策略的效率。实验结果与分析表明：所提出的算法与当前优
秀的高维多目标进化算法相比，具有良好的竞争能力。 
（5）针对证券投资组合优化问题，采用一种修正的基于非支配排序和局部搜
索的进化多目标优化算法（称为 e-NSLS）来处理该类问题。通过求解不同参数
设置下的五组 Benchmark 测试数据，实验结果表明：e-NSLS 能够比其他三个算
法获得更好的最优解集，供决策者根据相关偏好信息进行选择。 
总之，本论文主要针对不同特征的多目标优化问题，提出一系列有效的解决
方法。这些工作在一定程度上提高了进化多目标优化算法的性能，也促进了进化
多目标优化算法的深入研究，并且对进化多目标优化算法的实际应用也有着重要
的指导意义。 
关键字：进化多目标优化算法；模拟退火；非支配排序；局部搜索；证券投资组
合优化问题 
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Abstract 
Many optimization problems in the real word can be transformed into 
multi-objective optimization problems (MOPs). The MOPs have many interactive and 
conflicting objective functions. At present, using evolutionary algorithms to solve 
MOPs has become a researching hotspot in the field of multi-objective optimization. 
A lot of research scholars have proposed many evolutionary multi-objective 
optimization (EMO) algorithms to solve various kinds of MOPs. Some of them have 
been successfully applied in the actual projects. Based on a comprehensive survey of 
the state-of-the-art of EMO algorithms, this dissertation emphasizes designing 
remarkable methods to solve the MOPs. The major researching work and 
contributions can be summarized as follows:   
 （1）To solve the MOPs with simple Pareto-optimal sets, the disadvantages of the 
multi-objective differential evolution evolutionary algorithms are analyzed. For 
example, it has a too fast convergence speed and it is easy to trap into local optimum. 
In this dissertation, a multi-objective differential evolution evolutionary algorithm 
using simulated annealing (named MODESA) and priority strategy with the concept 
of prior life value is proposed to overcome the disadvantages of multi-objective 
differential evolution evolutionary algorithm. The simulated annealing and priority 
strategy can be used to keep some potential individuals and permit them preferentially 
entering to the next process of evolution for the purpose of improving the 
convergence and diversity of the algorithm. In the proposed simulated annealing 
approach, a new acceptance probability computation function based on domination is 
presented and these potential individuals are assigned a prior life value to have a 
priority to be selected to the next generation. In addition, the algorithm applies an 
efficient diversity maintenance approach to get a good distributed Pareto-optimal 
front. The feasibility of the proposed algorithm is investigated on a set of five 
bi-objective and two tri-objective optimization problems and the results are compared 
with three other algorithms. The experimental results show the effectiveness of the 
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 IV 
proposed algorithm in terms of convergence and diversity.  
 （2）A new multiobjective optimization framework based on non-dominated sorting 
and local search (named NSLS) is introduced to solve the MOPs with complicate 
Pareto-optimal sets. The proposed algorithm is based on iterations. At each iteration, 
given a population P, a simple local search method is used to get a better population 
  , and then the non-dominated sorting is applied on the combined population      
to get a better population for the next iteration. The local search-based searching 
mechanism is good for the algorithm converging to the Pareto-optimal front. In 
addition, the farthest-candidate approach is combined with the fast non-dominated 
sorting to get the new population to increase the diversity. The experimental results 
reveal that NSLS is able to find a better spread of solutions and a better convergence 
to the true Pareto-optimal front compared to four other good algorithms.  
 （3）A new concept of bad table and the corresponding searching mechanism based 
on the bad table (named NSLS-BTM) are proposed to solve the MOPs with 
complicate Pareto-optimal sets and Pareto-optimal fronts. In the proposed algorithm, 
these bad solutions generated during the process of evolution are selectively stored in 
the bad table. When the algorithm could not find a better solution, the bad table based 
mechanism is used for opening up a new searching area to improve the convergent 
ability of the algorithm. The experimental results demonstrate that the proposed 
mechanism can enhance the performance of the algorithm in terms of the convergence 
and diversity.  
 （4）A replacement mechanism based on the favor relation and a prunning strategy 
based on the sum of objective function proportionsare presented in the EMO algoriths 
to solve the many-MOPs (named m-NSLS). First, the probability of the situation that 
two solutions cannot be compared in the replacement process is increased, therefore, 
applying the replacement mechanism can help the algorithm to determine whether to 
remove the solution or not for the purpose of increasing the accuracy of the 
replacement. Second, when the EMO algorithms based on non-dominated sorting is 
used for solving the many-MOPs, the number of non-dominated solutions in the last 
front is rapidly increased. The proposed repair mechanism based on the sum of the 
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 V 
objective function proportions can effectively remove some non-dominated solutions 
in advance to improve the performance of the diversity maintenance mechanism. 
Empirical results reveal that the proposed algorithm is better than the state-of-the-art 
of EMO algorithms.  
 （5）An enhanced non-dominated sorting and local search based evolutionary 
multi-objective optimization algorithm is proposed to solve the multi-objective 
portfolio optimization problems (named e-NSLS). The method is compared with the 
other three good algorithms on five benchmark data sets. The experimental results 
with different cardinality constraints show that the proposed algorithm can provide 
better results than the other algorithms for the decision makers according to their 
preference.  
In summary, this dissertation proposes some effective methods to overcome the 
difficulties of various characteristic MOPs. The work can improve the performance of 
EMO algorithms to some extent, which is not only conducive to promoting the 
intensive research of the EMO algorithms, but also has vital significance for the 
practical projects of EMO algorithms. 
 
Key words: Evolutionary Multi-objective Optimization Algorithms; Simulated 
Annealing; Non-dominated Sorting; Local Search; Portfolio Optimization Problems 
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