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Abstract
Limit theorems for non-additive probabilities or non-linear expectations are
challenging issues which have raised progressive interest recently. The purpose
of this paper is to study the strong law of large numbers and the law of
the iterated logarithm for a sequence of random variables in a sub-linear
expectation space under a concept of extended independence which is much
weaker and easier to verify than the independence proposed by Peng (2008b).
We introduce a concept of extended negative dependence which is an extension
of this kind of weak independence and the extended negative independence
relative to classical probability appeared in recent literatures. Powerful tools as
the moment inequality and Kolmogorov’s exponential inequality are established
for this kind of extended negatively independent random variables, which
improve those of Chen, Chen and Ng (2010) a lot. And the strong law of
large numbers and the law of iterated logarithm are obtained by applying these
inequalities.
Keywords: sub-linear expectation; capacity; Kolmogorov’s exponential inequal-
ity; extended negative dependence; laws of the iterated logarithm; law of large
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1. Introduction.
Non-additive probabilities and non-additive expectations are useful tools for study-
ing uncertainties in statistics, measures of risk, superhedging in finance and non-linear
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stochastic calculus, cf. Denis and Martini (2006), Gilboa (1987), Marinacci (1999),
Peng (1999, 2006, 2008a) etc. This paper considers the general sub-linear expectations
and related non-additive probabilities generated by them. Under the frameworks of the
non-additive probability or non-linear expectation, the traditionary way for defining
the independence is carried out through the non-additive probability by imitating the
classical independence relative to the probability. Under such frameworks, it is hard to
study the limit theorems unless some additional conditions (for example, the complete
monotonicity of the non-additive probability) are assumed such that the non-additive
probability is somehow close to the additive one (c.f. Maccheroni and Marinacci (2015),
Tera´n (2014)). To the best of my knowledge, Peng (2008b) is the first one to give a
reasonable definition of the independence through the non-linear expectation. Let
{Xn;n ≥ 1} be a sequence of random variables in a sub-linear expectation space
(Ω,H, Ê). Peng’s independence is that
Ê [ψ(X1, · · · , Xn, Xn+1)] = Ê
[
Ê
[
ψ(x1, · · · , xn, Xn+1)
]∣∣
x1=X1,··· ,xn=Xn
]
, (1.1)
for all n ≥ 2 and any ψ ∈ Cl,Lip(Rn+1), where Cl,Lip(Rn+1) is the space of local
Lipschitz functions in Rn+1. Under Peng’s framework, many limit theorems have
been being progressively established very recently, including the central limit theorem
and weak law of large numbers (cf. Peng (2008b, 2010)), the law of the iterated
algorithm (cf. Chen and Hu (2014), Zhang (2015a)), the small derivation and Chung’s
law of the iterated logarithm (c.f. Zhang (2015b)), the moment inequalities for the
maximum partial sums (cf., Zhang (2016)). Zhang (2016) gives the sufficient and
necessary condition of the Kolomogov strong law of large numbers. For a sequence
of independent and identically distributed random variables {Xn;n ≥ 1}, it is showed
that the sufficient and necessary moment condition for the strong law of large numbers
to hold is that the Choquet integral of |X1| is finite:
CV(|X1|) =
∫ ∞
0
V(|X1| ≥ t)dt <∞, (1.2)
where V is the upper capacity generated by the sub-linear expectation Ê.
Recall that two random variables X and Y are independent relative to a probability
P if and only if for any Borel functions f and g, EP [f(X)g(Y )] = EP [f(X)]EP [g(Y )]
whenever the expectations considered are finite. Another possible way to define the
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independence of {Xn;n ≥ 1} is that
Ê [ψ1(X1, . . . , Xk)ψ2(Xk+1, . . . , Xn)]
=Ê [ψ1(X1, . . . , Xk)] Ê [ψ2(Xk+1, . . . , Xn)] (1.3)
for all n > k ≥ 1 and any ψ1 ∈ Cl,Lip(Rk) and ψ2 ∈ Cl,Lip(Rn−k) such that the
sub-linear expectations considered are finite. If the independence is defined in this
way, the functions ψ1 and ψ2 need to be limited in the class of non-negative functions,
for otherwise we will conclude that Ê[·] = −Ê[−·] and so Ê will reduce to the linear
expectation. It can showed that (1.1) implies (1.3). A more weaker independence is
defined as the extended independence in the sense that
Ê
[
n∏
i=1
ψi(Xi)
]
=
n∏
i=1
Ê [ψi(Xi)] , ∀ n ≥ 2, ∀ 0 ≤ ψi(x) ∈ Cl,Lip(R). (1.4)
This independence is much weaker than that of Peng and easier to verify. For the
classical linear expectation, the above definitions of independence are equivalent. For
the non-linear expectation, they are quite different. For example, Peng’s independence
has direction, i.e., that Y is independent to X does not imply that X is independent
to Y . But the independence as in (1.4) has no direction. One of the purposes of this
paper is to show that, under this extended independence, the sufficient and necessary
moment condition for the Kolomogov strong law of large numbers to hold is also that
the Choquet integral of |X1| is finite. The proof of the sufficiency part is somewhat
similar to that of Zhang (2016) after establishing good estimation of the tail capacity
of partial sums of random variables. Because we have not “the divergence part” of the
Borel-Cantelli Lemma and no information about the independence under the conjugate
expectation Ê or the conjugate capacity V , where Ê [·] = −Ê[−·] and V(A) = 1−V(Ac),
proving the necessary part is a challenging work.
By replacing the function space Cl,lip(R) with the family of all Borel measurable
functions, Chen, Wu and Li (2013) considered random variables which are independent
in sense of (1.4) under a upper expectation Ê[·] being defined by
Ê[X ] = sup
P∈P
EP [X ],
where P is a family of probability measures defined on a measurable space (Ω,F). The
strong law of large numbers was proved under finite (1+α)-th moments (α > 0) which
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is much stringer than (1.2) when the random variables are identically distributed. Note
that, if {Xn;n ≥ 1} are independent relative to each P ∈ P, then we will have
Ê
[
n∏
i=1
ψi(Xi)
]
≤
n∏
i=1
Ê [ψi(Xi)] , ∀ n ≥ 2, ∀ 0 ≤ ψi(x) ∈ Cl,Lip(R). (1.5)
But in general, the equality will not hold. So the random variables may not be
independent under Ê. A simple example is that
(X1, X2) ∼ Pσ ∈ P = {N(0, σ2)⊗N(0, σ−2) : 1/2 ≤ σ ≤ 2}
for which sup
σ
Eσ
[
X21X
2
2
]
= 1, sup
σ
Eσ
[
X21
]
sup
σ
Eσ
[
X21
]
= 16. It is of important
interest to study the limit theorems for random variables satisfying the property (1.5).
The property (1.5) is very close to that of negatively dependent random variables.
The concept of negative dependence relative to the classical probability has been
extensively investigated since it appeared in Lehmann (1966). Various generalization
of the concept of negative dependence and related limit theorems have been studied in
literatures. One can refer to Joag-Dev and Proschan (1983), Newman (1984), Matula
(1992), Su et al (1997), Shao and Su (1999), Shao (2000), Zhang (2001a, 2001b)
etc. As a new extension, the concept of extended negative dependence was proposed
in Liu (2009) and further promoted in Chen, Chen and Ng (2010). A sequence of
random variables is said to be extended negatively dependent if the tails of its finite-
dimensional distributions in the lower-left and upper-right corners are dominated by a
multiple of the tails of the corresponding finite-dimensional distributions of a sequence
of independent random variables with the same marginal distributions. The strong
law of large numbers was established by Chen, Chen and Ng (2010). However, for
the extended negatively dependent random variables, besides the type of the law of
large numbers, very little is known about other kinds of fine limit theorems such as
the central limit theorem and the law of the iterated logarithm. In this paper, we will
introduce a concept of extended negative dependence under the sub-linear expectation
which is weaker than the extended independence as defined in (1.4) and is an extension
of the extended negative dependence relative to the classical probability. The strong
law of large numbers will also be established for extended negatively dependent random
variables. The result of Chen, Chen and Ng (2010) is extended and improved.
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To establish the strong law of large numbers, some key inequalities for the tails of
the capacities of the sums of extended negatively dependent random variables in the
general sub-linear expectation spaces are obtained, including the moment inequalities
and the Kolmogorov type exponential inequalities. These inequalities also improve
those established by Chen, Chen and Ng (2010) for extended negatively dependent
random variables relative to a classical probability, as well as those for independent
random variables in a sub-linear expectation space. They may be useful tools for
studying other limit theorems. We also establish the law of the iterated logarithm
by applying the exponential inequalities. And as a corollary, the law of the iterated
logarithm for extended negatively dependent random variables on a probability space is
obtained. In the next section, we give some notations under the sub-linear expectations.
In Section 3, we will establish the exponential inequalities. The law of large numbers
is given in Section 4. In the last section we consider the law of the iterated logarithm.
2. Basic Settings
We use the framework and notations of Peng (2008b). Let (Ω,F) be a given
measurable space and let H be a linear space of real functions defined on (Ω,F)
such that if X1, . . . , Xn ∈ H then ϕ(X1, . . . , Xn) ∈ H for each ϕ ∈ Cl,Lip(Rn), where
Cl,Lip(Rn) denotes the linear space of (local Lipschitz) functions ϕ satisfying
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|m + |y|m)|x− y|, ∀x,y ∈ Rn,
for some C > 0,m ∈ N depending on ϕ.
H is considered as a space of “random variables”. In this case we denote X ∈ H . We
also denote Cb,Lip(Rn) to be the bounded Lipschitz functions ψ(x) satisfying
|ϕ(x)| ≤ C, |ϕ(x)− ϕ(y)| ≤ C|x− y|, ∀x,y ∈ Rn,
for some C > 0, depending on ϕ.
Definition 2.1. A sub-linear expectation Ê on H is a function Ê : H → R satisfying
the following properties: for all X,Y ∈ H , we have
(a) Monotonicity: If X ≥ Y then Ê[X ] ≥ Ê[Y ];
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(b) Constant preserving: Ê[c] = c;
(c) Sub-additivity: Ê[X + Y ] ≤ Ê[X ] + Ê[Y ] whenever Ê[X ] + Ê[Y ] is not of the form
+∞−∞ or −∞+∞;
(d) Positive homogeneity: Ê[λX ] = λÊ[X ], λ ≥ 0.
Here R = [−∞,∞]. The triple (Ω,H , Ê) is called a sub-linear expectation space. Give
a sub-linear expectation Ê, let us denote the conjugate expectation Êof Ê by
Ê [X ] := −Ê[−X ], ∀X ∈ H .
From the definition, it is easily shown that Ê [X ] ≤ Ê[X ], Ê[X + c] = Ê[X ] + c and
Ê[X − Y ] ≥ Ê[X ]− Ê[Y ] for all X,Y ∈ H with Ê[Y ] being finite. Further, if Ê[|X |] is
finite, then Ê [X ] and Ê[X ] are both finite.
Next, we consider the capacities corresponding to the sub-linear expectations. Let
G ⊂ F . A function V : G → [0, 1] is called a capacity if
V (∅) = 0, V (Ω) = 1 and V (A) ≤ V (B) ∀ A ⊂ B, A,B ∈ G.
It is called to be sub-additive if V (A
⋃
B) ≤ V (A) + V (B) for all A,B ∈ G with
A
⋃
B ∈ G.
In the sub-linear space (Ω,H , Ê), we denote a pair (V,V) of capacities by
V(A) := inf{Ê[ξ] : IA ≤ ξ, ξ ∈ H }, V(A) := 1− V(Ac), ∀A ∈ F ,
where Ac is the complement set of A. Then
V(A) := Ê[IA], V(A) := Ê [IA], if IA ∈ H
Ê[f ] ≤ V(A) ≤ Ê[g], Ê [f ] ≤ V(A) ≤ Ê [g], if f ≤ IA ≤ g, f, g ∈ H .
(2.1)
It is obvious that V is sub-additive. But V and Ê are not. However, we have
V(A
⋃
B) ≤ V(A) + V(B) and Ê [X + Y ] ≤ Ê [X ] + Ê[Y ] (2.2)
due to the fact that V(Ac
⋂
Bc) ≥ V(Ac)− V(B) and Ê[−X − Y ] ≥ Ê[−X ]− Ê[Y ].
Also, we define the Choquet integrals/expecations (CV, CV) by
CV [X ] =
∫ ∞
0
V (X ≥ t)dt+
∫ 0
−∞
[V (X ≥ t)− 1] dt
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with V being replaced by V and V respectively. It is obvious that
CV(|X |) ≤ 1 + Ê[|X |1+α]
∫ ∞
1
t−1−αdt ≤ 1 + α−1Ê[|X |1+α].
Also, it can be verified that, if limc→∞ Ê[(|X | − c)+] = 0, then Ê[|X |] ≤ CV(|X |) (c.f.
Lemma 3.9 of Zhang (2016)).
The concept of independence and identical distribution is introduced by Peng (2006,2008b).
Definition 2.2. (Peng (2006, 2008b))
(i) (Identical distribution) Let X1 and X2 be two n-dimensional random vectors de-
fined respectively in sub-linear expectation spaces (Ω1,H1, Ê1) and (Ω2,H2, Ê2).
They are called identically distributed, denoted by X1
d
= X2 if
Ê1[ϕ(X1)] = Ê2[ϕ(X2)], ∀ϕ ∈ Cl,Lip(Rn),
whenever the sub-expectations are finite. A sequence {Xn;n ≥ 1} of random
variables is said to be identically distributed if Xi
d
= X1 for each i ≥ 1.
(ii) (Independence) In a sub-linear expectation space (Ω,H , Ê), a random vector Y =
(Y1, . . . , Yn), Yi ∈ H is said to be independent to another random vector X =
(X1, . . . , Xm) , Xi ∈ H under Ê if for each test function ϕ ∈ Cl,Lip(Rm × Rn)
we have Ê[ϕ(X,Y )] = Ê
[
Ê[ϕ(x,Y )]
∣∣
x=X
]
, whenever ϕ(x) := Ê [|ϕ(x,Y )|] <∞
for all x and Ê [|ϕ(X)|] <∞.
(iii) (Independent random variables) A sequence of random variables {Xn;n ≥ 1} is
said to be independent, if Xi+1 is independent to (X1, . . . , Xi) for each i ≥ 1.
Definition 2.3. (Extended Independence) A sequence of random variables {Xn;n ≥
1} is said to be extended independent, if
E
[
n∏
i=1
ψi(Xi)
]
=
n∏
i=1
E [ψi(Xi)] , ∀ n ≥ 2, ∀ 0 ≤ ψi(x) ∈ Cl,Lip(R). (2.3)
It can be showed that the independence implies the extended independence. It shall
be noted that the extended independence of {Xn;n ≥ 1} under Ê does not imply the
extended independence under Ê . The independence in sense of (2.3) was proposed in
Chen, Wu and Li (2013). But their function space of ψis is assumed to be the family
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of all non-negative Borel functions. Here we use the function space the same as Peng’s.
The function space can also be limited to Cb,Lip(R).
Recall that a sequence of random variables {Yn;n ≥ 1} on a probability space
(Ω,F ,P) are called to be lower extended negatively dependent (LEND) if there is
some dominating constant K ≥ 1 such that, for all xi, i = 1, 2, . . .,
P
(
n⋂
i=1
{Yi ≤ xi}
)
≤ K
n∏
i=1
P (Yi ≤ xi) , ∀ n, (2.4)
and they are called upper extended negatively dependent (UEND) if for all xi, i =
1, 2, . . .,
P
(
n⋂
i=k=1
{Yi > xi}
)
≤ K
n∏
i=1
P (Yi > xi) , ∀ n. (2.5)
They are called extended negatively dependent (END) if they are both LEND and
UEND (cf., Liu (2009)). In the caseK = 1 the notion of END random variables reduces
to the well known notion of so-called negatively dependent (ND) random variables
which was introduced by Lehmann (1966) (cf. also Block et al. (1982), Joag-Dev and
Proschan (1983) etc). It is showed that if {Yn;n ≥ 1} are upper (resp. lower) extended
negatively dependent, and the functions gi ≥ 0, i = 1, 2, . . ., are all non-decreasing
(resp. all non-increasing), then
E
[
n∏
i=1
gi(Yi)
]
≤ K
n∏
i=1
E [gi(Yi)] , n ≥ 1, (2.6)
(cf., Chen, Chen and Ng (2010)). Motivated by the above property (2.6) and Definition
2.3, we introduce a concept of extended negative dependence under the sub-linear
expectation.
Definition 2.4. (Extended negative dependence) In a sub-linear expectation space
(Ω,H , Ê), random variables {Xn;n ≥ 1} are called to be upper (resp. lower) extended
negatively dependent if there is some dominating constant K ≥ 1 such that
Ê
[
n∏
i=1
gi(Xi)
]
≤ K
n∏
i=1
Ê [gi(Xi)] , n ≥ 1, (2.7)
whenever the non-negative functions gi ∈ Cb,Lip(R), i = 1, 2, . . ., are all non-decreasing
(resp. all non-increasing). They are called extended negatively dependent if they both
upper extended negatively dependent and lower extended negatively dependent.
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It is obvious that, if {Xn;n ≥ 1} is a sequence of extended independent random
variables and f1(x), f2(x), . . . ∈ Cl,Lip(R), then {fn(Xn);n ≥ 1} is also a sequence of
extended independent random variables, and they are extended negatively dependent
with K = 1; if {Xn;n ≥ 1} is a sequence of upper extended negatively dependent
random variables and f1(x), f2(x), . . . ∈ Cl,Lip(R) are all non-decreasing (resp. all
non-increasing) functions, then {fn(Xn);n ≥ 1} is also a sequence of upper (resp.
lower) extended negatively dependent random variables.
Example 2.1. Let (Ω,F) be a measurable space, P be a family of probability mea-
sures on it and {Xn;n ≥ 1} be a sequence of random variables. Define a upper
expectation Ê[·] by
Ê[X ] = sup
P∈P
EP [X ].
Then Ê is a sub-linear expectation. If {Xn;n ≥ 1} are extended negatively dependent
in the sense of (2.5) and (2.4) relative to each P ∈ P with the same dominating
constant K, then they are extended negatively dependent under Ê.
We will establish the exponential inequalities, the law of large numbers and the law of
the iterated logarithm for this kind of extended independent random variables.
3. Exponential inequalities
In this section, we are going to establish some key inequalities for the sums of ex-
tended negatively dependent random variables, including moment inequalities and the
exponential inequalities. These inequalities improve Lemmas 2.5 and 2.6 of Chen, Chen
and Ng (2010). Let {X1, . . . , Xn} be a sequence of random variables in (Ω,H , Ê). Set
Sn =
∑n
k=1Xk, Bn =
∑n
k=1 Ê[X
2
k ] andMn,p =
∑n
k=1 Ê[|Xk|p],Mn,p,+ =
∑n
k=1 Ê[(X
+
k )
p],
p ≥ 2.
Theorem 3.1. Let {X1, . . . , Xn} be a sequence of upper extended negatively dependent
random variables in (Ω,H , Ê) with Ê[Xk] ≤ 0. Then
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(a) For all x, y > 0,
V (Sn ≥ x) ≤V
(
max
k≤n
Xk ≥ y
)
+K exp
{
− x
2
2(xy +Bn)
(
1 +
2
3
ln
(
1 +
xy
Bn
))}
; (3.1)
(b) For any p ≥ 2, there exists a constant Cp ≥ 1 such that for all x > 0 and 0 < δ ≤ 1,
V (Sn ≥ x) ≤ Cpδ−2pKMn,p,+
xp
+K exp
{
− x
2
2Bn(1 + δ)
}
, (3.2)
(c) We have for x > 0, r > 0 and p ≥ 2,
V
(
S+n ≥ x
) ≤ V(max
k≤n
X+k ≥
x
r
)
+Ker
(
rBn
rBn + x2
)r
, (3.3)
CV
[
(S+n )
p
] ≤ppCV[(max
k≤n
X+k
)p]
+ CpB
p/2
n
≤pp
n∑
k=1
CV
[
(X+k )
p
]
+ CpB
p/2
n . (3.4)
In particular,
V (Sn ≥ x) ≤ (1 +Ke)Bn
x2
, ∀x > 0. (3.5)
Proof. Let Yk = Xk ∧ y, Tn =
∑n
k=1 Yk. Then Xk − Yk = (Xk − y)+ ≥ 0 and
Ê[Yk] ≤ Ê[Xk] ≤ 0. Note that ϕ(x) =: et(x∧y) is a bounded non-decreasing function
and belongs to Cb,Lip(R) since 0 ≤ ϕ′(x) ≤ tety if t > 0. It follows that for any t > 0,
V (Sn ≥ x) ≤V
(
max
k≤n
Xk ≥ y
)
+ V (Tn ≥ x) ,
V (Tn ≥ x) ≤e−txÊ[etTn ] ≤ e−txK
n∏
k=1
Ê[etYk ],
be the definition of the upper extended negative dependence. The remainder of the
proof is the similar to that of Zhang (2015a). For the completeness of this paper, we
also present it here.
Note
etYk = 1 + tYk +
etYk − 1− tYk
Y 2k
Y 2k ≤ 1 + tYk +
ety − 1− ty
y2
Y 2k .
We have
Ê[etYk ] ≤ 1 + e
ty − 1− ty
y2
Ê[Y 2k ] ≤ exp
{
ety − 1− ty
y2
Ê[X2k ]
}
.
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Choosing t = 1y ln
(
1 + xyBn
)
yields
V (Tn ≥ x) ≤Ke−tx exp
{
ety − 1− ty
y2
Bn
}
=K exp
{
x
y
− x
y
(Bn
xy
+ 1
)
ln
(
1 +
xy
Bn
)}
. (3.6)
Applying the elementary inequality
ln(1 + t) ≥ t
1 + t
+
t2
2(1 + t)2
(
1 +
2
3
ln(1 + t)
)
yields (Bn
xy
+ 1
)
ln
(
1 +
xy
Bn
)
≥ 1 + xy
2(xy +Bn)
(
1 +
2
3
ln
(
1 +
xy
Bn
))
.
(3.1) is proved.
Next we show (b). If xy ≤ δBn, then
x2
2(xy +Bn)
(
1 +
2
3
ln
(
1 +
xy
Bn
)) ≥ x2
2Bn(1 + δ)
.
If xy ≥ δBn, then
x2
2(xy +Bn)
(
1 +
2
3
ln
(
1 +
xy
Bn
)) ≥ x
2(1 + 1/δ)y
.
It follows that
V (Tn ≥ x) ≤ K exp
{
− x
2
2Bn(1 + δ)
}
+K exp
{
− x
2(1 + 1/δ)y
}
(3.7)
by (3.6). Let
β(x) = βp(x) =
1
xp
n∑
k=1
Ê[(X+k )
p],
and choose
ρ = 1 ∧ 1
2(1 + 1/δ)δ log(1/β(x))
, y = ρδx.
Then by (3.7),
V
(
Sn ≥ (1 + 2δ)x
) ≤ V(Tn ≥ x)+ V( n∑
i=1
(Xi − ρδx)+ ≥ 2δx
)
≤K exp
{
− x
2
2Bn(1 + δ)
}
+Kβ(x) + V
(
max
i≤n
Xi ≥ δx
)
+ V
( n∑
i=1
(Xi − ρδx)+ ∧ (δx) ≥ 2δx
)
.
It is obvious that
V
(
max
i≤n
Xi ≥ δx
) ≤ δ−pβ(x).
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On the other hand,
V
( n∑
i=1
(Xi − ρδx)+ ∧ (δx) ≥ 2δx
)
= V
(
n∑
i=1
[(Xi
δx
− ρ)+ ∧ 1] ≥ 2)
≤e−2tÊ exp
{
t
n∑
i=1
[(Xi
δx
− ρ)+ ∧ 1]} ≤ e−2tK n∏
i=1
Ê exp
{
t
[(Xi
δx
− ρ)+ ∧ 1]}
≤e−2tK
n∏
i=1
[
1 + etV(Xi ≥ ρδx)
] ≤ K exp{−2t+ et n∑
i=1
V(Xi ≥ ρδx)
}
,
where the second inequality is due to the upper extended negative dependence. Assume
β(x) < 1. Let et
∑n
i=1 V(Xi ≥ ρδx) = 2 (while, if
∑n
i=1 V(Xi ≥ ρδx) = 0, we let
t→∞). We obtain
V
( n∑
i=1
(Xi − ρδx)+ ∧ (δx) ≥ 2δx
) ≤ Ke2(1
2
n∑
i=1
V(Xi ≥ ρδx)
)2
≤Ke2
(
β(x)
2(δρ)p
)2
= Ke22−2δ−2p(2(δ + 1))2pβ2(x)
(
log
1
β(x)
)2p
≤ Cpδ−2pβ(x),
where the last inequality is due to the fact that (log 1/t)2p ≤ Cp/t (0 < t < 1). It
follows that
V
(
Sn ≥ (1 + 2δ)x
) ≤ K exp{− x2
2Bn(1 + δ)
}
+ CpKδ
−2pβ(x).
If β(x) ≥ 1, then the above inequality is obvious. Now letting z = (1 + 2δ)x and
δ′ = (1 + δ)(1 + 2δ)2 − 1 yields
V
(
Sn ≥ z
) ≤ K exp{− z2
2Bn(1 + δ′)
}
+ CpK(δ
′)−2pβ(z).
(b) is proved.
Finally, we consider (c). Putting y = x/r in (3.6), we obtain (3.3). Note that
CV
[
(X+)p
]
=
∫ ∞
0
V
(
Xp > x)dx =
∫ ∞
0
pxp−1V
(
X > x)dx.
Then putting r = p > p/2, multiplying both sides of (3.3) by pxp−1 and integrating on
the positive half-line, we conclude (3.4). 
4. The law of Large numbers
For a sequence {Xn;n ≥ 1} of random variables in the sub-linear expectation space
(Ω,H , Ê), we denote Sn =
∑n
k=1Xk, S0 = 0. We first consider the weak law of large
numbers.
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Theorem 4.1. (a) Suppose that X1, X2, . . . are identically distributed and extended
negatively dependent with lim
c→∞
Ê [(|X1| − c)+] = 0. Then for any ǫ > 0,
V
(
Ê [X1]− ǫ ≤ Sn
n
≤ Ê[X1] + ǫ
)
→ 1. (4.1)
(b) Suppose that X1, X2, . . . are identically distributed and extended independent with
lim
c→∞
Ê [(|X1| − c)+] = 0. Then for any ǫ > 0,
V
(∣∣∣Sn
n
− Ê[X1]
∣∣∣ ≤ ǫ)→ 1 (4.2)
and
V
(∣∣∣Sn
n
− Ê [X1]
∣∣∣ ≤ ǫ)→ 1. (4.3)
We conjuncture that for any point p ∈ [Ê [X1], Ê[X1]], V(∣∣∣Snn − p∣∣∣ ≤ ǫ)→ 1.
Proof. Define
fc(x) = (−c) ∨ (x ∧ c), f̂c(x) = x− fc(x) (4.4)
and Xj = fc(Xj), j = 1, 2, . . .. Then fc(·) ∈ Cl,Lip(R), and Xj , j = 1, 2, . . . are
extended negatively dependent (resp. extended independent) identically distributed
random variables. It is easily seen that Ê[fc(X1)] → Ê[X1], Ê [fc(X1)] → Ê [X1] as
c→ +∞, and
sup
n
V
∣∣∣Sn − n∑
j=1
Xj
∣∣∣ ≥ ǫn
 ≤ sup
n
1
ǫn
n∑
j=1
Ê|fc(Xj)|
≤1
ǫ
Ê(|X1| − c)+ → 0 as c→∞.
So, it is sufficient to consider {Xn;n ≥ 1} and then without loss of generality we can
assume that Xn is bounded by a constant c > 0. By (3.5),
V
(
Sn
n
− Ê[X1] ≥ ǫ
)
≤ C
∑n
j=1 Ê
[(
Xj − Ê[Xj ]
)2]
n2ǫ2
≤ C nc
2
n2ǫ2
→ 0, (4.5)
and similarly,
V
(
Sn
n
− Ê [X1] ≤ −ǫ
)
= V
(−Sn
n
− Ê[−X1] ≥ ǫ
)
→ 0.
(4.1) is proved.
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Now, suppose that X1, X2, . . . , are extended independent. By noting (4.1), for (4.2)
and (4.3) it is sufficient to show that
V
(
Sn
n
− Ê[X1] ≥ −ǫ
)
→ 1. (4.6)
It is easily seen that (4.6) is equivalent to
V
(∑n
k=1(−Xj − Ê [−Xj])
n
≥ ǫ
)
→ 0. (4.7)
However, we have no inequality to estimate the lower capacity V(·) such that (4.7) can
be verified. We shall now introduce a more technique method to show (4.6).
For any 0 < δ < ǫ and t > 0, we have
I
{
Sn
n
− Ê[X1] ≥ −ǫ
}
≥e−tδ
(
exp
{
t
Sn − nÊ[X1]
n
}
− e−tǫ
)
I
{
Sn − nÊ[X1]
n
≤ δ
}
=e−tδ
(
exp
{
t
Sn − nÊ[X1]
n
}
− e−tǫ
)
− e−tδ
(
exp
{
t
Sn − nÊ[X1]
n
}
− e−tǫ
)
I
{
Sn − nÊ[X1]
n
> δ
}
≥e−tδ
 n∏
j=1
exp
{
t
Xj − Ê[Xj]
n
}
− e−tǫ
− e−tδe2tcI {Sn − nÊ[X1]
n
> δ
}
.
It follows that
V
(
Sn
n
− Ê[X1] ≥ −ǫ
)
≥e−tδ
Ê
 n∏
j=1
exp
{
t
Xj − Ê[Xj ]
n
}− e−tǫ
− e−tδe2tcV(Sn − nÊ[X1]
n
> δ
)
.
By (4.5), the second term will goes to zero as n→∞. By the extended independence
and the fact that ex ≥ 1 + x,
Ê
 n∏
j=1
exp
{
t
Xj − Ê[Xj]
n
} = n∏
j=1
Ê
[
exp
{
t
Xj − Ê[Xj]
n
}]
≥
n∏
j=1
Ê
[
t
Xj − Ê[Xj ]
n
+ 1
]
= 1.
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It follows that
lim inf
n→∞
V
(
Sn
n
− Ê[X1] ≥ −ǫ
)
≥ e−tδ (1− e−tǫ) .
Letting δ → 0 and then t→∞ yields (4.6). The proof is completed. 
Before we give the strong laws of large numbers, we need some more notations about
the sub-linear expectations and capacities.
Definition 4.1. (I) A sub-linear expectation Ê : H → R is called to be countably
sub-additive if it satisfies
(1) Countable sub-additivity: Ê[X ] ≤ ∑∞n=1 Ê[Xn], whenever X ≤ ∑∞n=1Xn,
X,Xn ∈ H and X ≥ 0, Xn ≥ 0, n = 1, 2, . . .;
It is called to be continuous if it satisfies
(2) Continuity from below: Ê[Xn] ↑ Ê[X ] if 0 ≤ Xn ↑ X , where Xn, X ∈ H ;
(3) Continuity from above: Ê[Xn] ↓ Ê[X ] if 0 ≤ Xn ↓ X , where Xn, X ∈ H .
(II) A function V : F → [0, 1] is called to be countably sub-additive if
V
( ∞⋃
n=1
An
)
≤
∞∑
n=1
V (An) ∀An ∈ F .
(III) A capacity V : F → [0, 1] is called a continuous capacity if it satisfies
(III1) Continuity from below: V (An) ↑ V (A) if An ↑ A, where An, A ∈ F ;
(III2) Continuity from above: V (An) ↓ V (A) if An ↓ A, where An, A ∈ F .
It is obvious that a continuous sub-additive capacity V (resp. a sub-linear expec-
tation Ê) is countably sub-additive. The “the convergence part” of the Borel-Cantelli
Lemma is still true for a countably sub-additive capacity.
Lemma 4.1. (Borel-Cantelli’s Lemma) Let {An, n ≥ 1} be a sequence of events in F .
Suppose that V is a countably sub-additive capacity. If
∑∞
n=1 V (An) <∞, then
V (An i.o.) = 0, where {An i.o.} =
∞⋂
n=1
∞⋃
i=n
Ai.
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If V is a continuous capacity and {Acn, n ≥ 1} are independent relative to V , i.e.,
V(⋂m+nj=m Acj) =∏nj=m V(Acj) for all n,m ≥ 1, then we can show that∑∞n=1 V (An) =∞
implies V (An i.o.) = 1. However, the extended independence does not imply that
{Xn ∈ Bn;n ≥ 1} are independent relative to V even when (2.3) is assumed to hold
for all non-negative Borel functions ψis. So, in general, we have not “the divergence
part” of the Borel-Cantelli Lemma.
Since V may be not countably sub-additive in general, we define an outer capacity
V
∗ by
V
∗(A) = inf
{ ∞∑
n=1
V(An) : A ⊂
∞⋃
n=1
An
}
, V∗(A) = 1− V∗(Ac), A ∈ F .
Then it can be shown that V∗(A) is a countably sub-additive capacity with V∗(A) ≤
V(A) and the following properties:
(a*) If V is countably sub-additive, then V∗ ≡ V;
(b*) If IA ≤ g, g ∈ H , then V∗(A) ≤ Ê[g]. Further, if Ê is countably sub-additive,
then
Ê[f ] ≤ V∗(A) ≤ V(A) ≤ Ê[g], ∀f ≤ IA ≤ g, f, g ∈ H ;
(c*) V∗ is the largest countably sub-additive capacity satisfying the property that
V
∗(A) ≤ Ê[g] whenever IA ≤ g ∈ H , i.e., if V is also a countably sub-additive
capacity satisfying V (A) ≤ Ê[g] whenever IA ≤ g ∈ H , then V (A) ≤ V∗(A).
The following are our main results on the Kolmogorov type strong laws of large
numbers.
Theorem 4.2. Let {Xn;n ≥ 1} be a sequence identically distributed random variables
in (Ω,H , Ê).
(a) Suppose lim
c→∞
Ê [(|X1| − c)+] = 0 and CV[|X1|] < ∞. If X1, X2, . . ., are upper
extended negatively dependent, then
V
∗
(
lim sup
n→∞
Sn
n
> Ê[X1]
)
= 0. (4.8)
If X1, X2, . . ., are extended negatively dependent, then
V
∗
({
lim inf
n→∞
Sn
n
< Ê [X1]
}⋃{
lim sup
n→∞
Sn
n
> Ê[X1]
})
= 0. (4.9)
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(b) Suppose that V is countably sub-additive. Then V∗ = V and so (a) remains true
when V∗ is replaced by V.
(c) Suppose that V is continuous. If X1, X2, . . ., are extended independent, and
V
(
lim sup
n→∞
|Sn|
n
= +∞
)
< 1, (4.10)
then CV[|X1|] <∞.
The following corollary shows that the limit of Sn/n is a set.
Corollary 4.1. Let {Xn;n ≥ 1} be a sequence of extended independent and identically
distributed random variables with CV[|X1|] <∞ and limc→∞ Ê [(|X1| − c)+] = 0. If V
is continuous, then
V
(
lim inf
n→∞
Sn
n
= Ê [X1]
)
= 1 and V
(
lim sup
n→∞
Sn
n
= Ê[X1]
)
= 1. (4.11)
Moreover, if there is a sequence {nk} with nk →∞ and nk−1/nk → 0 such that Snk−1
and Snk − Snk−1 are extended independent, then
V
(
lim inf
n→∞
Sn
n
= Ê [X1] and lim sup
n→∞
Sn
n
= Ê[X1]
)
= 1 (4.12)
and
V
(
C
{
Sn
n
}
=
[
Ê [X1], Ê[X1]
])
= 1, (4.13)
where C({xn}) denotes the cluster set of a sequence of {xn} in R.
(4.9) tells us that the limit points of Snn are between the lower expectation Ê [X1]
and the upper expectation Ê[X1]. (4.12) tells us that the lower expectation and the
upper expectation are reachable. (4.13) tells us that the interval
[Ê [X1], Ê[X1]] is
filled with the limit points. When {Xn;n ≥ 1} are independence in the sense Peng’s
definition, the conclusions in Theorem 4.2 and Corollary (4.1) were proved by Zhang
(2016). Before that, Chen, Wu and Li (2013) and Chen (2016) proved (4.9) under a
stringer moment condition that Ê[|X1|1+γ ] <∞ for some γ > 0.
For a sequence of extended negatively dependent and identically distributed {Xn;n ≥
1} on a probability space (Ω,F ,P), Chen, Chen and Ng (2010) showed that P(Sn/n→
µ) = 1 if and only if E[|X1|] < ∞ and E[X1] = µ. Under the extended negative
dependence in a sub-linear space, we have not find a way to show the conclusions in
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Theorem 4.2 (c), the inverse part of the strong law of large numbers. However, the
conclusions are true if we assume that {Xn;n ≥ 1} are extended negatively dependent
under Ê (i.e., in the Definition 2.4 Ê is replaced by Ê).
Theorem 4.3. Let {Xn;n ≥ 1} be a sequence of identically distributed random vari-
ables in (Ω,H , Ê) which are extended negatively dependent under Ê. If V is continuous,
then
V
(
lim sup
n→∞
|Sn|
n
= +∞
)
< 1 =⇒ CV[|X1|] <∞. (4.14)
When the sub-linear expectation Ê reduces to the linear expectation E, Theorem
4.2 (b) and Theorem 4.3 improve the result of Chen, Chen and Ng (2010).
Corollary 4.2. Let {Xn;n ≥ 1} be a sequence of identically distributed random vari-
ables on a probability space (Ω,F ,P) which are extended negatively dependent in the
sense of (2.4) and (2.5). If E[|X1|] <∞, then P
(
Sn/n→ E[X1]
)
= 1.
Conversely, if P
(
lim sup
n→∞
|Sn|/n =∞
)
< 1, then E[|X1|] <∞. Further, if P
(
Sn/n→
µ
)
> 0 for some real µ, then E[|X1|] <∞, µ = E[X1] and P
(
Sn/n→ µ
)
= 1 .
According to Corollary 4.2, the probability P
(
Sn/n→ µ
)
is either 0 or 1.
For proving the theorems, we need the following lemma which can be found in Zhang
(2016).
Lemma 4.2. Suppose that X ∈ H and CV(|X |) <∞.
(a) Then
∞∑
j=1
Ê[(|X | ∧ j)2]
j2
<∞.
(b) Furthermore, if limc→∞ Ê [|X | ∧ c] = Ê [|X |], then Ê[|X |] ≤ CV(|X |).
Proof of Theorems 4.2. We first prove (b). (a) follows from (b) because V∗ = V
when V is countably sub-additive.
It is sufficient to show (4.8) under the assumption that {Xn;n ≥ 1} are upper ex-
tended negatively dependent. Without loss of generality, we assume Ê[X1] = 0. Define
fc(x) and f̂(x) be defined as in (4.4) and Xj = fj(Xj) − Ê[fj(Xj)], Sj =
∑j
i=1Xi,
j = 1, 2, . . . . Then fc(·), f̂c(·) ∈ Cb,Lip(R) and are all non-decreasing functions. And
so, {Xj ; j ≥ 1}, {f+j (Xj); j ≥ 1} and {(f̂j(Xj))+; j ≥ 1} are all sequences of upper
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extended negatively dependent random variables. Let θ > 1, nk = [θ
k]. For nk < n ≤
nk+1, we have
Sn
n
=
1
n
Snk +
nk∑
j=1
Ê[fj(Xj)] +
n∑
j=1
f̂j(Xj) +
n∑
j=nk+1
fj(Xj)

≤S
+
nk
nk
+
∑nk
j=1 |Ê[fj(X1)]|
nk
+
∑nk+1
j=1 (f̂j(Xj))
+
nk
+
∑nk+1
j=nk+1
{
f+j (Xj)− Ê[f+j (Xj)]
}
nk
+
(nk+1 − nk)Ê|X1|
nk
=:(I)k + (II)k + (III)k + (IV )k + (V )k.
It is obvious that
lim
k→∞
(V )k = (θ − 1)Ê[|X1|] ≤ (θ − 1)CV(|X1|)
by Lemma 4.2 (b).
For (I)k, applying (3.5) yields
V
(
Snk ≥ ǫnk
) ≤ C∑nkj=1 Ê[X2j ]
ǫ2n2k
≤ C
∑nk
j=1 Ê
[
f2j (X1)
]
ǫ2n2k
≤C nk
ǫ2n2k
+ C
∑nk
j=1 Ê
[(|X1| ∧ j)2]
ǫ2n2k
.
It is obvious that
∑
k
1
nk
<∞. Also,
∞∑
k=1
∑nk
j=1 Ê
[(|X1| ∧ j)2]
n2k
≤
∞∑
j=1
Ê
[(|X1| ∧ j)2}] ∑
k:nk≥j
1
n2k
≤C
∞∑
j=1
Ê
[(|X1| ∧ j)2] 1
j2
<∞
by Lemma 4.2 (a). Hence
∑∞
k=1 V
∗ ((I)k ≥ ǫ) ≤
∑∞
k=1 V ((I)k ≥ ǫ) < ∞. By the
Borel-Cantelli lemma and the countable sub-additivity of V∗, it follows that
V
∗
(
lim sup
k→∞
(I)k > ǫ
)
= 0, ∀ǫ > 0.
Similarly,
V
∗
(
lim sup
k→∞
(IV )k > ǫ
)
= 0, ∀ǫ > 0.
For (II)k, note that
|Ê[fj(X1)]| = |Ê[fj(X1)]− ÊX1| ≤ Ê[|f̂j(X1)|] = Ê[(|X1| − j)+]→ 0.
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It follows that
(II)k =
nk+1
nk
∑nk+1
j=1 |Ê[fj(X1)]|
nk+1
→ 0.
At last, we consider (III)k. By the Borel-Cantelli Lemma, we will have
V
∗
(
lim sup
k→∞
(III)k > 0
) ≤ V∗({|Xj| > j} i.o.) = 0
if we have shown that
∞∑
j=1
V
∗
(|Xj | > j) ≤ ∞∑
j=1
V
(|Xj | > j) <∞. (4.15)
Let gǫ be a non-decreasing function satisfying that its derivatives of each order are
bounded, gǫ(x) = 1 if x ≥ 1, gǫ(x) = 0 if x ≤ 1− ǫ, and 0 ≤ gǫ(x) ≤ 1 for all x, where
0 < ǫ < 1. Then
gǫ(·) ∈ Cb,Lip(R) is non-decreasing and I{x ≥ 1} ≤ gǫ(x) ≤ I{x > 1− ǫ}. (4.16)
Hence by (2.1),
∞∑
j=1
V
(|Xj| > j) ≤ ∞∑
j=1
Ê
[
g1/2
(|Xj |/j)] = ∞∑
j=1
Ê
[
g1/2
(|X1|/j)] (since Xj d= X1)
≤
∞∑
j=1
V
(|X1| > j/2) ≤ 1 + CV(2|X1|) <∞.
(4.15) is proved. So, we conclude that V∗
(
lim sup
n→∞
Sn
n > ǫ
)
= 0, ∀ǫ > 0, by the
arbitrariness of θ > 1. Hence
V
∗
(
lim sup
n→∞
Sn
n
> 0
)
=V∗
(
∞⋃
k=1
{
lim sup
n→∞
Sn
n
>
1
k
})
≤
∞∑
k=1
V
∗
(
lim sup
n→∞
Sn
n
>
1
k
)
= 0.
(4.8) is proved.
Finally, if {Xn;n ≥ 1} are lower extended negatively dependent, then {−Xn;n ≥ 1}
are upper extended negatively dependent. So
V
∗
(
lim inf
n→∞
Sn
n
< Ê [X1]
)
= V∗
(
lim sup
n→∞
∑n
k=1(−Xk − Ê[−Xk])
n
> 0
)
= 0.
The proof of (4.9) is now completed.
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Now, we consider (c), the inverse part of the strong law of large numbers. Because
we have not “the divergence part” of the Borel-Cantelli Lemma and no information
about the independence under the conjugate expectation Ê or the conjugate capacity
V , the proof becomes complex and needs a new approach. Suppose that X1, X2, . . . are
extended independent and identically distributed with CV(X
+
1 ) =∞. Then, by (2.1),
∞∑
j=1
Ê
[
g1/2
(X+j
Mj
)]
=
∞∑
j=1
Ê
[
g1/2
(X+1
Mj
)]
( since Xj
d
= X1)
≥
∞∑
j=1
V
(
X+1 > Mj) =∞, ∀M > 0.
Let ξj = g1/2
(X+
j
Mj
)
, ηn =
∑n
j=1 ξj and an =
∑n
j=1 Ê[ξj ]. Then an →∞ and {ξj ; j ≥ 1}
are extended independent. For any 0 < δ < ǫ < 1 and t > 0, we have
I
{
ηn − an
an
≥ −ǫ
}
≥ e−tδ
(
exp
{
t
ηn − an
an
}
− e−tǫ
)
I
{
ηn − an
an
≤ δ
}
≥e−tδ
(
exp
{
t
ηn − an
an
}
− e−tǫ
)
− e−tδ−t exp
{
t
ηn
an
}
I
{
ηn − an
an
> δ
}
.
So
V
(
ηn − an
an
≥ −ǫ
)
≥e−tδ
(
Ê
[
exp
{
t
ηn − an
an
}]
− e−tǫ
)
− e−tδ−tÊ
[
exp
{
t
ηn
an
}
g1/2
(
ηn − an
δan
)]
.
By the extended independence and the fact that ex ≥ 1 + x, we have
Ê
[
exp
{
t
ηn − an
an
}]
=
n∏
j=1
Ê
[
exp
{
t
ξj − Ê[ξj ]
an
}]
≥
n∏
j=1
Ê
[
t
ξj − Ê[ξj ]
an
+ 1
]
= 1.
On the other hand, by noting ex ≤ 1 + |x|e|x|, 1 + x ≤ ex and 0 ≤ ξj ≤ 1,
Ê
[
exp
{
2t
ηn
an
}]
=
n∏
j=1
Ê
[
exp
{
2t
ξj
an
}]
≤
n∏
j=1
Ê
[
1 + t
2ξj
an
e2t/an
]
≤
n∏
j=1
[
1 + 2t
Ê[ξj ]
an
e2t/an
]
≤ exp
{
2te2t/an
}
.
Also, by (2.1),
V
(
ηn − an
an
>
δ
2
)
≤ C 4
∑n
j=1 Ê[(ξj − Ê[ξj ])2]
δ2a2n
≤ C 16
∑n
j=1 Ê[ξj ]
δ2a2n
≤ C
δ2an
.
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It follows that
Ê
[
exp
{
t
ηn
an
}
g1/2
(
ηn − an
an
)]
≤
{
Ê
[
exp
{
2t
ηn
an
}]
· Ê
[
g1/2
(
ηn − an
δan
)]2}1/2
≤ exp
{
te2t/an
}{
V
(
ηn − an
an
>
δ
2
)}1/2
≤ exp
{
te2t/an
} C
δa
1/2
n
→ 0,
by Ho¨lder’s inequality and noting I{x ≥ 1} ≤ g1/2(x) ≤ I{x ≥ 1/2}. We conclude
that
lim inf
n→∞
V
(
ηn − an
an
≥ −ǫ
)
≥ e−tδ (1− e−tǫ) .
Letting δ → 0 and then t→∞ yields
lim
n→∞
V
(
ηn − an
an
≥ −ǫ
)
= 1. (4.17)
Now, choose ǫ = 1/2. By the continuity of V,
V
(
lim sup
n→∞
X+n
n
>
M
2
)
= V
({X+j
Mj
>
1
2
}
i.o.
)
≥ V
 ∞∑
j=1
g1/2
(X+j
Mj
)
=∞

= V
({ηn − an
an
≥ −1
2
}
i.o.
)
≥ lim sup
n→∞
V
(
ηn − an
an
≥ −1
2
)
= 1.
On the other hand,
lim sup
n→∞
X+n
n
≤ lim sup
n→∞
|Xn|
n
≤ lim sup
n→∞
( |Sn|
n
+
|Sn−1|
n
)
≤ 2 lim sup
n→∞
|Sn|
n
.
It follows that
V
(
lim sup
n→∞
|Sn|
n
> m
)
= 1, ∀m > 0.
Hence
V
(
lim sup
n→∞
|Sn|
n
= +∞
)
= lim
m→∞
V
(
lim sup
n→∞
|Sn|
n
> m
)
= 1,
which contradicts with (4.10). So, CV(X
+
1 ) < ∞. Similarly, CV(X−1 ) < ∞. It follows
that CV(|X1|) ≤ CV(X+1 ) + CV(X−1 ) <∞. 
Proof of Corollary 4.1. By (4.2) and the continuity of V,
V
(
lim sup
n→∞
Sn
n
≥ Ê[X1]− ǫ
)
≥ lim sup
n→∞
V
(
Sn
n
> Ê[X1]− ǫ
)
= 1, ∀ǫ > 0.
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B the continuity of V again, V
(
lim sup
n→∞
Sn/n ≥ Ê[X1]
)
= 1, which, together with
Theorem 4.2 (b) implies the second equation in (4.11). By considering {−Xn;n ≥ 1}
instead, we obtain the first equation in (4.11).
For (4.12), by noting the facts that nk → ∞, nk−1/nk → 0 such that Snk−1 and
Snk − Snk−1 are extended independent, we conclude that
lim inf
k→∞
V
(
Snk−1
nk−1
< Ê [X1] + ǫ and
Snk − Snk−1
nk − nk−1 > Ê[X1]− ǫ
)
≥ lim inf
k→∞
Ê
[
φ
(
Snk−1
nk−1
− Ê [X1]
)
φ
(
Ê[X1]−
Snk − Snk−1
nk − nk−1
)]
≥ lim inf
k→∞
Ê
[
φ
(
Snk−1
nk−1
− Ê [X1]
)]
· Ê
[
φ
(
Ê[X1]−
Snk − Snk−1
nk − nk−1
)]
≥ lim inf
k→∞
V
(
Snk−1
nk−1
< Ê [X1] + ǫ
2
)
· V
(
Snk − Snk−1
nk − nk−1 > Ê[X1]−
ǫ
2
)
≥ lim inf
k→∞
V
(
Snk−1
nk−1
< Ê [X1] + ǫ
2
)
· V
(
Snk
nk
> Ê[X1]− ǫ
4
)
= 1, ∀ǫ > 0,
by (4.1)-(4.3). Hence, by Theorem 4.2 (b) and the continuity of V we have
V
(
lim inf
n→∞
Sn
n
≤ Ê [X1] + ǫ and lim sup
n→∞
Sn
n
≥ Ê[X1]− ǫ
)
≥V
(
lim inf
k→∞
Snk−1
nk−1
≤ Ê [X1] + ǫ and lim sup
k→∞
Snk
nk
≥ Ê[X1]− ǫ
)
=V
(
lim inf
k→∞
Snk−1
nk−1
< Ê [X1] + ǫ and lim sup
k→∞
Snk − Snk−1
nk − nk−1 > Ê[X1]− ǫ
)
≥V
({
Snk−1
nk−1
< Ê [X1] + ǫ and
Snk − Snk−1
nk − nk−1 > Ê[X1]− ǫ
}
i.o.
)
≥ lim sup
k→∞
V
(
Snk−1
nk−1
< Ê [X1] + ǫ and
Snk − Snk−1
nk − nk−1 > Ê[X1]− ǫ
)
= 1, ∀ǫ > 0.
By the continuity of V again,
V
(
lim inf
n→∞
Sn
n
≤ Ê [X1] and lim sup
n→∞
Sn
n
≥ Ê[X1]
)
= 1,
which, together with Theorem 4.2 (b) implies (4.12).
Finally, note
Sn
n
− Sn−1
n− 1 =
Xn
n
− Sn−1
n− 1
1
n
→ 0 a.s.V.
It can be verified that (4.12) implies (4.13). 
For proving Theorem 4.3, we need the estimates of V (Sn ≥ x).
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Lemma 4.3. Let {X1, . . . , Xn} be a sequence of random variables in (Ω,H , Ê) with
Ê [Xk] ≤ 0 which are upper extended negatively dependent under Ê with a dominating
constant K ≥ 1. Then
(a) For all x, y > 0,
V (Sn ≥ x) ≤ V
(
max
k≤n
Xk ≥ y
)
+K exp
{
− x
2
2(xy +Bn)
(
1 +
2
3
ln
(
1 +
xy
Bn
))}
;
(b) For any p ≥ 2, there exists a constant Cp ≥ 1 such that for all x > 0 and 0 ≤ δ ≤ 1,
V (Sn ≥ x) ≤ CpKδ−2pMn,p
xp
+K exp
{
− x
2
2Bn(1 + δ)
}
;
(c) We have
V (Sn ≥ x) ≤ (1 +Ke)
∑n
k=1 Ê[X
2
k ]
x2
, ∀x > 0. (4.18)
Proof. Let Yk = Xk ∧ y, Tn =
∑n
k=1 Yk be as in the proof of Theorem 3.1. Then
V (Sn ≥ x) ≤ V
(
max
k≤n
Xk ≥ y
)
+ V (Tn ≥ x) ,
V (Tn ≥ x) ≤ e−txÊ [etTn ] ≤ e−txK
n∏
k=1
Ê [etYk ]
and
Ê [etYk ] ≤Ê
[
1 + tYk +
ety − 1− ty
y2
Y 2k
]
≤ 1 + tÊ [Yk] + e
ty − 1− ty
y2
Ê[Y 2k ]
≤1 + e
ty − 1− ty
y2
Ê[Y 2k ].
The remainder proof is similar as that of Theorem 3.1. 
The proof of Theorem 4.3. Suppose CV(X
+
1 ) = ∞. Let gǫ(·) satisfy (4.16). Let
ξj = g1/2
(X+j
Mj
)
, ηn =
∑n
j=1 ξj and an =
∑n
j=1 Ê[ξj ] be as in the proof of Theorem
4.2 (c). Then an → ∞ and {−ξj − Ê [−ξj ])2]; j ≥ 1} are upper extended negatively
dependent under Ê . By Lemma 4.3 (c),
V
(
ηn − an
an
< −ǫ
)
= V
(∑n
j=1(−ξj − Ê [−ξj ])
an
> ǫ
)
≤(1 +Ke)
∑n
j=1 Ê[(−ξj − Ê [−ξj ])2]
ǫ2a2n
≤ c 1
ǫ2an
→ 0.
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That is (4.17). By the same argument as in proof of Theorem 4.2, (4.17) will imply
a contradiction to (4.10). So, CV(X
+
1 ) < ∞. Similarly, CV(X−1 ) < ∞. It follows that
CV(|X1|) <∞. 
5. The law of the iterated logarithm
In this section, we let {Xn;n ≥ 1} be a sequence of identically distributed random
variables in (Ω,H , Ê). Denote σ21 = Ê[(X1 − Ê [X1])2], σ22 = Ê[(X1 − Ê[X1])2], an =√
2n log logn, where log x = ln(x∨e). The following is the law of the iterated logarithm
for extended negatively dependent random variables.
Theorem 5.1. Suppose Ê[|X1|2+γ ] < ∞ for some γ > 0. If X1, X2, . . ., are upper
extended negatively dependent, then
V
∗
(
lim sup
n→∞
Sn − nÊ[X1]
an
> σ2
)
= 0. (5.1)
If X1, X2, . . ., are extended negatively dependent, then
V
∗
({
lim inf
n→∞
Sn − nÊ [X1]
an
< −σ1
}⋃{
lim sup
n→∞
Sn − nÊ[X1]
an
> σ2
})
= 0. (5.2)
When the sub-linear expectation Ê reduces to the linear expectation, we obtain the
law of the iterated logarithm for extended negatively dependent random variables on
a probability space (Ω,F ,P).
Corollary 5.1. Suppose that X1, X2, . . . are extended negatively dependent and identi-
cally distributed random variables on a probability space (Ω,F ,P) with E[|X1|2+γ <∞
for some γ > 0 and σ2 = V ar(X1). Then
P
(
lim sup
n→∞
|Sn − nE[X1]|
an
≤ σ
)
= 1. (5.3)
To prove the law of the iterated logarithm, besides the exponential inequality we
need a moment inequality on the maximum partial sums.
Lemma 5.1. Let {Xk; k = 1, . . . , n} be a sequence of upper extended negatively depen-
dent random variables in (Ω,H , Ê) with Ê[Xk] ≤ 0, k = 1, . . . , n. Let Sm =
∑m
k=1Xk,
S0 = 0, p > 2 (be an integer). And assume that Ê[(|Xk|p − c)+] → 0 as c → ∞,
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k = 1, . . . , n. Then
Ê
[
max
m≤n
(S+m)
p
]
≤ Cpn(log2 n)pmax
k≤n
CV
[
(X+k )
p
]
+ Cpn
p/2
(
max
k≤n
Ê[X2k ]
)p/2
. (5.4)
Proof. We expand {Xk; k ≤ n} to {Xk; k ≥ 1} by defining Xk = 0, k = n +
1, n + 2, . . .. Let Tk,m = (Xk+1 + · · · + Xk+m)+ and Mk,m = maxj≤m Tk,j . It is
easily seen that Tk,l+m ≤ Tk,l + Tk+l,m. Under the conditions in the Lemma, we have
Ê[T pk,m] ≤ CV(T pk,m). From (3.4) it follows that
Ê[T pk,m] ≤ Cpmmaxk CV
[
(X+k )
p
]
+ Cpm
p/2
(
max
k
Ê[X2k ]
)p/2
.
Let K1 =
(
Cpmaxk CV
[
(X+k )
p
])1/p
and K2 = C
1/p
p
(
maxk Ê[X
2
k ]
)1/2
. Then
Ê[T pk,m] ≤ m
(
K1 +K2m
p−2
2p
)p
. (5.5)
Using the same argument of Mo´rcz (1982), we can show that for some constantM > 1,
Ê[Mpk,m] ≤Mm
(
K1 log2m+K2m
p−2
2p
)p
, (5.6)
which implies (5.4). Here we only give the proof for integer p because it is sufficient for
our use. Also, it is sufficient to show that (5.6) holds for any m = 2I . Suppose (5.6)
holds for m = 2I . We will show that it is also true for m = 2I+1 by the induction.
Now, if i ≤ 2I , then Tk,i ≤ Mk,2I . If 2I + 1 ≤ i ≤ 2I+1, then Tk,i ≤ Tk,2I +Mk+2I ,2I ,
and so
T pk,i ≤ T pk,2I +Mpk+2I ,2I +
p−1∑
j=1
(
p
j
)
T jk,2IM
p−j
k+2I ,2I .
It follows that
Mpk,2I+1 ≤Mpk,2I +Mpk+2I ,2I +
p−1∑
j=1
(
p
j
)
T jk,2IM
p−j
k+2I ,2I .
By the induction,
Ê
[
Mp
k,2I
]
≤M2I(K1I +K22 p−22p I)p, Ê [Mpk+2I ,2I ] ≤M2I(K1I +K22 p−22p I)p
and
Ê
[
T j
k,2I
Mp−j
k+2I ,2I
]
≤
{
Ê
[
T p
k,2I
]}j/p
·
{
Ê
[
Mp
k+2I ,2I
]}(p−j)/p
≤2I(K1 +K22 p−22p I)j · {M1/p(K1I +K22 p−22p I)}p−j .
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Let M > 1 such that 1 +M−1/p ≤ 2 p−22p . It follows that
Ê
[
Mpk,2I+1
]
≤M2I(K1I +K22 p−22p I)p
+ 2I
p−1∑
j=0
(
p
j
)(
K1 +K22
p−2
2p
I
)j · {M1/p(K1I +K22 p−22p I)}p−j
≤M2I(K1I +K22 p−22p I)p + 2I {K1 +K22 p−22p I +M1/p(K1I +K22 p−22p I)}p
=M2I
(
K1I +K22
p−2
2p
I
)p
+M2I
{
K1(I +M
−1/p) +K22
p−2
2p
I(1 +M−1/p)
)}p
≤2M2I(K1(I + 1) +K22 p−22p (I+1))p = M2I+1(K1(I + 1) +K22 p−22p (I+1))p.
The proof is completed. 
Now we prove the law of the iterated logarithm.
Proof of Theorem 5.1. It is sufficient to show that (5.1) under the assumption that
X1, X2, . . ., are upper extended negatively dependent. Without loss of generality, we
assume Ê[X1] = 0 and Ê[X
2
1 ] = 1. Choose 1/(2 + γ) < β < 1/2, and let bn = n
β ,
an =
√
2n log logn. Denote Yk = (−bk) ∨ (Xk ∧ bk). Then {Yk; k ≥ 1} are upper
extended negatively dependent. Note
∞∑
n=1
V
∗(Xn 6= Yn) ≤
∞∑
n=1
V(|Xn| > nβ) ≤
∞∑
n=1
Ê[|X1|2+γ
nβ(2+γ)
<∞.
Also,
n∑
i=1
∣∣Ê[Yi]∣∣ = n∑
i=1
∣∣Ê[Yi]− Ê[Xi]∣∣ ≤ n∑
i=1
Ê[(|X1| − bi)+]
≤
n∑
i=1
Ê[|X1|2+γ
iβ(1+γ)
= O(n1−β(1+γ)) = o(an).
By the countable sub-additivity of V∗, (5.1) will follow if we have shown that
V
∗
(
lim sup
n→∞
∑n
k=1(Yk − Ê[Yk])
an
> (1 + ǫ)2
)
= 0, ∀ǫ > 0. (5.7)
Now, for given ǫ such that 0 < ǫ < 1/2, let nk = [e
k1−α ], where 0 < α < ǫ1+ǫ . Then
nk+1/nk → 1 and nk+1−nknk ≈ Ckα . For nk < n ≤ nk+1, we have
n∑
i=1
(Yk − Ê[Yk]) ≤
nk∑
i=1
(Yi − Ê[Yi]) + max
nk<m≤nk+1
( m∑
i=nk+1
(Yi − Ê[Yi])
)+
=: Ik + IIk.
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For the second term, by applying Lemma 5.1 we have
V (IIk ≥ δank) ≤
Ê [IIpk ]
(δank)
p
≤c (nk+1 − nk)
(
log(nk+1 − nk)
)p
apnk
max
nk+1≤i≤nk+1
CV(|Yi|p)
+ c
(
(nk+1 − nk)
a2nk
max
nk+1≤i≤nk+1
Ê[|Yi|2]
)p/2
≤c (nk+1 − nk)
(
log(nk+1 − nk)
)p
apnk
n
β(p−2)
k+1 CV(X
2
1 ) + c
(
nk+1 − nk
nk log lognk
)p/2
≤c(log nk)pn−(p−2)(1/2−β)k + c
(
1
kα
)p/2
.
It follows that
∑∞
k=1 V (IIk ≥ δank) <∞ for all δ > 0 whenever we choose the integer
p > 2 such that αp/2 > 1. Hence,
V
∗
({ IIk
ank
> δ
}
i.o.
)
= 0, ∀δ > 0. (5.8)
Finally, we consider the term Ik. Let y = 2bnk and x = (1 + ǫ)
2ank . Then |Yi −
Ê[Yi]| ≤ y and xy = o(nk). By (3.1), we have
V
(
Ik ≥ (1 + ǫ)2ank
)
≤ exp
{
− (1 + ǫ)
4a2nk
2
(
o(nk) +
∑nk
i=1 Ê[|Yi − Ê[Yi]|2]
) (1 + 2
3
ln(1 + o(1))
)}
.
Since ∣∣∣Ê[X2i ]− Ê[Y 2i ]∣∣∣ ≤ Ê|X2i − Y 2i | = Ê[(X21 − b2i )+]→ 0, as i→∞
and |Ê[Yi]| → 0 as i→∞, we have
∑nk
i=1 Ê[|Yi−Ê[Yi]|2] ≤ (1+ǫ/2)nkÊX21 = (1+ǫ/2)nk
for k large enough. It follows that
∞∑
k=k0
V
(
Ik ≥ (1 + ǫ)2ank
) ≤ ∞∑
k=k0
exp
{−(1 + ǫ)2 log lognk} ≤ ∞∑
k=k0
c
k(1+ǫ)(1−α)
<∞
if α is chosen such that (1+ǫ)(1−α) > 1. It follows that by the countable sub-additivity
and the Borel-Cantelli Lemma again,
V
∗
({ Ik
ank
> (1 + ǫ)2
}
i.o.
)
= 0. (5.9)
Combining (5.8) and (5.9) yields (5.7). The proof is completed. 
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