Abstract. We generalize some classical globalization theorems in Alexandrov geometry with a probability of certain existence of geodesics. A Weighted Alexandrov's Lemma is developed as a new tool.
Introduction
Let X be a complete length metric space. Recall that the following conditions are equivalent definitions for that X is an Alexandrov's space with curvature bounded from below by κ (denoted as X ∈ Alex (κ)).
• (1+3)-point comparison. For any quadruple (p; x 1 , x 2 , x 3 ), the sum of comparison angles˜ κ p An open domain Ω in length metric space U, which may be incomplete, is called a κ-domain if comparison (0.1)-(0.3) hold for any triangle or quadruple in Ω. A length space U is said to be locally curvature bounded from below by κ if for any p ∈ U, there is a κ-domain Ω p p. Due to the Globalization Theorem ( [1] , [2] ), if U is complete, then locally Alexandrov implies global Alexandrov. Example 4.1 shows that without assuming the completeness, the completion of locally Alexandrov's space may not be Alexandrov. The main obstruction in the original proof is that there is not a uniform lower bound for the size of κ-domains.
Suppose that U is locally Alexandrov and (U, d U ) = (X, d X ). A basic question is: under what condition is the metric completion (X, d X ) an Alexandrov's space? A good condition here will be helpful when one wants to apply theories of complete Alexandrov's spaces, but a lower curvature bound can only be verified on certain subset. This idea may be useful in solving a long standing conjecture appeared in M. Gromov's book [3] : if X ∈ Alex n (κ) without boundary, then a convex hypersurface in X equipped with intrinsic metric is an Alexandrov's space with the same lower curvature bound. Using our Globalization Theorem A, we can prove this conjecture assuming that X is a manifold with singular points of codimension at least 3. This will be addressed in a separated article. For p ∈ U, let C p = {q ∈ U : [ pq ] X ⊂ U}. In [6] , Petrunin shows that if U is convex, that is, C p = U for all p ∈ U, then X is an Alexandrov's space with the same lower curvature bound. For example, U is an open convex domain in R n . In [4] and [5] , a generalized result is proved assuming that U is "almost every where convex", that is, ν(C p \ U ) = 0 for every p ∈ U, where ν is certain Hausdorff measure. For example, U is an open convex domain in R n with finitely many points removed. In this paper we give a generalization of these globalization theorems.
For p, q, s ∈ U, consider the probability that a point on geodesic [ qs ] X can be connected to p by a geodesic in U:
Here H 1 is the 1-dimensional Hausdorff measure respect to the intrinsic metric of geodesic [ qs ] X . We say that (U, d U ) is p λ -convex if for any r > 0,
It's not hard to see that almost every where convex implies p 1 -convex and when λ > 0, p λ -convex implies weakly convex, that is, for any q, s ∈ U and any > 0, there are points q 1 ∈ B (q) and s 1 ∈ B (s) so that [ q 1 s 1 ] X ⊂ U. Now we state our main results.
Theorem A. Suppose that U is p 1 -convex and locally curvature bounded from below by κ. Then its metric completion
With some extra argument, we prove the following corollary.
Corollary 0.1. Suppose that U is locally curvature bounded from below by κ. Its metric completion X ∈ Alex n (κ) if for any p ∈ U and any > 0, there is p 1 ∈ B (p) so that [ pq ] X ⊂ U for ν-a.e. q ∈ U.
If we know that X is an Alexandrov's space in advance, then the global lower curvature bound is determined by the locally lower curvature bound over U as long as λ > 0.
Theorem B. Suppose that U is p λ -convex and locally curvature bounded from below by κ. Let X be the metric completion of (U, d U ). If X ∈ Alex (κ 0 ) and λ > 0, then X ∈ Alex (κ).
These results provide a new way to tell the global geometry from the intrinsic geometry of a subset. At present, we are not able to find an example that U is locally curvature ≥ κ and p λ -convex with 0 < λ < 1 (or just weakly convex), but its metric completion X is not an Alexandrov's space. Examples for these will perhaps give a new way to construct non-trivial Alexandrov's spaces. We would like to point out that if U is selected from a fixed length space (X, d X ), then the metric completion of (U, d U ) is isometric to (X, d X ) if U is weakly convex.
One of the main ingredients in our proof is a Weighted Alexandrov's Lemma, which gives an estimate for the bounds of the comparison curvature for a large triangle as a weighted average of local curvature bounds. See Lemma 1.2 and 1.4. This generalizes the classical Alexandrov's Lemma.
In Section 1 we establish the key tool "Weighted Alexandrov's Lemma". In Section 2 we prove a comparison based on the thin triangle comparisons in [6] and the Weighted Alexandrov's Lemma. We complete the proof in Section 3 and give some examples in Section 4.
The author would like to thank Dmitri Burago and Anton Petrunin for helpful discussions.
Notation and conventions
• M n κ --The n-dimensional space form which is simply connected and of constant curvature κ.
• Alex n (κ) --The collection of n-dimensional Alexandrov's space with curvature bounded from below by κ.
• |pq| --the distance between points p and q.
• [ pq ] U --a minimal geodesic connecting p, q ∈ U in terms of the intrinsic metric of U. Once it appears, it will always mean the same geodesic in the same context. • ν L --the Lebesgue measure on a rectifiable curve.
Weighted Alexandrov's Lemma
Alexandrov's Lemma plays an important role in the classical Globalization Theorem. It is used to combine two small comparable triangles. In our case, we need to combine multiple triangles whose comparison curvature are not necessarily the same. Thus an extension of classical Alexandrov's Lemma is needed. In this section, U is a general length metric space.
Consider geodesic triangle pqs ∈ M 2 κ with |pq| = a, |qs| = b and |ps| = c. We recall the κ-cosine laws on
The above cosine laws have the following κ-Taylor expansion at b = 0:
where
snκ(a) and
Using the above expansion, one can prove the Alexandrov's Lemma in a quantitative way with |qs| < δ = δ(κ, |pq|, |ps|) sufficiently small. See the proof of Lemma 1.2 with
Here f a (κ) is an indication of the curvature. Sometimes we write f a (κ) briefly as f (κ) if it doesn't cause any confusion. A key observation is that f (κ) is a smooth concave function with f (0) > 0, f (κ) < 0 and f (κ) < 0 for −∞ < κ < 2π a 2 . Using this, we establish the following Weighted Alexandrov's Lemma. The classical Alexandrov's Lemma is a special case that κ 1 = κ 2 .
There is δ = δ(κ 1 , κ 2 , a) > 0 so that if b + d < δ and
Proof. Not losing generality, we assume [q 
Adding up (1.2) and (1.3) and taking in account |a − c| < b, we get
snκ(a) . This implies that
Summing (1.6) and (1.8):
This also implies that
By (1.1) and |c − a| ≤ b,
Plug in (1.9) and (1.10): 
Note that
and
There is
. By the concavity of f (κ),
Using a similar computation, we prove a Weighted Alexandrov's Lemma for multiple triangles. 
Proof. This is proved by a similar argument as in Lemma 1.2. Taking in account that
) we get that (1.15) holds for
By the convexity and monotonicity of f ,
The following is a special case of Lemma 1.4. 
Proof. By the assumption and (1.16), we get that the κ in Lemma 1.4 satisfies
In the proof of Theorem A, we also need an estimate for the comparison curvature when a triangle extends without any curvature control. Lemma 1.6. Let p, q, s ∈ X and y ∈ [ pq ] X with |qy| = r. Let a = |pq| and κ * = f −1 a (f r (κ)). There is δ = δ (κ, a, r) > 0 so that if b < δ, theñ a) 3 ) → −∞ as r → 0 + . Thus the same argument for Theorem B with λ < 1 can not prove Theorem A.
Proof. By (1.1) and the triangle inequality,
On the other hand,
Compare (1.18) with (1.19). We get that when b > 0 is sufficiently small,
Comparisons with p λ -convex
In this and the next sections, we assume that U is locally curvature bounded from below by κ and X is its metric completion. Thus for any p ∈ U, the angle at p is well defined. Let γ 1 : [0, T 1 ] → U and γ 2 : [0, T 2 ] → U be unit speed and rectifiable curves. The distance between the two curves is defined as the following:
is also a κ-geodesic with the same κ-domain covering, when
is sufficiently small. The following lemmas are reformulated from Lemma 2.5 in [6] .
with |pp 1 |, |qq 1 | ≥ δ. There exists 0 < δ small so that for any x ∈ B (p 1 ) and y ∈ B (q 1 ),
Let's recall a thin triangle comparison near a κ-geodesic established in [6] , which can be proved in the same way in our case.
X is also a κ-geodesic with the same covering of κ-domain.
It's sufficient to show that for any convergent sequence of geodesics [ , Ω 2 , Ω 3 ) > 0 small such that for anyp ∈ B 1 (p 0 ),˜ κ qp y is non-increasing respect to |qy| ∈ (0, r 0 ) and y ∈ [ qs ].
The equality holds only if |γ(t)b
We are ready to prove a key comparison using Weighted Alexandrov's Lemma and a perturbation technique.
Proof. By Alexandrov's Lemma 1.1, we may assume that |qs| < δ, where δ is determined as in Lemma 1.4. By the standard globalization process, we may assume |pq| + |qs| + |ps| ≤ D(κ). η, so that there are p 1 ∈ B 1 (p 0 ), q 1 ∈ B 1 (q) and s 1 ∈ B 1 (s 0 ) schu that
Assume q ∈ Ω 1 q and r 0 > 0 be chosen as in Lemma 2.3. 
Note that |y 0ȳ1 | ≤ ψ( 1 ) and |s 0 s 1 | ≤ ψ( 1 ) by Lemma 2.4. We have 
We claim that˜
for some κ * which depends only on κ, [ qs ] and |pq|. Then we can apply the Weighted Alexandrov's Lemma. Here x N +1 = s 1 .
By the selection of x i , y i , we havẽ
y is non-increasing respect to |x i y| for y ∈ [ x i y i ];
y is non-increasing respect to |y i y| for y ∈ [ x i y i ]. Thus˜
We apply Lemma 1.6 to the triangles
Because [ q 1 s 1 ] is a κ-geodesic, by (2.5), (2.6) and (2.7), we havẽ
Thus by Corollary 1.5, we get that˜ . Then the theorem is proved by the standard globalization as in [1] . Taking → 0, we get the desired results.
Proof of Theorem B. Assume 0 < λ < 1. By Remark 2.7 and the proof of Theorem A, we get that X ∈ Alex (κ 1 ), where κ 1 = λκ + (1 − λ)κ 0 . Repeat applying Remark 2.7 and the proof of Theorem A, we get X ∈ Alex (κ i ), where κ i = λκ + (1 − λ)κ i−1 . Clearly, κ i → κ as i → ∞. Thus X ∈ Alex (κ).
Proof of Corollary 0.1. Let p, q, s ∈ U. By the assumption, for any r > 0, there is p 1 ∈ B r (p), so that ν(C p 1 \ U) = 0. Choose q 1 ∈ B r (q) ands ∈ B r (s) so that [ q 1s ] X ⊂ U. We will show that there is s 1 ∈ B r (s) such that
