Assessment of application of the steep-lifting entry trajectory solution to real-time entry guidance by Jain, Ankit
  
 
 
 
 
 
 
 
 
© 2017 Ankit Jain 
 
 
 
  
 
 
 
ASSESSMENT OF APPLICATION OF THE STEEP-LIFTING ENTRY  
TRAJECTORY SOLUTION TO REAL-TIME ENTRY GUIDANCE  
 
 
 
 
 
 
BY 
 
ANKIT JAIN 
 
 
 
 
 
 
 
 
THESIS 
 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Aerospace Engineering 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2017 
 
 
 
 
 
Urbana, Illinois 
 
 
Adviser: 
 
 Professor Zachary R. Putnam 
 
 
 
 
 
 
ABSTRACT 
Closed-form analytical guidance algorithms are highly desirable in the context of real-time 
aerospace guidance applications. The steep-lifting entry trajectory solution is a set of closed-form 
analytical approximate solutions to the planar equations of motion, which includes expressions for 
range, flight-path angle, and altitude as functions of velocity. This thesis assesses the applicability 
and performance of the steep-lifting entry trajectory solution in the context of a root-solving 
guidance algorithm for direct entry applications with bank angle modulation. A root-solving 
guidance algorithm is developed for direct entry applications: the steep-lifting root-solving 
guidance algorithm. The use of the steep-lifting entry trajectory solution in the context of direct 
entry applications is inherently limited by the assumptions in the solution, and the conditions for 
which it is valid. It was observed that the steep-lifting guidance algorithm has comparable 
performance to the other guidance algorithms (i.e. Apollo final phase, and analytic and numeric 
predictor-correctors), where the steep-lifting entry trajectory solution assumptions and conditions 
were valid; however, due to the assumptions in the steep-lifting entry trajectory solution, the 
Apollo final phase and numeric predictor-corrector guidance algorithms offer better performance 
over a larger range of initial and terminal states. Within its region of applicability, the steep-lifting 
guidance algorithm has comparable performance to the Apollo final phase and numeric predictor-
corrector guidance algorithms in the context of robustness to dispersions in initial flight conditions, 
vehicle/aerodynamic properties, and atmospheric conditions. The steep-lifting entry trajectory 
solution provides a rapid, first-order capability for nominal guidance purposes. However, the 
utility of the steep-lifting entry trajectory solution, in the context of entry guidance algorithms, is 
limited due to the assumptions and mathematical structure of the solution.   
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CHAPTER 1: INTRODUCTION 
1.1 Motivation 
In the past few decades, space exploration activities have been further enabled via enhancements 
in entry, descent, and landing capabilities. The capability of performing re-entry on Earth and 
landing on extraterrestrial bodies has significantly increased the types of activities that can be 
performed in space, and in general, has significantly increased the scope of space exploration itself. 
Missions like the Apollo lunar return, Mars Pathfinder, and more recently, the Mars Science 
Laboratory have all been breakthrough missions of their times, and have redefined what is possible 
for us, the human species. A century or so ago, sending a spacecraft with robots and/or humans to 
an extraterrestrial body to explore it was considered to be science fiction for many; but significant 
advancements in space exploration technologies and capabilities, including entry, descent, and 
landing systems, have made that not only into a possibility, but a reality.  
In the context of space exploration missions that require vehicles to enter into an atmospheric body 
and to land on the surface of that body, real-time guidance is often a crucial aspect of such entry, 
descent, and landing systems. Real-time guidance capabilities enable a spacecraft to correct its 
current trajectory, based on knowledge of its current flight and vehicle states, current atmospheric 
conditions, and desired target/final flight states. Modern computing capabilities enable numeric 
guidance methods; however, in applications where computing simplicity and execution speed play 
significant roles (such as real-time guidance, navigation, and control systems; optimization; and 
conceptual design) closed-form analytical methods are highly desirable.   
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This thesis assesses the applicability and performance of the steep-lifting entry trajectory solution, 
which is a set of closed-form analytical approximate solutions to the planar equations of motion, 
in the context of a root-solving guidance algorithm for direct entry applications with bank angle 
modulation; furthermore, this thesis focuses on low-lifting blunt-body vehicles in Mars entry 
applications. It was observed that the use of the steep-lifting entry trajectory solution in the context 
of direct entry applications is inherently limited by the assumptions in the solution, and the 
conditions for which it is valid. 
1.2 Entry 
Entry is a planetary aeroassist maneuver which utilizes the drag generated from flight, through a 
planetary atmosphere, to decelerate a spacecraft from orbital velocity to enable landing on the 
planetary surface [1]. The term aeroassist is used for maneuvers that utilize an atmosphere to 
modify a spacecraft’s energy or trajectory, or both, with aerodynamic forces. These types of 
maneuvers typically utilize a relatively small amount of propellant, as compared to maneuvers 
which rely solely on propulsion. Aeroassist maneuvers require vehicles to be kept within a certain 
corridor of loads and heat fluxes, and these corridors are heavily dependent on the mission type 
(i.e. crewed or robotic).  
The term Entry Interface (EI) is used to define the altitude at which the atmospheric density and 
aerodynamic forces are considered to be negligible. In this thesis, the EI is used to define the initial 
conditions (i.e. initial vehicle flight states) for the entry trajectories considered here.  
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1.2.1 Types of Entry Trajectories 
From a trajectory perspective, there are two fundamental types of entry: direct entry and skip entry 
[2].  In a direct entry, the spacecraft enters the planetary atmosphere and decelerates through it 
until landing. In a skip entry, there are typically three phases involved: skip phase, Kepler phase, 
and final phase. In the skip phase, the spacecraft enters the planetary atmosphere with a shallow 
flight-path angle to decelerate through the atmosphere and to generate enough lift so that it can 
exit back out of the atmosphere. In the Kepler phase, the spacecraft coasts (outside of the 
atmosphere) and follows Keplerian orbital mechanics. In the final phase, the spacecraft re-enters 
into the planetary atmosphere and performs its final descent to the planetary surface, which is 
analogous to the direct entry trajectory.  A skip entry may utilize multiple skips out of the 
atmosphere to decelerate the spacecraft and to increase the spacecraft’s downrange, as desired, 
before proceeding for the final phase. Although the Apollo skip entry guidance algorithm was 
designed to be able to perform skip re-entry on Earth; to date, no skip entries have ever been flown.  
One may also utilize a loft entry trajectory, which is an intermediate entry trajectory type between 
the direct and skip entries. In a loft entry, the spacecraft enters the planetary atmosphere at a flight-
path angle which is steeper than skip entry flight-path angles and shallower than direct entry flight-
path angles. The goal of utilizing a loft entry is to decelerate the spacecraft and to increase the 
spacecraft’s downrange, without skipping back out of the atmosphere.  
Figure 1 depicts examples of these entry trajectory types as compared to each other: direct entry, 
orange solid line; loft entry, green dashed-line; and skip entry, blue dotted-line. 
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The selection of a specific type of entry trajectory for a specific mission depends heavily on the 
spacecraft’s lift capability, atmospheric properties, and the downrange distance to the target. This 
thesis focuses on direct entry trajectories. 
 
Figure 1: Types of Entry Trajectories 
1.2.2 Atmospheric Entry Flight Mechanics 
1.2.2.1 Equations of Motion 
For a non-rotating spherical planet, the scalar form of the three-degree-of-freedom equations of 
motion for an aeroassist vehicle are [9]: 
𝑑𝑑𝑉𝑉
𝑑𝑑𝑡𝑡
= − 𝐷𝐷
𝑚𝑚
− 𝑔𝑔 sin(𝛾𝛾) (1a) 
Skip Entry 
Loft Entry 
Direct Entry 
A
lti
tu
de
 
Downrange 
EI 
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𝑉𝑉
𝑑𝑑𝛾𝛾
𝑑𝑑𝑡𝑡
= 𝐿𝐿 cos(𝜎𝜎)
𝑚𝑚
− 𝑔𝑔 cos(𝛾𝛾) + 𝑉𝑉2 cos(𝛾𝛾)
𝑟𝑟
 (1b) 
𝑉𝑉
𝑑𝑑𝜓𝜓
𝑑𝑑𝑡𝑡
= 𝐿𝐿 sin(𝜎𝜎)
𝑚𝑚𝑐𝑐𝑜𝑜𝑠𝑠(𝛾𝛾) − 𝑉𝑉2 cos(𝛾𝛾) cos(𝜓𝜓) tan(𝜙𝜙)𝑟𝑟  (1c) 
𝑑𝑑𝑟𝑟
𝑑𝑑𝑡𝑡
= 𝑉𝑉 sin(𝛾𝛾) (1d) 
𝑑𝑑𝜃𝜃
𝑑𝑑𝑡𝑡
= 𝑉𝑉 cos(𝛾𝛾) cos(𝜓𝜓)
𝑟𝑟 cos(𝜙𝜙)  (1e) 
𝑑𝑑𝜙𝜙
𝑑𝑑𝑡𝑡
= 𝑉𝑉 cos(𝛾𝛾) sin(𝜓𝜓)
𝑟𝑟
 (1f) 
One may refer to the List of Symbols & Scripts for all symbols, superscripts, and subscripts that 
are used in this thesis. 
The magnitude of the drag and lift forces are defined by Eq. (2a) and Eq. (2b), respectively: 
𝐷𝐷 = 12𝜌𝜌𝑉𝑉2𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶𝐷𝐷 (2a) 
𝐿𝐿 = 12𝜌𝜌𝑉𝑉2𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶𝐿𝐿 (2b) 
The magnitude of the radius vector, 𝑟𝑟, is defined by Eq. (3): 
𝑟𝑟 = ℎ + 𝑅𝑅 (3) 
The ballistic coefficient of a vehicle is defined by Eq. (4): 
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𝛽𝛽 = 𝑚𝑚
𝐶𝐶𝐷𝐷𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟
 (4) 
The lift-to-drag ratio of a vehicle is a dimensionless quantity and is defined by the ratio of lift and 
drag coefficients: 
�𝐿𝐿 𝐷𝐷� �𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
= 𝐶𝐶𝐿𝐿
𝐶𝐶𝐷𝐷
 (5) 
For a non-rotating planet, the two-degree-of-freedom (planar) equations of motion for an aeroassist 
vehicle are [9]: 
𝑑𝑑𝑉𝑉
𝑑𝑑𝑡𝑡
= −𝜌𝜌𝑉𝑉22𝛽𝛽 − 𝑔𝑔 sin(𝛾𝛾) (6a) 
𝑑𝑑𝛾𝛾
𝑑𝑑𝑡𝑡
= 𝜌𝜌𝑉𝑉�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 − 𝑔𝑔 cos(𝛾𝛾)𝑉𝑉 + 𝑉𝑉 cos(𝛾𝛾)ℎ + 𝑅𝑅  (6b) 
𝑑𝑑ℎ
𝑑𝑑𝑡𝑡
= 𝑉𝑉 sin(𝛾𝛾) (6c) 
𝑑𝑑𝜃𝜃
𝑑𝑑𝑡𝑡
= 𝑉𝑉 cos(𝛾𝛾)
ℎ + 𝑅𝑅  (6d) 
In Eq. (6b), the 𝐿𝐿 𝐷𝐷⁄  term represents the in-plane component of the total lift-to-drag ratio, (𝐿𝐿 𝐷𝐷⁄ )𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡; both of these quantities are related to each other via the bank angle, 𝜎𝜎, of the vehicle: 
𝐿𝐿
𝐷𝐷� = �𝐿𝐿 𝐷𝐷� �𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 cos(𝜎𝜎) (7) 
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1.2.2.2 Steep-Lifting Entry Closed-Form Trajectory Solution 
The steep-lifting entry trajectory solution is a closed-form analytical solution that is applicable to 
a wide range of aeroassist trajectories; more specifically, it is applicable to entry (i.e. direct, skip, 
and loft) and aerocapture trajectories. To derive this solution, certain assumptions have to be made 
in the two-degree-of-freedom equations of motion: Eq. (6a) through (6d). Putnam and Braun 
(2016) documented the complete, historical closed-form steep-lifting entry trajectory solution and 
its development from first principles [5]. They report that the steep-lifting entry trajectory solution 
was “primarily developed in the 1950’s and 60’s by Eggers, Allen, and Niece (1958) of the 
National Advisory Committee for Aeronautics Ames Aeronautical Laboratory [10]; Lees, 
Hartwig, and Cohen (1959) of Space Technologies, Inc. for the U.S. Air Force [11]; and Wang 
and Ting (1960) of the Polytechnic Institute of Brooklyn, also supported by the U.S. Air Force 
[12]. Additional contributions were made by Miele (1962) [13] and Vinh et al. (2000) [14], who 
developed expressions for flight range, and Vinh et al. (2000), who applied the solution to 
aerocapture trajectories in 2000” [5].  
Putnam and Braun (2016) also report that the steep-lifting entry trajectory solution “provides a 
simple, rapid first-order trajectory solution capability for lifting aeroassist vehicles with relatively 
steep initial flight-path angles”, and “is applicable across a wide range of initial states for vehicles 
with non-zero lift-to-drag ratios” [5]. Additionally, they report that their analyses show that 
“trajectories with initial flight-path angles steeper than approximately -10° are sufficiently steep” 
[5].  
In the context of direct entry trajectories, the steep-lifting entry trajectory solution is valid for non-
zero lift-to-drag ratios, and for negative, monotonically increasing flight-path angles. If the flight-
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path angle becomes positive, then the altitude rate becomes positive causing the vehicle to loft. To 
account for positive altitude rates, the trajectory solution can be split into two segments: negative, 
monotonically increasing flight-path angles with negative altitude rates; and positive, 
monotonically decreasing flight-path angles with positive altitude rates. The steep-lifting entry 
trajectory solution is also valid across a wide range of ballistic coefficients due to the ballistic 
coefficient only having a second-order effect on the accuracy of the solution [5]; however, the 
ballistic coefficient must be small enough such that the assumptions in the solution holds true; 
specifically, the assumption of aerodynamic forces dominating over the gravitational forces. This 
assumption also asserts the accuracy of the solution, where the “accuracy improves for steeper 
trajectories and larger lift-to-drag ratios” [5]; additionally, the accuracy of the solution improves 
in denser atmospheres. 
Equations 
The relevant set of expressions for the closed-form steep-lifting entry trajectory solution include 
expressions representing the four (two-degree-of-freedom) flight state variables: velocity, flight-
path angle, altitude, and range; the time variable is eliminated in the steep-lifting entry trajectory 
solution in an explicit form, however, it exists implicitly in the notation of going from some state 
with index 1 to some other state with index 2. Since one of the flight states needs to be the 
independent variable, which is typically either velocity or flight-path angle, there are three explicit 
relevant expressions that define the trajectory; i.e. flight-path angle, as a function of velocity, and 
altitude and range as functions of flight-path angle, respectively [5]:  
𝛾𝛾2 = 𝛾𝛾1 − �𝐿𝐿 𝐷𝐷� � ln �𝑉𝑉2𝑉𝑉1� (8a) 
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ℎ2 = ℎ𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐻𝐻 ln �eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ1𝐻𝐻 + 2𝛽𝛽[cos(𝛾𝛾2) − cos(𝛾𝛾1)]
𝐻𝐻𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟�𝐿𝐿 𝐷𝐷� �
�  (8b) 
𝑠𝑠2 = 𝑠𝑠1 + 𝐻𝐻(𝛾𝛾2 − 𝛾𝛾1) − 𝐻𝐻𝑐𝑐
√1 − 𝑐𝑐2  ln{𝑏𝑏} (8c) 
where: 
𝑏𝑏 = (1 − 𝑐𝑐) tan �𝛾𝛾22 � tan �𝛾𝛾12 � − √1 − 𝑐𝑐2 �tan �𝛾𝛾22 � − tan �𝛾𝛾12 �� − 𝑐𝑐 − 1(1 − 𝑐𝑐) tan �𝛾𝛾22 � tan �𝛾𝛾12 � + √1 − 𝑐𝑐2 �tan �𝛾𝛾22 � − tan �𝛾𝛾12 �� − 𝑐𝑐 − 1 (8d) 
𝑐𝑐 = 𝐻𝐻𝜌𝜌1�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 − cos(𝛾𝛾1) (8e) 
where 𝑠𝑠 is the range over the planetary surface (specifically, downrange), and 𝑏𝑏 and 𝑐𝑐 are 
intermediate variables. The subscripts 1 and 2 represent indexes corresponding to some arbitrary 
points/flight-states in the trajectory. Also, one has the option of manipulating the expressions 
above to modify the independent variable to some other flight state variable.  
Additionally, Eq. (8b) can be rewritten in terms of atmospheric density as a function of flight-path 
angle: 
𝜌𝜌2 = 𝜌𝜌1 + 2𝛽𝛽[cos(𝛾𝛾2) − cos(𝛾𝛾1)]
𝐻𝐻�𝐿𝐿 𝐷𝐷� �
  (8f) 
Assumptions & Conditions 
The following is a discussion about the assumptions and inequality conditions that are involved 
with each of the expressions, i.e. Eq. (8a) through (8c). There are a set of ‘common assumptions’ 
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that apply to all of the three expressions, however, these are not included in the ‘explicit 
assumptions’. The common assumptions are:  
i) Planar motion, i.e. two-degree-of-freedom equations of motion  
ii) Constant acceleration due to gravity, 𝑔𝑔 
iii) Constant lift-to-drag ratio, 𝐿𝐿 𝐷𝐷�   
iv) Constant ballistic coefficient, 𝛽𝛽  
As an example of the derivation process for these expressions, the complete derivation of the flight-
path angle expression is provided, but for the derivations of the other two expressions, refer to 
reference [5].  
For the derivation of the flight-path angle expression, as shown in Eq. (8a), three explicit 
assumptions need to be made. The first assumption is made in Eq. (6a): neglecting the gravitational 
term relative to the aerodynamic drag term, i.e. |𝜌𝜌𝑉𝑉2 2𝛽𝛽⁄ | ≫ |𝑔𝑔 sin(𝛾𝛾)|. The remaining two 
assumptions need to be made in Eq. (6b): i) assuming flat planet, or in other words, the planetary 
radius approaches infinity (i.e. 𝑅𝑅 → ∞); and ii) neglecting the gravitational term relative to the 
aerodynamic lift term, i.e. 𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ ≫ |𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ |. These assumptions result in the 
following: 
𝑑𝑑𝑉𝑉
𝑑𝑑𝑡𝑡
= −𝜌𝜌𝑉𝑉22𝛽𝛽  (9a) 
𝑑𝑑𝛾𝛾
𝑑𝑑𝑡𝑡
= 𝜌𝜌𝑉𝑉�𝐿𝐿 𝐷𝐷� �2𝛽𝛽  (9b) 
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Additionally, combining 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄ = (𝑑𝑑𝛾𝛾 𝑑𝑑𝑉𝑉⁄ )(𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄ ) with Eq. (9a) and Eq. (9b) results in the 
following: 
𝑑𝑑𝛾𝛾 = −�𝐿𝐿 𝐷𝐷� �
𝑉𝑉
𝑑𝑑𝑉𝑉 (10) 
Integrating Eq. (10) from some state (𝛾𝛾1,𝑉𝑉1) to some other state (𝛾𝛾2,𝑉𝑉2), and solving for 𝛾𝛾2 results 
in the expression shown in Eq. (8a).  
Due the presence of a natural logarithmic term, ln{ }, in Eq. (8a), 𝑉𝑉2 ≠ 0; and due to the fact that 
a number divided by a zero-valued number is undefined, 𝑉𝑉1 ≠ 0. Additionally, one can manipulate 
the expression to solve for 𝑉𝑉2 as a function of 𝑉𝑉1, 𝛾𝛾1, and 𝛾𝛾2. 
For the derivation of the altitude expression shown in Eq. (8b), three explicit assumptions need to 
be made. One of the three assumptions is the utilization of an exponential atmosphere model: 
𝜌𝜌 = 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ𝐻𝐻  (11) 
The remaining two assumptions need to be made in Eq. (6b), and they are the same as those made 
for the derivation of the flight-path angle expression: i) assuming flat planet; and ii) neglecting the 
gravitational term relative to the aerodynamic lift term. Putnam and Braun (2016) provide the 
complete derivation [5].  
Due the presence of a natural logarithmic term, ln{ }, in Eq. (8b), the following condition must 
hold true for real-valued results: 
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eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ1𝐻𝐻 + 2𝛽𝛽[cos(𝛾𝛾2) − cos(𝛾𝛾1)]
𝐻𝐻𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟�𝐿𝐿 𝐷𝐷� �
> 0 (12) 
Hence, solving this condition for cos(𝛾𝛾2) − cos(𝛾𝛾1) results in: 
cos(𝛾𝛾2) − cos(𝛾𝛾1) > −�𝐻𝐻𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 �  eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ1𝐻𝐻  (13) 
Additionally, 𝐻𝐻, 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟, and (𝐿𝐿 𝐷𝐷⁄ ) must all be non-zero quantities.  
When using the altitude expression described by Eq. (8b), one must verify that the condition 
described by Eq. (13) is satisfied. 
For the derivation of the range expression shown in Eq. (8c), four explicit assumptions need to be 
made. One of the four assumptions is neglecting the altitude term relative to the planetary 
volumetric mean radius, i.e. 𝑅𝑅 ≫ ℎ, hence simplifying Eq. (6d) to: 
𝑅𝑅
𝑑𝑑𝜃𝜃
𝑑𝑑𝑡𝑡
= 𝑑𝑑𝑠𝑠
𝑑𝑑𝑡𝑡
= 𝑉𝑉 cos(𝛾𝛾) (14) 
The other three assumptions have been mentioned earlier for other expressions: i) assuming an 
exponential atmosphere model; ii) assuming flat planet in Eq. (6b); and iii) neglecting the 
gravitational term relative to the aerodynamic lift term in Eq. (6b). Putnam and Braun (2016) 
provide the complete derivation [5]. 
It is important to note that Eq. (8c) is a conditional expression; it must satisfy the following two 
conditions: 
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2𝛽𝛽
𝐻𝐻𝜌𝜌1
[cos(𝛾𝛾1) − cos(𝛾𝛾2)] < 𝐿𝐿 𝐷𝐷� < 2𝛽𝛽𝐻𝐻𝜌𝜌1 [cos(𝛾𝛾1) + 1] (15a) 
𝐿𝐿
𝐷𝐷� > 0 (15b) 
These conditions stem from the need for real-valued, defined results from the range expression. 
Due to the presence of the √1 − 𝑐𝑐2 term in the denominator in Eq. (8c), 𝑐𝑐 ≠ 1 as a number divided 
by a zero-valued number is undefined. Variables 𝑐𝑐 and 𝐿𝐿 𝐷𝐷⁄  are related by Eq. (8e), and hence, 
solving 𝑐𝑐 ≠ 1 for 𝐿𝐿 𝐷𝐷⁄  results in: 
𝐿𝐿
𝐷𝐷� ≠
2𝛽𝛽
𝐻𝐻𝜌𝜌1
[cos(𝛾𝛾1) + 1] (16) 
Additionally, for real-valued results, the quantity underneath the square-root must be zero or 
positive, i.e. 1 − 𝑐𝑐2 ≥ 0. This results in −1 ≤ 𝑐𝑐 ≤ 1. Hence, solving this constraint for 𝐿𝐿 𝐷𝐷⁄  
results in: 
2𝛽𝛽
𝐻𝐻𝜌𝜌1
[cos(𝛾𝛾1) − 1] ≤ 𝐿𝐿 𝐷𝐷� ≤ 2𝛽𝛽𝐻𝐻𝜌𝜌1 [cos(𝛾𝛾1) + 1] (17) 
Due the presence of a natural logarithmic term, ln{ }, in Eq. (8c), the quantity inside the logarithm 
must be positive for real-valued, defined results: 
(1 − 𝑐𝑐) tan �𝛾𝛾22 � tan �𝛾𝛾12 � − �1 − 𝑐𝑐2 �tan �𝛾𝛾22 � − tan �𝛾𝛾12 �� − 𝑐𝑐 − 1 > 0 (18) 
Using Mathematica [43] to solve this inequality for 𝑐𝑐 results in 𝑐𝑐 > − cos(𝛾𝛾1) and 𝑐𝑐 > − cos(𝛾𝛾2). 
Hence, solving these constraints for 𝐿𝐿 𝐷𝐷⁄  results in the conditions described by Eq. (15b) and Eq. 
(19), respectively. 
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𝐿𝐿
𝐷𝐷� > 2𝛽𝛽𝐻𝐻𝜌𝜌1 [cos(𝛾𝛾1) − cos(𝛾𝛾2)] (19) 
Additionally, the denominator in the natural logarithmic term, ln{ }, in Eq. (8c) cannot be equal to 
zero; however, this is already satisfied by the constraints 𝑐𝑐 > − cos(𝛾𝛾1) and 𝑐𝑐 > − cos(𝛾𝛾2). 
Combining the right-hand side of the inequality condition in Eq. (17) with the inequality condition 
from Eq. (16) results in the right-hand side (upper-bound) of the inequality condition for the range 
expression in Eq. (15a). The left-hand side (lower-bound) of the inequality condition in Eq. (17) 
and the inequality condition from Eq. (19) are competing conditions; however, analytically 
comparing these two inequalities shows that Eq. (19) will always be the more conservative 
condition as cos(𝛾𝛾2) < 1 is always true, except when cos(𝛾𝛾2) = 1, and that is when both the 
conditions are equal to each other. Hence, the inequality condition in Eq. (19) is used as the lower-
bound (left-hand side) of the inequality condition for the range expression in Eq. (15a). As shown 
earlier, Eq. (15b) is a result of 𝑐𝑐 > − cos(𝛾𝛾1). Additionally, 𝛽𝛽 must be a non-zero quantity. 
Table 1 and Table 2, respectively, provide a summary of the inequality conditions and assumptions 
that are involved with each of the three relevant expressions for the closed-form steep-lifting entry 
trajectory solution. 
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Table 1: Inequality Conditions in Steep-Lifting Entry Trajectory Solution 
Expressions Inequality Conditions 
Flight-path 
angle 
(𝛾𝛾2) 
𝑉𝑉1 ≠ 0 
Non-zero 𝐻𝐻, 
𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟, 𝛽𝛽, and 
�𝐿𝐿 𝐷𝐷� � 
𝑉𝑉2 ≠ 0 
Altitude 
(ℎ2) 
cos(𝛾𝛾2) − cos(𝛾𝛾1) > −�𝐻𝐻𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 �  eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ1𝐻𝐻  
Range 
(𝑠𝑠2) 
2𝛽𝛽
𝐻𝐻𝜌𝜌1
[cos(𝛾𝛾1) − cos(𝛾𝛾2)] < 𝐿𝐿 𝐷𝐷� < 2𝛽𝛽𝐻𝐻𝜌𝜌1 [cos(𝛾𝛾1) + 1] 
𝐿𝐿
𝐷𝐷� > 0 
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Table 2: Assumptions in Steep-Lifting Entry Trajectory Solution 
Assumptions 
Expressions 
Flight-
path angle 
(𝛾𝛾2) 
Altitude 
(ℎ2) 
Range 
(𝑠𝑠2) 
C
om
m
on
 
A
ss
um
pt
io
ns
 Planar motion • • • 
Constant 𝑔𝑔 • • • 
Constant 𝐿𝐿 𝐷𝐷�  • • • 
Constant 𝛽𝛽 • • • 
E
xp
lic
it 
A
ss
um
pt
io
ns
 
{1} Neglect the gravitational term relative 
to the aerodynamic drag term: 
 |𝜌𝜌𝑉𝑉2 2𝛽𝛽⁄ | ≫ |𝑔𝑔 sin(𝛾𝛾)| •   
{2} Neglect the gravitational term relative 
to the aerodynamic lift term: 
 
𝜌𝜌𝑉𝑉�𝐿𝐿 𝐷𝐷� � 2𝛽𝛽� ≫ |𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ | • • • 
{3} Flat planet: 
 
𝑅𝑅 → ∞ • • • 
{4} Exponential atmosphere model: 
 
𝜌𝜌 = 𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟 eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ𝐻𝐻   • • 
{5} Neglect the altitude term relative to 
the planetary volumetric mean radius: 
 
𝑅𝑅 ≫ ℎ 
  • 
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1.3 Entry Guidance Methods 
1.3.1 Bank Angle Modulation 
There are two fundamental types of trajectory control methods which can be used to modify a 
vehicle’s trajectory during an aeroassist maneuver: i) lift-modulation, which modifies the 
trajectory via modifying the magnitude or direction of the lift vector, 𝑳𝑳�⃗ , of the vehicle; and ii) drag-
modulation, which modifies the trajectory via modifying the ballistic coefficient, 𝛽𝛽, of the vehicle. 
To date, lift-modulation has been the trajectory control method that has been implemented in all 
guided hypersonic systems [1].  
Bank angle modulation, also known as bank angle steering or bank-to-steer, is a lift-modulation 
trajectory control method. It utilizes the modification of the bank angle, σ, of a vehicle that has a 
non-zero lift-to-drag ratio to modify the direction of its lift vector for downrange (i.e. longitudinal) 
control and to control its energy depletion rate. This enables the vehicle to satisfy trajectory 
constraints such as downrange, peak deceleration, and peak heating. As stated by Putnam (2015), 
“notable bank-to-steer entry vehicles include the Apollo Command Module, the Soyuz Descent 
Module, the Mars Science Laboratory (MSL), and the forthcoming Orion Crew Module” [1].  
Figure 2 illustrates an example of a bank angle modulation maneuver, where changing the bank 
angle by some ∆𝜎𝜎 rotates the vehicle’s lift vector from 𝑳𝑳�⃗ (𝑡𝑡𝑡𝑡) to 𝑳𝑳�⃗ (𝑡𝑡1), about the vehicle’s wind-
relative velocity vector, 𝑽𝑽𝑊𝑊������⃗ .  
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 Figure 2: Example of a Bank Angle Modulation Maneuver 
Modifying the direction of the lift vector, 𝑳𝑳�⃗ , modifies the vertical (in-plane) component of the lift 
vector, which in turn modifies the in-plane lift-to-drag ratio, 𝐿𝐿 𝐷𝐷⁄ , of the vehicle. This can also be 
analytically depicted by the relationship shown in Eq. (7).  
Figure 3 illustrates the in-plane (i.e. vertical) and out-of-plane (i.e. horizontal) components of the 
lift vector. In Figure 3, the vehicle’s wind-relative velocity vector, 𝑽𝑽𝑊𝑊������⃗ , is pointing directly out of 
the page. Putnam (2015) notes that “while bank maneuvers have no direct effect on the drag vector, 
𝑫𝑫��⃗ , they do change the amount of lift pointed in the vertical direction” [1].  
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 Figure 3: Vehicle's Lift Vector Components 
The bank angle modulation scheme modifies the direction of the lift vector, and not the magnitude. 
Hence, bank angles other than 0° (i.e. full lift-up) or ±180° (i.e. full lift-down) would result in an 
out-of-plane lift component, which causes the vehicle to turn and traverse in the lateral direction 
(i.e. crossrange). This out-of-plane component is typically used for crossrange control via periodic 
bank reversals to maintain a desired heading. Figure 4 illustrates an example of a bank reversal 
maneuver, where changing the bank angle by some ∆𝜎𝜎 rotates the vehicle’s lift vector from 𝑳𝑳�⃗ (𝑡𝑡𝑡𝑡) 
to 𝑳𝑳�⃗ (𝑡𝑡1), about the vehicle’s wind-relative velocity vector, 𝑽𝑽𝑊𝑊������⃗ , which is pointing directly out of 
the page in the figure.  
𝑳𝑳�⃗  
In-plane/ 
V
ertical 
Out-of-plane/ 
Horizontal 
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 Figure 4: Example of a Bank Reversal Maneuver 
In a bank reversal, the vehicle’s out-of-plane component of the lift vector is modified, or more 
specifically, is reversed, while keeping the same in-plane lift magnitude; this can be visually 
depicted from the illustration shown in Figure 4. In other words, the sign of the bank angle is 
reversed while keeping the same magnitude. For example, if the bank angle is 40°, then a bank 
reversal maneuver would necessitate changing the bank angle to -40°. As can be seen from Eq. 
(7), the in-plane lift-to-drag ratio, 𝐿𝐿 𝐷𝐷⁄ , is related to the cosine of the bank angle; hence, when 
there is only a change in the sign of the bank angle, the value of the in-plane lift-to-drag ratio 
remains the same, while the sign of the crossrange component gets reversed.  
Additionally, Putnam (2015) notes that “periodic bank reversals maintain heading but cause 
disturbances to the in-plane lift due to their finite nature” [1].  
For context in recent lateral logic-related research and developments, refer to reference [21], where 
Smith (2016) reports the development of a closed-loop bank reversal method for numerical entry 
guidance algorithms where the number of bank reversals to be performed can be fixed.  
Reversed 
bank angle 
Perform bank 
reversal 
Initial bank 
angle 
𝜎𝜎(𝑡𝑡𝑡𝑡) 𝑳𝑳�⃗ (𝑡𝑡𝑡𝑡) 
∆𝜎𝜎 
𝑳𝑳�⃗ (𝑡𝑡1) 
𝜎𝜎(𝑡𝑡1) 
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1.3.2 Guidance Algorithms 
In the context of atmospheric entry, the type of algorithm has a significant effect on the accuracy 
and the robustness of the guidance system. Bairstow (2006) describes three fundamental types of 
guidance methods: numeric predictor-corrector, analytic predictor-corrector, and reference-
following controller [3]. These guidance methodologies are generic in the sense that they could be 
applied to other types of guidance applications, e.g. aerocapture; however, the focus of this thesis 
is on guidance methods being applied in the context of atmospheric direct entry applications.  
In a numeric predictor-corrector algorithm, the guidance commands (i.e. bank angle commands) 
are determined through an iterative process which requires numerical integration of the equations 
of motion. Initially, a bank angle is assumed, and based on this assumed bank angle, the equations 
of motion are numerically integrated until a desired final state 1. Based on the results from the 
integration, the bank angle is corrected to reduce the error in the final state, and the equations of 
motion are integrated again with the corrected bank angle. This process is iterated until an 
appropriate bank angle is determined in which the vehicle meets the desired final state(s), to within 
some specified tolerance. The iterative process to determine the guidance command is completed 
at each guidance cycle based on current navigation, vehicle, and atmospheric conditions. The goal 
of the algorithm is to determine a guidance command at each guidance cycle, iteratively (i.e. 
predict and correct), via numerical integration of the equations of motion, such that the desired 
final state conditions can be met, to within some specified tolerance. References [25 - 36] provide 
1 The final state could be referenced to any of the flight-state parameters of the vehicle: velocity, range, altitude, and 
flight-path angle. For example, in entry applications with a parachute deployment phase, a desired final velocity state 
and/or altitude state are typically used as the final state(s), while minimizing the range error.  
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context for past and current work related to numeric predictor-corrector guidance algorithms in the 
context of aeroassist applications.   
An analytic predictor-corrector algorithm is very similar to a numeric predictor-corrector with the 
exception being the use of closed-form analytical solutions in the former, instead of the numerical 
integration of the equations of motion that is used in the latter. An analytic predictor-corrector 
utilizes an iterative predictor-corrector process, similar to that of the numeric predictor-corrector 
algorithm, where at each guidance cycle, a guidance command (i.e. bank angle command) is 
computed that satisfies the desired final state condition(s), to within some specified tolerance.  
In a reference-following controller algorithm, the guidance system attempts to follow a pre-
determined reference flight trajectory based on pre-specified atmospheric, and initial and final 
vehicle states. Due to the finite nature of and uncertainties in navigation states, atmospheric 
conditions, vehicle parameters, and control authority; the vehicle may perturb (deviate) from the 
reference flight trajectory. The guidance system utilizes pre-determined control gains to correct 
for these deviations between the reference flight trajectory and the actual flight trajectory. The 
guidance commands are computed by multiplying the deviations in the vehicle states (e.g. velocity, 
altitude, range, flight-path angle, altitude rate, drag acceleration) by the corresponding control 
gains, and determining an appropriate bank angle command which would perturb the vehicle back 
towards the reference flight trajectory. The reference flight trajectory and its complementary 
control gains are typically computed pre-flight, and are typically implemented in the guidance 
system in the form of a look-up table. 
In comparing these three guidance methodologies analogically and in a qualitative manner, they 
each offer advantages and disadvantages over one another. The numeric predictor-corrector 
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algorithm offers improved accuracy over the analytic predictor-corrector algorithm as the numeric 
predictor-corrector algorithm has the ability to integrate unsimplified, non-linear equations of 
motion. However, this comes at a cost of algorithmic complexity, and the added difficulty of 
verifying the algorithm as flight-ready. The analytic predictor-corrector is more robust than the 
reference-following controller as it has the ability to monitor and update spacecraft characteristics 
and atmospheric conditions in its closed-form analytical expressions. To derive the closed-form 
expressions, some simplification of the equations of motion is required, which comes at a cost of 
accuracy. The accuracy depends on the application of the analytical approximations; some 
approximations work better for certain applications. The reference-following controller is perhaps 
the simplest guidance algorithm to implement, as compared with the other two guidance 
methodologies, with respect to both computational requirements and algorithmic complexity. 
However, since the trajectory is defined pre-flight in a reference-following controller, it is less 
flexible to changes in flight and/or atmospheric conditions, hence comes at a cost of robustness, 
as compared to the other two guidance methodologies.  
Rousseau et al. (2002) offer a comparative study between these guidance algorithms being applied 
to aerocapture examples [4]. Braun et al. (2013) offer a comparative study between these guidance 
algorithms and discuss the advances in these algorithms for various aerospace systems [15]. 
Additionally, Lu and Brunner (2012) compare the performance of a numeric predictor-corrector 
guidance algorithm with that of the Apollo skip entry guidance algorithm [22]. 
References [16] and [17] provide context for an enhanced skip trajectory guidance algorithm that 
was developed for lunar return missions, which utilizes a numeric predictor-corrector algorithm 
for the skip phase of the entry trajectory and the Apollo final phase guidance algorithm for the 
final phase of the entry trajectory. Additionally, Zaiacomo et al. (2009) report the development of 
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a skip entry guidance method with the incorporation of the Apollo skip entry guidance algorithm 
and a predictor-corrector scheme [24]. 
1.3.3 Apollo Final Phase Guidance Algorithm 
The Apollo guidance algorithm is a skip entry guidance algorithm that was created during the 
Apollo era. The algorithm is composed of multiple, distinct phases with different steering 
algorithms [2]. References [18], [19], and [20] provide historical context for the Apollo skip entry 
guidance algorithm. The final phase of the Apollo guidance algorithm represents the direct entry 
guidance logic, and is commonly referred to as the Apollo final phase.  
The Apollo final phase guidance algorithm is a terminal-point controller [6]. Hence, in the 
algorithm, it is the final state error (i.e. expected deviation between the flight and reference 
trajectories at the final state, based on the current state) that is being compensated for, rather than 
the current state error (i.e. actual deviation between the flight and reference trajectories at the 
current state). References [37 - 41] provide context for current and past work with terminal-point 
controllers in the context of aeroassist applications.  
The trajectory control method for the Apollo final phase algorithm is bank angle modulation. The 
control law compensates for final state errors by determining appropriate bank angle commands 
using the pre-determined control gains.  
The reference trajectory is computed by forward integration of the two-degree-of-freedom (planar) 
equations of motion with a constant, nominal bank angle solution; and the control gains are derived 
using linear perturbation theory, and are computed by backward integration of the differential 
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adjoint equations to the planar equations of motion, along the reference trajectory 2. Both the 
reference trajectory parameters and control gains are stored in a look-up table, with the 
independent variable being velocity; and interpolation is used with the vehicle’s current velocity 
to determine the appropriate bank angle commands.  
The Apollo final phase guidance algorithm is used for comparison purposes in this thesis, as it 
represents the current state-of-the-art for bank-to-steer systems. 
1.3.3.1 Algorithm & Equations 
The reference trajectory in the Apollo final phase guidance algorithm is defined by the following 
three parameters as functions of velocity: altitude rate, drag acceleration, and range-to-go. The 
altitude rate, ℎ̇ = 𝑑𝑑ℎ 𝑑𝑑𝑡𝑡⁄ , is defined by Eq. (6c); drag acceleration, 𝐷𝐷𝑡𝑡,  is defined by Eq. (20); and 
range-to-go, 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, is defined by Eq. (21).    
𝐷𝐷𝑡𝑡 = 𝐷𝐷𝑚𝑚 = 𝜌𝜌𝑉𝑉2𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟𝐶𝐶𝐷𝐷2𝑚𝑚  (20) 
𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑠𝑠 (21) 
where 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡 is the target downrange which has to be selected based on a target landing site. In the 
algorithm, errors in altitude rate and drag acceleration between flight and reference states are 
utilized to compute a predicted range-to-go quantity, 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑝𝑝: 
𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑝𝑝 = 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝜕𝜕𝐷𝐷𝑡𝑡 �𝐷𝐷𝑡𝑡−𝑟𝑟𝑡𝑡𝑡𝑡 − 𝐷𝐷𝑡𝑡−𝑟𝑟𝑟𝑟𝑟𝑟� + 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝜕𝜕ℎ̇ �ℎ̇𝑟𝑟𝑡𝑡𝑡𝑡 − ℎ̇𝑟𝑟𝑟𝑟𝑟𝑟� (22) 
2 The phrase ‘along the reference trajectory’ implies computation based on the ‘reference’ flight and atmospheric 
states; i.e. at some time 𝑡𝑡𝑖𝑖, the reference states are 𝑉𝑉𝑖𝑖, 𝛾𝛾𝑖𝑖, ℎ𝑖𝑖, 𝑠𝑠𝑖𝑖, and 𝜌𝜌𝑖𝑖. 
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where the subscripts 𝑝𝑝, 𝑟𝑟𝐶𝐶𝑓𝑓, and 𝑓𝑓𝑓𝑓𝑡𝑡 are used to represent the predicted quantity, the reference 
quantity, and the flight quantity, respectively. 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕𝐷𝐷𝑎𝑎
 and 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕ℎ̇
 are the range-to-go control gains to 
compensate for the drag acceleration and altitude rate errors, respectively. 
The predicted range-to-go is used to compute the commanded vertical lift-to-drag ratio, (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐: 
�𝐿𝐿 𝐷𝐷� �𝑐𝑐
= �𝐿𝐿 𝐷𝐷� �𝑟𝑟𝑟𝑟𝑟𝑟 + 𝐾𝐾�𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑟𝑟𝑡𝑡𝑡𝑡 − 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑝𝑝�𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝜕𝜕⁄ �𝐿𝐿 𝐷𝐷� �  (23) 
where (𝐿𝐿 𝐷𝐷⁄ )𝑟𝑟𝑟𝑟𝑟𝑟 is the reference (nominal) vertical lift-to-drag ratio that was used to generate the 
reference trajectory, and is a constant; 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕�𝐿𝐿 𝐷𝐷� �
 is the range-to-go control gain with respect to the 
vertical lift-to-drag ratio quantity, and 𝐾𝐾 is an over-control gain which is employed to improve 
range convergence behavior. Due to slow system responses and the finite nature of control 
maneuvers, the incorporation of the over-control gain enables empirical improvement in the 
performance of the guidance algorithm [7]. 
Finally, the commanded (desired) bank angle, 𝜎𝜎𝑐𝑐, is computed by: 
𝜎𝜎𝑐𝑐 = ± cos−1 � �𝐿𝐿 𝐷𝐷� �𝑐𝑐
�𝐿𝐿 𝐷𝐷� �𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
� (24) 
where the (±) sign depicts the control option for bank reversals for lateral control. A bank reversal 
is performed when the crossrange exceeds some lateral deadband. Bank reversal commands are 
determined through a separate piece of lateral guidance logic for crossrange management.   
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1.3.3.2 Reference Trajectory & Control Gains 
The reference trajectory and control gain design and implementation for the Apollo final phase 
algorithm are inherently two separate mechanisms, and hence can be divided into two separate 
parts.  
As mentioned earlier, the reference trajectory is computed by forward integration of the two-
degree-of-freedom (planar) equations of motion, Eq. (6a) through (6d), from some initial state (𝑉𝑉𝑡𝑡, 
𝛾𝛾𝑡𝑡, ℎ𝑡𝑡, 𝑠𝑠𝑡𝑡) to some other state (𝑉𝑉𝑖𝑖, 𝛾𝛾𝑖𝑖, ℎ𝑖𝑖, 𝑠𝑠𝑖𝑖), with a constant, nominal (reference) bank angle. The 
initial state conditions are typically defined by the EI, at approximately 0.2 g’s. The reference 
trajectory generation process (i.e. integration process) is terminated once some desired final state 
condition(s) have been met; typically, the final state condition for Mars entry systems is the 
parachute deployment velocity, as was for the MSL vehicle at approximately Mach 2 [8]. The 
reference bank angle, or the reference lift-to-drag ratio, is typically selected based on some 
percentage of the total lift-to-drag ratio. In this thesis, all analyses are performed using a reference 
lift-to-drag ratio which is approximately 60% of the total lift-to-drag ratio, which corresponds to a 
bank angle of approximately 53.1°. For integration of the planar equations of motion, an 
assumption has to be made in Eq. (6d) to relate the range angle to range distance: neglecting the 
altitude quantity relative to the planetary volumetric mean radius, i.e. 𝑅𝑅 ≫ ℎ; which converts Eq. 
(6d) to Eq. (14).  
The control (sensitivity) gains �𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕𝐷𝐷𝑎𝑎
, 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕ℎ̇
, and 𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕(𝐿𝐿 𝐷𝐷⁄ )� are derived from linear perturbation 
theory with optimal control principles; the derivation of the control law is available in literature 
and is documented by Carman et al. (1998) [7] and Bairstow (2006) [3]. The derivation process 
involves the derivation of the differential adjoint equations to the planar equations of motion with 
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the control variable, 𝑢𝑢, being the in-plane lift-to-drag ratio, 𝐿𝐿 𝐷𝐷⁄ ; and based on the adjoint states 
along the reference trajectory, the sensitivities are determined.  
In order to compute the control gains as a function of velocity, along the reference trajectory; the 
differential adjoint equations, Eq. (26a) through Eq. (26e), are backward integrated from the final 
state, 𝑓𝑓, as defined by Eq. (28), to some other state 𝑖𝑖, along the reference trajectory (∗), until the 
initial condition, 𝑜𝑜; and then the resultant adjoint states are used to compute the control gains via 
Eq. (29a) through Eq. (29c).  
The differential adjoint equations to the planar equations of motion can be represented as 𝝀𝝀�⃗ ̇ : 
𝝀𝝀�⃗ ̇ (𝑡𝑡) = 𝑑𝑑𝝀𝝀�⃗
𝑑𝑑𝑡𝑡
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑑𝑑𝜆𝜆𝑉𝑉
𝑑𝑑𝑡𝑡
𝑑𝑑𝜆𝜆𝛾𝛾
𝑑𝑑𝑡𝑡
𝑑𝑑𝜆𝜆ℎ
𝑑𝑑𝑡𝑡
𝑑𝑑𝜆𝜆𝑠𝑠
𝑑𝑑𝑡𝑡
𝑑𝑑𝜆𝜆𝑢𝑢
𝑑𝑑𝑡𝑡 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
 (25) 
where 𝝀𝝀�⃗ (𝑡𝑡) is the vector of the adjoint states (influence coefficients), i.e. 𝜆𝜆𝑉𝑉, 𝜆𝜆𝛾𝛾, 𝜆𝜆ℎ, 𝜆𝜆𝑠𝑠, and 𝜆𝜆𝑢𝑢; 𝑢𝑢 
is the control variable; and: 
𝑑𝑑𝜆𝜆𝑉𝑉
𝑑𝑑𝑡𝑡
= �𝜌𝜌∗𝑉𝑉∗
𝛽𝛽
� 𝜆𝜆𝑉𝑉(𝑡𝑡) − �𝜌𝜌∗�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 + 𝑔𝑔 cos(𝛾𝛾∗)(𝑉𝑉∗)2 + cos(𝛾𝛾∗)ℎ∗ + 𝑅𝑅 � 𝜆𝜆𝛾𝛾(𝑡𝑡) − [sin(𝛾𝛾∗)]𝜆𝜆ℎ(𝑡𝑡)
− [cos(𝛾𝛾∗)]𝜆𝜆𝑠𝑠(𝑡𝑡) (26a) 
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𝑑𝑑𝜆𝜆𝛾𝛾
𝑑𝑑𝑡𝑡
= [𝑔𝑔 cos(𝛾𝛾∗)]𝜆𝜆𝑉𝑉(𝑡𝑡) + �𝑉𝑉∗ sin(𝛾𝛾∗)ℎ∗ + 𝑅𝑅 − 𝑔𝑔 sin(𝛾𝛾∗)𝑉𝑉∗ � 𝜆𝜆𝛾𝛾(𝑡𝑡) − [𝑉𝑉∗ cos(𝛾𝛾∗)]𝜆𝜆ℎ(𝑡𝑡)+ [𝑉𝑉∗ sin(𝛾𝛾∗)]𝜆𝜆𝑠𝑠(𝑡𝑡) (26b) 
𝑑𝑑𝜆𝜆ℎ
𝑑𝑑𝑡𝑡
= ��(𝑉𝑉∗)22𝛽𝛽 ��𝜕𝜕𝜌𝜌𝜕𝜕ℎ�∗� 𝜆𝜆𝑉𝑉(𝑡𝑡) + �𝑉𝑉∗cos(𝛾𝛾∗)(ℎ∗ + 𝑅𝑅)2 − �𝑉𝑉∗�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 � �𝜕𝜕𝜌𝜌𝜕𝜕ℎ�∗� 𝜆𝜆𝛾𝛾(𝑡𝑡) (26c) 
𝑑𝑑𝜆𝜆𝑠𝑠
𝑑𝑑𝑡𝑡
= 0 (26d) 
𝑑𝑑𝜆𝜆𝑢𝑢
𝑑𝑑𝑡𝑡
= −�𝜌𝜌∗𝑉𝑉∗2𝛽𝛽 � 𝜆𝜆𝛾𝛾(𝑡𝑡) (26e) 
where the superscript ∗ represents the respective states along the reference trajectory, and �𝜕𝜕𝜕𝜕
𝜕𝜕ℎ
�
∗
is 
the gradient of atmospheric density with respect to altitude at the reference trajectory state. �𝜕𝜕𝜕𝜕
𝜕𝜕ℎ
�
∗
 
can be computed by: 
�
𝜕𝜕𝜌𝜌
𝜕𝜕ℎ
�
∗ = 𝜌𝜌(ℎ∗ + ∆ℎ) − 𝜌𝜌∗(ℎ∗)
∆ℎ
 (27) 
where ∆ℎ is some small altitude change. 
The boundary (final) conditions for the differential adjoint equations are: 
𝝀𝝀�⃗ �𝑡𝑡𝑟𝑟� =
⎣
⎢
⎢
⎢
⎢
⎢
⎡𝜆𝜆𝑉𝑉�𝑡𝑡𝑟𝑟�
𝜆𝜆𝛾𝛾�𝑡𝑡𝑟𝑟�
𝜆𝜆ℎ�𝑡𝑡𝑟𝑟�
𝜆𝜆𝑠𝑠�𝑡𝑡𝑟𝑟�
𝜆𝜆𝑢𝑢�𝑡𝑡𝑟𝑟�⎦
⎥
⎥
⎥
⎥
⎥
⎤ =
⎣
⎢
⎢
⎢
⎡
00
− cot�𝛾𝛾𝑟𝑟∗�10 ⎦⎥⎥
⎥
⎤
 (28) 
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To compute the control gains as a function of velocity, along the reference trajectory, the following 
relationships are used, with the independent variable being velocity, and with the resultant adjoint 
states from integration: 
𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕𝐷𝐷𝑡𝑡
(𝑉𝑉) = � 2𝛽𝛽(𝑉𝑉∗)2 �𝜕𝜕𝜌𝜌𝜕𝜕ℎ�∗� 𝜆𝜆ℎ(𝑉𝑉) (29a) 
𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕ℎ̇
(𝑉𝑉) = � 1
𝑉𝑉∗cos(𝛾𝛾∗)� 𝜆𝜆𝛾𝛾(𝑉𝑉)  (29b) 
𝜕𝜕𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝜕𝜕�𝐿𝐿 𝐷𝐷� �
(𝑉𝑉) = 𝜆𝜆𝑢𝑢(𝑉𝑉) (29c) 
For the analyses presented in this thesis, the reference trajectory and control gains were generated 
via the numerical integration of the two-degree-of-freedom equations of motion and via the 
numerical integration of the differential adjoint equations, respectively, using MATALB’s ‘ode45’ 
solver [44].  
1.3.4 Numeric & Analytic Predictor-Corrector Guidance Algorithms 
Two-degree-of-freedom numeric and analytic predictor-corrector algorithms were considered and 
implemented in the analyses for comparison purposes of various guidance algorithms, and these 
algorithms were relatively trivial algorithms. The common objective of both the algorithms was to 
minimize the final state range-to-go error at a specified final velocity state, 𝑉𝑉𝑟𝑟. 
For the numeric predictor-corrector algorithm, at each guidance cycle, the possible range of lift-
to-drag ratio values (i.e. constrained by the vehicle aerodynamic capabilities) were used to 
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numerically integrate the two-degree-of-freedom equations of motion, from the current state until 
the final state of 𝑉𝑉𝑟𝑟 to generate various trajectories for the possible range of lift-to-drag ratio values. 
The lift-to-drag ratio value corresponding to the trajectory that produced the least range-to-go error 
at 𝑉𝑉𝑟𝑟 was used as the guidance command. 
Similarly, for the analytic predictor-corrector algorithm, at each guidance cycle, the possible range 
of lift-to-drag ratio values (i.e. constrained by the vehicle aerodynamic capabilities, and the 
conditions of the steep-lifting entry trajectory solution, as specified by Table 1) were used to 
analytically compute the range-to-go error at the final state of 𝑉𝑉𝑟𝑟, via the steep-lifting entry 
trajectory solution, to generate various trajectories for the possible range of lift-to-drag ratio 
values. The lift-to-drag ratio value corresponding to the trajectory that produced the least range-
to-go error at 𝑉𝑉𝑟𝑟 was used as the guidance command. 
Figure 5 depicts a high-level algorithmic flow diagram of the predictor-corrector process employed 
for the analyses in this thesis. 
 
Figure 5: Flow Diagram of Predictor-Corrector Process 
Guidance cycle called
Current navigation and 
atmospheric states (V, γ, h, s, ρ) Simulate from current state to final state for possible (L/D)c values 
Determine the (L/D)c
which produced the least 
final state range-to-go 
error
Convert (L/D)c to σc Perform bank angle maneuver
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CHAPTER 2: DEVELOPMENT OF GUIDANCE 
ALGORITHM USING THE STEEP-LIFTING ENTRY 
TRAJECTORY SOLUTION 
2.1 Methodology 
Analytical guidance algorithms, in the context of real-time guidance applications, are highly 
desirable due to the potential of increased simplicity, increased robustness, decreased 
computational requirements, and increased computational efficiency. Even though, the 
computational capabilities for hardware are relatively high nowadays, as compared to a couple of 
decades ago; in the context of direct entry applications, communications are often limited, the 
dynamics are often highly non-linear, and computation times are often crucial due to the fast-paced 
nature of direct entry descent; hence the above-mentioned potential benefits are highly desirable 
for direct entry applications.  
For instance, comparing to the Apollo final phase guidance algorithm, an analytical guidance 
algorithm would eliminate the need for a look-up table and interpolation; additionally, it would be 
a more robust algorithm due it being applicable to dispersions and trajectories that are different 
from the reference trajectory; due to the linearization involved in the derivation of the control gains 
in the Apollo final phase guidance algorithm, it works well when the deviations from the reference 
trajectory are nominal. Comparing to numeric predictor-corrector algorithms, the need for 
numerical integration would be eliminated, hence further reducing computational requirements 
and increasing computational efficiency during flight. However, due to the use of simplified 
analytical solutions, the accuracy and applicability of analytical guidance algorithms are expected 
to be reduced when comparing to the Apollo final phase and numeric predictor-corrector guidance 
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algorithms which utilize numerical integration of either the two- or three-degree of freedom 
equations of motion.   
Multiple methodologies were investigated in the search for a closed-form analytical guidance 
algorithm for direct entry applications; however, due to the transcendental nature of the range 
expression in the steep-lifting entry trajectory solution, a closed-form method was not realized. 
Additionally, other strategies were attempted in order to develop closed-form analytical solutions 
for the determination of the control gains in the Apollo final phase guidance algorithm; however, 
an appropriate solution was not realized. A fully closed-form analytical guidance algorithm is 
highly desirable due to the potential added benefits of an analytical guidance method, as described 
earlier; and additionally, a fully closed-form algorithm would eliminate the need for an iterative 
process which is involved in predictor-corrector guidance algorithms, and hence increasing 
algorithmic simplicity, decreasing computational requirements, and increasing computational 
efficiency. 
Nonetheless, one method was realized and it stood out over all the others; and it is documented in 
this thesis. This method entailed the use of the steep-lifting entry trajectory solution, the use of 
bank angle modulation as the trajectory control method, and the use of root-solving for the 
computation of the desired (commanded) lift-to-drag ratio. Additionally, this method is an 
analytical root-solving terminal-point controller, as compared to the reference-following controller 
(more specifically, the reference-following terminal point controller as is the Apollo final phase 
guidance method), numeric predictor-corrector, or analytic predictor-corrector. In this thesis, the 
analytical root-solving terminal-point controller guidance method will be referred to as the ‘steep-
lifting root-solving entry guidance method,’ or more simply, the ‘steep-lifting guidance’.  
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The methodology behind the development of the steep-lifting guidance method entailed the 
utilization of the transcendental analytical range expression in the steep-lifting entry trajectory 
solution, Eq. (8c), for the computation of a commanded (desired) lift-to-drag ratio value based on 
the current state range-to-go and some desired final state condition(s); the computation of a 
commanded lift-to-drag ratio value inherently results in the computation of a bank angle command. 
In other words, at each guidance cycle, the guidance system solves the analytical range expression 
for a commanded lift-to-drag ratio value to nullify range-to-go at the final state condition(s); i.e. if 
the final state condition is a parachute deployment velocity, 𝑉𝑉𝑟𝑟, then the guidance system attempts 
to nullify the range-to-go at 𝑉𝑉𝑟𝑟. It is in this sense that this guidance method is a terminal-point 
controller guidance method; and due to the use of the closed-form analytical steep-lifting entry 
trajectory solution in this method, it is an analytical guidance method. 
The steep-lifting entry trajectory solution is applicable in the context of direct entries; however, 
the solution has conditions and assumptions, as outlined by Table 1 and Table 2, respectively, 
which must be satisfied for defined, real-valued, and accurate results. The solution is valid for 
vehicles with non-zero, positive lift-to-drag ratios, and for negative, monotonically increasing 
flight-path angles. The accuracy of the solution improves for steeper trajectories, larger lift-to-drag 
ratios, denser atmospheres, and smaller ballistic coefficients. Therefore, due to these limitations 
with the steep-lifting entry trajectory solution, the steep-lifting guidance method also has 
limitations with respect to its applicability, where the steep-lifting entry trajectory solution 
assumptions and conditions must be satisfied.  
For context in closed-form analytical guidance algorithm-related research, refer to reference [23], 
where Mease and McCreary (1985) investigated the “applicability of an approximate, closed-form, 
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analytical solution to the equations of motion, as a basis for deterministic guidance law for 
controlling the in-plane motion during a skip trajectory,” where the analytical solution was derived 
using method of matched asymptotic expansions.  
2.2 Steep-Lifting Guidance Algorithm 
The steep-lifting guidance algorithm is an analytical root-solving terminal-point controller 
guidance method which requires root-solving due to the transcendental nature of the analytical 
range expression, Eq. (8c), in the steep-lifting entry trajectory solution. The fundamental equation 
to be root-solved at each guidance cycle is defined as Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐): 
Γ ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
� = −𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 𝐻𝐻�𝛾𝛾𝑟𝑟 − 𝛾𝛾� − 𝐻𝐻𝑐𝑐
√1 − 𝑐𝑐2  ln{𝑏𝑏} (30a) 
where: 
𝑏𝑏 ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
� = (1 − 𝑐𝑐) tan �𝛾𝛾𝑟𝑟2 � tan �𝛾𝛾2� − √1 − 𝑐𝑐2 �tan �𝛾𝛾𝑟𝑟2 � − tan �𝛾𝛾2�� − 𝑐𝑐 − 1(1 − 𝑐𝑐) tan �𝛾𝛾𝑟𝑟2 � tan �𝛾𝛾2� + √1 − 𝑐𝑐2 �tan �𝛾𝛾𝑟𝑟2 � − tan �𝛾𝛾2�� − 𝑐𝑐 − 1 (30b) 
𝑐𝑐 ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
� = 𝐻𝐻𝜌𝜌�𝐿𝐿 𝐷𝐷� �𝑐𝑐2𝛽𝛽 − cos(𝛾𝛾) (30c) 
Additionally, 𝛾𝛾𝑟𝑟 is a function of (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐, i.e. 𝛾𝛾𝑟𝑟((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐); and is defined as the following, via the 
use of Eq. (8a), where in Eq. (8a), state 1 is treated as the current flight state, and state 2 is treated 
as the final flight state, 𝑓𝑓: 
𝛾𝛾𝑟𝑟 ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
� = 𝛾𝛾 − �𝐿𝐿 𝐷𝐷� �𝑐𝑐ln �𝑉𝑉𝑟𝑟𝑉𝑉 � (31) 
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In the expressions above, the current flight and atmospheric states are represented by 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 𝛾𝛾, 𝜌𝜌, 
and 𝑉𝑉. For selecting desired final state(s), one has the option to select a target downrange distance 
(𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡) as 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 is related to 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡 by Eq. (21); additionally, one can define a final velocity (𝑉𝑉𝑟𝑟), a 
final flight-path angle (𝛾𝛾𝑟𝑟), a final altitude (ℎ𝑟𝑟), or a final atmospheric density (𝜌𝜌𝑟𝑟) to constrain at 
the target downrange distance due to the inherent coupling of all these states. To specify a final 
altitude or a final atmospheric density state, Eq. (8b) or Eq. (8f) must be utilized, respectively, in 
place of Eq. (31). For systems like MSL, the parachute deployment velocity was used as the desired 
final state velocity for the vehicle’s descent, along with the specification of a target downrange 
distance from the EI. Once a commanded lift-to-drag ratio is determined, it can be converted into 
a bank angle command for the vehicle to perform via Eq. (24). 
Figure 6 depicts a high-level flow diagram of the steep-lifting guidance algorithm: 
 
Figure 6: Flow Diagram of Steep-Lifting Guidance Algorithm 
The steep-lifting guidance is very similar to the analytic predictor-corrector in principle; however, 
they differ from each other as the former utilizes root-solving to determine the appropriate 
guidance command, whereas the latter utilizes the predictor-corrector process to determine the 
Guidance cycle 
called
Current navigation 
and atmospheric 
states (V, γ, h, s, ρ) Root-solve Γ for(L/D)c
Convert (L/D)c to σc Perform bank angle maneuver
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appropriate guidance command. They both utilize the steep-lifting entry trajectory solution for the 
analytical computations. 
2.3 Assumptions Analysis 
When developing the steep-lifting guidance algorithm, it was important to analyze the effects of 
the assumptions built into the steep-lifting entry trajectory solution. Table 2 depicts all of the 
assumptions that are involved in both the steep-lifting guidance algorithm and the steep-lifting 
entry trajectory solution. For the assumptions analysis presented here, the effects of the most 
significant assumptions, i.e. Assumptions {1}, {2}, and {3}, were investigated. The analysis 
shown here is based on a MSL-like vehicle, with direct entry at Mars, and assuming an exponential 
atmosphere; hence, with different vehicle properties (i.e. ballistic coefficient, lift-to-drag ratio, 
etc.) and/or different planetary/extraterrestrial-body properties (i.e. atmospheric density profile, 
planetary radius, etc.), the assumptions may have different effects on the resulting trajectory as 
compared to the analysis that is shown here. The assumption analysis is used to examine the effect 
of each assumption on a nominal trajectory, and to compare those effects against each other.  
2.3.1 Single-Trajectory Assumption Analysis 
The following seven cases were analyzed, where ‘numerical integration’ indicates the results 
generated from numerical integration of the two-degree-of-freedom equations of motion, and 
‘steep-lifting solution’ indicates the results generated from the steep-lifting entry trajectory 
solution: 
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i) Case 1 (baseline case): numerical integration – Assumptions {4}, and {5} 
ii) Case 2: numerical integration – Assumptions {1}, {4}, and {5} 
iii) Case 3: numerical integration – Assumptions {2}, {4}, and {5} 
iv) Case 4: numerical integration – Assumptions {3}, {4}, and {5} 
v) Case 5: numerical integration – Assumptions {2}, {3}, {4}, and {5} 
vi) Case 6: numerical integration – Assumptions {1}, {2}, {3}, {4}, and {5} 
vii) Case 7: steep-lifting solution – Assumptions {1}, {2}, {3}, {4}, and {5} 
Figure 7 depicts the trajectory results for each of the assumption cases defined above for an initial 
flight-path angle of -20°, an initial relative velocity of 5500 m/s, an initial altitude of 85 km, a 
target downrange distance of 275 km, and a constant bank angle of 53.1°. This simulation entailed 
the use of constant aerodynamic coefficients (based on Mach 25), and an exponential atmosphere 
model for atmospheric density data, Eq. (11). Based on the results from Figure 5, there are four 
major families of results: i) Case 1 and Case 2; ii) Case 3; iii) Case 4; and iv) Case 5, Case 6, and 
Case 7. 
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 Figure 7: Trajectory Comparison of Varying Assumptions 
Case 1 (blue line) depicts the baseline case with nominal assumptions. Neglecting the gravitational 
term relative to the drag term, i.e. Assumption {1} – Case 2 (blue circle markers), results in a 
trajectory that does not deviate much from the baseline case; hence indicating that this assumption 
has nominal effects on the resulting trajectory, and therefore is a fair assumption.  
When either Assumption {2} or Assumption {3} are incorporated individually into the two-
degree-of-freedom equations of motion, i.e. Case 3 (red line) or Case 4 (green line), respectively, 
then those form the extremal trajectory limits in the results in Figure 5; hence indicating that when 
39 
 
either of these two assumptions are incorporated individually, then the resulting trajectories show 
the greatest deviation from the baseline case.  
Case 5 (magenta ‘x’ markers) depicts the results for the assumptions incorporated into the altitude 
and range expressions of the steep-lifting entry trajectory solution, where both Assumptions {2} 
and {3} are incorporated simultaneously; it can be seen that the Case 5 results align towards the 
results from Case 6 and Case 7, hence indicating that combining Assumption {1} together with 
Assumptions {2} and {3} has nominal effects on the resulting trajectory, and hence further 
verifying the nominal effects of Assumption {1}.  
Figure 8 depicts the magnitude of the individual components/terms in Eq. (6a), 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄ , and Eq. 
(6b), 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄ . The 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  subplot demonstrates that Assumption {1} is a fair assumption for this 
specific trajectory as |𝜌𝜌𝑉𝑉2 2𝛽𝛽⁄ | ≫ |𝑔𝑔 sin(𝛾𝛾)| is valid for the majority of the trajectory, except end-
points. The 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  subplot demonstrates that Assumptions {2} and {3} are also fair assumptions 
for this specific trajectory for the majority of the trajectory as |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ | >
𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄  is true for relative velocities lower than ~ 5200 m/s, and |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ | >|𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ | is true from ~ 5350 m/s down to ~ 900 m/s. 
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 Figure 8: Magnitude of Individual Terms from Equations of Motion 
Based on the curve trends shown in the flight-path angle subplot in Figure 7, the family of 
trajectories encompassing Case 1 and Case 2 follow dynamics that resemble the dynamics of Case 
4 at lower relative velocities (i.e. < ~ 900 m/s), and follow dynamics that resemble Case 3 dynamics 
at higher relative velocities (i.e. > ~ 900 m/s). Even though Assumptions {2} (Case 3) and {3} 
(Case 4) are not incorporated in Case 1 and Case 2; at lower relative velocities, |𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ | >[𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄ ] + |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ |, hence the gravitational term dominates the dynamics (at 
lower relative velocities), which agrees with Case 4 dynamics at lower relative velocities where 
the 𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄  term in the right-hand side of the inequality is considered to go to zero as 
𝑅𝑅 → ∞. Additionally, this can be visualized from the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  subplot in Figure 8. At higher relative 
velocities, |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ | ≫ |𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ | > [𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄ ], hence the aerodynamic lift 
term dominates the dynamics (at higher relative velocities), which agrees with Case 3 dynamics at 
higher relative velocities where the gravitational term in the right-hand side of the inequality is 
neglected. Additionally, this can be visualized from the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  subplot in Figure 8. 
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However, when both Assumptions {2} and {3} are incorporated simultaneously, i.e. Case 5, Case 
6, and Case 7, then the flight dynamics exhibit an inverse relationship as compared to what was 
observed for the results from Case 1 and Case 2 (as described above). Case 5, Case 6, and Case 7 
follow dynamics that resemble Case 3 dynamics at lower relative velocities, and follow dynamics 
that resemble Case 4 dynamics at higher relative velocities. Due to the absence of the 𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄  
term in Case 5, Case 6, and Case 7, at lower relative velocities, the prevalent effects of the 
gravitational term are absent as well; hence, the dynamics align towards Case 3 dynamics at lower 
relative velocities where the gravitational term is neglected as well. As mentioned earlier, from 
Figure 8, it can be seen that  |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ | > 𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄  is true for relative velocities 
lower than ~ 5200 m/s, and |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ | > |𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ | is true from ~ 5350 m/s down to ~ 
900 m/s. Additionally, 𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄ > |𝑔𝑔 cos(𝛾𝛾) 𝑉𝑉⁄ | is true from ~ 5500 m/s down to ~ 3650 
m/s. Due to these dynamics, the prevalent effects of 𝑉𝑉 cos(𝛾𝛾) (ℎ + 𝑅𝑅)⁄  are absent from Case 5, 
Case 6, and Case 7 from relative velocities of ~ 5500 m/s down to ~ 3650 m/s, hence the dynamics 
align towards the dynamics of Case 4 in this range of relative velocities. For relative velocities 
from ~ 3650 m/s down to ~ 900 m/s, the dynamics are for Case 5, Case 6, and Case 7 are dominated 
by |𝜌𝜌𝑉𝑉(𝐿𝐿 𝐷𝐷⁄ ) 2𝛽𝛽⁄ |, as is the case for Case 3. For relative velocities < ~ 900 m/s, the dynamics are 
for Case 5, Case 6, and Case 7 align towards the dynamics of Case 3, as mentioned earlier. 
Figure 9 depicts the absolute range-to-go error results, computed via Eq. (32), for Cases 2 through 
7, with respect to (w.r.t.), the baseline case, Case 1; interpolation was used to determine the range-
to-go values at queried relative velocity values of the baseline trajectory for the error computation.  
�∆𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�𝐶𝐶𝑡𝑡𝑠𝑠𝑟𝑟 𝑖𝑖 = ��𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�𝐶𝐶𝑡𝑡𝑠𝑠𝑟𝑟 1 − �𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡�𝐶𝐶𝑡𝑡𝑠𝑠𝑟𝑟 𝑖𝑖� (32) 
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 Figure 9: Range-To-Go Absolute Error w.r.t. Case 1 
The final state range-to-go absolute errors relative to the baseline case (Case 1) are: Case 2, ~ 1.5 
km; Case 3, ~ 26 km; Case 4, ~ 28 km; Case 5, ~ 13 km; and Case 6 and Case 7, ~ 14 km. 
As the relative velocity reduces (i.e. forward propagation in time), results from Figure 9 indicate 
that neglecting the gravitational term relative to the aerodynamic lift term, i.e. Assumption {2} 
(Case 3), deviates the trajectory much more from the baseline trajectory, as compared to neglecting 
the gravitational term relative to the aerodynamic drag term, i.e. Assumption {1} (Case 2). Case 4 
results indicate that assuming a flat planet, Assumption {3}, causes the highest overall deviation 
from the baseline trajectory (i.e. final state error of ~ 28 km), as compared to neglecting the 
gravitational term relative to either of the aerodynamic terms, individually or simultaneously. 
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Additionally, one can deduce that as the relative velocity decreases, the errors in Case 3 and Case 
4 increase monotonically, hence indicating that the accuracy of Assumptions {2} and {3} increase 
with higher relative velocities.   
For the majority of the trajectory, Case 5, Case 6, and Case 7 show errors, relative to the baseline 
case, which are comparable to each other; are higher than errors from Case 2; are lower than errors 
from Case 4; and are initially higher than errors from Case 3 at higher relative velocities, and then 
lower than errors from Case 3 at lower relative velocities. At the final state, the maximum error 
from any of the three cases (Case 5, Case 6, and Case 7) was ~ 14 km. 
The initial steep rise and decline in the error data for Case 2, Case 6, and Case 7 are from deviations 
relative to the baseline case in the section of the trajectory where the relative velocity is relatively 
constant with respect to time. Figure 10 depicts the velocity plot with respect to time. 
 
Figure 10: Relative Velocity w.r.t. Time Plot for Case 1  
Additionally, as is expected, the results from numerical integration with all assumptions, i.e. Case 
6, and results from steep-lifting solution, i.e. Case 7, seem to be in good agreement with each other. 
Relatively constant 
velocity section 
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Figure 11 depicts the range-to-go absolute error between these two cases, i.e. Case 6 relative to 
Case 7; the error seen between the two cases is nominal, and is associated to interpolation and 
computation precision. 
 
Figure 11: Range-To-Go Absolute Error between Case 6 and Case 7 
Putnam and Braun (2016) report the analysis for the accuracy of the assumptions for varying initial 
flight-path angles, and varying vehicles in varying planetary systems (i.e. Earth, Mars, Venus) [5]. 
In summary, in the context of a direct Mars entry with a MSL-like vehicle, the incorporation of all 
the assumptions in the steep-lifting entry trajectory solution, as outlined by Table 2, results in a 
trajectory which has a final state range-to-go absolute error, relative to the baseline case (Case 1), 
of ~ 14 km. It was observed that at lower relative velocities (i.e. < ~ 900 m/s), the dynamics of the 
baseline trajectory resembled the dynamics of the Case 4 trajectory, and at higher relative 
velocities (i.e. > ~ 900 m/s), the dynamics of the baseline trajectory resembled the dynamics of the 
Case 3 trajectory; however, it was also observed that Case 7 (steep-lifting solution) followed the 
inverse relationship, where at lower relative velocities, the dynamics of the steep-lifting solution 
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trajectory resembled the dynamics of the Case 3 trajectory, and at higher relative velocities, the 
dynamics of the steep-lifting solution trajectory resembled the dynamics of the Case 4 trajectory. 
Additionally, it was observed that certain assumptions perform better than others, depending on 
the section of the trajectory. It was found that if incorporated individually, Assumption {3} causes 
the highest overall deviation from the baseline trajectory with a final state error of ~ 28 km, 
Assumption {2} causes the next highest overall deviation from the baseline trajectory with a final 
state error of ~ 26 km, and Assumption {1} causes the least overall deviation from the baseline 
trajectory with a final state error of ~ 1.5 km.   
2.4 Root-Solving Methodology 
For the analysis presented in this thesis, MATLAB’s ‘fzero’ function [44] was primarily utilized 
to perform the root-solving computations for the guidance commands. The ‘fzero’ function is a 
root-solver for non-linear functions, and its algorithm is based on a combination of bisection, 
secant, and inverse quadratic interpolation methods [44]. Numerical root-solving methods like the 
bisection method and the Newton-Raphson method would be appropriate methods for the root-
solving needs of the steep-lifting guidance algorithm; however, this thesis does not investigate 
various root-solving methods and its application to the context of the steep-lifting guidance 
algorithm, rather it presents the results of the steep-lifting guidance algorithm from the use of a 
pre-defined MATLAB function, ‘fzero’.  
In the root-solving methodology, in the context of steep-lifting guidance, one must incorporate the 
conditions which must be satisfied for defined, real-valued results; these conditions are outlined 
by Table 1. One of the major constraints on the steep-lifting guidance algorithm is that it is only 
valid for positive lift-to-drag ratio values; this is due to the conditional nature of the range 
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expression which is used in the steep-lifting guidance. This constrains the steep-lifting guidance 
to lift-up cases, rather than both lift-up and lift-down cases, until a range expression is determined 
which is valid for negative lift-to-drag ratios as well. 
Additionally, another aspect of consideration is the range of values which are possible for the 
commanded lift-to-drag ratio, (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐. The limits of the possible lift-to-drag ratio values for a 
vehicle are defined by the hypersonic drag and lift coefficients, 𝐶𝐶𝐷𝐷 and 𝐶𝐶𝐿𝐿, respectively, of the 
vehicle. For the MSL-type vehicle used in the analysis in this thesis, the lower limit of (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐 
was set to 0.01, i.e.  (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑖𝑖𝑛𝑛, and the upper limit was set to 0.2477, (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑡𝑡𝑚𝑚; the upper limit 
was based on the hypersonic drag and lift coefficients at approximately Mach 25.  
Figure 12 depicts the results for function, Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐), as a function of possible (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐 values for 
varying target downrange cases (i.e. left, 230 km; middle, 270 km; and right, 310 km); each curve 
represents the solution for Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐), at each time-step in the simulation. The dashed red line 
represents the ‘zero’ line, i.e. where Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐) = 0. The initial states for the simulation were: 
initial flight-path angle of -20°, initial relative velocity of 5500 m/s, and initial altitude of 85 km. 
 
Figure 12: Γ vs. L/D Plot for Varying Target Downrange 
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The goal of the root-solving scheme is to solve for the (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐 for which Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐) = 0. 
However, as can be seen from Figure 12, it is not guaranteed that a root exists for each time-step, 
based on the boundaries on (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐; e.g. for the target downrange of 230 km case, none of the Γ 
solutions have a zero-crossing. However, there is some basic logic which can be implemented in 
the root-solving methodology to solve for appropriate guidance commands at each guidance cycle. 
The logic is based on the range of possible (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐 values, and anything outside those limits is 
considered to be saturated (i.e. if the desired lift-to-drag ratio is bigger than the maximum possible 
value for the vehicle, then the commanded lift-to-drag ratio is set to the maximum value possible 
for the vehicle). 
Figure 13 depicts the logic for the guidance command computation, using the root-solving method, 
which was implemented for the analysis presented in this thesis. The algorithm essentially 
determines if there is a zero-crossing; if so, then the root is determined via the ‘fzero’ function; if 
not, then the algorithm additionally determines the direction of the Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐) function (i.e. 
monotonically increasing or decreasing), and based on the direction, it determines whether the 
appropriate guidance command should be (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑖𝑖𝑛𝑛 or (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑡𝑡𝑚𝑚. 
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 Figure 13: Guidance Logic Flowchart 
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Is Γ ��𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑖𝑖𝑛𝑛� < 0 
and Γ ��𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑡𝑡𝑚𝑚� > 0? 
 
Use ‘fzero’ to root-solve 
Γ ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
�  
True 
False 
Is �Γ ��𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑖𝑖𝑛𝑛�� <
�Γ ��𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑡𝑡𝑚𝑚
��  
Γ ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
� = �𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑡𝑡𝑚𝑚  Γ ��𝐿𝐿 𝐷𝐷� �𝑐𝑐� = �𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑖𝑖𝑛𝑛  
True 
False 
�𝐿𝐿 𝐷𝐷� �𝑐𝑐
 determined; exit 
current guidance cycle 
Is Γ ��𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑖𝑖𝑛𝑛� > 0 
and Γ ��𝐿𝐿 𝐷𝐷� �𝑚𝑚𝑡𝑡𝑚𝑚� < 0? 
  
Use ‘fzero’ to root-solve 
Γ ��𝐿𝐿 𝐷𝐷� �𝑐𝑐
�  
True 
False 
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2.5 Limitations of Steep-Lifting Guidance 
Due to the use of the transcendental analytical range expression from the steep-lifting entry 
trajectory solution, the steep-lifting guidance method is inherently limited by the conditions that 
are outlined in Table 1. The most constraining condition for the steep-lifting guidance algorithm 
is the requirement for positive lift-to-drag ratio values; hence, currently as it is, the guidance 
algorithm cannot determine negative lift-to-drag ratio values (lift-down commands). This 
fundamentally limits the steep-lifting guidance algorithm to lift-up cases. However, if an analytical 
range expression is determined that is valid for negative lift-to-drag ratio values, then this 
issue/limitation can be eluded.  
Additionally, due to the transcendental nature of the analytical range expression from the steep-
lifting entry trajectory solution, root-solving is required in the guidance scheme; hence a closed-
form guidance scheme could not be realized. The root-solving process requires some form of an 
iterative method, hence making the guidance scheme open-form, rather than closed-form. 
However, if an analytical range expression is determined which is not transcendental in nature, 
with respect to lift-to-drag ratio, then the steep-lifting guidance scheme can be utilized as a closed-
form guidance scheme, where the need for root-solving, an iterative process, is eliminated. 
The steep-lifting guidance algorithm is also limited by the assumptions encompassed in the steep-
lifting entry trajectory solution, as outlined by Table 2. The accuracy of the assumptions increases 
with the aerodynamic forces dominating the gravitational force, hence with steeper initial flight-
path angles, denser atmospheres, smaller ballistic coefficients, and larger lift-to-drag ratios. 
Therefore, the steep-lifting guidance algorithm is also inherently limited to these assumptions and 
works better for the above-mentioned attributes.  
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CHAPTER 3: RESULTS & DISCUSSION 
3.1 Simulation Platforms and Parameters 
3.1.1 Simulation Platforms 
There were two basic simulation platforms that were utilized for the analysis in this thesis: i) two-
degree-of-freedom simulation platform; and ii) Aeroassist Simulation (ASIM 3) three-degree-of-
freedom platform. Both of these simulation platforms were based in MATLAB [44].  
The two-degree-of-freedom simulation platform used the two-degree-of-freedom equations of 
motion, Eq. (6a) through (6d), for downrange/longitudinal guidance analysis; however, 
Assumption {1} was made to Eq. (6d) to convert it to Eq. (14). The guidance logic had only one 
phase, the longitudinal logic phase, where appropriate guidance commands were computed for 
downrange control based on the guidance algorithm being used. For atmospheric density data, an 
exponential atmosphere model, Eq. (11), was used, unless explicitly stated. For vehicle 
aerodynamic data, constant 𝐶𝐶𝐷𝐷 and 𝐶𝐶𝐿𝐿 values at Mach 25 were used, unless explicitly stated. This 
simulation platform was used to compare the numeric predictor-corrector, analytic predictor-
corrector, and the steep-lifting guidance algorithms.  
The ASIM platform utilized the three-degree-of-freedom equations of motion, Eq. (1a) through 
(1f), for aeroassist simulations. It has four primary high-level modules: navigation, guidance, 
control, and trajectory calculations. For the guidance logic, there were three phases that were 
utilized: pre-bank, longitudinal logic, and lateral logic. In the pre-bank phase, the vehicle holds a 
3 The ASIM package is an aeroassist simulation package that was developed at the Space Systems Design Lab in the 
Daniel Guggenheim School of Aerospace Engineering at Georgia Institute of Technology. 
51 
 
                                                 
constant bank angle until a ‘sensible atmosphere’ (i.e. EI) is reached, at which point the 
longitudinal logic phase is activated; the EI was set to 0.2 g’s for all simulations in ASIM. In the 
longitudinal logic phase, appropriate guidance commands (i.e. bank angle modulation commands) 
were computed for downrange control based on the guidance algorithm being used. The lateral 
logic phase was used to compute appropriate bank reversal commands to maintain heading to 
within some lateral deadband. The lateral deadband is computed by the following relationship: 
𝐿𝐿𝐿𝐿𝑡𝑡𝐷𝐷𝐷𝐷 = �𝐿𝐿 𝐷𝐷� �𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝐿𝐿𝐿𝐿𝑡𝑡𝐷𝐷𝐷𝐷−𝐺𝐺𝑡𝑡𝑖𝑖𝑛𝑛 � 𝑉𝑉𝑉𝑉𝑆𝑆𝑡𝑡𝑡𝑡�2 + 𝐿𝐿𝐿𝐿𝑡𝑡𝐷𝐷𝐷𝐷−𝑚𝑚𝑖𝑖𝑛𝑛𝑅𝑅  (33) 
where, the satellite velocity is defined by:  
𝑉𝑉𝑆𝑆𝑡𝑡𝑡𝑡 = �𝜇𝜇𝑅𝑅 (34) 
For atmospheric density data, ASIM has the capability to use either an exponential atmosphere 
model or a table look-up method. The data for the table look-up method was previously generated 
using the Mars Global Reference Atmospheric Model (GRAM) 2010 atmosphere model [42]. For 
vehicle aerodynamic data, ASIM offers the option to use constant aerodynamic coefficients or 
perform a table look-up method. The data for the table look-up method was previously generated 
using a modified-Newtonian panel method. ASIM was used to compare the numeric predictor-
corrector, the Apollo final phase guidance, and the steep-lifting guidance algorithms.  
For both of the simulation platforms, the minimum possible commanded lift-to-drag ratio, (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑖𝑖𝑛𝑛, was set to 0.01, and the maximum possible commanded lift-to-drag ratio, (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑡𝑡𝑚𝑚, 
was set to (𝐿𝐿 𝐷𝐷⁄ )𝑡𝑡𝑡𝑡𝑡𝑡 for the steep-lifting, analytic predictor-corrector, and numeric predictor-
corrector guidance algorithms, unless explicitly stated otherwise; the Apollo final phase guidance 
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algorithm was implemented as it is, with no restrictions on the possible guidance commands other 
than the constraints of the lifting capability of the vehicle itself, i.e. (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑖𝑖𝑛𝑛 = −(𝐿𝐿 𝐷𝐷⁄ )𝑡𝑡𝑡𝑡𝑡𝑡 and (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑡𝑡𝑚𝑚 = (𝐿𝐿 𝐷𝐷⁄ )𝑡𝑡𝑡𝑡𝑡𝑡. Additionally, for numerical integration, a 4th order Runge-Kutta routine 
was employed in both simulation platforms. 
3.1.2 Simulation Parameters 
3.1.2.1 Mars Planetary Data 
Table 3 depicts the Mars planetary data, including atmospheric data, which was used in all 
simulations, where applicable. The term ‘nd’ is used to represent quantities that are non-
dimensional. 
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Table 3: Mars Planetary Data 
Quantity Value (units) 
Equatorial radius 3396.2 km 
Polar radius 3376.2 km 
Volumetric mean radius 3389.5 km 
Mass 6.4185 x 1023 kg 
Gravitational parameter 4.2830 x 1013 m3/s2 
Acceleration due to gravity at the surface 3.710 m/s2 
J2 harmonic term 1.9605 x 10-3 (nd) 
Sutton-Graves heating coefficient 1.898 x 10-4 kg1/2m-1 
Angular velocity vector [0, 0, 7.0882360 x 10-5] rad/s 
Ideal gas constant 188.92 J/kg/K 
Ratio of specific heats 1.2941 (nd) 
Atmospheric scale height 11.1 km 
Atmospheric density at surface (reference) 0.02 kg/m3 
Atmospheric pressure at surface (reference) 636 N/m2 
Atmospheric temperature at surface (reference) 273 K 
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3.1.2.2 Vehicle Parameters 
Table 4 depicts the parameters for the Mars Science Laboratory (MSL)-like vehicle which was 
used in all simulations.  
 
Table 4: Vehicle Parameters 
Quantity Value (units) 
Mass 3300 kg 
Aerodynamic surface area 15.9043 m2 
Nose radius 1 m 
 
Table 5 depicts the constant hypersonic aerodynamic coefficients (based on Mach 25) which were 
used for the vehicle in a few simulations.  
Table 5: Aerodynamic Coefficients at Mach 25 
Quantity Value (units) 
𝐶𝐶𝐷𝐷 1.4614 (nd) 
𝐶𝐶𝐿𝐿 0.3619 (nd) 
�𝐿𝐿 𝐷𝐷� �𝑡𝑡𝑡𝑡𝑡𝑡
 0.2476 (nd) 
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3.1.2.3 ASIM-Specific Simulation Parameters 
Table 6 depicts the ASIM-specific simulation parameters that were used for the analysis in this 
thesis. 
Table 6: ASIM-Specific Simulation Parameters 
Quantity Value (units) 
Simulation termination velocity 540 m/s 
Pre-bank logic bank angle 75° 
Sensible atmosphere for longitudinal logic  0.2 g’s 
Lateral deadband gain 30 (nd) 
Lateral deadband minimum 1000 m 
 
3.1.2.4 Apollo Final Phase Guidance-Specific Parameters 
Table 7 depicts the Apollo final phase guidance-specific simulation parameters that were used in 
the ASIM analysis for this thesis. 
Table 7: Apollo Final Phase-Specific Parameters 
Quantity Value (units) 
Over-control gain 4 (nd) 
Reference lift-to-drag ratio (60% of total) 0.1486 (nd) 
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3.2 Two-Degree-of-Freedom Simulation Results 
The initial states that were utilized for the two-degree-of-freedom simulations are the following, 
in the planet-relative frame: 
�
𝑉𝑉𝑡𝑡
𝛾𝛾𝑡𝑡
ℎ𝑡𝑡
𝑠𝑠𝑡𝑡
� = �5500 m/s−20°85 km0 km � (35) 
In this simulation platform, the following guidance algorithms were compared against each other: 
numeric predictor-corrector with equations of motion, Eq. (6a) through (6c), and Eq. (14); analytic 
predictor-corrector with the steep-lifting entry trajectory solution; and the steep-lifting guidance 
algorithm with the steep-lifting entry trajectory solution.  
The results from the analytic predictor-corrector and the steep-lifting guidance algorithm are 
expected to be equal due to the use of the same analytical expressions; the difference between the 
two algorithms is that the former utilizes the iterative predictor-corrector method to solve for the 
guidance command, whereas the latter utilizes the ‘fzero’ function in MATLAB [44] to root-solve 
for the guidance command. Figure 12 depicts the function, Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐), which is to be root-solved, 
as a function of possible (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐 values, which are limited by the constraints from the 
aerodynamics of the vehicle and from the conditions of the steep-lifting entry trajectory solution 
(i.e. Table 1), for varying target downrange distance cases.   
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3.2.1 Target Downrange Case of 280 km  
Analysis was performed for a target downrange case of 280 km. For steep-lifting guidance, Figure 
14 depicts the results for function, Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐), as a function of possible (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐. Each curve 
represents the solution for Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐) at each time-step in the simulation. The dashed red line 
represents the ‘zero’ line, i.e. where Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐) = 0. 
 
Figure 14: Γ vs. L/D Plot for Target Downrange Case of 280 km 
As can be seen from Figure 14, this is a relatively lift-up case, where majority of the zero-crossings 
are towards the right-hand side of the plot; some cases have no zero-crossings (i.e. almost fully 
horizontal curves), hence for those cases, the guidance system will command a saturated, full lift-
up lift-to-drag ratio, i.e. (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑡𝑡𝑚𝑚.   
For the numeric predictor-corrector algorithm, Figure 15 depicts the various range-to-go profiles 
that were simulated for the predictor-corrector process for one specific time-step of 𝑡𝑡 = 30s, for 
the various possible (𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐 values. The dashed red-line depicts the final state velocity of 540 m/s; 
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the algorithm determines the range-to-go curve which produces the least range-to-go error at 𝑉𝑉𝑟𝑟, 
and the corresponding lift-to-drag ratio value for that curve is chosen as the guidance command 
for that guidance cycle.  
 
Figure 15: Range-To-Profiles for Varying L/D Values at Time = 30s 
Figure 16 depicts the time-domain results for the target downrange case of 280 km from the EI. 
As can be seen from Figure 16 results, all three guidance algorithms performed comparably, and 
had similar trajectory results. The exception is the flight-path angle subplot, where the steep-lifting 
guidance algorithm and the numeric predictor-corrector had shallower flight-path angles towards 
the end of the trajectory, as compared to the numeric predictor-corrector which had relatively 
steeper flight-path angles towards the end of the trajectory. This can be associated to the 
assumptions in both the steep-lifting guidance algorithm and the analytic predictor-corrector. 
𝑉𝑉𝑟𝑟 = 540 m/s 
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Figure 16: Time-Domain Trajectory Results for Target Downrange Case of 280 km  
Additionally, Figure 17 depicts the commanded lift-to-drag ratio values for this simulation. As 
expected, the guidance commands for the steep-lifting guidance algorithm and the analytic 
predictor-corrector are similar to each other. Also, as expected, the numeric predictor-corrector 
guidance commands are relatively constant, as compared to the guidance commands of the other 
two guidance algorithms.  
Essentially, the steep-lifting guidance algorithm and the analytic predictor-corrector require more 
frequent bank angle maneuvers, as compared to the numeric predictor-corrector. This is due to the 
fact that the steep-lifting guidance algorithm and the analytic predictor-corrector have assumptions 
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from the steep-lifting entry trajectory solution which causes the algorithms to over- and under-
shoot the guidance commands, as compared to the relatively constant set of guidance commands 
from the numeric predictor-corrector for the entirety of the trajectory. The numeric predictor-
corrector guidance commands can be thought of as the ‘optimal’ guidance commands for this 
specific trajectory due to the fact that it is essentially a constant bank angle solution, where the 
guidance commands are not saturated for this nominal trajectory. However, due to the over- and 
under-shooting of the guidance commands, the other two algorithms must compensate for the 
added range-to-go errors over the course of the trajectory, which requires them to go full lift-up 
(i.e. saturated) towards the last-third of the trajectory.   
 
Figure 17: Commanded Lift-to-Drag Ratios for Target Downrange Case of 280 km 
Table 8 depicts the final miss distance results at 𝑉𝑉𝑟𝑟 for the three guidance algorithms compared in 
this simulation. The miss distance was determined based on the final range-to-go error at 𝑉𝑉𝑟𝑟. The 
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numeric predictor-corrector guidance algorithm overflew the target by ~ 0.5 km, whereas the other 
two algorithms flew short of the target by ~ 0.9 km.  
Table 8: Miss Distances at Vf for Target Downrange of 280 km 
Algorithm Miss Distance (km) 
Steep-Lifting Guidance 0.906 
Analytic Predictor-Corrector 0.935 
Numeric Predictor-Corrector -0.535 
 
3.2.2  Varying Target Downrange Distances 
Analysis was performed to determine the performance of the three guidance algorithms (i.e. steep-
lifting guidance, analytic predictor-corrector, and numeric predictor-corrector) over a range of 
varying target downrange distances: 200 km to 350 km from the EI. This kind of an analysis is 
also often referred to as a ‘bucket analysis,’ as one tries to determine the range of target downrange 
distances for which the guidance algorithm can still guide the vehicle to the target, to within some 
acceptable miss distance; or in other words, finding the ‘bucket’ for which the guidance algorithm 
works. 
Figure 18 depicts the total miss distance results for the three algorithms as a function of target 
downrange. If there was no guidance logic, but rather just a constant bank angle solution, one 
would expect a linear straight line for the miss distance vs. target downrange distance plot. This 
linear behavior can be depicted in the plot for target downrange distances lower than 240 km and 
higher than 320 km, where the guidance algorithm cannot steer the vehicle to reduce miss distance 
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due to the commands already being saturated (i.e. full lift-up or almost no-lift). In the plot, the 
numeric predictor-corrector shows better performance than the other two guidance algorithms as 
it is capable of having a bigger bucket of potential target downrange distances.  
 
Figure 18: Total Miss Distance vs. Target Downrange Plot for Two-Degree-of-Freedom 
Simulation 
Table 9 depicts the bucket results from the Figure 18 plot for three different corridors of acceptable 
miss distances (i.e. ± 2 km, ± 5 km, and ± 10 km); the target downrange distance bucket values are 
based on the curves shown in the plot. The results for the steep-lifting guidance algorithm and the 
analytic predictor-corrector have been merged into one column of results named ‘analytic’, 
whereas the numeric predictor corrector has its own column named ‘numeric’. This is due to the 
fact that the results from the steep-lifting guidance algorithm and the analytic predictor-corrector 
match up almost perfectly.  
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As shown in Table 9, the overall target downrange distance bucket range is higher for the numeric 
predictor-corrector case for all three miss distance corridors, as compared to the steep-lifting 
guidance and the analytic predictor-corrector algorithms.  
Table 9: Bucket Results for Two-Degree-of-Freedom Simulation 
 
Target Downrange Distance Bucket 
Lower Limit (km) Upper Limit (km) Total Bucket Range (km) 
Algorithm Analytic Numeric Analytic Numeric Analytic Numeric 
Miss Distance 
Corridor 
of ± 2 km 
248 248 285 303 37 55 
Miss Distance 
Corridor 
of ± 5 km 
243 243 298 308 55 65 
Miss Distance 
Corridor 
of ± 10 km 
237 237 311 313 74 76 
 
From the positive miss distance results in Figure 18, one can depict the effect of the assumptions 
from the steep-lifting entry trajectory solution on the accuracy of the analytical guidance 
algorithms (steep-lifting guidance and analytic predictor-corrector algorithms), as compared to the 
guidance capability of the numeric predictor corrector. The lower limit buckets are the same for 
all three guidance algorithms due to the lack of lift-down guidance commands. This can also be 
visually depicted from Figure 18, where there is higher guidance capability for positive miss 
distances, as compared to negative miss distances; this is true for the results from all three guidance 
algorithms. For the lift-down target downrange distance cases, these algorithms only have the 
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capability to command almost no lift, but not negative lift-to-drag ratio commands, hence the 
guidance capability is limited in the lift-down target downrange distance cases. 
If negative lift-to-drag ratio values were possible for the two analytical algorithms which utilize 
the steep-lifting entry trajectory solution, then the miss distance results would look almost 
symmetrical about the 260 km target downrange distance vertical (i.e. nominal case where all three 
algorithms result in the minimum miss distance). This can visually be depicted from Figure 19, 
which depicts the results for the numeric predictor-corrector algorithm with the capability for 
negative lift-to-drag ratio values as guidance commands.    
 
Figure 19: Numeric Predictor-Corrector with Negative L/D Capability 
The numeric predictor-corrector algorithm with the capability for negative lift-to-drag ratio 
guidance commands shows improved guidance capability, as compared to the algorithm with the 
capability for only positive lift-to-drag ratio guidance commands; the overall target downrange 
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distance bucket range is also improved with the capability for negative lift-to-drag ratio guidance 
commands, especially for the lift-down target downrange distance cases. 
Additionally, Figure 20 depicts the guidance commands for all three guidance algorithms for the 
varying target downrange distances, where only positive lift-to-drag ratio values are allowed. The 
majority of the numeric predictor-corrector guidance commands are relatively constant (i.e. 
relatively constant bank angle solutions for entire trajectories, hence, less bank angle maneuvers 
required), whereas the steep-lifting guidance and analytical predictor-corrector algorithms show 
guidance commands which are over- and under-shooting due to the assumptions of the steep-lifting 
entry trajectory solution. The commands from the steep-lifting guidance and analytic predictor-
corrector algorithms require more frequent bank angle maneuvers, and tend to saturate more often 
towards the end of a trajectory, as compared to the numeric predictor-corrector.  
 
Figure 20: Commanded Lift-to-Drag Ratios for Varying Target Downrange Cases 
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Figure 21 depicts the magnitude of the individual terms from the 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  equation, i.e. Eq. (6a), 
and from the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  equation, i.e. Eq. (6b) for the target downrange case of 280 km. Each curve 
represents an entire flight trajectory based on the lift-to-drag ratio value being tested in the 
guidance system. Both of the terms in the 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  equation, i.e. drag and gravity, are not explicitly 
dependent on lift-to-drag ratio, hence do not vary much for varying lift-to-drag ratio values. 
However, the lift term in the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  equation does vary with lift-to-drag ratio values, hence the 
wide variation in the lift term is seen in the right sub-plot. The left sub-plot (i.e. 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  terms) 
indicates that the drag term (i.e. blue line) is significantly greater in magnitude than the gravity 
term (i.e. red line) for a majority of all flight profiles; hence indicating that Assumption {1} is a 
fair assumption for this simulation. The right sub-plot (i.e. 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  terms) indicates that the gravity 
(i.e. red line) and planet curvature (i.e. green line) terms are well-defined and do not vary much 
for the various flight profiles with varying lift-to-drag ratios and varying flight states. However, as 
expected, the lift term does vary with the lift-to-drag ratio values, and those variations are separated 
into the following intervals: 𝐿𝐿 𝐷𝐷⁄  = 0.01 – blue lines; 0.01 < 𝐿𝐿 𝐷𝐷⁄  < 0.09 – cyan lines; 0.08 < 𝐿𝐿 𝐷𝐷⁄  
< 0.17 – magenta lines; 𝐿𝐿 𝐷𝐷⁄  = 0.12 – black lines; 0.16 < 𝐿𝐿 𝐷𝐷⁄  < 0.25 – yellow lines; and 𝐿𝐿 𝐷𝐷⁄  = 
0.24 – brown lines.  
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 Figure 21: Magnitude of Individual Terms from Equations of Motion for Varying Flight 
Trajectories in Two-Degree-of-Freedom Simulation Platform 
The results from Figure 20 show that all of the assumptions in the steep-lifting guidance were not 
valid for the entire course of this simulation; specifically, Assumption {2}, where it was assumed 
that the magnitude of the lift term is significantly greater than the magnitude of the gravity term in 
the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  equation. However, for lower lift-to-drag ratio values, the assumption is violated in the 
course of this simulation, i.e. the cyan- and blue-colored curves below the red curves; hence the 
accuracy of the results from the steep-lifting guidance will decrease for lower lift-to-drag ratio 
cases. 
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3.3 ASIM Results 
The ASIM platform was utilized to compare the steep-lifting guidance, Apollo final phase 
guidance, and the two-degree-of-freedom numeric predictor-corrector guidance algorithms. Three 
primary analyses are reported here from the ASIM platform: single-case trajectory analysis for a 
target longitude case of 10.5°; dispersion analysis on a nominal trajectory to determine and 
compare the robustness of the guidance algorithms to dispersions in initial flight navigation states, 
vehicle/aerodynamic properties, and atmospheric conditions; and bucket analysis to determine and 
compare the target downrange distance bucket for each guidance algorithm.  
The initial states that were utilized for the three-degree-of-freedom simulations are the following, 
in the planet-centered inertial frame: 
�
𝑉𝑉𝑡𝑡
𝛾𝛾𝑡𝑡
ℎ𝑡𝑡
𝑠𝑠𝑡𝑡
� = �6100 m/s−15.5°135 km0 km � (36) 
These initial conditions are for the start of the simulation, but the longitudinal guidance phase does 
not get activated until the vehicle starts experiencing some drag; 0.2 g’s was used as the 
longitudinal guidance phase activation point. The simulations are all eastward, equatorial entry 
simulations, with an initial azimuth of 90°, an initial latitude of 0°, and an initial longitude of 0°. 
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3.3.1 Target Longitude Case of 10.5°  
The target longitude case of 10.5° was chosen based on preliminary analysis which showed this 
target point to be a nominal case for which all three algorithms work sufficiently well (i.e. the 
guidance commands do not become saturated for the majority of the trajectory). This case is a 
relatively lift-up case for all three guidance algorithms. Figure 22 depicts the flight profile of all 
three guided cases. Table 10 depicts the final total miss distances (i.e. coupled downrange and 
crossrange miss distances) from the target for each of the guidance algorithms. 
Table 10: Total Miss Distance for Target Longitude Case of 10.5° 
Algorithm Miss Distance (km) 
Steep-Lifting Guidance 4.722 
Apollo Final Phase 4.131 
Numeric Predictor-Corrector 2.029 
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 Figure 22: Flight Profile for Target Longitude Case of 10.5° 
The numeric predictor-corrector algorithm had the best performance in this trajectory case with 
nearly half the total miss distance as compared to the other two guidance algorithms. The steep-
lifting guidance algorithm had the highest total miss distance, but is comparable to the performance 
of the Apollo final phase guidance algorithm. 
Figure 23 depicts the guidance commands for the three guidance algorithms, where the left sub-
plot portrays the flight bank angle commands, and the right sub-plot portrays the commanded lift-
to-drag ratios which are correlated to the bank angle commands. The initial constant guidance 
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commands of 75° up to ~ 45 s is based on the pre-bank phase of the guidance module in ASIM, 
where the vehicle holds a constant bank angle until a sensible atmosphere is detected, after which, 
the longitudinal guidance phase is activated. 
 
Figure 23: Guidance Commands for Target Longitude Case of 10.5° 
The steep-lifting guidance commands and the Apollo final phase guidance commands have relative 
similarities between each other, as compared to the numeric predictor-corrector guidance 
commands which are relatively constant; this can also be verified from the flight profiles of the 
two algorithms in Figure 22. Additionally, the numeric predictor-corrector algorithm case has a 
few lift-down commands towards the very end of the flight trajectory due to it over-flying the 
target; the guidance module of ASIM has a built-in logic, where if the target is overflown, full-lift 
down commands are initiated. This feature is common to all the three guidance algorithms utilizing 
the guidance module of ASIM; however, only the numeric predictor-corrector case overflew the 
target, hence the only case with lift-down commands.  
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Figure 24 depicts the time-domain trajectory results and performance plots for all three guidance 
cases: downrange, altitude, flight-path angle, drag acceleration, heat rate, and dynamic pressure. 
The convective heat rate, ?̇?𝑄, at the stagnation point of a blunt-body vehicle is defined by the 
following [1:  
?̇?𝑄 = 𝑘𝑘𝑉𝑉3�𝜌𝜌
𝑟𝑟𝑛𝑛
 (37) 
where 𝑘𝑘 is the Sutton-Graves heating coefficient, and 𝑟𝑟𝑛𝑛 is the nose radius of the vehicle. The 
dynamic pressure, 𝑞𝑞, is defined by the following:  
𝑞𝑞 = 12𝜌𝜌𝑉𝑉𝑊𝑊2  (38) 
where 𝑉𝑉𝑊𝑊 is the magnitude of the wind-relative velocity vector. 
As can be seen from the trajectory and performance plots in Figure 24, all three algorithms had 
very similar performances. The flight-angle sub-plot highlights the similarities between the 
performance of the steep-lifting guidance and Apollo final phase guidance algorithms, as 
compared to the numeric predictor-corrector which exhibits a different behavior; this agrees with 
the observations made earlier. All three cases exhibited a peak drag acceleration of ~ 10 g’s, a peak 
heat rate of ~ 690 kW/m2, and a peak dynamic pressure of ~ 14.5 kPa. 
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 Figure 24: Time-Domain Trajectory Results for Target Longitude Case of 10.5° 
In order to gauge the performance of the Apollo final phase guidance algorithm, the flight and 
predicted range-to-go quantities were compared, i.e. 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑟𝑟𝑡𝑡𝑡𝑡 and 𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−𝑝𝑝, respectively; this can 
be depicted from Figure 25. Based on the plot, the two quantities begin to drive towards each other 
as time increases, hence minimizing the deviations in the flight trajectory from the reference 
trajectory. The initial jump in the predicted range-to-go quantity is based on the activation of the 
longitudinal guidance phase from the pre-bank phase. Based on these observations, the Apollo 
final phase guidance algorithm performs nominally, or as expected. 
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 Figure 25: Apollo Final Phase Range-to-Go Quantities 
The steep-lifting guidance algorithm has different family of curves of Γ((𝐿𝐿 𝐷𝐷⁄ )𝑐𝑐) to be root-solved, 
as compared to the family of curves seen in the two-degree-of-freedom simulation platform (Figure 
14). The family of curves for the three-degree-of-freedom simulation platform, i.e. ASIM, can be 
depicted by Figure 26. 
The target longitude case of 10.5° is a nominal case for the steep-lifting guidance algorithm in 
ASIM as there exists a root to be solved at each guidance cycle (i.e. each curve); however, that is 
not the case for all trajectory cases. This is additionally discussed in the Target Downrange Bucket 
Analysis section.  
All curves are not defined for all possible lift-to-drag values as some of them violate the conditions 
of the steep-lifting guidance algorithm for real-valued, valid results; hence, some of the curves in 
Figure 26 are not defined over the entire range of possible lift-to-drag ratio commands. 
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 Figure 26: Γ vs. L/D Plot for Target Longitude Case of 10.5° 
The family of curves are additionally different from the two-degree-of-freedom simulations; for 
the cases where a root does not explicitly exist in the defined bounds of the possible lift-to-drag 
ratio commands, the curves could have zero-crossings that are not at the bounds/extremals of the 
possible range of lift-to-drag ratio commands; this was not observed in the two-degree-of-freedom 
simulations. For instance, if one of the curves has no root within the defined range of possible lift-
to-drag ratio values due to the conditions of the steep-lifting guidance being violated, then the logic 
described in the flowchart of Figure 13 cannot be used as there might not be a valid solution that 
exists; hence the logic would result in an incorrect assignment of the guidance command. 
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3.3.2 Dispersion Analysis 
A 1000-sample dispersion analysis was performed for all three guidance algorithms (i.e. steep-
lifting guidance, Apollo final phase guidance, and numeric predictor-corrector guidance), and the 
results from those simulations are presented here. The initial conditions for the simulation are 
defined by Eq. (36). A target longitude case of 10° was selected for this analysis. The dispersion 
analysis simulations utilized atmospheric and aerodynamic tables, as compared to the other 
simulations that utilized an exponential atmosphere model and constant aerodynamics; 
additionally, the numeric predictor-corrector algorithm also utilized the atmospheric table for its 
guidance predictor-corrector process. 
For the generation of the dispersions, MATLAB’s random number generator was utilized [44]. 
Dispersions were incorporated in the initial flight navigation states, vehicle/aerodynamic 
properties, and atmospheric conditions. The dispersions in the initial flight navigation states, 
vehicle/aerodynamic properties, and atmospheric density can be depicted by Table 11; the 
dispersions in the initial flight navigation states are in planet-relative frame. The deviations in 
atmospheric density from the nominal density profile, with respect to altitude, can be depicted 
from Figure 27.   
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Table 11: Dispersion Table 
Quantity 
Dispersion 
(unit) 
In
iti
al
 F
lig
ht
 N
av
ig
at
io
n 
St
at
es
 
Initial velocity ± 5 m/s 
Initial flight-path angle ± 0.2° 
Initial azimuth ± 0.1° 
Initial latitude ± 0.01° 
Initial longitude ± 0.01° 
Initial altitude ± 1 km 
V
eh
ic
le
/A
er
o 
Pr
op
er
tie
s Mass ± 5 kg 
𝐶𝐶𝐿𝐿 ± 10% 
𝐶𝐶𝐷𝐷 ± 10% 
 Atmospheric density ± 0.0016 kg/m3 
 
Figure 28 depicts the final states (i.e. final downrange/crossrange states, final longitude/latitude 
states) of all three guidance algorithms. The left sub-plot depicts the downrange/crossrange results, 
and the right sub-plot depicts the longitude/latitude results. The sideways/horizontal ‘V’ looking 
pattern for all three guidance algorithms is associated to the lateral deadband implemented for 
lateral/crossrange control. The numeric predictor-corrector guidance algorithm results are similar 
to that of the steep-lifting guidance algorithm, but are more compacted in the 
downrange/longitudinal axis, whereas the crossrange/lateral axis show similarities between the 
two algorithms. The Apollo final phase guidance algorithm downrange results show resemblance 
to the downrange results of the steep-lifting guidance algorithm with a shift, but the crossrange 
78 
 
results of the Apollo final phase guidance algorithm are unique from the crossrange results of the 
other two guidance algorithms. 
 
 Figure 27: Atmospheric Density Deviations from Nominal Density Profile 
 
Figure 28: Final State Plots for Dispersion Analysis 
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Figure 29 depicts the miss distance plots for all three guidance algorithms: the left-third group of 
sub-plots depict the total miss distance results (i.e. both downrange and crossrange coupled; 
magnitude only, no direction); the center group of sub-plots depict the de-coupled downrange miss 
distance results; and the right-third group of sub-plots depict the de-coupled crossrange miss 
distance results. 
As can be seen from the Figure 28 and Figure 29 results, all three guidance algorithms had similar 
performances to dispersions in initial flight states, vehicle/aerodynamic properties, and 
atmospheric conditions. The steep-lifting guidance algorithm resulted in semi-overshooting final 
states, i.e. the guidance algorithm resulted in final states which overshot the target in some of the 
trial cases; whereas the other two guidance algorithms resulted in fully-overshooting final states, 
i.e. all of the resulting final states overshot the target. The overshooting aspect can be considered 
as a bias to the results as all of the guidance algorithms have different nominal target cases where 
the guidance algorithm can drive down the miss distance to nearly zero; this can be observed from 
the Downrange Target Bucket Analysis section. The 10° longitude target is a nominal target case 
for the steep-lifting guidance algorithm which results in a miss distance of ~ 2 km with no 
dispersions; however, for this target case with no dispersions, the miss distance for the Apollo final 
phase guidance algorithm is ~ 3 km, and is ~ 5 km for the numeric predictor-corrector guidance 
algorithm.  
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 Figure 29: Miss Distance Plots for Dispersion Analysis 
The spread of the miss distances, i.e. range between minimum and maximum set of miss distances, 
for all three guidance algorithms have similar characteristics when compared to each other. For 
example, for the downrange miss distance results, they all have a spread of ~ 10 - 15 km; but the 
numeric predictor-corrector guidance algorithm had the least spread in downrange miss distances 
as compared to the other two guidance algorithms. 
Figure 30 depicts the miss distance histograms for all three guidance algorithms: the left-third 
group of sub-plots depict the total miss distance histograms; the center group of sub-plots depict 
the downrange miss distance histograms; and the right-third group of sub-plots depict the 
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crossrange miss distance histograms. Table 12 depicts the statistics of the total, downrange, and 
crossrange miss distances of the three guidance algorithms: maximum of the miss distances (i.e. 
highest magnitude), minimum of the miss distances (i.e. lowest magnitude), range of the miss 
distances (i.e. magnitude of the difference between the signed minimum and signed maximum 
miss distances), median of the miss distances, mean of the miss distances, and standard deviation 
of the miss distances. 
As mentioned earlier, all three guidance algorithms have similar performances for the dispersions 
implemented in this simulation. They all have comparable range statistics for the three miss 
distance quantities: total, downrange, and crossrange. The numeric predictor-corrector guidance 
algorithm resulted in the lowest spread/range of total miss distances, i.e. 10.3 km, as compared to 
the range of the total miss distances for the steep-lifting guidance algorithm, i.e. 11.7 km, and for 
the Apollo final phase guidance algorithm, i.e. 13.8 km. The numeric predictor-corrector guidance 
algorithm also resulted in the lowest spread/range of downrange miss distances, i.e. 11.6 km, as 
compared to the range of the downrange miss distances for the steep-lifting guidance algorithm, 
i.e. 14.1 km, and for the Apollo final phase guidance algorithm, i.e. 14.2 km. All three guidance 
algorithms had very similar spread/range of crossrange miss distances of ~ 12 - 13 km. When 
comparing the crossrange miss distances for all three algorithms, it is important to note the 
distributions of them. The steep-lifting and numeric predictor-corrector guidance algorithms have 
very similar distributions of the crossrange miss distances when compared to each other; however, 
the Apollo final phase guidance algorithm’s distribution of crossrange miss distances is unique 
from that of the other two guidance algorithms. This is associated to the almost 90° bank angle 
commands (i.e. lift-to-drag ratio commands of almost 0; almost no vertical lift; lift vector almost 
horizontal) that the steep-lifting and numeric predictor-corrector guidance algorithms assign as an 
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alternative to lift-down commands; the Apollo final phase guidance algorithm is capable of lift-
down guidance commands. 
 
Figure 30: Miss Distance Histograms for Dispersion Analysis 
Figure 31 depicts the flight bank angle profiles for each of the three guidance algorithms. The 
Apollo final phase guidance algorithm includes the capability for lift-down commands at any given 
point in the trajectory, hence the Apollo final phase bank angle commands include commands that 
are greater/lower than +90°/-90°. All three guidance algorithms show the trigger of bank reversal 
maneuvers at similar times/sections of the trajectory. There is a strong resemblance between the 
bank angle commands of the steep-lifting and numeric predictor-corrector guidance algorithms, 
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where the commands from the numeric predictor-corrector guidance algorithm are relatively more 
constant. 
 
Figure 31: Flight Bank Angle Profiles for Dispersion Analysis 
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Table 12: Miss Distance Statistics for Dispersion Analysis 
Quantity 
Statistics for Each Guidance Method (km) 
Steep-
Lifting 
Apollo Final 
Phase  
Numeric 
Predictor-
Corrector 
T
ot
al
 M
is
s D
is
ta
nc
e 
* 
Minimum * 0.40 2.00 1.61 
Maximum * 12.1 15.8 11.9 
Range *,~ 11.7 13.8 10.3 
Median 5.08 8.76 6.56 
Mean 5.31 8.71 6.67 
Standard Deviation 2.74 2.71 2.44 
D
ow
nr
an
ge
 M
is
s D
is
ta
nc
e 
Minimum * 0.03 1.83 0.73 
Maximum * 11.7 16.0 12.3 
Range *,~ 14.1 14.2 11.6 
Median 4.42 8.71 6.09 
Mean 4.41 8.75 6.16 
Standard Deviation 3.21 2.81 2.51 
C
ro
ss
ra
ng
e 
M
is
s D
is
ta
nc
e 
Minimum * 0.04 0.004 0.03 
Maximum * 6.42 6.55 6.39 
Range *,~ 12.1 12.8 12.3 
Median 0.17 0.13 0.05 
Mean 0.05 -0.02 0.03 
Standard Deviation 3.08 2.90 3.37 
*Absolute value quantities; ~ Range computed as the difference between signed minimum and maximum 
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In summary, all three guidance algorithms (i.e. steep-lifting guidance, Apollo final phase guidance, 
and numeric predictor-corrector guidance) had similar performances with respect to each other for 
the dispersions in initial flight states, vehicle/aerodynamic properties, and atmospheric conditions 
that were analyzed in this thesis. The 10° target longitude case was a nominal target case for the 
steep-lifting guidance algorithm; however, the other two guidance algorithms had a higher miss 
distance for this target longitude case, even with no dispersion, as compared to the miss distance 
of the steep-lifting guidance algorithm; hence when comparing the analysis in this section, it is 
important to analyze the spread/range of the miss distances. All three algorithms resulted in similar 
spreads/range for total, downrange, and crossrange miss distances: ~ 10 to 14 km, ~ 11 to 15 km, 
and ~ 12 to 13 km, respectively. The steep-lifting and numeric predictor-corrector guidance 
algorithms had similar flight bank angle profiles. The robustness of the steep-lifting guidance 
algorithm to the dispersions analyzed in this thesis is comparable to the robustness of the Apollo 
final phase and two-degree-of-freedom numeric predictor-corrector guidance algorithms.  
3.3.3 Target Downrange Bucket Analysis 
A target downrange bucket analysis was performed for all three guidance algorithms (i.e. steep-
lifting guidance, Apollo final phase guidance, and numeric predictor-corrector guidance) from a 
target longitude of 8° to 15° in increments of 0.2°. Additionally, the two-degree-of-freedom 
analytic predictor-corrector guidance algorithm was also implemented in this analysis for 
comparative purposes to the steep-lifting guidance algorithm results. 
Figure 32, Figure 33, Figure 34, and Figure 35 depict the total miss distance (i.e. left sub-plot; both 
downrange and crossrange coupled; magnitude only, no direction), and the de-coupled downrange 
86 
 
and crossrange miss distances (i.e. right sub-plot) for the steep-lifting, analytic predictor-corrector, 
Apollo final phase, and numeric predictor-corrector guidance algorithms, respectively. 
The steep-lifting and analytic predictor-corrector guidance algorithms have similar performances 
for varying downrange targets; there are two outlier result points for the analytic predictor-
corrector due to the assignment of incorrect guidance commands for those two target points (i.e. 
target longitudes of 10° and 10.4°). However, apart from the two outlier points, the final miss 
distances of the two guidance algorithms match up almost perfectly.   
 
 
Figure 32: Steep-Lifting Guidance Miss Distance Plots for Bucket Analysis 
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 Figure 33: Analytic Predictor-Corrector Miss Distance Plots for Bucket Analysis 
 
 
Figure 34: Apollo Final Phase Guidance Miss Distance Plots for Bucket Analysis 
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 Figure 35: Numeric Predictor-Corrector Miss Distance Plots for Bucket Analysis 
The Apollo final phase and numeric predictor-corrector guidance algorithms result in bigger 
buckets (i.e. greater capability for the range of target downrange distances which can be reached, 
to within some specified acceptable miss distance, based on the single initial flight state), as 
compared to the steep-lifting and analytic predictor-corrector guidance algorithms. If the 
acceptable total miss distance is assumed to be 10 km, the numeric predictor-corrector guidance 
algorithm results in the biggest bucket of possible downrange targets which span from ~ 9.2° to ~ 
14° target longitude, as compared to the relevant bucket for the steep-lifting guidance algorithm 
which spans from ~ 9.2° to ~ 10.8° target longitude, which is three times lower than the capability 
of the numeric predictor-corrector. For the 10 km acceptable total miss distance, the Apollo final 
phase guidance algorithm resulted in a primary bucket from ~ 9.6° to ~ 12.6° target longitude.  
Figure 36 depicts histograms for total, downrange, and crossrange miss distances for all four 
guidance algorithms. The left-third group of sub-plots depict the total miss distance histograms, 
the center group of sub-plots depict the downrange miss distance histograms, and the right-third 
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group of sub-plots depict the crossrange miss distance histograms for each of the four respective 
guidance algorithms. 
 
Figure 36: Miss Distance Histograms for Bucket Analysis 
All four guidance algorithms had similar crossrange miss distances, however, had different 
downrange miss distances. The span of downrange miss distances for the steep-lifting and analytic 
predictor-corrector guidance algorithms were the highest, as compared to the span of downrange 
miss distances for the Apollo final phase and numeric predictor-corrector guidance algorithms.  
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Table 13 depicts the statistics of the total, downrange, and crossrange miss distances of the four 
guidance algorithms: maximum of the miss distances (i.e. highest magnitude), minimum of the 
miss distances (i.e. lowest magnitude), range of the miss distances (i.e. magnitude of the difference 
between the signed minimum and signed maximum miss distances), median of the miss distances, 
mean of the miss distances, and standard deviation of the miss distances.  
Although, the numeric predictor-corrector guidance algorithm results in the bigger bucket of 
possible downrange targets as compared to the Apollo final phase guidance algorithm, it results in 
bigger range of total and downrange miss distances, and higher maximum total and downrange 
miss distances than the Apollo final phase guidance algorithm. The standard deviation of the total 
and downrange miss distances is also lowest for the Apollo final phase guidance algorithm. As 
mentioned earlier, the crossrange performance was similar for all four guidance algorithms. 
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Table 13: Miss Distance Statistics for Bucket Analysis 
Quantity 
Statistics for Each Guidance Method (km) 
Steep-
Lifting 
Analytic  
Predictor-
Corrector  
Apollo Final 
Phase  
Numeric 
Predictor-
Corrector 
T
ot
al
 M
is
s D
is
ta
nc
e 
* 
Minimum * 2.03 1.37 0.45 0.34 
Maximum * 217 209 40.3 59.7 
Range *,~ 215 208 39.8 59.4 
Median 48.1 54.0 10.4 2.66 
Mean 70.7 71.4 12.8 13.0 
Standard Deviation 67.7 63.4 11.1 18.6 
D
ow
nr
an
ge
 M
is
s D
is
ta
nc
e 
Minimum * 0.38 0.43 0.13 0.04 
Maximum * 230 222 40.5 61.0 
Range *,~ 291 325 76.0 121 
Median -32.3 -28.0 8.01 0.33 
Mean -60.3 -51.5 7.02 2.51 
Standard Deviation 84.7 87.5 15.7 23.3 
C
ro
ss
ra
ng
e 
M
is
s D
is
ta
nc
e 
Minimum * 0.05 0.009 0.08 0.05 
Maximum * 18.6 18.6 17.6 18.6 
Range *,~ 21.4 21.4 20.2 22.4 
Median -1.55 -1.33 -0.44 -0.07 
Mean -2.35 -2.49 -1.60 -1.52 
Standard Deviation 5.02 4.92 4.88 5.29 
*Absolute value quantities; ~ Range computed as the difference between signed minimum and maximum. 
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Figure 37 depicts the flight lift-to-drag ratio values that were commanded by each of the four 
respective guidance algorithms, and Figure 38 depicts the corresponding flight bank angle profiles. 
As can be seen from both the figures, both the steep-lifting and analytic predictor-corrector 
guidance algorithms resulted in saturated guidance commands much earlier than both the Apollo 
final phase and numeric predictor-corrector guidance algorithms; hence reducing the flight time of 
those trajectories guided by the steep-lifting and analytic predictor-corrector guidance algorithms. 
 
 
Figure 37: Flight L/D Profiles for Bucket Analysis 
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 Figure 38: Flight Bank Angle Profiles for Bucket Analysis 
Additionally, the Apollo final phase guidance algorithm includes the capability for lift-down 
commands at any point in the trajectory, whereas the other three guidance algorithms only perform 
lift-down maneuvers once the target has been overflow; this is again due to the guidance logic 
implemented in the ASIM platform, where if the target has been overflown, then the guidance 
system commands full lift-down maneuvers. As shown by Figure 19, if the capability for lift-down 
commands were incorporated in the numeric predictor-corrector guidance algorithm, the 
algorithm’s performance would improve, i.e. range of possible downrange targets would increase. 
As observed from the other simulation results as well, the numeric predictor-corrector guidance 
algorithm results in relatively constant (i.e. flat) lift-to-drag ratio commands as compared to the 
other three guidance algorithms which result in more rapidly changing lift-to-drag ratio commands. 
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Figure 39 depicts the magnitude of the individual terms from the 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  equation, i.e. Eq. (6a), 
and from the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  equation, i.e. Eq. (6b) which were computed based on flight-state quantities 
and flight lift-to-drag commands from each of the four guidance algorithms. The group of sub-
plots in the left-half of the figure depict the magnitude of the drag and gravity terms from the 
𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  equation, and the group of sub-plots in the right-half of the figure depict the magnitude of 
the lift, gravity, and planet curvature terms from the 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  equation. These plots are different 
from the assumption analysis plots shown in earlier sections in the sense that these plots reflect 
actual flight profiles with guidance, whereas the other analysis sections provided the assumption 
analysis based on the various trajectories simulated via the numeric predictor-corrector guidance 
calls. Even though, the assumptions of the steep-lifting entry trajectory solution are only 
incorporated in the steep-lifting and analytic predictor-corrector guidance algorithms, the 
visualization of the assumption terms in all four guidance algorithms provides a diverse set of 
flight trajectory profiles for the analysis of the assumptions in the context of the two relevant 
guidance algorithms. 
The 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  terms sub-plots indicate that for all of the guidance algorithm cases with a diverse set 
of flight trajectory profiles, the assumption of neglecting the gravity term relative to the drag term 
in both the steep-lifting and analytic predictor-corrector guidance algorithms is appropriate for the 
trajectories simulated in this analysis as for a majority of the flight profile, the drag term is 
significantly larger than the gravity term, except for the end points of the trajectory.  
95 
 
 Figure 39: Magnitude of Individual Terms from Equations of Motion for Bucket Analysis 
The 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  terms sub-plots indicate that there were flight profiles for which neglecting the gravity 
term relative to the lift term was not a fair assumption as there were entire flight profiles and 
segments of specific flight profiles for which the assumption was not satisfied. This is due to the 
guidance commands of lower lift-to-drag ratio values (i.e. < 0.05) in the steep-lifting, analytic 
predictor-corrector, and numeric predictor-corrector guidance algorithms; however, the Apollo 
final phase guidance commands, with capability of negative lift-to-drag commands, result in 
trajectories that satisfy this assumption for a majority of all the flight profiles (the region in the 
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flight profile where the assumption is expected hold true). As an alternative to lift-down 
commands, the other three guidance algorithms all saturate at (𝐿𝐿 𝐷𝐷⁄ )𝑚𝑚𝑖𝑖𝑛𝑛 = 0.01 when lift-down 
commands are needed. If the other three guidance algorithms had the capability for negative lift-
to-drag commands, then lower lift-to-drag ratio values would not be commanded as frequently, as 
was shown in the simulations here. Additionally, the flat planet assumption shows nominal effects 
on the flight trajectory, especially at lower relative velocities, as was shown in previous analysis 
sections. 
The altitude and range expression conditions from Table 1 can be rewritten in the following form, 
respectively; the first condition is the altitude expression condition, the second condition is the 
left-hand side of the range expression condition, and the third condition is the right-hand side of 
the range expression condition: 
cos(𝛾𝛾2) − cos(𝛾𝛾1) + �𝐻𝐻𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟�𝐿𝐿 𝐷𝐷� �2𝛽𝛽 �  eℎ𝑟𝑟𝑟𝑟𝑟𝑟−ℎ1𝐻𝐻 > 0 (39a) 
2𝛽𝛽
𝐻𝐻𝜌𝜌1
[cos(𝛾𝛾1) − cos(𝛾𝛾2)] − 𝐿𝐿 𝐷𝐷� < 0 (39b) 
2𝛽𝛽
𝐻𝐻𝜌𝜌1
[cos(𝛾𝛾1) + 1] − 𝐿𝐿 𝐷𝐷� > 0 (39c) 
where 𝛾𝛾2 is a function of (𝐿𝐿 𝐷𝐷⁄ ), i.e. 𝛾𝛾2(𝐿𝐿 𝐷𝐷⁄ ). 
Figure 40 depicts these conditions as a function of the range of possible lift-to-drag ratio values 
for the steep-lifting guidance algorithm. The left sub-plot depicts the altitude expression condition 
of being greater than zero, i.e. Eq. (39a); and the right sub-plot depicts the range expression left-
hand and right-hand side conditions, i.e. Eq. (39b) and Eq. (39c), respectively. The range 
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expression right-hand side condition is not dependent on (𝐿𝐿 𝐷𝐷⁄ ), hence the dashed-red lines are 
horizontal lines as the function is invariant with respect to lift-to-drag ratio values. As seen from 
the altitude expression condition sub-plot, the altitude expression condition was satisfied for all 
possible lift-to-drag ratio values at each guidance cycle. Additionally, as seen from the range 
expression conditions sub-plot, both the conditions were also satisfied for all possible lift-to-drag 
ratio values at each guidance cycle.  
 
Figure 40: Steep-Lifting Guidance Conditions for Bucket Analysis 
Based on the analysis presented in this section, it was verified that the conditions of the steep-
lifting guidance algorithm were not violated; hence the resultant relative small bucket for the steep-
lifting guidance (as compared to the Apollo final phase and numeric predictor-corrector guidance 
algorithms) is associated to the assumptions in the guidance algorithm. Furthermore, this is 
consistent with the resultant bucket and performance of the analytic predictor-corrector guidance 
algorithm, hence indicating that the root-solving methodology implemented for the steep-lifting 
guidance algorithm functions as expected.  
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Additionally, simulations were ran with the numeric predictor-corrector guidance algorithm for 
various assumptions being incorporated into the 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  and 𝑑𝑑𝛾𝛾 𝑑𝑑𝑡𝑡⁄  equations of motion, as was 
done in the Single-Trajectory Assumptions Analysis section for various assumption combination 
cases. It was observed that when Assumption {1} was incorporated individually, it produced a 
miss distance of 4.1 km; when Assumptions {2} and {3} were incorporated individually, they 
produced the highest miss distance errors, i.e. 8.5 km and 8.1 km, respectively; and when 
Assumptions {2} and {3} were incorporated simultaneously, the resultant miss distance was 4 km. 
However, when all three primary assumptions (i.e. Assumptions {1}, {2}, and {3}) were 
incorporated altogether, the desired final state condition of 540 m/s relative velocity could not be 
achieved with the numerical integration of the equations of motion with all three assumptions for 
a few a trajectory cases; i.e. at each time step propagation, the reduction of the relative velocity 
became smaller and smaller, to a point where the velocity values were not changing to machine 
precision. When the final state velocity was changed to a relatively higher value, a similar issue 
was observed. This is indicative that when all three assumptions are incorporated simultaneously, 
at lower relative velocities, these assumptions decrease the accuracy of the solution. The relatively 
small bucket of the steep-lifting and analytic predictor-corrector guidance algorithms are 
associated to the three primary assumptions being incorporated simultaneously into these 
algorithms via the steep-lifting entry trajectory solution. 
In summary, through the target downrange bucket analysis in the ASIM platform, it was observed 
that the two-degree-of-freedom numeric predictor-corrector guidance algorithm resulted in the 
biggest bucket of possible downrange targets; the Apollo final phase guidance algorithm resulted 
in the next biggest bucket of possible downrange targets; and the steep-lifting and two-degree-of-
freedom analytic predictor corrector guidance algorithms resulted in the smallest buckets, 
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approximately three times smaller than that of the numeric predictor-corrector bucket. 
Additionally, it was verified that the conditions of the steep-lifting guidance algorithm were valid 
for all possible range of lift-to-drag ratio values that were considered in this thesis, for all guidance 
cycles. The relatively small buckets of the steep-lifting and analytic predictor-corrector guidance 
algorithms were associated to the primary assumptions of the steep-lifting entry trajectory solution 
being incorporated simultaneously, i.e. Assumptions {1}, {2}, and {3}. It is important to note that 
the target downrange bucket analysis was performed relative to a single initial flight state, and 
hence different downrange targets can still be selected with the steep-lifting guidance algorithm, 
based on appropriate initial flight states, and for trajectories that do not violate the conditions of 
the steep-lifting entry trajectory solution.  
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CHAPTER 4: CONCLUSION 
This thesis assessed the applicability and performance of the steep-lifting entry trajectory solution 
in the context of a root-solving guidance algorithm for direct entry applications with bank angle 
modulation as the trajectory control method. The steep-lifting entry trajectory solution is 
encompassed of a set of closed-form analytical expressions. The primary steep-lifting entry 
trajectory solution expressions used in this thesis include expressions for range, flight-path angle, 
and altitude. The set of expressions are derived based on making certain assumptions; additionally, 
the range expression is transcendental in nature with respect to the lift-to-drag ratio quantity, and 
is only valid for certain conditions (i.e. real-valued results).  
A root-solving guidance algorithm was realized with the incorporation of the steep-lifting entry 
trajectory solution, where the objective was to solve for a lift-to-drag ratio value for which the 
range-to-go error at the desired final state is minimized. One of the constraints with the analytical 
range expression is that it is only valid for positive lift-to-drag ratio values, hence limiting the 
guidance algorithm’s application to primarily lift-up cases. Additionally, due to the assumptions 
of the steep-lifting entry trajectory solution, the accuracy of the guidance algorithm (with these 
assumptions) increases for vehicles with smaller ballistic coefficients, larger lift-to-drag ratios; for 
trajectories that have steeper initial flight-path angles; and for denser atmospheres.   
For comparative purposes, a two-degree-of-freedom analytic predictor-corrector guidance 
algorithm, a two-degree-of-freedom numeric predictor-corrector guidance algorithm, and the 
Apollo final phase guidance algorithm were implemented into various simulations, along with the 
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steep-lifting guidance algorithm. These simulation platforms include a two-degree-of-freedom and 
a three-degree-of-freedom simulations.  
Results from analysis indicate that the steep-lifting guidance algorithm performed relatively well 
for nominal, lift-up trajectories that satisfied the conditions and assumptions of the steep-lifting 
entry trajectory solution, as compared to the other guidance algorithms which were implemented 
for the analysis in this thesis. When tested for robustness to dispersions in initial flight conditions, 
vehicle/aerodynamic properties, and atmospheric conditions for a nominal target, the steep-lifting 
guidance algorithm had a similar performance as that of the other guidance algorithms. However, 
when tested for varying downrange targets, with respect to a fixed initial flight state, the steep-
lifting and analytic predictor-corrector guidance algorithms did not perform as well as the Apollo 
final phase and numeric predictor-corrector guidance algorithms. The steep-lifting guidance 
algorithm had nearly a three times smaller bucket (i.e. possible downrange targets for guidance 
capability to within some acceptable miss distance) than that of the numeric predictor-corrector 
guidance algorithm. 
Closed-form analytical guidance algorithms are highly desirable in the context of real-time 
guidance applications. The Apollo final phase guidance algorithm is a reference-following 
terminal-point controller, where it requires the use of a look-up table and its robustness is limited 
to deviations from the reference trajectory. Predictor-corrector algorithms are more robust than the 
Apollo final phase guidance algorithm as they are valid for a wide range of trajectories, but they 
come at a cost of computational requirements and efficiency. It is in this sense that closed-form 
analytical guidance algorithms are highly desirable, and hence the development of such methods 
were explored with the use of the steep-lifting entry trajectory solution; however, the use of the 
steep-lifting entry trajectory solution is inherently limited by the assumptions in the solution. 
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Overcoming the barriers of the transcendental nature of the analytical range expression, and the 
constraint of only positive lift-to-drag ratios will greatly improve the potential use of the steep-
lifting entry trajectory solution in the context of a closed-form analytical direct entry guidance 
method. However, the steep-lifting root-solving guidance algorithm introduced in this thesis shows 
comparable performance to the other guidance algorithms where the steep-lifting entry trajectory 
solution assumptions and conditions are valid. 
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