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In this thesis, we present our research on new acquisition methods for reflectance
properties of real-world objects. Specifically, we first show a method for acquir-
ing spatially varying densities in volumes of translucent, gaseous material with
just a single image. This makes the method applicable to constantly changing
phenomena like smoke without the use of high-speed camera equipment.
Furthermore, we investigated how two well known techniques – synthetic
aperture confocal imaging and algorithmic descattering – can be combined to help
looking through a translucent medium like fog or murky water. We show that the
depth at which we can still see an object embedded in the scattering medium is
increased. In a related publication, we show how polarization and descattering
based on phase-shifting can be combined for efficient 3D scanning of translucent
objects. Normally, subsurface scattering hinders the range estimation by offsetting
the peak intensity beneath the surface away from the point of incidence. With our
method, the subsurface scattering is reduced to a minimum and therefore reliable
3D scanning is made possible.
Finally, we present a system which recovers surface geometry, reflectance
properties of opaque objects, and prevailing lighting conditions at the time of
image capture from just a small number of input photographs. While there exist
previous approaches to recover reflectance properties, our system is the first to
work on images taken under almost arbitrary, changing lighting conditions. This
enables us to use images we took from a community photo collection website.
iv
vKurzzusammenfassung
In dieser Dissertation präsentieren wir unsere Forschungsergebnisse über neue
Methoden zur Akquisition von Reflektionseigenschaften von real existierenden
Objekten. Im Einzelnen beschreiben wir zuerst eine Methode, um die Dichte
eines durchscheinenden Materials in einem Volumen mit nur einem einzigen Bild
komplett aufzunehmen. Dadurch ist das Verfahren besonders gut anwendbar auf
sich ständig ändernde Objekte wie z.B. Rauch, ohne auf Hochgeschwindigkeit-
skameras zurückgreifen zu müssen.
Desweiteren haben wir analysiert, wie zwei sehr bekannte Verfahren – “Syn-
thetic Aperture Confocal Imaging” und “Algorithmic Descattering” – kombiniert
werden können um besser durch Nebel oder trübes Wasser hindurchsehen zu kön-
nen. Wir zeigen, daß durch unser Verfahren die Entfernung in der ein Objekt im
Nebel noch wahrgenommen werden kann, vergrößert wird. In diesem Zusammen-
hang zeigen wir auch wie auf Polarisation und auf Phasenverschiebung basieren-
des Descattering zum 3D-Scannen von durchscheinenden Objekten verwendet
werden kann. Normalerweise verhindert die Lichtstreuung unter der Oberfläche
eine genaue Entfernungsmessung, weil sich die Position des hellsten erleuchteten
Punktes leicht unter die Oberfläche verschiebt. Mit unserem Verfahren wird die
Lichtstreuung auf ein Minimum reduziert und somit das 3D-Scannen ermöglicht.
Im Anschluß präsentieren wir ein System, welches mit nur wenigen
Eingabebildern die Geometrie und die Reflektionseigenschaften von undurch-
sichtigen Objekten bestimmt und außerdem die Lichtverhältnisse zum Aufnah-
mezeitpunkt rekonstruiert. Obwohl schon existierende Verfahren auch in der
Lage sind, Reflektionseigenschaften zu bestimmen, ist unser Verfahren das Erste,
welches auf Bildern arbeitet, die unter fast beliebigen, wechselnden Lichtverhält-
nissen aufgenommen wurden. Dies ermöglicht es uns, Bilder aus einer Internet
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Chapter 1
Introduction
Gathering appearance data about complex real-world objects has always been of
great interest in computer graphics. The main reason for this is that accurate
appearance data of an object or a scene is necessary for all kinds of manipulation,
for example changing the object’s appearance, relighting it in a novel illumination
environment, viewing the object from novel viewpoints, or for simply preserving
a changing object the way it appeared at a given instant in time. Additionally, the
more we learn about an object and how its image is formed, the more accurately
we can decompose the appearance into the contributing factors, a process known
as modeling.
Models can be obtained from a variety of sources. They can be synthesized
manually by artists, or they can be derived from the data that was used to construct
the object in the first place. Rapidly changing objects such as smoke or natural
phenomena can be simulated in a physically meaningful way and the result can
then be used for rendering.
Another approach for obtaining a model of any given complex real-world ob-
ject is to acquire its properties directly from the object itself. These properties
also define the complexity of an object; just capturing the reflected color from
an object is easily done with a camera, whereas for example the geometry takes
significantly more effort to acquire. In this thesis, we will introduce acquisition
methods for very complex object appearance data such as volumetric descriptions
of constantly moving translucent smoke.
1.1 Problem Statement
The first step in any acquisition project is to define what properties should be ac-
quired. With this information at hand, firstly a suitable measurement setup can
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be designed and built. Secondly, one normally creates a model suitable for rep-
resenting the desired appearance properties with enough accuracy for subsequent
rendering.
In most cases, the captured data is however still a very complex, non-linear
function of the actual model parameters. Recovering them requires an additional
optimization or interpolation step, where the parameters of the underlying model
are fit to the data. In this case, we call the problem of determining the model
parameters from the observations an inverse problem. Solving an inverse problem
allows us to gain insight into an object’s behavior just through observation.
Inverse problems are typically ill-posed. To solve the problem anyway, the
solution space can be limited to a small number of parameters with additional
constraints. In this case regularization is normally employed to enforce smooth-
ness in the solution and prevent overfitting.
This thesis introduces new acquistion techniques for specific problems or ob-
ject classes. Although some of those were already covered by previous work, we
managed to extend the space of what objects can be acquired further with our
research. We demonstrate a system that acquires a volume of smoke with just a
single image and thus enables acquisition without high-speed cameras and with-
out high-output lasers even though the smoke is constantly moving. Furthermore,
we show the first system that extracts geometry, incident lighting and reflectance
properties for an object from just a few photographs. Since these photographs can
be taken under nearly arbitrary condition our system even works on images taken
from a community photo collection. We also further push the limit for seeing
through a translucent medium like fog or murky water by successfully analyzing
and combining two well-known techniques in computer graphics.
1.2 Contributions
In this thesis, we solve inverse problems with the goal of capturing accurate rep-
resentations for different classes of real-world objects such as the densities in a
dynamically changing volume of smoke, objects that are obscured by a scatter-
ing medium, and finally a complete scene description including geometry, en-
vironment maps and surface reflectance from a couple of photographs. Parts
of this thesis have already been published or are to appear as scientific arti-
cles at international conferences or journals [Fuchs et al. 2006, Fuchs et al. 2007a,
Chen et al. 2007, Fuchs et al. 2008, Haber et al. 2009].
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Figure 1.1: Acquired image of smoke and reconstructed density field. Left: Input
image with two independent grids of laser lines (red, blue) sampling the volume
and diffuse green illumination (image intensity rescaled for display). Right: Den-
sity field reconstructed from this single image.
1.2.1 Density Estimation for Dynamic Volumes
The first problem this thesis addresses is capturing a volume of spatially vary-
ing, constantly moving smoke. The smoke represents a whole class of dynamic,
participating media which exhibit multiple light scattering. Capturing densities
in a volume is a difficult task since we cannot observe every point in the vol-
ume directly. All points which do not lie on the outside of the volume will show
combined effects both from the point itself and all the points on the way to the
observer. Therefore, we need to solve this as an inverse problem, i.e., answer the
following question: given an image of the volume, what is the most likely den-
sity distribution of smoke that created this image? Once we have determined the
smoke densities correctly at each point in the volume, we can infer the amount of
multiple scattering and create a rendering and compare it to the original image.
Since the smoke is constantly changing, all our measurements need to be done
in a single exposure. We do this by only measuring a subset of all points within
the volume with a set of laser lines. Using this setup, we achieve a sparse sam-
pling between individual laser lines. On each laser line however, we obtain a
very dense sampling of the volumetric densities. In combination, we are able to
faithfully interpolate the missing data and reconstruct the whole volume (see also
Figure 1.1).
Our contributions to the problem of reconstructing volumetric densities in dy-
namically changing volumes are:
• A new approach to sampling the volume: We illuminate the volume with
a grid of laser lines in order to sample the whole volume simultaneously.
Placing camera and light sources carefully ensures that all laser lines are
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projected onto the image plane without occlusions. We further increase the
sampling density by using multiple laser grids of different colors.
• Decoupling of spatial and temporal sampling: The proposed system cap-
tures density information in the whole volume with a single camera image.
Therefore, it allows for a continuous sampling in the time domain.
• Simulation of the sampling method: We performed a full simulation of
our sampling strategy to asses its capabilities and limitations. The simulated
results furthermore allow us to compare our interpolated volumes to ground
truth data. We analyze the strengths and the limitations of our sampling
approach.
1.2.2 Combining Descattering and Confocal Imaging
Sometimes it may be desirable to not acquire a translucent scattering medium, but
rather an object which is obscured by it. A classic application for this is seeing
through fog or murky water. In this case, the fog must be separated in such a way
that it can be subtracted without destroying the signal arriving from the object
itself.
In Chapter 5, we analyze two widespread techniques, algorithmic
descattering [Nayar et al. 2006] and synthetic aperture confocal imag-
ing [Levoy et al. 2004]. We combine both methods with the goal of computing
cross-sectional images in translucent media with higher contrast and better
resolution than previously possible. In translucent objects, observations along
individual light paths are polluted by in- and outscattering as can be seen in
Figure 1.2(b). Confocal imaging reduces the effects of multiple scattering by
carefully focusing illumination and observation onto a specific location within
the measurement volume. The light path selected in this way nevertheless
contains some global illumination effects. This is also evident in Figure 1.2(c).
Algorithmic descattering is based on high-frequency illumination. It also aims at
reducing multiple scattering effects in translucent media. It works however by
removing global illumination effects from any light path. We show that confocal
imaging and descattering are orthogonal and that they can be combined efficiently
(see Figure 1.2(d)).
In this work, we contributed the following parts to solving the descattering
problem:
• Analysis of confocal imaging and algorithmic descattering: We analyze
both methods in terms of their effects on individual light paths through a




Figure 1.2: Example results from our descattering approach: (a) shows a pho-
tograph of the object that is immersed in a fishtank filled with dilute milk. After
that, an image taken under normal flood-light illumination is shown in (b). The
bottom row shows the advantage of combining confocal imaging and descatter-
ing. With just confocal imaging (c) some details can not be recovered. Combining
both methods (d) leads to a sharper image with more detail and better color re-
production.
can be combined with very little extra effort in order to achieve superior
results.
• Validation through simulation: Using a Monte-Carlo photon simulator,
we qualitatively and quantitatively analyze the proposed approach and its
limitations.
• Real-world measurement setup: Based on our observations, we designed
a measurement setup, which acquires volumetric representations of objects
embedded in a translucent medium with improved contrast and penetration
depth.
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1.2.3 Polarization and Phase-shifting for 3D Scanning
Algorithmic descattering is also at the heart of the next contribution. It has been
developed in close collaboration with Tongbo Chen [Chen et al. 2007] during his
PhD-studies. We therefore only present a short outline of the approach and the
underlying algorithms in this thesis and refer the reader to Tongbo Chen’s the-
sis [Chen et al. 2007] or the paper for a detailed description.
3D scanning of translucent objects can be very difficult because of the subsur-
face light transport. The signal that is projected onto the object becomes weaker
since it is spread out beneath the surface. Highly transmissive objects also intro-
duce a systematic bias in the range measurement, because the peak intensity is
not observed at the surface but at some point beneath it. Range measurements are
furthermore polluted by interreflections and light scattering towards the measure-
ment point.
To enable reliable range measurements on translucent objects, it is necessary
to separate the first surface reflection from all the scattering effects mentioned
above. One possible way to descattering is to exploit the fact that polarized light
becomes depolarized while undergoing multiple scattering. Therefore projecting
polarized light patterns and computing the difference between images captured
with a polarization filter at orthogonal orientations removes most of the subsurface
scattering effects. Another method is algorithmic descattering as described above.
In Chapter 6, we present a method for robust shape acquisition of translucent
3D objects that contributes the following to the field of computer graphics:
• Analysis of the descattering properties of polarization and phase-
shifting: We show the advantages and disadvantages of both methods, and
combine them to obtain better results.
• Measurement setup: We show an efficient and practical measurement
setup for 3D scanning of highly translucent objects.
1.2.4 Relighting Objects from Image Collections
In this part of the thesis, we do not deal with translucent objects. We restricted
ourselves to opaque objects to achieve a rather ambitious goal: In this fourth con-
tribution of the thesis, we use inverse rendering to extract almost all information
necessary for relighting a scene from just a small number of photographs. Not
only do we estimate scene geometry, but we use this geometry to subsequently re-
cover the prevailing lighting conditions per input image and the surface reflectance
properties (BRDF [Nicodemus et al. 1977]) per surface point. We also show that
our system is robust enough to use images from a community photo collection
site such as Flickr [Flickr 2009]. The resulting data can then for example be used
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Figure 1.3: Overview of our reconstruction pipeline. From left to right: an ex-
ample image taken from Flickr [Flickr 2009], re-rendered model using the re-
covered reflectance properties, estimated geometry, and the illumination from the
estimated environment.
to render the object in arbitrary environments (relighting). The complete pipeline
from an example input image to the rerendered result is shown in Figure 1.3.
In summary, the contributions of the system developed in this part of the thesis
are:
• Simultaneously estimate reflectance and illumination: Our system esti-
mates the reflectance and illumination parameters for a scene captured un-
der varying distant illumination.
• Using community photo collections: We demonstrate reconstructions
based exclusively on images retrieved from an Internet photo sharing site.
Scene geometry, reflectance, and illumination are all estimated from these
images.
1.3 Thesis overview
The remainder of this thesis is organized as follows: in the next chapter we are
discussing previous work that is relevant for our research. Chapter 2 will summa-
rize the theoretical background behind light transport in translucent media as well
as for light interacting with opaque surfaces. The next four chapters (Chapter 4,
Chapter 5, Chapter 6, and Chapter 7) are devoted to the contributions outlined
above. Finally, the thesis is concluded with an outlook to future work in Chap-
ter 8.
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Chapter 2
Background
In this chapter, we will review some of the physical foundations of light trans-
port required in the remaining chapters. We will also look into the theory be-
hind light reflection, BRDFs (Bidirectional Reflectance Distribution Functions),
subsurface light transport and the BSSRDF (Bidirectional Scattering Surface Re-
flectance Distribution Function).
2.1 Radiometry
Light is electromagnetic radiation that shows both properties of particles (photons)
and waves carrying energy at different frequencies (wave optics). In particle optics
the energy is carried by photons, with each individual photon carrying a certain
amount of energy depending on the wavelength. In contrast to that, wave optics
describes light as a continuous phenomenon, where the energy is transported by
electromagnetic waves with a certain frequency. Light that only consists of waves
oscillating in one direction is called polarized light.
Radiometry is the science of measuring electromagnetic radiation. In the fol-
lowing, we will give an overview over the most important quantities in radiometry:
Radiant Energy: The energy transported by light of all wavelengths, measured
in Joule
[





Radiant Flux, Radiant Power Φ: The power (energy per unit time) of the radi-
ation. It is measured in Watts [W ].
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The intensity I can be used to characterize point light sources. Since a full
sphere of directions has a solid angle of 4π · sr, an isotropic point light (a




Irradiance E and Radiant Exitance B: The irradiance E := dΦ
dA
represents the
radiant flux dΦ arriving at a surface with area dA while the radiant exi-
tance B, which is often called radiosity in computer graphics, describes the






Radiance L: Radiant Flux per unit projected area per unit solid angle arriving at








cosθ · dω · dA
where x is the point on the surface and θ is the angle between the direction
ω and the surface normal.





where Ω(~n) represents the hemisphere of directions around the surface nor-
mal ~n and Li is the radiance arriving at the surface point x.
Radiance is an important quantity in computer graphics since it is constant
along a ray in empty space. Therefore it is used by almost all rendering
systems including ray-tracing applications.
With these quantities, we are able to formulate mathematical expressions for
light arriving at or leaving a surface.
2.2 Rendering Equation
Given a complete description of a scene consisting only of opaque objects, the ren-
dering equation [Kajiya 1986] allows for the simulation of light traveling through
the scene in any environment.
Lo(x, ωo) = Le(x, ωo) +
∫
Ω+
S(x, ωi, ωo)Li(x, ωi)(n · ωi)dω (2.1)
The right-hand side of the rendering equation contains the integral over the whole
hemisphere of directions around the surface normal n. Le(x, ωo) is the radiance
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emitted at surface point x in direction ωo. S(x, ωi, ωo) describes the reflectance
properties for incident light from direction ωi arriving at x and being reflected
in direction ωo. This special function – the BRDF is explained in detail in Sec-
tion 2.4. Li(x, ωi) denotes the incident radiance arriving at x from direction ωi.
2.3 Inverse Rendering
The rendering equation is evaluated for image synthesis given a complete scene
description, i.e., scene geometry, light sources, reflectance properties of all sur-
faces, and camera location. However, this process can also be inverted: given
a set of correctly rendered images Linput, infer the scene description or parts of
it. This is in general called inverse rendering. It usually involves minimizing the
error between the observed images and the re-rendered inferred scene properties










The rendering equation describes how an image can be synthesized from a com-
plete description of the scene. This also includes the reflectance properties of
all objects included in the scene (S(x, ωi, ωo)). In the following section, we will
define this reflectance function for translucent and opaque objects.
How the light interacts with an object depends on several physical properties
like the wavelength of the light, object geometry, and the material properties of
the object. Translucent objects behave differently from purely opaque objects,
they allow the light to enter and distribute within the object. This different behav-
ior requires different formulations. In the following, we will review some basic
formulas that describe the interaction of light with different kinds of material.
2.4.1 Reflectance in Translucent Objects
When light hits a translucent object it is partly reflected at the surface and another
part is absorbed by the object immediately. The remainder enters the object where
it is scattered until it either leaves the object again at some point which is not
necessarily the entering location, or until it has been completely absorbed. How
much of the incident light actually enters the object is determined by the Fresnel
equations and depends on the polarization of the light and the indices of refraction
n1 and n2. For the situation illustrated in Figure 2.1, if the light is polarized with
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Figure 2.1: Reflection and refraction at a medium boundary. ni and nt denote
the indices of refraction for the different media, vi and vt are their respective light
propagation speeds.
its electric field perpendicular to the object surface, the ratio of light entering the








n1 cos(θi)− n2 cos(θt)































n1 cos(θt)− n2 cos(θi)
























In the case of unpolarized light, i.e., consisting of a homogeneous mix of
polarizations, the reflection coefficient is simply the average:
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Figure 2.2: In contrast to just the reflection at the surface as it occurs in opaque
objects (left), light enters translucent objects, where it is scattered until it is either






The relationship between the angles θi and θt is governed by Snell’s law. In
the following formula vi and vt are the propagation speed of the light before and
after entering the medium respectively. Their ratio is equivalent to the opposite











The ratio between the outgoing radiance Lo(xo, ωo) leaving the surface at xo in
direction ωo and the radiant flux Φ(xi, ωi) arriving at xi from direction ωi is de-
scribed by the 8D BSSRDF (Bidirectional Scattering Surface Reflectance Distri-
bution Function):
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Neglecting spectral effects, fluorescence, or polarization, the outgoing radi-
ance Lo(xo, ωo) can be computed given the incoming radiance at all surface points
from all directions Li(xi, ωi) by integrating over the whole surface A and the com-






Li(xi, ωi) · S(xi, ωi, xo, ωo)dωidxi. (2.8)
A physically motivated BSSRDF should also have the following properties:
Helmholtz reciprocity [von Helmholtz 1856]:











2.4.2 Reflection at the Surface
When light hits an opaque object (for example metal), part of its energy is ab-
sorbed in the material and converted to heat. The remaining energy is reflected
according to the BRDF, as shown in Equation 2.11. Figure 2.3 shows what the
BRDF looks like for a number of selected materials.
BRDF
The BRDF is a special case of the more general BSSRDF [Nicodemus et al. 1977]
in which the incoming and outgoing surface point must be the same. This is a valid
assumption for most opaque materials as well as metals. The 8D BSSRDF there-
fore reduces to the 6D BRDF (Bidirectional Reflectance Distribution Function):




where Ei(x, ωi) is the irradiance at surface point x arriving from direction ωi.
To be physically plausible, the BRDF should also obey Helmholtz reciprocity
and conservation of energy:
S(x, ωi, ωo) = S(x, ωo, ωi) (2.12)∫
Ω
S(x, ωi, ωo)dωo ≤ 1 (2.13)
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diffuse glossy mirror
Figure 2.3: Different materials and their corresponding BRDFs.
2.5 Reflectance Models
How a surface interacts with light can be described in different forms. In the fol-
lowing, we will list different approaches to representing BRDFs and BSSRDFs
ranging from raw point-to-point light transport matrices to analytical models for
specific effects. But first, we will see how light transport in a scene can be formu-
lated.
2.5.1 Light Fields and Reflectance Fields
The light field [Gershun and Pole 1939, Levoy and Hanrahan 1996,
Levoy et al. 2006, Levoy 2006] is a 4D structure which describes the distri-
bution of light within unoccluded space. For each surface point of a scene, it
stores how much light leaves this point for every possible outgoing direction.
Capturing the light field of a scene means that this scene can later be viewed from
arbitrary view points under the illumination conditions which prevailed during
acquisition.
The reflectance field [Debevec et al. 2000, Wenger et al. 2005,
Garg et al. 2006, Fuchs et al. 2007b] accounts for varying illumination con-
ditions. It is a 6D function similar to the light field. It represents the surface
light transport at each surface point in the scene for every incoming and outgoing
angle. A reflectance field therefore enables rendering of the scene from any
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viewpoint under arbitrary lighting conditions. The BRDFs which are present in
the scene are included in the light transport described by the reflectance field.
2.5.2 Transport Matrices
The easiest and most straightforward way to store a BRDF is to store
its value for a discrete set of incoming and outgoing directions in a ta-
ble [DeYoung and Fournier 1997]. During rendering, intermediate values can be
interpolated. Tabulated BRDFs are however quite memory intensive. BSSRDFs
can of course also be stored in point-to-point transfer matrices. Storing the whole
8D function is impractical in practice, though. Goesele et al. [Goesele et al. 2004]
therefore neglected the angular dependency of the incoming and outgoing light
and thus reduced the BSSRDF to a 4D function. Measuring this 4D transport
matrix point by point still required hundreds of thousands of images.
2.5.3 Factored Representations
To overcome the problems associated with storing large tables for reflectance
functions, the data is usually fitted to a set of lower-dimensional basis func-
tions which can be evaluated to obtain the original data, or an approximation
thereof. Kautz and McCool [Kautz and McCool 1999] factorized BRDFs for ex-
ample into a sum of 1D or 2D textures. Latta and Kolb also include the inci-
dent lighting into the factorization [Latta and Kolb 2002]. Recently, Lawrence et
al. [Lawrence et al. 2006] used constrained matrix factorization to represent spa-
tially varying BRDFs. Peers et al. [Peers et al. 2006] use a similar approach for
factorization of a BSSRDF after re-parametrization of the measured transport ma-
trix.
Spherical harmonics are a low-dimensional basis function suitable to represent
smoothly varying data. They have been applied to BRDFs in [Cabral et al. 1987,
Ramamoorthi and Hanrahan 2001]. The big advantage of spherical harmonics is
that in this basis the convolution of BRDF with the incident lighting reduces to a
simple dot product which makes them especially desirable for interactive applica-
tions.
Later in this thesis (Chapter 7), we use Haar wavelets to represent BRDFs.
Compared to spherical harmonics, Haar wavelets are better suited to representing
high frequencies. Rendering can still be efficiently done by representing occlusion
and lighting also in the wavelet domain and computing triple product wavelet
integrals [Ng et al. 2004].
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2.5.4 Analytical Models
Analytical models represent a BRDF or a BSSRDF with a mathematical function
that depends only on a small number of parameters. Evaluation of that function
yields the value of the reflectance function. The parameters are usually determined
by fitting against measured data. This was done for BRDFs in [Lensch et al. 2001]
and for BSSRDFs in [Fuchs et al. 2005].
Phong [Phong 1975] proposed a BRDF model which consists of a diffuse
part and one specular lobe. The Blinn-Phong Model [Blinn 1977] provides
more realistic reflections. It consists of a diffuse component, a specular lobe,
and an exponent for the specular lobe. The model proposed by Lafortune et
al. [Lafortune et al. 1997] expresses the specular part of the reflection as a com-
bination of several specular lobes and can also handle anisotropic reflections. In
the Torrance-Sparrow model [Torrance and Sparrow 1967] the specular compo-
nent also considers the distribution of micro-facets on the surface.
For BSSRDFs, Jensen et al. [Jensen et al. 2001] approximate the light distri-
bution within a volume of translucent medium with two light sources, a positive
light source (i.e. emitting light) is placed beneath the surface to illuminate the
volume, while a negative one (absorbing light) is placed above the surface.
2.6 Summary
In this chapter, we reviewed the basic terms in radiometry, which are needed to
formulate light transport, image formation, etc. We have introduced the basic
concepts of image synthesis and inverse rendering and have set up the theoretical
background of reflectance functions and introduced various approaches to model-
ing of reflectance functions. These basic concepts are repeatedly used throughout
the remainder of this thesis. Reflectance fields and light fields are important con-
cepts used in Chapters 5 and 7. In the same chapter we will also use a Haar
wavelet representation for the BRDFs that we recover.
Equipped with this knowledge, we will now look into the previous work that
has been carried out in the context of appearance capture and reconstruction.
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Chapter 3
Related Work
In the following chapter, we will first look at the related work that was carried out
in the context of translucent objects. More specifically, we will discuss previous
work covering the complete range from the acquisition of real-world translucent
objects, modeling their behavior when interacting with light to realistic rendering.
Secondly, we will discuss previous work related to the acquisition of reflectance
properties and illumination conditions for complex opaque objects.
3.1 Translucent Objects
In contrast to opaque objects, where light interacts with the surface locally only at
the point of incidence, translucent objects allow the light to enter the material and
exit again at a possibly different surface point, as illustrated in Figure 3.1. There-
fore, the light transport inside the object makes for example determining the exact
point of incidence very difficult. There are two common approaches to deal with
this. On one hand, research concentrated on techniques for disabling the subsur-
face light transport altogether, ranging from simply spray painting the object with
diffuse paint through the use of polarization to algorithmic descattering. In Chap-
ter 6, we show how polarization can be combined with descattering for simpler
shape acquisition. On the other hand, for faithfully reproducing the appearance
of a translucent object, the global light transport that is going on inside the ob-
ject must be known. Translucency mainly depends on some physical properties of
the material, like the scattering coefficient (σs) and the extinction coefficient (σt).
For a detailed explanation of these and other properties, see [Jensen et al. 2001]
or [Ishimaru 1978].
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Figure 3.1: A single laser beam hitting a translucent object. At the front, the
single laser dot is spread out over a large surface area. From the side view, we
can see, how deep the light penetrates the object and that the light is transported
further along the veins in the marble.
3.1.1 Acquisition of the Light Transport in Translucent
Objects
In recent years, substantial amounts of research have been carried out in acquiring
the global light transport properties of a translucent object. The light fields cap-
tured by [Levoy and Hanrahan 1996] and the Lumigraph by [Gortler et al. 1996]
both represent light rays propagating through unobstructed space. They are
both able to capture the appearance of a subsurface scattering object faithfully,
but only for a fixed set of viewing and illumination conditions. Surface light
fields [Miller et al. 1998, Wood et al. 2000] assign color values to each ray orig-
inating at a surface point. They are able to represent surface texture, specu-
larity and global effects faithfully for arbitrary viewpoints in a fixed environ-
ment. Reflectance fields [Debevec et al. 2000] and polynomial texture maps
[Malzbender et al. 2001] are captured from a fixed viewpoint under varying point
light illumination. They enable relighting of the object with any linear combina-
tion of the captured point light sources.
Environment matting [Zongker et al. 1999, Chuang et al. 2000] techniques ac-
quire reflection and refraction properties of strongly transparent or translucent
objects such as glass. After that, the object can be put into an arbitrary new envi-
ronment, where it will reflect and refract light from the new scene correctly.
[Sen et al. 2005] measured a 6D slice out of the reflectance field that allows for
relighting with arbitrary 4D light fields. Furthermore, they exploited Helmholtz
reciprocity to computationally exchange the illumination and the camera. They
were thus able to record the 6D slice of the reflectance field using an array of
cameras instead of an array of projectors. Since the cameras do not interfere with
each other, they can capture images in parallel which massively speeds up record-
ing the 6D datastructure. Garg et al. [Garg et al. 2006] measured 8D reflectance
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fields as a transport matrix between incident and outgoing 4D light fields. To
make measurement of 8D reflectance fields feasible, they exploit the fact that the
transport matrix is symmetric due to Helmholtz reciprocity. They also exploit its
data-sparseness using a hierarchical measurement approach.
Goesele et al. [Goesele et al. 2004] built the first system to measure a 4D
slice out of the 8D BSSRDF (neglecting incident and outgoing angles) of a
heterogeneous translucent object. They acquired a full vertex-to-vertex light
transport matrix under the assumption that it is locally smooth. Later Peers et
al. [Peers et al. 2006] used a slightly modified setup with a projector instead of
lasers to reduce measurement time by acquiring multiple samples in each image.
3.1.2 Modeling Translucent Objects
Acquiring the subsurface light transport usually yields huge amounts of data.
Therefore, the data is in general fit against a subsurface scattering model. A wide
variety of different representations for subsurface scattering objects have been
proposed in recent years. While all of these representations share the common
goal of accurately portraying translucent objects, there are quite some differences
between them, both in methodology and in the resulting models.
Most image-based methods (e.g., [Zongker et al. 1999, Chuang et al. 2000,
Goesele et al. 2004, Sen et al. 2005]) acquire the scattering properties for one in-
dividual object at a time. Using these object model-based techniques one ends
up with an accurate description of the captured object that can later be used for
relighting. However, editing the appearance properties (such as the scattering pa-
rameters, material properties, etc.) is usually not easily possible.
In contrast to that, other methods strive to recover a mathematical description
to resynthesize the captured object or even a different object using the acquired
data. Depending on the model used, these material models also allow for changing
the objects appearance by altering the parameters of the model.
Jensen et al. [Jensen et al. 2001] approximated the volumetric light distribu-
tion in a translucent medium by two point sources, i.e., a dipole like it is illus-
trated in Figure 3.2. The light intensity away from the dipole sources is then
estimated with a diffusion process. The resulting images look convincing, al-
though in practice, some assumptions of the diffusion process are violated. Fur-
thermore, this technique is only applicable to homogeneous materials. Tong et
al. [Tong et al. 2005] later extended this approach to quasi-homogeneous materi-
als, i.e., objects that consist of a mix of several homogeneous materials. Peers
et al. [Peers et al. 2006] measure the point-to-point light transport of a heteroge-
neous object in a fashion similar to [Goesele et al. 2004]. They use clustering and
factorization of the resulting transport matrix to obtain a compact description of
the scattering behavior for each material involved. This model can be applied to









Figure 3.2: The BSSRDF model of Jensen et al. [Jensen et al. 2001] based on a
dipole source approximation. A pair of imaginary point light sources is placed
above and below the surface point x. The distances zr and zv are calculated
from the reduced scattering coefficient σ′s and the absorption coefficient σa of the
material. The light source within the translucent volume emits light, while the
(negative) light source above the surface absorbs light.
novel geometry. The Shell Texture Functions (STF) model by [Chen et al. 2004]
was designed for efficient rendering under varying illumination conditions. In
order to achieve this, they represent an object as a homogeneous inner core sur-
rounded by a spatially varying volumetric outer shell. The STFs, which represent
the irradiance of each shell voxel with respect to incident illumination are then
precomputed.
Narasimhan et al. [Narasimhan et al. 2006] dilute liquids to a level where mul-
tiple scattering almost completely disappears. This allows them to estimate the
scattering parameters of the liquid from the single scattering only. Recently,
[Wang et al. 2008] have proposed a method which uses inverse rendering together
with conjugate gradient optimization to recover physically meaningful scattering
parameters for a flat material sample of a translucent object. The recovered mate-
rial model can be used for rendering immediately or after editing. Their approach
is however not suitable for acquiring complex 3D objects.
3.1.3 Shape Acquisition for Translucent Objects
Shape acquisition is in general hindered by the subsurface light transport.
[Godin et al. 2001] analyzed the systematic bias that occurs during laser range
measurements of translucent objects. In practice, the object is therefore usually
covered with a fine layer of lambertian spray paint. We were able to reproduce












strongly translucent object covered with spray
Figure 3.3: This plot shows the effect of translucency on the depth measure-
ment (y-axis in mm). The measurement offset and noise increase with increasing
translucency. Covering the object with a lambertian spray reduces the bias and
the measurement noise. The range difference between the sprayed object and the
almost lambertian object can be partly due to the thickness of the paint layer.
the results of [Godin et al. 2001] and show the effect that spraying the object has
in Figure 3.3.
Whenever an object is too delicate or too valuable to be spray painted, there are
other options for shape acquisition. Tactile scanners sparsely sample the surface
at specified points. This approach however is very time consuming, especially for
complex objects. Computer tomography scanners or MRI (Magnetic Resonance
Imaging) devices produce volumetric representations of the object regardless of
surface appearance [Lensch et al. 2003], but are generally not readily available.
3.1.4 Descattering
So far, we have seen a number of approaches that acquire and model subsur-
face scattering in translucent objects. Sometimes, the translucency can be an un-
wanted phenomenon. Translucency poses for example a big problem for shape
acquisition (see Section 1.2.3). In Section 3.1.3, we have seen previous work
that analyzes how translucency hinders 3D shape acquisition and possible ways
to overcome this problem. Another example is looking through fog, where the
visibility of objects is reduced by the scattering fog in front of it. There are
a number of approaches that try to remove as much of the multiple scatter-
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Figure 3.4: Algorithmic descattering as proposed in [Nayar et al. 2006]. A num-
ber of global illumination effects influence the light paths in this setting: there is
scattering in a participating medium, interreflection at the surface, scattering in
a translucent object, and subsurface scattering. While the two shifted rays illu-
minate totally different surface points, the global effects remain roughly the same.
This observation allows efficient separation of the direct and global components
of the scene.
ing effects as possible, a process which we refer to in the following as descat-
tering. Using polarized light and computing the difference of images taken
with polarization filters at orthogonal orientations removes most of the multi-
ple scattering [Wolff 1994, Rowe and Pugh Jr. 1995, Schechner and Karpel 2005,
Treibitz and Schechner 2006], a fact which we will exploit later in this thesis.
Nayar et al. [Nayar et al. 2006] proposed a simple but efficient method for sep-
arating the direct reflection and the global illumination effects due to scattering in
a scene. The key idea to their approach is the observation that high frequencies
are attenuated much stronger by multiple scattering than lower frequencies. They
therefore illuminate the scene with shifted high-frequency patterns. The high-
frequency parts of the illumination will only be seen for the direct reflection com-
ponent, while the global component consists of a low-pass filtered version of the
illumination, which roughly stays constant even when the illumination is shifted.
This is illustrated in Figure 3.4. By subtracting the constant parts from the input
images, they obtain the direct contribution. We employ similar ideas in Chapter 4
and furthermore use their technique in Chapters 5 and 6 of this thesis.
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Figure 3.5: Image formation in confocal imaging. The light source is focused
through a pinhole onto a specific point on the objects surface. At the same time,
the observation from the camera is focused onto the same point. Any point at a
distance r from the common focal plane will receive only 1/r2 times the illumi-
nation. Accordingly, its image will be spread out over a bigger surface, reducing
its intensity on the image sensor by a factor of 1/r2. In total, this amounts to a
reduction in intensity by a factor of 1/r4.
3.1.5 Volumetric Measurements in the Presence of Mul-
tiple Scattering
Most of the acquisition concepts introduced so far consider the object’s
appearance only as surface-to-surface light transport [Goesele et al. 2004,
Peers et al. 2006]. Some of them even model the inner parts of the ob-
ject [Chen et al. 2004] but they are never explicitly measured. In Chapter 4, we
describe a method for measuring a full volume containing a participating medium.
The usual way for sampling a 3D volume is to use multiple input views.
The recorded images can then be used to recover the volume in a variety of
ways. Most often, when dealing with participating media, the reconstruction pro-
cess involves some kind of tomographic reconstruction [Ihrke and Magnor 2004,
Ihrke and Magnor 2005, Trifonov et al. 2006].
Confocal imaging [Corle and Kino 1996, Wilson et al. 1996, Neil et al. 1997,
Levoy et al. 2004] is also suitable for creating volumetric measurements. Since it
focuses the illumination and/or the observation to a specific focal plane in space,
a whole volume can be sampled by moving that plane. Contributions from objects
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before or behind the common focal plane are greatly attenuated. This situation is
illustrated in Figure 3.5.
Usually, volumetric measurements are done by combining information from
multiple views. For some methods however, a single view is enough for recon-
struction. In [Hawkins et al. 2005] the volume is sampled with a laser plane at
high speeds. Imaging is performed using a high-speed camera in order to achieve
interactive frame rates. Hullin et al. [Hullin et al. 2008] use a similar sampling
approach in a different context. In order to scan glass objects, they immerse them
in a fluorescent liquid with matched index of refraction. This effectively removes
multiple scattering because light that underwent one fluorescent scattering event
does not contain enough energy anymore to excite another fluorescent molecule.
This allows for separating the parts where the liquid has been displaced by the
object.
3.2 Relighting of Opaque Objects
So far, this chapter dealt exclusively with objects that exhibit subsurface light
transport. In the following, we will now look at reflectance properties of opaque
objects where we can assume that light leaves the object from the same point
where it arrived. This simplification allows us to build a system that estimates
geometry, incident lighting and the object’s BRDF with the goal of enabling re-
lighting of the object.
In this context, the term relighting refers to photo-consistently rendering the
target object using novel illumination conditions. In general, this requires the
BRDF of each surface point of the object to be known. The incident illumination
is hereby often assumed to be distant, i.e., it is the same for all surface points and
depends only on surface orientation, and is usually given as an environment map
as shown in Figure 3.6.
3.2.1 Reflectance from Known Illumination
A common strategy for relighting is to sample the incident illumination densely
using a controlled acquisition setup [Debevec et al. 2000]. Other reconstruction
approaches use a sparse set of images captured under known, point light illumina-
tion and combine them with additional assumptions. Assuming spatial coherence,
Marschner et al. [Marschner et al. 2000] estimate a single BRDF from a set of im-
ages of an object while Zickler et al. [Zickler et al. 2006] reconstruct a relightable
model from a single image. Lensch et al. [Lensch et al. 2003] capture multiple im-
ages of a heterogeneous object. They cluster the surface into regions with similar
appearance and determine a BRDF for each cluster which serve as basis BRDFs.
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Figure 3.6: Example environment maps. The top row shows the images as they
were acquired. The mirroring sphere shows the surrounding environment for the
full hemisphere directed at the camera. The bottom row shows the environment
maps in the hemi-octahedral representation where the sphere is unrolled onto a
flat surface with simple boundary extension and without distortion.
The BRDF of each surface point is then determined as linear combination of these
basis BRDFs. Weistroffer et al. [Weistroffer et al. 2007] extend this approach and
determine the reflectance of a surface point as a weighted sum of materials, each
consisting of several basis BRDFs.
Due to the lack of control, reflectance recovery for outdoor scenes generally
operates under complex illumination. Yu and Malik [Yu and Malik 1998] recov-
ered the photometric properties of architectural scenes from photographs using
an explicit outdoor illumination model. Debevec et al. [Debevec et al. 2004] first
captured the scene geometry and reflectance samples. They then used an inverse
rendering approach to create a relightable model of the Pantheon from images with
known, distant illumination. Most recently, Romeiro et al. [Romeiro et al. 2008]
introduced a passive reflectometry approach that estimates a bi-variate represen-
tation of an isotropic BRDF from a single image of a curved surface captured
under known distant illumination. All of these systems require either known or
controlled incident illumination and often also a detailed, captured or manually
created scene model and are thus unable to reconstruct a scene’s reflectance from
existing imagery.
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3.2.2 Illumination Estimation
Distant illumination in a scene can be directly measured using a light
probe [Debevec 1998]. Illumination can also be estimated from other features
such as shadows in the scene. Sato et al. [Sato et al. 2003] estimate the illumi-
nation distribution of a scene with known geometry from shadows cast by an
occluder. They define an adaptive refinement criterion based on the intensity
distribution of direct light sources. Later, Okabe et al. [Okabe et al. 2004] also
investigated illumination estimation from cast shadows. For the case of lighting
expressed in a Haar wavelet basis, they start with a coarse representation and iter-
atively add basis functions with increasing resolution.
3.2.3 Estimating Reflectance and Illumination
Ramamoorthi and Hanrahan [Ramamoorthi and Hanrahan 2001] give an algo-
rithm to factor the reflected light field of a scene captured under unknown illu-
mination into the reflectance and illumination components. They also provide a
theoretical framework that predicts under which conditions this can be achieved
and how the recoverable detail of the reflectance functions is determined by the
frequency content of the incident illumination. Their analysis applies directly
to the system we will propose in Chapter 7. Based on a sparse set of images,
Nishino et al. [Nishino et al. 2001, Nishino et al. 2005] first separate the diffuse
texture from the specular reflectance of an object captured under fixed, unknown
lighting. Given the object’s geometry, they then compute an initial estimate
for the illumination and determine both the illumination and the parameters of
a simplified Torrance-Sparrow model. Both of these methods assume known
scene geometry and constant specular reflectance over the surface. Georghiades
[Georghiades 2003] uses generalized photometric stereo to estimate geometry, po-
sitions of a single point light source, and the parameters of a single reflectance
model for a sparse set of images with fixed viewpoint.
Finally, Yu et al. [Yu et al. 2006] recover both lighting and surface reflectance
from a small set of images captured under constant distant illumination. Given
the geometry of the scene, they compute the diffuse albedo and determine the
parameters of a Gaussian filtered mirror BRDF model for each surface point. Illu-
mination is modelled in a spherical harmonics framework. Our system is closely
related to this work but has two important advantages. First, we allow varying
illumination between the input views. This simplifies acquisition and makes our
method applicable to existing datasets captured under arbitrary distant lighting
conditions. Second, we operate in an all-frequency framework which simplifies
modelling of complex illumination and allows the use of arbitrary BRDFs.
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3.3 Summary
All the previous publications listed in this chapter have their specific advantages
and disadvantages. In some places, however, there was still room for improve-
ment. In the following, we would like to shortly summarize these missing spots
in the previous work and show how the research carried out in the context of this
thesis fills the gaps.
Acquisition of translucent media in a 3D volume has been done in var-
ious ways. The most common method is to use multiple views distributed
around the volume in question. In this setting, the participating medium
is best recovered using a tomographic reconstruction approach as presented
in [Ihrke and Magnor 2004, Ihrke and Magnor 2005, Trifonov et al. 2006]. If
measurements from multiple views are not possible or undesirable, the common
approach is sampling the volume with active illumination. While the approach
of Hawkins et al. [Hawkins et al. 2005] produces high-quality results, it requires
high-speed camera equipment and a high-output laser to do so. Acquisition with a
high-speed camera generates large amounts of data to be processed and ultimately
limits acquisition time. The approach we present in Chapter 4 trades spatial res-
olution for speed so that acquisition becomes possible with a single image. It is
therefore especially well suited for long term observation or real-time processing
of the input data.
Synthetic aperture confocal imaging [Levoy et al. 2004] and algorithmic
descattering [Nayar et al. 2006] are two well-known methods in computer graph-
ics. Nevertheless, the approach we present in Chapter 5 is the first that analyzes
both methods in terms of their effect on the reflectance field of a scene. Our
analysis leads to the conclusion that both methods are suitable for removing mul-
tiple scattering effects within a volume of a homogeneous translucent medium.
But they do so with different effect on the reflectance field: while confocal imag-
ing aims at removing unwanted illumination and observation paths through the
medium, algorithmic descattering removes global illumination effects from every
single light path. Our work shows that the two methods can therefore be effi-
ciently combined and confirms this by showing that visibility through a translu-
cent medium is improved.
In related research, we analyzed methods for the acquisition of the 3D shape
of highly translucent objects. Previous approaches to prevent subsurface scatter-
ing range from simply spray painting the object with matte paint to using polar-
ization filters [Wolff 1994, Rowe and Pugh Jr. 1995, Schechner and Karpel 2005,
Treibitz and Schechner 2006]. Spray painting the object is usually a tedious work
or it is impossible due to the delicate nature of the object. Polarization alone is
also usually not sufficient to remove all subsurface scattering, leading to noisy
and biased results. In Chapter 6 we show a method that combines the polariza-
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tion already used in previous methods with the algorithmic descattering proposed
in [Nayar et al. 2006]. We show that compared to descattering or polarization
alone, our method produces high-quality geometry models for a variety of highly
translucent, “uncooperative” objects.
Recovering geometry, reflectance properties, and illumination conditions si-
multaneously for a scene from images has long been considered to be one
of the hardest problems in computer graphics. Earlier, we presented a num-
ber of approaches that recover surface reflectance alone. Most of them re-
quire the illumination conditions to be either controllable [Debevec et al. 2000]
or least known [Marschner et al. 2000, Zickler et al. 2006, Lensch et al. 2003,
Weistroffer et al. 2007], for example by measuring them with a light
probe [Debevec 1998]. Even though Yu et al. [Yu et al. 2006] recover both light-
ing and surface reflectance, they require the illumination to stay constant. All
previous approaches that estimate both lighting and reflectance require the ge-
ometry of the object to be known in advance. Our work estimates the geome-
try from the input images and actually requires the illumination to vary between
input views to estimate surface reflectance robustly. This has a number of im-
plications: firstly, our method is not confined to any laboratory setting, since we
do not need to control illumination. Secondly, estimating the geometry directly
from the input images means that we do not need physical access to the object
to acquire the geometry separately. All this results in our approach being able to
work on images which we took from a community photo collection website like
Flickr [Flickr 2009].
In the last two chapters of this thesis, we have established the theoretical back-
ground for our work and have shown where this dissertation is situated within pre-
viously published research. We have identified where problems were not tackled
by previous work and how this thesis fills in these gaps. In the next chapter we
are now going to introduce our first acquisition method.
Chapter 4
Density Estimation for Dynamic
Volumes
The first acquisition method, we would like to present is an approach for capturing
the density distribution of a translucent medium within a volume. The presented
method has been published in [Fuchs et al. 2006] and [Fuchs et al. 2007a].
4.1 Introduction
Sampling a volume usually requires information from several viewpoints around
the volume. Hasinoff and Kutulakos [Hasinoff and Kutulakos 2003] presented
a multi-view method to volumetrically reconstruct flames using a photo-
consistency approach. They assume however, that the flames have negligible
scattering and therefore their emission dominates radiance. Ihrke and Mag-
nor [Ihrke and Magnor 2004, Ihrke and Magnor 2005] used sparse view tomo-
graphy to reconstruct flames and optically thin smoke from a small set of camera
views.
All these approaches have in common, that they require multiple viewpoints.
For reconstructing the full volume from only a single view, approaches are usu-
ally employed which scan the volume slice by slice. They suffer however from
the problem, that scanning takes time, smoke or flames are constantly in mo-
tion and cannot be stopped easily. Hawkins et al. [Hawkins et al. 2005] sampled
time-varying smoke density anyway by rapidly scanning a high-power laser plane
through the smoke volume and imaging the light scattered by individual smoke
particles from a lateral view with a high-speed camera (see Figure 4.1, left). This
allows them to sample locations in the moving light plane with high spatial res-
olution yielding high quality renderings of the captured model. Physical mea-





Figure 4.1: Different acquisition approaches. Left: Sequential scan-
ning of the volume with a plane of light as implemented by Hawkins et
al. [Hawkins et al. 2005] with discrete sampling in time (∆t) and one spatial di-
mension (∆x). Right: New approach with simultaneous capture of volume density
using line grids as illumination and discrete sampling in two spatial dimensions
(∆x,∆y).
surement systems such as Yip et al. [Yip et al. 1987] or laser induced fluorescence
(LIF) [Deutsch and Dracos 2001] follow a similar approach and capture the whole
volume sequentially slice by slice, from a single view.
Our method is inspired by single view techniques but takes a fundamentally
different sampling approach: The volume is illuminated with a grid of laser lines
in order to sample the whole volume simultaneously. Essentially, the 2D laser
plane is discretized and spread out to discrete locations in space. The volume is
captured with a standard camera. As illustrated in Figure 4.1, this trades (poten-
tially) continuous sampling in one spatial domain (∆y) against continuous sam-
pling in the time domain (∆t). Careful placement of camera and light sources
avoids occlusions when the laser lines are projected onto the image plane and the
full but sparser sampled 3D information is captured with a single image. The sam-
pling density can be increased by projecting multiple grids of differently colored
illumination into the volume.
This new sampling paradigm has several consequences:
Decoupling of spatial and temporal sampling: The system captures the volume
with a single camera image. It therefore enables continuous sampling in the time
domain allowing both integration over long time intervals for weak signals and
extremely short acquisition times for fast-changing datasets.
Increased time resolution: Using the same camera hardware, frame rates can
be increased by 1–2 orders of magnitude. Furthermore, the system contains no
mechanically moving parts, i.e., the achievable time resolution is only limited by
the imaging hardware and the illumination intensity.
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Limited spatial resolution: Spatial resolution is fundamentally limited by the
number of laser lines that can be resolved by the imaging system. Sampling is
denser along the direction of the laser lines but spatial detail between sampling
lines is lost, resulting in potential aliasing.
Density instead of photo-consistency: The actual density of scatterers is recon-
structed (up to a scale factor) instead of a photo-consistent representation of the
volume as in Hasinoff and Kutulakos [Hasinoff and Kutulakos 2003].
In the remainder of the chapter we first describe the basic concepts underlying
our capture approach (Section 4.2). We then analyze its properties and study the
resulting errors using a synthetic smoke dataset (Section 4.3). We describe our
prototypical acquisition system and show results for real captured datasets (Sec-
tion 4.4). The chapter concludes with a discussion (Section 4.5) and an outlook to
future work (Section 4.6).
4.2 System Description
Figure 4.1, right, gives an overview over the measurement setup. We assume
that the measurement volume contains a spatially varying density of scattering
particles that we would like to measure. Apart from their density, the scattering
properties of the individual particles should be constant (or be well approximated
by a constant). Depending on the size of the particles, scattering will either be
dominated by Mie scattering (for larger particles such as typically found in smoke)
or by Raleigh scattering [Bohren and Huffman 1983]. In the remainder of this
section, we first describe the principles of radiative transfer (Section 4.2.1) and
develop our image formation model (Section 4.2.2). Section 4.2.3 shows how we
can recover the density of scatterers along the laser lines illuminating the volume.
We finally describe in Section 4.2.4 how we can recover the full density field from
this information.
4.2.1 Radiative Transfer
We start our analysis with the equation of radiative transfer [Ishimaru 1978] which
describes the change in specific intensity I(r, sˆ)1 for a small volume element ds
at a position r in space and in a direction sˆ:
dI(r, sˆ)
ds






+ ǫ(r, sˆ). (4.1)
1Note that specific intensity can be converted into radiance by integrating over the spectrum of
the radiation.










Figure 4.2: Left: Situation for an individual ray c. Right: Image of the actual
acquisition setup with camera on the left and two laser sources (left near camera
and blue box on the right). When active, smoke is generated between the two
tables.
The first term models a decrease in specific intensity due to absorption and
outscattering which is proportional to the number of particles per unit volume
ρ and the extinction cross section σt. The second term describes the increase
in specific intensity due to inscattering which depends additionally on the phase
function p(sˆ, sˆ′). ǫ(r, sˆ) is the emission from within ds.
In our measurement system (see Figure 4.1, right, and Figure 4.2 for the prin-
ciple of the approach and the notation) we assume that light is scattered from
homogeneous particles inside the volume. The extinction cross section σt and the
phase function p(sˆ, sˆ′) are constant throughout the volume but the number of par-
ticles per unit volume ρ = ρ(r) varies. We furthermore assume that the laser lines
li are generated outside the observation volume so that there is no emission inside,
i.e., ǫ(r, sˆ) = 0. The goal of the measurements is to recover ρ(r) up to a scale
factor, i.e., it is sufficient to recover D(r) = σtρ(r). Equation 4.1 simplifies then
to the first order differential equation
dI(r, sˆ)
ds






p(sˆ, sˆ′)I(r, sˆ′)dω′. (4.2)
which we would like to solve under the boundary conditions given by our setup
and assumptions.
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4.2.2 Image Formation Model
We now take the specific situation of our measurement setup into account: The
incident intensity Ii at a position r0 where the backprojected ray c of a pixel p





Ili(r0, sˆli)p(sˆ, sˆli). (4.3)
This is, however, only valid if p covers the full width of the laser line li. We will
show in Section 4.4.1 how we lift this restriction in practice.
We assume in the following that Ili(r0, sˆli) = Ili is constant along
each laser line li and can be calibrated in a separate step. Following Ishi-
maru [Ishimaru 1978] we can now split the intensity along the ray c into two
terms:
I(r, sˆ) = Iri(r, sˆ) + Id(r, sˆ). (4.4)
The reduced intensity Iri(r, sˆ) models the decay of Ii due to absorption and
outscattering along c according to the first term in Equation 4.2:
Iri(s) = Ii(r0, sˆ)e





s measures the distance from r0 along the ray c to the pixel p. Note that un-
like [Ishimaru 1978], we treat Ii(r0, sˆ) as a radiation source inside the volume.
The remaining contributions caused by inscattering from the volume are accumu-
lated in the diffuse intensity Id(r, sˆ). The specific intensity that reaches pixel p
can therefore be described as:
Ip = Iri(s) + Id(s). (4.6)
4.2.3 Recovering D(r) along Laser Lines li
The goal of this section is to recover the scaled density values D(r) along the laser








D(r)ds + Id(s). (4.7)








The phase function p(sˆ, sˆ′) can either be assumed to be isotropic, theoretically
derived from the properties of the scattering media [Bohren and Huffman 1983],
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or be measured experimentally [Hawkins et al. 2005]. Note, however, that our ac-
quisition setup evaluates p(sˆ, sˆ′) only over a small range of angles (all possible
intersection angles of a laser line li and a ray c in Figure 4.2). Locally approxi-
mating p(sˆ, sˆ′) with a constant yields therefore only a small error. The error can be
minimized by placing the camera far away from the scene in order to approximate
an orthographic projection. Ili can be determined in a calibration step for each
laser line li.
The diffuse intensity Id(s) can be estimated from the set of camera pixels
N(p) in the spatial neighborhood of p whose backprojected ray does not intersect
with any laser line li:






This assumes that Id(s) varies smoothly over the image plane and corresponds
to the removal of multiple scattering in the calibration part of Hawkins et
al. [Hawkins et al. 2005]. We furthermore need to set I˜d(s) = Ip if I˜d(s) > Ip
to avoid physically implausible results, e.g., due to noise in the acquisition. Un-
der the assumption of optically thin scattering material, we can furthermore set∫ s
0





which allows us to recover the scaled density values along all laser lines.
4.2.4 Reconstruction of the Entire Density Field D(r)
The previous section introduced an approach to capture D along the laser lines.
We will now discuss both interpolation and approximation approaches to recover
D(r) from this information.
Interpolation
Given the density values D along the laser lines, we can employ an interpola-
tion technique to interpolate D(r). The push-pull algorithm [Gortler et al. 1996,
Drori et al. 2003], for example, fills in missing parts in an image by iterative
downsampling and upsampling of the image using a filter kernel at multiple reso-
lutions. It can be easily generalized from 2D image data to 3D volume data.
The push-pull algorithm is able to fill in large missing parts at coarse resolution
levels while it approximates the high-frequency detail at the finer levels. Before
each iteration, the known values are reintroduced into the image resp. volume
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thus making the push-pull algorithm an interpolation method that preserves the
original, measured values. Any such interpolation technique will however also
preserve the non-uniform sampling inherent in our data structure. High frequency
details will only be available along the laser lines and yield noticeable artifacts.
Figure 4.4 (b) shows a reconstruction result of the push-pull algorithm. The lines
on which the original densities have been sampled can still be seen going from
left to right.
Approximation
We therefore opted for a more general reconstruction approach that approximates
the sample values and yields a smoother reconstruction. We formulate our ap-
proximation problem as follows: Given are n discrete samples of measured den-
sity values D(pi) at locations pi (i = 0, . . . , n − 1) on the laser lines. We then
approximate the field at a position r as
D˜(r) =
∑n−1
i=0 D(pi) · w(‖r− pi‖)∑n−1
i=0 w(‖r− pi‖)
. (4.11)





) + 0.5 for x < R
0 else . (4.12)
The parameter R which determines the width of the reconstruction kernel needs
to be manually selected for a given sampling configuration. Note that R has to be
chosen such that in the R-neighborhood of every point r of the domain there is
at least one sample point pi. Figure 4.4 (c) shows a result of this reconstruction
approach. It looks much more smooth and lacks the artifacts due to the irregular
sampling of the original volume.
4.3 Simulation
To perform an analysis of a dataset with ground truth we used a 100 frame simula-
tion of smoke emitted from the border of a volume using the technique of Treuille
et al. [Treuille et al. 2006]. The data was stored as a 643 voxel density field. As-
suming that each dataset is defined over the domain [0, 1]3 and assuming a trilinear
interpolation between the grid points, we have continuous scalar fields fg for each
time frame which act as ground truth.









, 1) for i, j = 0, . . . , 9. Then we
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using two bundles of
10×10 rays
(d) smoothed ground truth fR=8g
Figure 4.3: Result for the simulated smoke dataset. (a): Rendering of Frame 60 of
the synthetic smoke dataset. (b) and (c): Reconstruction using one bundle and two
bundles of 10×10 rays, respectively, and R = 8. (d): Rendering of the smoothed
original volume with R = 8.
sampled fg in its domain along the rays and apply our approximation technique
with parameter R = 8 to get a reconstructed field fR=81 . In a second test, we add a









i, j = 0, . . . , 9. The field reconstructed from these 200 rays with R = 8 is fR=82 .
Figure 4.3 shows fg, fR=81 , and fR=82 for Frame 60 of the dataset. While both
reconstructions faithfully represent the overall structure of the field, it is clear that
many high-frequency details are lost. We therefore computed a smoothed version
of the ground truth field by convolving it with a normalized version of the recon-
struction kernel w (Equation 4.12). Figure 4.3(d) depicts the smoothed ground
truth field fR=8g for a kernel radius R = 8 which is well approximated by both,
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(a) ground truth fg (b) interpolation fpp2 using the
push-pull algorithm with 2 bun-




2 bundles of 10×10 rays
Figure 4.4: Frame 60 of the synthetic smoke dataset, rotated by 75 degrees. (a):
Ground truth. (b) and (c): Reconstruction using the push-pull algorithm and our
approximation technique. Note the line artifacts in the interpolated result fpp2 .
fR=81 and fR=82 .
For comparison, we also used the push-pull algorithm described in Sec-
tion 4.2.4 on the same dataset. For the reconstruction, we sampled each volume
with 2 bundles of 100 rays as before so that both reconstruction algorithms work
on the same input data. We show the interpolation result using the push-pull al-
gorithm for Frame 60 of the dataset (fpp2 ) in Figure 4.4(b). The result is not so
smooth as fR=82 for the same frame shown in Figure 4.4(c). The lines on which
the volume has been sampled can be still be seen as horizontal artifacts.
4.3.1 Error Analysis
We define the RMS error between two scalar fields f and f ′ stored as a voxel
densities sampled at a set of identical locations V as






In practice, V corresponds to the set of 643 voxels defining our field. Figure 4.5
depicts the RMS error between various versions of the field for all 100 frames in
the dataset. The density values in the original dataset vary between 0 and 1.6.
The RMS errors between the ground truth fg and the reconstructions from
one and two ray bundles (fR=81 and fR=82 ) are almost identical. The RMS error
decreases drastically when it is computed against the smoothed version of the
ground truth fR=8g . Furthermore, the reconstruction from two ray bundles fR=82
compares now much better than the reconstruction from a single ray bundle fR=81 .
This suggests that most of the error in the reconstructions is due to the sparse
sampling and smooth approximation that suppresses high frequency detail. To
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Figure 4.5: Various RMS errors for the 100 frames contained in the simulated
dataset. Horizontal axis: frame number. Vertical axis: RMS error. The density
values in the original dataset vary between 0 and 1.6. The first two lines show
the RMS error between ground truth fg and the reconstruction using 1 and 2 bun-
dles of laser rays, RMS(fg, fR=81 ) and RMS(fg, fR=82 ), respectively. The third line
represents the RMS error between ground truth and a version of the ground truth
which has been smoothed using the same kernel that is used in the reconstruction
(RMS(fg, fR=8g ), Equation 4.12). The two lines on the bottom of the graph show
the RMS error between the smoothed ground truth and the reconstruction using 1
and 2 bundles of laser rays RMS(fR=8g , fR=81 ) and RMS(fR=8g , fR=82 ), respectively.
verify this, we computed the RMS error RMS(fg, fR=8g ) between the ground truth
field and the smoothed version of the ground truth field. Figure 4.5 shows that this
error is only slightly lower than RMS(fg, fR=82 ), i.e., most of the reconstruction
error seems to be due to the loss of high frequency detail.
Figure 4.6 shows the RMS error for the approximation technique and the in-
terpolation using the push-pull algorithm. The error produced by the push-pull
interpolation is lower than that of the reconstruction throughout the whole dataset.
This might be an indication that the push-pull algorithm does a better job recon-
structing the high-frequency detail.
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Figure 4.6: Comparison of the RMS errors from different reconstruction tech-
niques for the 100 frames contained in the simulated dataset. The approximation
was computed using 2 bundles of laser rays (RMS(fR=82 )). The error for the push-
pull algorithm is shown by RMS(fpp2 ). Horizontal axis: frame number. Vertical
axis: RMS error.
4.4 Acquisition System
We built a prototype of an acquisition system to test our ideas in practice. The
setup contains two collimated laser sources – a 130 mW red laser and a 30 mW
blue laser. Each collimated laser beam is transformed into a bundle of perspec-
tive rays using a burst grating. A black mask limits the number of rays in each
bundle to 5×5 rays for each laser. The generated ray bundles are roughly perpen-
dicular to each other; their intersection defines a measurement volume of about
50×24×50 cm3 (see Figure 4.2, right, for an image of the measurement setup).
We use a smoke machine to create a spatially varying density of scattering media.
A high quality color CCD camera is used to capture images of the measure-
ment volume. Its placement ensures that no two rays of the same color project to
the same location on the image plane. We are thus able to capture the two bundles
independently using the camera’s red and blue channel. In addition, we illuminate
the measurement volume diffusely with green LEDs and use the green channel of
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Figure 4.7: Acquired image of smoke and reconstructed density field. Left: Input
image with two independent grids of laser lines (red, blue) sampling the volume
and diffuse green illumination (image intensity rescaled for display). Right: Den-
sity field reconstructed from this single image.
the camera to capture simultaneously a ground truth image of the acquired dataset.
Figure 4.7, left, shows an example input image of the system. Although all three
light sources have a narrow spectral response, we observe crosstalk between the
two lasers which we remove using standard image processing techniques.
4.4.1 Calibration and Capture
For geometric calibration of the camera and the lasers we capture several high-
dynamic range images [Debevec and Malik 1997] of each bundle of laser rays
illuminating a yellow and white checkerboard pattern. This allows us to reliably
detect the corners of the calibration pattern as well as the centers of the laser
spots. After computing the 3D location of these spots using a calibration toolbox
[Bouguet 2006] we can estimate the position of the laser lines in space relative to
the camera. Figure 4.8 (left) shows a visualization of the spatial sampling in which
the two bundles of laser rays are clearly visible. Using the calibration data, we can
now extract samples Ip from the camera images by marching densely along the
projections of the rays and taking a sample at each step. As noted in Section 4.2.2,
we need to ensure that the full width of the projected laser line is captured. We
therefore integrate the contributions to Ip along a small line segment perpendic-
ular to the projected ray direction. We then low-pass filter and downsample the
obtained intensity samples along each ray in order to reduce noise and facilitate
further processing, yielding about 150 samples per ray.
The burst gratings create bundles of rays where each laser line can have a
different intensity. We therefore need to recover the relative intensity Ili of all
laser lines in each bundle in the calibration phase. To this end, we capture a
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Figure 4.8: Geometric and photometric calibration of the setup. Left: Visual-
ization of the spatial sampling. The two bundles of laser rays are clearly visible.
Right: Calibration image for the blue laser to recover the relative intensities Ili
for the individual rays (tone-mapped).
high-dynamic range image per laser of a sheet of subsurface scattering plastics2
illuminated by the corresponding ray bundle (see Figure 4.8 right). We integrate
the laser intensity over a constant area around each laser spot to get Ili . The two
lasers might still behave differently, e.g., due to different scattering properties
for different wavelengths. In a subsequent calibration step, we therefore capture
images of smoke and recover separate density fields Dred and Dblue for the red
resp. the blue laser bundle. We then determine a scale factor k that minimizes
the RMS error between Dred and k · Dblue and scale the input data for the blue
channel accordingly before reconstructing the density field.
4.4.2 Acquisition Results
We captured several datasets with the acquisition system described in Section 4.4
and depicted in Figure 4.2 (right). All images were taken with 0.25 s exposure
time. Captured results are shown in Figures 4.7 and 4.9. The results are rendered
using a raytracing-based direct volume rendering approach.
Figure 4.7 shows an input image capturing smoke from a smoke machine. The
intensity variations along the laser lines are clearly visible. In addition, the blue
laser lines are brighter and tighter focused than the red lines. This is corrected
by integrating over the width of the laser line (Section 4.4.1 and by the intensity
scaling described in Section 4.4). In the result image on the right, note, how much
detail could be reconstructed from this single input view.
2The subsurface scattering material spreads out the laser intensity over a greater area. Thereby
the dynamic range of intensity that has to be measured is reduced.
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Figure 4.9: Results for smoke from a smoke machine. The three images were
taken in sequence from top to bottom. The images on the left show ground truth
photographs of the scene extracted from the green channel. The images on the
right show renderings of our reconstruction.
Figure 4.9 shows comparisons between ground truth photographs and render-
ings for three images of dataset consisting of 50 images captured at approximately
3 fps. Note that the speed is mainly constrained by the frame rate of the cam-
era and not by the measurement principle. The ground truth photographs were
extracted from the camera’s green channel as described in Section 4.4. The re-
constructed dataset captured the overall shape of the smoke as well as prominent
features. Its resolution is, however, limited due to the sparse sampling using only
5×5 grids of laser lines.
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4.5 Discussion
We presented a new approach to sample dynamic volumetric density fields using
grids of laser lines as illumination. This allows us to continuously sample in the
time domain at the cost of sparser sampling on the spatial domain.
Like other measurement systems such as Hawkins et al. [Hawkins et al. 2005]
or Narasimhan et al. [Narasimhan et al. 2005], we are assuming that the scattering
behavior inside the measurement volume is dominated by single scattering. This
limits both, the size of the measurement volume and the density of the scatterer
inside the volume, due to two effects: First, the intensity of the laser rays Ili
and the scattered intensity Ip decrease inside the measurement volume due to
outscattering and absorption yielding a systematic bias in the reconstructed field
D(r). We also currently neglect the absorption of the laser ray along its path
from the source to the camera, which causes errors if the density distribution is
not sufficiently homogeneous. Modeling and inverting this effect for spatially
varying densities is difficult even if all scattering parameters are known.
Second, as the diffuse intensity Id increases, the signal-to-noise ratio for
the measurement of the directly scattered intensity decreases significantly.
This is a fundamental problem to all approaches of this kind which can
be only partially compensated for, e.g., by subtracting the diffuse illumina-
tion [Hawkins et al. 2005]. Narasimhan et al. [Narasimhan et al. 2006] recog-
nized this problem and solve it by avoiding multiple scattering in the first place.
They dilute their working medium until single scattering clearly dominates its
scattering behavior.
4.6 Future Work
There are several directions for further research improving both the acquisition
setup and the reconstruction of the complete density field.
A different camera system would allow us to operate the whole setup at a
higher frame rate removing motion blur from captured images.
The properties of the gratings that are used to generate the ray bundles have
a great impact on the size of the volume that can be effectively measured and on
the number of lines that can be used. The rapid decrease in intensity for the outer
lines of the grid imposes a strong limit on the number of useful rays. The angle
between individual lines of the grid limits the size of the volume which can be
sampled at a certain spatial sampling rate. All these properties do not only depend
on the grating itself, but also on the wavelength of the laser source. Thus, the
gratings have to be carefully chosen to match an existing laser.
Due to all these problems it might be preferable to use indivi
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(e.g., a set of laser pointers) to generate the lines independently instead of a single
laser and a grating. This would allow a much denser sampling grid. The number
of laser lines is then only limited by their projected width in the captured image. It
could also greatly facilitate the setup of the whole system, since an occluded line
could be moved independently until it is visible. Furthermore it would minimize
the need for a calibration of the intensities.
The current data processing approach makes no assumption about the struc-
ture of the density field D(r) and yields therefore a smooth reconstruction of
the smoke volume (especially in sparsely sampled dimensions). Reconstruction
algorithms that make use of prior knowledge of the structure of the data (e.g.,
[Owada et al. 2004]) can improve the visual quality of the reconstructed density
field. The structure could also be inferred by analyzing the frequency content in
denser sampled dimensions in the spirit of Dischler et al. [Dischler et al. 1998].
Alternatively, we could try to synthesize the missing data while forcing the statis-
tics of the completed volume to match the input or statistics from the smoke sim-




In the previous chapter, we focused on acquiring spatially varying densities in a
full volume with just a single image. In the following chapter, we change our
sampling paradigm and therefore drop the ability to image a specific instant in
time. Furthermore, we employ multiple cameras to observe the now static scene
and use projectors instead of lasers to provide active illumination.
In the following, we propose a technique for computing cross-sectional images
of translucent objects or scenes for visible wavelengths by combining confocal
imaging and algorithmic descattering [Fuchs et al. 2008].
5.1 Introduction
Confocal imaging [Corle and Kino 1996, Wilson et al. 1996, Neil et al. 1997] al-
lows for computing optical sections of partially transparent volumes. Arbitrary
slices through the volume are assembled by focusing the illumination and the ob-
servation rays from a large aperture onto individual voxels. Due to the large aper-
ture, all contributions of points off the selected plane are significantly blurred and
darkened, and their influence on the confocal image is drastically reduced. In our
approach, we perform synthetic aperture confocal imaging [Levoy et al. 2004],
where the aperture is sampled by a small set of cameras and projectors. Individual
voxels are extracted by combining the viewing and illumination rays that intersect
at the voxel.
As can be seen in Figure 5.1(c), confocal imaging works to some extent even
in translucent media where the light transport is governed by multiple scattering.
Confocal imaging can be seen as extracting a particular region, a hypersurface,




Figure 5.1: Reconstructed volume of a 3D scene in a fish tank with diluted milk.
While in the floodlit image (b) only the front objects are recognizable, confocal
imaging (c) partially removes the haze. Using our novel descattering algorithm
combined with confocal imaging more global scattering is removed and objects at
even larger distances become visible (d). The image is sharper and features more
saturated colors. In (e), the recovered 3D structure is visualized for a different
view. Images (c)-(e) have been created by computing a confocal or descattered
confocal volume followed by maximum intensity projection.
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from the scene’s reflectance field. Hereby, most of the scattering that degrades
the floodlit image (Figure 5.1(b)) is avoided. The individual confocal samples
however still contain global illumination effects due to in- and out-scattering along
the selected paths. The recorded photons, instead of following the direct path
given by the illumination and the viewing ray, travel through a larger volume, the
so-called photon banana [Feng et al. 1993] (see Section 5.3).
The second component, algorithmic descattering aims at separating the re-
flections of an object observed for individual rays into the component, which is
due to direct reflection and the contribution due to global illumination effects.
In algorithmic descattering, high frequency illumination patterns are often ap-
plied [Nayar et al. 2006].
In this part of the thesis, we provide the following contributions:
• We develop a novel framework, where separation is performed on similar
input data, by computing the difference of reflectance samples measured for
adjacent illumination samples or light paths.
• A qualitative analysis based on Monte-Carlo photon simulation is per-
formed which indicates that our approach corresponds to reducing the orig-
inal photon banana to a small channel around the direct path.
• We show that confocal imaging and descattering are similar but orthogonal
concepts. Our novel descattering algorithm can be easily combined with
confocal imaging, exploiting exactly the same illumination patterns for both
approaches.
• The performance of our combined approach is demonstrated by computing
significantly improved views through scattering fluids and into translucent
objects.
5.2 Related Work
5.2.1 Separation of Reflection Components
The separation of measurements into different reflection components such as
specular, diffuse, subsurface, or interreflections has so far been addressed by a
number of different techniques. Using images captured with a polarization fil-
ter at different orientations, one can for example separate diffuse from specu-
lar reflections [Rowe and Pugh Jr. 1995, Tyo et al. 1996, Nayar et al. 1997] or re-
move global illumination effects in participating media [Schechner et al. 2003,
Schechner and Karpel 2005, Treibitz and Schechner 2006] since multiple scatter-
ing tends to depolarize the incoming light.
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Separation can also be performed using high frequency illumination patterns,
based on the observation that only direct reflections will propagate high frequen-
cies while global effects drastically dampen them. Nayar et al. [Nayar et al. 2006]
proposed computing the difference of measurements obtained from shifted high
frequency patterns. By subtracting two measurements, the global component is
removed. We compare our results to this method in detail later in this chapter.
Narasimhan and Nayar [Narasimhan et al. 2005] used swept line patterns for
3D-scanning through participating media. Based on the estimated distance they
compute a ”clear-air” view. They estimate the scattering parameters of a single
scattering model and correct only for extinction along the illumination and view-
ing ray given the estimated depth. We make use of the geometric calibration tech-
nique proposed in this paper. In addition, we will also use swept line patterns for
acquisition. In contrast to their method, we combine descattering with confocal
imaging recovering a volume rather than single surfaces. Furthermore, we do not
assume an explicit scattering model. Rather than just accounting for extinction
along a single path, our descattering method corrects for multiple scattering in a
photon banana by analyzing a local neighborhood of paths.
In our approach we will analyze the task of descattering in the context of
reflectance fields [Debevec et al. 2000]. Reflectance fields can be captured by
scanning over all illumination rays as in [Goesele et al. 2004] or structured light
patterns [Seberry and Yamada 1992]. Sen et al. [Sen et al. 2005] presented an
adaptive algorithm that can parallelize the acquisition of multiple rays if they
do not affect the same camera pixels. Since translucent objects result in rather
dense reflectance fields almost no parallelization will be achieved. Garg et
al. [Garg et al. 2006] developed a technique that determines reflectance samples
of multiple illumination rays in parallel even for dense reflectance fields. The ac-
quisition of a reflectance field in itself does not yet provide any means for descat-
tering.
Seitz et al. [Seitz et al. 2005] presented a theory for inverse light transport
computation based on measured reflectance fields. They propose a cancellation
operator to remove the multiple scattering events from the reflectance fields, leav-
ing the desired direct reflectance. This operator is computed using the inverse of
the reflectance field, which does not always exist. In our framework we consider
descattering as a local operation applied to a small neighborhood around each
entry of the reflectance field; no inversion is necessary in our approach.
5.2.2 Volumetric Reconstruction
Confocal imaging, which we will explain in more detail in the next section,
is related to other volumetric reconstruction techniques operating in the visible
light range. Techniques for tomographic reconstruction of transparent objects
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(a) (b) (c)
Figure 5.2: In translucent objects a reflectance sample for one pair of intersecting
rays will always contain a direct contribution from the scattering at the intersec-
tion point (a) plus some contribution due to multiple scattering (b), the so-called
photon-banana [Feng et al. 1993]. (c) For a pair of adjacent but non-intersecting
rays offset by δ, there will be no direct component but approximately the same
global component. Combining both measurements, the direct component in (b)
can be estimated.
have been proposed by Sharpe et al. and Trifonov et al. [Sharpe et al. 2002,
Trifonov et al. 2006]. In the first step, they determine the geometry of rays passing
through the object by placing the possibly refracting object into some liquid with
the same index of refraction. They measure the absorption along rays through the
object from different directions and then perform algorithmic reconstruction tech-
niques [Gordon et al. 1970]. Their technique only works for transparent objects
since it is not resistant to multiple scattering.
Diffuse optical tomography [Arridge 1999] tries to perform volumetric recon-
struction of translucent objects but considers only the diffuse light transport. It
must solve an ill-posed inversion problem to obtain any localized information.
5.3 Confocal Imaging
With confocal imaging one can perform optical sectioning, i.e. capturing images
of slices through a given volumetric object, or one can capture the full confocal
volume and then apply volume rendering techniques. In confocal imaging the in-
cident light and the observation rays from a large aperture are focused to a specific
location within the object [Corle and Kino 1996]. The shallow depth of field of a
large aperture blurs the contribution of any point not in focus, and at the same time
darkens it relative to the illuminated focused point, since any point out of focus
will receive light only from a small fraction of the aperture. In mostly transparent
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scenes the influence of any point out of focus in the final image decays with r4
where r is the distance to the focal plane.
Sectioned slices can be generated by illuminating individual points (for ex-
ample by scanning or by means of a spinning Nipkow disk [Egner et al. 2002]),
or by illuminating and measuring multiple points at once with varying pat-
terns. In the latter case the confocal image is computed after decorrelating
the measurements for individual voxels, which can be done using pseudo ran-
dom noise patterns [Wilson et al. 1996, Heintzmann et al. 2001] or periodic pat-
terns [Wilson et al. 1998, Neil et al. 1997].
In the scanning configuration the illumination is directed to a single point v
from an illumination aperture Ωi. The computed confocal irradiance Lconf(v)






L(ωi, v, ωo)dωidωo. (5.1)
5.3.1 Synthetic Aperture Confocal Imaging
Levoy et al. [Levoy et al. 2004] performed confocal imaging with a synthetic aper-
ture setup where the large aperture is sampled at a sparse and discrete set of di-
rections from a set of cameras and projectors. In order to extract the information
about a given voxel v, one selects the pair of rays (ωo(v), ωi(v)) that intersects at








Note, that the pair of rays (ωp(v), ωc(v)) that intersect at v will be different for
each camera/projector pair due to the geometric setup. They are determined using
the calibration data described in Section 5.6.1.
5.3.2 Separation Due to Confocal Imaging
The configuration for one pair of rays is depicted in Figure 5.2. In a purely trans-
parent medium, the light transport will be governed by the reflection at v and the
extinction along the incident light and the viewing ray (Figure 5.2(a)). Since each
camera/projector pair observes v along a different path, the influence of the extinc-
tion along the paths is averaged in the confocal image, minimizing the influence
of voxels other than v.
In the case of translucent media (Figure 5.2(b)), the light transport will in-
clude in- and outscattering along the path. The measurements will be affected by
multiple scattering, effectively incorporating contributions from voxels within the
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resulting photon banana [Feng et al. 1993]. The photon banana is formed by all
photon traces that finally reach the camera pixel. It is clearly visible that the pho-
ton banana integrates the contributions of a much larger volume than the original
direct path. At the same time, only a small fraction of the observed intensity will
depend on the reflection at v.
When the observations of different aperture samples are combined, there is
a large overlap in the photon bananas. The voxel v is no longer singled out but
instead the net effect of the intersection of photon bananas will contribute to the
confocal image. The influence of defocused voxels will no longer decay with r4.
5.3.3 Descattering for Individual Rays
Besides the direct observation of the reflection at v and the extinction along the
path, the reconstructed confocal image will contain multiple scattering events. We
search for a separation into a non-local, or global, termLg and the remaining local,
or direct component Ld, which would correspond to the observation in transparent
media:
L(ωo, ωi) = Ld(ωo, ωi) + Lg(ωo, ωi) (5.3)
The key observation by Nayar et al. [Nayar et al. 2006] is that the global com-
ponent acts as a low-pass filter on high-frequencies in the incident illumination,
while only the direct component will keep them. Posed differently, the global
component Lg will be approximately the same in the vicinity of paths around
(ωo, ωi) while the direct component Ld will be different.
Let us assume two neighboring rays ωi and ωi + δ with the following two
properties:
1. ωo and ωi intersect at v while ωo and ωi+δ do not. It follows thatLd(ωo, ωi+
δ) = 0 (Figure 5.2(c)).
2. If the scene is homogeneous in the δ-neighborhood around the path (ωo, ωi)
one can state that their global component is the same, Lg(ωo, ωi) =
Lg(ωo, ωi + δ).
The direct component can in theory be determined as:
Ld(ωo, ωi) = L(ωo, ωi)− L(ωo, ωi + δ), or (5.4)
= L(ωo, ωi)− L(ωo + δ, ωi). (5.5)
Due to the duality of the light transport [von Helmholtz 1856, Sen et al. 2005] the
role of viewing and illumination rays can be interchanged such that the difference
can be computed for neighboring viewing rays as well.
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The assumption of a homogeneous medium is often violated, especially at the
places of interest, where there are volumetric features. In practice, we estimate
the global component more robustly by incorporating a larger neighborhood. In
the algorithm in Section 5.5 we construct a smooth neighborhood by weighted
averaging.
5.4 Simulation
We use a Monte-Carlo photon simulator to qualitatively and quantitatively ana-
lyze the proposed descattering approach of Equation 5.4. The simulated scene
represents the fish tank setup for which real measurements are demonstrated in
Section 5.7.1. Photons enter a homogeneous scattering medium in the direction
of a diffuse reflector which is embedded at the center of the volume (Figure 5.3).
The volume extends over 20 × 20 × 20 cm3 , while the diffuse target has a size
of 2× 2× 2 cm3. The distance from the front plane of the volume to the target is
9 cm. We only consider photons that leave the volume at a predefined exit point,
the camera pixel. Any other photon is discarded since it does not contribute to the
measurement. For the selected photons, we record every scattering location and
the energy along its trace.
5.4.1 From Photon Bananas to Photon Channels
In the first experiment (Figure 5.3), we simulated three neighboring incident light
rays, marked red, green, and blue (c). The photon banana of the central illumina-
tion ray is shown in (b). By subtracting the averaged contribution of red and blue
from the green photon banana, we reduce the green photon banana to a photon
channel that encloses the original direct path (Figure 5.3(d)). Instead of the large
volume of the full photon banana, only the much smaller volume covered by the
photon channel will contribute to the final descattered image. In the confocal set-
ting, the overlap of neighboring photon channels is significantly smaller than that
of neighboring photon bananas.
While all photons within the channel might undergo multiple scattering events,
they have a similar net effect as simple extinction in a transparent medium and
therefore closely resemble the direct component.
5.4.2 Dependence on Scattering Parameters
In a second experiment, we investigate the dependence of the signal strength




Figure 5.3: (a) Simulation of photon traces from projector rays to a camera pixel
in scattering media (σt = 0.1, g = 0.9, α = 0.9). (b) Multiple scattering widens
the direct path into the shape of a photon banana. (c) Neighboring illumination
rays (red and blue) result in similar photon distributions. (d) Subtracting the aver-
aged neighboring distributions extracts a photon channel which closely resembles
the direct path.

















































Figure 5.4: Simulation results for varying scattering parameters. (a)
Lsignal/Ltotal falls off exponentially with increasing absorption (α = 0.9,g = 0.9).
A meaningful signal (above 5%) can be obtained up to an extinction coeffi-
cient of about 1.4 cm−1. (b) SNR for varying forward scattering coefficient
(σt = 0.1 cm−1).
(σt [cm−1]) and the average scattering cosine (g) represented by the Henyey-
Greenstein [Henyey and Greenstein 1941] model. The range of values covers
most of the materials measured in [Narasimhan et al. 2006]. As we focus at a
point on the diffuse reflector we distinguish the total energy Lsignal of photons
arriving at the camera after interacting with the diffuse reflector from the total
energy carried by all photons Ltotal 1.
Figure 5.4(a) shows how the ratio Lsignal/Ltotal decreases with increasing σt.
For an albedo of α = 0.9 and a scattering angle of g = 0.9, the signal to noise
ratio drops exponentially with σt. Around σt = 1.4 cm−1 the signal will become
indistinguishable from the typical noise floor of the cameras (5%). A similar curve
will be observed for the relative drop in signal with regard to the distance of the
object to the projector and camera.
The signal-to-noise ratio furthermore depends significantly on the selected av-
erage scattering cosine g. Given the number of scattering events, photons are
likely to reach the diffuse reflector only if the material is mostly forward scatter-
ing.
1This is a slightly different definition than used before, where Ld incorporates only photons
whose traces stays within the photon channel.
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(a) (b)
Figure 5.5: (a) A single vertical line projected into the island scene of Figure 5.1.
(b) A horizontal slice of the recorded reflectance field. The opaque surfaces are
clearly visible as well as the haze due to the scattering fluid.
5.5 Analysis in the Context of Reflectance
Fields
We will now analyze confocal imaging and descattering in the context of re-
flectance fields between pairs of cameras and projectors. The reflectance field
T [Debevec et al. 2000, Masselus et al. 2003, Sen et al. 2005] describes how an
incident light field Li will be reflected by the scene, forming an outgoing light
field Lo = TLi. While the reflectance field for arbitrary light fields is an 8D
function, the reflectance field between a single camera and one projector is only
four-dimensional. Representing T as a tensor, each of its entries T(ωo,ωi) is the
transport coefficient for one pair of camera and projector pixels or rays.
Figure 5.5(b) shows a 2D slice of the reflectance field of the island scene
(Figure 5.1). The rows show always the same scan line of the camera while a
vertical projector line (a) sweeps through the scene. The various object surfaces
light up for different projector planes, in different rows. At the same time, multiple
scattering in the surrounding fluid is clearly visible as it affects all entries in the
reflectance field.
Under floodlit illumination (see Figure 5.1(b)), the contribution of all projector
pixels, i.e. every line, integrates to the final image. Besides the actual surface, all
entries that represent reflections by the fluid do contribute to the floodlit image.
The interesting signal will be masked by the multiple scattering.
5.5.1 Confocal Imaging in Reflectance Fields
In confocal imaging, focusing to a specific voxel v corresponds to selecting the
single entry in the reflectance field that is due to the particular selection of the
view and the illumination ray. Extracting a volume slice means extracting all en-
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(a) (b) (c)
Figure 5.6: Image formation in confocal imaging. In (a) the volume is illuminated
and observed along multiple rays in parallel. In (b) observation and illumination
are concentrated along one pair of rays through confocal imaging. However, the
photon banana due to multiple scattering along this pair of rays remains (c).
tries on a specific hyperplane whose geometry is defined by the camera/projector
configuration and the selected volume slice.
The improved contrast in confocal images is mainly achieved by focusing on
the entries of interest, where the viewing and the light ray do intersect, while dis-
carding all those entries in the reflectance field that are just due to multiple scat-
tering. We have illustrated this effect in Figure 5.6(a) and 5.6(b). Thus, compared
to a floodlit image, in a confocal slice most of the global effects are separated out.
However, the net reflectance recorded for a single intersecting pair of viewing and
illumination rays still contains some global portion (Figure 5.6(c)).
5.5.2 Descattered Confocal Imaging
As explained in the previous section, the global component Lg will be similar for
neighboring, non-intersecting paths, as illustrated in Figure 5.7. In reflectance
fields, neighboring paths correspond to neighboring entries. Thus, one can inter-
pret descattering as a local difference operator applied to the reflectance field of
the scene.
Since in practice the homogeneity assumption (condition (2), Section 5.3.3)
will be violated, a good approximation is found by averaging the difference over
multiple samples in the neighborhood of T(ωo,ωi) as long as condition (1) (non-
intersecting rays) is met. We compute the averaged difference by applying a
Laplacian of Gaussian (LoG) in the neighborhood.
For simplicity, we only apply a 1D LoG kernel in the dimension of the illumi-
nation, i.e. for the camera pixels’ recordings at different illumination.
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Figure 5.7: Image formation in algorithmic descattering. The left image shows
the situation for a single pair of rays. Right: shifting the illumination cause the
center voxel to change its intensity drastically while the photon banana due to
multiple scattering stays approximately the same.
5.6 Acquisition Approach
As outlined in Section 5.5, we first record a reflectance field T cp for every camera
projector pair (c, p) and then compute the descattered confocal volume by apply-
ing a local LoG kernel. In order to produce the result images we either directly
render the recovered volume or extract a single slice.
5.6.1 Setup
Our measurement setup (Figure 5.8 is similar to the one proposed by Levoy et
al. [Levoy et al. 2004]. We employ three cameras (Jenoptic CFcool) with about
1.3 megapixel resolution and three Mitsubishi 490 DLP projectors. The devices
are placed at a distance of 60 cm away from the scene. The largest angle between
the cameras and the projectors is about 65 degrees.
In order to obtain a pixel-precise alignment between a camera and
a projector we perform calibration as described by Narsimhan and Na-
yar [Narasimhan et al. 2005]. A planar calibration target with a printed checker
board is placed at three different known distances, moving it perpendicular to the
calibration plane. The recorded images allow for precise recovery of the view-
ray-to-voxel mapping (c2v). Similarly, the three projectors are calibrated using
projected checkerboard patterns, resulting in the illumination-ray-to-voxel map-
ping (p2v). Assuming a rather smooth mapping we can easily compute the inverse
mappings (v2c) and (v2p).
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Figure 5.8: Our synthetic aperture confocal imaging setup consists of three
Jenoptik CFcool cameras and three Mitsubishi 490 DLP projectors.
5.6.2 Planes of Light
Instead of recording a reflectance field with individual light rays, we sweep a
plane of light through the volume generated by a line of one pixel width. Com-
pared to the ray-based scanning, this reduces the number of required images from
O(N2) to O(N) for N projector rows. As Masselus et al. [Masselus et al. 2003]
demonstrated, one can approximate a reflectance field from observations of swept
horizontal and vertical lines.
5.6.3 Image Acquisition
In order to maximize contrast, every projector is turned on individually and its
sweep is recorded while the two other projectors are turned off. Because every
projector emits some black-level even for off pixels, we first record a black frame
for every camera c and every projector p. We then sweep a single pixel line hori-
zontally and vertically and record images Icpx and subtract the black frames. Here,
x is the projector coordinate of the line.
In order to produce a confocal volume, we apply Equation 5.2 for every voxel,
extracting the reflectance field samples for intersecting pairs of rays. Let (s, t)c
be the projection location of voxel v in camera c determined by the calibrated v2c
map, and x be the x-coordinate of v being projected back to the projector image
using v2p. We determine the confocal irradiance by averaging over the tri-linear
interpolated reflectance field entries, first interpolating in the camera image and
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(a) (b)
Figure 5.9: (a) A bright illumination plane in front of the considered confocal
plane will darken the image region if a symmetric descattering kernel is applied.
(b) The one-sided kernel neglects those planes, rendering a slightly brighter image
of the internal structures and resulting in more recovered detail.






(1− ξ) · Icp(⌊xp⌋)(s, t)







T cp((s, t)c, xp). (5.6)
In order to compute a descattered confocal image this step is augmented by








w(k)T cp((s, t)c, xp + k). (5.7)
We chose K = 3 and w[−3, 3] = {−3,−10, 1, 24, 1,−10,−3}. The results for
horizontal and vertical sweeps are simply averaged.
Within a translucent object, for a non-coaxial camera and projector setup
there will typically be one intersection of the ray (s, t) with every plane in the
neighborhood. If there would be a strong scattering event in front of voxel v
along (s, t) the computed Ld(v) will be too small. Without loss of general-
ity, let x + k, with k < 0, be the planes where the intersection is in front








′(k)T cp((s, t)c, xp + k) with a one-sided kernel
w′[0, k] = {24, 2,−20,−6}. The difference is shown in Figure 5.9.
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5.7 Results
Our proposed combined descattered confocal imaging method is demonstrated in
two different kinds of experiments. First, we demonstrate the superior result of
our method in imaging through murky water, after which we acquire a partially
translucent object.
5.7.1 Looking through Murky Water
Computing clear images in participating media has been addressed in quite a
number of previous applications, e.g. [Schechner et al. 2003]. In this section we
demonstrated the effect of performing descattering on top of confocal imaging
in a fish tank filled with diluted milk and compare our results against those ob-
tained with descattering or confocal imaging alone. We try to estimate clear-air
views into the tank for varying milk concentration. The tank has a dimension of
39× 25× 24 cm3. We have acquired a resolution test chart placed at a distance of
9 cm from the front plane (see Figure 5.10) and show a scene with higher depth
complexity in Figure 5.1.
We swept about 200 horizontal and 240 vertical lines from three projectors
as shown in Figure 5.8 and recorded HDR images of the scene with the three
cameras. The acquisition took roughly 1 hour followed by 15 minutes of further
processing, most of which is due to I/O.
In Figure 5.10, the performance of various algorithms is compared for two
different concentrations. The first row (a) shows the tank in floodlit illumi-
nation. In the next two rows, we applied the descattering algorithm proposed
by Nayar et al. [Nayar et al. 2006]. As input the technique requires a set of
images recorded with periodic illumination pattern shifted in phase over time.
Similar global patterns have been used even in the context of confocal imag-
ing [Wilson et al. 1998, Neil et al. 1997]. A simple calculation approximates the
direct component by Ld = 11−b(Imax − Imin), where Imin, Imax are the mini-
mum/maximum of each pixel in the sequence, and b is the relative black-level
of the projector. We have calculated the direct component on two different input
sets. In column (b), the illumination pattern showed alternating on/off stripes of
five pixels width, repeated over the entire projector pattern. The shifted sequence
has been captured five times to reduce camera noise. In column (c), the same
algorithm is applied to a synthetic input sequence generated from the reflectance
field recorded by sweeping a single pixel line. The input patterns are computed
by adding the captured images according to the previously described periodic pat-
terns.
The next column (d) shows a single slice of the captured synthetic aperture








32 ml 40 ml
Figure 5.10: Comparison for different milk concentrations in a 23 l water tank:
(a) white frame, (b) fast separation [Nayar et al. 2006] with periodic full-frame
patterns, (c) fast separation with patterns synthesized from line sweeps, (d) a sin-
gle confocal slice, (e) a descattered confocal slice incorporating all cameras and
projectors, (f) a descattered slice from a single camera/projector pair. Please
zoom in for full resolution.
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show our descattered confocal image in column (e) using three cameras and three
projectors and a single camera/projector pair in (f) (c.f. Equation 5.7).
The pattern is barely visible in the floodlit configuration (a). In (b), descatter-
ing using images acquired with a periodic illumination pattern increases the con-
trast very little but increases the noise significantly. It produces even partially in-
verted patterns. This can be explained by the fact that half the projector pixels are
on at any time. The tiny direct component, which is due to individual light rays,
can hardly be separated from the camera noise because the added global compo-
nent of half a million illumination rays is so much stronger in each input image.
In the input images for column (c), the direct component is observed together
with the global component of one line only. The signal is recorded much stronger.
However, during the synthesis of the input sequence, half of all reflectance field
entries are again combined. Recovering the direct component works better for the
32 ml case but breaks down at 40 ml milk in 23 l water, due to the exponential
fall-off of signal-to-noise ratio with increasing concentration (cf. Figure 5.4).
Combining the recordings from three cameras and three projectors, confocal
imaging (d) succeeds in producing a much clearer image of the resolution chart
since it considers only those entries of the reflectance field that contain a direct
contribution, while the remainder of the entries is neglected. The pattern is vis-
ible in both concentrations indicating a precise calibration. Close to the image
boundary the overlap of the swept projector volumes ends, resulting in intensity
differences. While of good quality, the confocal images are still affected by mul-
tiple scattering. The pattern gets blurred more with increasing milk concentra-
tion. Since the target has a constant depth the method proposed by Narasimhan et
al. [Narasimhan et al. 2005] would just produce a scaled version of the confocal
image.
Applying our proposed descattering algorithm (column (e)) removes the re-
maining global effects yielding higher contrast. It furthermore extracts sharper
pictures of the direct component with higher resolution than any other method.
Since only a small neighborhood is used for computing the direct component,
the contrast is significantly increased compared to methods using global periodic
kernels.
Note, that rows (c), (d) and (e) are computed from the same set of camera
images. Only the processing is different.
In Figure 5.10(e), one can furthermore observe a color shift from 32 to 40 ml
in our results. This indicates that we are indeed extracting the direct component.
Increasing the concentration increases the out-scattering along the path. Since
milk scatters blue more strongly than red, the blue part of the direct component
is filtered out faster than the red one. The difference between our descattered
confocal imaging approach and only applying local descattering becomes obvious
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confocal
confocal + descattering
Figure 5.11: The maximum contrast between a white and a dark patch in the re-
sult images of the approaches in Figure 5.10 decreases with the scattering density
(ml milk in 23l water).
The achieved contrast of the various methods for different milk concentra-
tions is plotted in Figure 5.11. As expected, the signal drops exponentially with
increasing concentration, as also predicted by the simulations (c.f. Figure 5.4).
Descattering with large kernels and pure confocal imaging consistently produce a
smaller contrast, rendering the image unrecognizable much earlier than with our
descattered confocal imaging technique.
Island Scene
While the previous scene consisted of a single plane at fixed depth, the second
experiment captures a scene with some depth complexity (Figure 5.1). It touches
the front of the fish tank and has a depth of approximately 9.5 cm.
We have captured the full confocal and descattered confocal volume to recover
the volumetric 3D structure of the scene as can be seen in the offset view in Fig-
ure 5.1(e). We render orthographic views of the scene using maximum intensity
projection and increase the reconstructed intensity linearly with depth in order to
counteract the extinction.
Compared to pure confocal imaging our descattered confocal imaging tech-
nique can look much deeper into the volume. The pirate on the right and the palm




Figure 5.12: Confocal (middle row) and descattered confocal images (bottom
row) of an energy saving light bulb with frosted coating (a). In (b), the coating has
been removed for demonstration. The depth discrimination for a single confocal
slice (c) increases using descattering (f). (d) and (g) show the full integrated
volume, from which in (e) and (h) the front slices have been removed.
tree in the back are recovered. As for the resolution chart, our results are sharper
and the colors are more saturated.
In the offset view one can observe some artifacts around depth discontinuities
where the assumption of a homogeneous medium around the path is violated. For
rather bright objects such as the flag, the silhouette is partially extruded in depth
due to small errors in the camera calibration and the low aperture sampling rate.
The ground plane is not rendered white in the confocal images because a cou-
ple of volume slices have been removed from the front in order to exclude any
contribution from the fish tank’s front glass.
5.7.2 Looking into Translucent Objects
We further investigate the internal structure of a light bulb with frosted coating
(Figure 5.12). Here, partially translucent layers are separated by air.
The first column shows one slice of the reconstructed volumes. While one sees
a blurry image of the internal tubes in the confocal image (middle row), applying
descattering (bottom row) reveals sharper detail. In addition, the considered plane
is much more focused in the descattered version. The second column shows the
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integrated volume, i.e. all slices added up. The outer surface is not affected by
our descattering algorithm. In the third column, the front most volume slices have
been clipped away, revealing the internal structure of the fluorescent tubes. While
being slightly more noisy the descattered image provides a significantly higher
contrast. Upon further inspection (see video), one can even make out the traces of
a tiny, completely transparent glass pipe in front of the white fluorescent tubes. It
is hardly visible in the pure confocal volume.
5.8 Discussion
As indicated in Figure 5.4 the performance of active light volumetric acquisition
methods, such as ours, with regard to contrast or penetration depth will be limited
in principle by the scattering density σt, since the ratio of the direct to the global
contribution will decrease exponentially. A low noise camera and a high-contrast
projector can help increasing the maximum recoverable depth.
Increasing the number of aperture samples can further help both increasing the
contrast, as well as minimizing the aliasing artifacts which are currently visible in
the island scene when solid surfaces come out of focus.
Currently, we calibrate the paths for the illumination and viewing rays in clear
air for the bulb example or with water in the fishtank experiments. This approach
assumes that the index of refraction remains constant in order to predict the inter-
section of viewing and illumination rays. We are therefore limited to test objects
which have the same index of refraction as used during calibration. For the light
bulb this assumption does not hold, since its housing has a different index of re-
fraction than air. As a result, the internal structures of the light bulb appear slightly
distorted.
The performance of confocal imaging in translucent media can be significantly
improved by combining it with our novel descattering procedure based on a local
descattering kernel. The same input data is used for both steps. While confo-
cal imaging reduces the effect of multiple scattering by selecting individual light
paths, our descattering operator further removes global effects from the selected
paths by analyzing the vicinity of paths: The photon banana corresponding to a
confocal sample is effectively reduced to photon channels around the direct path.
For descattering, we have so far applied a local LoG kernel in the illumination
domain only. In the future, one might obtain even better descattering by comput-
ing spatially varying deconvolution of the volume around the confocal entries in
the reflectance field, or by further investigating the duality of light transport.
Our approach for combined descattering and confocal imaging currently op-
erates at macroscopic scales. Using a confocal microscope, or by augmenting a
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light field microscope [Levoy et al. 2006] by a light field projector, migration to




The work outlined in the following chapter was done in close collaboration with
Tongbo Chen [Chen et al. 2007] during their PhD studies.
Besides combining confocal imaging and algorithmic descattering as de-
scribed in the previous chapter, we also investigated towards another approach
to remove multiple scattering effects.
6.1 Introduction
We make use of the fact that polarized light becomes depolarized while undergo-
ing multiple scattering. With this idea in mind, we developed a method which is
designed to facilitate 3D scanning of translucent objects. As already outlined in
Section 3.1.3, for scattering objects, the signal observed for a particular surface
point may be polluted by the subsurface light transport. Of course, for 3D scan-
ning the translucency can be dealt with by painting the object’s surface with matte
paint. This is however tedious and for some objects simply not possible. In this
chapter of the dissertation, we therefore propose several methods for 3D scanning
in the presence of translucency.
Projecting polarized light and computing the difference of images captured
with a polarization filter at two orthogonal orientations thus removes most
of the multiple scattering contribution [Wolff 1994, Rowe and Pugh Jr. 1995,
Schechner and Karpel 2005, Treibitz and Schechner 2006]. Since polarization
alone is usually not sufficient to enable reliable range scanning of highly translu-
cent objects, we combine it with the algorithmic descattering proposed by Nayar
et al. [Nayar et al. 2006] which was already discussed in Section 5.3.3 of this the-
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Figure 6.1: By combining phase-shifting and polarization our method faithfully
captures the 3D geometry of very translucent objects such as this alabaster Venus
figurine (height ≈ 19cm).
sis, albeit in slightly different form. In the same paper Nayar et al. also mention
that phase-shifting [Srinivasan et al. 1985, Zhang and Yau 2006] can perform the
separation and 3D scanning at the same time. For these reasons, our 3D scanning
approach for translucent objects is based on phase-shifting.
To summarize, in this chapter of this dissertation we contribute the following:
• We demonstrate and analyze why descattering based on either polarization
or structured light alone is not sufficient to obtain high quality depth maps
of heterogeneous translucent objects.
• We combine phase-shifting and polarization and show that the accuracy and
reliability of the 3D scanning process is greatly improved on a variety of
different objects.
In the following, we will analyze the problems associated with 3D scanning
of translucent objects.
6.2 Direct Reflection vs. Multiple Scattering
In this section we will discuss the relevant effects of direct reflection, multiple
scattering or interreflections on projected polarized or non-polarized structured
light patterns.





Figure 6.2: Rays to consider in 3D scanning. (a) 3D geometry can be estimated
reliably only from the direct reflection off the surface. (b) The subsurface scat-
tering in translucent objects can shift the observed intensity peak away from the
point of incidence. (c) Opaque structures beneath the surface pollute the range
estimate. (d) The signals of different projector rays are overlaid due to interreflec-
tion from another surface.
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6.2.1 Direct Reflection
The light reflected at the surface towards the camera consists of different compo-
nents [Jensen et al. 2001, Nicodemus et al. 1977, Ishimaru 1978]: direct reflec-
tion off the surface, subsurface scattering or interreflections (see Figure 6.2).
The signal we are most interested in for 3D scanning is the directly reflected
light (Figure 6.2a). The amount of directly reflected light depends on the sur-
face properties such as color, roughness, etc. which can be summarized in
the BRDF [Nicodemus et al. 1977]. In addition, light that is reflected from a
smooth surface of a dielectric (or insulating) material is partially polarized. The
amount of polarization of the reflected light can be computed according to Fres-
nel’s formulae [Born et al. 1999] and depends on the material properties and
the orientation of surface with regard to the incident and reflected ray direc-
tions. A comprehensive polarization reflectance model can be found in Wolff
and Boult [Wolff and E.Boult 1991].
6.2.2 Bias due to Multiple Scattering
The prominent effect that distinguishes translucent from opaque materials is that
some light penetrates the surface and is scattered multiple times inside the object
before it finally leaves the surface at some other location. Determining the 3D
shape of a translucent object requires detecting the first surface intersection of the
incoming light ray, i.e. to observe the pure direct reflection (Figure 6.2a). Unfor-
tunately, the signal of the direct reflection will be rather weak since some fraction
of the incident light will penetrate the surface instead of being reflected. The
reflected signal will furthermore be heavily polluted by single or multiple scatter-
ing created by light incident on other scene points. As pointed out by Godin et
al. [Godin et al. 2001] multiple scattering results in a measurable bias in the depth
estimate since the location of the observed intensity peak is shifted away from
the point of incidence (Figure 6.2b). Multiple scattering can be approximated by
a diffusion process [Jensen et al. 2001] and leads to a significant damping of the
high frequencies in the incident illumination. Projecting shifted high frequency
patterns, the global component will remain the same while changes can be ob-
served in the direct reflection only. This can be used to remove this global effect
algorithmically [Nayar et al. 2006]. We will further investigate this approach in
Section 6.3.
Multiple scattering further influences the state of polarization. While single
scattering polarizes light according to the size and shape of a particle and the
reference plane spanned by the direction of the incoming light and the scattered
direction, multiple scattering due to the random orientation of particles to some
degree depolarizes the incident light [van de Hulst 1981, Schechner et al. 2003,
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Schechner and Karpel 2005]. In Section 6.4 we make use of the depolarization
properties to remove multiple scattering effects from the measurements.
Another important source of error is depicted in Figure 6.2c. Here, some struc-
ture beneath the surface actually reflects more light than the direct reflection at the
surface leading to wrong depth estimates (compare Figures 6.6 and 6.4). While
light reflected by those structures keeps the high frequencies of the incident light
pattern we show in our experiments that it undergoes some degree of depolariza-
tion, which can be utilized.
6.2.3 Interreflections
Similar effects are introduced by interreflections due to nearby surfaces (Fig-
ure 6.2d). The signal of the direct reflection off an arbitrary surface (not nec-
essarily translucent) is disturbed by the indirect reflection from another surface.
The resulting artefacts might range from a small bias added to the depth estimate
of the original surface (A) to wrongly detecting the depth of the mirror image of
the other surface (B).
Depending on the reflection properties of the other surface (B) the high fre-
quencies of the original pattern will typically be significantly reduced in the in-
direct reflection; for a glossy or diffuse BRDF, the illumination of a single point
on surface (B) will indirectly illuminate a larger region on surface (A), hereby
spreading out the signal. For second and higher order interreflections the loss of
high frequencies is even more prominent.
Note, however, that interreflections might still result in linearly polarized light
depending on the arrangement of surfaces (A) and (B). As a result, polarization is
not always suitable for separating the direct component from interreflections.
6.3 Phase-Shifting for 3D Scanning and
Reflection Separation
In Chapter 5, we used the algorithmic descattering approach of Nayar et
al. [Nayar et al. 2006] in combination with synthetic aperture confocal imaging
to improve visibility through translucent media. In this chapter, we will use the
descattering properties of that algorithm to eliminate the light transport beneath
the surface and thus facilitate 3D scanning.
Algorithmic descattering is based on the insight that global effects signifi-
cantly dampen high frequencies (compare Section 6.2). Illuminating the scene
with shifted high frequency patterns therefore will result in high frequencies ob-
servable in the direct reflection part only.
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6.3.1 Descattering Properties of Phase-Shifting
Various patterns have been proposed by Nayar et al. [Nayar et al. 2006] to perform
the separation ranging from checker board and simple stripe patterns to sinusoids.
As pointed out by the authors shifted sinusoids can be used simultaneously for 3D
scanning since the patterns allow for deriving the phase of the sinusoid function.
We implemented this technique in our 3D scanning approach as well. Assuming
that the output of the projector is linear, which we establish through photometric
calibration, a set of sine patterns is generated as Li(m,n) = 0.5 cos(λm + δi) +
0.5, where λ is the frequency for all patterns and δi is the phase-shift for each
individual pattern. Given a sufficiently high λ, the observed intensity I reflected




[Ld(x, y)cos(Φ(x, y) + δi) (6.1)
+Ld(x, y) + Lg(x, y)].
Note that only the direct reflection Ld will depend on the phase Φ of the surface
point while the global part Lg will not. The observed phase Φ(x, y) is correlated
to the depth or disparity of the surface point and depends on the specific camera
and projector parameters. From a set of at least three different phase shifts, e.g.









3(I0 − I2)2 + (2I1 − I0 − I2)2. (6.3)
Lg is supposed to be in low frequency and leads to the fact that it can be cancelled
out implicitly in the least square evaluation of Φ. For N evenly spaced phase shifts
in one cycle the following equation computes the phase at pixel(x, y):








where all sums are over the N measurements, a result which has also been ob-
served in communication theory when detecting noise corrupted signals using
synchronous detection [Bruning et al. 1974]. At the same time we can use the
ratio γ of the observed amplitude over the observed bias as a measure for the
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6.3.2 Temporal Phase-Unwrapping
Using shifted patterns with a single frequency we can detect the phase within
one period of the selected frequency (Φ ∈ [0, 2π]). The period however might
be repeated multiple times over the entire scene. The problem is to locate
the absolute unwrapped phase Ψ that uniquely identifies the pixel’s phase. A
number of different methods have been proposed to obtain an unwrapped phase
map [Ghiglia and Pritt 1998]. If the scene contains depth discontinuities the ex-
act phase and period can be obtained by repeating the phase extraction for mul-
tiple (lower) frequencies [Huntley and Saldner 1993, Huntley and Saldner 1997].
Possible approaches are choosing frequencies such that the greatest common di-
visor of the periods is larger than the number of columns in the projector im-
age [Tarini et al. 2005]. More robust unwrapping is obtained by creating a series
of frequencies λj = 0.5λj−1 until one period spans the projector image width s
resulting roughly in F = log2(s) frequencies [Huntley and Saldner 1997]. Given
the unwrapped phase at one frequency j+1, the unwrapping algorithm iteratively
locates the phase at step j, the next higher frequency. Starting with j = F −1 and
ΨF = ΦF one computes the unwrapped phase at the next higher frequency by






where NINT rounds to the nearest integer. The unwrapping itself is
to some extent similar to decoding binary encoded structured light pat-
terns [Salvi et al. 2004], but more robust.
In our experiments (see Section 6.5) we used periods of
8, 16, 32, 64, 128, 256, 512 and 1024 pixels. At the higher frequencies (8
and 16 pixels) we use 8 and 16 phase-shifts to obtain the best precision while
the lower frequencies are only used for disambiguating the period (making rough
and stable binary decisions), therefore six phase shifts turned out to be sufficient.
Overall, 60 images are captured for each range scan but the number could be
further reduced if necessary.
Using multiple frequencies poses the problem that Equation 6.1 only holds for
high frequencies. For low frequencies, the global component will also vary with
the phase-shift and thus the phase and depth estimates will be biased. Based on the
scanning of the planar block of alabaster shown in Figure 6.6 we demonstrate this
effect in Figure 6.3a by comparing the phase estimates for different frequencies.
The lower the frequency, the larger the deviation of the estimated phase for the
individual frequency. A small or moderate drift at a low frequency has typically
only very little effect on the combined result since the lower frequencies are just
used for estimating the 2π modulo jumps. Figure 6.4c shows an example where










































Figure 6.3: Biased phase reconstruction for low frequency patterns. (a) Phase
profiles of individual frequencies for one line on the planar alabaster block. (b)
After polarization-difference imaging (Section 6.4) even the lower frequencies re-
sult in correct depth estimates. Note that the curves are tilted by the same factor
for illustration.
the deviation on a lower frequency is larger than one period and thus introduces a
major offset in the 3D scan.
In the next section we demonstrate how reliable depth profiles can be com-
puted even for low frequencies when polarization is used in addition to phase-
shifting to separate out the global component (Figure 6.3b and Figure 6.4d).
6.4 Polarization-Difference Imaging for
Descattering
As discussed in Section 6.2 multiple scattering depolarizes the incoming
light. Schechner et al. [Schechner et al. 2003, Schechner and Karpel 2004,
Schechner and Karpel 2005, Treibitz and Schechner 2006] have made extensive
use of this phenomena to compute clear pictures through haze or murky water by
taking several polarized images from which the depolarized part can be removed
afterwards. Based on the estimated signal loss induced by the participating media
the authors further compute rough depth maps of the underlying scene.
In our setup depicted in Figure 6.5 linear polarizers are put in front of the cam-
era and the projector. We then capture the phase-shift image sequence twice, once
when the camera’s polarizer axis is oriented parallel to the projector’s polarizer
axis, yielding I‖j , and a second time using cross-polarization, I⊥j . A polarization
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(a) Ld for λ = 2π/8 (b) Ld for λ = 2π/64
(c) phase-shifting (d) PDI
Figure 6.4: For this translucent vase filled with lavender, the reconstructed direct
reflection is dependent on the frequency of the illumination pattern. (a) Most sub-
surface scattering is removed using the highest frequency. (b) At lower frequen-
cies structures beneath the surface contribute to the direct component polluting
the phase-unwrapping results in (c). (d) Using PDI the influence of subsurface
structures is largely reduced and the desired shape is captured.
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Figure 6.5: Our setup for polarization-difference imaging (PDI). The projector
is equipped with a linear polarization filter at fixed orientation. The camera cap-
tures two image sequences with parallel and with perpendicular orientation of the
polarization filters.
The idea is that depolarized light will add exactly the same contribution to both
image sequences, independent of the camera’s filter orientation, and thus will be
completely removed in I∆j . Based on I∆j we then perform the 3D reconstruction.
Figure 6.6 demonstrates the effect of polarization filtering on the quality of the
3D reconstruction of a quite planar block of alabaster. The most important differ-
ence between 3D reconstruction by phase-shifting without polarization filtering
and with polarization-difference imaging applied is that scattering events beneath
the surface are much better removed in the latter case. Using PDI, the contrast and
thus the signal of the input images is largely improved (bottom row of Figure 6.6).
However, as will be discussed in the result section, there are some scenes where
the PDI approach filters out too much of the direct reflection. In these cases using
the image sequence with parallel orientation of the polarization filters provides a
good trade-off between no polarization and PDI.
6.5 Results
In the following section we assess the descattering capabilities of phase-shifting
with and without polarization on a set of translucent scenes: a highly translucent,
almost homogeneous alabaster figurine (Figure 6.1 and 6.7), a filled, translucent
vase (Figure 6.4), a heterogeneous planar slab of alabaster (Figure 6.6), some
grapes and a starfruit (Figure 6.7). Except for removing spurious background pix-
els and pixels having a too weak signal no further processing, i.e., noise removal
or smoothing has been applied to the results.
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(a) (b) (c) (d)
scene phase-shifting parallel polarization PDI
(e) line scan
Figure 6.6: Reconstruction results for a planar surface of heterogeneous al-
abaster. First row: (a) Photograph. While the direct component Ld (b) extracted
using no polarization filters clearly contains some subsurface structures they are
partially removed by parallel polarization L‖d (c) and not present after apply-
ing PDI L∆d (d). Second row: The contrast in the high frequency input images
is improved by parallel polarization and further by PDI. Third and fourth row
(magnified region): Geometry reconstruction results for (e) line sweeping, (b)
phase-shifting without polarization, (c) with parallel polarization, and (d) with
PDI. The influence of the subsurface structures on the final 3D geometry has been
completely removed by PDI.
6.5.1 Setup
All images in this section have been acquired with a 14-bit 1360×1024-pixel
Jenoptik ProgRes CFcool CCD camera and a Mitsubishi XD490U XGA DLP Pro-
jector whose native resolution is 1024×768. We performed a photometric calibra-
tion for both devices and captured HDR images [Robertson et al. 2003] using four
different exposures. The measured maximum simultaneous contrast of a sine pat-
tern with a period of 8 pixels reflected by a gray card is 180:1 (max/min). We per-
formed geometric calibration between the camera and the projector [Zhang 2000].
Linear polarization filters have been placed in front of the projector and the camera
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to acquire the PDI image sequences.
6.5.2 Structured Light Results
Descattering based on phase-shifting without polarization can deal pretty well
with translucent objects and clearly removes some amount of the subsurface scat-
tering (Figure 6.7), as predicted by Nayar et al. [Nayar et al. 2006]. The phase-
unwrapping, however, relies on low frequency patterns which clearly suffer from
global effects (see Section 6.4). Furthermore, structures beneath but close to the
surface will have some influence on the estimated direct component which is un-
wanted in the context of 3D scanning (Figure 6.4 and 6.6).
Sweeping a single line is an alternative to phase-shifting and performs surpris-
ingly similar. As can be seen in Figure 6.6 even for highly translucent objects one
obtains a reasonable 3D scan if high quality equipment and HDR sequences are
used. The noise in the figure indicates that the SNR of line sweeping compared to
phase-shifting is considerably lower. Although line sweeping is still sensitive to
the bias introduced by subsurface scattering or subsurface structures (Section 6.2)
global effects are minimized by the comparably small amount of incident light
concentrated on a small region.
6.5.3 Polarization Results
Polarization-difference imaging also separates the direct from the global compo-
nent very well. It faithfully removes all traces of subsurface structures. At grazing
angles PDI however filters out too much of the direct reflection (see Figure 6.7). It
is worthwhile to note that depending on the surface properties also some fraction
of the direct reflection might be depolarized. This fraction will also be removed in
the polarization difference image. For some scenes, we actually observed a better
contrast of direct vs. global reflection in the parallel polarization setting I‖j pro-
ducing smoother 3D scans (see Figures 6.7, bottom row). Even though parallel
polarization in theory only removes some fraction of multiple scattering effects
(compare second row in Figure 6.6), combining it with phase-shifting adds the
descattering capabilities of both techniques. Figure 6.6 further shows that parallel
polarization also renders phase-shifting slightly more robust against subsurface
structures, though not as robust as PDI. On the other hand parallel polarization is
much easier to acquire since it requires only half the amount of images and a fixed
orientation of the filters.
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(a) (b) (c) (d)
scene phase-shifting parallel polarization PDI
Figure 6.7: Reconstruction results for a selection of translucent objects. For
these scenes the reconstruction results of phase-shifting without polarization (b)
and with parallel polarization (c) are of comparable quality since the objects are
mostly homogeneous. At grazing angles too much signal from the direct reflection
is filtered out by PDI (d) resulting in more holes and noisier depth maps.
6.6 Discussion
In the previous chapter, we have already seen that Nayar’s descattering method
alone is not sufficient to remove all of the translucency in subsurface scattering
objects. Therefore, we combined it with synthetic aperture confocal imaging to
reconstruct 3D structures in a translucent medium.
In this chapter, we have shown that descattering by phase-shifting alone is
also not sufficient. Usually, enough scattering remains to disturb the 3D scanning
process. We therefore combined phase-shifting with polarization filtering, to pro-
vide a robust 3D scanning technique for translucent objects. A careful analysis
of phase-shifting without polarization, combined with parallel polarization and
with polarization-difference imaging has shown that some of the shortcomings of
pure phase-shifting such as its sensitivity to subsurface structures can be over-
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come. Even though PDI has the ability to robustly remove all global effects due to
subsurface scattering which otherwise renders accurate 3D scanning a hard prob-
lem, parallel polarization sometimes provides a better SNR resulting in less noisy
range maps. Depending on the richness of subsurface structure, the planarity of





This chapter contains joint work which was developed together with Tom
Haber [Haber et al. 2009]. In contrast to the previous chapters of this thesis, which
all dealt with translucent objects, we will consider here only opaque objects.
7.1 Introduction
Estimating scene reflectance using image-based techniques is a well-studied topic
in the graphics and vision literature. Common approaches are based on controlled,
active illumination [Debevec et al. 2000] or special setups to record the illumi-
nation during scene capture [Yu and Malik 1998, Lensch et al. 2003]. In specific
cases it is also possible to estimate illumination from shadows [Sato et al. 2003] or
from other properties of the scene. An alternative line of work assumes that multi-
ple images of the scene are captured under identical illumination, which is then es-
timated together with the surface reflectance [Nishino et al. 2001, Yu et al. 2006].
In contrast, our goal is to estimate the reflectance of each scene point from a set
of photographs captured under unknown, constant or varying distant illumination.
This has two striking implications: First, we do not require special lighting or
capture equipment to shoot our images. Instead, we can just casually acquire a set
of photographs provided that the distant lighting assumption holds. Second, it is
not even necessary to capture the images ourselves. Instead, we are able to make
use of existing photographs, even images taken from online community photo
collections (CPC). Combined with a robust multi-view stereo approach for CPCs
[Goesele et al. 2007], we can estimate the scene geometry from these images as
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Figure 7.1: Overview of our reconstruction pipeline. From left to right: an ex-
ample image taken from Flickr [Flickr 2009], re-rendered model using the re-
covered reflectance properties, estimated geometry, and the illumination from the
estimated environment.
well. This is the first system that recovers a complete scene model from images
acquired under general conditions.
Our system consists of two main components: We use an all frequency re-
lighting framework based on a wavelet representation of the local visibility and
the current estimate of illumination and scene reflectance to render the scene ef-
ficiently using the triple-wavelet product integral [Ng et al. 2004]. Factoring il-
lumination and scene reflectance requires solving a bilinear system of equations.
We therefore employ an iterative optimization to estimate illumination given scene
reflectance and vice versa. To summarize, our contributions are as follows:
• We simultanously estimate the reflectance and illumination parameters for a
scene captured under varying distant illumination. This simplifies the capture
process and makes our system applicable to a larger range of scenes and existing
datasets.
• We show reconstructions solely based on images captured from an Internet
photo sharing site. Scene geometry, reflectance, and distant illumination are
all estimated from these images.
The achievable quality of our system is bound by fundamental limitations such
as the bandwidth of the reflectance and the frequency content of the illumina-
tion [Ramamoorthi and Hanrahan 2001, Romeiro et al. 2008]. We nevertheless
achieve good quality results for the datasets presented in this chapter.





stereo Environment per image BRDF per surface point
Wavelet representation and
per vertex occlusion maps
Optimization
Figure 7.2: System overview.
7.2 Overview and Assumptions
Our system takes as input a set of photographs of an object or a scene captured
under unknown and possibly varying distant illumination (see Figure 7.2). We
assume that these images are already in a photometrically linear space. Overex-
posed pixels cannot be trusted and receive a weight of zero in the reconstruction
process.
A triangle mesh representing the scene geometry is either given (e.g. manually
modeled or captured in a separate acquisition process), or reconstructed using a
multi-view stereo approach [Goesele et al. 2007]. The mesh is manually cleaned
and cropped from spurious or inaccurate geometry. We assume that the mesh
models the complete relevant scene geometry including blockers that cast shadows
on the object.
The system operates within an all-frequency relighting framework
[Ng et al. 2004, Yu et al. 2006] based on Haar wavelets. In a preprocessing step,
we compute an occlusion map per mesh vertex, i.e. determine which part of
the hemisphere of illumination directions is occluded, and transform the occlu-
sion map into the wavelet basis. We then set up an efficient rendering pipeline
based on triple-wavelet products, which allows us to easily update the current
reflectance and illumination estimates. Local surface reflectance is expressed
as a weighted sum of basis materials. We assume that interreflections in the
scene can be neglected. The relighting task leads to a set of bilinear equa-
tions, which is solved iteratively yielding a reflectance estimate per surface
point and an illumination estimate per input image. Provided that the illumina-
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tion used for image capture and the BRDF contains sufficient high frequencies
[Ramamoorthi and Hanrahan 2001, Romeiro et al. 2008], we are able to recon-
struct a detailed model of the scene, the reflection properties, and of the illumina-
tion.
7.3 Rendering Pipeline
A central part in our estimation process is the simulation of light propagation in
the scene based on the reflectance equation (see Section 2.2), which is evaluated




ρ(~x, ωo, ωi)V (~x, ωi)L˜(~x, ωi)dωi, (7.1)
where ρ is the BRDF including the cosine term for the incident illumination from
direction ωi at position ~x and the outgoing direction ωo. L˜ is the incident illumi-
nation and V represents the occlusion at ~x. Since we iteratively optimize for ρ and
L˜, we need an efficient evaluation scheme.
7.3.1 All Frequency Relighting
Efficient techniques for solving this rendering problem under the distant illumina-
tion assumption have been investigated in the field of precomputed radiance trans-
fer [Sloan et al. 2002], where the incident illumination and the reflectance func-
tions are represented using spherical basis functions such as spherical harmonics
(SH) or wavelet bases. In these bases, the otherwise costly integral reduces to a
dot product. In order to not limit the resolution capabilities of our reconstruction
we follow the all-frequency relighting approach by Ng et al. [Ng et al. 2004].
The local visibility, the local environment map, and the slice of the BRDF that














At each point, the directions are defined over the local hemisphere us-
ing the hemi-octrahedral parameterization introduced by Praun and Hoppe
[Praun and Hoppe 2003]. Their parametrization is illustrated in Figure 7.3.
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Figure 7.3: Overview over the parametrization. The planar 2D surface is first
mapped to an octahedron, which is then reprojected onto a sphere. For a hemi-
sphere, only a hemi-octahedron and only the inner part of the 2D surface is used.
(Image courtesy of Hugues Hoppe.)
In practice, we compute local visibility only per mesh vertex and interpo-
late it for any point in a triangle. Note that representing the BRDF in the
wavelet basis (Equation 7.2) allows us to use arbitrary BRDFs (including isotropic
and anisotropic, measured and analytically represented BRDFs) in the rendering
pipeline.
Once all three components are represented in the same Haar wavelet basis
the integral over the hemisphere is evaluated as a triple-wavelet product inte-









with tripling coefficients Cklm =
∫
Ω
ΨkΨlΨmdω. Exploiting the hierarchical na-
ture and sparseness of the Haar wavelet representation drastically reduces the re-
quired computation effort.
7.3.2 Lighting Rotation
One problem of this approach is that for every pixel each slice of the BRDF needs
to be represented in the wavelet basis Ψ. While Ng et al. [Ng et al. 2004] used
precomputed 6D BRDF data sets, parameterized by ωi, ωo, and the surface nor-
mal ~n, we employ the Efficient Wavelet Rotation algorithm [Wang et al. 2006] to
transform the environment map L˜ given in an octahedral parameterization into
the local coordinate frame of each pixel and the corresponding hemi-octahedral
representation. This step reduces the dimensionality of the BRDF per pixel to 4D
resulting in reduced memory overhead at the cost of additional computation. In a
preprocessing step, we discretize the sphere into 32 × 32 normal directions {~ν}
and compute a rotation matrix R~ν for each of them. R~ν encodes the influence of
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every wavelet basis coefficient in the global coordinate frame onto the wavelet co-
efficients in the rotated space. A rotated environment map L˜(~n) for an in-between
normal is constructed by interpolation from the rotated maps of the four nearest






Given the object geometry and a set of images {Ii} captured under distant illumi-
nation, we can extract the set of measurements {yp} that show the response of the
scene to an environment map L˜I(yp) recorded in image I(yp) ∈ {Ii} measured at
surface point ~x(yp) on the object’s surface S.
The visibility term Vl in Equation 7.5 is constant for a given surface point ~x as
it encodes the portion of the hemisphere that is blocked by the object geometry. It






Using matrix notation, Equation 7.5 simplifies then for a particular yp to a bilinear





We can now define our inverse rendering task. From a set of images {Ii} we seek
to determine the reflectance functions ρ(~x) and the incident illumination L˜I for
each Ii. This is equivalent to minimizing the following objective function in a








with L˜ = {L˜0, . . . , L˜Q−1} and ρ = {ρ~x|~x ∈ S}. yp is a measurement of surface
point ~xp seen in an input image. We additionally introduce confidence values αp
per observation to reduce the effect of less reliable data, such as measurements at
grazing angles and overexposed pixels.
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Since our system depends linearly on both ρ and L˜ we have to solve
a bilinear system of equations. This can be performed iteratively by solv-
ing linear problems once for L˜ and once for ρ [Cohen and Tomasi 1997,
Bai and Liu 2006]. Note that solving for both simultaneously would yield clear
advantages [Buchanan and Fitzgibbon 2005] but is impractical due to the size of
our problem. The solution can only be unique up to a global scale factor. In addi-
tion, we constrain both L˜ and ρ to be strictly positive in order to ensure physically
plausible results. Each subproblem can now be efficiently solved with arbitrary
linear equality and inequality constraints by posing it as a convex Quadratic Pro-
gramming problem. We apply an implementation of the primal-dual interior point
algorithm [Gertz and Wright 2003] for this task.
7.4.1 Optimization of Environment Maps
Given an initial guess of the reflectance ρ we first solve for the environment L˜
minimizing the linear system
YI = ML˜I (7.10)
where we combined the constant terms into a single matrix Mp = ρT~x(yp)T~x(yp).
This inverse lighting problem is in general ill-posed [Marschner 1998,
Ramamoorthi and Hanrahan 2001]. The recoverable information of L˜ depends
on the bandwidth of the reflectance function ρ and on the geometry of the object,
as shadows carry additional information about the illumination [Sato et al. 2003].
In general, it will not be possible to recover all details of the illumination.
To obtain a sensible solution despite the ill-posedness of the problem, we
apply a small amount of regularization by imposing smoothness on the envi-
ronment maps. This prevents the optimization from introducing unnecessary
high-frequency details, reducing the amount of overfitting while hardly destroy-
ing any useful information since the recoverable frequencies are anyway limited.
We improve robustness to noise, inaccurate geometry, interreflection and other
unmodeled effects by appyling an iteratively reweighted least squares approach
[Björck 1996] which effectively reduces the contribution of pixels with high re-
construction error.
7.4.2 BRDF Optimization within a Linear Basis
In order to obtain a linear system for the reflectance ρ(~x), we follow the approach
of Weistroffer et al. [Weistroffer et al. 2007] and represent the reflectance at each
surface point as a linear combination of materials. Each material in turn consists
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Figure 7.4: Slice through the specular basis BRDFs selected from the MERL
database (only green channel).








The optimization for each λkb uses all available samples that are part of material k
(i.e. wk > 0). This two-level approach improves the stability for sparse and noisy
data. We again solve this bilinear problem by alternating between the estimation










for each surface point ~x. We again reduce the effect of less reliable data using the
confidence value αp. All coefficients wk(~x) and λkb are constrained to be strictly
positive. To improve numerical stability while minimizing the number of used





To decrease computation times, we define this system using mesh vertices and
the blending weights are then later bilinearly interpolated for every surface point.
Using a sufficiently dense mesh, the additional smoothing introduced is barely
noticable.
One of the advantages of our framework is that we can use arbitrary BRDFs
(including measured or analytical BRDFs) as basis provided they can be expressed
in the wavelet basis. For the examples shown in this chapter, we performed k-
means clustering on the fitted Cook-Torrance parameters for the MERL BRDF
database [Ngan et al. 2005] and selected the specular lobes from representatives of
the ten largest clusters (see Figure 7.4). The actual basis {ρb} for a reconstructed




(a) synthetic input images
(b) estimated environment maps
(c) object rendered under estimated illumination
Figure 7.5: Estimated environment maps for synthetic diffuse, glossy, and spec-
ular test cases with a fixed BRDF. The amount of detail recoverable in the envi-
ronment maps depends on both the bandwidth of the BRDF as well as the scene’s
geometry.
To compute an initial estimate of the material and blending weights, we trans-
form the averaged per-vertex samples into HSV colorspace and cluster the ver-
tices using the parametrization (cos(2π ·H), sin(2π ·H), S). This transformation
reduces the influence of shadows and specular highlights. We use k-means clus-
tering to get the separation into regions. For each region, a different material is
constructed by computing a diffuse color based on the median of the per-vertex
averages, the other BRDF weights are set to zero. The blending weights can then
be obtained from the k-means algorithm.
7.5 Results
We present results for three different types of input data: synthetic datasets,
datasets captured under controlled conditions, and a dataset solely based on image
collections from Internet photo sharing sites (see also Table 7.1).
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(a) (b) (c)
Figure 7.6: a) The Uffizi environment map [Debevec 1998] in the octahedral
representation as used in our experiments. b) The acquisition setup to capture the
Minerva dataset. The two main light sources are facing towards the head. c) The
ground truth environment map for the Minerva dataset.
7.5.1 Synthetic Data
We render two objects (a sphere and an elk, see Figure 7.5a) with varying sur-
face properties (diffuse, glossy with Lafortune exponent N = 50, and specular
with N = 500 [Lafortune et al. 1997]) using the Uffizi environment map (Fig-
ure 7.6a). We then discard the lighting information and reconstruct it from the
rendered image, known object geometry, and BRDF (Section 7.4.1). The result-
ing environment maps (Figure 7.5b) clearly show that the lighting is recovered
faithfully. Note how remarkably close the sky region reconstructed from the
diffuse sphere is to the original. As predicted by Ramamoorthi and Hanrahan
[Ramamoorthi and Hanrahan 2001], the amount of detail in the lighting increases
with the specularity and thus with the bandwidth of the BRDF. In all cases, illumi-
nating the model with the recovered lighting yields results hardly distinguishable
from the input (Figure 7.5c).
7.5.2 Captured Data
Figure 7.7 gives an overview over the Minerva dataset. The dataset consists of a
detailed geometry model captured with a 3D scanning system and a set of high-
dynamic range (HDR) images captured under distant illumination in a church-like
environment. Lighting and camera were fixed while the object was rotated in front
of the camera (see Figure 7.6 b) and c)). This dataset is therefore an ideal test case
to compare the environment maps reconstructed for different input images.
We used a collection of 13 images captured under general lighting (Fig-
ure 7.7a) shows 4 of these images) and reconstructed the per-view illumination
and the per-pixel BRDF using 6 basis materials each composed of 7 BRDFs. Fig-
ure 7.7d) clearly demonstrates that the resulting model rendered with the esti-
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(a) input images for the Minerva dataset
(b) rotated ground truth environment map
(c) estimated environment maps
(d) object rendered under estimated illumination
Figure 7.7: Overview of the Minerva dataset showing four of the eight input
images used in the estimation.
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mated illumination matches the input images very well. Even small highlights on
the temple and chin are faithfully recovered. The estimated environment maps
Figure 7.7c) locate the main light sources correctly and otherwise approximate
roughly the ground truth illumination since the head features limited specularity.
Nevertheless, the materials are well estimated which is also shown in the albedo
map (Figure 7.12) which reveals hardly any geometric feature or shadow, as ex-
pected but show some color artifacts which cause a color shift when the model
is relit. The reddish color in the hair region can be explained by the fact that the
floor of the room is red. The algorithm contributed this to the BRDF instead of
the environment map.
As second example, we selected 30 images from the van Gogh dataset
[Chen et al. 2002] (see Figure 7.8a). This dataset was captured under static il-
lumination using a moving camera. Although we reconstruct an individual envi-
ronment map per view, Figure 7.8c) and the relighting of a novel view with the
average of all environment maps (Figure 7.10) clearly show how consistent our
reconstructions are even without assuming a constant environment as in Yu et al.
[Yu et al. 2006]. Note that the estimated environment maps are not identical but
consistent for the different views. Missing geometric detail in the input mesh
prevents us from reconstructing a high resolution environment map and also re-
duces the quality of the material estimation especially in the hair region. As we
reconstruct materials per vertex, the signature on the bust is highly undersampled.
The relit models shown illuminated by the Uffizi environment (Figure 7.9a)
and under point light illumination (Figure 7.9b) are of high quality. They show
clearly that we were able to reconstruct more high frequency details than Yu et
al. [Yu et al. 2006]. However, our color estimates are slightly desaturated. Here
we observe the fact that the inverse rendering problem can only be solved up to
scale. The red channel is slightly underestimated in the BRDF while it is slightly
overestimated in the environment.
7.5.3 Internet Data
We downloaded an image dataset of the Statue of Liberty from the Internet photo
sharing site Flickr [Flickr 2009] and reconstructed the scene geometry using a
multi-view stereo approach [Goesele et al. 2007]. The resulting mesh was manu-
ally cleaned and simplified to reduce its complexity. Images found on the Internet
are generally neither HDR nor photometrically calibrated. We therefore assume
that they are encoded according to the sRGB standard and convert them into pho-
tometrically linear space by inverse gamma mapping.
For the lighting and reflectance estimation only six images have been used,
they are shown in Figures 7.11 and 7.1. The estimated environment maps clearly
locate the sun direction correctly. Note that the light source might wrap around
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(a) input images for the van Gogh dataset
(b) estimated environment maps
(c) object rendered under estimated illumination
Figure 7.8: Overview of the van Gogh dataset showing 4 out of the 30 input
images.
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(a) (b)
Figure 7.9: The van Gogh model relit with the Uffizi environment map (a) and
under point light illumination (b).
model #vertices #mat #brdfs #images time
Minerva 100K 6 7 13 7h
Liberty 100K 2 4 6 3h
van Gogh 32K 3 4 30 14h
Table 7.1: Overview of the different models. “#mat”, “#brdfs”, and “#images”
refer to the number of materials used, number of basis brdfs incorporated, and
number of input images, respectively.
borders due to the parametrization of the environment maps. Its narrow size can
only be achieved by including the visibility information and the use of an all fre-
quency framework. Other regions in the environment map are however recon-
tructed with low frequency due to their smaller intensity. Again, the color separa-
tion between materials and environment is not perfect. This could also be due to
the different white balancing of images found on the Internet. Nevertheless, the
estimated materials are consistent and of high quality as evident in Figures 7.11
c) and d).
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Figure 7.10: An image (left) from the van Gogh dataset that was not used in the
reconstruction process is regenerated using the average environment map (right).
The difference image shows that the largest error occurs in the specular highlights
and in places where geometric detail is missing.
7.6 Discussion
In the presented inverse rendering framework we estimate both the reflection prop-
erties of an object and the incident illumination. We have demonstrated that it is in
principle possible to recover the environment map for each individual input view.
The reconstruction is however limited by the bandwidth of the BRDFs. Further-
more, the quality of the results is to some extent influenced by the precision of
the input geometry. Another strength of our approach is that no assumptions are
placed on the image set. We flexibly can incorporate image collections gathered
from various sources. In particular, this will allow the exploitation of Internet
photo sharing communities for reconstructing relightable scene models.
A problem that remains is the ambiguity between illumination and surface
color. Currently, this can only be resolved by having sufficiently different input
environments. A couple of extensions of the current framework would be interest-
ing. So far, our system does not take interreflections into account. An additional
geometry optimization step could help with the reconstruction, since more pre-
cise geometry and normals will improve the estimation. This is supported by the
synthetic test cases where we see a close to perfect reconstruction. Furthermore,
it would be interesting to incorporate other ways to stabilize the estimation. For
this, techniques such as reflectance sharing [Zickler et al. 2006] could be incorpo-
rated. Kuthirummal et al. [Kuthirummal et al. 2008] recently published a method
that could help improve the quality of the camera calibration.
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(a) input images for the Liberty dataset
(b) estimated environment maps
(c) object rendered under estimated illumination
(d) object rendered under point light illumination and under the Uffizi environment map.




Figure 7.12: (a) shows the recovered albedo map for the Minerva, while (b)-(d)
show the relit model using the Uffizi environment.
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Chapter 8
Conclusion and Future Work
The focus of this thesis lies on the acquisition and modeling of different phe-
nomena. The resulting models contain lots of information about the object in
question, in all cases sufficient information for rerendering the object from novel
viewpoints. However, more information can be obtained from the models: in the
case of the smoke acquisition system it is knowledge about the different smoke
densities in the complete volume. For the relighting part, it is knowledge about
the environment each input image was taken in plus the reflectance properties of
each surface point of the object. This information allows for a rerendering of the
object not only from novel viewpoints, but also under novel illumination condi-
tions.
This thesis proposes acquisition techniques for different classes of objects:
in the first part of the thesis, we put emphasis on translucent objects. We show
how to acquire certain classes of subsurface scattering objects and how to remove
scattering to look further into a translucent medium. In the second part, we limit
ourselves to opaque objects and drop the more general BSSRDF in favor of the
BRDF. This simplification allows us to recover lighting and reflectance informa-
tion from just a small number of input images.
8.1 Contributions of this Thesis
In the following, we summarize our individual contributions and discuss their
advantages and disadvantages and show their advance over previously existing
methods.
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8.1.1 Acquisition of Volumetric Densities
In Chapter 4 we propose a novel technique for the acquisition of full volumes of
participating media like smoke. We sacrifice some spatial resolution to gain im-
proved temporal resolution, which enables us to acquire all necessary data within
a single image. Missing data due to the limited spatial resolution is filled in
smoothly using the push-pull algorithm.
This approach has the advantage that it is able to recover volumetric densities
at interactive framerates without the use of high-speed camera equipment or high-
output lasers. Since we enforce a smooth interpolation of the missing data, we can
only recover details up to a certain frequency which depends on the density of the
employed laser grids.
8.1.2 Combining Confocal Imaging and Descattering
With this work, which we present in Chapter 5, we analyzed two well-known tech-
niques in computer graphics with respect to their effect on a reflectance field. It
turned out, that both methods are suitable for removing multiple scattering effects
within a homogeneous translucent medium like fog or murky water. Furthermore,
confocal imaging also allows for the whole 3D volume medium to be scanned and
therefore also yields volumetric measurements.
Although both methods achieve a similar goal, we found that the two methods
are actually orthogonal and can therefore be effectively combined to improve the
results. However, we still need to capture thousands of images for good quality
results and therefore our approach is currently only applicable to static scenes.
8.1.3 Descattering using Polarization
In a related publication, we analyzed how polarization difference imaging com-
bined with algorithmic descattering using phase-shifting facilitate 3D scanning
of translucent objects. Normally any light-based approach to range sensing fails
when dealing with subsurface scattering objects, because of the shift in peak in-
tensity caused by the subsurface light transport.
With our approach, we are able to perform 3D scanning on a variety of diffi-
cult objects at the cost of a small number of additional images. The descattering
property of polarization is not limited to phase-shifting. It can also be used with
other structured light 3D scanning techniques like gray code.
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8.1.4 Relighting from Image Collections
We presented the first system capable of determining object geometry, incident
illumination for every input image and reflectance properties from a small number
of input images. Our inverse rendering framework also works on images that were
not taken under laboratory conditions. This is demonstrated by our reconstruction
results using images obtained from a photo community collection website like
Flickr.
We demonstrated that it is in principle possible to determine the incident light-
ing for each of the input images. The reconstruction is however band-limited by
the bandwidth of the BRDF of the object. A problem that remains to be solved is
the ambiguity between incident light and object color. Currently, the only way to
resolve this issue is by having a sufficient number of input images with sufficiently
different illumination colors. The quality of our results also depends greatly on
the quality of the recovered surface mesh. This could be helped by more robust
camera calibration.
8.2 Outlook
Although we developed new and interesting solutions for some important acqui-
sition problems in computer graphics, many new questions and possibilities for
further investigation arose during our research.
Combining confocal imaging and descattering the way we proposed it in
Chapter 5 applies a local LoG filter kernel in the illumination domain only – a
rather simple and straightforward approach. We strongly believe that we could
exploit additional information by computing a spatially varying deconvolution on
the space-time volume of the measured reflectance field.
Confocal microscopy is a standard technique among biologists and chemists.
In the future, we would like to analyze further related methods used within these
communities with respect to their effect on reflectance fields. At the same time,
we would like to introduce the combination of confocal imaging and algorithmic
descattering in biology and chemistry communities.
Another very interesting direction of research involves trying to replace the
complex camera setup with a human observer. If we could get the human vi-
sual system to do the necessary calculations, we could build an illumination setup
which provides instant descattering to the human observer. One possible appli-
cation for this would be a novel kind of fog-lamp which enables humans to see
further through fog without the need for a camera setup and displays.
The volumetric density measurements described in Chapter 4 would defini-
tively benefit from higher resolution sampling and faster acquisition devices to
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eliminate some of the motion blur. One possible direction for future research in
this topic would be to combine a smoke simulation with the measurement of the
real volume to obtain better interpolations for the missing parts.
Our reflectance and illumination estimation from Chapter 7 could be made
more reliable by improving the underlying geometry estimation. The most impor-
tant direction for future research however is solving the ambiguity between the
illumination and the surface reflectance.
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