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1. Introduction
During the last 20 years, the theory and application of impulsive differential equations have been developed, see [1]
and the references therein. Periodic boundary value problems of nonlinear impulsive differential equations have received
considerable attention and much literature has been published about the existence of solutions of periodic boundary
problems for first-order or second-order impulsive differential equations, see [2–9]. However, there are fewer results about
positive solutions for second-order impulsive differential equations. The aim of the present paper is to study the existence
of positive solutions of periodic boundary value problems for impulsive differential equationsu
′′(t)+ a(t)u(t) = λf (t, u(t)), t ∈ J, t 6= ti,
∆u′(ti) = Ik(u(ti)), i = 1, . . . ,m,
u(0) = u(1), u′(0) = u′(1),
(1.1)
where J = [0, 1], 0 = t0 < t1 < t2 < · · · < tm < tm+1 = 1, ∆u′(tk) = u′(t+k ) − u′(tk), f : J × (0,∞)→ R is continuous,
Ik ∈ C((0,∞), R), λ is a positive real parameter.
Suppose J∗ = J \ {t1, t2, . . . , tm}, PC(J) = {u : J → R|u ∈ C(J∗), u(t+i )and u(t−i ) exist, and u(t−i ) = u(ti), i =
1, 2, . . . ,m}. PC1(J) = {u ∈ PC(J) : u|(ti,ti+1) ∈ C1(ti, ti+1), u′(t+i ) and u′(t−i ) exist, and u′(t−i ) = u′(ti), i = 1, 2, . . . ,m}.
Note that PC(J) and PC1(J) are Banach spaces with the norms ‖u‖0 = sup{|u(t)| : t ∈ J}and ‖u‖1 = max{‖u‖0, ‖u′‖0},
respectively. A function x ∈ PC1(J) ∩ C2(J∗) is called a solution of (1.1) if it satisfies (1.1).
When Ik ≡ 0 for k = 1, 2, . . . ,m, problem (1.1) reduces to the periodic boundary value problem of ODE. Much work
about periodic boundary value problems or periodic solutions for second-order differential equations has been done by
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using various theorems and methods of nonlinear functional analysis, see [10–19]. We note that impulsive perturbation
complicates the nonimpulsive problems. For example, consider the differential equation
u′′(t)+ pi
2
4
u(t) = 0, t 6= 1
2
,
∆u′
(
1
2
)
= I
(
u
(
1
2
))
,
u(0) = u(1), u′(0) = u′(1).
(1.2)
When I(t) = 0, (1.2) only has a unique trivial solution u = 0. When I(t) = 1, (1.2) has a unique solution uwhich is positive
and
u(t) =

√
2
pi
cos
pi t
2
, 0 ≤ t ≤ 1
2
,√
2
pi
sin
pi t
2
,
1
2
< t ≤ 1.
When I(t) = (1+ t2)/3, (1.2) has two solutions u1,2 which are positive and
u1,2(t) =

(3± 2√2) cos pi t
2
, 0 ≤ t ≤ 1
2
,
(3± 2√2) sin pi t
2
,
1
2
< t ≤ 1.
When I(t) = (t + t3)/3, (1.2) has three solutions: a trivial solution u0, a positive solution u1, a negative solution u2 and
u0 = 0, u1,2(t) =

±√5 cos pi t
2
, 0 ≤ t ≤ 1
2
,
±√5 sin pi t
2
,
1
2
< t ≤ 1.
In this paper, we study the existence of positive solutions of (1.1) by using fixed point theorems in cone. Our results
show that some impulsive perturbation has a significant impact on the nonimpulsive differential equations. In particular,
our results admit that f (t, u)may be singular at u = 0, i.e.,
lim
u→0+
f (·, u) = +∞.
2. Preliminaries
Define the set functions
Λ =
a ∈ C[0, 1] : a > 0, t ∈ J,
(∫ 1
0
apdt
) 1
p
≤ K(2q) for some p ≥ 1
 ,
where q is the conjugate exponent of p,
K(q) =
2piq
(
2
2+ q
)1−2/q
0(q−1)
0(2−1 + q−1) , if 1 ≤ q <∞,
4, if q = ∞,
here 0 is the Gamma function.
Let a ∈ Λ. Then the equation{
u′′(t)+ a(t)u(t) = 0, t ∈ J,
u(0) = u(1), u′(0) = u′(1),
has a Green function G(t, s) > 0 for all t, s ∈ J (see [19]), which has the following properties:
(G1) G(t, s) is continuous in t and s for all t, s ∈ J , G(0, s) = G(1, s) and ∂G∂t |(0,s) = ∂G∂t |(1,s).
(G2) If A = min0≤t,s≤1 G(t, s) and B = max0≤t,s≤1 G(t, s), then B > A > 0.
(G3) There exist functions h,H ∈ C2(J) such that
G(t, s) =
{
(α + 1)H(t)h(s)+ (β − 1)h(t)H(s)+ cH(t)H(s)+ dh(t)h(s), if s ≤ t,
αH(t)h(s)+ βh(t)H(s)+ cH(t)H(s)+ dh(t)h(s), if s ≥ t,
where α, β, c, d are constants, H, h are independent solutions of the linear differential equation u′′(t) + a(t)u(t) = 0 and
H ′(t)h(t)− h′(t)H(t) = 1.
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Remark 1. When a ≡ k2, then k ∈ (0, pi) and
G(t, s) = 1
2k(1− cos k)
{
sin k(t − s)+ sin k(1− t + s), s ≤ t,
sin k(s− t)+ sin k(1− s+ t), s ≥ t.
Define a operator
(Tu) =
∫ 1
0
G(t, s)u(s)ds, t ∈ J,
then it is easy to check that T : C(J)→ C(J) is completely continuous operator. By virtue of the Krein–Rutman theorem, we
have
Lemma 2.1. The spectral radius r(T ) 6= 0 and T has a positive eigenfunction corresponding to its first eigenvalue λ1 = (r(T ))−1.
In what follows, we denote the positive eigenfunction corresponding to λ1 by φ and maxt∈J φ = 1. Define a mapping F
and a cone K by
(Fu)(t) = λ
∫ 1
0
G(t, s)f (s, u(s))ds+
m∑
i=1
G(t, ti)Ii(x(ti)), t ∈ J,
K = {u ∈ PC(J), u(t) ≥ δ‖u‖},
here δ = A/B.
Lemma 2.2. The fixed point of the mapping F is the solution of (1.1).
Proof. Clearly, Fu is continuous in t . For t 6= tk,
(Fu)′′(t) = λ
(∫ 1
0
G(t, s)f (s, u(s))ds
)′′
= −a(t)u(t)+ λf (t, u(t)).
Using (G1) and (G3), we have that (Fu)(0) = (Fu)(1), (Fu)′(0) = (Fu)′(1) and for t 6= ti,
(Fu)′(t) =
∑
ti<t
[(α + 1)H ′(t)h(ti)+ (β − 1)h′(t)H(ti)+ cH ′(t)H(ti)+ dh′(t)h(ti)]Ii(u(ti))
+
∑
ti>t
[αH ′(t)h(ti)+ βh′(t)H(ti)+ cH ′(t)H(ti)+ dh′(t)h(ti)]Ii(u(ti))+ λ
∫ 1
0
∂G
∂t
f (s, u(s))ds,
∆(Fu)′(ti) = (Fu)′(t+i )− (Fu)′(ti)
= [H ′(ti)h(ti)− h′(ti)H(ti)]Ii(u(ti)) = Ii(u(ti)),
which implies that the fixed point of F is the solution of (1.1). The proof is complete. 
Lemma 2.3 ([20]). Let X be a Banach space and K be a cone in X. Suppose Ω1 and Ω2 are open subsets of X such that
0 ∈ Ω1 ⊂ Ω1 ⊂ Ω2 and suppose that
Φ : K ∩ (Ω2 \Ω1)→ K
is a completely continuous operator such that
• infu∈K∩∂Ω1 ‖Φu‖ > 0, u 6= µΦu for u ∈ K ∩ ∂Ω1 and µ ≥ 1, and u 6= µΦu for u ∈ K ∩ ∂Ω2 and 0 < µ ≤ 1, or• infu∈K∩∂Ω2 ‖Φu‖ > 0, u 6= µΦu for u ∈ K ∩ ∂Ω2 and µ ≥ 1, and u 6= µΦu for u ∈ K ∩ ∂Ω1 and 0 < µ ≤ 1.
ThenΦ has a fixed point in K ∩ (Ω2 \Ω1).
Lemma 2.4 ([20]). Let X be a Banach space and K be a cone in X. Suppose Ω1 and Ω2 are open subsets of X such that
0 ∈ Ω1 ⊂ Ω¯1 ⊂ Ω2 and suppose that
Φ : K ∩ (Ω2 \Ω1)→ K
is a completely continuous operator such that
• There exists u0 ∈ K \ {0} such that u 6= Φu+ µu0 for u ∈ K ∩ ∂Ω1 and µ > 0, ‖Φu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω2, or
• There exists u0 ∈ K \ {0} such that u 6= Φu+ µu0 for u ∈ ∂Ω2 and µ > 0, ‖Φu‖ ≤ ‖u‖ for u ∈ K ∩ ∂Ω1.
ThenΦ has a fixed point inΩ2 \Ω1.
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3. Main results
Assume that the constant r > 0 and γ is some positive function on J ,
f
r
γ = sup
{
f (t, u)
γ (t)u
, t ∈ J, u ∈ [δr, r]
}
, f rγ = inf
{
f (t, u)
γ (t)u
, t ∈ J, u ∈ [δr, r]
}
,
I
r
i = sup
{
Ii(u)
u
, u ∈ [δr, r]
}
, Iri = inf
{
Ii(u)
u
, u ∈ [δr, r]
}
,
f
0
γ = lim
r→0+
f¯ rγ , f
0
γ = lim
r→0+
f rγ , f
∞
γ = limr→+∞ f¯
r
γ , f
∞
γ = limr→+∞ f
r
γ ,
I
0
i = lim
r→0+
I¯ri , I
0
i = lim
r→0+
Iri .
Theorem 3.1. Assume that a ∈ Λ and there exist positive constants α, β such that f αγ ≥ 0, f βγ ≥ 0, Iαi ≥ 0, Iβi ≥ 0 and
0 < λ ∈
λ1
∫ 1
0 φ(s)ds− δ
m∑
i=1
Iαi φ(ti)
δf αγ
∫ 1
0 φ(s)ds
,
δλ1
∫ 1
0 φ(s)ds−
m∑
i=1
I
β
i φ(ti)
f
β
γ
∫ 1
0 φ(s)ds
 , (3.1)
here γ ≡ 1 on J. Then (1.1) has at least one positive solution u such that min{α, β} ≤ ‖u‖ ≤ max{α, β}.
Proof. Obviously, α 6= β , put α = min{α, β}, β = max{α, β}. Define the open sets
Ωα = {u ∈ PC(J) : ‖u‖ < α}, Ωβ = {u ∈ PC(J) : ‖u‖ < β}.
At first, we show that F : K ∩ (Ωβ \Ωα)→ K . For any u ∈ K ∩ (Ωβ \Ωα), from (G2), we have
0 < (Fu)(t) ≤ B
(
λ
∫ 1
0
f (s, u(s))ds+
m∑
i=1
Ii(u(ti))
)
<∞.
On the other hand,
(Fu)(t) ≥ A
(
λ
∫ 1
0
f (s, u(s))ds+
m∑
i=1
Ii(u(ti))
)
≥ A
B
‖Fu‖.
It is easy to check that F : K ∩ (Ωβ \Ωα)→ K is completely continuous.
Next, we show that
µFu 6= u, ∀u ∈ K ∩ ∂Ωβ and 0 < µ ≤ 1. (3.2)
If not, there exist µ0 ∈ (0, 1] and u0 ∈ K ∩ ∂Ωβ such that µ0Fu0 = u0, hence,u
′′
0(t)+ a(t)u0(t) = µ0λf (t, u0(t)), t ∈ J, t 6= tk,
∆u′0(tk) = µ0Ik(u(tk)), k = 1, . . . ,m,
u0(0) = u0(1), u′0(0) = u′0(1).
(3.3)
Multiplying the first equality of (3.3) by φ and integrating from 0 to 1 we obtain that∫ 1
0
u′′0(t)φ(t)dt +
∫ 1
0
a(t)u0(t)φ(t)dt = µ0λ
∫ 1
0
f (s, u0(s))φ(s)ds.
Noting that δ‖u0‖ ≤ u0 ≤ ‖u0‖ and∫ 1
0
u′′0(t)φ(t)dt = −µ0
m∑
i=1
Ii(u0(ti))φ(ti)+
∫ 1
0
φ′′(t)u0(t)dt
≥ −
m∑
i=1
Ii(u0(ti))φ(ti)+
∫ 1
0
(λ1 − a(t))φ(t)u0(t)dt,
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we obtain that
−‖u0‖
m∑
i=1
I iφ(ti)+ δλ1‖u0‖
∫ 1
0
φ(t)dt ≤ µ0λ
∫ 1
0
f (s, u0(s))φ(s)ds
≤ λf βγ
∫ 1
0
u0(s)φ(s)ds ≤ λf βγ
∫ 1
0
φ(s)ds‖u0‖,
which implies that
λ ≥
δλ1
∫ 1
0 φ(s)ds−
m∑
i=1
I
β
i φ(ti)
f
β
γ
∫ 1
0 φ(s)ds
,
a contradiction.
Finally, we show that
inf
u∈K∩∂Ωα
‖Fu‖ > 0, µFu 6= u, ∀u ∈ K ∩ ∂Ωα and µ ≥ 1. (3.4)
Since f (t, u) and Ii(u) are nonnegative for u ∈ [δα, α] and t ∈ J , condition (3.1) implies that f αγ > 0. Hence,
∫ 1
0 f (s, u(s))ds >
0 for u ∈ K ∩ ∂Ωα and for any u ∈ K ∩ ∂Ωα ,
(Fu)(t) = λ
∫ 1
0
G(t, s)f (s, u(s))ds+
m∑
i=1
G(t, ti)Ii(u(ti))
≥ Aλ
∫ 1
0
f (s, u(s))ds > 0.
Suppose that there exist µ0 ≥ 1 and u0 ∈ K ∩ ∂Ωα such that µ0Fu0 = u0, that is,u
′′
0(t)+ a(t)u0(t) = µ0λf (t, u0(t)), t ∈ J, t 6= tk,
∆u′0(tk) = µ0Iku(tk), k = 1, . . . ,m,
u0(0) = u0(1), u′0(0) = u′0(1).
(3.5)
Multiplying the first equality of (3.5) by φ and integrating from 0 to 1 we obtain that∫ 1
0
u′′0(t)φ(t)dt +
∫ 1
0
a(t)u0(t)φ(t)dt = µ0λ
∫ 1
0
f (s, u0(s))φ(s)ds.
Noting that δ‖u0‖ ≤ u0 ≤ ‖u0‖ and∫ 1
0
u′′0(t)φ(t)dt = −µ0
m∑
i=1
Ii(u0(ti))φ(ti)+
∫ 1
0
φ′′(t)u0(t)dt
= −µ0
m∑
i=1
Ii(u0(ti))φ(ti)+
∫ 1
0
(λ1 − a(t))φ(t)u0(t)dt,
we obtain that
−δ‖u0‖
m∑
i=1
Iiφ(ti)+ λ1‖u0‖
∫ 1
0
φ(t)dt ≥ µ0λ
∫ 1
0
f (s, u0(s))φ(s)ds
≥ λδf αγ
∫ 1
0
u0(s)φ(s)ds ≥ λδf αγ
∫ 1
0
φ(s)ds‖u0‖ > 0.
It is impossible for λ1
∫ 1
0 φ(s)ds− δ
∑m
i=1 Iiφ(ti) ≤ 0.When λ1
∫ 1
0 φ(s)ds− δ
∑m
i=1 Iiφ(ti) > 0,
λ ≤
λ1
∫ 1
0 φ(s)ds− δ
m∑
i=1
Iiφ(ti)
δf αγ
∫ 1
0 φ(s)ds
,
a contradiction.
From Lemma 2.3 it follows that F has a fixed point u ∈ K ∩ (Ω¯β \Ωα). Furthermore, α ≤ ‖u‖ ≤ β and u(t) ≥ δα > 0,
which means that u(t) is the positive solution of Eq. (1.1). The proof is complete. 
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Corollary 3.1. Assume that a ∈ Λ, f 0γ > 0, f∞γ > 0, I0i > 0, I∞i > 0 and
0 < λ ∈
λ1
∫ 1
0 φ(s)ds− δ
m∑
i=1
I0i φ(ti)
δf 0γ
∫ 1
0 φ(s)ds
,
δλ1
∫ 1
0 φ(s)ds−
m∑
i=1
I
∞
i φ(ti)
f
∞
γ
∫ 1
0 φ(s)ds
 ,
or
0 < λ ∈
λ1
∫ 1
0 φ(s)ds− δ
m∑
i=1
I∞i φ(ti)
δf∞γ
∫ 1
0 φ(s)ds
,
δλ1
∫ 1
0 φ(s)ds−
m∑
i=1
I
0
i φ(ti)
f
0
γ
∫ 1
0 φ(s)ds
 ,
here γ ≡ 1 on J. Then (1.1) has at least one positive solution.
Corollary 3.2. Assume that a ∈ Λ and there exists a constant α such that f ργ > 0, Iρi > 0(ρ = 0, α and∞) and
f
α
γ
∫ 1
0 φ(s)ds+
m∑
i=1
I
α
i φ(ti)
δ
∫ 1
0 φ(s)ds
< λ1 < min
δf 0γ +
δ
m∑
i=1
I0i φ(ti)∫ 1
0 φ(s)ds
, δf∞γ +
δ
m∑
i=1
I∞i φ(ti)∫ 1
0 φ(s)ds
 ,
here γ ≡ 1 on J. Then there exists one open intervalΘ : 1 ∈ Θ such that (1.1) has at least two positive solutions for λ ∈ Θ .
Theorem 3.2. Assume that a ∈ Λ and there exist positive constants α, β such that f αa ≥ 0, f βa ≥ 0, Iαi ≥ 0, Iβi ≥ 0 and
0 < λ ∈
1− A
m∑
i=1
Iαi
f αa
,
1− B
m∑
i=1
I
β
i
f
β
a
 . (3.6)
Then (1.1) has at least one positive solution u such that min{α, β} ≤ ‖u‖ ≤ max{α, β}.
Proof. Clearly, α 6= β , let α = min{α, β}, β = max{α, β}. Define the open sets
Ωα = {u ∈ PC(J) : ‖u‖ < α}, Ωβ = {u ∈ PC(J) : ‖u‖ < β},
then F : K ∩ (Ωβ \Ωα)→ K is completely continuous. By (3.6) and the definition of f αa , Iαi , f βa , Iβi , there exists ε > 0 such
that
1− (1− ε)A
m∑
i=1
Iαi
(1− ε)f αa
≤ λ ≤
1− (1+ ε)B
m∑
i=1
I
β
i
(1+ ε)f βa
, (3.7)
f (t, u) ≥ (1− ε)f αa a(t)u, Ii(u) ≥ (1− ε)Iαi u, i = 1, 2, . . . ,m, δα ≤ u ≤ α (3.8)
and
f (t, u) ≤ (1+ ε)f βa a(t)u, Ii(u) ≤ (1+ ε)Iβi u, i = 1, 2, . . . ,m, δβ ≤ u ≤ β. (3.9)
Let u0 ≡ 1. We show that
u 6= Fu+ µ, ∀u ∈ K ∩ ∂Ωα and µ > 0. (3.10)
If not, there exist u1 ∈ K ∩ ∂Ωα and µ1 > 0 such that u1 = Fu1 + µ1. Let u1(ρ) = mint∈J u1(t). Noting that δα ≤ u1 ≤ α
for any t ∈ J , we obtain that for t ∈ J ,
u1(t) = (Fu1)(t)+ µ1
= λ
∫ 1
0
G(t, s)f (s, u1(s))ds+
m∑
i=1
G(t, ti)Ii(u1(ti))+ µ1
≥ (1− ε)λf αa
∫ 1
0
G(t, s)a(s)u1(s)ds+ A(1− ε)
m∑
i=1
Iαi u1(ti)+ µ1
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≥ (1− ε)λf αa u1(ρ)
∫ 1
0
G(t, s)a(s)ds+ Au(ρ)(1− ε)
m∑
i=1
Iαi + µ1
≥ (1− ε)
(
λf αa + A
m∑
i=1
Iαi
)
u1(ρ)+ µ1 ≥ u1(ρ)+ µ1,
which implies that u1(ρ) > u1(ρ), a contradiction.
On the other hand, for ∀u ∈ K ∩ ∂Ω2, δβ ≤ u ≤ β ,
(Fu)(t) = λ
∫ 1
0
G(t, s)f (s, u(s))ds+ λ
m∑
i=1
G(t, ti)Ii(u(ti))
≤ (1+ ε)λf βa
∫ 1
0
G(t, s)a(s)u(s)ds+ B(1+ ε)
m∑
i=1
I
β
i u(ti)
≤ (1+ ε)λf βa ‖u‖
∫ 1
0
G(t, s)a(s)ds+ B‖u‖(1+ ε)
m∑
i=1
I
β
i
≤ (1+ ε)
(
λf
β
a + B
m∑
i=1
I
β
i
)
‖u‖ ≤ ‖u‖.
From Lemma 2.4 it follows that F has a fixed point u ∈ K ∩ (Ω¯β \Ωα). Furthermore, α ≤ ‖u‖ ≤ β and u(t) ≥ δα > 0,
which means that u(t) is the positive solution of Eq. (1.1). The proof is complete. 
Example 1. Consider the equation
u′′(t)+ 2u(t) = λe
−u(t)
10
, t ∈ J, t 6= ti,
∆u′(ti) = u
2(ti)
50(m+ i) , i = 1, . . . ,m,
u(0) = u(1), u′(0) = u′(1).
(3.11)
By a direct application of Corollary 3.2., there exists one open interval Θ : 1 ∈ Θ such that (3.11) has at least two positive
solutions for λ ∈ Θ . When λ = 1, boundary value problem without impulse corresponding to (3.11) has a unique solution
u ≡ C , here C is the solution of
20x = e−x.
Example 2. Consider the equation
u′′(t)+ k2u(t) = λ
(
b
u
− 1
)
, t ∈ J, t 6= ti,
∆u′(ti) = Ii(u(ti)), i = 1, . . . ,m,
u(0) = u(1), u′(0) = u′(1),
(3.12)
where b > 0, k ∈ (0, pi/4), bk2 cos2 k2 ≥ 4− 2 cos k2 and
Ii(t) =

0, t ≤ 1
2
b,
4pi2a
(
tb−1 − 1
2
)
, t ≥ 1
2
b.
Let α = b/2, β = b. It is easy to check that A = cot k2/2k, B = csc k2/2k,
1 ∈
1− A
m∑
i=1
I0i
f 0k2
,
1− B
m∑
i=1
I
α
i
f
α
k2
 , 1 ∈
1− A
m∑
i=1
Iβi
f β
k2
,
1− B
m∑
i=1
I
α
i
f
α
k2
 .
Hence, there exists one open intervalΘ : 1 ∈ Θ such that (3.12) has at least two positive solutions for λ ∈ Θ .
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Example 3. Consider the equationu
′′(t)+ 2u(t) = λf (u), t ∈ J, t 6= ti,
∆u′(ti) = Ii(u(ti)), i = 1, . . . ,m,
u(0) = u(1), u′(0) = u′(1),
(3.13)
where
f (t) =
{
tp, t ≤ 1,
1, t > 1, Ii(t) =
{
2, t ≤ 1,
2
√
t, t > 1,
here p > 1 and i = 1, . . . ,m.
Since I0i = ∞, I∞i = 0 and f∞a = 0, by Theorem 3.2, (3.13) has at least one positive solution for any λ > 0. However,
boundary value problem without impulse corresponding to (3.13) does not possess a positive solution for 0 < λ < 2.
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