A multilevel algorithm for reordering sparse symmetric matrices to reduce the wavefront and profile is described. The algorithm is a combinatorial algorithm that uses a maximal independent vertex set for coarsening the adjacency graph of the matrix and an enhanced version of the Sloan algorithm on the coarsest graph. On a range of examples arising from practical applications, the multilevel algorithm is shown to produce orderings that are better than those produced by the Sloan algorithm and are of comparable quality to those obtained using the hybrid Sloan algorithm. Advantages over the hybrid Sloan algorithm are that the multilevel approach requires no spectral information and less CPU time.
Introduction.
We consider a multilevel algorithm for ordering sparse symmetric matrices for the small wavefront and profile. The resulting ordering may be used to construct a row order for use with the row-by-row frontal method applied to a matrix with a symmetric sparsity pattern (see [27] ). Since we are primarily concerned with matrices that are positive definite, we work only with the pattern of the matrix and do not take into account permutations needed for stability. In cases where the matrix is nondefinite, or is symmetric only in its sparsity pattern, the actual factorization may be more expensive and require more storage.
Minimizing the profile of a matrix is known to be an NP-complete problem [23] . A number of heuristic algorithms have been proposed, including the Cuthill-McKee [4] , reverse Cuthill-McKee [9, 24] , Gibbs-King [12] , Gibbs-Poole-Stockmeyer [11] , and Sloan [31] algorithms (see also [5, 22, 27] ). More recently, spectral orderings based on the Fiedler vector of the Laplacian matrix associated with a matrix have been developed [1, 25, 26] . Kumfert and Pothen [22] propose combining an enhanced version of the second phase of the Sloan algorithm with the spectral ordering. The resulting hybrid Sloan algorithm (hereafter referred to as the Hybrid algorithm) has been shown to give significantly better orderings for large problems than either the spectral method or the Sloan method alone. This has been confirmed by Reid and Scott [27] , who provide efficient implementations of the Sloan and Hybrid algorithms within the HSL 2000 [15] code MC60.
One reason for the success of the Hybrid algorithm is that the spectral algorithm takes a global view of the graph of the matrix. This global view is fed into the Sloan algorithm as a priority vector, and the Sloan algorithm then performs local refinement.
The spectral algorithm has also been used in the area of graph partitioning [14, 30] . More recently, researchers have found that, for large graphs, a multilevel approach [2, 13, 18, 33] can also provide good partitionings, while being much faster, because the calculation of the Fiedler vector of a large matrix is avoided. A number of efficient and high-quality graph partitioning codes based on the multilevel approach have been developed [14, 18, 33] . The success of the multilevel approach in graph partitioning motivated the work reported in this paper.
In this paper, we describe a multilevel Sloan algorithm for the ordering of sparse symmetric matrices. Numerical tests on a range of problems illustrate that the multilevel algorithm yields orderings that are better than those from the Sloan algorithm and are of comparable quality to the Hybrid algorithm. The main advantage of the multilevel approach over Hybrid is that it does not require any spectral information. Moreover, it is less expensive than the Hybrid algorithm.
The paper is organized as follows. In section 2, definitions and terminology are introduced, and the Sloan and Hybrid algorithms are recalled. In section 3, our multilevel approach is presented. Numerical results comparing our method with the Sloan and the Hybrid algorithms are given in section 4. Section 5 summarizes our findings and considers possible future directions for research.
We remark that while the writing of the present paper was in progress, our attention was brought to a report by Boman and Hendrickson [3] . In this report, Boman and Hendrickson propose using a multilevel method for envelope reduction. Their algorithm combines a multilevel approach with a 1-sum local refinement procedure (see section 3.1). Boman and Hendrickson found that the implementation of the Sloan algorithm developed by Kumfert and Pothen [22] often produced better envelopes and required less CPU time than their multilevel approach. This led Boman and Hendrickson to conclude that "Since the Sloan algorithm has recently been shown to be a fast and good algorithm for envelope reduction, we expect that the multilevel algorithm can be improved by replacing our 1-sum local refinement with a modified version of the Sloan algorithm." Although we were originally unaware of it, this paper takes up their challenge of combining the idea of a multilevel approach with the Sloan algorithm.
Background.

Definitions.
We first need to introduce some nomenclature and notation. Let A = {a ij } be an n × n symmetric matrix. At the ith step of the factorization of A, row k is said to be active if k ≥ i and there exists a column index l ≤ i such that a kl = 0. The ith wavefront f i of A is defined to be the number of rows that are active during the ith step of the factorization. The maximum and root-mean-squared (RMS) wavefronts are, respectively,
The profile of A is the total number of entries in the lower triangle when any zero ahead of the first entry in its row is excluded, that is,
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The matrix envelope Env(A) is P (A) − n. For a frontal solver these statistics are important because
• the memory needed to store the frontal matrix is F 2 ; • P is the total storage needed for the factorized matrix;
• the number of floating-point operations when eliminating a variable is proportional to the square of the current wavefront size. Our goal therefore is to construct an efficient ordering algorithm that reduces the above quantities.
It is often convenient when developing ordering algorithms to treat the matrix A in terms of its adjacency graph. An undirected graph G is defined to be a pair (V, E), where V is a finite set of vertices (or nodes) and E is a finite set of edges defined as unordered pairs of distinct vertices. In a weighted graph, each vertex and edge has a weight associated with it. The adjacency graph G(A) of the square symmetric matrix A comprises the vertices V (A) = {1, 2, . . . , n} and the edges
Two vertices i and j are said to be neighbors (or to be adjacent) if they are connected by an edge. The notation i ↔ j will be used to show that i and j are neighbors. The adjacency set for i is the set of its neighbors, that is,
The degree of i ∈ V is deg(i) = |adj(i)|, the number of neighbors. If X is a subset of V , its adjacency set is defined to be adj(X) = j∈X adj(j)\X.
Observe that, given the graph representation of a symmetric matrix, the ith wavefront can be defined as the vertex i plus the set of vertices adjacent to the vertex set {1, 2, . . . , i}, that is,
A path of length k in G is an ordered set of distinct vertices {v 1 
Two vertices are connected if there exists a path between them. A graph G is connected if each pair of distinct vertices is connected. The distance, dist(u, v), between two vertices u and v in G is the length of the shortest path connecting them. The eccentricity of a vertex u is defined to be
A vertex u is a peripheral vertex if its eccentricity is equal to the diameter of the graph, that is, ec(u) = δ(G). A pseudoperipheral vertex u is defined by the condition that, if v is any vertex for which dist(u, v) = ec(u), then ec(v) = ec(u). The pair u, v of pseudoperipheral vertices define a pseudodiameter.
Throughout our discussion, it is assumed that the matrix A of interest is irreducible so that its adjacency graph G(A) is connected. [31] is widely used for profile and wavefront reduction. The algorithm, which uses the adjacency graph of the matrix, has the following two distinct phases:
1. selection of a start vertex s and an end vertex e, 2. vertex reordering. The first phase looks for a pseudodiameter of the graph and chooses s and e to be the endpoints of this pseudodiameter. A pseudodiameter may be computed using a modification of the Gibbs-Poole-Stockmeyer algorithm. (See [27] for details of an efficient approach.) In the second phase, the chosen start vertex is numbered first, and a list of vertices that are eligible to be numbered next is formed. At each stage of the numbering, the list of eligible vertices comprises the neighbors of the vertices that have already been renumbered and their neighbors. The next vertex to be numbered is selected from the list of eligible vertices by means of a priority function. The priority of vertex i is given by P (i), where
and (W 1 , W 2 ) are positive weights. The first term (the "local" term), inc(i), is the amount by which the wavefront will increase if vertex i is ordered next. The second term (the "global" term), dist(i, e), is the distance between i and the end vertex e. Thus, a balance is maintained between the aim of keeping the wavefront small and bringing in vertices that have been left behind (far away from e). A vertex has a high priority if it causes either no increase or only a small increase to the current front size and is at a large distance from the end vertex e. The best choice for the weights (W 1 , W 2 ) is problem dependent, but Sloan suggested that weights (2, 1) usually gave satisfactory results for his test problems. Once an ordering for the vertices of the weighted graph has been obtained, an ordering for A can be constructed.
Duff, Reid, and Scott [5] extended Sloan's algorithm to vertex-weighted graphs obtained from finite element meshes and used the resulting orderings to generate element assembly orderings for the frontal method. The vertex-weighted graph is derived from the unweighted graph by "condensing" vertices to form supervertices. Vertices i and j are condensed into a supervertex if
The weight of a supervertex is the number of unweighted vertices it represents. The use of condensing can sometimes reduce the size of the graph considerably, thus reducing the time required for reordering.
The implementation of Sloan's algorithm was further enhanced by Kumfert and Pothen [22] in a number of ways.
• Sloan [32] used a simple search method to manage the priority queue but noted that, for large problems, using a binary heap would be the method of choice. Kumfert and Pothen implemented the use of a binary heap and were able to achieve a considerable efficiency gain. They also analyzed the time complexity of their efficient implementation.
• They applied the Sloan algorithm to the vertex-weighted graph so that it mimics what the algorithm would do on the corresponding unweighted graph. This resulted in smaller wavefront sizes.
• They divided their test problems into two classes and showed that, by using different weights for each class, for some problems the wavefront sizes obtained Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php by the Sloan algorithm could be substantially reduced. However, they were not able to predict a priori to which class a given problem belongs. Most recently, Reid and Scott [27] have provided a Fortran implementation of Sloan's algorithm in HSL 2000 [15] as routine MC60. This code uses and extends the ideas of Kumfert and Pothen. MC60 optionally uses the vertex-weighted graph. For efficiency on problems of all sizes, when managing the priority queue, the code starts by using the simple search used by Sloan and switches to using a binary heap if the number of eligible vertices exceeds a given threshold. By default, MC60 tries both the pairs of weights (2, 1) and (16, 1) . Alternatively, the user can supply the weights. The code also allows the user to provide a global priority vector to be used in place of the distance dist(i, e) in the priority function. This enables MC60 to be used to implement the Hybrid algorithm of Kumfert and Pothen [22] , which we discuss in the next section.
Throughout the rest of this paper, when referring to the Sloan algorithm, we mean the enhanced version of the algorithm as implemented within MC60.
The Hybrid algorithm.
The first term in (2.2) affects the priority function in a local way by giving higher priority to vertices that will result in a small (or negative) increase to the current wavefront. This is done in a greedy fashion without consideration of the long-term effect. The second term acts in a more global manner, ensuring vertices lying far away from the end vertex are not left behind. The second phase of the Sloan algorithm can therefore be viewed as an algorithm that refines the ordering implied by the distance function dist(i, e).
The distance function in (2.2) can be replaced by other orderings that provide a global view. In particular, Kumfert and Pothen [22] proposed using a spectral ordering. The spectral algorithm associates a Laplacian matrix L = {l ij } with the symmetric matrix A as follows:
An eigenvector corresponding to the smallest positive eigenvalue of the Laplacian matrix is called a Fiedler vector [7, 8] . The spectral algorithm orders the vertices of G(A) by sorting the components of the Fiedler vector into monotonic order. The same permutation is applied to the original matrix to obtain the spectral ordering. This approach has been found to produce small profiles and wavefronts [1] , although it is much more computationally expensive. (This is illustrated in [22] .) An analysis of the spectral method for envelope reduction has been presented by George and Pothen [10] . The spectral algorithm has also been used in the context of graph partitioning [14] , where it has been found that results can be improved by incorporating a local refinement step. This refinement performs local optimizations and smoothes out local oscillations that may be present. In the context of wavefront reduction, the Hybrid algorithm of Kumfert and Pothen [22] combines the spectral algorithm with a modified version of the second phase of the Sloan algorithm. It appears that it is this combination of global and local ordering algorithms that accounts for the good performance of the Hybrid algorithm, particularly for very large problems.
The Hybrid algorithm, as presented in [27] , chooses as the start vertex s the first vertex in the spectral ordering and replaces (2.2) with the priority function Here ν is a normalizing factor and p(i) is the position of vertex i in the spectral ordering, also referred to as its global priority value. ν is chosen so that the factor for W 2 varies up to dist(s, e), as in (2.2). On the basis of their numerical experimentation, Reid and Scott [27] propose the pairs of weights (1, 2) and (16, 1) . Note that (1, 2) is recommended instead of the pair (2, 1) used by default in their implementation of the Sloan algorithm. Reid and Scott argue that the global priority based on the spectral ordering has been found to be better than that obtained from a pseudodiameter, justifying a larger value for W 2 in this case. Numerical experiments [22, 27] have shown that, for large problems, in terms of the quality of the orderings produced, the Hybrid method can significantly outperform the Sloan algorithm. The Hybrid method does, however, require significantly more CPU time because it is more expensive to compute the Fiedler vector than it is to find a pseudodiameter for A. This is illustrated in section 4.
Through the use of (2.5), the modified second phase of Sloan's algorithm locally refines the spectral ordering. We therefore refer to this phase as Sloan refinement and denote by SloanRefine(G, p) the algorithm that takes the graph G together with a global priority vector p and uses (2.5) to return a refined ordering for G.
The multilevel ordering algorithm.
The matrix ordering algorithm proposed in this paper is based on a multilevel approach. Given the adjacency graph G(A), a series of graphs is generated, each coarser than the preceding one. The coarsest graph is then ordered. This ordering is recursively prolonged to the next finer graph, local refinement is performed at each level, and the final ordering on the finest graph gives an ordering for A.
The multilevel approach.
In the context of graph partitioning, the multilevel approach generates a series of coarser and coarser graphs [2, 13, 19, 33] . The aim is for each successive graph to encapsulate the information needed to partition its "parent," while containing fewer vertices and edges. The coarsening continues until a graph with only a small number of vertices is reached. This can be partitioned cheaply. The partitions on the coarse graphs are recursively prolonged (usually by injection) to the finer graphs with further refinement at each level.
One of the first uses of a multilevel approach for the partitioning of undirected graphs was reported by Barnard and Simon [2] . Motivated by the need to reduce the time for computing the Fiedler vector, Barnard and Simon combined a multilevel approach with a spectral bisection algorithm. It was soon realized [13, 20, 33] that the multilevel approach can be used to advantage with a good local optimizer. In graph partitioning, the Kernighan-Lin algorithm [21] is used and, combined with the multilevel approach, has proved very successful at rapidly computing high quality partitions.
Boman and Hendrickson [3] propose adopting a multilevel approach for profile and wavefront reduction. They introduce a weighted 1-sum metric
where w ij are edge weights, and aim to minimize σ 1 (A). The edge weights are all one on the finest graph; on the coarser graphs, edge weights are assigned as edges are collapsed. (See [3] for details.) Although Boman and Hendrickson's objective is to minimize the matrix envelope of A, they report finding it more efficient and effective to work with the 1-sum. Boman and Hendrickson propose combining a Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php multilevel approach with a refinement algorithm that is similar to the Kernighan-Lin algorithm and is based on swapping consecutive vertices. The gain in swapping each such pair of vertices k and k + 1 is calculated initially and then updated during the refinement. The gain from a swap is measured using the weighted 1-sum. Boman and Hendrickson compare their approach with an implementation of the Sloan algorithm that incorporates the enhancements of Kumfert and Pothen [22] (referred to by Boman and Hendrickson as the fast Sloan). Boman and Hendrickson conclude that "The fast Sloan algorithm operates in the same performance range and often produces better envelopes in less time than the multilevel algorithm, but not always." Since, in turn, the Hybrid algorithm significantly outperforms Sloan for large problems, the multilevel algorithm of Boman and Hendrickson is not competitive with the Hybrid algorithm in terms of ordering quality.
As recognized by Boman and Hendrickson in their concluding remarks, because the reordering phase of the Sloan algorithm provides a good local refinement algorithm, it is of interest to try and use it directly with the multilevel approach. This combining of Sloan with the multilevel approach forms the basis of our multilevel wavefront reduction algorithm. The algorithm has three distinct phases: coarsening, coarsest graph ordering, and, finally, prolongation and refinement. We discuss each of these phases and then, in section 3.5, we outline our multilevel Sloan algorithm.
The coarsening phase.
There are a number of ways to coarsen an undirected graph. The most popular method in graph partitioning is based on edge collapsing [13, 20] , in which pairs of adjacent vertices are selected and each pair is coalesced into one new vertex. Because of its success for graph partitioning, coarsening using edge collapsing was the first strategy we employed when developing our multilevel wavefront reduction algorithm. However, we found that, while we were able to improve on the wavefronts obtained using the Sloan algorithm, the results were of a poorer quality than those given by the Hybrid algorithm. Full details and comparisons are given in the report [17] . This led us to consider alternative coarsening strategies.
In [2] , a maximal independent vertex set of a graph is chosen as the vertices for the coarse graph. An independent set of vertices is a subset of the vertices such that no two vertices in the subset are connected by an edge in the graph. An independent set is maximal if the addition of an extra vertex always destroys the independence. An algorithm for constructing a maximal independent set is discussed below. Edges of the coarse graph are formed through a process based on the Galerkin product (see section 3.5 for details), which effectively links two vertices in the maximal independent vertex set by an edge if their distance apart is no greater than three. Figure 3. 1 illustrates a graph G with 788 vertices, together with two levels of coarsening using this method, giving graphs with 332 and 94 vertices, respectively.
The coarsening process is applied recursively until one of the following is achieved:
• The number of levels exceeds a preset limit.
• The number of vertices in the coarsest graph is less than a preset number (chosen to be 100 in this study, but see section 4.4 for further discussions).
• The ratio of the number of vertices in two successive graphs exceeds a preset constant (0.8 in this study). The last condition is necessary to avoid a slow reduction between fine and coarse graph sizes that can lead to a high algorithmic complexity for the multilevel algorithm.
Maximal independent vertex set algorithm.
When used for the multilevel spectral algorithm, a maximal independent set is chosen in a greedy fashion Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php by picking unmatched vertices at random and, when a vertex is picked, masking its neighboring vertices as matched [1, 2] . Hereafter this method of coarsening is referred to as the simple greedy approach.
We adopt a more sophisticated approach that yields comparable quality of orderings but requires less CPU time. (See section 4.3 for a comparison.) Our algorithm is based on that of Ruge and Stüben [28] , which has been used successfully in the field of algebraic multigrid. This algorithm was designed for unsymmetric matrices; we have modified it for symmetric matrices. At each step, each vertex in V lies in one of three sets: it is either uncolored (V U ), it is in the maximal independent set (V C ), or it is not a candidate for the maximal independent set (V F ). Each vertex has a gain value associated with it, indicating the preference for this vertex to belong to V C . Initially, each vertex i is uncolored (lies in V U ) and is assigned a gain value gain(i) equal to its degree. The gains are held in a priority queue. At each step, an uncolored vertex with the highest gain is removed from the queue and is moved into V C . Its neighbors are then moved into V F . They are also removed from the queue. For each such new vertex in V F , the gain values of its uncolored neighbors are increased by one. The procedure is repeated until the queue is empty (that is, until all the vertices belong to either V C or V F ).
In this algorithm, the gain of an uncolored vertex is always equal to the number of neighbors in V U plus twice the number of neighbors in V F . An uncolored vertex with a large number of neighbors in V F is therefore more likely to be moved into V C . This ensures that V F vertices are well "covered" by V C vertices, yielding a more uniform distribution of V C vertices and allowing a more aggressive coarsening compared with the simple greedy approach. Our maximal independent vertex set algorithm is outlined below.
Maximal independent vertex set algorithm.
• initialization: 
3.3. The coarsest graph ordering. Because the coarsest graph has a small number of vertices and edges, it can be reordered quickly using any standard profile reduction algorithm. We have used both the Sloan and the Hybrid algorithms and present results for both approaches (using the MC60 implementation of these algorithms) in section 4.
3.4.
The prolongation and refinement phase. During the prolongation phase, the vertices of the fine graph are given global priority values by mapping the coarse graph ordering onto the fine graph. This mapping can be represented by a prolongation matrix P . If the coarse and fine graphs have n c and n f vertices, respectively, the prolongation matrix is of order n f × n c .
When coarsening is based on a maximal independent vertex set, the coarse graph vertices comprise the maximal independent set of the fine graph. The global priority value of a vertex in the fine graph that belongs to the maximal independent set is defined as the position of this vertex in the coarse graph ordering. The global priority value of a fine graph vertex not in the maximal independent set is calculated by averaging the global priority values of its neighbors that belong to the maximal independent set. (By definition there is at least one such neighbor.) For each coarse graph vertex j, let fine(j) be the index of this vertex in the fine graph. For each fine graph vertex i, define mdeg(i) to be the number of neighboring fine graph vertices that belong to the maximal independent set. The prolongation matrix P = {p ij } has entries
otherwise.
The global priority values are refined using the second phase of the enhanced Sloan algorithm (that is, by using the priority function (2.5)) to give the final ordering for the fine graph.
The multilevel algorithm.
We can now formulate our multilevel wavefront reduction algorithm. For this it is convenient to introduce some further notation. The subscripts f and c are used to represent fine and coarse graph quantities, respectively. For example, G f denotes the fine graph with n f vertices and G c is the graph with n c vertices obtained after coarsening (n c < n f ). We will associate with G f an n f × n f matrix A f which has zero diagonal entries and nonzero off-diagonal entries a ij if and only if vertices i and j are adjacent in G f . A c is defined analogously.
If P denotes an n f × n c prolongation matrix, the coarse graph may be expressed as the Galerkin product
This expression means that the matrix product P T A f P is computed and the matrix A c is obtained by setting the diagonal entries of the resulting matrix to zero.
The global priority vector p of a graph is a vector with entries p(i), where p(i) is the global priority value of vertex i. This vector indicates the preferred ordering of the vertices. For the Hybrid algorithm, the global priority vector is obtained by ordering Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the vertices based on the values of the Fiedler vector. Note that the global priority vector need not be a permutation vector. We let CoarsestOrder (G) be an algorithm that returns an ordering for the coarsest graph G and recall that SloanRefine(G, p 0 ) denotes the algorithm that takes the graph G, and a global priority vector p 0 , and returns a refined ordering for G using (2.5) with p = p 0 . With this notation, if MinSize is the preset number of vertices beyond which there is no further coarsening, our multilevel wavefront reduction algorithm can be formally presented as follows. The starting point is the fine graph G f and associated matrix A f .
Function MultilevelOrder (G f ).
-set up the n f × n c prolongation matrix
The prolongation and refinement phase: Figure 3 .2 illustrates the multilevel algorithm applied to the test problem bcsstk11 (see the appendix). Notice that on the coarsest level, the lower right-hand part of the matrix after reordering (bottom right) has no nonzero entries. This is because the graph corresponding to the bcsstk11 matrix has nine components, eight of which are small, and coarsening gives eight isolated vertices on the coarsest level. Since diagonal elements are not displayed, after reordering there is an 8 × 8 null matrix in the lower right-hand part of the coarsest matrix. Figure 3 .3 presents a simple example of the two-level ordering algorithm using a maximal independent vertex set. The vertices v3, v6 are chosen to form the maximal independent set. Vertex v1 has one neighbor in the maximal independent set; therefore mdeg(v1) = 1. Similarly, mdeg(v4) = 1, and mdeg(v2) = mdeg(v5) = 2. Thus from (3.1), the prolongation matrix is 
It follows that the Galerkin product is
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. An illustration of the multilevel algorithm using problem bcsstk11. The original matrix (top left) of order 1473 is coarsened twice to give the coarse matrices on the left (of order 162 and 30, respectively). The coarsest matrix is ordered (bottom right), prolonged, and refined to give the final ordering (top right) for the original matrix. The multilevel algorithm gives a RMS wavefront of 46.55, which is smaller than that given by the Sloan algorithm (51.40) and the Hybrid algorithm (47.76), and significantly smaller than the RMS wavefront of the original matrix (104.34).
Setting the diagonal to zero gives the coarse graph matrix 
. A graph (top left) is coarsened using the maximal independent vertex set (shaded and circled) to give the coarse graph (middle). The coarse graph is ordered, and this ordering is prolonged to give the priority vector for the fine graph (top right). Numbers in ellipses are the coarse graph ordering, and numbers in squares are global priority values.
Assuming the coarse graph is ordered as p c (u1) = 1, p c (u2) = 2, the global priority vector for the fine graph is
This is shown on the right-hand side of Figure 3 .3.
Numerical results.
In this section, our multilevel approach is compared with the Sloan and Hybrid algorithms on a large set of test problems. All the codes used to obtain the reported results are written in Fortran. The experiments are performed on a COMPAQ computer with a 300 MHz Alpha EV5 processor, using the DIGITAL Fortran 90 V5.2 compiler.
The MC60 code of Reid and Scott [27] is used in the experiments for the Sloan algorithm, for ordering the coarsest graph, and for subsequent refinement. The spectral ordering needed for the Hybrid algorithm is computed using a multilevel Fiedler vector code written by the first author. The algorithm implemented by this Fiedler code is similar to that described in [2] . Coarsening based on heavy edge collapsing is used, and, on the coarsest graph, vertex weights and edge weights are not used in the computation of the Fiedler vector.
The coarsest graph ordering algorithm CoarsestOrder is taken to be either the Sloan or the Hybrid algorithm. We denote by Sloan(MIV , K) (and Hybrid (MIV , K) ) the multilevel algorithm that uses the Sloan (respectively, Hybrid) algorithm on the coarsest graph together with the MIV (maximal independent vertex set) coarsening scheme on up to K levels. Thus Sloan(MIV , 1) 3) is the multilevel algorithm, with maximal independent vertex set coarsening and a maximum of three levels, with the Sloan algorithm used on the coarsest graph.
Our suite of 101 test problems is listed in alphabetical order in the appendix. The problems are all symmetric and range in order from 66 (dwt66) to 224,617 (Halfb). We have included all the nontrivial symmetric problems of order at least 1000 from MatrixMarket (http://math.nist.gov/MatrixMarket). In addition, we have the Everstine test set [6] , which, although small by today's standards, is widely used as a test set for profile and wavefront reduction algorithms. The Everstine problems are available from the Harwell-Boeing Sparse Matrix Collection (http://www.cse.clrc.ac.uk/ Activity/SparseMatrices). We also have all the test problems used by Kumfert and Pothen [22] , together with some additional finite element problems supplied by Christian Damhaug of Det Norske Veritas, Norway. Included in the appendix are the initial RMS wavefronts (rmsf) for each matrix and the ratio, ρ, between the RMS wavefronts before and after reordering with the Hybrid algorithm. In general, the Hybrid algorithm substantially improves the ordering (although there are a small number of exceptions, notably problems bscctk13, bcsstk17, and bcsstm13). 
Multilevel Sloan algorithm.
A comparison of the RMS wavefronts for the Sloan, the Hybrid, and the Sloan(MIV , K) algorithms.
In this and subsequent figures, comparisons are given with respect to the Hybrid algorithm so that the RMS wavefront for each algorithm is divided by the corresponding RMS wavefront for the Hybrid algorithm and geometrically averaged over the test cases to give a relative score for the algorithm. The smaller the score, the better the algorithm. With this metric, the Hybrid algorithm always has a score of one. To show the effect of matrix order, the scores for each algorithm for matrices of order greater than 37 × 3 k (1 ≤ k ≤ 8) are plotted separately in the figure with the number of matrices over the threshold printed in brackets. A log scale is used for the x-axis (matrix order). Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A number of interesting features can be observed. The first observation is that, relative to the Hybrid algorithm, the RMS wavefront given by the Sloan algorithm deteriorates as the order of the matrix increases. Overall, the RMS wavefront for the Sloan algorithm is about 13% greater than for the Hybrid algorithm, while for the largest 10 matrices, it is about 40% more. This deterioration further confirms the earlier findings reported in [22, 27] .
The second observation is that, as the number of levels increases, the multilevel orderings improve. The multilevel algorithm without a preset maximum number of levels, Sloan(MIV , ∞), produces orderings of comparable quality (within 3.5%) to the Hybrid algorithm and, in terms of CPU time (Figure 4.2) , is substantially faster in our experiments, requiring about half the time of the Hybrid algorithm. Since Sloan(MIV , ∞) is generally no more expensive in terms of CPU time than Sloan(MIV , K) with K > 2, and it produces the smallest RMS wavefronts, we recommend not imposing a maximum number of levels on the multilevel algorithm. Thus we have a combinatorial algorithm for wavefront reduction that performs as well as the Hybrid algorithm in less time. The above results were obtained using the modified version of the Ruge and Stüben [28] algorithm for selecting a maximal independent set. As discussed in section 3.2.1, a simple greedy algorithm can be used instead. The Ruge and Stüben algorithm selects coarse vertices by maximizing the number of neighbors in V F and V U . In general, this gives a more aggressive coarsening and fewer dense matrices on the coarse graphs. The result is that a multilevel algorithm based on the Ruge and Stüben approach requires less CPU time than the simple greedy algorithm. This is illustrated in Figure 4 .3, where Sloan(MIV , ∞) is compared with Sloan(MIVG, ∞), with the latter denoting the multilevel algorithm using the simple greedy approach for selecting the maximal independent set. Sloan(MIV , ∞) clearly takes less CPU time while yielding orderings of comparable quality. (88) >1K (72) >3K (44) >9K (32) >27K (19) >81K (9) 0.4 [28] . orderings relative to the Hybrid orderings. As can be seen, the trend for the profile is very similar to that of the RMS wavefront. In the remainder of this paper, we will present only RMS wavefront results.
Fig. 4.3. A comparison of the multilevel algorithms based on two approaches of selecting a maximal independent vertex set. Sloan(MIV , ∞) is based on the Ruge and Stüben algorithm
Sloan(MIVG, ∞) is based on the simple greedy algorithm. All results are relative to the Hybrid algorithm. The left y-axis is used for RMS wavefront
Sloan versus Hybrid on the coarsest graph.
The coarsest graph has only a small number of vertices, and so it can be rapidly ordered using any appropriate algorithm. In the results presented in the previous section, the Sloan algorithm was used, but the Hybrid algorithm can be used instead. This gives the multilevel Hybrid algorithm, Hybrid (MIV , K). Figure 4 .4 compares the RMS wavefront for this algorithm with that for the Sloan and the Hybrid algorithms. We see that, for any preset maximum number of levels K, results for the Hybrid (MIV , K) algorithm are comparable to those for the Hybrid algorithm. Even if there are only two levels, the quality of the ordering on the coarsest (level 2) graph is such that the application of a prolongation and refinement step is able to produce a high quality ordering on the fine graph. This is in contrast to Sloan(MIV , 2), where, on the coarsest graph, the Sloan algorithm does not yield such a good ordering. As the number of levels increase, the performance of Sloan(MIV , K) is comparable to Hybrid (MIV , K), indicating that, because the Sloan algorithm performs well on small problems, in terms of quality, the choice between the Sloan and the Hybrid algorithms on the coarsest graph is not important when that graph is small. However, using the Sloan algorithm has the advantage of not requiring the computation of any spectral information.
The fact that the quality of the Hybrid (MIV , K) orderings varies little with the number of levels K indicates that the multilevel process based on the maximal independent vertex set combined with Sloan refinement is of good quality, in the sense >37 (101) >111 (97) >333 (88) >1K (72) >3K (44) >9K (32) >27K (19) >81K ( that it preserves, if not enhances, the quality of the ordering achieved on the coarsest graph using the Hybrid algorithm.
The CPU time comparisons for the Sloan, the Hybrid, and the Hybrid (MIV , K) algorithms are given in We are primarily interested in how the multilevel approach performs on large problems. Table 4 .1 lists the RMS wavefronts for the Hybrid, Sloan(MIV , ∞), and Hybrid (MIV , ∞) algorithms for each of the test problems of order greater than 10000. The smallest wavefront for each problem (and those within 3% of the smallest) are given in bold. It can be seen that, although the three algorithms on average produce orderings with similar RMS wavefronts, their behavior on individual matrices can differ significantly. This is typical of heuristic-based algorithms and, for a given problem, which algorithm will produce the best ordering cannot be predicted a priori. Table 4 .2 reports the CPU timings for the three algorithms. The multilevel algorithms Sloan(MIV , ∞) and Hybrid (MIV , ∞) require a similar amount of time, and both are faster than the Hybrid algorithm. 4.3. Sensitivity of the multilevel algorithm to the priority function weights. So far, we have established that a multilevel Sloan algorithm based on a maximal independent vertex set gives orderings of comparable quality to the Hybrid algorithm and is significantly faster. Since Kumfert and Pothen [22] showed that the choice of weights can have a very important influence of the quality of Sloan's ordering, in this section we look at the sensitivity of the multilevel algorithm to the Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php choice of weights used in the priority function (2.5), first when ordering the coarsest graph and, second, during the prolongation and refinement stages. We have seen that, with an unlimited number of levels, the coarsest graph ordering based on both the Sloan algorithm (Sloan(MIV , ∞) ) and the Hybrid algorithm (Hybrid (MIV , ∞)) yield orderings of similar quality. Following Reid and Scott [27] , when the Sloan algorithm is used on the coarsest graph, two orderings are generated from the weight pairs (2, 1) and (16, 1) , and the better of the two is chosen. Figure 4 .6 illustrates the effect of using a single pair of weights. If we generate only one ordering based on a single pair of weights (chosen among (64, 1), (16, 1) , (4, 1), (2, 1), (1, 1), (1, 2) , (1, 4) , (1, 16) , and (1, 64)), the quality of the final ordering obtained using the multilevel algorithm is not as good, although the difference is usually less than 10%. If instead of the pairs (2, 1) and (1, 16) we use (1, 2) and (1, 16) , the difference in the quality of the final ordering is extremely small, indicating that the precise choice for the weights is not critical. As the coarsest graph can be ordered very quickly because of its small size, if it is important to obtain the smallest possible wavefront, it may be worthwhile to try a number of different weights and choose the best ordering among them.
We have also looked at the sensitivity of the ordering to the choice of weights for the prolongation and refinement stage of the multilevel algorithm. In all the experiments reported so far, we have used the weights (1, 2) and (16, 1) . This choice was recommended in Reid and Scott [27] argued that a larger W 2 in (2.5) is preferred when p(i) is of good quality. Figure 4 .7 illustrates the effect of varying the first pair of weights on the quality of the ordering given by Sloan(MIV , ∞). In this experiment, the second pair is fixed at (16, 1) , while the first pair is allowed to vary between (4, 1) and (1, 16 (1, 2) , and (1, 4) yield similar RMS wavefronts. We performed further experiments that showed the same conclusion can be drawn for the Hybrid (MIV , ∞) algorithm.
4.4.
Effect of the size of the coarsest graph. In the multilevel ordering algorithm, a parameter MinSize is used to control the size of the coarsest graph. Further coarsening is not carried out once the size of the current graph is less than MinSize. We have chosen MinSize = 100 in our work.
On small graphs, the Sloan algorithm is competitive with the Hybrid algorithm, but its competitiveness deteriorates as the size of the graph increases. Since we use the Sloan algorithm on the coarsest graph we do not, therefore, want this graph to be too large. Conversely, coarsening down to a very small number of vertices is not recommended either because applying the Sloan algorithm to such a graph does not feed into the refinement process any more information than would be given by a random ordering of the coarsest graph. Figure 4 .8 demonstrates the effect of MinSize on the quality of the Sloan(MIV , ∞) ordering. It is seen that MinSize = 50 or 100 gives the best results, but the precise choice of MinSize is not critical. A value that is either too small or too large causes deterioration in the quality of the ordering, although all the values tested yielded orderings that were within 8% of the RMS wavefront given by the Hybrid algorithm. 5. Conclusions and future work. In this paper, a multilevel reordering algorithm for minimizing the profile and wavefront of sparse symmetric matrices has been developed. This algorithm, which combines a coarsening strategy based on a maximal independent vertex set with the Sloan or Hybrid algorithm on the coarsest graph, has been found to give orderings of similar quality to that of the best existing algorithm (the Hybrid algorithm of Kumfert and Pothen [22] ), while being significantly faster. Of particular note is the multilevel Sloan algorithm. In common with Downloaded 12/20/13 to 129.67.186.165. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php the Sloan algorithm, this is a combinatorial algorithm, but it produces much better orderings, particularly for large problems. With no limit imposed on the maximum number of levels, the multilevel Sloan algorithm has been shown to yield orderings of similar quality to that of the Hybrid algorithm with the advantage of not requiring any spectral information.
We are investigating the possibility of further improving the multilevel algorithm so that it consistently outperforms the Hybrid algorithm, not only in terms of CPU time but also in ordering quality. We believe that to achieve this goal it may be necessary to utilize the vertex and edge weights of the coarse graphs. We are looking at whether we can include this information in the reordering and refinement of the coarse graphs. Another possible way of improving the multilevel algorithm is to use a more sophisticated ordering algorithm on the coarsest graph and then to look at translating improvements in the quality of the ordering on the coarsest graph into corresponding improvements on the original fine graph.
It may also be possible to extend our multilevel approach to the ordering of unsymmetric matrices for use with frontal solvers. This will build on the work of Scott [29] on row ordering algorithms and the work of Hu, Maguire, and Blake [16] on applying a multilevel algorithm for reordering unsymmetric matrices into bordered form. 
