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SIMILARITY OF QUADRATIC AND SYMMETRIC BILINEAR
FORMS IN CHARACTERISTIC 2
DETLEV W. HOFFMANN
Abstract. We say that a field extension L/F has the descent property for isom-
etry (resp. similarity) of quadratic or symmetric bilinear forms if any two forms
defined over F that become isometric (resp. similar) over L are already isometric
(resp. similar) over F . The famous Artin-Springer theorem states that anisotropic
quadratic or symmetric bilinear forms over a field stay anisotropic over an odd
degree field extension. As a consequence, odd degree extensions have the descent
property for isometry of quadratic as well as symmetric bilinear forms. While this
is well known for nonsingular quadratic forms, it is perhaps less well known for
arbitrary quadratic or symmetric bilinear forms in characteristic 2. We provide a
proof in this situation. More generally, we show that odd degree extensions also
have the descent property for similarity. Moreover, for symmetric bilinear forms
in characteristic 2, one even has the descent property for isometry and for simi-
larity for arbitrary separable algebraic extensions. We also show Scharlau’s norm
principle for arbitrary quadratic or bilinear forms in characteristic 2.
1. Introduction
Springer’s celebrated theorem [11] from 1952 states that anisotropic quadratic or
bilinear forms stay anisotropic over odd degree field extensions (all bilinear forms in
this paper are assumed to be symmetric). This anisotropy behaviour is true in any
characteristic, although in his note, Springer assumed the field to be of characteristic
not 2. Apparently, E. Artin had already communicated a proof of this result to
E. Witt in 1937 (see [12, p. 41]). As a consequence, one obtains that quadratic
(or bilinear) forms that become isometric over an odd degree field extension are
already isometric over the base field. This result is quite well known for nonsingular
quadratic forms (so for example in characteristic not 2 as already noted by Springer
in his note), but perhaps less so for arbitrary quadratic forms (singular or not) in
characteristic 2, or for bilinear forms in characteristic 2.
For arbitrary quadratic forms, we will provide a proof of this result in Proposition
4.5 for the reader’s convenience. For bilinear forms in characteristic 2, the result
may be known to the reader when the forms are anisotropic, where it amounts to
the injectivity of the restriction map WF → WL of the Witt rings of bilinear forms
for an odd degree extension L/F (see [3, Cor. 18.6]). However, in characteristic
2, bilinear forms of the same dimension that are Witt equivalent need not be iso-
metric (cf. Proposition 2.2). We will show something stronger in Proposition 4.4,
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namely, that bilinear forms in characteristic 2 that become isometric over a separable
algebraic extension are already isometric over the base field.
The question whether isometry descends from a field extension to the base field
has a natural generalization simply by replacing “isometry” by “similarity”. If ϕ
and ψ are quadratic forms over a field F of characteristic not 2 that become similar
over an odd degree field extension L of F , then they are already similar over the
base field F . This can be shown using well established transfer arguments applied
to the Witt ring as has been noted by Sivatski [10, Prop. 1.1] and by Black and
Que´guiner-Mathieu [2, p. 378]
In characteristic not 2, the arguments proposed by Sivatski resp. by Black and
Que´guiner-Mathieu rely on the fact that, using the Scharlau transfer and its Frobe-
nius reciprocity property, it essentially suffices to work in the Witt rings of L resp.
F and use the fact that the isometry class of a quadratic form is uniquely determind
by its dimension and its Witt class.
This proof cannot simply be transferred to the case of characteristic 2. Several
problems arise. Firstly, one has to distinguish between quadratic forms and bilinear
forms. In the case of nonsingular quadratic forms, it turns out that these transfer
arguments can essentially also be used to get the same result in characteristic 2 (we
will also make use of this fact, see Corollary 6.3). However, we also want to consider
singular quadratic forms, so Witt equivalence arguments alone won’t suffice to get
the desired result since we don’t have Witt cancellation in general. For bilinear
forms, one may restrict to the consideration of nonsingular forms, but we still have
the problem that the isometry class is in general not uniquely determined by the
Witt class and the dimension. Rather, one also needs to consider totally singular
quadratic forms as follows from Milnor’s criterion for isometry of bilinear forms
(Proposition 2.2 below).
The analogue of the descent result for similarity of arbitrary quadratic forms
(singular or not) in characteristic 2 for odd degree extensions will be shown in
Theorem 6.5. For bilinear forms in characteristic 2, we again show a stronger result,
namely, that the similarity property descends from separable extensions to the base
field, see Theorem 5.2. A crucial ingredient needed to obtain this strengthening is
the perhaps somewhat surprising fact that in characteristic 2, the group of similarity
factors of a bilinear form over a field F is given by the multiplicative group of some
field extension of F 2 inside F . This will be shown in Theorem 3.2. An analogous
result for totally singular quadratic forms has been known, but it seems to be new
for bilinear forms in characteristic 2.
Recall that Scharlau’s norm principle for quadratic forms q over a field F of
characteristic not 2 states that if L/F is a finite extension and if λ ∈ L∗ is a
similarity factor of q over L, then the norm NL/K(λ) is a similarity factor of q over
F (see, e.g., [8, Ch. VII, Th. 4.3]). In characteristic 2, there are analogous versions
for nonsingular quadratic forms and anisotropic bilinear forms (see [3, Theorems
20.14, 20.17]. Our methods allow us to show that, in fact, it holds for arbitrary
quadratic and bilinear forms.
In § 2, we collect some of the basic definitions and facts regarding bilinear and
quadratic forms in characteristic 2. In § 3, we study similarity factors of quadratic
and in particular bilinear forms in characteristic 2. The descent property of odd
degree extensions for isometry of quadratic forms and of separable extensions for
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isometry of bilinear forms will be established in § 4. The descent property of sepa-
rable extensions (resp. odd degree extensions) for similarity of bilinear forms (resp.
quadratic forms) will be treated in § 5 (resp. § 6). The full characteristic 2 version
of Scharlau’s norm principle will be shown in § 7.
2. Basic definitions and facts
We refer the reader to [3] concerning all concepts and facts that we mention in the
sequel or that we use without explicit reference. Unless stated otherwise, all fields we
consider will be of characteristic 2. By a bilinear form over a field F , we will always
mean a symmetric bilinear form b : V × V → F defined on a finite-dimensional F -
vector space V . If b, b′ are bilinear forms, we have the standard notions of isometry
of b and b′, denoted by b ∼= b′, and of their orthgonal sum b ⊥ b′. They are called
similar (over F ) if there exists some λ ∈ F ∗ such that b ∼= λb′. The radical of b
is defined by Rad(b) = {x ∈ V | b(x, y) = 0 ∀y ∈ V }. b is called nonsingular (or
regular) if Rad(b) = {0}. If dimV = n and B = (ei)1≤i≤n is a basis of V , then we call
Gb,B =
(
b(ei, ej)
)
∈Mn(K) the Gram matrix of b with respect to V . Nonsingularity
is equivalent to det(Gb,B) 6= 0. Each b decomposes into an orthogonal sum of a
nonsingular part and its radical, and since isometries of bilinear forms map radicals
bijectively onto radicals and induce isometries on the nonsingular parts, we may
assume for all our purposes that all bilinear forms we consider will be nonsingular
unless stated otherwise. b is called diagonalizable if the basis B can be chosen so
that Gb,B is a diagonal matrix (in which case B is called an orthogonal basis), and
we write b ∼= 〈a1, . . . , an〉b where the ai ∈ F are the diagonal entries of Gb,B.
The value set of b is defined to be DF (b) = {b(x, x) | x ∈ V \ {0}}, and we put
D0F (b) = DF (b)∪{0} andD
∗
F (b) = DF (b)∩F
∗. b is called isotropic ifD0F (b) = DF (b),
anisotropic otherwise (i.e., D∗F (b) = DF (b)). The isotropic binary bilinear forms are
exactly the metabolic planes M(a) that have a Gram matrix of type
(
0 1
1 a
)
for
some a ∈ F . A bilinear form is called metabolic if it is isometric to an orthogonal
sum of metabolic planes:
M(a1, . . . , am) :=M(a1) ⊥ . . . ⊥M(an).
Hb = M(0) is a called a hyperbolic plane, and a hyperbolic bilinear form is a form
of type M(0, . . . , 0). b is hyperbolic iff D0F (b) = {0} iff b is not diagonalizable. A
bilinear form b decomposes as b ∼= bm ⊥ ban with bm metabolic and ban anisotropic.
The anisotropic part is uniquely determined up to isometry, but the metabolic part
is not (cf. Proposition 2.2 below). We call b and b′ Witt equivalent if ban ∼= b
′
an.
The Witt equivalence classes form the (bilinear) Witt ring WF of F with addition
induced by the orthogonal sum and multiplication induced by the tensor product
b⊗b′ of bilinear forms. If K/F is a field extension, then the natural scalar extension
of b to VK = V ⊗K is denoted by bK . This induces a ring homomorphism r
∗
K/F :
WF →WK called restriction.
A quadratic form q on the F -vector space V is a map q : V → F such that
q(λx) = λ2q(x) for all λ ∈ F, x ∈ V , and such that
bq(x, y) = q(x+ y)− q(x)− q(y), x, y ∈ V
defines a bilinear form on V . We have again the usual notions of isometries and
orthogonal sums of quadratic forms (where orthogonality is defined with respect to
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the associated bilinear form). The radical of q is defined as Rad(q) := Rad(bq),
and q is said to be nonsingular (or regular) if Rad(q) = 0, and totally singular if
Rad(q) = V . q is nonsingular iff q is isometric to an orthogonal sum of binary
quadratic forms of type [a1, a2] = a1x
2 + xy + a2y
2, a1, a2 ∈ F . Totally singular
quadratic forms are exactly the forms isometric to forms of type
〈a1 . . . , am〉 = a1x
2
1 + . . .+ amx
2
m.
Again, we define the value sets DF (q) = {q(x) | x ∈ V \ {0}}, D
0
F (q) = DF (q) ∪ {0}
and D∗F (q) = DF (q) ∩ F
∗, and we call q isotropic if D0F (q) = DF (q), anisotropic
otherwise (i.e., D∗F (q) = DF (q)). Also, we call q a zero form if dim(q) = 0 or if
DF (q) = {0} (in which case q is totally singular). Note that if q ∼= 〈a1, . . . , am〉 is
totally singular, then D0F (q) =
∑m
i=1 aiF
2 is a finite-dimensional F 2-linear supspace
of F which essentially determines the isometry class of q, see Proposition 2.1 below.
A binary nonsingular quadratic form is isotropic iff it is a (quadratic) hyperbolic
plane H, i.e., isometric to a form of type [0, 0] ∼= [0, a], a ∈ F . A hyperbolic quadratic
form is a form that is isometric to an orthogonal sum of hyperbolic planes. Each
quadratic form decomposes into
q ∼= qh ⊥ qr ⊥ qs ⊥ q0,
where q0 ∼= 〈0, . . . , 0〉 is a totally singular zero form, qh is hyperbolic, qr is nonsingular
and qs is totally singular with qr ⊥ qs anisotropic. This anisotropic part in such
a decomposition is uniquely determined up to isometry and called the anisotropic
part qan of q. qs ⊥ q0 is the restriction of q to its radical and thus also uniquely
determined, and the anisotropic part qs of the radical is also uniquely determined
up to isometry. Also, qh is uniquely determined in such a decomposition, however,
qr is generally not uniquely determined. Counterexamples can easily be constructed
by using the formula
[a, b] ⊥ 〈c〉 ∼= [a, b+ c] ⊥ 〈c〉.
This shows in particular that the Witt cancellation rule
q1 ⊥ q2 ∼= q1 ⊥ q3 =⇒ q2 ∼= q3
fails in general if q1 is singular. However, this Witt cancellation rule does hold if q1
is nonsingular (see, e.g., [3, Th. 8.4]).
We say that two quadratic forms q, q′ are Witt equivalent iff qan ∼= q
′
an. The
Witt classes of nonsingular quadratic forms correspond to the elements of the Witt
group WqF of quadratic forms with addition induced by the orthogonal sum. WqF
becomes a WF -module induced by the tensor product of a (nonsingular) bilinear
form with a nonsingular quadratic form. In particular, 〈a〉b ⊗ q ∼= aq (scaling with
a ∈ F ∗). Again, if K/F is a field extension, then q gives naturally rise to a quadratic
form qK = q ⊗K and we have again a restriction map r
∗
K/F : WqF →WqK.
We have the following result relating Witt equivalence to isometry of quadratic
forms.
Proposition 2.1. Let q and q′ be quadratic forms over F of the same dimension.
(i) If q and q′ are totally singular, then
q ∼ q′ ⇐⇒ q ∼= q′ ⇐⇒ D0F (q) = D
0
F (q
′).
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(ii) If q ∼= qr ⊥ qs and q
′ ∼= q′r ⊥ q
′
s with qr, q
′
r nonsingular and qs, q
′
s totally
singular. Then
q ∼= q′ ⇐⇒ q ∼ q′ and dim qs = dim q
′
s
⇐⇒ qs ∼= q
′
s and q
′
r ⊥ qr ⊥ qs ∼ qs.
Proof. (i) See [3, p. 56] or [6, Prop. 8.1] (or [5, Prop. 2.6] for a more general statement
in arbitrary positive characteristic).
(ii) If q ∼= q′ then clearly q ∼ q′ by the uniqueness (up to isometry) of the
anisotropic part, and also dim qs = dimRad(q) = dimRad(q
′) = dim q′s.
For the converse, we use the above decomposition q ∼= Qh ⊥ Qr ⊥ Qs ⊥ Q0 with
Qh hyperbolic, Q0 a zero form and Qr ⊥ Qs the anisotropic part with Qr nonsingular
and Qs totally singular (and analogously for q
′). Note that q ∼ q′ means Qr ⊥ Qs ∼=
Q′r ⊥ Q
′
s, in particular, dim(Qr ⊥ Qs) = dim(Q
′
r ⊥ Q
′
s) and dimQs = dimQ
′
s since
the radicals of the anisotropic parts must also have the same dimension. Together
with dim q = dim q′ and dim(Qs ⊥ Q0) = dim qs = dim q
′
s = dim(Q
′
s ⊥ Q
′
0) we get
dimQ0 = dimQ
′
0 and dimQh = dimQ
′
h and thus, Q0
∼= Q′0 and Qh
∼= Q′h.
Now if q ∼= q′ then qs ∼= q
′
s, since the latter are just the restrictions of the forms to
their respective radical and because isometries restrict to isometries on the radicals.
Then the nonsingular parts also have the same dimension m = dim qr = dim q
′
r. We
then have
q′r ⊥ qr ⊥ qs
∼= q′r ⊥ q
′
r ⊥ q
′
s
∼= (m×H) ⊥ q′s
∼= (m×H) ⊥ qs,
hence q′r ⊥ qr ⊥ qs ∼ qs
∼= q′s.
Conversely, if this holds, then by dimension count we must have
q′r ⊥ qr ⊥ qs
∼= (m×H) ⊥ q′s
∼= q′r ⊥ q
′
r ⊥ q
′
s
and Witt cancellation (q′r is nonsingular!) yields q
∼= q′. 
We also have to relate Witt equivalence to isometry in the case of bilinear forms.
If b is a bilinear form on the F -vector space V , then the quadratic form qb : V → F
associated to b and defined by qb(x) = b(x, x) is a totally singular quadratic form.
If we decompose b in its anisotropic part (which is diagonalizable) and a metabolic
part as above, say,
b ∼=M(a1, . . . , am) ⊥ 〈am+1, . . . , an〉b,
then we have
qb ∼= 〈0, . . . , 0︸ ︷︷ ︸
m
, a1, a2, . . . , an〉.
The following criterion essentially goes back to Milnor.
Proposition 2.2 (Milnor [9]). Let α and β be bilinear forms over F of the same
dimension. Then α ∼= β if and only if αan ∼= βan and qα ∼= qβ.
Finally, recall that an n-fold bilinear Pfister form is a form of type 〈〈a1, . . . , an〉〉b =
〈1, a1〉b ⊗ . . .⊗ 〈1, an〉b and an (n + 1)-fold quadratic Pfister form is a form of type
〈〈a1, . . . , an, an+1]] = 〈〈a1, . . . , an〉〉b ⊗ [1, an+1] (a1, . . . , an ∈ F
∗, an+1 ∈ F ). An n-
fold quasi-Pfister form is a totally singular quadratic form of type 〈〈a1, . . . , an〉〉 =
〈1, a1〉 ⊗ . . .⊗ 〈1, an〉 (here, we allow ai = 0). Such (quasi-)Pfister forms have many
nice properties, for example, they are round, i.e., the nonzero values they represent
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are exactly their similarity factors, and a bilinear (quadratic) Pfister form is isotropic
iff it is metabolic (hyperbolic).
3. Relative similarity factors and the group of similarity factors
Let ϕ and ψ be bilinear (resp. quadratic) forms over F of the same dimension.
We define the set of relative similarity factors of ϕ and ψ as
GF (ϕ, ψ) = {c ∈ F
∗ |ϕ ∼= cψ}.
GF (ψ) = GF (ψ, ψ) is the group of similarity factors of ψ. Note that F
∗2 ⊆ GF (ψ)
and that therefore we have GF (ϕ, ψ) = GF (ψ, ϕ), and if GF (ϕ, ψ) is nonempty, say,
c ∈ GF (ϕ, ψ), then GF (ϕ, ψ) = cGF (ψ) is just a coset of the subgroup GF (ψ) ≤ F
∗.
For later purposes, we put G0F (ψ) = GF (ψ) ∪ {0} and G
0
F (ϕ, ψ) = GF (ϕ, ψ) ∪ {0}.
Note that if dimψ = 0, then by definition GF (ψ) = F
∗ and G0F (ψ) = F .
If ψ is a bilinear or quadratic Pfister form or a (totally singular) quasi-Pfister
form, then GF (ψ) = D
∗
F (ψ) by the roundness property of (quasi-)Pfister forms
(see [3, Cor. 6.2, Cor. 9.9, Cor. 10.3], or [6, Prop. 8.5], [5, Prop. 4.6] for quasi-
Pfister forms). Furthermore, for a quasi-Pfister form ψ ∼= 〈〈a1, . . . , am〉〉 we have
G0F (ψ) = F
2(a1, . . . , am), a field extension of F
2 of degree 2k ≤ 2m (with equality iff
ψ is anisotropic). Here, we allow m = 0, in which case ψ = 〈1〉 and G0F (ψ) = F
2.
For similarity factors of arbitrary totally singular quadratic forms, we have the
following.
Lemma 3.1. Let τ be a totally singular quadratic form over F . If τ is the zero form,
then G0F (τ) = F . Otherwise, let m be the largest nonnegative integer such that there
exists an anisotropic m-fold quasi-Pfister form pi and an anisotropic totally singular
quadratic form σ such that τan ∼= pi ⊗ σ. Then G
0
F (τ) = G
0
F (pi) is a field extension
of degree 2m of F 2 inside F .
In particular, if τ ′ is another totally singular quadratic form with dim τ = dim τ ′,
then G0F (τ, τ
′) is additively closed.
Proof. For the statement concerning G0F (τ), see [5, Prop. 6.4] or [3, Remark 10.4].
As for the remaining statement, if GF (τ, τ
′) = ∅, the result is clear. If c ∈ GF (τ, τ
′),
then the result follows because then G0F (τ, τ
′) = cG0F (τ) and G
0
F (τ) is a field and
thus additively closed. 
Next, we will show that for any bilinear form β, G0F (β) is in fact also always a
field.
Theorem 3.2. Let β be a bilinear form over F .
(i) GF (β) = GF (βan) ∩GF (qβ).
(ii) G0F (qβ), G
0
F (βan) and therefore G
0
F (β) are subfields of F containing F
2. They are
finite extensions of F 2 if β is not hyperbolic.
(iii) If α is a bilinear form over F with dimα = dim β, then G0F (α, β) is additively
closed.
Proof. We may assume dim β > 0 as otherwise, the above statements are trivial (all
G0F ’s in the statements will be equal to F ).
(i) If c ∈ F ∗, then (cβ)an = cβan and qcβ = cqβ. Hence, by Milnor’s criterion
(Proposition 2.2), we have β ∼= cβ if and only if βan ∼= cβan and qβ ∼= cqβ and the
claim follows.
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(ii) Note that β is hyperbolic if and only if qβ is a zero form, in which case
dim βan = 0 and therefore G
0
F (qβ) = G
0
F (βan) = G
0
F (β) = F .
If β is metabolic but not hyperbolic, then we still have dim βan = 0 but now qβ is
not a zero form and we have G0F (β) = G
0
F (qβ).
So suppose dim βan > 0. In view of part (i) and Lemma 3.1, it suffices to assume
that β is anisotropic and to show that G0F (β) is a field containing F
2. Clearly,
F 2 ⊆ G0F (β). It remains to show that for any a, b ∈ G
0
F (β) we have that a − b =
a+b ∈ G0F (β). If a = 0 this is clear. So let us assume a 6= 0, i.e., a ∈ GF (β) and thus
c := ba−1 ∈ G0F (β). If c ∈ F
2, say, c = x2 with x ∈ F , then a+b = b(1+x)2 ∈ G0F (β).
So let us assume c 6∈ F 2 so that 〈〈c〉〉b is anisotropic.
Now we have β ∼= cβ, and since β is anisotropic, this is equivalent to β ⊥ cβ being
metabolic, i.e., 〈〈c〉〉b ⊗ β = 0 in WF (see, e.g., [3, Prop. 2.4]). By [4, Th. 4.4] (see
also [1, Remark 2.2] or [3, Cor. 6.23]) and since 〈〈c〉〉b is anisotropic, we have
(3.1) 〈〈c〉〉b ⊗ β = 0 ∈ WF ⇐⇒ β ∈
∑
d∈DF (〈〈c〉〉b)
WF 〈1, d〉b.
Now
DF (〈〈c〉〉b) = DF (〈1, c〉) = DF (〈1, c+ 1〉) = DF (〈〈c+ 1〉〉b)
and therefore
(3.2)
∑
d∈DF (〈〈c〉〉b)
WF 〈1, d〉b =
∑
d∈DF (〈〈c+1〉〉b)
WF 〈1, d〉b.
Eq. 3.2 implies that in Eq. 3.1, we may replace c by c + 1 and conclude that β ∼=
(c+ 1)β, i.e., c+ 1 ∈ GF (β) and hence, a + b = a(c + 1) ∈ GF (β).
(iii) The argument is the same as in the proof of Lemma 3.1. 
Example 3.3. (i) If β is a bilinear form over F with associated totally singular
quadratic form qβ , then obviously GF (β) ⊆ GF (qβ). In general, this inclusion is
strict even for anisotropic β. As an example, let a, b ∈ F be 2-independent elements,
i.e., [F 2(a, b) : F 2] = 4. Consider the bilinear form β ∼= 〈a + 1, a, b, ab〉b. Note that
as totally singular quadratic forms, we have
qβ ∼= 〈a+ 1, a, b, ab〉 ∼= 〈1, a, b, ab〉 ∼= 〈〈a, b〉〉,
which is a 2-fold quasi-Pfister form, hence
GF (qβ) = GF (〈〈a, b〉〉) = DF (〈〈a, b〉〉) = F
2(a, b)∗
(see, e.g., [6, Prop. 8.5] or [3, Cor. 10.3]). Note also that qβ and hence also β are
anisotropic.
However, as bilinear forms, comparing determinants shows that that β 6∼= 〈〈a, b〉〉b.
In fact, in WF we have β = 〈〈a + 1〉〉b + 〈〈a, b〉〉b. Since β is anisotropic, x ∈ F
∗
is a similarity factor iff 〈〈x〉〉b ⊗ β = 0 ∈ WF iff 〈〈x, a + 1〉〉b = 〈〈x, a, b〉〉b ∈ WF ,
and since bilinear Pfister forms are either anisotropic or metabolic, this holds iff
〈〈x, a+ 1〉〉b = 〈〈x, a, b〉〉b = 0 ∈ WF iff
x ∈ GF (〈〈a+ 1〉〉b) ∩GF (〈〈a, b〉〉b) = F
2(a)∗ ∩ F 2(a, b)∗ = F 2(a)∗.
Hence, GF (β) = F
2(a)∗ ( F 2(a, b)∗ = GF (qβ).
(ii) It is possible that GF (qβ) ( GF (βan). But for this to hold, β must be isotropic.
As an example, let a, b be as in (i) and consider β ∼= 〈〈a〉〉b ⊥ M(b). Then βan ∼=
〈〈a〉〉b and hence GF (βan) = F
2(a)∗. On the other hand, qβ ∼= 〈1, a, b, 0〉 and thus
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(qβ)an ∼= 〈1, a, b〉, which is of odd dimension. Hence, by Lemma 3.1, GF (qβ) = F
∗2 (
F 2(a)∗ = GF (βan). In particular, G
0
F (β) = F
2.
4. Isometry of forms over certain algebraic extensions
The main results of this section concern the descent of isometry for totally singular
quadratic forms and for bilinear forms under separable algebraic field extensions
and for arbitrary quadratic forms under odd degree extensions. We start with some
general results on values represented by totally singular quadratic forms under field
extensions.
Proposition 4.1. Let q be a nonzero totally singular quadratic form over F , let
L/F be a finite field extension, let a ∈ F and λ ∈ L \ F , and let K = F (λ).
(i) If L/F is separable and a ∈ DL(qL), then a ∈ DF (q).
(ii) If a ∈ F ∗ and aλ ∈ DK(qK), then K/F is separable.
(iii) If a ∈ F ∗ and aλ ∈ DL(qL), then K/F is separable or L/K is inseparable.
Proof. The minimal polynomial of λ over F will be denoted by f(X) ∈ F [X ], so
m = deg(f) = [K : F ] ≥ 2. We write q ∼= 〈a1, . . . , an〉, ai ∈ F , not all ai = 0.
(i) Since L/F is separable, it is a simple extension, so without loss of generality,
we may assume L = K = F (λ). Now f(X) is a separable polynomial, so we have
f ′ 6= 0 (where f ′ denotes the formal derivative) and since char(F ) = 2, we must
have f ∈ F [X ]\F [X2]. Now a ∈ DL(qL) is equivalent to the existence of gi ∈ F [X ],
1 ≤ i ≤ n, with deg(gi) < m, not all gi = 0, and some h ∈ F [X ], such that
(4.1) a =
n∑
i=1
aigi(X)
2 + h(X)f(X).
Such an equation holds with the gi and h not being divisible by a common irreducible
polynomial. If a 6= 0, this is clear. If a = 0 and if p(X) is a common irreducible
divisor and gj 6= 0, then deg(p) ≤ deg(gj) < deg(f), so p does not divide f . On the
other hand, p2|g2i (for each i) and thus p
2|h and we may replace gi by
gi
p
and h by
h
p2
, and in this way we can get rid of any common divisors.
Comparing degrees on both sides in Eq. 4.1 and using that deg(g2i ) ≤ 2 deg(f)−2,
we see that deg(h) < deg(f). Also, note that g2i ∈ F [X
2], and comparing monomials
of odd degree on both sides and using the fact that f ∈ F [X ] \ F [X2], we must
have h ∈ F [X ] \ F [X2] or h = 0. Consequently, h(X) must possess an irreducible
divisor c(X) ∈ F [X ] \ F [X2] (if h = 0, we may choose c(X) = X) and we have
deg(c) < deg(f). In particular, c(X) is a separable polynomial. Let µ be a root of
c(X) in some algebraic closure of F . Then M = F (µ) is separable over F with
[M : F ] = deg(c) < deg(f) = [L : F ].
By what was mentioned above, not all the gi are divisible by c, so we have gi(µ) 6= 0
for at least one i ∈ {1, . . . , n}, and substituting in Eq. 4.1 yields a =
∑n
i=1 aigi(µ)
2,
which shows that a ∈ DM(qM) for a separable extension M/F with [M : F ] < [L :
F ]. An induction on the degree of the extension concludes the proof.
(ii) Assume that K/F is inseparable. Then we must have f(X) ∈ F [X2] and
deg(f) = [K : F ] ≥ 2 (recall that λ 6∈ F ). Proceeding as in (i), we now get an
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equation
(4.2) aX =
n∑
i=1
aigi(X)
2 + h(X)f(X).
Since gi(X)
2, f(X) ∈ F [X2] and comparing monomials of odd degree on both sides,
we see that h(X) ∈ F [X ]\F [X2]. But then, h(X)f(X) and therefore the right hand
side of Eq. 4.2 contains a monomial of odd degree ≥ 3 with nonzero coefficient, and
comparing with the left hand side yields a contradiction.
(iii) If K/F is inseparable and L/K is separable, then (ii) implies that aλ 6∈
DK(qK), and (i) then implies that aλ 6∈ DL(qL). 
This now yields a generalization of the Artin-Springer theorem on odd degree ex-
tensions. Note that in characteristic 2, all odd degree field extensions are separable.
Corollary 4.2. Let ϕ be an anisotropic totally singular quadratic form or a bilin-
ear form over F , and let L/F be a separable algebraic extension. Then ϕ stays
anisotropic over L.
Proof. For totally singular forms, this follows readily from Proposition 4.1(i) for
a = 0. For a bilinear form ϕ, this follows from the fact that the isotropy of ϕ is
nothing else but the isotropy of the totally singular quadratic form qϕ. 
Remark 4.3. For totally singular forms, the above corollary, using different argu-
ments, was originally shown in [5, Prop 5.3] and also in [7, Lemma 2.8]). Our proof
(essentially the proof of Proposition 4.1(i)) mimics to some extent Springer’s original
proof for odd degree extensions.
Proposition 4.4. Let ϕ and ψ be totally singular quadratic forms or bilinear forms
over F of the same dimension. Let L/F be a separable algebraic field extension.
Then ϕ and ψ are isometric over F if and only if ϕ and ψ are isometric over L.
Proof. Of course, isometry over F implies isometry over L. As for the converse,
let us first consider the case where ϕ and ψ are totally singular quadratic forms,
say, ϕ ∼= 〈a1, . . . , an〉, ψ ∼= 〈b1, . . . , bn〉. Now the isometry class of ϕ over any field
extension K of F is uniquely determined by the K2-vector space D0K(ϕ), which is
generated over K2 by a1, . . . , an (analogous statements hold for ψ). In other words,
ϕK ∼= ψK iffD
0
K(ϕK) = D
0
K(ψK) iff ai ∈ D
0
K(ψK) and bi ∈ D
0
K(ϕK) for all 1 ≤ i ≤ n.
This and Proposition 4.1(i) together readily yield that ϕL ∼= ψL implies ϕ ∼= ψ.
Now suppose that ϕ and ψ are anisotropic bilinear forms of the same dimension
over F . Then ϕ ∼= ψ iff (ϕ ⊥ ψ)an = 0 (see, e.g., [3, Prop. 2.4]). But because of
Corollary 4.2, we have that ϕL and ψL are anisotropic and ((ϕ ⊥ ψ)an)L ∼= (ϕL ⊥
ψL)an, and therefore ϕ ∼= ψ iff ϕL ∼= ψL.
Finally, let ϕ and ψ be arbitrary bilinear forms over F of the same dimension.
Then the result follows from the above cases of totally singular quadratic forms and
of anisotropic bilinear forms together with Milnor’s criterion (Lemma 2.2). 
For arbitrary quadratic forms and odd degree extensions, we have the following.
Proposition 4.5. Let ϕ and ψ be quadratic forms over F and let L/F be an odd
degree field extension. Then ϕ and ψ are isometric over F if and only if ϕ and ψ
are isometric over L
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Proof. Write ϕ ∼= ϕr ⊥ ϕs with ϕr nonsingular and ϕs totally singular, and analo-
gously ψ ∼= ψr ⊥ ψs. Recall that ϕs (resp. ψs) is uniquely determined by ϕ (resp.
ψ) as it corresponds to the radical of the form. The dimensions of the nonsingular
resp. totally singular part do not change under field extensions and remain un-
changed under isometries. Hence, we may in fact assume m = dimϕr = dimψr
and dimϕs = dimψs. By the Artin-Springer theorem and since the anisotropic
parts of quadratic forms are uniquely determined up to isometry, we may further-
more assume that ϕ and ψ are anisotropic. Isometries of quadratic forms restrict to
isometries of their respective radicals, hence ϕL ∼= ψL implies
(ϕs)L ∼= (ϕL)s ∼= (ψL)s ∼= (ψs)L
and therefore, by Proposition 4.4, ϕs ∼= ψs. Also,
(ϕr)L ⊥ (ϕs)L ∼= ϕL ∼= ψL ∼= (ψr)L ⊥ (ϕs)L
and hence
(ψr ⊥ ϕr ⊥ ϕs)L ∼= (ψr ⊥ ψr ⊥ ϕs)L ∼= (mH ⊥ ϕs)L.
By the Artin-Springer theorem and since ϕs is anisotropic, this implies
ψr ⊥ ϕr ⊥ ϕs ∼= mH ⊥ ϕs.
Adding ψr on both sides, and comparing anisotropic parts (i.e. cancelling the hy-
perbolic planes on both sides) yields
ϕ ∼= ϕr ⊥ ϕs ∼= ψr ⊥ ϕs ∼= ψr ⊥ ψs ∼= ψ.

5. Similarity of bilinear forms and totally singular quadratic
forms over separable extensions
Before we turn our attention to similarity of bilinear forms resp. totally singular
quadratic forms over separable extensions, let us introduce some additional termi-
nology. Let K be a field, σ ∈ Aut(K). For any matrix A = (aij) ∈Mn(K) we define
σ(A) =
(
σ(aij)
)
∈Mn(K). Thus, σ extends to a ring automorphism of Mn(K) and
it respects congruence of matrices, i.e., if A,B ∈Mn(K) are congruent iff σ(A) and
σ(B) are congruent. Indeed, if there exists an S ∈ GLn(K) with S
tAS = B, then
by putting T = σ(S) ∈ GLn(K), we have T
tσ(A)T = σ(B). Obviously, the converse
also holds by putting S = σ−1(T ).
Now let β be any bilinear form on a K-vector space V , and suppose that β has
Gram matrix B ∈ Mn(K) for some basis of V . Then we define σ(β) to be the
bilinear form with Gram matrix σ(B). By the above, the isometry class of σ(β)
does not depend on the chosen Gram matrix. In particular, if α and β are bilinear
forms over K, then α ∼= β if and only if σ(α) ∼= σ(β).
If K/F is a field extension and σ ∈ Gal(K/F ), and if β is a bilinear form over F ,
then obviously βK ∼= σ(βK) because βK has a Gram matrix defined over F .
We get an analogous construction for totally singular quadratic forms over K by
mapping such a form ϕ ∼= 〈a1, . . . , an〉 to σ(ϕ) ∼= 〈σ(a1), . . . , σ(an)〉. Again, if ψ
is another totally singular quadratic form over K, then ϕ ∼= ψ iff σ(ϕ) ∼= σ(ψ).
This follows by comparing dimensions and from the fact that σ(K2) = K2 and
thus DK(σ(ϕ)) = σ(DK(ϕ)), and this equals DK(σ(ψ)) = σ(DK(ψ)) if and only if
DK(ϕ) = DK(ψ).
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Lemma 5.1. Let L/F be a separable algebraic field extension and λ ∈ L∗. Let
n = [F (λ) : F ], and let
f(X) = Xn + a1X
n−1 + . . . an−1X + an =
n∏
i=1
(X − λi) ∈ F [X ]
be the minimal polynomial of λ over F , where λ = λ1, λ2, . . . , λn are the distinct
roots of f in some algebraic closure containing L. Let ϕ and ψ be totally singular
quadratic forms or bilinear forms over F . If ϕL ∼= λψL, then for each m ∈ {1, . . . , n}
the following holds:
am ∈
{
G0F (ψ) if m ≡ 0 mod 2,
G0F (ϕ, ψ) if m ≡ 1 mod 2.
Proof. We have
am =
∑
1≤i1<i2<...<im≤n
λi1λi2 · · ·λim
(we may disregard signs as we are in characteristic 2). Now consider the splitting
field K = F (λ1, . . . , λn) of f . Note that the extensions L/F (λ) and K/F (λ) are
both separable. Hence, by Proposition 4.4, we have
ϕL ∼= λψL ⇐⇒ ϕF (λ) ∼= λψF (λ) ⇐⇒ ϕK ∼= λψK .
By Galois theory, there exists to each i ∈ {1, . . . , n} some σi ∈ Gal(K/F ) with
σi(λ) = λi. By the construction described above and using that ϕ, ψ are defined
over F , we conclude that
ϕK ∼= σi(ϕK) ∼= σi(λψK) ∼= σi(λ)ψK ∼= λiψK .
This implies that λi ∈ GK(ϕK , ψK) = λGK(ψK). Hence, if c1, . . . , cm ∈ {λ1, . . . , λn},
then c =
∏m
i=1 ci ∈ GK(ψK) if m is even and c ∈ GK(ϕK , ψK) if m is odd.
Since G0K(ψK) and G
0
K(ϕK , ψK) are additively closed, we readily get that am ∈
G0K(ψK) if m is even, and am ∈ G
0
K(ϕK , ψK) if m is odd. If am = 0, the lemma is
trivially true. If am 6= 0, we have ψK ∼= amψK if m is even and ϕK ∼= amψK if m is
odd, and since K/F is separable, we apply once more Proposition 4.4 to conclude
that, already over F , we have ψ ∼= amψ if m is even and ϕ ∼= amψ if m is odd. 
Theorem 5.2. Let ϕ and ψ be totally singular quadratic forms or bilinear forms
over F . Let L/F be a separable algebraic field extension. Then ϕ and ψ are similar
over F if and only if ϕ and ψ are similar over L.
Proof. Similarity over F trivially implies similarity over L. Conversely, let λ ∈ L∗
be such that ϕL ∼= λψL. We use the notations from Lemma 5.1 applied to this λ,
Since L/F is separable, f ∈ F [X ] is a separable polynomial and hence, there is at
least one m ∈ {1, . . . , n} with m ≡ 1 mod 2 and am 6= 0. Indeed, if n is odd, we
may choose m = n, and if n is even, there must be such an m because otherwise, we
would get f ′ = 0 for the formal derivative of f , and thus f would not be separable.
By Lemma 5.1, we have ϕ ∼= amψ over F . 
The case of totally singular quadratic forms can be generalized to so-called p-
forms. Let F be a field with char(F ) = p > 0. Recall that a p-form ϕ on a finite-
dimensional F -vector space V is a map ϕ : V → F satisfying ϕ(x+y) = ϕ(x)+ϕ(y)
and ϕ(λx) = λpϕ(x) for all x, y ∈ V and all λ ∈ F . For p = 2, p-forms are just
totally singular quadratic forms and one can develop a uniform theory of such forms
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for all p, including the notions of isometry, similarity, GF (ϕ), etc.. In particular,
each basis of the underlying vector space of a p-form gives rise to a diagonalization
ϕ ∼= 〈a1, . . . , an〉, where the latter stands for the form a1x
p
1 + . . .+ anx
p
n, ai ∈ F . A
1-fold quasi-Pfister form is a p-form of type 〈〈a〉〉 = 〈1, a, a2, . . . , ap−1〉, and an n-fold
quasi-Pfister form 〈〈a1, . . . , an〉〉 is the product
⊗n
i=1〈〈ai〉〉. Those basic properties
of p-forms which we need are the same as for totally singular quadratic forms and
can be proved in essentially the same way just by replacing 2 by p in the relevant
places, we refer to [5] for more details. In particular, Lemma 3.1, Corollary 4.2 and
Proposition 4.4 also hold for p-forms. We are now in a position to adapt the proof
of Theorem 5.2 (resp. Lemma 5.1) to p-forms. We state it as a corollary since its
proof is just a slight modification of the proofs above.
Corollary 5.3. Let F be a field of characteristic p > 0 and let ϕ and ψ be p-forms
of the same dimension over F . Let L/F be a separable algebraic field extension.
Then ϕ and ψ are similar over F if and only if ϕ and ψ are similar over L.
Proof. The “only if”-part is trivial. For the converse, let λ ∈ L∗ be such that
ϕL ∼= λψL. We follow the proof of Lemma 5.1 resp. Theorem 5.2 with the same
notations as there (f(X), λi, ai, etc.). Firstly, we may assume that L = K is in fact
the splitting field of the minimal polynomial f(X) ∈ F [X ] of λ. We still have that
GL(ϕL, ψL) = λGL(ψL) is a coset of GL(ψ) ≤ L
∗ and that λG0L(ψL) is additively
closed. This time, Lp ⊆ G0L(ψL), and therefore, if r = 1+kp for some integer k ≥ 0,
then for any c1, . . . , cr ∈ λG
0
L(ψL), we have that
∏r
i=1 ci ∈ λG
0
L(ψL), and any sum
of such products is again in λG0L(ψL).
Now since F (λ)/F is separable, there is some am 6= 0 where 1 ≤ m ≤ n with
m 6≡ 0 mod p (if n 6≡ 0 mod p, one may choose m = n). Since gcd(p,m) = 1, there
are integers s, k > 0 such that sm = 1 + kp. Note that −1 = (−1)p ∈ G0L(ψL) and
that am is a sum of m-fold products of elements from {±λ1, . . . ,±λn} ⊆ λG
0
L(ψL).
Hence asm is a sum of sm-fold products of elements from λG
0
L(ψL), and by what was
shown above using that sm = 1+ kp, we get 0 6= asm ∈ λGL(ψL), hence ϕL
∼= asmψL,
and Proposition 4.4 (for p-forms) implies that ϕ ∼= asmψ. 
6. Similarity of quadratic forms over odd degree extensions
We have seen that totally singular quadratic forms that become similar over a
separable extension are already similar over the base field. For general quadratic
forms, this is generally not true. For example, suppose that F is not separably
quadratically closed and let a ∈ F \ ℘(F ) (where ℘(F ) = {c2 + c | c ∈ F}). Let
L = F (λ) where λ = ℘−1(a) is a root of X2 + X + a. Then the quadratic form
q = [1, a] is anisotropic, hence not similar to the hyberbolic plane H, but over L, we
have qL ∼= HL.
We want to show, that for arbitrary quadratic forms, similarity over an odd degree
extension implies similarity over the base field. In the proofs for bilinear forms
and totally singular quadratic forms, we have used splitting fields of polynomials.
These types of arguments won’t work in general for arbitrary quadratic forms, since
splitting fields of odd degree polynomials may have even degree over the base field,
and as we have seen, a descent of similarity from even degree separable extensions
to the base field will generally fail. Instead, we use transfer arguments. But for
these arguments to work, once again we have to pay particular attention to the case
of totally singular quadratic forms.
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Let us recall some basic facts about transfers of quadratic or bilinear forms. For
more details and facts, we refer to [3, §20]. Let L/F be a finite field extension and
let s : L → F a nonzero F -linear functional. Let ϕ be a bilinear resp. quadratic
form over L with underlying L-vector space V . Then we define a bilinear resp.
quadratic form s∗(ϕ) over F as follows. As underlying F -vector space, we take
again V considered as F -vector space and write VF to avoid confusion, in particular,
dimF VF = [L : F ] dimL V , and we define s∗(ϕ) = s ◦ ϕ. Note that the transfer of
a nonsingular form is again nonsingular, and that the transfer respects orthogonal
sums and isometries.
We will need Frobenius reciprocity ([3, Prop. 20.3]) in the following situation: If
b is a bilinear form over L and q is a quadratic form over F , then
s∗(b⊗ qL) ∼= s∗(b)⊗ q over F .
We now fix the following notations.
Notation 6.1. Let K = F (λ) be a simple extension of F . Suppose [K : F ] = n, so
that B = {1, λ, . . . , λn−1} is an F -basis of K, and let s : K → F be the F -linear
functional defined by s(1) = 1 and s(λi) = 0 for 1 ≤ i ≤ n−1. Assume furthermore
that the minimal polynomial f(X) ∈ F [X ] of λ is given by f(X) = Xn+ a1X
n−1 +
. . .+ an−1X + an. Note that we allow n = 1 to avoid case distinctions. In that case,
f(X) = X − λ, so an = a1 = −λ = λ. Note also that (−1)
nan = an = NK/F (λ).
Furthermore, ifK/F is separable, i.e., f is a separable polynomial, then char(F ) =
2 implies that there exists an odd k ∈ {1, . . . , n} with a := ak 6= 0. If n is odd, we
may choose a = an.
Lemma 6.2. With the notations in 6.1, we have:
(i) The Gram matrix G1 = (aij) ∈Mn(F ) of s∗(〈1〉b) with respect to the basis B
is given by aij = s(λ
i+j−2). In particular, qs∗(〈1〉b)
∼= 〈1, s(λ2), . . . , s(λ2n−2)〉.
(ii) The Gram matrix Gλ = (bij) ∈Mn(F ) of s∗(〈λ〉b) with respect to the basis B
is given by bij = s(λ
i+j−1). In particular, qs∗(〈λ〉b)
∼= 〈s(λ), s(λ3), . . . , s(λ2n−1)〉.
(iii) In WF , the following holds:
s∗(〈1〉b) =
{
〈1〉b
〈1, a〉b
if n is odd,
if n is even.
s∗(〈λ〉b) =
{
〈a〉b
0
if n is odd,
if n is even.
In particular, s∗(〈〈λ〉〉b) = 〈〈a〉〉b ∈ WF and qs∗(〈〈λ〉〉b)
∼= 〈1, s(λ), . . . , s(λ2n−1)〉.
Proof. The statements about the Gram matrices are clear. For the computations
regarding s∗(〈1〉b) resp. s∗(〈λ〉b) in WF , see [3, Lemmas 20.9, 20.12] (or [8, Ch. VII,
Theorems 2.2, 2.3], the computation there in characteristic not 2 can easily be
adapted to characteristic 2 by replacing hyperbolic planes by metabolic planes). Fi-
nally, the diagonalizations of qs∗(〈1〉b) resp. qs∗(〈λ〉b) are gotten by taking the diagonal
entries of the respective Gram matrices. 
Corollary 6.3. With the notations in 6.1, let q be a nonsingular quadratic form
over F . Then s∗(〈〈λ〉〉b ⊗ qK) ∼ 〈〈an〉〉b ⊗ q. If n is odd, then s∗(qK) ∼ q and
s∗(λqK) ∼ anq.
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Proof. Note that if b, b′ are bilinear forms over F with b ∼ b′, then b ⊗ q ∼ b′ ⊗ q.
Now qK ∼= 〈1〉b⊗qK , λqK ∼= 〈λ〉b⊗qK and the result follows by Frobenius reciprocity
and Lemma 6.2. 
Lemma 6.4. With the notations in 6.1, assume furthermore that K/F is separable.
Let ϕ and ψ be totally singular quadratic forms over F and suppose that ϕK ∼= λψK.
Let m be a nonnegative integer. Then
s(λm) ∈
{
G0F (ϕ) = G
0
F (ψ) if m ≡ 0 mod 2,
G0F (ϕ, ψ) = aG
0
F (ψ) if m ≡ 1 mod 2
(where a ∈ F ∗ is chosen as in 6.1). In particular,
ϕ ∼ s∗(ϕK) ∼= s∗(λψK) ∼ aψ.
Proof. We already know that the similarity of ϕ and ψ over K implies that over F ,
in fact, we have ϕ ∼= aψ by Lemma 5.1, and therefore also clearly G0F (ϕ) = G
0
F (ψ)
and a ∈ G0F (ϕ, ψ), i.e., G
0
F (ϕ, ψ) = aG
0
F (ψ).
We prove the statement about s(λm) by induction. By definition of s, we have
s(λ0) = s(1) = 1 ∈ G0F (ψ), s(λ
m) = 0 ∈ G0F (ψ) ∩ G
0
F (ϕ, ψ) for 1 ≤ m ≤ n− 1, and
by Lemma 5.1
s(λn) = s
( n∑
i=1
aiλ
n−i
)
=
n∑
i=1
ais(λ
n−i) = an ∈
{
G0F (ϕ, ψ) if n is odd,
G0F (ψ) if n is even.
So the statement is true for m ≤ n. Suppose the statement is true for all k < m for
some m > n. Then
(6.1) s(λm) = s
( n∑
i=1
aiλ
m−i
)
=
n∑
i=1
ais(λ
m−i).
Suppose first that m is even. If i is even, then m− i is also even, hence, ai ∈ G
0
F (ψ)
by Lemma 5.1 and s(λm−i) ∈ G0F (ψ) by induction, thus ais(λ
m−i) ∈ G0F (ψ). If
i and therefore also m − i are odd, we have ai ∈ G
0
F (ϕ, ψ) by Lemma 5.1 and
s(λm−i) ∈ G0F (ϕ, ψ) by induction, and again we get ais(λ
m−i) ∈ G0F (ψ). We conclude
that each summand on the right in Eq. 6.1 is in G0F (ψ), and since G
0
F (ψ) is additively
closed, we get that s(λm) ∈ G0F (ψ).
Using a similar reasoning, if m is odd and if i is even (resp. odd) then m − i is
odd (resp. even) and thus ai ∈ G
0
F (ψ) and s(λ
m−i) ∈ G0F (ϕ, ψ) (resp. ai ∈ G
0
F (ϕ, ψ)
and s(λm−i) ∈ G0F (ψ)) and it follows that in Eq. 6.1, we have ais(λ
m−i) ∈ G0F (ϕ, ψ)
for each 1 ≤ i ≤ n and hence also s(λm) ∈ G0F (ϕ, ψ).
Now
s∗(ϕK) ∼= s∗(〈1〉b)⊗ ϕ ∼= qs∗(〈1〉b) ⊗ ϕ
∼= 〈1, s(λ2), . . . , s(λ2n−2)〉 ⊗ ϕ.
Let m be even, 2 ≤ m ≤ 2n − 2. Then either s(λm) = 0 and s(λm)ϕ ∼ 0, or
s(λm) ∈ GF (ϕ) = GF (ψ) and thus ϕ ∼= s(λ
m)ϕ. Note also that ϕ ⊥ ϕ ∼ ϕ and
therefore
〈1, s(λ2), . . . , s(λ2n−2)〉 ⊗ ϕ ∼ ϕ
Similarly, we get
s∗(ϕK) ∼= s∗(〈λ〉b)⊗ ψ ∼= qs∗(〈λ〉b) ⊗ ψ
∼= 〈s(λ), s(λ3), . . . , s(λ2n−1)〉 ⊗ ψ.
Let m be odd, 1 ≤ m ≤ 2n − 1. Then either s(λm) = 0 and s(λm)ψ ∼ 0, or
s(λm) ∈ GF (ϕ, ψ) and thus aψ ∼= s(λ
m)ψ. Note that since char(F ) = 2 and F (λ)/F
SIMILARITY OF QUADRATIC AND SYMMETRIC BILINEAR FORMS 15
is separable, we must have F (λ2) = F (λ), i.e., [F (λ2) : F ] = n, so in particular,
{1, λ2, . . . , (λ2)n−1} and therefore also {λ, λ3, . . . , λ2n−1} are F -bases of F (λ). Since
s is a nonzero F -linear functional, there must be at least one such odd m with
s(λm) 6= 0, and similarly as above, we now get
〈s(λ), s(λ3), . . . , s(λ2n−1)〉 ⊗ ψ ∼ aψ.

Theorem 6.5. Let ϕ and ψ be quadratic forms over F of the same dimension and
let L/F be an odd degree field extension. Then ϕ is similar to ψ over F if and only
if ϕ is similar to ψ over L. More precisely, if λ ∈ L∗ with ϕL ∼= λψL, then, with the
same notations as in 6.1, ϕ ∼= anψ (over F ).
Proof. Write ϕ ∼= ϕr ⊥ ϕs with ϕr nonsingular and ϕs totally singular, and anal-
ogously ψ ∼= ψr ⊥ ψs. The dimensions of the nonsingular resp. totally singular
part do not change under field extensions and remain unchanged under isometries
or similarities. Hence, we may in fact assume dimϕr = dimψr and dimϕs = dimψs.
The “only if”-part in the theorem being trivial, assume conversely that ϕL is
similar to ψL and let λ ∈ L
∗ be such that ϕL ∼= λψL. Let K = F (λ). Then L/K is
an odd degree extension and by Proposition 4.5, we have ϕK ∼= λψK . Hence, with
the notations in 6.1 and by Corollary 6.3 and Lemma 6.4 (where we may choose
a = an), we obtain
ϕ ∼= ϕr ⊥ ϕs
∼ s∗((ϕr)K) ⊥ s∗((ϕs)K)
∼= s∗(ϕK)
∼= s∗(λψK)
∼= s∗(λ(ψr)K) ⊥ s∗(λ(ψs)K)
∼ anψr ⊥ anψs
∼= anψ,
so we have ϕ ∼ anψ and comparing dimensions of the nonsingular and totally
singular parts, we get ϕ ∼= anψ. 
7. Scharlau’s norm principle
To treat the norm principle in its fullest generality, we again need to invoke
properties of totally singular quadratic forms under finite extensions. We need the
following corollary to Proposition 4.1.
Lemma 7.1. Let q = 〈a1, . . . , an〉 be a nonzero totally singular quadratic form over
F , let L/F be a finite extension, and let λ ∈ L∗ and K = F (λ). If λ ∈ GL(qL), then
K/F is separable or L/K is inseparable.
Proof. If λ ∈ F then K = F is trivially separable over F . If λ ∈ L \ F , the lemma
follows from Proposition 4.1(iii) as qL ∼= λqL if and only if λai ∈ DL(qL) for all
1 ≤ i ≤ n and because at least one ai is nonzero. 
If L/F is a finite extension, we denote by NL/F : L → F the usual norm map.
We recall well known properties. If L/K/F is a tower of finite extensions, then
NL/F = NK/F ◦NL/K , and if x ∈ K, then NL/F (x) = NK/F (x)
[L:K].
As a consequence of Lemma 7.1, we obtain Scharlau’s norm principle for totally
singular quadratic forms.
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Corollary 7.2. Let q be a totally singular quadratic form over F and let L/F be a
finite field extension. Then NL/F (GL(qL)) ⊆ GF (q).
Proof. If q is a zero form, thenGL(qL) = L
∗ and clearlyNL/F (GL(qL)) = NL/F (L
∗) ⊆
F ∗ = GF (q).
So assume q is not a zero form and let λ ∈ GL(qL) and put K = F (λ) and let
a = NK/F (λ) ∈ F
∗. With the notations as in 6.1, we have a = an. By Lemma 7.1,
we have K/F separable or L/K inseparable, and the latter implies that [L : K] is
even. If K/F is separable then a ∈ GF (q) = GF (q, q) by Lemma 5.1. If [L : K] is
even, then a[L:K] ∈ F ∗2 ⊆ GF (q). In any case, a
[L:K] = NL/F (λ) ∈ GF (q). 
We now get the full version of Scharlau’s norm principle for arbitrary quadratic
or bilinear forms.
Theorem 7.3. Let ϕ be a quadratic or bilinear form over F and let L/F be a finite
field extension. Then NL/F (GL(ϕL)) ⊆ GF (ϕ).
Proof. Let K = F (λ) and put a = NK/F (λ). If [L : K] is even, then
(7.1) NL/F (λ) = a
[L:K] ∈ F ∗2 ⊆ GF (ϕ)
and we are done (no matter whether ϕ is a quadratic or bilinear form). So for the
remainder of the proof, let us assume that [L : K] is odd.
The bilinear case. Suppose that ϕ is a bilinear form. If ϕ is hyperbolic, i.e., qϕ
is a zero form, then clearly GL(ϕL) = L
∗ and NL/F (GL(ϕL)) = NL/F (L
∗) ⊆ F ∗ =
GF (ϕ).
So assume that ϕ is not hyperbolic, i.e., qϕ is not a zero form. Then ϕL ∼= λϕL
implies in particular (qϕ)L ∼= λ(qϕ)L. Now [L : K] is odd and hence L/K is separable,
so on the one hand, λ ∈ GL((qϕ)L) implies that K/F is separable by Lemma 7.1,
and on the other hand ϕL ∼= λϕL implies ϕK ∼= λϕK by Proposition 4.4. Using
Lemma 5.1 and the notations there (with K instead of L and a = an), we see that
a ∈ GF (ϕ) = GF (ϕ, ϕ). Hence, again,
NL/F (λ) = a
[L:K] ∈ GF (ϕ).
The quadratic case. Now assume that ϕ is a quadratic form and write ϕ ∼= ϕr ⊥ ϕs
with ϕr nonsingular and ϕs totally singular. Recall that we assume that [L : K] is
odd, so ϕL ∼= λϕL implies ϕK ∼= λϕK by Proposition 4.5, and by Proposition 2.1,
we get (ϕs)K ∼= λ(ϕs)K and
(7.2) (ϕs)K ∼ (ϕr)K ⊥ λ(ϕr)K ⊥ (ϕs)K ∼= 〈〈λ〉〉b ⊗ (ϕr)K ⊥ (ϕs)K .
We use the notations in 6.1 and we obtain that
(7.3) aϕs ∼= ϕs ∼ s∗((ϕs)K).
In fact, this is obvious if ϕs is the zero form. If ϕs is not the zero form, then
(ϕs)K ∼= λ(ϕs)K forces K/F to be separable by Lemma 7.1, and hence we can apply
Lemmas 5.1 and 6.4 to get Eq. 7.3.
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Invoking Corollary 6.3 and Eqs. 7.2, 7.3, we get
aϕs ∼= ϕs ∼ s∗
(
(ϕs)K
)
∼ s∗
(
〈〈λ〉〉b ⊗ (ϕr)K ⊥ (ϕs)K
)
∼ s∗
(
〈〈λ〉〉b ⊗ (ϕr)K
)
⊥ s∗
(
(ϕs)K
)
∼ 〈〈a〉〉b ⊗ ϕr ⊥ ϕs
∼ ϕr ⊥ aϕr ⊥ ϕs.
Thus, we can apply Proposition 2.1 to conclude that ϕ ∼= ϕr ⊥ ϕs ∼= aϕr ⊥ aϕs ∼=
aϕ. Hence a ∈ GF (ϕ), and again we get NL/F (λ) = a
[L:K] ∈ GF (ϕ). 
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