This paper summarizes some quantitative measures and qualitative observations that we have made regarding the effective of architecture on technical communication. We begin with some early results, showing how the probability that two organizations' members will communicate regularly declines rapidly with the distance between their work locations. .
distinct groupings. A little further investigation reveals that the cleavage is not organizational at all. All of the people are in the same department. Some even share projects with people in the other cluster. It turns out that one of the clusters is on the second floor of a building and the other one is housed on the fifth floor of the same building. What seems l k e a modest separation between people in the same building has, indeed, a profound effect on their interaction patterns. Now, the fact that there are no arrows connecting the two groups does not mean that there is no communication between them. It merely means that any communication that did occur was not sufficiently frequent' to be recognized in the figure. People who work nearby come to know each other better, are much more likely to know and understand what each other is doing and consequently can coordinate their work better. In a similar fashion, when the issue is keeping informed of developments inside or outside the organization, physical proximity to those with knowledge of the developments increases the likelihood of learning of them. So proximity or the distance among work sites affects communication pattems and may support or interfere with the goals of any organizational structure. Managers are generally well aware of this and normally try to map physical locations so that they match the organizational structure. This reinforces the intent of the organizational structure, but as we will see later in this paper, can often lead to less than optimal results.
Situations such as that depicted in Figure 1 , occurred so frequently in our analyses that we decided to see whether we could examine the phenomenon more rigorously and perhaps even quantify the effect. Accordingly, we obtained facilities diagrams from several of the organizations and with map-readers measured distances between pairs of workstations. Once that was done, we referred to the communication data to decide which pairs of people communicated (about a techmcal subject) at least once a week2. We measured outward from each individual's location, using the actual distances that individual would have to walk. Then we counted the number of people whose workstations fell in three-meter distance intervals. We then computed, for each threemeter interval, the ratio of the number of people, with whom the focal person communicates, to the total number of engineers and scientists with workstations in that distance interval. If this is done for each individual and then the results are aggregated, probabilities can be computed for communication within different distance intervals. Plotting these results produces a curve that to 'Connections are based on communications of at least once a week.
'We have examined networks at other frequencies than this, but since once a week seems a consistent regular level of communication most of the analyses will use this frequency. no one's surprise shows probability of communication declining with distance. Results fiom seven laboratories are shown in Figure 2 . In this figure, communication probability declines to an asymptotic level within the first 50 meters of separation. The figure shows the curve for only its first 100 meters. Computations were made for pairings in which the distance is much greater, including distances between sites in hundreds or even thousands of kilometers. The results are unchanged. There is only a modest drop in probability after the first 50 meters. We will have more to say about inter-site communication later.
.Comparison of Results Across Industries and Cultures
There are distinct differences in communication behavior across disciplines. Chemists, for example (Menzel, 1960) , have been shown to read more than most other disciplines.
Perhaps the effect of distance on communication would vary by discipline as well. The studies we have done cannot address this question directly, since we did not segregate respondents by discipline. We can make comparisons across industries, however, assuming a modest correlation between industry and discipline. These comparisons show very little difference among industries. The regression lines are remarkably similar in all of the organizations we have studied. And the organizations are in a variety of industries.
Perhaps a more lrkely effect would be that of culture. Certainly people are more accustomed to walking in some cultures than in others (even withm the developed world). Americans are notorious, for example, for their avoidance of wallung, relying on the automobile for even very short distances. Again we see little difference among the regression lines, at least in Europe and North America. Analyses were performed in the United States, and in several European countries, including Sweden, Germany, Ireland and the U.K.. In fact in a completely independent study (Bertodo, 1990 ) f~d s a function for a British organization (Figure 3 ) remarkably similar to that of Figure 2 . To the authorls knowledge, no comparable studies have been done in Asian countries, but it is probably safe to assume that the results would be similar there.
Physical Location or Organizational Location?
One very possible explanation of the curve in Figure 2 is that it is merely an artifact of the way in which people are located within facilities. As mentioned earlier, managers tend to locate people together, who work together. Such people naturally tend to communicate more with one another than with others with whom they have no work relationship. Ergo, there is a decline in likelihood of technical communication as physical separation increases. This could very well be the case. If so, it would not be distance or proximity that affects communication probability but strength of working relationship. To test this possibility, we will control for working relationship and then again test for a relationship between separation distance and probability of technical communication. To control for working relationship, we will use the fact that the unit of analysis in Figure 2 is a "pair." This curve is based on measurements made on pairs of people, not individuals. The pair either communicates at a given frequency or does not.. The pair is situated with a particular walking distance between them, Pairs can also share or not share many other characteristics (Cf. Tomlin, 1977) , for a complete and thorough discussion of the many characteristics shared or not shared by pairs of engineers or scientists and their effect on communication). We will select two of these now and use them as surrogates for working relationships. The first of these is department membership. Relations here are based heavily on the need to keep technically informed. The department is usually the vehicle for keeping engineers and scientists abreast of new knowledge within their fields of specialization. We could expect, on average, relationships among individuals within a department should be stronger than relationships with people in other departments. There would therefore be a greater need to communicate with fellow department members than with people from other departments.
The second surrogate is project team membership. When two' people are members of the same project team that usually means that some form of working relationship exists between them. They must usually coordinate their work. The strength of this relationship and the need to coordinate will vary across pairs within any project team. The average, however, should be greater for within team relationships than for relationships outside the team Using the two surrogates as controls, we will first separate all pairs in which both members of the pair belong to the same organizational unit. Using these pairs, we will re-compute the relationship between communication probability and separation between workstations. Then we will take the remaining pairs (cross-unit) and plot them.
The results for departmental pairs are interesting. (Figure   4 ) The two plots are quite separate, but similar in shape. The existence of a departmental relationship adds to communication probability by a constant amount, which is independent of distance ( Figure 5 ). When one thinks about it, this should not be too surprising. Common departmental membership should increase the likelihood of communication without regard to separation distance. It has nothing to do with distance. On the other hand, you are more likely to communicate with someone in your, department, who is also in the next office than with a departmental colleague, who is in the next building. Project relationships produce a similar, but usually stronger, effect (Figure 6 ). This is due to the interdependence of project activities and the strong need for Type I technical communication among team members. So the strength of the 'project effect' is a function of the degree of interdependence among project subsystems or elements {P=f(I,,)} .
Varghese George, in an interesting unpublished study, examined the 'departmental effect' and found it to be, at least in part, an inverse function of department size {D=f(l/N)}]. His data for departments of size five to 48 are plotted in Figure 7 . Smaller units are more cohesive; members know one another better and, on average, communicate more. They are often organized around narrower specialties and members therefore share more in common, in terms of their specialization. In addition, the author has to speculate that the rate of change of technology (dwdt) will also have an impact on the departmental effect. The more rapidly the knowledge base of a department is advancing, the greater the need and motivation for members to communicate. With a mature, stable technology, there is not as great a need for communication, so sharing departmental membership will not as greatly affect communication probability. With a more dynamic technology, the probability of communication among department members will be greater. Therefore, we can propose that D = f (UN; Wdt).
Let us assume that one pair exists in which a distance S1, as shown, separates the individuals. These two people are in the same department. So their probability of communication will be pl. Another pair of people is much closer together, being separated by only a distance of S2, where S2 is much less than S1. They are in different departments so their communication probability is pz. Here, in spite of greater proximity, p2 is less than pl. This does not tell us anything that we do not know from common sense. People in the same department are, on average, more likely to have a need to communicate than are people in separate departments. Furthermore, we do not choose communication partners solely from propinquity. Therefore we will walk past the offices of people, with whom we have no need to communicate, to reach the office of the person with whom we want to talk.
Telecommunication
The thought should tie in the reader's mind that these effects may be all right for face-to-face communication, for that is what we have been considering. However, is not it for these reasons that the telephone was invented? It was not. Nevertheless, as distance increases should not the probability of telephone communication increase and thus have telephone substitute for face-to-face communication? That sounds reasonable. What about electronic mail? Will not that function in the same way? That is, in fact, what we expected. What we found is a bit different.First, as we have suggested, we expected to fmd the probability of telephone communication would increase with distance, as face-to-face probability decays. When we had engineers report telephone and electronic mail as well as face-to-face communications, we found that, following a 'near field' rise the use of all media decayed with distance. This should not have surprised us. Many studies have shown a decline in telecommunication with distance. (Mayer, 1993) , for instance, cites studies showing, I' . . . that between 40 and 50 percent of the telephone calls originating from a household are made within a two-mile radius". (Biksen and Eveland, 1986) similarly show a decline in the use of electronic mail with distance.
One reason for the pattern observed in our data is that all of these media, as well as the written medium, are correlated in their use. We communicate with nearly the same people through all of these media. For example, we talk with the same people by telephone, with whom we talk face-to-face. We also send electronic mail messages and written memoranda to the same people. We do not keep separate sets of people, some of whom we communicate with by one medium, some by another. The more often we see someone face-to-face, the more likely . that we will telephone that person or communicate by another medium. Evidence for this is shown in Figure 9 . These data are from a study in which Oscar Hauptman (Allen and Hauptman, 1989 ) monitored the communication among the sites of a geographically dispersed computer manufacturer (Laboratory ' I ' ) . When we relate the probability of face-to-face communication to that of telephone, we fmd nearly all of the points are on the diagonal. The probabilities are equal for most pairings of separate sites. The only exceptions are for sites that are near enough to allow more face-to-face contact. Had there been any substitution of telephone for face-to-face, points would have fallen in the upper left quadrant. There are no points in that quadrant. More important, perhaps, is the fact that telephone and electronic mail (at least in its present form) are, what we might call, 'bandwidth limited'. We mean this in more than just the physical sense. Discussing anything that is complex or abstract by telephone or electronic mail is very difficult. We need to meet directly with the person. We may phone or send an electronic message, but that is usually to arrange the meeting at which the real communication takes place. We call and say, "Will you be in this afternoon? I really have to come over and talk to you about somethmg."
The evidence for this comes again from the Hauptman study. When asked to indicate the complexity of each communication, and also the medium, respondents evidenced a strong correlation between the two. Telephone was used for less complex communication (Figure 10 ). Face-to-face was used for more complex information). Both observations are largely independent of the distance separating the communicating pair.
The reasons for this are manifold. First, many things, particularly technical ideas and problems, are difficult to communicate verbally. We need the assistance of diagrams or sketches. In addition, we often need the feedback that often comes from looking into the other person's eyes. The eyes communicate understanding.
Anyone, who has ever taught a class, will testifj, to thx When that glazed appearance comes over the students' eyes, you know that you have lost them. Similarly, in describing an idea or technical problem to someone, you can tell whether they are following you. If the indication is negative, you are prompted to restate the information in a different way. This feedback system is invaluable in guiding communication. Telephone communication normally does not allow this feedback.
Even videophones, at least, in the near term, will not probably provide sufficient resolution to give the same amount of information that is available in a face-to-face encounter. Written communication and the most prevalent forms of electronic mail suffer the additional difficulty that they are asynchronous. Any feedback at all on understanding is delayed in time. Video conferencing and some new forms of electronic mail allow people to see one another, and this can be a very great help, as is the videophone. None yet provide the very broadband communication available in a direct encounter. Most video conferencing suffers the additional drawback of being restricted to formally scheduled meetings. This is a help mainly for Type I technical communication. Types I1 and I11 are seldom communicated through formal meetings.
Implications of the. Results, So Far. Restricting ourselves for now to a consideration only of face-to-face communication of technical knowledge, there are some clear implications that follow fiom the analysis. One does not have to search very far to find examples of buildings that seem to have been designed to prevent people interacting. Occasionally, this might not be a bad purpose. However, many of these buildings house organizations in which good technical communication among the staff is highly desirable.
Will Proximity Always Overcome Communication Problems
Up to this point, we have certainly sounded as though physical proximity is the solution to all of any organization's problems. Perhaps, we have not been that extreme, but we have made it appear that proximity would always produce increased communication, and that new well-designed buildings were the answer. That is certainly not always the case,' as the following example indicates.
A couple of years ago, the Vice President for Technology of 'Company J' became very concerned over the lack of communication among his organizational sub-units. These were located in several different locations distributed around a metropolitan area. The obvious answer to the problem of poor communication seemed to be to locate all of them together in a single building. Before he went to his board for approval and budget, however, he felt that he should have more concrete evidence of the problem. He asked whether we would do a communication sampling study. Since we were interested, at the time, in measuring communication in a geographically dispersed organization, we agreed. The communication sampling confmed the manager's suspicions. Sub-units within his organization did not communicate well at all. The Netgraph3 displayed in ' A Netgraph is a matrix representation of a communication network developed by Varghese George.. Each individual in the network is assigned a row and a column in the matrix. If any pair of people communicate (in the present case, at a minimum frequency of once per week), the cell connecting that pair is filled in. In this particular Netgraph, the rows and columns are ordered by organizational unit. Therefore the square sub-matrices on the diagonal are the intemal Figure 11 shows the situation clearly. Communication within departments is displayed in the square matrices along the diagonal. Communication between departments is shown in the rectangular matrices that are off the diagonal of the Netgraph. In this case the former are well filled and the latter are sparse. Even the technology subunits, which had been created to support the more business-oriented sub-units show very little contact with their 'customer' groups. The picture certainly looked appropriate for a new building to house all of the subunits. Closer examination reveals that, in some instances, units housed in the same building did not communicate any more than those that were geographically separated. This provoked our curiosity. So we went out to inspect the buildings in which this occurred. We expected to fiid some physical barriers, integral to the building, preventing one group from coming into contact with the other. What we found was that the building itself was no impediment. The units were housed in separate ends of the building, but it was a single floor and there were no barriers integral to the building. The units, themselves, however, had created their own barriers, each sealing off its own territory with temporary walls and filing cabinets and anything else that could be used for the purpose.
When we presented our observations at a meeting of the sub-unit managers, there was absolutely no indication of surprise. They had known this all along. It seems the company had, over the years, greatly encouraged internal entrepreneurship. They had been very successful at it. They had been able to move into several new market areas with new products as a result of this spirit of entrepreneurship. The sub-unit managers were the entrepreneurs, who had done this. Now what is an entrepreneur like? Well they are nothing if not independent4. They want to run their own 'show'. The internal entrepreneurs behaved as if they were running their own businesses, independent of the rest of the rest of the corporation. ms may be a good thing in many ways, but it sacrifices the advantage of having the resources of a large corporation behind. Even the supporting advanced technology groups were largely ignored. Each business wanted to develop its own technology. How did the technology respond? They turned themselves into entrepreneurial business units as well. The result of all of this was an assemblage of small independent 'companies', all largely ignoring the resources and synergy potentially available to them through interaction with the other groups. Would putting all of these units together in a 
