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第1章 序論 
 
1.1 はじめに 
 
近年、機械学習や Deep Learning の研究開発が活発であり、囲碁プログラムの
AlphaGo[1]や音声認識など様々な分野に Deep Learning は応用されている。そのような
Deep Learning の応用例に画風変換という技術がある。画風変換とは、ある画像に写る物
体の配置を保持しながら、その画像の画風を別の画像の画風に似せて変換する技術である。
画風変換は 2015 年 9 月に研究発表[2]された比較的新しい分野であり、生成される画像の
美しさを楽しむために使用されている。 
Deep Learning による恩恵を受けた研究分野は他にも多数存在する。その一例として、
物体検出分野が挙げられる。物体検出は、初期の研究では物体画像と背景画像の認識問題
として扱われており、Wavelet 特徴量と Support Vector Machine （SVM）の組み合わせ
による検出手法が提案されていた[3]。その後、物体の大きさや位置を推定する検出問題へ
と変わり、2005 年に Dalal らが物体の勾配方向に着目する Histogram of Oriented 
Gradient （HOG）特徴量と SVM の組み合わせによる検出手法[4]を提案したことで、物
体検出精度が更に向上した。しかし、それでもなお物体検出における未検出率や誤検出率
には改善の余地があった。それを大幅に改善したのが Deep Learningを用いた手法である。
2012年に ILSVRCと呼ばれる一般物体認識のコンペティションで Krizhevsky らの Deep 
Learningをベースにした手法[5]が優勝して以降は、Deep Learningの一種である CNNを
ベースとした物体検出手法が数多く提案されている。 
 
 
1.2 研究目的 
 
 物体検出に関わる研究はおよそ 50年前の 1960年代から行われており[6]、現在も研究が
活発に行われている。2年後の 2020年に東京オリンピックを控えている今、さまざまな分
野で高い精度の物体検出技術が求められている。 
 画像に写る物体の検出精度は Deep Learning を用いた手法[5]が初めて提案された 2012
年以降、飛躍的に向上している。しかし、夜間や悪天候時に撮影した不鮮明画像の場合に
は、物体検出処理を行う前に画像の鮮明化を行う必要がある。一般的な鮮明化手法として、
晴天時の実験データに基づいた仮定を利用した手法[7]や鮮明化機器を用いた手法等が挙げ
られるが、画像ごとに最適なパラメータ値が異なる場合など、上記の手法では画像の鮮明
化効果が得られない場合がある。 
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 そこで本研究では、従来とは異なる鮮明化手法のアプローチとして、画風変換技術を用
いた不鮮明画像の鮮明化手法を提案する。本来、画風変換技術は生成される画像の美しさ
を楽しむために使用される。しかし本研究では、不鮮明画像を晴れの日の昼間に撮影した
画像風に変換することを目的として画風変換を使用することにより、不鮮明画像の鮮明化
を図る。また、不鮮明画像の鮮明化だけでなく、不鮮明画像に写る物体の検出精度向上も
含めて研究目的とする。 
実際に画風変換を用いた鮮明化実験を行い、本手法により物体検出精度が向上する例を
確認した。 
 
 
1.3 本論文の構成 
 
本論文は、6章で構成されている。第 1章では、研究背景および本研究の目的について述
べた。第 2 章では関連技術として、画風変換、物体検出について述べる。第 3 章では不鮮
明画像の一般的な鮮明化手法について述べる。第 4 章では画風変換を利用した不鮮明画像
の鮮明化手法を述べ、第 5 章ではその有効性を示すための実験について述べる。そして、
第 6章ではまとめを述べる。 
本章は文献[高橋沙季 et.: "CNNを用いた画風変換による不鮮明画像の改善"]及び文献[高橋
沙季 et.: ”CNNを用いた画風変換による物体検出精度の改善"]に基づいている 
 
 
第2章 関連技術 
 
2.1 画風変換 
 
2.1.1 画風変換 
 
 画風変換は、2015年 9月に Gatys氏とその研究グループによって発表された[2]研究分野
である。図 1のように、画風変換処理を用いることにより、ある画像（コンテンツ画像）
の物体の配置を保持しながらその画像の画風を別の画像（スタイル画像）に似せて変換す
ることが可能となる。Gatys氏らが提案した画風変換モデルでは、Deep Learningの一種
である CNN（Convolutional Neural Network）を用いており、誤差逆伝播法を用いて出力
画像を少しずつ修正しながら画風変換後画像を生成する。 
 
   
コンテンツ画像 スタイル画像 出力画像 
図 1 画風変換例[8] 
 
 一般的な画風変換モデルの一つとして Johnson氏らが 2016年 3月に発表したモデル[9]
が挙げられる。この画風変換モデルでは、事前に数万枚の学習用画像を用いて画風変換ネ
ットワークを学習させることにより、任意の画像の高速な画風変換が可能となる。この点
が、画風変換の提唱者である Gatys氏らの手法との大きな相違点である。 
画風変換ネットワークの学習には、1枚のスタイル画像と数万枚の学習用コンテンツ画像
を用いており、Johnson氏らは学習用コンテンツ画像にMicrosoft COCO dataset[10]の約
8万枚の画像を使用している。また、画風変換ネットワークはスタイル画像ごとに学習する
必要があり、1枚につき学習時間は 18時間程度である。しかし、一度画風変換ネットワー
クを学習すれば、任意の画像を画風変換ネットワークに入力するだけで高速な画風変換が
可能となる。実際に変換速度は Gatys氏らの手法と比べて 1000倍程度[9]とされている。 
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2.1.2 画風変換の歴史 
 
 2015年 9月に Gatys氏らが画風変換について公に発表して以降、画風変換に関する論文
が次々と発表されている。表 1 にその代表例を示す。①②の論文に関しては代表的な画風
変換手法として次節で述べるとし、③④⑤の論文に関しては以下に簡単にまとめる。 
 
表 1 画風変換に関する論文の代表例 
 発表年月 論文タイトル 第一著者 
① 2015.9 A Neural Algorithm of Artistic Style [2] Leon A.Gatys 
② 2016.3 Perceptual Losses for Real-Time Style Transfer
 and Super-Resolution [9] 
Justin Johnson 
③ 2016.7 Preserving Color in Neural Artistic Style 
Transfer [11] 
Leon A. Gatys 
④ 2016.10 Artistic Style Transfer for Videos [12] Manuel Ruder 
⑤ 2017.4 Deep Photo Style Transfer [13] Fujun Luan 
 
論文①： A Neural Algorithm of Artistic Style ( Leon A.Gatys, 2015.9) 
論文②： Perceptual Losses for Real-Time Style Transfer and Super-Resolution ( Justin 
Johnson , 2016.3) 
 これらの論文の画風変換手法に関しては、次節で詳細に述べるとする。 
 
論文③： Preserving Color in Neural Artistic Style Transfer [11] ( Leon A.Gatys, 2016.7) 
 この論文では、画像の画風変換をするにあたって変換前後で画像の色味を保つような変
換手法を提案している。通常の画風変換では、変換後画像の色味はスタイル画像の色味に
も影響を受けるが、本手法ではコンテンツ画像の色味のみが出力画像に表れる。 
本論文では以下の 2 種類の手法を提案している。これらの 2 手法を用いた場合の画風変
換例を以下の図 2に示す。 
・手法１ Color histogram matching手法 
スタイル画像の色ヒストグラムをコンテンツ画像の色に近づけ、色ヒストグラムを近づ
けた画像を新たなスタイル画像として画風変換を行う手法[14] 
・手法２ Luminance-only transfer手法 
スタイル画像とコンテンツ画像から輝度を抽出して輝度空間のみの画風変換を行い、カ
ラーチャンネルを画風変換の出力に後付けする手法[15] 
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コンテンツ画像 スタイル画像 色ヒストグラムを近づけた
スタイル画像 
  
Color histogram matching手法による 
出力画像 
Luminance only transfer手法による 
出力画像 
図 2 論文③の Color histogram matching手法および Luminance-only transfer手法
を用いた場合の画風変換例 [14] 
 
論文④： Artistic style Transfer for videos [12] ( Manuel Ruder, 2016.10) 
 この論文は、Gatys氏らの画風変換手法[2]を動画に適用するためのアルゴリズムを提案
している。動画を静止画の連続と捉えて、1フレームごとに Gatys氏らの画風変換手法を
適用するだけでは不自然な切れ目が出てしまう。そのため、このアルゴリズムではオプテ
ィカルフローを使用することにより動画をスムーズに見れるよう工夫している。 
 
論文⑤： Deep Photo Style Transfer [13] (Fujun Luan , 2017.4) 
 この論文は、Gatys氏らの画風変換手法[2]と比較してよりフォトリアリスティックな出
力画像が得られる手法を提案している。Gatys氏らの手法では、コンテンツ画像やスタイル
画像に写真を用いた場合でも、出力画像に歪みが発生し写真に見えないという問題点が存
在する。本手法では、画風変換する際に色変換の局所的なアフィンのみ変換するように制
限することで、フォトリアリスティックな画像の出力を可能としている[16]。 
 本手法を用いた場合の画風変換例を以下の図 3に示す。 
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コンテンツ画像 スタイル画像 出力画像 
図 3 論文⑤の手法を用いた場合の画風変換例 [16] 
 
 
2.1.3 代表的な画風変換手法① 
 
 2.1.2で述べた画風変換に関する論文①は、画風変換について初めて書かれた論文であり、
その後追随した研究に大きな影響を与えている。以下に、論文①の画風変換手法について
詳細に述べる。 
 
論文①：A Neural Algorithm of Artistic Style [2] (Leon A.Gatys , 2015.9) 
 本論文は、初めて画風変換について述べられた論文である。Gatys氏らが 2015年 9月に
発表し、CNNを用いて入力画像のコンテンツと別の入力画像の画風を結びつけるような手
法を提案している。本論文で提案されている画風変換モデルの概略図を図 4 に示す。この
モデルでは以下の流れに従って画像の画風変換を行う。 
 
1. コンテンツ画像（C:Content Image）、スタイル画像（S:Style Image）、損失計算用ネ
ットワーク（Loss Network）を用意する 
2. 出力画像（T:Target Image）として、乱数で作成したノイズ画像を用意する 
3. Content Image、Style Image、Target Imageを Loss Networkに入力する 
4. Loss Networkの中間層における Content Imageと Target Imageの損失（Content L
oss）を計算する。損失の計算は後述の式に従って行う。 
5. Loss Networkの中間層における Style Imageと Target Imageの損失（Style Loss）
を計算する。損失の計算は後述の式に従って行う。 
6. Content Lossと Style Lossの和(Total Loss)を損失関数とし、損失関数を最小化する方
向に Target Imageを少しずつ更新する（逆伝播による勾配降下） 
7. Total Lossが閾値以下になるまで 3～7を繰り返す 
8. Total Lossが閾値以下になった時点での Target Imageを画風変換後画像とする 
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図 4 論文①の画風変換モデルの概略図 [17] 
 
なお上記の損失計算ネットワークには VGG-16[18]を使用する。 
 また、上記の手順 4、5、6で計算する各損失に関しては、Gatys 氏らの論文[2]より以下
の式で計算することとする。 
 
・中間層における Content Imageと Target Imageの損失(Content Loss)の計算式 
 
𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 =
1
2
∑(𝐹𝑖𝑗
𝑙 − 𝑃𝑖𝑗
𝑙 )
2
𝑖,𝑗
 
式(1) 
 𝐹𝑖𝑗
𝑙 : Content Imageを入力した時のレイヤ𝑙 の値  
 𝑃𝑖𝑗
𝑙 : Target Imageを入力した時のレイヤ𝑙 の値  
 
・中間層における Style Imageと Target Imageの損失(Style Loss)の計算式 
 
𝐸 =
1
4𝑁𝑙
2𝑀𝑙
2∑(𝐺𝑖𝑗
𝑙 − 𝐴𝑖𝑗
𝑙 )
2
𝑖,𝑗
 
式(2) 
 
𝐿𝑠𝑡𝑦𝑙𝑒 =∑𝜔𝑙𝐸𝑙
𝐿
𝑙=0
 
式(3) 
 𝑁𝑙: レイヤ𝑙 におけるフィルタの数  
 𝑀𝑙:レイヤ𝑙 におけるフィルタサイズ  
 𝐺𝑖𝑗
𝑙 : Style Imageを入力した時のレイヤ𝑙 の値  
 𝐴𝑖𝑗
𝑙 : Target Imageを入力した時のレイヤ𝑙 の  
 𝜔𝑙: レイヤ𝑙 における重み  
 𝐿: レイヤ数  
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・中間層における損失(Total Loss)の計算式 
 𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 + 𝐿𝑠𝑡𝑦𝑙𝑒 式(4) 
 
 論文①の上記の処理手順に従って画風変換を行った結果を以下の図 5に示す。図 5の
入力コンテンツ画像は猫の画像、入力スタイル画像はゴッホが描いた星月夜の画像である。
図 5のように、これらの画像を画風変換モデルに入力すると、出力画像としてゴッホの星
月夜に似せた猫の画像が得られる。 
この画風変換モデルをプログラムした一連のコードは”chainer-gogh”という名で GitHub
上に公開されている[19]。図 5は実際に chainer-goghを用いて画風変換処理を行った結果
である。 
 
   
コンテンツ画像 スタイル画像 出力画像 
図 5 論文①の画風変換モデルを用いた画風変換例[19] 
 
 
2.1.4 代表的な画風変換手法② 
 
 2.1.2で述べた画風変換に関する論文②は、2.1.3で述べた論文①の手法と比べて約 1000
倍高速な画風変換手法である。以下に、論文②の画風変換手法について詳細にまとめる。 
 
論文②：  Perceptual Losses for Real-Time Style Transfer and Super-Resolution[9] 
(Justin Johnson , 2016.3) 
 
 この論文は 2016 年 3 月に Johnson 氏らによって発表されたものであり、論文①の画風
変換手法の高速化を図った手法を提案している。事前に数万枚の学習用コンテンツ画像と 1
枚のスタイル画像を用いて、入力画像を特定の画風に変換する画風変換ネットワークを学
習することにより、論文①の手法と比べてより高速な画風変換が可能となる。本論文で紹
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介されている画風変換モデルの概略図を図 6 に示す。このモデルでは以下の流れに従って
画像の画風変換を行う。 
 
1. 数万枚の学習用コンテンツ画像（ここではMicrosoft COCO datasetに含まれる 8万枚
の画像を使用）、スタイル画像（S:Style Image）、損失計算用ネットワーク（Loss Networ
k）、画風変換ネットワーク（Image Transformation Network）を用意する 
2. 学習用コンテンツ画像から 1枚選び、コンテンツ画像（C: Content Image）とする 
3. 出力画像(O: Output Image)として乱数で作成したノイズ画像を用意する 
4. Content Image、Style Image、Output Imageを Loss Networkに入力する 
5. Loss Networkの中間層における Content Imageと Target Imageの損失（Content L
oss）を計算する。損失の計算は後述の式に従って行う。 
6. Loss Networkの中間層における Style Imageと Target Imageの損失（Style Loss）
を計算する。損失の計算は後述の式に従って行う。 
7. Content Lossと Style Lossの和(Total Loss)を損失関数とし、損失関数を最小化する方
向に Image Transformation Networkの重み付けを更新する 
8. Total Lossが閾値以下になるまで 3～7を繰り返す 
9. Total Lossが閾値以下になったら、2.で次のコンテンツ画像を選び 3~8を繰り返す 
10. 数万枚の学習用コンテンツ画像に対して 9を繰り返し、Image Transformation Netw
orkの学習を行う 
11. 任意のコンテンツ画像を学習済みの Image Transformation Networkに入力すると画
風変換後画像が高速に得られる 
 
 
図 6 論文②の画風変換モデルの概略図[20] 
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なお上記の損失計算ネットワークには、論文①と同様に VGG-16を使用する。画風変換
ネットワークには、畳み込みと活性化関数 ReLUの 3層＋5つの Residual block+畳み込み
と活性化関数 ReLUの 3層からなるニューラルネットワークを用いる[20]。 
 また、上記の手順 5、6、7で計算する損失に関しては、Johnson氏らの論文[9]より以下
の計算式で計算することとする。 
 
・中間層における Content Imageと Target Imageの損失(Content Loss)の計算式 
 
𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡
∅,𝑗 (?̂?, 𝑦𝑐) =
1
𝐶𝑗𝐻𝑗𝑊𝑗
‖∅𝑗(?̂?) − ∅𝑗(𝑦𝑐)‖
2
 
式(5) 
 ?̂?: 𝑦を Image transformation Networkで変換した画像  
 𝑦𝑐:  コンテンツ画像  
 𝑦𝑠:スタイル画像  
 𝐶𝑗𝐻𝑗𝑊𝑗:  レイヤ jのチャンネル数、高さ、幅  
 ∅𝑗: Loss Networkに xを入力した時のレイヤ jの値  
 
・中間層における Style Imageと Target Imageの損失(Style Loss)の計算式 
 
𝐺𝑗
∅(𝑥)𝑐,𝑑 =
1
𝐶𝑗𝐻𝑗𝑊𝑗
∑∑∅𝑗(𝑥)ℎ,𝑤,𝑐
𝑊𝑗
𝑤=1
∅𝑗(𝑥)ℎ,𝑤,𝑐’
𝐻𝑗
ℎ=1
 
式(6) 
 
𝐿𝑠𝑡𝑦𝑙𝑒
∅,𝑗 (?̂?, 𝑦𝑠) = ‖𝐺𝑗
∅(?̂?) − 𝐺𝑗
∅(𝑦𝑠)‖
2
 
式(7) 
 ?̂?: 𝑦を Image transformation Networkで変換した画像  
 𝑦𝑐:  コンテンツ画像  
 𝑦𝑠:スタイル画像  
 𝐶𝑗𝐻𝑗𝑊𝑗:  レイヤ jのチャンネル数、高さ、幅  
 ∅𝑗: Loss Networkに xを入力した時のレイヤ jの値  
 𝑐: あるチャンネル  
 𝑐′:別のチャンネル  
 
・中間層における損失(Total Loss)の計算式 
 𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 + 𝐿𝑠𝑡𝑦𝑙𝑒 式(8) 
 
論文②の上記の処理手順に従って画風変換を行った結果を以下の図 7に示す。図 7の入
力コンテンツ画像は猫の画像、入力スタイル画像はゴッホが描いた星月夜の画像である。
出力画像として、ゴッホの星月夜風の猫の画像が得られている。 
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このアルゴリズムを用いた一連のコードは”chainer-fast-neuralstyle”という名で GitHu
b上に公開されている[8]。図 7は実際に chainer-fast-neuralstyleを用いて画風変換を行っ
た結果である。 
 
   
コンテンツ画像 スタイル画像 出力画像 
図 7 論文②の画風変換モデルを用いた画風変換例[8] 
 
2.1.3の論文①の画風変換モデルを用いた場合の変換結果（図 5）と 2.1.4の論文②の画
風変換モデルを用いた場合の変換結果（図 7）を比較すると、論文②の手法を用いた場合の
ほうがより鮮明な変換後画像が得られている。論文②では論文①と異なる損失関数を使用
しており、損失関数をより細かく忠実に定義している。そのため、Total Loss（Style Los
sと Content Lossの和）の減少に繋がり、このような結果になったのではないかと考える。 
 また、Johnson氏らの画風変換モデルでは上述の手順からもわかる通り、画風を変換す
るニューラルネットワーク（画風変換ネットワーク）を事前に学習する必要がある。実際
に学習を行ったところ、学習所要時間はスタイル画像 1枚につきおよそ 18時間程度であっ
た。この学習所要時間は学習コンテンツ画像の枚数や学習スタイル画像のサイズ等により
増減する。スタイル画像ごとに画風変換ネットワークを学習させる必要があり、1枚につき
十数時間かかるのは難点であるが、ひとたび学習を終えれば任意の画像の画風変換を高速
に行える点がこの画風変換モデルの最大の特徴である。 
 
 
2.1.5 Microsoft COCO dataset 
 
 2.1.4で述べた通り、画風変換ネットワークの学習時には数万枚の学習用コンテンツ画像
を必要とする。Johnson氏らは、学習用コンテンツ画像にMicrosoft COCO dataset[10]を
使用している。実際にデータセットの一例を以下の図 8 に示す。また、Microsoft COCO 
datasetに含まれる夜間画像例を図 9に示す。 
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Microsoft COCO datasetは画像の認識、セグメンテーション、キャプショニングがされ
ているデータセットであり、82783 枚の画像が含まれている[10]。本データセットは
Microsoft COCOのホームページにて無償で公開されている。 
 
 
図 8 Microsoft COCO datasetのデータセット例[10] 
 
   
   
図 9 Microsoft COCO datasetの夜間画像例[10] 
 
 
2.2 物体検出 
 
2.2.1 物体検出 
 物体検出に関わる研究はおよそ 50年前の 1960年代から行われており[6]、現在も活発に
研究がおこなわれている。2年後の 2020年に東京オリンピック・パラリンピックも控えて
いることから、現在はさまざまな分野で高い精度の物体検出技術が求められている。不審
物検出によるテロ防止や歩行者・車両検出による自動運転の実現などがその一例である。 
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2.2.2 物体検出の歴史 
 
 物体検出に関わる研究は 1960年代から始まり、初期の研究では、物体検出は切り出した
物体画像と背景画像の認識問題として扱われていた。その実現方法は、Wavelet 特徴量と 
Support Vector Machine （SVM）の組み合わせによるものであった[3]。その後、物体の
大きさや位置を推定する検出問題へと変わり、2005 年に Dalalらが物体の勾配方向に着目
する Histogram of Oriented Gradient (HOG) 特徴量と SVMの組み合わせを提案[4]し
たことで、物体検出の性能を大幅に向上させた。 
 その後はCo-HOG特徴量や Joint HOG特徴量等のHOGの派生である特徴量が提案され
たが、2012年に物体検出手法は大きな転換期を迎える。それは 2012年に ILSVRCと呼ば
れる一般物体認識のコンペティションで、Krizhevsky らの Deep Learning を用いた手法
[5]が優勝し、これまでの手法とは全く異なる Deep Learningを用いた手法の有効性が示さ
れたためである。それ以降は Deep Learning の一種である CNNをベースとした手法が数
多く提案されている。 
 以下に代表的な人物検出手法である HOG 特徴量を用いた手法、Co-HOG 特徴量を用い
た手法、Joint HOG 特徴量を用いた手法、R-CNN を用いた手法、SSD を用いた手法、
YOLOv2を用いた手法についてそれぞれ簡単に述べる。 
 
 
2.2.3 HOG特徴量を用いた手法 
 
 HOG 特徴量は、画像の局所領域における輝度の勾配方向の分布を表す特徴量である。
HOG特徴量のHOGとはHistogram of oriented gradientsの略であり、直訳すると勾配方
向ヒストグラムである。HOG特徴量は輝度値の変化に影響されにくい特徴量である。HOG
特徴量は、人物や車両等を画像から検出する際に用いられることが多い[21]。HOG 特徴量
を用いた人物検出結果例を図 10に示す。 
 
  
図 10 HOG特徴量を用いた人物検出結果例 
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 また、2.2.3.1に HOG特徴量の算出方法について、2.2.3.2に HOG特徴量の描画につい
て簡単に述べる。 
 
2.2.3.1  HOG特徴量の算出方法 
HOG特徴量を算出するためには、画像から勾配の強さ及び方向を計算し、それらの情報
から輝度の勾配方向ヒストグラムを作成し、正規化をブロックごとに行う。各ステップの
詳細を以下にまとめる。 
 
(ⅰ)各ピクセルの輝度から勾配方向・勾配強度を計算 
 勾配強度と勾配方向は、次に示す式(9)～式(12)から算出することができる。式中におけ
る𝑚(𝑥, 𝑦)は点(𝑥, 𝑦)における勾配強度、𝜃(𝑥, 𝑦)は点(𝑥, 𝑦)における勾配方向、𝐿(𝑥, 𝑦)は点(𝑥, 𝑦)
における輝度値をそれぞれ示している。[21] 
 
 
𝑚(𝑥, 𝑦) = √𝐿𝑥(𝑥, 𝑦)2 + 𝐿𝑦(𝑥, 𝑦)2 
式(9) 
 
𝜃(𝑥, 𝑦) = tan−1
𝐿𝑦(𝑥, 𝑦)
𝐿𝑥(𝑥, 𝑦)
 
式(10) 
 𝐿𝑥(𝑥, 𝑦) = 𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦) 式(11) 
 𝐿𝑦(𝑥, 𝑦) = 𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1) 式(12) 
 
 
(ⅱ)勾配方向を９方向に分類してセルごとに勾配方向ヒストグラムを作成 
 ステップ(ⅰ)で算出された勾配強度𝑚と勾配方向𝜃を用いて、𝑎 × 𝑎 ピクセルを 1セルとし
た領域において輝度勾配方向ヒストグラムを作成する。この勾配方向は0から180度を20度
ずつに分割した 9方向である。輝度勾配方向を表した画像を図 11に示す。 
また、輝度勾配方向を 9方向に分類し、セルごとに勾配方向ヒストグラムを作成する。
勾配方向ヒストグラムの例を図 12に示す。 
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図 11 輝度勾配方向(9方向)[21] 図 12 勾配方向ヒストグラム[21] 
 
(ⅲ)ブロックごとにヒストグラムを正規化したものを特徴量とする 
 ステップ(ⅱ)で作成した輝度の勾配方向ヒストグラムを 1ブロック𝑏 × 𝑏セルとして正規
化する。正規化は、ブロックを 1セルずつ移動させることによって行う。𝑖行𝑗列のセルの特
徴量を𝐹𝑖𝑗、𝑘番目のブロックの特徴ベクトルを𝑽𝑘、ブロック内で位置(𝑖, 𝑗)にあるセルのヒス
トグラムをℎ𝑖𝑗、正規化後のヒストグラムをℎ′𝑖𝑗としたとき、正規化の式は次式(13)~(15)で表
すことができる。また、分母の𝜖は分母がゼロになり割り切れなくなることを避けるための
定数である。[21] 
 
 𝐹𝑖𝑗 = [𝑓1, 𝑓2, 𝑓3, … , 𝑓9] 式(13) 
 𝑽𝑘 = [𝐹𝑖𝑗, 𝐹𝑖+1 𝑗, 𝐹𝑖+2 𝑗, 𝐹𝑖 𝑗+1, … , 𝐹𝑖+2 𝑗+2] 式(14) 
 
ℎ′𝑖𝑗 =
ℎ𝑖𝑗
√‖𝑽𝑘‖2 + 𝜖2
  (𝜖 = 1) 
式(15) 
 
 勾配方向が 9方向であるため𝐹𝑖𝑗は 9次元であり、𝑽𝑘は 9 𝑏
2次元(𝑏×𝑏×9, 𝑏×𝑏は 1ブロ
ックあたりのセル数、9は𝐹𝑖𝑗の次元数)となる。 
 
2.2.3.2  HOG特徴量の描画 
 2.2.3.1ではHOG特徴量の算出方法について述べた。2.2.3.2では実際に画像のHOG特
徴量を描画したものを示す。図 13は原画像、図 14～図 16は原画像のHOG特徴量を描画
した画像である。HOG特徴量を計算するにあたって、図 14、図 15、図 16ではそれぞれ 1
セルを 30×30ピクセル、20×20ピクセル、10×10ピクセルとしている。  
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図 13 原画像 図 14 HOG特徴量を描画した画像 
(1cell=30×30 pixel、1block＝3×3 cell) 
  
図 15 HOG特徴量を描画した画像 
(1cell=20×20 pixel、1block＝3×3 cell) 
図 16 HOG特徴量を描画した画像 
(1cell=10×10 pixel、1block＝3×3 cell) 
 
図 14～図 16の通り、確かに輝度の差分がある方向に線が描画されているのが確認できる。
これらの画像を比較すると、1セルあたりのピクセル数が小さいほど、より細かく輝度勾配
を表現できていることがわかる。 
 
 
2.2.4 Co-HOG特徴量を用いた手法 
 
Co-HOG特徴量（Co-occurrence HOG）[22]は東芝の渡辺友樹氏らが 2009年に提案した
HOG 特徴量をベースとして派生した特徴量である。ピクセルごとの勾配情報だけでなく、
周囲のピクセルを考慮した勾配共起も記述した特徴量である。 
Co-HOG 特徴量は、輝度値の勾配情報をピクセルごとに算出したのちに勾配方向を 8 方
向に分類し、勾配方向を周りのピクセルの勾配方向と組み合わせる[23]。このようにして勾
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配方向の共起を扱うことにより、より詳細な情報を持つ特徴量となる。8方向に分類した勾
配方向および共起ペアについて図 17に示す。 
 
  
(a)勾配方向（8方向） (b)共起ペア 
図 17 CoHOG特徴量における勾配量子 [22] 
 
Co-HOG特徴量では勾配方向の共起を行列として扱う。勾配方向は 8方向あるため、共
起行列は 8×8となる。図 18に Co-HOG特徴量の共起行列を示す。 
また、Co-HOG特徴量は画像を複数のブロックに分割し、各ブロックの共起行列を計算
して並べてベクトル化したものである。図 19に Co-HOG特徴量のイメージ図を示す。 
 
 
  
… 
(a) 勾配方向 (b)ブロックごとの 
共起行列 
 
 (c)画像全体の共起行列  
図 18 Co-HOG特徴量の共起行列 [22] 図 19 Co-HOG特徴量のイメージ図[22] 
 
 
2.2.5 Joint HOG特徴量を用いた手法 
 
Joint HOG特徴量は、HOG特徴量および Real AdaBoostを組み合わせた特徴量である
[24]。Joint特徴量の最大の特徴は、1つの弱識別器で 2つの領域のHOG特徴量を用いて
識別を行う点である。HOG特徴量では 1つの弱識別器でHOG特徴量は 1つまでしか用い
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ることができなかった。Joint HOG特徴量ではこれにより、物体が対称な物体かそうでな
いかなど、従来のHOG特徴量では捉えられなかった特徴を把握することができる [25]。 
図 20に Joint HOG特徴量を用いた物体検出の概念図を示す。また、参考として図 21に
HOG特徴量を用いた物体検出の概念図を示す。 
 
  
図20 Joint HOG特徴量を用いた物体検出の
概念図 [26] 
図 21 HOG特徴量を用いた物体検出の概
念図 [26] 
 
 
2.2.6 R-CNNを用いた手法 
 
R-CNNを用いた物体検出では、事前に Selective searchで物体候補領域を検出し、検出
した候補領域を AlexNet及び VGGNetに入力して物体検出を行う[3]。ここで、Selective 
searchとは、セグメンテーション情報を繰り返しグループ化して物体候補を大まかに細分
化し、物体候補領域を特定する手法である。R-CNNは Selective searchで検出した領域に
対して、リサイズ処理を加えてから CNNに渡すため、候補領域が多ければ多いほど計算コ
ストが高くなるというデメリットがある。この R-CNNの最も計算コストが高い畳み込み処
理の回数を減らして高速化を図った CNNが Fast R-CNNである。 
Fast R-CNNは、入力画像に対して Selective searchで物体候補領域を検出し、画像全体
に対して重みフィルタを畳み込み、得られた特徴マップ上に先ほどの物体候補領域の位置
を反映して該当する領域の特徴マップのみを切り出して全結合層に入力する[3]。このよう
に、Fast R-CNN は物体候補領域の検出処理と領域認識処理の２つに分かれるため、
R-CNNよりは高速なものの依然として計算コストが高いという欠点がある。 
Faster R-CNNは Fast R-CNNを基に物体候補領域を RPN （Region Proposal Network）
により行うモデルである。RPNにより、Fast R-CNNではできなかった物体候補領域検出
と領域認識の同時処理が可能になり、より高速な物体検出を行うことができる。Faster 
R-CNNではFast R-CNNのように入力画像に対して Selective searchで物体候補領域を検
出し、画像全体に対して重みフィルタを畳み込んだ後に、得られた特徴マップからアンカ
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ーと呼ばれる検出手法を用いて物体検出を行う。アンカーとは、ある領域を中心として複
数の形の検出ウィンドウを当てはめて、ラスタキャンする検出手法である[3]。 
 以下の図 22に、Fast R-CNNおよび Faster R-CNNの概念図を示す。 
 
 
図 22 Fast R-CNNおよび Faster R-CNNの概念図 [3] 
 
 
2.2.7 SSDを用いた手法 
 SSDは Single Shot MultiBox Detectorの略である。SSDを用いた手法では、浅い層で
はスケールの小さな物体候補を、深い層ではスケールの大きい物体候補を検出している。
これは、浅い層であるほどプーリングによる特徴マップの縮小の度合いが小さいことを利
用しているためである。また、SSDはエンドトゥエンドで学習可能なネットワークであり、
高い検出精度を実現することができる[3]。以下の図 23に SSDの概念図を示す。 
 
 
図 23 SSDの概念図 [3] 
 
 
2.2.8 YOLOv2を用いた手法 
 
YOLOv2はリアルタイム人物検出システムであり、R-CNNの 1000倍、Fast R-CNNの
100倍高速な物体検出手法である[27]。YOLOv2による物体検出はグリッドベースで行われ、
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画像を領域分割して、各領域におけるバウンディングボックスおよび確率を予測する。YO
LOv2では画像を入力すると、物体カテゴリと Bounding Boxの位置とスコアが出力され
る。カテゴリ数の多さや検出速度は優れているものの、グリッド内で識別できるクラスが 1
つ且つ検出できる物体数が 2つまで等といった欠点も見られる。そのため、1つのグリッド
内にオブジェクトが 3つ以上映っている画像には不向きである[3]。図 24に YOLOv2の概
念図を示す。 
 
 
図 24 YOLOv2の概念図[3] 
 
YOLOv2のプログラムは GitHub上で公開されている[28]。実際に YOLOv2を動かして
物体検出を行った結果を図 25に示す。また、参考としてHOG特徴量を用いて物体検出を
行った結果を図 26に示す。 
 
  
図 25 YOLOv2を用いた場合の 
物体検出結果 
図 26（参考）HOG特徴量を用いた場合の 
物体検出結果 
 
本章は文献文献[高橋沙季 et.: ”CNNを用いた画風変換による物体検出精度の改善"]に基づ
いている 
 
 
第3章 一般的な画像鮮明化手法 
 
第 2章に述べたように、Deep Learningを用いた物体検出手法が提案されて以降、画像
に写る物体の検出精度は飛躍的に向上している。しかし夜間や悪天候時に撮影された不鮮
明画像の場合には、物体検出処理を行う前に一度画像の鮮明化を行う必要がある。 
本章では、不鮮明画像の中でも特に HAZE発生時に撮影された画像および夜間に撮影さ
れた画像を扱う。HAZEとは気象用語であり、主に霧や靄を指す用語である。 
以下に、不鮮明画像の一般的な鮮明化手法の一例として、線形濃度変換を用いた手法、
非線形濃度変換（ガンマ補正）を用いた手法、ヒストグラム平均化を用いた手法、鮮明化
機器を用いた手法、Local Contrast強調を用いた手法について述べる。 
 
 
3.1  線形濃度変換を用いた鮮明化手法 
 
 この手法は、線形濃度変換を利用して不鮮明画像の鮮明化する手法である。線形濃度変
換では、以下の式(16)に従って画像を変換する[29]。 
 
 z′ = a𝑧 + 𝑏 式(16) 
 𝑧:入力画像の輝度値  
 𝑧′:  出力画像の輝度値  
 𝑎: 𝑔𝑎𝑖𝑛  
 𝑏:   𝑏𝑖𝑎𝑠  
 
式(16)における a, b値を指定することにより、元の画像の輝度値が変化するように画像
を変換することができる。出力画像は a=1 b=0では変化せず、bの値により輝度値が底上
げされる。図 27に aを 1から 3、bを 0から 100まで変化させた場合のトーンカーブを示
す。また、線形濃度変換の変換画像例およびそのヒストグラムを以下の図 28に示す。 
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図 27 線形濃度変換のトーンカーブ例 
 
    
(a) a=1.0 b=0 (d) a=1.0 b=100 
    
(b) a=2.0 b=0 (d) a=2.0 b=100 
    
(c) a=3.0 b=0 (e) a=3.0 b=100 
図 28 線形濃度変換の変換結果画像およびヒストグラム 
 
 
3.2  非線形濃度変換（ガンマ補正）を用いた鮮明化手法 
 
 この手法は、非線形濃度変換（γ補正）を利用して不鮮明画像の鮮明化を行う[30]。非線
形濃度変換では、以下の式(17)に従って画像を変換する。 
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z′ = (
𝑧
255
)
1
𝛾
× 255 
式(17) 
 𝑧:入力画像の輝度値  
 𝑧′:  出力画像の輝度値  
 𝛾: ガンマ値  
 
式(17)におけるγ値を指定することにより、元の画像の輝度値が変化するように画像を変
換することができる。出力画像は γ=1では変化せず、γ<1では暗く、γ>1では明るくなる。
図 29にγを変化させた場合のトーンカーブを示す。また、非線形濃度変換の変換画像例お
よびそのヒストグラムを以下の図 30に示す。 
 
図 29 非線形濃度変換（γ補正）のトーンカーブ例 
 
    
(a) γ=0.5 (d) γ=3.0 
    
(b) γ=1.0 (d) γ=5.0 
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(c) γ=2.0 (e) γ=10.0 
図 30 非線形濃度変換の変換結果画像およびヒストグラム 
 
 
3.3  ヒストグラム平均化を用いた鮮明化手法 
 
 この手法は、ヒストグラム均一化を利用して不鮮明画像の鮮明化を行う手法である。ヒ
ストグラム均一化では、以下の式(18)に従って画像を変換する[31]。 
 
 
𝑔(𝑎, 𝑏) = 𝐼𝑁𝑇
(
 
 
𝑆(𝑓(𝑎, 𝑏))
𝐴 × 𝐵 −𝑚𝑖𝑛(
𝑆(𝑓(𝑎, 𝑏))
𝐴 × 𝐵 )
1 −𝑚𝑖𝑛(
𝑆(𝑓(𝑎, 𝑏))
𝐴 × 𝐵 )
(𝐶 − 1)
)
 
 
 
式(18) 
 𝑓(𝑎, 𝑏), 𝑔(𝑎, 𝑏)：処理前後の輝度値  
 𝑆(𝑓(𝑎, 𝑏))：𝑓(𝑎, 𝑏)までの累積度数  
 𝐴 × 𝐵：総画素数  
 𝐶：輝度値の階調数(256)  
 
ヒストグラム均一化は、画像のヒストグラムの累積度数のグラフを取った時に、傾きが
一定になるように画像を変換する処理である[31]。この処理は輝度値が偏っている画像に特
に有効であるとされている。以下の図 31に、ヒストグラム均一化の変換画像例およびその
ヒストグラムを示す。 
 
 
 
 
 
(a) 原画像 (d) ヒストグラム均一化後 
図 31 ヒストグラム均一化の変換結果画像およびヒストグラム 
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3.4  ダークチャネルを用いた鮮明化手法 
 
 この手法は、CVPR2009にてHeらによって発表された論文“Single Image Haze Re
moval Using Dark Channel Prior”[7]で提案された手法である。画像からHAZEを除去
する手法の中で最も代表的な手法の一つである。 
本手法ではHAZE画像モデルを利用して、HAZE除去を行う。HAZE画像モデルにより、
HAZE画像は以下の式(19)で表される。 
 
 𝐼(𝑥) = 𝐽(𝑥)𝑡(𝑥) + 𝐴(1 − 𝑡(𝑥)) 式(19) 
 𝑥: 画素位置  
 𝐼(𝑥): HAZE画像  
 𝐽(𝑥):鮮明画像（HAZE 除去画像）  
 𝑡(𝑥):透過マップ  
  𝐴:環境光  
 
このHAZE画像モデルを利用してHAZE画像から鮮明画像を得るためには、式(19)で鮮
明画像𝐽(𝑥)を明らかにする必要がある。しかし、式(19)では未知数が多数存在するため、式
を解くために仮定や前提条件を設ける必要がある。そこで、Heらはダークチャネル処理を
利用してHAZE画像モデルから鮮明画像を得る手法を提案している。 
Heらの手法では、屋外の HAZE無し画像の統計に基づいてダークチャネル処理を利用し、
HAZE画像の空領域から環境光を推定する[7]。次に、HAZE状況下で光がどの程度散乱な
くカメラに到達するのかを示す透過マップを推定し、最後に求めた環境光および透過マッ
プの値を利用して式(19)より鮮明画像を復元する。 
以下の 3.4.1～3.4.3に、HAZE画像モデル、ダークチャネル処理、本手法の流れについ
て詳細に述べる。 
 
 
3.4.1 HAZE画像モデル 
 
 HAZE画像モデルは、以下の式(20)で表される。𝑡(𝑥)は透過マップであり、光が霧や靄の粒
子に散乱されずにカメラまで到達する度合いを示す。また、𝐴は環境光である。式(20)の𝐽(𝑥)𝑡
(𝑥)は直接減衰と呼ばれ、情景情報が散乱なくカメラに到達する度合いを意味する。また𝐴(
1 − 𝑡(𝑥))は環境光がHAZE画像に及ぼす影響の度合いを意味する。 
 
 𝐼(𝑥) = 𝐽(𝑥)𝑡(𝑥) + 𝐴(1 − 𝑡(𝑥)) 式(20) 
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 𝑥: 画素位置  
 𝐼(𝑥):HAZE画像  
 𝐽(𝑥):鮮明画像（HAZE 除去画像）  
 𝑡(𝑥):透過マップ  
  𝐴:環境光  
 
 透過マップは上述の通り、光が霧や靄の粒子に散乱されずにカメラまで到達する度合いを
意味しており、次式(21)で表される。 
 𝑡(𝑥) = 𝑒−𝛽d(x) 式(21) 
 𝛽: 環境光の散乱係数  
 𝑑(𝑥):物体からカメラまでの距離  
 
 光が通過する距離が長いと環境光による減衰が大きくなるため、透過マップは物体が近
くに写っている場合には値が大きく、物体が遠くに写っている場合には値が小さくなる。H
AZE画像において透過マップはHAZE濃度を表し、透過マップが小さい場合は HAZE濃
度が低いことから近景、透過マップが大きい場合には HAZE濃度が高いことから遠景であ
ると推測することができる[32]。 
 
 
3.4.2 ダークチャネル処理 
 
 ダークチャネルとは、画素位置𝑥を中心とする局所領域における𝐼の色チャネルの最小値の
ことである。Heらはダークチャネルを次式(22)のように定義している[32]。 
 
 𝐼𝑑𝑎𝑟𝑘(𝑥) = 𝑚𝑖𝑛c∈{r,g,b}(𝑚𝑖𝑛𝑦∈Ω(𝑥)𝐼
𝑐(𝑦)) 式(22) 
 𝐼𝑐: 𝐼の色チャネル  
 Ω(𝑥): 𝑥を中心とする局所領域  
 
ダークチャネルは「屋外のHAZE無し画像において、画像の空領域以外の領域のほとん
どでは、少なくとも一つの色チャネルの強度が非常に低い」という仮定に基づいている。H
eらは、5000枚の日中のHAZE無し画像を用いた実験を行った際に、全画素の約 75%はダ
ークチャネル強度が 0、90%はダークチャネル強度が 25未満となった結果を踏まえてこの
仮定を立てている。一方HAZE画像の場合は環境光が加わるため、鮮明画像よりも明るく
なり、ダークチャネル強度は高くなる[32]。ゆえにダークチャネル強度はHAZE濃度を意
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味し、ダークチャネル強度が強い場合にはHAZE濃度が高く、ダークチャネル強度が低い
場合にはHAZE濃度が低いと推測することができる。 
 
 
3.4.3 本手法の流れ 
 
 本手法の流れを、①環境光の推定、②透過マップの推定、③鮮明画像の復元の三ステッ
プに分けて述べる。 
 
＜＜ステップ１：環境光の推定＞＞ 
 
 Heらの手法では、環境光を推定するために空領域の色情報を利用している。このように、
環境光推定に空領域の情報が必要になる理由を以下に述べる。 
 3.4.1ではHAZE画像モデルについて述べた。この HAZE画像モデルにダークチャネル
を適用した場合、次式(23)で表現される。 
 
 𝐼𝑑𝑎𝑟𝑘(𝑥) = 𝐽𝑑𝑎𝑟𝑘(𝑥)𝑡(𝑥) + 𝐴𝑐(1 − 𝑡(𝑥)) 式(23) 
 𝑥:画素位置  
 𝐼𝑑𝑎𝑟𝑘(𝑥):HAZE画像のダークチャネル  
 𝐽𝑑𝑎𝑟𝑘(𝑥):鮮明画像のダークチャネル  
 𝐴𝑐:環境光の色チャネル  
 
 鮮明画像のダークチャネルはほとんどが輝度値 0であることから、式(23)は次式(24)のよ
うに書き換えることができる。 
 
 𝐼𝑑𝑎𝑟𝑘(𝑥) ≈ 𝐴𝑐(1 − 𝑡(𝑥)) 式(24) 
 
 これを基に、次式(25)の透過マップを推定する式が得られる。 
 
 𝑡(𝑥) ≈ 1 − 𝐼𝑑𝑎𝑟𝑘(𝑥)/𝐴𝑐 式(25) 
 
 またHAZE画像の空領域は距離が無限遠であるとすると、空領域の透過マップ𝑡(𝑥)は
ほぼ 0になり、次式(26)のように環境光𝐴の値は空領域の色と等しいということができる。
これが環境光を空領域の情報から推定することができる理由である。 
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なお空領域の特定にあたっては、𝐼𝑑𝑎𝑟𝑘の上位 0.1%の高強度画素を抽出し、HAZE画像の
輝度値が最も高い画素を選出する必要がある[32]。 
 
 𝐴𝑐 = 𝐼𝑑𝑎𝑟𝑘(𝑥) 式(26) 
 
＜＜ステップ２：透過マップの推定＞＞ 
 透過マップを推定するためには、まず入力HAZE画像から、局所領域のHAZE濃度を示
す粗マップを得る。次に、詳細なエッジ情報を示す詳細マップを得て、得られた二つのマ
ップから各画素のHAZE濃度を表す透過マップを合成する。 
以下にその詳細を述べる。粗マップとは局所領域に基づくダークチャネルのことであり、
式(27)で表される。一方HAZE画像のエッジ詳細情報を表す詳細マップは式(28)で表される。 
 
 𝑀𝑐𝑜𝑎𝑟𝑠𝑒(𝑥) = 𝑚𝑖𝑛𝑐∈{𝑟,𝑔,𝑏}(𝑚𝑖𝑛𝑦∈Ω(𝑥)𝐼
𝑐(𝑦)) 式(27) 
 
 𝑀𝑓𝑖𝑛𝑒(𝑥) = 𝑚𝑖𝑛𝑐∈{𝑟,𝑔,𝑏} 𝐼
𝑐(𝑥) 式(28) 
 
透過マップを得るためには、これらの粗マップと詳細マップを合成する必要がある。合
成マップは式(29)に示すとおり、詳細マップのブロックの最大値と、詳細マップの位置 xに
ある画素値とを比べて、小さいほうを選び出すことによって算出される[32]。 
また、合成マップから透過マップを導き出すことができ、式(30)で表される。なお、ωは
画像のHAZE除去の度合いを表すパラメータであり、0より大きく 1未満である。一般的
にこの値は 0.9が適切とされている。 
 
 𝑀𝑡(𝑥) = min(max𝑦∈Ω(𝑥)𝑀
𝑐𝑜𝑎𝑟𝑠𝑒(𝑦),𝑀𝑓𝑖𝑛𝑒(𝑥)) 式(29) 
 𝑡(𝑥) = 1 − ω𝑀𝑡(𝑥)/𝐴 式(30) 
 
＜＜ステップ３：鮮明画像の復元＞＞ 
 環境光と透過マップを推定し終えたら、最後に次式(31)により鮮明画像を復元する。 
 
 
𝐽(𝑥) =
𝐼(𝑥) − 𝐴
max(𝑡(𝑥), 𝑡0)
+ 𝐴 
式(31) 
 𝑡0:0による除算を避けるための定数値  
 
このように、空領域の色情報から環境光を推定し透過マップを推定した上で、求めた値
をHAZE画像モデルに代入することにより、HAZE画像から鮮明画像を復元できる。 
31 
 
 
 
 以下の図 32に、HAZE画像、HAZE画像のダークチャネル画像、HAZE画像の透過マ
ップ画像、鮮明画像の例を示す。 
 
  
HAZE画像 HAZE画像のダークチャネル画像 
  
HAZE画像の透過マップ画像 鮮明画像 
図 32 ダークチャネルを用いた HAZE除去に関する画像例 
 
 
3.5 鮮明化機器を用いた鮮明化手法 
 
 この手法は、市販の鮮明化機器を用いて不鮮明画像を鮮明化する手法である。代表的な
鮮明化機器の例として、INFOTECH社の Red Super Eye G2 [33][34]を挙げる。図 33
の Red Super Eye G2は、濃霧や雨などの悪天候映像、夜間などの光量不足映像、西日等
の逆光映像など、悪条件下で撮影された映像の鮮明化が可能である。映像の状態を自動で
把握し濃度ヒストグラムの平均化処理や色情報処理を行うため、複雑なパラメータ設定が
不要な点が大きな特徴である[35]。鮮明化機器を用いて鮮明化を行った例を図 34に示す。 
 
 
図 33  鮮明化機器 Red Super Eye G2 [34] 
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原画像 鮮明化後画像 
図 34 鮮明化機器を用いた鮮明化例[10] 
 
 
3.6 Local Contrast強調処理を用いた鮮明化手法 
 
 この手法は、Local Contrast強調処理を用いて画像を鮮明化する手法である。Local Co
ntrast強調処理は、強いエッジを保持しながら細かな部分を増加させて局所的なコントラ
ストを強調する処理である[36]。 
 パラメータ値は、そのまま保持する強いエッジの最小強度の振れ幅を示す Edge 
threshold、必要な強調量を示す Amountの 2種類である。以下の図 35に Edge threshold
および Amountを変化させて Local Contrast強調を行った結果を示す。 
 
    
Edge threshold=0 
Amount=0 
Edge threshold=0.33 
Amount=0 
Edge threshold=0.66 
Amount=0 
Edge threshold=1 
Amount=0 
    
Edge threshold=0 
Amount=1 
Edge threshold=0.33 
Amount=1 
Edge threshold=0.66 
Amount=1 
Edge threshold=1 
Amount=1 
図 35  Local Contrast強調の実行結果例 
 
図 35上段の画像を見ると、Amountの値が 0であるため Edge thresholdの値を変化さ
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せても画像に変化が見られない。一方、下段の画像では、Amount が 0 以外の値を取って
いるため Edge thresholdの値を大きくするにつれて画像の強調量も増えている。また、各
列を見てみると、上段と下段では Edge threshold の値に変化は無いが、下段のほうが
Amountの値が大きいため画像の強調量が増えているのが分かる。 
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第4章 画風変換を用いた画像鮮明化の提案 
 
4.1 概要 
 
 本研究では、画風変換を用いた不鮮明画像の画像鮮明化を提案する。本手法では、画風
変換の特性を活かし、入力コンテンツ画像を不鮮明画像、入力スタイル画像を晴れの日の
昼間に撮影した画像として画風変換を行うことにより、不鮮明画像を晴れの日の昼間に撮
影したような画像に変換して、鮮明化を図る。また、鮮明化だけでなく、不鮮明画像に写
っている物体の検出精度向上も試みる。 
 
 
4.2 画風変換を用いた画像鮮明化の提案 
 
 本研究では、画風変換による不鮮明画像の鮮明化および物体検出精度向上を図る。本来、
画風変換は変換された画像の美しさを楽しむためや、どのような画像が生成されるのかを
楽しむために使用されており、画像の鮮明化に使用されることはない。しかし、本研究で
は図 36のように画風変換を利用して、入力コンテンツ画像を不鮮明画像、入力スタイル画
像を晴れの日の昼間に撮影した画像とすることにより、任意の不鮮明画像を晴れの日の昼
間に撮影した画像風に変換する。さらには、不鮮明画像に写っている物体の検出精度向上
も試みる。画風変換を行うにあたっては図 37に示す Johnson氏らのモデル[9]を用いる。 
 
不鮮明画像 
時間帯、場所、天候を問わ
ない任意の画像 
スタイル画像 
晴れの日の昼間に撮影した人
物が鮮明に写っている画像 
画風変換後画像 
コンテンツ画像をスタイ
ル画像風に変換した画像 
物体検出画像 
画風変換後画像を利用し
て物体を検出した画像 
    
図 36 画風変換を用いた不鮮明画像鮮明化および物体検出のイメージ 
 
画風
変換 
物体
検出 
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図 37 本研究で用いる画風変換モデル（Johnson氏らのモデル）[9] 
 
 5章の 5.3～5.5における実験では、以下の図 38の画像をスタイル画像とする。図 38の
スタイル画像は、晴れの日の昼間に大学のキャンパス内で撮影した画像である。 
不鮮明画像の鮮明化を画風変換を用いて行う場合、晴れの日の昼間風に変換するわけで
はなく、あくまでも図 38の画像風に変換する点に注意が必要である。画風変換はスタイル
画像とコンテンツ画像を損失計算ネットワークに入力し、その画素値から得られる情報を
基に計算を行うため、入力するスタイル画像が異なれば画風変換結果にも大きな違いが生
じる。したがって、たとえスタイル画像に晴れの日の昼間に撮影した画像を用いたとして
も図 38と別画像であれば同一の結果は得られず、その時に用いたスタイル画像風に変換さ
れることとなる。 
 
 
図 38 5.3～5.5節の実験で用いるスタイル画像 
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第5章 実験 
 
5.1 概要 
 
 本提案手法の有効性を確認するため、画風変換を用いた不鮮明画像鮮明化に関する実験
を行った。 
 5.2 には実験環境および実験使用画像について述べる。5.3 では本提案手法を用いて不鮮
明画像に対し画風変換処理を用いて鮮明化を行った結果を示す。ここで、不鮮明画像は
HAZE画像と夜間画像の 2パターンを用意する。5.4では、5.3の結果画像に対して物体検
出処理を行った結果を示す。さらに、5.5では鮮明化後画像の画質評価結果を示し、最後に
5.6でスタイル画像の違いが及ぼす実験結果への影響について比較結果を示す。 
 
 
5.2 実験環境と実験使用画像 
 
5.2.1 実験環境 
 
 本実験は、OSが Ubuntu 16.04LTS、CPUが Intel(R) Xeon(R)E5-2630 @2.30GHz、GPU
が NVIDIA Corporation Device 1c82(rev al)のマシンを用いて行った。また、ソフトウェア
は Chainer1.24.0および Python3.5.2を使用している。  
 
5.2.2 実験使用画像 
 
 本実験に使用する不鮮明画像は、HAZE 画像および夜間画像である。HAZE 画像は、イ
ンターネット上で公開されている Haze Level Estimation Dataset[37]、FRIDA[38]、
FRIDA2[38]からダウンロードした画像を使用する。一方、夜間画像には、自分で撮影した
画像の他、Microsoft COCO dataset[10]に含まれる夜間画像を使用する。 
 
 
5.3 実験 1：画風変換による不鮮明画像の鮮明化 
 
4.2節で示した、画風変換を用いた不鮮明画像鮮明化手法に対する有効性を確認するため、
実験を行った。以下に、3章で述べた他の鮮明化手法と比較する形で、実験結果をまとめる。
また、5.3.1 には HAZE 画像の鮮明化実験結果を、5.3.2 には夜間画像の鮮明化実験結果を
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述べる。 
 
5.3.1 HAZE画像の鮮明化実験結果 
 
HAZE発生時に撮影された画像に対して画風変換を行った際の実験結果を以下の図 39に
示す。また、一般的な鮮明化手法の例である線形濃度変換手法、非線形濃度変換手法（γ
補正）、ヒストグラム平均化手法、ダークチャネルを用いた手法、鮮明化機器を用いた手
法、Local Contrast強調を用いた手法による各実験結果も併せて示す。 
 
 鮮明化結果例 1 鮮明化結果例 2 鮮明化結果例 3 
 
原画像 
   
(1) 
画風変換 
   
(2) 
線形濃度変換 
   
(3) 
非線形濃度変
換（γ変換）    
(4) 
ヒストグラム
平均化    
(5) 
ダークチャネ
ル手法    
(6) 
鮮明化機器 
   
(7) 
Local 
Contrast強調    
図 39 各鮮明化手法による HAZE画像の鮮明化結果[39][40] 
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5.3.2 夜間画像の鮮明化実験結果 
 
夜間時に撮影された画像に対して画風変換を行った際の実験結果を以下の図 40に示す。
また、一般的な鮮明化手法の例である線形濃度変換手法、非線形濃度変換手法（γ補正）
、ヒストグラム平均化手法、ダークチャネルを用いた手法、鮮明化機器を用いた手法、Lo
cal Contrast強調を用いた手法による各実験結果も併せて載せている。 
 
 鮮明化結果例 1 鮮明化結果例 2 鮮明化結果例 3 
 
原画像 
   
(1) 
画風変換 
   
(2) 
線形濃度変換 
   
(3) 
非線形濃度変
換（γ変換）    
(4) 
ヒストグラム
平均化    
(5) 
ダークチャネ
ル手法    
(6) 
鮮明化機器 
   
(7) 
Local 
Contrast強調    
図 40 各鮮明化手法による夜間画像の鮮明化結果 
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5.3.3 実験結果のまとめ 
5.3.1および 5.3.2の結果より推測できることを表 2に示す。 
 
表 2 5.3.1及び 5.3.2の鮮明化結果のまとめ 
 HAZE発生時 夜間時 
画風変換 ○事前パラメータ値設定が不要 
○物体がくっきりと見える 
×太陽光が差し込む方向がぼやける 
○事前パラメータ値設定が不要 
○コントラストの強い視認性の良い画像
が得られる 
×変換後は原画像の色味が失われる 
線形濃度 
変換 
×原画像とほぼ変化無し 
×画像ごとに最適なパラメータ値を設定
するのが困難 
○原画像の色味が失われない 
×画像ごとに最適なパラメータ値を設定
するのが困難 
非線形濃度
変換（γ補
正） 
×原画像とほぼ変化無し 
×画像ごとに最適なγ値を設定するのが
困難 
○原画像の色味が失われない 
○照明の周りの白飛びが少ない 
×画像ごとに最適なγ値を設定するのが
困難 
ヒストグラ
ム平均化 
○事前パラメータ値設定が不要 
×コントラストが強く、視認性が悪い 
×太陽光が差し込む方向がぼやける 
○事前パラメータ値設定が不要 
○コントラストの強い視認性の良い画像
が得られる 
×照明の周りが白飛びする 
ダークチャ
ネルを用い
た手法 
〇事前のパラメータ設定が不要 
×空領域の色から環境光を推定するた
め、空領域が見えていない画像では鮮明
化効果が低い 
〇事前のパラメータ設定が不要 
×夜間画像は鮮明化できない（もともと
HAZE発生時等の白っぽい不鮮明画像を
想定しているため） 
鮮明化機器 〇事前のパラメータ設定が不要 
〇検出したい物体が遠くに写っている場
合に特に有効 
×コントラスト強度があまり強くない 
〇事前のパラメータ設定が不要 
×コントラスト強度が画風変換・ヒスト
グラム平均化と比べて弱い 
Local 
Contrast
強調 
○物体がくっきりと見える 
×太陽光が差し込む方向がぼやける 
×画像ごとに最適なパラメータ値を設定
する必要がある 
×夜間画像は鮮明化できない 
×画像ごとに最適なパラメータ値を設定
する必要がある 
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表 2より、画風変換による画像鮮明化の優位性は画像ごとの事前パラメータ値設定が不
要である点、不鮮明画像の撮影場所や撮影時間帯に捉われる必要がない点、出力画像のコ
ントラストが高く視認性が良い点であると考えられる。 
一方で、画風変換による画像鮮明化の問題点として、出力画像では原画像の色味が失わ
れる点や、光が差し込む方向がぼやける点が挙げられる。原画像の色味が失われる理由は
、画風変換では出力画像が原画像だけでなくスタイル画像の色味にも影響されるためであ
ると考える。 
 
5.4 実験 2：鮮明化後画像を用いた物体検出 
 
 5.3では、画風変換による不鮮明画像の鮮明化実験について述べた。本節では、鮮明化後
画像を用いた物体検出について、3章で述べた他の鮮明化手法と比較する形で、実験結果を
まとめる。5.4.1 では HAZE 画像の鮮明化画像の物体検出結果について述べ、5.4.2 では夜
間画像の鮮明化画像の物体検出結果について述べる。 
 
5.4.1 HAZE画像の鮮明化画像の物体検出結果 
 
HAZE発生時に撮影された画像に対して画風変換を行ったのちに物体検出処理を行った
結果を以下の図 41に示す。また、一般的な鮮明化手法の例である線形濃度変換手法、非線
形濃度変換手法（γ補正）、ヒストグラム平均化手法、ダークチャネルを用いた手法、鮮
明化機器を用いた手法、Local Contrast強調を用いた手法による各実験結果も示す。 
 
 鮮明化画像の 
物体検出結果例 1 
鮮明化画像の 
物体検出結果例 2 
鮮明化画像の 
物体検出結果例 3 
 
原画像 
   
(1) 
画風変換 
 
77%,82% 
 
0% 
 
50% 
(2) 
線形濃度変換 
 
73%,73% 
 
0% 
 
0% 
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(3) 
非線形濃度変
換（γ変換）  
72%,75% 
 
0% 
 
0% 
(4) 
ヒストグラム
平均化  
72%,75% 
 
0% 
 
0% 
(5) 
ダークチャネ
ル手法  
64% 76% 
 
0% 
 
0% 
(6) 
鮮明化機器 
 
75%,81% 
 
0% 
 
0% 
(7) 
Local 
Contrast強調  
77%,81% 
 
68% 
 
58% 
図 41 各手法によるHAZE鮮明化画像の物体検出結果 
 
 
5.4.2 夜間画像の鮮明化画像の物体検出結果 
 
夜間時に撮影された画像に対して画風変換を行ったのちに物体検出処理を行った結果を
以下の図 42に示す。また、一般的な鮮明化手法の例である線形濃度変換手法、非線形濃度
変換手法（γ補正）、ヒストグラム平均化手法、ダークチャネルを用いた手法、鮮明化機
器による手法、Local Contrast強調を用いた手法による各実験結果も併せて載せている。 
 
 鮮明化画像の 
物体検出結果例 1 
鮮明化画像の 
物体検出結果例 2 
鮮明化画像の 
物体検出結果例 3 
 
原画像 
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(1) 
画風変換 
 
59%,66% 
 
0% 
 
0% 
(2) 
線形濃度変換 
 
58%,62% 
 
0% 
 
0% 
(3) 
非線形濃度変
換（γ変換）  
54%,59% 
 
0% 
 
0% 
(4) 
ヒストグラム
平均化  
51%,53% 
 
0% 
 
0% 
(5) 
ダークチャネ
ル手法  
0% 
 
0% 
 
0% 
(6) 
鮮明化機器 
 
68%,59% 
 
0% 
 
0% 
(7) 
Local 
Contrast強調  
0% 
 
0% 
 
0% 
図 42 各鮮明化手法による夜間鮮明化画像の物体検出結果 
 
 
5.4.3 実験結果のまとめ 
 
5.4.1および 5.4.2の結果を見ると、HAZE画像に関しては画風変換手法およびLocal Co
ntrast強調処理による鮮明化後画像の物体検出精度が、他手法と比べて高い結果となった
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。画風変換および Local Contrast強調処理による鮮明化では共に強調効果が見られるため
、物体が背景と分離され物体検出精度が高くなったと考えられる。また、画風変換手法は
画像ごとに最適なパラメータ値を設定する必要がない。この点が、Local Contrast強調処
理と比べた時のアドバンテージの一つである。 
 一方、夜間画像に関しては画風変換手法および鮮明化機器による鮮明化後画像の物体検
出精度が、他手法と比べて高い結果となった。HAZE画像ではLocal Contrast強調処理が
優れていたが夜間画像に対しては同様の結果とならなかった。 
 
 
5.5 実験 3：鮮明化後画像の画質評価結果 
 
 本節では、鮮明化後画像の画質評価実験について述べる。5.5.1では、不鮮明画像の画質
を基に画質評価を行う。5.5.2では鮮明画像（HAZE無し画像）を基に画質評価を行う。 
 
5.5.1 不鮮明画像を基にした鮮明化後画像の画質評価 
①画風変換手法②Heらが提案したダークチャネルを用いた手法③鮮明化機器を用いた手
法④Local Contrast強調処理を用いた手法により鮮明化した画像を、不鮮明画像（HAZE
画像）と比較する形で画質評価を行った。画質評価には PSNRを用いている。表 3に画質
評価結果および物体検出結果を示す。 
 
表 3 各手法による鮮明化後画像の画質評価結果及び物体検出結果の比較 
（PSNRの比較対象：不鮮明画像） 
不鮮明画像 画風変換手法 ダークチャネル
を用いた手法 
鮮明化機器 Local Contrast
強調 
 
 
 
PSNR=17.3927 
Car: 79% 
 
13.4090 
Car: 62% 
 
18.7642 
Car: 76% 
 
15.5681 
Car: 78% 
  
15.7413 
 
12.5078 
 
16.4618 
 
11.6497 
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Car: 79% Car: 76% Car: 75% Car: 78% 
  
17.9031 
Car: 81% 
 
13.9094 
未検出 
 
15.5960 
Car: 78% 
 
17.5691 
Car: 81% 
  
21.5935 
Car: 74% 
 
14.5120 
Car: 81% 56% 
 
14.8782 
Car:83%58%69% 
 
19.1082 
Car: 79% 51% 
 
 
5.5.2 本来の鮮明画像（HAZE無し画像）を基にした鮮明化後画像の画質評価 
 
次に、①不鮮明画像（HAZE画像）②画風変換手法③Heらが提案したダークチャネルを
用いた手法④鮮明化機器を用いた手法⑤Local Contrast強調処理を用いた手法により鮮明
化した画像を、本来の鮮明画像（HAZE無し画像）と比較する形で画質評価を行った。画
質評価には PSNRを用いている。表 4に画質評価結果および物体検出結果を示す。 
 
表 4 各手法による鮮明化後画像の画質評価結果及び物体検出結果の比較 
（PSNRの比較対象：本来の鮮明画像） 
本来の鮮明
画像（HAZE
無し画像） 
HAZE画像 画風変換 
手法 
ダークチャ
ネルを用い
た手法 
鮮明化機器 Local Contr
ast強調 
  
PSNR= 
11.8804 
 
10.6276 
Car: 79%: 
 
12.9562 
Car: 62% 
 
12.5770 
Car: 76% 
 
10.3746 
Car: 78% 
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10.2356 10.2747 
Car: 79% 
13.4500 
Car: 76% 
12.4193 
Car: 75% 
13.1286 
Car: 78% 
  
9.4421 
 
 
11.1222 
Car: 81% 
 
11.3842 
未検出 
 
12.1796 
Car: 78% 
 
9.7211 
Car: 81% 
  
13.4625 
 
 
14.1002 
Car: 74% 
 
15.1079 
Car:81%56% 
 
12.2042 
Car:83%58%
69% 
 
12.3810 
Car:79%51% 
 
表 3および表 4の結果から、PSNR値が高いほど物体検出精度が高いという結果ではな
いことが分かる。また、各表 4段目の画像(車が遠くに 3台写っている画像)では、1台しか
検出できていない画風変換手法よりも、3台全て検出できている鮮明化機器のほうが PSNR
は低い。この結果例からも、鮮明化後画像の物体検出精度と PSNR値には相関が見られな
いことがわかる。 
 
 
5.6 実験 4：スタイル画像の違いが及ぼす実験結果への影響 
  
 実験 1 から実験 3 では、画風変換する際のスタイル画像に一貫して同一の画像を用いて
きた。本実験では、様々な画像を用いて画風変換を行い、スタイル画像の違いが及ぼす実
験結果への影響について比較実験を行う。 
 実験にあたっては、画素位置の違いによる影響、カラーバリエーションの違いによる影
響、ヒストグラム分布の違いによる影響の３つの観点から比較を行う。 
 
5.6.1 画素位置の違いによる影響 
 
 本節では、ある画像を反転処理等して画素位置を変え、それぞれスタイル画像として画
風変換した際に結果にどのような違いが生じるかを確認するための実験を行う。5.6.1.1に
は画風変換結果の違いを、5.6.1.2には物体検出結果の違いをまとめる。 
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5.6.1.1 画素位置の違いによる画風変換結果への影響 
 
 はじめに、あるスタイル画像を反転処理等して画素位置を変えた画像を用意し、それぞ
れをスタイル画像として画風変換した際に、画風変換結果にどのような影響を及ぼすのか
を確認する。図 43に、スタイル画像の画素位置の違いによる画風変換結果への影響を示す。 
 
 コンテンツ画像 
    
 
 
 
 
 
 
 
ス
タ
イ
ル
画
像 
     
     
     
 
 
   
 
 
   
 
 
   
 
 
  
 
 
 
  
 
図 43 スタイル画像の画素位置の違いによる画風変換結果への影響 
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 図 43より、スタイル画像を反転等して画素位置を変えて画風変換を行ったところ、出力
画像にも目視で若干の差が見られた。この結果から、スタイル画像の画素位置は出力画像
に影響することを確認した。このような結果になった原因は、スタイル画像を損失計算ネ
ットワークに入力する際に、画素位置順に値が入力されるためであると考える。 
 
5.6.1.2 画素位置の違いによる物体検出精度への影響 
 
 次に、5.6.1.1の画風変換後画像を用いて物体検出を行った結果を図 44に示す。 
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図 44 スタイル画像の画素位置の違いによる物体検出結果への影響 
 
 図 44より、スタイル画像を反転等して画素位置を変えて画風変換した画像に物体検出処
理を行ったところ、物体検出精度に違いが生じることが分かった。この結果から、スタイ
ル画像の画素位置は出力画像の物体検出精度に影響することを確認した。目視ではわずか
な違いしか見られないが、スタイル画像は入力先の損失計算ネットワークだけでなく画風
変換ネットワークにも影響を及ぼすため、ピクセルレベルでは全く別の画像を生成してい
ることが推測できる。 
 
 
5.6.2 カラーバリエーションの違いによる影響 
 
 本節では、単色画像とグラデーション画像とデジタルカメラで撮影した画像を用意し、
カラーバリエーションの違いによって実験結果にどのような違いが生じるかを確認するた
めの実験を行う。5.6.2.1には画風変換結果の違いを、5.6.2.2には物体検出結果の違いをま
とめる。 
 
5.6.2.1 カラーバリエーションの違いによる画風変換結果への影響 
 
 単色画像とグラデーション画像とデジタルカメラで撮影した画像を用意し、それぞれを
スタイル画像として画風変換した際に、画風変換結果にどのような影響を及ぼすかを確認
する。図 45にカラーバリエーションの画素位置の違いによる画風変換結果への影響を示す。 
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図 45 スタイル画像のカラーバリエーションの違いによる画風変換結果への影響 
 
 図 45より、スタイル画像が単色画像の場合、RGB値が全て同じ場合には画風変換効果
が見られないが、RGB値が異なる場合の単色画像であれば画風変換効果が得られることが
分かった。また、単にスタイル画像の色を増やしたからといって出力画像の視認性が良く
なるわけではないことを確認した。 
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5.6.2.2 カラーバリエーションの違いによる物体検出精度への影響 
 
 次に、5.6.2.1の画風変換後画像を用いて物体検出を行った結果を図 46に示す。 
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図 46 スタイル画像のカラーバリエーションの違いによる物体検出結果への影響 
 
 図 46より、スタイル画像が単色画像であっても物体検出ができる例を確認した。これは、
RGB値が全て同じ単色画像ではなく、RGB値が全て異なる単色画像をスタイル画像として
用いた場合に見られた結果である。また、単にスタイル画像の色を増やすだけでは物体検
出精度は向上しなかった。画風変換時の Style Lossの計算では中間層のチャネル間の相関
を利用するため、チャネルの値にバラつきがあるほうがより効果的に画風変換ができるの
ではないかと推測する。 
 
 
5.6.3 ヒストグラム分布の違いによる影響 
 
 最後に、ある画像とその画像にヒストグラム平均化処理をした画像を用意し、それぞれ
スタイル画像として画風変換した際に結果にどのような違いが生じるかを確認するための
実験を行う。5.6.3.1には画風変換結果の違いを、5.6.3.2には物体検出結果の違いをまとめ
る。また、図 47に今回用いるスタイル画像とそのヒストグラム分布を示す。 
 
    
    
図 47 使用スタイル画像とそのヒストグラム分布 
 
 
5.6.3.1 ヒストグラム分布の違いによる画風変換結果への影響 
 
 はじめに、ある画像とその画像にヒストグラム平均化処理をした画像を用いてそれぞれ
画風変換した際に、画風変換結果にどのような影響を及ぼすのかを確認する。図 48にヒス
トグラム分布の違いによる画風変換結果への影響を示す。 
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図 48 スタイル画像のヒストグラム分布の違いによる画風変換結果への影響 
 
 図 48より、ヒストグラム分布の前処理をスタイル画像に行ってから画風変換を行うと、
出力画像のコントラストも強くなる影響が見られた。また、画像に写る物体を背景として
捉えられている度合いが、原画像を用いた場合よりもヒストグラム平均化画像を用いた場
合のほうが強く見える。 
 
 
5.6.3.2 ヒストグラム分布の違いによる物体検出結果への影響 
 
 次に、5.6.3.1の画風変換後画像を用いて物体検出を行った結果を示す。 
 
 コンテンツ画像 
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図 49 スタイル画像のヒストグラム分布の違いによる物体検出結果への影響 
 
 図 49より、ヒストグラム平均化画像をスタイル画像として使用した場合に物体検出精度
が上がる例と下がる例をそれぞれ確認した。図 49を見ると、検出したい物体が遠くに写っ
ている場合にはヒストグラム平均化処理を前処理として加えたほうが物体検出精度が高く
なる傾向があると推測できる。 
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第6章 総括 
 
6.1 まとめ 
 
 本論文では、不鮮明画像の鮮明化手法として、従来手法とは全く異なるアプローチであ
る画風変換を用いる手法を提案した。 
実験により、画風変換を用いた不鮮明画像の鮮明化は、HAZE 画像及び夜間画像に対し
て有効であることを確認した。また、鮮明化後画像に写る物体の検出精度向上も試みた。
特に、検出したい物体が遠くに写っている場合には、スタイル画像にヒストグラム平均化
処理等の前処理を行うことにより、検出精度が向上する例を確認した。 
  
 
6.2 今後の課題 
 
 本手法では、画風変換を用いた不鮮明画像の鮮明化手法を提案している。しかし、画風
変換処理により得られる出力画像の予測は非常に困難である。画風変換は入力コンテンツ
画像と入力スタイル画像を基に、CNNを用いて誤差逆伝播を繰り返しながら少しずつ画像
を修正するため、スタイル画像の画素情報をわずかに変えただけでも出力画像には大きな
影響を与える。本手法のさらなる改善点として、スタイル画像が出力画像に与える影響の
具体的な傾向を掴むことや、スタイル画像の適切さを定量的に評価する評価関数の導入す
ること等が挙げられる。 
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