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который позволил получить оценки параметров
объекта с невязкой выходных сигналов на уров-
не менее 1 %.
2. Доказано, что работа предложенного алгоритма
не зависит от выбора вектора начальных пара-
метров модели. Это позволяет использовать его
для идентификации RL-цепей с неизвестными
параметрами.
3. Синхронизация начальных условий выходных
величин позволила получить средние параметры
модели, которые не отклоняются от истинных
значений более чем на 2 %, следовательно, пред-
ложенный алгоритм может быть использован
для параметрической идентификации RL-цепей
в системах управления и функциональной диаг-
ностики электромеханического оборудования.
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Как известно, форму большинства непрерыв-
ных плотностей распределения вероятностей
(ПРВ) можно достаточно подробно описать, ис-
пользуя четыре первых момента. Во многих слу-
чаях если провести аппроксимацию результатов
измерений распределением, имеющим те же четы-
ре момента, что и гистограмма, построенная
по экспериментальным данным, то погрешность
аппроксимации будет сравнительно небольшой.
В настоящее время для аппроксимации законов
распределения экспериментальных данных, при-
нимающих как положительные, так и отрицатель-
ные значения, часто применяются распределения
Джонсона и Пирсона [1–4]. Основным достоин-
ством распределений Джонсона по сравнению
с другими ПРВ является то, что на их основе мож-
но получать многомерные распределения [5, 6].
Распределения Н. Джонсона состоят из трех се-
мейств распределений, получаемых путем различ-
ных нелинейных преобразований гауссовской нор-
мированной плотности распределения вероятно-
стей. При этом Джонсон использовал три типа
функций h(y,µ,λ) [2–4]:
(1)
(2)
(3)3 ( ; , ) Arsh[( ) ], .h y y yµ λ µ λ= − − ∞ < < ∞
2 ( ; , ) ln[( )( )], ,h y y y yµ λ µ λ µ µ µ λ= − + − ≤ ≤ +
1( ; , ) ln[( ) / ], ,h y y yµ λ µ λ µ= − ≥
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Этим функциям соответствуют три семейства
распределений Джонсона, параметры которых
определяются с использованием положительных
степенных моментов (математическое ожидание
m1 и центральные моменты M2, M3, M4) по методи-
кам, изложенным в целом ряде работ, например в
[1–4]. При этом в работах [1–3] рассматривается
оценка параметров распределений Джонсона с ис-
пользованием методов моментов и квантилей, а в
работе [4] рассматривается также метод макси-
мального правдоподобия.
Наибольшая погрешность аппроксимации за-
конов распределения экспериментальных данных
распределениями Джонсона возникает на их хво-
стах [2, 6, 7]. Поэтому в [7] описаны три нелиней-
ных преобразования логистического нормирован-
ного распределения, подобные функциям (1)–(3).
Цель данной работы – рассмотреть возмож-
ность аппроксимации законов распределения экс-
периментальных данных, принимающих только
положительные значения, с использованием ра-
спределений, полученных на основе модификации
распределений Джонсона [6].
1. Модифицированные распределения Джонсона
и их топографическая классификация
При решении задачи аппроксимации закона ра-
спределения экспериментальных данных, прини-
мающих только положительные значения, необхо-
димо принимать во внимание два важных обстоя-
тельства:
1) истинный закон распределения случайной ве-
личины очень часто имеет асимметричную
форму;
2) у него могут отсутствовать положительные сте-
пенные моменты.
Поэтому при оценке параметров эксперимен-
тального закона распределения целесообразно
вместо степенных моментов использовать лога-
рифмические моменты (математическое ожидание
l1 и центральные моменты L2, L3, L4), а вместо ра-
спределений Джонсона предлагается использовать
распределения (назовем их модифицированными
распределениями Джонсона), соответствующие
пяти типам функций H(y) [6]:
(4)
(5)
(6)
(7)
(8)
Параметр сдвига µ в функциях (4)–(8) полагал-
ся равным нулю, так как он косвенным образом
учитывается областью существования соответ-
ствующего одностороннего закона распределения.
С учетом выражений (4)–(8) для функций H(y)
модифицированные распределения Джонсона бу-
дут определяться соотношениями:
(9)
(10)
(11)
(12)
(13)
где γ>0, –∞<m<∞, c>0 – параметры формы (для
ПРВ (12) параметр c<1); χ>0 – параметр масштаба.
Кривые, соответствующие указанным распре-
делениям, имеют весьма разнообразную форму:
унимодальную, J-образную, U-образную либо би-
модальную. Их топографическую классификацию
удобно производить с помощью диаграммы в пло-
скости переменных ηa и η12, приведенной на ри-
сунке. Коэффициент асимметрии ηa, коэффициент
эксцесса ηэ, нормированный совместный коэффи-
циент асимметрии и эксцесса η12 для этих ПРВ в
общем случае определяются выражениями
(14)
где 0≤η12≤1,5. Верхней границе области возможных
значений коэффициента η12 соответствуют распре-
деления в виде совокупности двух дельта-функ-
ций, а нижней границе – распределения, имеющие
менее четырех моментов.
Кривые 2а и 2б характеризуют собой соответ-
ственно области существования распределений (9)
и (10). Коэффициенты асимметрии ηa для ПРВ (9)
и (10) определяются соответственно выражениями
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Рисунок. Диаграмма модифицированных распределений
Джонсона
Нормированный совместный коэффициент
асимметрии и эксцесса η12 для ПРВ (9), (10) опре-
деляется соотношением
Введем вспомогательный коэффициент η22:
(15)
Для ПРВ (9) и (10) вспомогательный коэффи-
циент η22=1.
Выше линий 2а и 2б находится область суще-
ствования распределения (12), при этом вспомога-
тельный коэффициент η22>0. Для ПРВ (12) при
m>0 выполняется неравенство ηa<0, при m<0 – не-
равенство ηa>0, а при m=0 – неравенство ηa=0.
Отрезок прямой 1а характеризует собой область су-
ществования частного случая ПРВ (12) при m=0.
Точка 3 характеризует собой область существо-
вания логнормального распределения (11). Для не-
го ηa=0, η12=1 и η22=1. Ниже линий 2а и 2б нахо-
дится область существования распределения (13).
При этом вспомогательный коэффициент η22<0.
Распределение (13) при m>0 имеет коэффициент
ηa>0, при m<0 – ηa<0, а при m=0 – ηa=0. Отрезку
прямой 4а соответствует область существования
частного случая ПРВ (13) при m=0.
2. Анализ возможностей модифицированных 
распределений Джонсона по аппроксимации 
теоретических законов распределения
Рассмотрим возможности распределений (9) и
(10) по аппроксимации известных теоретических
законов распределения, в первую очередь обоб-
щенного гамма-распределения [6]:
(16)
где α>0, c>0 – параметры формы; β>0 – параметр
масштаба.
Частными случаями ПРВ (16) являются: ра-
спределение Релея при α=0, β=√

2σ и c=2; гамма-
распределение при c=1; распределение хи-квадрат
при α=0,5n, c=1 и β=2; распределение Накагами
при α=m, β=√

Ω/m

и c=2; распределение Вейбул-
ла при α=1 и β–c=λ.
Аппроксимация ПРВ (16) выражением (9) осу-
ществлялась с помощью логарифмических момен-
тов, которые для ПРВ (9) равны:
Для ПРВ (16) эти моменты определяются соот-
ношениями [6]:
где ψ(α) – пси-функция [8].
Было установлено, что параметры ПРВ (9) свя-
заны с параметрами ПРВ (16) соотношениями [6]:
(17)
(18)
где
При этом с помощью вспомогательных параме-
тров m0 и χ0, зависящих (как и параметр γ) только
от параметра α, целесообразно ПРВ (9) преобразо-
вать к виду
(19)
ПРВ (19) отражает зависимость от параметров c
и β аналогично ПРВ (16). Изменение в (16) пара-
метра α в ПРВ (19) приводит к изменению параме-
тров m0, χ0 и γ. Как следует из (18), параметр мас-
штаба χ зависит от всех трех параметров ПРВ (16).
Если в ПРВ (16) параметр α=1 (распределение
Вейбулла), то m0=1,2, χ0=2,95, γ 2=8,13. При этом
ПРВ (19) принимает вид
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где χ=βexp(2,95/c). Если к тому же параметр c=2
(закон Рэлея), то
где χ=βexp(1,475).
В качестве критерия оценки точности аппрок-
симации использовался модуль разности расстоя-
ний между истинной и аппроксимирующей ПРВ,
измеряемый в процентах и определяемый с помо-
щью выражения [6]:
(20)
Достоинством критерия (20) является то, что
он при значениях ∆<5,0 % гарантирует прие-
млемую точность аппроксимации истинной ПРВ
во всей области ее протяженности.
Оценка погрешности аппроксимации обоб-
щенного гамма-распределения (16) с помощью
ПРВ (9) по критерию (20) показала, что она зави-
сит только от значений параметра α. Ошибка ап-
проксимации ∆ возрастает при α→0. Например,
если α=10, то ∆<0,13 %; если α=1, то ∆<0,64 %;
если α=0,25, то ∆<5,0 %.
Рассмотрим теперь возможности ПРВ (9) по ап-
проксимации К-распределения [6]:
(21)
где v>0 – параметр формы; β>0 – параметр мас-
штаба; Kv(z) – функция Макдональда (модифици-
рованная функция Бесселя второго рода).
Логарифмические моменты для ПРВ (21) име-
ют следующий вид:
Было установлено, что параметры ПРВ (9) свя-
заны с параметрами ПРВ (21) по-прежнему соот-
ношениями (17) и (18), где
Оценка погрешности аппроксимации ПРВ (21)
по критерию (20) показала, что она имеет макси-
мальное значение 1,29 % при v=5, а при других
значениях параметра v уменьшается. Так, если
v=20, то ∆<1,0 %; если v=1, то ∆<0,35 %.
Необходимо отметить, что ПРВ (9) можно при-
менять для аппроксимации теоретических законов
распределения, когда коэффициент асимметрии
ηa<0, а вспомогательный коэффициент η22=1. Если
ηa=0, η12=1, то для аппроксимации используется
логнормальное распределение (11); а если ηa>0,
η22=1 – распределение (10).
Рассмотрим возможности распределения (10)
по аппроксимации законов распределения, подоб-
ных ПРВ [6]:
(22)
Логарифмические моменты для ПРВ (10) и (22)
соответственно определяются выражениями:
и
При этом параметры ПРВ (10) определяются
формулой (17), а также соотношениями
где
С помощью вспомогательных параметров m0 и
χ0, зависящих (как и параметр γ) только от параме-
тра α, целесообразно преобразовать ПРВ (10)
(23)
ПРВ (23) отражает зависимость от параметров
с и β аналогично ПРВ (22). Изменение в (22) пара-
метра α в ПРВ (23) приводит к изменению параме-
тров m0, χ0 и γ. Оценка погрешности аппроксима-
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ции с помощью ПРВ (23) распределения (22)
по критерию (20) показала, что она зависит только
от значений параметра α. Ошибка ∆ возрастает при
α→0. Например, если α=10, то ∆=0,13 %; если
α=1, то ∆=0,64 %; если α=0,25, ∆=3,0 %.
Производилась также оценка возможностей ра-
спределения (10) по аппроксимации обратного
гауссовского распределения [2]:
(24)
где c>0 – параметр формы; λ>0 – параметр мас-
штаба.
Оценка погрешности аппроксимации с помо-
щью ПРВ (10) распределения (24) по критерию
(20) показала, что она зависит только от параметра
формы с. Ошибка аппроксимации ∆ возрастает при
c→0. Например, если c=20, то ∆=0,28 %; если c=2,
то ∆=1,9 %; если c=0,1, то ∆=4,7 %.
Таким образом, модифицированные распреде-
ления Джонсона (9) и (10) позволяют с приемле-
мой точностью аппроксимировать известные тео-
ретические законы распределения, такие как К-ра-
спределение, обратное гауссовское распределение,
обобщенное гамма-распределение и т. д.
3. Применение модифицированных распределений
Джонсона для аппроксимации законов 
распределения экспериментальных данных
Аппроксимация экспериментальных распреде-
лений с помощью модифицированных распределе-
ний Джонсона (9)–(13) может осуществляться
по следующему алгоритму:
1. Вначале определяются выборочные логариф-
мические моменты:
(32)
затем коэффициенты ηa, ηэ и η12 по соотноше-
ниям (14), а также вспомогательный коэффи-
циент η22 по формуле (15).
2. Если для вспомогательного коэффициента
η22 выполняется условие η22>1,02, то для ап-
проксимации экспериментального распределе-
ния используется ПРВ (12).
3. Если для вспомогательного коэффициента
η22 выполняется условие η22<0,98, то для ап-
проксимации экспериментального распределе-
ния используется ПРВ (13).
4. Если для коэффициентов ηa и η22 выполняются
условия –0,1≤ηa≤0,1; 0,98≤η22≤1,02, то для ап-
проксимации экспериментального распределе-
ния используется логнормальный закон (11),
параметры которого определяются первым на-
чальным и вторым центральным логарифмиче-
скими моментами χ=exp(l1), γ=1/√

L2 .
5. Если коэффициент асимметрии ηa<–0,1, а для ко-
эффициента η22 выполняется условие 0,98≤η22≤1,02,
то для аппроксимации экспериментального распре-
деления используется ПРВ (9).
6. Если коэффициент асимметрииηa>0,1, а для коэф-
фициента η22 выполняется условие 0,98≤η22≤1,02,
то для аппроксимации экспериментального ра-
спределения используется ПРВ (10).
Оценка параметров модифицированных ра-
спределений Джонсона (9), (10), (12) и (13) произ-
водится по известным методикам оценки параме-
тров распределений Джонсона, изложенным в це-
лом ряде работ, например в [1–4]. При этом сте-
пенные моменты заменяются на логарифмиче-
ские.
Выводы
На основе модификации распределений Джон-
сона получены модифицированные распределения
Джонсона (9)–(13), а также произведена их топо-
графическая классификация с использованием ко-
эффициента асимметрии и совместного коэффи-
циента асимметрии и эксцесса. Показано, что мо-
дифицированные распределения Джонсона (9) и
(10) позволяют с приемлемой точностью аппрок-
симировать известные теоретические законы ра-
спределения, такие как К-распределение, обратное
гауссовское распределение, обобщенное гамма-ра-
спределение и т. д. Разработана методика аппрок-
симации законов распределения эксперименталь-
ных данных, принимающих только положитель-
ные значения, с использованием модифицирован-
ных распределений Джонсона (9)–(13) на основе
методики оценки параметров распределений
Джонсона.
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