Abstract-Robust estimation of vehicle sideslip angle is essential for stability control applications. However, the direct measurement of sideslip angle is expensive for production vehicles. This paper presents a novel sideslip estimation algorithm which relies only on sensors available on passenger and commercial vehicles. The proposed method uses both kinematics and dynamics vehicle models to construct extended Kalman filter observers. The estimate relies on the results provided from the dynamics model observer where the tire cornering stiffness parameters are updated using the information provided from the kinematics model observer. The stability property of the proposed algorithm is discussed and proven. Finally, multiple experimental tests are conducted to verify its performance in practice. The results show that the proposed approach provides smooth and accurate sideslip angle estimation. In addition, our novel algorithm provides reliable estimates of bank angles and lateral acceleration sensor bias.
I. INTRODUCTION
A NUMBER of active safety features have been introduced in the automotive industry in the past 30 years to prevent accidents such as braking assistance, traction and electronic stability control systems [1] - [3] . The main goals of these systems are to maintain vehicle stability and to improve vehicle handling. To implement these functions, vehicle states, parameters and road conditions need to be measured or estimated. Among all of these, sideslip angle, the angle between the longitudinal direction of the vehicle and the velocity vector, is one of the most important variables which heavily influences vehicle dynamics and is required by a number of active safety controllers. Although it can be directly measured by sensors such as optical sensors [4] or GPS sensors [5] , [6] , these solutions are not implemented by OEMs because of cost and reliability. Therefore, the estimation of sideslip angle based on the sensors available in production vehicles is an important topic that has been widely discussed in the literature [7] - [23] . Most of the approaches in the literature are model-based and can be classified into three main categories: kinematics model-based, dynamics model-based and a combination of the two. The kinematics model-based approach proposed in [7] , [8] constructs an observer based on the longitudinal and lateral translation kinematics of a point mass model. This method has the advantage of not requiring the vehicle parameters, tire model and road friction coefficient. It can provide an accurate sideslip estimate in a number of cases. However, it suffers from a drifting issue in small yaw rate maneuvers and the estimated result is sensitive to disturbance and measurement noise such as bank angles or sensor bias when the longitudinal and lateral accelerations are small. The dynamics model-based approach constructs an advanced state observer (i.e. an extended Kalman filter or an unscented Kalman filter) by using a bicycle model or its variations [9] - [15] . These models consider the effect of forces applied to vehicle mass and rotation inertia which provides a relatively robust estimate to acceleration measurement noise compared to the one from the kinematics model. However, an estimation bias is often observed due to the model uncertainties associated to variations of vehicle mass and the tire cornering stiffnesses. Existing literature has also focused on developing algorithms for estimating the sideslip angle and vehicle model system parameters simultaneously. In [13] - [16] , Lyapunov-based observers have been proposed for the tire cornering stiffness identification. Although these techniques can improve the estimation results, they require persistent input excitations and the adaptation performance becomes worse beyond the linear tire model region. Alternative studies have proposed learning-based techniques to assist the traditional adaptation methods [17] - [19] . However, the estimated performance is hard to validate in the region when data is limited. The third category of algorithms tries to merge kinematics and dynamics models into a hybrid solution [20] - [23] . The concept is to switch between these two estimators and to exploit their respective advantages. This method might look attractive, however the switching will cause a discontinuity in the sideslip estimation. Motivated by the idea of the hybrid solution [20] - [23] and parameter adaptation, in this paper, we develop a novel sideslip estimation algorithm which only relies on the dynamics model for the estimation but utilizes the strength of the kinematics observer to adapt the front and rear tire cornering stiffnesses. In this way, we maintain the advantage of the dynamics model-based observer and further improve the estimator performance in the nonlinear tire region. In addition, the proposed approach does not need rich input excitation as required in traditional adaptation methods.
The paper is organized as follows. We first introduce commonly used models for kinematics and dynamics-based observer designs. Then, modifications with bank angle and sensor bias effects are considered and included into each of the models. A recursive adaptation algorithm is derived and the stability property is discussed afterwards. Finally, the performance is validated with different scenario tests and compared with existing methods.
II. MODELS FOR ESTIMATION DESIGN
Many of the conventional sideslip angle estimation methods are model-based. In this section, we are going to introduce two different models which have been frequently used in the literature [18] : a 2-DOF point mass rigid body kinematics model and a bicycle dynamics model. Each of them has its own strengths and weaknesses in the observer design. Details are discussed in the following sections.
A. Kinematics Model
Kinematics is the study of motion which treats the movement of components without considering the forces. To describe the general motion of a rigid body, we first introduce two coordinate systems followed by the ISO convention: one is fixed in the inertial space {X 0 ,Ŷ 0 .Ẑ 0 } and the other one is fixed to the body {x b ,ŷ b ,ẑ b } (see Fig. 1 ). Then, considering the vehicle as a single rigid body constrained to move in theX 0Ŷ0 -plane, the translation motion is described as:
where ψ is the yaw angle, r Δ =ψ is the yaw rate of the vehicle. a x and v x denote the inertial acceleration and velocity resolved in the longitudinalx b -direction. a y and v y denote the same physical quantities but resolved in the lateralŷ b -direction. Define the sideslip angle as β = tan
We write the system (1) into a standard state space form as:
where
T is the control input vector, y k = v x is the measurement output vector and the system, input and output matrices are
As explained in [24] , using the kinematics model is advantageous as it allows a sideslip angle estimation without requiring vehicle parameters. All we need is r, a x , a y and v x which can be directly obtained from sensors available in commercial vehicles. However, the estimation is sensitive to sensor noise which is substantial for a x and a y . Moreover, the convergence of the estimation error can be guaranteed only when yaw rate is not equal to zero. In fact, the system (2) is not observable when the yaw rate is equal to zero and the poor conditioning of the observability matrix causes a drifting problem. This can be avoided by resetting the estimated states to zero every time when yaw rate is less than a threshold value.
B. Dynamics Model
A variety of dynamics models have appeared in the literature. The so-called lateral bicycle model shown in Fig. 1 is a widely used and rather simple model that neglects the coupling of the roll, pitch and longitudinal dynamics. By using Newton's law of motion, the lateral dynamics of the bicycle model is described as follows [25] :
where m is the vehicle mass, I z is the equivalent yaw moment of inertia, δ f is the front steering angle and L f , L r are the distance from the vehicle center of gravity (COG) to the front and rear axles. To further simplify the model, we assume small tire slip and front steering angles for cos δ f ≈ 1. Then, the front and the rear lateral tire forces F yf , F yr can be approximated by a linear function:
where C f and C r are the front and rear tire cornering stiffnesses. Substituting F yf and F yr into (3), we then obtain a nonlinear model. Assume that the vehicle is traveling with slowly varying longitudinal velocity. At each step, a linearization process will be applied to approximate the nonlinear system (3) with a linear time varying system shown as follows:
T is the measurement output vector.
Using the dynamics bicycle model to estimate the sideslip angle has several advantages. First, the estimator can be tuned to be less sensitive to acceleration measurement noise compared to the one based on the kinematics model. Also, drifting and observability issues of the kinematics model are not present. However, the estimated accuracy is affected by the vehicle parameters in the matrices (5). Since we use a linear tire model, the sideslip estimate will be accurate only in the linear tire region. Compared to m, I z , L f and L r , it is hard to find a good initial condition for the tire cornering stiffness coefficients. To mitigate this issue, on-line adaptation algorithms have been introduced to identify the cornering stiffness [14] , [15] . We will also use this idea in our method.
III. NEW SIDESLIP ESTIMATION METHOD
The method proposed in this paper relates to the idea of [21] which merges the kinematics and dynamics model observers into a hybrid solution. Since the estimated state from the kinematics model is unaffected by the parameter uncertainties, in [21] , the observer is built to mainly rely on it but will switch to the dynamics model when the absolute value of the yaw rate is less than a threshold value r t to avoid unobservability and the drifting issue. Although this method addresses the drifting issue, relying on the kinematics model leads to noisy estimates. Moreover, the switch between the kinematics and dynamics models for the observer often introduces a discontinuous estimate during the transition.
To overcome these issues and keep the benefits of hybrid models, we propose a new method which is based on a dynamics model but adapts on-line the front and rear tire cornering stiffnesses using information derived from the kinematics model. Compared with the traditional adaptation algorithm proposed in [14] , [15] , the proposed approach does not need persistent excitation in the control input and also improves the adaptation performance in the nonlinear tire region. For the observer design, we further include the road bank angle disturbance and lateral acceleration sensor bias into the system model in order to minimize possible modeling and estimation errors. This is discussed in next.
A. Augmented Models

1) Dynamics Model Augmented With the Road Bank Angle and Sensor Bias:
We consider the bicycle model and include the gravitational force to the lateral dynamics:
where φ is the road bank angle with the sign convention shown in Fig. 2 . Then, combining the yaw dynamics in (3) with (6), we rewrite the first equation of (4) as:
The measurement model should also be corrected with the bank disturbance and sensor bias as well. Note that the lateral accelerometer measures the right hand side of (6) divided by m and plus the component of gravity inŷ b direction. We obtain the measurement model of the lateral acceleration as:
where d is the sensor bias. By augmenting the system with a constant bank angle disturbance and the sensor bias, the state vector and measurement output are
T . The system state space matrices which replace the one in (5) are
To implement the extended Kalman filter using a digital controller, we further discretized model (9) using a forward Euler method as:
where Δt is the sampling period and [·] represent the discrete time instant.
are the process and measurement noises satisfying the typical assumptions of the extended Kalman filter.
2) Kinematics Model Augmented With the Road Bank Angle:
For the kinematics model, we only include the bank angle disturbance into the lateral motion:
by noting that the system is not observable if the model of the sensor bias is added. Then, having the same extended Kalman filter structure shown in (10), we re-define the state vector
T and the system state space matrices as
The above model is, again, discretized into:
B. Adaptation for the Tire Cornering Stiffness
In the previous section, we have introduced two observer models (10) and (13) . Next, we will show how we merge both observers by usingv y,k , the lateral velocity estimated from (13) , to adapt the front and rear tire cornering stiffnesses in the dynamics Algorithm 1: Sideslip Angle Estimation (A.1).
1: initialize:
// initialize prior means and estimate error covariance matrices for EKF 3:
// EKF update with model (13) 6:
if |r i | ≥ r t then 7:
// apply the recursive update law (18) for the tire cornering stiffnesses 9: else 10:
T // update the state estimates of the EKF for model (13) 12: 
// calculate sideslip angle 15: end for model (10). The sideslip estimation will then calculate by using this updated dynamics model.
1) Regression Model:
The adaptation is formulated as a regularized weighted least square (RWLS) problem [26] , [27] . To build up the adaptation algorithm, we first specify the regression model as Y = Φ T θ, where θ is the parameter to be estimated; Φ and Y are the input and output measurements. Substituting equation (11) into (7), the a y measurement can be expressed as follows:
Then, combining (14) with the yaw rate dynamics, we define the regression model as:
where the unknown lateral velocity is replaced byv y,k estimated from the kinematics model. Observe that all the other time-varying variables in the input and output measurements can be directly obtained from the standard sensors for yaw stability control system. The angular acceleration is obtained by differentiating the yaw rate:
)/Δt with a lowpass filter.
2) Adaptation Algorithm: Considering all the input and output data sampled at time instant iΔt, where i = 1, 2, ...k is the time step, we want to minimize the sum of the squared prediction errors:
where 0 λ < 1 is the forgetting factor and θ
T is the nominal values of the front and rear tire cornering stiffnesses. Comparing (16) with a standard least square problem, we have included an additional 2-norm regularized term with δ > 0 in order to improve the estimate robustness when the data is less informative or too noisy. By setting the partial derivative of J(θ k ) with respect to θ k to zero, the optimal solution, θ * k , can be derived as follows:
The expression in (17) is called the batch formulation since it processes the available data set all at once. For simplicity, we can further rewrite the solution in a recursive way as:
and (18) is a simple 2-by-2 matrix inversion and the existence of the solution is guaranteed by the regularization term. The recursive formula in (19) of the adaptation gain R k will help us better understand the stability properties of the adaptation algorithm [28] . More details will be discussed in Section IV. In the next section, we summarize the new proposed algorithm for the sideslip angle estimation.
C. Proposed Sideslip Angle Estimation Algorithm
We have presented the discrete-time dynamics and kinematics observer models in (10) and (13), respectively. At each time step, both of the estimated states are updated using the extended Kalman filters [29] . The dynamics model is used for estimating the sideslip angle and the kinematics model is used for estimating the tire cornering stiffnesses by applying the adaptation law (18). Notice that we will enable the adaptation process only when the absolute value of the yaw rate is greater than a certain threshold, r t , in order to have a valid estimatedv y,k from the kinematics model. The pseudo code of the estimation algorithm is provided in Algorithm 1 (A.1).
IV. STABILITY AND CONVERGENCE ANALYSIS
In this section, we study the stability of the proposed adaptation algorithm. In other words, we want to study the convergence property of the tire cornering stiffness estimation error. The energy-based hyperstability approach [30] is used as it addresses the problem nonlinearity. The analysis contains three steps presented in the following subsections:
A. Formulate the adaptation algorithm (18) as a nonlinear feedback systems shown in Fig. 3 where v k will be linked to the error between the measured output Y k listed in (15) at time k and the one predicted according to the adaptation law
Prove that v k → 0 for k → ∞ by using the sufficient conditions of the hyperstability listed in Appendix A. C. Use the previous results to prove the convergence of the estimated tire cornering stiffnesses to a neighbourhood of the true ones.
A. Nonlinear Feedback Formulation
We start by formulating the adaptation algorithm (18) as a nonlinear feedback system. We first derive a recursive law for the adaptation gain,
and substitute R k as defined in (19) . We obtain:
as the first and the second pairs of the singular value and the left singular vector of the matrix Φ k . We can rewrite
Here, μ j,k is guaranteed to be finite and always exist because σ j,k > 0. From the expression of Φ T k in (15), we observe that Φ T k is always full rank with exception of singular cases which can be easily discarded in real applications. Combing (20) and (21), we obtain a measurement updated law of the adaptation gain by applying the matrix inverse lemma:
Notice that the updated law of the adaptation gain (22)- (23) contains two parts. First, F k−1 is updated with the first singular vector of the input measurement data, φ 1,k to yield F k . Then F k is updated based on the second singular vector, φ 2,k . For this reason, the original sampling time k = 1, . . . , T is now converted into n = 1, . . . , 2T , where k = n 2 . This will allow us to use the hyperstability theorem which is formulated for SISO systems (Appendix A). Substitute (22) into (18) to obtain:
where f
Notice thatỹ n is the measured output and φ T nθ * n−1 is the predicted one according to (24) . We then define
(27) as a "scaled" a-posteriori and a "scaled" a-priori predicted measurement errors, respectively. Right multiplying φ n+1 to f n in equation (25), we obtain
and the adaptation law (24) becomes
Then, again left multiplying −β n φ T n to (29) and addingỹ n to both sides of the equation lead to:
With this relation, we can express the adaptation law (29) using the a-posteriori predicted measurement error ε n as follows:
Define the "scaled" parameter estimation error as withθ 0 = 0 and β 0 = 1. We can rewrite (27) and (31)- (32) into the following error dynamics:
where e n = β n β n−1θ n−1 −θ n is treated as an external bounded disturbance. Finally, we can represent this error dynamics into the block diagram of Fig. 4 which is equivalent to the nonlinear feedback system as shown in Fig. 3 .
B. Hyperstability Analysis
Theorem IV.1: The nonlinear feedback system depicted in the block diagram of Fig. 4 with the error dynamics described in (33) without the external disturbance term e n is asymptotically hyperstable (i.e. ε n → 0) if
Proof: To prove the theorem we use the concept of hyperstability [30] briefly summarized in Appendix A. Next, we prove that the sufficient conditions listed in Theorem VII.1 are satisfied. First, we notice that the forward linear system is the identity, which is obviously strictly positive real. However, the nonlinear block of the adaptation algorithm does not satisfy the Popov inequality. Therefore, we further modify the system and rewrite it as the one shown in the block diagram of Fig. 5 . Since the same signals have been added and subtracted in the feedback system, the stability property will not change.
We now again check the sufficient conditions for the modified system. Start with the requirement of the nonlinear feedback block satisfying Popov inequality. Considering System A in the block diagram of Fig. 5 with input (s n ) and output (w n ) signals,
from equations (25) and (33) without considering the external disturbance e n . Define
for the sake of simplicity in later expression. The sum of the product of w n and s n can be calculated as:
Since all the variables of α n , β n are positive as defined in (26), we can know that the sum of the product of w n and s n will have a lower bound 
Then, the overall nonlinear feedback system as shown in the block diagram of Fig. 5 satisfies the Popov inequality since it is made by a feedback connection of two passive systems, A and B. Finally, the linear feedforward system for the modified system, 1 − ρ/2, is strictly positive real for having 1 ≤ ρ < 2. Now, we know that the adaptation system is hyperstable. In other words,
This will further imply that the output of the nonlinear feedback system, w n < ∞, is bounded as well. Therefore, having all of three requirements listed in Appendix A, we can conclude that the adaptation system without the external disturbance is asymptotic hyperstable ε n → 0. We start from the analysis in Theorem IV.1 and consider the effect of the external disturbance e n .
Theorem IV.2: Assume that the two norm of the difference of the true parameterθ k between two consecutive steps is bounded:
Consider the regularized weighted least square problem (16) with the regression model described in (15) . Then, there exists a set of parameters δ > 0, 0 λ < 1 satisfying the condition:
. . , ∞ (39) which guarantees ε 2k ∈ R(Λ) for R(Λ) being a ball of radius Λ centred in the origin.
Proof: We use the same steps as in Theorem IV.1. Consider the input signal ε n of System A with
deriving from (33). We can derive the same Popov inequality as shown in (36) for System A but with an extra term of
Therefore, the same requirement of
≥ 0 in Theorem IV.1 is necessary for hyperstability. From this, we can easily infer the condition of (39) by expanding out β n−1 , β n and α n+1 using (26) . Next, combining the first term in the right hand side of (36) together with (40), we can conclude that System A will satisfy Pupov inequality under the conditions:
where κ(·) denotes the condition number of the positive definite matrix f −1 n−1 . Since the rate ofθ is bounded by the assumption, the existence of the right hand side in (41) is guaranteed. Then, based on passivity theorem [31] , we know that there exists a time-varying energy function which is positive definite and is dissipating over time in the region of
Equation (42) implies the boundedness of the predicted measurement error n in the adaptation algorithm. Remark: Some considerations can be drawn from the analysis in Theorem IV.1 and Theorem IV.2. First, the boundedness of the adaptation error depends on the time-varying rate of change ofθ. According to the result shown in (42), a larger value in 1 β nθ n − 1 β n−1θ n−1 2 will lead to a larger bound in the predicted measurement error. Therefore, we can expect a better adaptation performance under non-extreme driving scenarios. Second, the boundedness of the adaptation error shrinks as the condition number of f −1 n−1 decreases. This highlights the importance of input measurement matrices, Φ T i , being wellconditioned in the regression model. By observing (15), we can infer that the conditional number of Φ T is roughly equal to the ratio of it's (2, 1) and (2, 2) components, since L f ≈ L r for a vehicle. In order to avoid a bad adaptation performance, we should add an additional condition of
to enable the adaptation process in our proposed sideslip angle algorithm where c t > 0 is the maximum allowed conditional number of measurement data. Third, according to (36), η n is the energy dissipation rate of the system. Therefore, a larger value of η n results in a faster convergence rate. Based on an further analysis in the condition of η n ≥ 0, we can obtain a good starting value of the regularization weight
This is derived by rewriting (39) into the following form:
C. Convergence of the Estimated Cornering Stiffness
Theorem IV.3: The asymptotical hyperstability of the nonlinear feedback system depicted in Fig. 4 with e n = 0 guarantees that the estimated parameters converge to
Proof: In Theorem IV.1, the stability proof shows the convergence of ε n without the disturbance term.
Then, recalling from (30), we know that ε 0 n will also converge to zero for a bounded φ n . We have ε
β nθ n under the assumption of no external disturbance.
Combining the results of (46) and (47) and using the fact thatθ n − β nθ * n cannot be orthogonal to φ n and φ n+1 since φ n and φ n+1 span the whole state space, we can conclude that θ n − β nθ * n will approach zero as n → ∞. From Theorem IV.2 and Theorem IV.3 we can conclude that the estimated tire cornering stiffness coefficients will converge to a neighbourhood of the true values when we include the external disturbance e n term in the proof.
V. ALGORITHM IMPROVEMENT
In this section, the proposed estimation algorithm is evaluated with real experimental tests. We first conducted a slalom and a severe single lane changing tests at Hyundai-Kia Motors California Proving Ground. The first test setting consists of eleven lined up cones, separated by 18 m. The vehicle is driven through the course in a slalom pattern at constant speed , TABLE I  MODEL PARAMETERS   TABLE II  ESTIMATOR PARAMETERS (ALGORITHM 1) 50 km/hr. The second one is a standardized maneuver which generates a peak lateral acceleration of approximately 0.6g. A further analysis and a small modification of A.1 are provided based on the estimation results.
A. Experimental Setup
Our experimental vehicle is a 5 th generation Hyundai Genesis equipped with a differential global positioning system (dGPS) Oxford TR3000. A real-time kinematics (RTK) technology is adopted to allow an accuracy down to 2-4 cm for position measurement. We will consider the measured sideslip angle provided from dGSP as a ground truth to validate the estimated performance. The realtime computations are performed on a dSPACE DS1401 Autobox system which consists of a IBM PowerPC 750GL processor running at 900 MHz. The aforementioned hardware components communicate through a CAN bus and the estimation algorithm is executed at 100 Hz. Table I shows the nominal model parameters of the test vehicle and Table II shows the estimation parameters for A.1. We initialize the measurement noise covariances by processing the measurement outputs while they are held constant. Since the values of the noise covariances are all small, we then apply a reasonable scaling factor to avoid the numerical issue before the tuning. The process noise covariance matrix is picked based on the unmodeled dynamics. According to the results shown in Table II , we can see that the process noise covariance of the v y equation is chosen to be relative bigger than other states since the coupling of the roll dynamics has been ignored and the gravity effect causes more influence on v y dynamics. Similarly, we choose the process noise covariance of the sensor bias, d, to be significantly small because we believe that the offset is "nearly" constant. In other words, we can treat the dynamics of d as arbitrarily-slowly time-varying. For the forgetting factor, since it determines the rate of change of the weighting factors of the regression errors, we start with the value vary close to 1 for the fact that the tire cornering stiffness varies with the maneuver and our sampling rate is way fast enough to capture its varying speed. Then, we gradually decrease the value to allow more weighting on recent data to improve the performance.
B. Motivation
The estimation results of a slalom and a severe single lane changing tests are shown in the upper plots of Fig. 6 and Fig. 7 respectively. Note that the light green background represents the condition of |r| > r t indicating that the adaptation algorithm is active. Comparing with the solid blue (β dGP S ) and the dashdotted red (β est ) lines, we can see that the proposed method performs well. However, there is still room for improvement in the region highlighted with gray dashed circles. In these regions the estimated sideslip angle (v y,k ) provided from the kinematics model (13) is noisy. This affects the output measurements Φ T in the regression model which is used for the cornering stiffness adaptation. To address this issue, we proposed a small modification for A.1 which is described next.
C. Modification to Algorithm 1
In this section, we improve A.1 proposed in the previous section. We will show the performance of the new algorithm. However, the convergence analysis is harder to establish because of the tightly coupling between two observers. 1: initialize:
// initialize prior means and estimate error covariance matrices for EKF 3: for i = 1 to k+1 do 4:
// EKF update with model (10)
// EKF update with model (49) 6:
// obtain the input measurement Φ i from (15) 9:
// apply the recursive update law (18) for the tire cornering stiffnesses 10:
T // update the state estimates of the EKF for model (49) 13: According to the discussion in Section III-A, we want to improve the estimation of the kinematics model by considering the bank angle effect. Start by deriving from the lateral dynamics (7) and the lateral acceleration models (8) . We can get the following relation:v
Then, based on the result shown in (48), the original kinematics model (13) in A.1 can be modified into:
with the estimated state and the input vectors defined as:
We can see that the measured lateral acceleration in u k is added with an additional term, 
By observing (50), we can expect that −g sinφ d −d d will mostly depend on the error ofv y,d becauser and a sen y are directly relevant to the values measured from the sensors. Although it will be bias more whenv y is large, we still can expect it with a similar trend and without too much difference from the true value.
The modified version of the estimator is provided in Algorithm 2 (A.2). Note that we add an additional condition listed in (43) to guarantee well-conditioned measurement data for tire cornering stiffness adaptation. The estimated performance of A.2 is shown in the bottom plots of Fig. 6 and Fig. 7 . We can see a significant improvement in the estimated value ofv y,k . 
A. Experimental Results for Algorithm 2
The experimental results are shown in Fig. 9-18 and the comparison of RMS error performances can be found in Fig. 8 . As we can see, both the hybrid and dynamics observers exhibit a large RMS value under some driving situations. A.2 provides superior performances in all scenario tests. Starting from slalom, severe single lane changing and steady circular motion tests, we can see that Fig. 9, Fig. 11 and Fig. 13 demonstrate the effectiveness of the proposed estimator. For the dynamics model-based approach, it is obvious that there is a big disparity between the true and the estimated sideslip angle when the vehicle enters the nonlinear tire region. As expected, for the method switching between dynamics and kinematics models, we can see a discontinuous estimating during the transition. The longitudinal velocity, adapted tire cornering stiffnesses, estimated bank angle and sensor bias for all scenario tests are shown in Fig. 10, Fig. 12 and Fig. 14 . The adapted cornering stiffnesses becomes smaller for a low friction road condition or entering the nonlinear tire region. Since the estimated bank angle is affected by the vehicle roll angle, we can conclude that all the estimated bank angle resulting within -4
• -4
• may be questionable. However, we still trust the estimation for large bank angles. Fig. 15 and Fig. 16 shows the experimental results of double lane change tests on a road with a large bank angle. The estimate performance of the switching algorithm is poor since the kinematics model is sensitive to the lateral acceleration measurement disturbance introduced from the bank angle. Fig. 16 confirms the ability of the proposed algorithm to estimating the bank angle, with the estimated value of the bank angle converging to the true value of 
14
• . The adapted cornering stiffnesses remain unchanged because of the mild driving condition. Finally, we evaluate the performance of A.2 by conducting a stop-N-turn test for a varying low speed condition (Fig. 17 and Fig. 18) . Again, the results are very promising. In summary, the proposed algorithm stands out for its robustness in model error and measurement disturbance. It can be used for any driving situation with different road conditions. In addition, reliable estimates for bank angle and sensor bias are also available.
VII. CONCLUSION
This paper developed a real-time algorithm for estimation of sideslip angle using inexpensive sensors normally available for electronic stability control (ESC) applications. The algorithm utilizes a kinematics observer to improve the estimation based on a vehicle dynamics model. It also provides estimates of road bank angles, lateral acceleration sensor bias and tire cornering stiffness. The algorithm performance is evaluated through several experimental tests and the results indicate that the algorithm provides a good estimate of the vehicle sideslip angle both in normal and extreme maneuvers with different road conditions. APPENDIX A ASYMPTOTIC HYPERSTABILITY, STRICTLY POSITIVE REAL Definition 1: The feedback system shown in Fig. 3 is asymptotically hyperstable if the state x k of the linear time invariant system converges to zero for k → ∞.
Theorem VII.1: The feedback system shown in Fig. 3 is asymptotically hyperstable [32] if and only if 1) the linear time invariant system is strictly positive real. 2) the nonlinear feedback block satisfies Popov inequality: 
