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Abstract 
Random matrix theory is finding an increasing number of applications in the context of information theory and 
communication systems, especially in studying the properties of complex networks. Such properties include short-term 
and long-term correlation. We study the spectral fluctuations of the adjacency of networks using random-matrix theory. 
We consider the influence of the spectral unfolding, which is a necessary procedure to remove the secular properties of 
the spectrum, on different spectral statistics. We find that, while the spacing distribution of the eigenvalues shows little 
sensitivity to the unfolding method used, the spectral rigidity has greater sensitivity to unfolding. 
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1. Introduction 
Random matrix theory (RMT) provides a suitable framework to describe quantum systems whose 
classical counterpart has a chaotic dynamics [1, 2]. It models a chaotic system by an ensemble of random 
Hamiltonian matrices that depends only on the symmetry properties of the system. Systems with time 
reversal invariance, for example, are modelled by the Gaussian orthogonal ensemble (GOE). Starting from 
the discovery of the Wigner semicircle law in nuclear spectra [3] RMT has have a wide range of 
applications from quantum chaos to irreversible classical dynamics and low density liquids [2]. Random 
matrices are finding an increasing number of applications in the context of electrical engineering and 
related fields, especially in information and communication technology. The earliest applications of RMT 
to wireless communication were the works of Foschini [4] and Telatar [5] on characterizing the capacity of 
multi-antenna fading channels. Other RMT applications in wireless networks including capacity evaluation 
in multi-dimensional networks are extensively discussed in [9]. Reference [6] introduces the using of 
random matrices in modelling various wireless communication channels and problems, and reviews some 
of the typical applications of RMT in wireless communications. Other applications include characterizing 
the capacity of communication networks [10], modelling multi–path propagation between a transmitting 
and receiving antenna array [11], and neural networks learning [12]. The authors of [8] suggest that RMT is 
useful in the study of electric grid networks, and provides a starting point to applications in real-world 
smart grids.  
Whole information about a network is encoded in its adjacency matrix. For definiteness we consider in 
  
this paper undirected networks only. The adjacency matrix is symmetric with 0’s on the diagonal and off-
diagonal elements equal to 1 or 0 depending on whether the related nodes are connected or not. The number 
of 1’s in a row follows a Gaussian distribution with mean p and variance p(1 − p). This type of matrix is 
very well studied within the RMT framework [13-15]. RMT aims to understand correlations between 
eigenvalues independently of the variation of level spacing. For this purpose, it is common to “unfold” the 
spectrum by means of a transformation [16] involving the cumulated level density, so that the mean level 
spacing is equal to one. In most of practical applications, the exact form of the cumulated level density is 
not known. Unfolding is done by arbitrarily parametrizing the numerically obtained level density in terms 
of a polynomial. This introduces ambiguities in the unfolding procedure. In the rest of the paper we explain 
the random matrix approach to studying networks, and then we study the effect of the unfolding procedure 
on the calculated spectral statistics of the considered networks. 
2. Methodology 
2.1. Random matrix approach to network 
The use of RMT in analyzing complex networks is based on the concept of representing a network as an 
adjacency matrix. The adjacency matrix is an N×N matrix, where N represents the number of nodes in a 
network, and its off-diagonal elements represent links in the network. The simplest case of an adjacency 
matrix is that of an un-weighted undirected network. In this case the adjacency matrix is symmetric matrix 
whose elements are either 0 or 1, where 1 represents a link between two nodes, and 0 represents no link 
present between the two nodes.  One case of special interest occurs when studying the interconnections 
between two or more networks. The overall network formed in such case consists of clusters of densely 
connected networks with sparse connections between the clusters. The adjacency matrix in this case is a 
block-diagonal matrix. Increasing the number of interconnections changes the matrix gradually from the 
block diagonal form to the form of an adjacency matrix of a single randomly connected network. This last 
case is very interesting when studying networks because it aids in understanding the transition from two or 
more separate networks to one big network through the introduction of intra-networks connections. This 
case was used to identify new characteristics of electric grid networks [8], where RMT tools were used to 
describe the interconnection of multiple grids and construct a simple model of a distributed grid, showing 
the transition from Poisson statistics, an indicator of regularity, to that of a GOE. 
2.2. Unfolding 
As RMT is capable of making predictions for the fluctuations on the scale of the mean level spacing, 
one has to remove the influence of the level density by unfolding the spectra [16]. This is often done by 
calculating the cumulative spectral function as the number of levels below or at the level E. It is frequently 
referred to as staircase function. It can be separated into an average part Nave(E), whose derivative is the 
level density, and a fluctuating part Nfluc(E). Nave(E) is calculated for the matrix by running spectral 
average. If one knows the functional form of the mean level density (E), one obtains 
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For example, if the adjacency matrix belongs to a GOE, the mean level density is given by Wigner’s 
semi-circle law 
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where a is the radius of the semi-circle, which is related to the standard deviation  of the off-diagonal 
elements of the adjacency matrix by 
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In this case, 
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On the other hand, if the exact form of the mean level density is not known, one has to smooth the 
averaged staircase function or predict it in some way. Unless one knows the exact form of the level density, 
unfolding is not a unique procedure. A priori, there is no criterion whether the numerical estimated Iav(E) is 
close to the real one or not.  Most frequently, one fits Nave(E) to a polynomial of degree n, often with n = 3. 
After extraction of the average part Iav(E), it is unfolded from the spectra by the introduction of a 
dimensionless variable  
 
i = Iav(Ei)          (3) 
 
In this variable, the spectra have mean level spacing unity everywhere. Thereafter, the observables 
calculated for the unfolded spectrum for each matrix are averaged over the ensemble. This is in the same 
spirit as it was done in spectra of nuclei [17]. These spectra were unfolded for each nucleus separately. 
2.3. Spectral statistics 
In order to compare the random matrix model with the experimental data, we consider the nearest 
neighbor spacing distribution (NNSD) P(s), where si ≡ i+1 − i is the spacing between neighboring 
eigenvalues after unfolding. In the GOE case, the distribution is well-approximated by the Wigner surmise 
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NNSD strongly depends the short range "interaction" between the levels. The statistical analysis of long-
range correlations of level spectra is usually carries out in terms of the level number variance 2 and the 
spectral rigidity 3 [1,2]. By definition, Σ
2
(L) measures the level number variance in an interval of length L 
of the unfolded spectrum. For a GOE, 
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where Si(r) and Ci(r) are the sine- and cosine-integral functions, respectively, and γ is Euler's constant [18]. 
The Dyson-Mehta Δ₃(L) statistic, also known as spectral rigidity, is another quantity which is often used to 
characterize the long-range correlations in quantum spectra. This is a measure of the average deviation of 
the spectrum on a given length L from a regular "picket fence" spectrum of a harmonic oscillator. The 
relationship between Δ₃(L) and Σ2(L) is given in [1, 2] as:  
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3. Results 
In the following we present results for NNSD and Δ₃ statistic for different ensembles of adjacency 
matrices that model random and clustered networks. For all cases to be considered, we construct ensembles 
of 20 1000-dimensional matrices, calculate the spectral characteristics for each matrix separately, and then 
take the ensemble average for each of the characteristics. 
3.1. Random networks 
In random graph model of Erdös and Rényi, any two nodes are randomly connected with probability p 
[14]. As explained above, the adjacency matrix A of the random graph is a real symmetric N×N matrix: Aij 
= Aji = 1, if vertices i and j are connected, or 0, if these two vertices are not connected. The term 
“uncorrelated random graph” for a graph is used if (i) the probability for any pair of the graph’s vertices 
being connected is the same, p; (ii) these probabilities are independent variables. In the N → ∞ limit, the 
rescaled spectral density of the uncorrelated random graph converges to the semi-circle law of Eq. (1) [19] 
although many of the semi-circle law’s conditions do not hold, e.g., the expectation value of the entries is a 
non-zero constant: p  0. Recently, Palla and Vattay [20] have shown that the statistical properties of 
random networks drastically change with the mean degree of nodes k = pN near the critical point of the 
percolation transition at kcr = 1. They show that before the critical transition network follows Poisson 
statistics and as average degree is increased k ≫ 1 they show GOE statistics.  
An illustration of the convergence of the average spectral density to the semi-circular distribution can be 
seen on Fig. 1. The figure compares the semicircle law density function (1) with the average of 20 
empirical density functions of the eigenvalues of 1000×1000 adjacency matrices. Three figures are plotted 
for (E) with p = 0.001, 0.01 and 0.1, which correspond to k = 1, 10 and 100, respectively. In order to keep 
figures simple, for the spectral density plots we have chosen to show the spectral density on single figure, 
and to rescale the horizontal (E) and vertical (ρ) axes by σ−1N−1/2 = [Np(1−p)]−1/2 and σN1/2 = [Np(1−p)]1/2, 
respectively. 
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Fig. 1. Average spectral density compared to the semicircle law density function for p=0.001, 0.01, and 0.1.  Horizontal and vertical 
axes (E, and  ρ) are rescaled by  by σ−1N−1/2 = [Np(1−p)]−1/2 and σN1/2 = [Np(1−p)]1/2, respectively. 
 
In the following, we shall consider the spectral fluctuations for random networks with connectivity p = 
0.1. As follows from Fig. 1, the “exact” spectral density of each of these networks is well represented by 
the semi-circle formula (1). Therefore, unfolding of the eigenvalues of the adjacent matrices can be done in 
terms of the corresponding cumulative spectral density (2) using Eq. (3). Figures 2 and 3 compare NNSD 
and 3 statistics for each of the two cases with the results of RMT as given by Eqs. (4, 5). 
RMT tells that (E) is a semicircle for large GOE matrices. There are few other systems for which (E) 
is known. However, there is no natural choice for (E) in many systems. In this case unfolding is done by 
approximating the empirical staircase function by a polynomial of degree n: 
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In Fig. 2 (a) NNSD P(s) are shown by histograms for ensembles of 1000×1000 adjacency matrices for 
random networks with connectivity p = 0.1. In calculating the solid histograms, unfolding was done with 
Iav(E) approximated by the GOE formula in Eq. (2). The rest of the histograms are for unfolding carried out 
by approximating Iav(E) with a 3rd, 4th, and 5th order polynomials. The line marked with diamonds is 
calculated the theoretical GOE formula of Eq. (4). Fig. 2 (b) shows the spectral rigidity 3(L) for the same 
ensemble of adjacency matrices for random networks with connectivity: p = 0.1. In calculating the solid 
dots, unfolding was done with Iav(E) approximated by the GOE formula in Eq. (2). The open dots, squares 
and diamonds are for unfolding carried out by approximating Iav(E) with a third-, forth- or fifth-order 
polynomial. The solid line is calculated the GOE formula of Eq. (5). 
 
  
 
Fig. 2. (a) NNSD P(s) for random networks with connectivity p = 0.1; (b) The spectral rigidity 3(L) is shown for the same ensemble 
of adjacency matrices 
 
Fig. 3. (a) NNSD P(s) for network composed of two unconnected clusters with connectivity p = 0.1; (b) The spectral rigidity 3(L) 
is shown for the same ensemble of adjacency matrices 
3.2. Clustered networks 
 Nodes that are heavily interconnected form a cluster or community. The nodes are reordered to display 
the blocks down the diagonal of the adjacency matrix representing the network. The adjacency matrix in 
this case is in block-diagonal form. NNSD is shown in Fig. 3 (a) by histograms for ensemble of 20 
1000×1000 block-diagonal adjacency matrices for networks composed of two clusters with connectivity p 
= 0.1. In calculating the solid histograms, unfolding was done with Iav(E) approximated by the GOE 
formula in Eq. (2). The rest of the histograms are for unfolding carried out by approximating Iav(E) with a 
3
rd
, 4
th
, and 5
th
 order polynomials. The line marked with diamonds is calculated the theoretical super 
position of 2 GOE formulas. Fig. 3 (b) shows the spectral rigidity calculated for the same cases. 
4. Conclusions 
Whole information about a network is encoded in its adjacency matrix. Studying the eigenvalues of the 
adjacency matrix of a complex network provides useful information on the network characteristics. We 
studied the effect of the spectral unfolding, which is a necessary procedure to remove the secular properties 
of the spectrum of the adjacency matrix of networks, on different spectral statistics. We find that, while the 
spacing distribution of the eigenvalues shows little sensitivity to the unfolding method used, the spectral 
rigidity (and level number variance, since they are directly related), is very sensitive to unfolding. Since 
there are few systems for which (E) is known, exact unfolding cannot be performed in a systematic way 
for any system under consideration. This means that extra caution should be taken when examining the 
long-term correlation properties of real complex networks using RMT analysis.  
References 
1. M. L. Mehta, Random Matrices 3rd ed. ( Academic, New York, 2004). 
2. T. Guhr, A. Müller-Groeling, and H. A. Weidenmüller, Phys. Rep. 299, 189 (1998). 
3. L. da. F. Costa, F. A. Rodrigues, G. Travieso, and P. Villas Boas, Adv. Phys. 56 167 (2007). 
4. G. J. Foschini, Bell Labs Technical Journal 1, 41 (1996). 
5. E. Telatar, European Trans.  Telecommunications 10, 585 (1999). 
6. R. Couillet and M. Debbah, Application of Random Matrix Theory to Future Wireless Networks, Cambridge University Press, 
Cambridge, 2011. 
7. Z. Bai and J.W. Silverstein, Spectral Analysis of Large Dimensional Random Matrices, 2nd ed. (Springer, Heidelberg, 2010). 
8. K. Marvel and U. Agvaanluvsan, Physica A 389, 5838 (2010). 
9. A. M. Tulino and S. Verdú, Foundations and Trends in Communications and Information Theory, vol. 1, no. 1, June 2004. 
10. O. L´eveque, E. Telatar, and D. Tse, “Upper bounds on the capacity of ad-hoc wireless networks,” in Proc. 2003 Winter 
School on Coding and Information Theory, (Monte Verit´a, Switzerland), Feb. 24-27, 2003. 
11. A. M. Tulino, S. Verd´u, and A. Lozano, “Capacity of antenna arrays with space, polarization and pattern diversity,” Proc. 
2003 IEEE Information Theory Workshop (ITW’03), pp. 324–327, Apr. 2003. 
12. Y. L. Cun, I. Kanter, and S. A. Solla, Phys. Rev. Lett. 66, 2396 (1991). 
13. J. Farkas, I. Derenyi, A.-L. Barabasi, and T. Vicsek, Phys. Rev. E 64, 026704 (2001). 
14. M. A. M. de Aguiar and Y. Bar-Yam, Phys. Rev. E 71, 016106 (2005). 
15. J. N. Bandyopadhyay and S. Jalan, Phys. Rev. E 76, 026109, 046107 (2007). 
16. O. Bohigas, in Random matrices and chaotic dynamics (LesHouches Session LII, North-Holland, 1989). 
17. A.Y. Abul-Magd, H.L. Harney, M.H. Simbel, and H.A. Weidenmüller, Phys. Lett. B 239, 679 (2004); Ann. Phys. (N.Y.) 321 
,560 (2006). 
18. M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables 
(National Bureau of Standards,Washington, DC, 1964). 
19. F. Juhász, “On the spectrum of a random graph,” Colloq. Math. Soc. János Bolyai (1978). 
20. G. Palla and G. Vattay, New Journal of Phys., 8, 307 (2006). 
 
