ABSTRACT. For the incompressible and the isentropic compressible Euler equations in arbitrary space dimension, we establish the principle of localised relative energy, thus generalising the wellknown relative energy method. To this end, we adapt classical arguments of C. Dafermos to the Euler equations. We give several applications to the behaviour of weak solutions, like local weakstrong uniqueness, local preservation of smoothness, and finite speed of propagation for the isentropic system.
INTRODUCTION
This paper is mainly about the isentropic compressible Euler equations in arbitrary space dimension d ≥ 1, and about their weak solutions that satisfy the local energy inequality (or, in hyperbolic terminology, the entropy inequality). The system is given as ∂ t (ρu) + div(ρu ⊗ u) + ∇ρ γ = 0,
and is often considered a paradigmatic hyperbolic system of conservation laws in multiple space dimensions. It arises from the full Euler system, which consists of the conservation of mass, momentum, and total energy of an inviscid compressible fluid, by assuming the entropy to be constant. Here, for simplicity, we consider only polytropic gases, for which the pressure law reads p(ρ) = ρ γ with γ > 1. The variable ρ signifies the density of the gas and u its velocity. As long as ρ > 0 remains bounded away from zero, the system is strictly hyperbolic, whereas the presence of vacuum sets the Euler equations outside of the standard theory of hyperbolic conservation laws. The study of the Euler equations in more than one space dimension is notoriously difficult, particularly when it comes to rigorous mathematical results. To date there is no known class of solutions that exist globally in time for any initial data, except for measure-valued solutions and related "very weak" solutions. On the other hand, the question of uniqueness of solutions has been challenging researchers for decades. It is well-known that even for the simplest examples of scalar nonlinear conservation laws, several weak solutions may arise from the same initial data, and that the unique "correct" solution has to be singled out invoking the Second Law of Thermodynamics. At least for scalar conservation laws, Kruzhkov made this rigorous in his seminal work [27] , proving that weak solutions satisfying an entropy inequality exist and are unique.
For hyperbolic systems, however, such a result can not be true, as shown by recent counterexamples to uniqueness for the isentropic Euler system [9, 10, 17, 26] and related models [11, 12, 18, 21, 28] . Despite the lack of a proper uniqueness criterion, a weaker form of uniqueness does hold true: So-called weak-strong uniqueness ensures that an entropy solution remains unique as long as a strong solution with the same initial data exists. This principle is valid for surprisingly large classes of solutions, including measure-valued ones; see for example [2, 4, 13-15, 20, 25, 39] , just to name a few.
The principle of weak-strong uniqueness is usually established by the relative energy/entropy method, introduced by C. Dafermos [13] . The idea is to compare a strong and a weak solution in terms of a relative version of the formally conserved energy or entropy of the system in question, and to derive an estimate for this quantity which forces it to vanish identically if it was zero initially. In the course of the estimate, it is typically necessary to shift all appearing derivatives to the strong solution. Relative energy or entropy approaches do not only help to establish weakstrong uniqueness, but can also be applied to study unconditional uniqueness [23] , stability [5, 7, 33, 34] , singular limits [3, 24, 31] , or asymptotic behaviour at large times [30] .
In this article we introduce a space-localised form of relative energy for the incompressible and isentropic Euler systems, based on the relative entropy method in the version established by Dafermos in Theorem 5.3.1 of [13] . As an application, we prove finite speed of propagation for energy-admissible solutions of the isentropic Euler equations. The principle of finite speed of propagation says, in its basic version, that a solution whose support 1 is initially contained in a ball with radius η will stay in a ball of radius at most η +Ct. For smooth solutions this can be proved without much difficulty, see e.g. Theorem 2.2 in [37] . For weak solutions with density bounded below by a positive constant, the result follows from the above-mentioned Theorem 5.3.1 in [13] .
In this paper we are also able to deal with solutions that possibly contain vacuum regions, at least for adiabatic exponents γ ≥ 2.
While it may seem perfectly plausible that weak solutions will obey the principle of finite-speed propagation, which represents a fundamental characteristic of hyperbolic equations, it is not at all obvious that this can be rigorously proved. After all, the above-mentioned counterexamples for the isentropic system show that weak solutions may behave in unexpected ways. In fact, finite speed of propagation is not valid for weak solutions in the absence of an energy inequality, as demonstrated in Chapter 5 of [8] : An initially compactly supported solution (i.e. a solution whose velocity is zero and whose density is constant outside a compact set) may instantaneously occupy the whole space. Indeed, a particular instance of Theorem 5.1.1 in [8] is given by zero initial velocity and constant initial density, from which non-trivial solutions emerge.
If the local energy inequality is satisfied, however, we can show a stronger version of the principle of finite-speed propagation (Corollary 4.5 below): Given a smooth solution and a bounded weak solution that initially agrees with the strong one outside a ball of radius R, then the two solutions remain identical outside a ball of radius R + Ct. In other words, possibly non-smooth perturbations to a solution can spread only at finite speed.
This statement is an easy consequence of local weak-strong uniqueness, which may be interesting in its own right: If a strong and a weak solution agree initially in a neighbourhood of a point, then they agree on a (possibly smaller) neighbourhood of that point up to a positive time (Theorem 4.4). Again, in the absence of vacuum, this follows from the result in [13] , whereas here we can deal with vacuum if γ ≥ 2.
We also consider the incompressible Euler equations
These equations are nonlocal, because the pressure depends on the velocity by means of a singular integral operator. Consequently, perturbations do not propagate at finite speed -not even for perfectly smooth solutions. Correspondingly, our localised relative energy approach gives only a weaker result than in the compressible case: A strong and a weak solution which share their initial data in some open set cannot instantaneously "jump away" from each other on that set (Corollary 4.1) in terms of the L 2 norm. We remark that Corollary 4.1 is not trivial and does not hold true in absence of the energy inequality; indeed, the conclusion of the corollary is violated in case of the Scheffer-Shnirelman paradox [32, 35] and related examples [16, 38] . In this context, it is an interesting open question whether "turbulent zones" in the incompressible Euler equations with vortex sheet initial data can spread only at finite speed, as suggested by the results in [1, 36] . The paper proceeds as follows: In Section 2 we recall the definition of weak solutions for the incompressible and compressible Euler equations and the respective local energy inequality. Section 3 presents the localised relative energy method for both Euler systems: Theorems 3.1 and 3.2 give estimates for the relative energy restricted to a subdomain (namely, the support of a smooth cutoff function ϕ). The flux of relative energy through this (possibly time-dependent) subdomain results in two additional integrals compared to the conventional (global) relative energy. Section 4 then features the mentioned applications to local weak-strong-uniqueness, finite speed of propagation, and local preservation of smoothness, obtained from Theorems 3.1 and 3.2 by choosing ϕ appropriately. This requires boundedness of solutions and either absence of vacuum or γ ≥ 2. In view of conceivable applications to singular limits, where boundedness of approximate solutions is not guaranteed by the available a priori estimates, it would be interesting to extend our results to weak solutions that are not necessarily in L ∞ .
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THE EULER EQUATIONS
Throughout this paper, Ω ⊂ R d denotes a (not necessarily bounded) domain and T > 0 any (not necessarily "small") time.
2.1. The incompressible system. Recall that the incompressible Euler equations are given as
Often, weak solutions are defined by testing against divergence-free test fields only, to the effect that the pressure can be ignored and one only needs to assume u ∈ L 2 loc (Ω × (0, T )) in order to make sense of the resulting integral. However, as observed by Duchon-Robert [19] , if the local energy flux is to be well-defined, one should rather consider pairs
, and such a pair is called a weak solution of this system with initial datum u 0 ∈ L 2 loc (Ω) if, for almost every τ ∈ (0, T ) and every vector field
and if u is weakly divergence-free in the sense that
for almost every τ ∈ (0, T ) and every ψ ∈ C 1 c (Ω). Note we have not imposed any boundary condition, as we are interested only in the local properties of a solution within Ω.
A weak solution u satisfies the local energy inequality if
, for almost every τ ∈ (0, T ). This reflects the absence of local energy production and requires
loc , hence the corresponding assumption in the definition of weak solution. Local admissibility is the natural analogue for the incompressible Euler equations of the so-called entropy condition in the context of (hyperbolic) conservation laws.
2.2. The isentropic compressible system. The isentropic compressible Euler equations with adiabatic exponent γ > 1 are given as
Again we can formulate these equations in the sense of distributions:
, and
In analogy with the incompressible situation, we say the solution fulfills the local energy inequality if for almost every τ ∈ (0, T )
in the sense of distributions, i.e.
In particular, by stating that a solution satisfies the local energy inequality, we imply that all integrals appearing in (2.4) are well-defined. When ρ is bounded away from zero, then (2.3) becomes a hyperbolic system of conservation laws, and (2.4) constitutes the entropy inequality. One should not be confused by the fact that, in this case, the (physical) energy coincides with the (mathematical) entropy.
LOCALISED RELATIVE ENERGY
3.1. The incompressible case. In this section we demonstrate the localised relative energy method in the simpler case of the incompressible Euler equations (2.1).
We will make use of the following terminology: Given a relatively open subset O ⊂ Ω × [0, T ], we say that a pair (U, P) ∈ C 1 (O) is a local strong solution in O if it satisfies the Euler equations pointwise at every (x,t) ∈ O, and a pair 
Let ϕ ∈ C 1 c (Ω × [0, T ]) be nonnegative and u,U be the velocities of a local weak and strong solution in a relative neighbourhood of supp ϕ, respectively. Then we define for almost every τ ∈ (0, T ) the localised relative energy
We can now state and prove our first result:
loc (O) be an admissible weak solution in O, and (U, P) ∈ C 1 (O) a local strong solution of (2.1), and assume that u and U coincide on O ∩ {t = 0}, where they take the value u 0 ∈ C 1 (O ∩ {t = 0}). Then,
Proof. We compute
where we used the local energy inequality. Next, let us employ the weak formulation of the Euler equations for u with test function ϕU to deal with the last integral:
Now we collect some terms and use the pointwise form of the Euler equations for U :
Observe the identities div(U ⊗U ) = ∇UU,
and
which follow from the divergence-free property of u and U , to obtain
Using again the divergence-free condition, the last integral is easily seen to equal
so that we finally obtain
3.2. The compressible case. We now consider the isentropic system (2.2). Again, a pointwise solution (R,U ) ∈ C 1 (O) is called a local strong solution in O, and a pair (ρ, u) satisfying the definition of a weak solution and the local energy inequality tested against functions with support in O is called an admissible weak solution in O.
We define for almost every τ ∈ [0, T ] and any ϕ ∈ C 1 c (Ω × [0, T ]) with ϕ ≥ 0 the localised relative energy between (R,U ) and (ρ, u) as .2) in O, and assume that the initial data for (ρ, u) and (R,U ) coincide on O ∩ {t = 0}, where they are denoted (ρ 0 , u 0 ). Then, for almost every τ ∈ (0, T ),
Proof. We set η = ϕU in the momentum equation (the second equation of (2.3)) in order to obtain
Likewise, setting ψ = 1 2 ϕ|U | 2 and then ψ = γϕR γ−1 in the first equation of (2.3) yields
respectively. Then, write the relative energy as
(all integrands taken at time τ). Now, using the balances (3.2), (3.3), (3.4) for the last three integrals, we obtain
and using (2.4) we see, for a.e. τ,
Let us collect some terms and write
Insert equalities (3.6) and (3.7) into (3.5) to arrive at
Furthermore, using the divergence theorem, we have
Inserting this back into (3.8) and observing that, by the mass equation for (R,U ),
we obtain
The expression in the second line is rewritten as 10) and the integral of the last expression as well as the sum of the two integrals involving divU in (3.9) can be estimated by
For the other terms in (3.10) we get, invoking the momentum equation for (R,U ),
Putting together (3.9), (3.11), and (3.12), we obtain Proof. Suppose, in contrast, lim inf τց0 E ϕ rel (τ) > 0, so that there exists a time T 0 > 0 and δ > 0 such that E ϕ rel (τ) ≥ δ for almost all τ < T 0 . Since, by assumption,
by Theorem 3.1 there is a constant C(δ ) such that
where G ∈ L 1 (0, T 0 ). Gronwall's inequality now implies E ϕ rel ≡ 0, which yields the desired contradiction.
4.2.
The compressible case. First, we obtain a similar result as the previous corollary for the isentropic system: The proof is analogous to the proof of Corollary 4.1. For bounded solutions, we can say much more. Let us denote
Lemma 4.3. Let 0 ≤ r < r < ∞ and v > 0. If γ < 2, assume in addition r > 0. Then there exists a number C depending only on r, r, v, and γ > 1 such that
whenever R, ρ ∈ [r, r] and |U |, |u| ≤ v.
Proof. Since |u| ≤ v and the potential part of A(R,U ; ρ, u) is nonnegative, one sees immediately that
For the other terms, we write
The first term ist precisely the potential part of A(R,U ; ρ, u) times |U |, which is less than or equal to v. Hence it remains to control the second term. Observe first that
so that the latter summand is exactly the kinetic part of A(R,U ; ρ, u). Moreover, since ρ ≤ r, we only need to handle the term
To this end, note that for r ≤ ρ, R ≤ r it holds that
Indeed, this follows from the smoothness and strict convexity of the map r → r γ on [r, r] and the observation that the expression on the left hand side contains exactly the terms of order ≥ 2 of the Taylor expansion of this map around R; cf. also [20] . Then, writing λ = ρ R , we estimate
thus concluding the proof. Indeed, for the last inequality, we use that the map
is continuous on any compact subinterval of (0, ∞); for λ = 1 this is obvious, and at λ = 1 it follows from
thanks to L'Hôpital's rule.
With this preparation, the local weak-strong uniqueness for the compressible Euler system now follows easily from Theorem 3.2 and Lemma 4.3: Then for every point x 0 ∈ Ω there exist another domain x 0 ∈ Ω ′ ⊂ Ω and a time 0 < T ′ ≤ T such that
Proof. We will choose T ′ > 0 and ϕ ∈ C 1 c (Ω × [0, T ′ ]) with the following properties:
iii) The sum of the first two integrals on the right hand side of (3.1) becomes non-positive for every τ ≤ T ′ .
Once this is achieved, Gronwall's inequality applied to (3.1) will imply E ϕ rel ≡ 0 in (0, T ′ ) and hence the statement of the theorem. Indeed, note that, as γ > 1, the map | · | γ is strictly convex, which implies that the relative energy is always non-negative, being zero if and only if ρ ≡ R and, if ρ = R > 0, u ≡ U on the support of ϕ. Thus E ϕ rel (τ) = 0 for a.e. τ implies Theorem 4.4. To define ϕ appropriately, let η > 0 such that B η (x 0 ) ⊂ Ω, and let ϕ 0 ∈ C 1 c (B η (x 0 )) be a nonnegative function, radially symmetric around x 0 , monotone non-increasing in the radial direction, with ϕ 0 ≡ 1 in B η/2 (x 0 ). Set a(x,t) = A(R(x,t),U (x,t); ρ(x,t), u(x,t)), b(x,t) = B(R(x,t),U (x,t); ρ(x,t), u(x,t)) with the notation from the beginning of this subsection. Then, by Lemma 4.3 and the assumptions of the theorem, there exists C > 0 such that |b(x,t)| ≤ Ca(x,t) for almost every (x,t) ∈ Ω × (0, T ).
Now set ϕ to be ϕ(x,t) = ϕ 0 x +Ct x − x 0 |x − x 0 | , so that ϕ solves the transport equation
with initial datum ϕ 0 . By choice of ϕ 0 , we have that ϕ(t) ∈ C 1 c (B η (x 0 )) at least for 0 ≤ t < η 2C , and ϕ ≡ 1 in the set
Moreover, by choice of C, radial symmetry and monotonicity of ϕ, and (4.2), a(x,t)∂ t ϕ(x,t) + b(x,t) · ∇ϕ(x,t) = Ca(x,t) x − x 0 |x − x 0 | · ∇ϕ(x,t) + b(x,t) · ∇ϕ(x,t) ≤ −Ca(x,t)|∇ϕ(x,t)| + |b(x,t)||∇ϕ(x,t)| ≤ 0 for almost every (x,t) ∈ B η (x 0 ) × (0, T ′ ). Hence indeed ϕ satisfies i)-iii) for Ω ′ = B η/4 (x 0 ) and T ′ = η 4C , and we conclude. This theorem and its proof immediately imply the following corollary: Corollary 4.5 (Finite speed of propagation). Let (ρ, u) be an admissible weak solution and (R,U ) a C 1 solution of (2.2) on R d × (0, T ) and assume the initial data of both solutions agree outside of a ball B η (0). Suppose further there exist numbers 0 ≤ r < r < ∞ (if γ < 2 assume r > 0) and v > 0 such that r ≤ ρ, R ≤ r and |u|, |U | ≤ v almost everywhere in R d × (0, T ).
Then (ρ, u) = (R,U ) on the complement of the Ball B η+Ct (0) for almost every t ∈ (0, T ), where C is the constant from Lemma 4.3.
Remark 4.6. One possible choice is R ≡ ρ > 0, U ≡ 0, in which case the corollary yields that an initially compactly supported solution 2 will remain compactly supported, the support spreading with speed at most C. This is the most common formulation of the principle of finite propagation speed. However, we have not been able to relate the speed C to the speed of sound. 
