An algorithm of conjugate directions for unconstrained minimization is presented, called single-step conjugate directions method SSCDM, that di ers from known algorithms in the following points: 1) only one step is made on each iteration, without the linear searches of a minimum 2) each step includes simultaneous displacements along all conjugate directions found on previous steps (instead of consequent steps along each conjugate vector) 3) each new conjugate direction is determined by the general procedure of construction of conjugate vectors, without assumption that minima along the conjugate directions were reached on previous steps. These features of the algorithm eliminate high sensitivity to computations errors pertinent to usual conjugate directions methods and simultaneously essentially reduce the running time. Performance of the algorithm is demonstrated by applying it to a set of standard test-functions and solving a problem of high energy physics with a Monte-Carlo type objective function.
Introduction
The most powerful methods of unconstrained minimization, the conjugate directions algorithms and variable metric methods, were proposed in the fties and sixties. During the last decades these methods have beenimproved and various program packages have been elaborated. The most popular in high energy physics is probably the MINUIT Package 1], 2], 3]. But in spite of large e orts and achievements, the e ciency of these algorithms sometimes turns out to be insu cient. When calculation of the objective f u n ction and/or its gradient is very time consuming (in particular, in many problems of high energy physics) it is very important to minimize the number of steps, and an improvement of the unconstrained minimization algorithms is of evident practical interest.
It is well known that the main cause of possible failure or slowing-down of the conjugate directions and variable metric methods is the degeneration of the conjugate vectors matrix and the covariance matrix, respectively. This degeneration is not an accidental drawback, but is a di culty yielding from the essence of the problem. For functions having narrow valleys (only for such functions the minimization is a serious problem) the conjugate vectors matrix and covariance matrix are actually very close to degenerative matrices (the more close the more narrow are valleys). Even for quadratic objective functions the best algorithms turn out to be very sensitive to the rounding errors, and their theoretical high rate of convergence is not realized.
The main source of error accumulation is the one-dimensional minimization along a given line. Most of the unconstrained minimization algorithms are constructed as a sequence of linear minimizations in some directions, and are based on the assumption that minima along the lines were found on previous steps (in particular, such a procedure ensures monotonous decrease of the objective function). However, the linear minimization on each iteration requires a relatively large number of function calculations (of order 10-25). Moreover even very small errors in nding the linear minima are inevitably accumulated and lead to degeneration of governing matrices.
Therefore in order to decrease the danger of the matrices degeneration it is necessary to construct algorithms without the requirement about reaching the linear minimum on previous iterations, but ensuring a decrease of the objective function. In some algorithms of variable metric method, in particular, presented in MINUIT, linear searches are eliminated and replaced simply by Newton step (with the same convergence for a quadratic function), and this procedure is one of the reasons of their e ciency.
For the second class of potentially powerful methods { algorithms of conjugate directions { such an improvement was not until now introduced in computational practice although in the eighties a corresponding modi cation of the method was proposed and its e ciency has beendemonstrated 4]. Note that these methods could have an advantage over the variable metric methods for certain class of objective functions (in particular, in the cases when reliable estimation of second derivatives is impossible, e.g., for Monte-Carlo type functions).
In this paper a modi ed algorithm of conjugate directions, called the single-step conjugate direction method (SSCDM), is presented. On each iteration a new conjugate direction is determined by the general procedure of construction of conjugate directions, i.e. without the requirement about reaching minima along lines on previous steps. This enables us to facilitate and improve the strategy of the determination of the direction and length of each step. On each iteration only one step is made, which includes displacements in all conjugate directions found. Such a procedure ensures considerable reduction of sensitivity to calculations errors and a decrease of the running time.
In comparison with the variable metric methods this algorithm is simpler and at the same time reliable and e cient. The performance of the algorithm is demonstrated by applying it to a set of standard test-functions and solving a problem of high energy physics with the Monte-Carlo type objection function. Comparison of the algorithm e ciency with that of MINUIT is presented.
Description of the method
Correlations between variables for quadratic function can beexcluded by the use of conjugate directions. For non-quadratic functions these correlations can bereduced by this method. The minimum can be found by successive m o vements along each conjugate direction. In the conjugate directions methods the construction of conjugate vectors is based on the di erence of the gradients in two sequential points:
which is equal to A(x k+1 ; x k ) for the quadratic function with hessian matrix A, x is the vector of variables, k is the numberof the step. For quadratic functions any vector orthogonal to g k , and the vector x k = x k+1 ; x k are conjugate vectors (c.v.) with respect to the second derivatives (hessian) matrix. According to the Fletcher-Reeves conjugate gradient method 5], each step x k is performed only along the c.v. p k , and so after the k-th step the new conjugate vector p k+1 is sought as a linear combination of the gradient g k+1 and the vector p k from the orthogonality condition with respect to vector e k = g k . As it is assumed that the minimum along p k is reached on each step, the conjugacy conditions with respect to other conjugate vectors p i (i = 1 : : : k ; 1) are not imposed explicitly (they must besatis ed for quadratic functions automatically). In practice this scheme exhibits inherent shortcomings. Inevitable errors in the determination of the linear minima and rounding errors yield violation of conjugacy condition with respect to p i (i = 1 : : : k ;1), and the disturbance of conjugacy increases from step to step.
In the proposed algorithm on each step a new conjugate vector is determined by the general procedure using conjugacy conditions with respect to all conjugate vectors found previously, without requiring that minima along these vectors were reached on previous steps, i.e. the new conjugate vector is a linear combination of the gradient g k and p i (i = 1 : : : k ;1) (lower index { the number of c.v., upper index { the step number it is assumed that k N N is the numberof variables):
Each step includes simultaneous displacements along all conjugate directions that were found on the previous steps:
These displacements, i.e. coe cients (k) i , are taken as Newton steps. They can be easily determined using the gradients in the last two points and the derivatives along the conjugate vectors (i = 1 : : : k ; 1):
where g p i (x k ) denotes the derivative along p i in the point x k . A displacement along a new c.v. p k can not becalculated according to (4) since the derivative along this c.v. is known only in one point, therefore this displacement i s "trial", it can not be determined in a unique fashion and should bechosen using other considerations either as a constant step or varying by a certain rule.
It is obvious that for quadratic functions the minima along p k would be reached on the k + 1 -t h step for non-quadratic functions these minima are gradually corrected in passing onto following steps.
As each step includes simultaneous displacements along all conjugate directions, the new c.v. p k should not beconjugate to the previous step x k;1 , and so the condition of conjugacy of p k with respect to p i (i = 1 : : : k ; 1) does not coincide now with condition of orthogonality of p k and g k;1 . Vectors e i (i = 1 : : : k ; 1), to which p k must be orthogonal, are determined by the recurrent formula: 
3 Ensuring convergence for non-quadratic functions
The basic procedure described above should certainly be modi ed to ensure convergence for non-quadratic functions. If we maintain the set of c.v. at k > N and continue the descent along these vectors, the search can be expected to be ine cient for non-quadratic functions since the hessian matrix does not remain constant, and conjugacy of these vectors is not preserved. In order to account for a changing hessian the set of conjugate vectors should be renewed. Let us consider two possible alternative strategies of c.v. renewal.
3. But there is some di culty because of the necessity of additional calculations: the vector e k can bedetermined only after a step, containing displacement alongp k , since one should make the next step, to calculate the vector e k and then to use the criterion presented.
Total renewal of the conjugate vectors set
The more simple procedure is to renovate the set of conjugate vectors after several (2-5) cycles (cycle consists of N steps). But the e ciency of such an algorithm depends upon the choice of the direction of the rst new conjugate vector and the length of the step along this vector. A too small step does not guarantee su cient accuracy in the determination of c.v., a too large step can remove the point from an optimum zone (near the minimum) and therefore slow d o wn the convergence.
In (2) the new rst conjugate vector on the cycle was chosen along the anti-gradient i n the last point. Our experience shows that it is preferable to take t h i s v ector along the line connecting the two best points x (s;1) x (s) , obtained on the current and previous cycles (one may expect this direction to be close to the direction of a possible valley, similar to the "precipitous step" in the Gelfand algorithm 7]). The initial step length along this direction in the presented algorithm was taken equal to the Newton step (determined using the derivatives along the chosen direction in the two points).
Other resources to improve e ciency of the algorithm
The e ective strategy of the search may be di erent far from the optimum and in the vicinity of the optimum. Near the optimum the function gradient should becalculated with high accuracy. So for numerical di erentiation one should employ c e n tral di erences. Far from the optimum one-sided di erences can beused which require a smaller number of function calls. Besides, near the optimum renewal of the conjugate vectors set should beceased. In the vicinity of the optimum the quadratic approximation is su cient, and frequent c hanges in the set of c.v. would hinder to attain the optimum with high accuracy in calculations given by (4) .
The idea of di erent search strategies far and near the optimum is realized in the proposed algorithm. A criterion of reaching a vicinity of the optimum was chosen as follows: g k 2 2 (10 ; 100) 1 (8) where 1 determines the required accuracy of the optimum in the gradient (the minimum is assumed to be found when g k 1 ).
The following safeguards against "unreasonable" steps, as they can occur in highly non-quadratic functions, were introduced in the basic procedure: a) a restriction on the distances of displacements along each c.v.: (11) Apart from these modi cations, the algorithm includes some other safeguards and adjustment parameters (changing trial step length along subsequent conjugate vectors, e.g. multiplying an initial length by some factor, restriction on the minimal length of the steps when conjugate vectors are calculated to prevent loss of accuracy, this length varying with k in some way, e.g. similar to (10) ).
The program, using this algorithm, is not complicated. It consists of less than three hundred short Fortran lines.
Performance of the method (numerical experiments)
The algorithm was applied to some standard test-functions (both quadratic and nonquadratic) and to a problem of high energy physics with a Monte-Carlo type objective function.
All computations were performed with double precision. The gradient w as calculated numerically in all problems. Wherever it was possible, results were compared with those of MINUIT (the variable metric method).
Quadratic functions
We considered the following function of N variables (here the lower index is the number of the variable): Table 1 . The convergence of SSCDM for quadratic functions turns out to beclose to the theoretical limit -for functions of N variables minima were reached after N + 1 steps with high accuracy (may be, plus 1 { 4 steps at large N exceeding approximately 40{60). To compare this algorithm with that of MINUIT, the last one was required to reach approximately the same accuracy of the function at the minimum.
Both algorithms are very e ective for quadratic functions. It is clear that the most e cient method for quadratic functions is Newton's method. As the MINUIT { algorithm on the rst iteration calculates the hessian matrix and then does Newton steps, its eciency is close to that of the Newton's method. But nevertheless the SSCDM { algorithm does not compare unfavorably with these methods. If we compare the total numbers of function calls in SSCDM and MINUIT (for calculations of derivatives for quadratic functions there were used central di erences, so one call of the gradient is equivalent to 2N calls of the function) we can see for not very large N (N 25) these numbers are less in SSCDM, for large N MINUIT has some advantage. But accuracy, as a rule, is higher in SSCDM.
Non-quadratic functions
We considered the following test-functions: i=1 (e ;0:2i + 2 e ;0:4i ; x 1 e ;0:2x 2 i ; x 3 e ;0:2x 4 i ) 2 start point x (0) = ( 0 :5 0 2:5 3), minimum f (1 1 2 2) = 0 Computations were carried out with full renewal of the conjugate vectors sets after 1{2 cycles and with the rst step in "the direction of valley". For the non-quadratic function one cannot speak about any theoretical limit on the required number of the steps in order to reach the minimum of the function. We required both algorithms to search for the minimum with a reasonable accuracy and with a minimum numberof the function calls. The results obtained by SSCDM and MINUIT are presented in Table 2 Algorithm SSCDM solves all test-functions successfully. As a rule, it nds minima with better accuracy than MINUIT. The accuracy depended on the value 1 and might beeasily improved by reducing 1 (with a small increase of the step numbers).
In all test { problems the errors in the determination of the optimal values for the function variables by SSCDM were smaller than 10 ;5 (with exception of function NQ3).
As for the number of function calls by SSCDM, it is usually less than that for MINUIT. Besides, MINUIT does many other operations with the covariance matrix (e.g. calculation of its determinant and eigenvalues), sometimes its accuracy is insu cient. SSCDM is a more simple algorithm and nevertheless it is rather reliable and stable.
It is worthwhile to note that the e ciency of the SSCDM { algorithm for non-quadratic functions (as well as that of MINUIT) strongly depends upon the choice of several control (adjustment) parameters ( 1 2 (0) max 1 2 the di erentiation step H 1, the reduction coe cient for maximal and minimal step length). A goodchoice of these parameters for non-quadratic functions remains a matter of art and intuition of a researcher and can be based on preliminary information about the behaviour of the function. A bad choice of these parameters can result in a pronounced increase of the number of steps, but nevertheless optima are found usually by the SSCDM { algorithm with the required accuracy.
A Monte-Carlo type objective function
In high energy physics di erent types of detectors are used to study physical processes. Simulated events are needed to understand the behaviour of the detector and to be able to determine the errors. The simulation of events with a detailed treatment of the detector is usually carried out with Monte-Carlo programs, such as DELSIM 8], GEANT 9] .
It is very time-consuming to generate large Monte-Carlo samples. Therefore, to explore the physical processes at a level where the detector details are not important, fast techniques are used 10]. In some cases, the parameterized response of a detector is used in Monte-Carlo programs. The parameterization uses some quantities which re ect the detector characteristics such as resolutions, detector symmetries, background condition, etc. One can vary these parameters and t them to the full detector simulation. This parameterization can then beused to study other physical parameters, e.g. e ciencies, purities, acceptance.
The algorithm SSCDM was applied to the Monte-Carlo function used in reference 11] to investigate the systematics on the particle identi cation by the DELPHI ring-imaging Cherenkov detectors 12]. The function was a 2 { function as a result of applying the least squares method to the Monte-Carlo response and the real data. The function F = 2 =(N ;3) has three variables and equals approximately to unity a t t h e m i n i m um (N=4 is the numberof experimental quantities to be compared with the Monte Carlo ones.) The step in the variables in the numerical calculation of the derivatives, H1, was chosen to be 0.2 in order to have a reasonable behaviour of the derivatives. The numberof simulated events in the sample was chosen rather large in order to obtain the required accuracy in the variables. The minimum of F (7:8 0:1 7:6 0:1 1:4 0:1) ' 1 was successfully reached after 6 { 12 steps from di erent starting points : F (7 9 2) = 45 F (9 7 2) = 54 F (7 7 1) = 16 F (9 9 2) = 37. The parameters found at minimum have variations due to limited statistics of the Monte Carlo function.
Conclusions
The modi ed conjugate direction method (SSCDM) is presented which has essential distinctions from other known methods and gives an e cient, reliable and rather simple technique for unconstrained minimization of functions. The high sensitivity to computations errors pertinent to the usual conjugate directions methods is greatly reduced due to the use of the general procedure for the construction of conjugate vectors. Simultaneously the numberof function calls and the running time are strongly decreased due to the absence of the linear minimization on each iteration.
Convergence of SSCDM for quadratic functions turns out to be close to the theoretical limit { for functions of N variables the minimum is reached after N +1 steps with very high accuracy. For non-quadratic functions a stable updating scheme for conjugate vectors, di erent strategies of search far from the optimum and near optimum, separate control for step components and some other features of the algorithm also ensure rapid convergence.
The current v ersion is written in FORTRAN. Due to its simplicity this algorithm can beeasily rewritten in C = C+ + and included in various program packages.
