Supplementary Information S1. Details of the model-building approach used in the risk factor analysis for acute gastroenteritis in preschool children and their parents.
1
. In our study, the dichotomous outcome variable was having had AGE (encoded as 1) or not (encoded as 0). Two separate multivariable models were built, one for the children and the other one for the parents. In total, 76 (for children) and 87 (for parents) putative risk factors (see Supplementary Table   S1 ) were tested as independent variables for association with the outcome variable. The choice of these variables was theoretically informed on the basis of previous studies, biological plausibility of being associated with AGE, and scientific interest of the research team. Our goal was to find the bestfitting, biologically sound and parsimonious model describing the relationship between the outcome of interest (i.e. AGE, aka dependent or response variable) and the aforementioned set of independent (aka predictor or explanatory) variables. Logistic regression estimated the coefficients, their uncertainty and significance levels based on the logit transformation of the probability of experiencing AGE. The basic formula of the logistic regression model with n candidate predictors used in this study was as follows: are the regression coefficients of the independent variables X 1 , X 2 , X 3 … X n , which estimated the increase/decrease in the log odds of the outcome per unit increase in the value of the predictor.
We followed a standard model-building procedure that is described in several (textbook) sources 2, 3 , and has been used in several previous AGE-themed studies, e.g. [4] [5] [6] [7] [8] [9] [10] [11] [12] . In brief, the regression models were built using a stepwise variable selection approach. First, for preliminary significance testing, a 'single-variable' analysis was performed in which each independent variable of interest was tested for association with the outcome in a separate model including also, as explanatory variables, the following a priori potential confounders: child or parent age group and gender, pregnancy, socioeconomic status, urbanization degree, sampling season and year, and underlying enteropathies. Variables whose associations with the outcome showed a p-value ≤0.10 for the null hypothesis that the coefficient was 0 were selected for entry in a multivariable logistic regression model to sort out those variables independently associated with the outcome, while forcing the a priori confounders first. The multivariable model was built in backward stepwise fashion, meaning that all variables selected at the 'single-variable' analysis were entered in the model and then dropped one by one, starting from the least significant one, until all variables in the model showed a p-value <0.05.
Variable selection involved starting off in a backward manner, but then all dropped variables (except the most recently dropped) were reconsidered for (forward) re-entry into the model if they later appeared to be significant following their order of drop off and using a more stringent significance level for being added back into the model (p-value <0.01). The above a priori confounders were always analysis and then in the multivariable models, which were then expanded to include the significant interaction terms.
After identifying the final multivariable model for AGE in parents, we tested weather the parents of AGE-affected children were at increased risk of experiencing AGE concurrently with their children. To this goal, the variable 'presence/absence of AGE in the participating child', i.e. the dependent variable of the model for children, was entered as an additional explanatory variable in the final multivariable model of parental AGE. This allowed the association between AGE in the enrolled children and AGE in their participating parents to be tested. However, as we had no information on the AGE status of the household members other than the enrolled children, it would not have been entirely correct to explain parental AGE with the children's AGE. This is why the risk factors for parental AGE were studied independently of children's AGE.
The regression coefficients of the final multivariable models were exponentiated to obtain the odds ratio (OR) for each independent variable. ORs are generally used to compare the relative odds of the occurrence of the outcome given the exposure to the variable of interest. However, because the prevalence of the outcome was common in our study population, the logistic regression OR would no longer approximate the risk ratio (RR), which is a better indicator of the strength of associations as it denotes the ratio of the risk of AGE occurrence among the exposed to that among the unexposed. As the higher the prevalence of the outcome is, the more the ORs over-estimate the RRs when greater than 1, and the more they under-estimate the RRs when under 1, Zhang and Yu 13 proposed a simple method for adjusting the (multivariable) logistic regression ORs so that they approximate the RRs. The formula for expressing RRs in terms of the ORs is as follows:
where pu is the prevalence rate for the unexposed to the variable of interest. We therefore converted the logistic regression ORs (and corresponding confidence intervals) to RRs using this method, which is implemented in the statistical software we used (STATA v.13).
A complete record analysis was performed, meaning that there were no missing values to be handled in the data set. Overall statistical significance and goodness-of-fit of the final multivariable models were tested with the likelihood-ratio χ 2 test and the Hosmer-Lemeshow test, respectively.
Finally, to cross-validate the inference of the fitted models, bias-corrected bootstrap estimates were calculated (1000 replications) and compared with the standard ones. The procedure consisted of drawing 1000 random samples with replacement from the observed data and using these samples to feed back the models. Bootstrap 95% confidence intervals were calculated based on the model parameters at each replication; the bias statistic denoted how much each model parameter from the bootstrap distribution deviated from the parameter of the fitted models. Bias-corrected 95% CIs were then calculated so that the statistical significance of each parameter could be assessed in light of the fitted models applied to 'different' data, albeit drawn from the same population. This allowed us to examine the generalizability of the fitted models in order to cross-validate the inferences of the fitted models 14 .
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