Abstract
Introduction
All graphs considered in this paper are simple, without loops or parallel edges. A multiset of non-negative integers, usually written in the form of a non-increasing sequence d 1 [9] on the well-quasi-ordering of graphs ordered by the graph minors relation, he proposed the following conjecture.
Conjecture 1.1 (S. B. Rao, 1981). The degree sequences are well-quasiordered with respect to the relation .
Recently, Chudnovsky and Seymour [3] announced a proof of this conjecture.
Let us introduce the following notation. If D is a degree sequence, we let χ(D) (respectively ω(D), h(D), and H(D)) denote the maximum value of the chromatic number (respectively, the size of the largest clique, largest clique subdivision, and largest clique minor) taken over all graphs in R(D).
Let us observe that ω(D) ≤ h(D) ≤ H(D).
Motivated by Rao's conjecture, Neil Robertson proposed a conjecture on degree sequences that is a relaxation of the famous Hadwiger Conjecture claiming that every graph with chromatic number k contains a k-clique as a minor. Despite many attempts, the Hadwiger Conjecture remains open, thus its relaxations are of high interest.
Conjecture 1.2 (Robertson [8]). For every graphic degree sequence D, we have χ(D) ≤ H(D).
In a recent work, Robertson and Song [10] proved a special case of Conjecture 1.2 when the degree sequence contains at most two distinct degree values.
In this paper we consider a stronger version of Conjecture 1.2 that is related to the Hajós Conjecture: This conjecture is particularly interesting, not only because it strengthens Conjecture 1.2, but also because the Hajós Conjecture for graphs fails (Catlin [2] ; see also [11, 12] ).
The main result of our work is a proof of Conjecture 1.3 (see Theorems 4.1 and 3.5). It is shown that this conjecture holds in a quite strong way. Namely, we prove that there is a graph G ∈ R(D) containing a subdivided complete graph of order χ(D) such that each edge is subdivided at most once and the set of all subdivided edges forms a collection of disjoint stars. This, in particular, settles Conjectures 1.2 and 1.3.
We also address a question how close to χ(D) is the maximum clique number ω(D). We prove (cf. Theorem 3.2) that χ(D) ≤ Finally, we consider an analogue of Reed's Conjecture [7] (cf. Section 3) bounding the chromatic number by a convex combination of the clique number and the maximum degree. Our Theorem 3.4 shows that
This bound is best possible in the sense that equality holds for infinitely many graphic sequences D and that for every α > 
Preliminary results
Let us recall the following folklore results about graphic degree sequences, cf., e.g. [1] . 
be the positive elements of these two sequences. If the first sequence is empty, then a 2 = a 3 = · · · = a n = 1 and n = b 1 , and hence
Therefore equalities hold, and this is only possible when a 1 = m and b 2 = b 3 = · · · = b m = 1. It follows that n = b 1 = 2 and a 2 = 1. In this case G is K 1,m with one edge subdivided, which has a matching covering A as m ≥ n = 2.
Therefore, we may assume that n ′ ≥ 1. Note that
, b a 1 = 1, and thus b 1 = 2. If a 2 > 1, then n ′ = n − 1, and let G be the graph obtained from the union of stars
by adding the vertices of u 1 and v 1 of degrees a 1 and b 1 , respectively (with u 1 v 1 in the matching), joined to the appropriate vertices of the stars. If a 2 = 1, then G is a union of a matching and the star K 1,a 1 with some (but not all) edges subdivided. Therefore, we may assume from now on that m ′ = m − 1.
Suppose now that n ′ < n − 1, i.e., a b 1 = 1. In that case,
. . , b m satisfy the assumptions of the lemma; let G ′ be the graph corresponding to them. We let G be the graph obtained from G ′ by adding the vertices u b 1 and v 1 and joining v 1 with u 1 , u 2 , . . . , u b 1 . The edge u b 1 v 1 is added to the matching covering A.
Finally, consider the case when n ′ = n − 1 and
satisfy the assumptions of the lemma; let G ′ be the graph corresponding to them. We let G be the graph obtained from G ′ by adding the vertices u 1 and v 1 and joining u 1 with v 1 , . . . , v a 1 and v 1 with u 2 , . . . , u b 1 . The edge u 1 v 1 is added to the matching covering A.
We shall also need the following simple observation: Lemma 2.4. There exists a graph G with n ≥ 1 vertices, e edges and 1 ≤ δ(G) ≤ ∆(G) ≤ 2 if and only if e = n ≥ 3 or e + 1 ≤ n ≤ 2e and n ≥ 2.
Proof. Without loss of generality, if such a graph exists, then it is either a cycle, or a union of a (possibly empty) matching and a path of length at least one. The former is possible if and only if e = n ≥ 3. The latter is possible if and only if e + 1 ≤ n ≤ 2e and n ≥ 2.
Rao [6] proved the following:
Furthermore, if these conditions are satisfied, then we can choose G so that the vertices of the clique of size k have degrees
Let us recall the characterization of graphic degree sequences by Erdős and Gallai [4] in the following form:
d n of non-negative integers is graphic if and only if
If (3) can be checked only for subsets of the form I = {1, 2, . . . , t}, 1 ≤ t ≤ n.
Yin and Li [13, Theorem 1.8] showed the following:
Then it satisfies the assumptions of Theorem 2.5.
We will need the following variation:
satisfies the assumptions of Theorem 2.5 if and only if
Proof. Consider the condition (2) of Theorem 2.5 with s = 0 and t = k − 1:
As
Subtracting kd k from both sides of (5), we get
which implies (4). The above derivation actually shows that (4) and (5) are equivalent. Therefore, we need to prove that (4) (or (5)) implies the condition (2) of Theorem 2.5 for the choices of s and t such that 0 ≤ s ≤ k, 0 ≤ t ≤ k − 1 and either s = 0 or t = k − 1.
If
follows from (3) with I = {1, 2, . . . , s, k + 1, k + 2, . . . , k + t}. The same argument works if s = k (independently of the value of d k ), since the first sum on the right hand side of (2) vanishes. Therefore, we may henceforth assume that d k ≤ k + t − 2 and s ≤ k − 1.
Let us first assume that
thus the condition is satisfied.
Let us now consider the remaining case when s + t ≤ k − 1. As min(s + t, k − 1) = s + t, d k ≥ k − 1, and the coefficient of d k on the left hand side of (7) is negative, it suffices to prove that
This is equivalent to t ≤ st. If s > 0, then this condition is satisfied. So, it remains to consider the case when s = 0. The condition (2) of Theorem 2.5 then becomes
which is equivalent to
Note
, the right-hand side of (8) is independent of t, and the left-hand side is non-decreasing in t, and hence the condition is satisfied for all t if and only if it is satisfied for t = k − 1, which is precisely our original assumption (5).
3 Chromatic number and cliques
• G is χ-critical, the number n of vertices of G is odd, n = 2m + 1, χ(G) = m + 1, ω(D(G)) = m and the complement of G is hypomatchable.
We say that G is nontrivial if χ(G) > ω(D(G)). Note that Lemma 2.8 describes the degree sequences of nontrivial basic graphs, that is, the degree sequences of nontrivial basic graphs do not satisfy the condition (4). The following lemma shows that when considering the behavior of χ(G) and ω(D(G)), then we only care about the basic graphs. Proof. For a contradiction, assume that G is a smallest counterexample. Let n be the number of vertices of G. As G is not basic, χ(G) ≥ ω(D(G))+1. As G is a smallest counterexample, G is χ-critical, and thus δ(G) ≥ χ(G) − 1 ≥ ω(D(G)). By Theorem 2.7, this implies that n ≤ 2ω(D(G)) + 1. Also, G is not a join of two graphs, i.e., the complement of G is connected.
Consider a coloring ϕ of G by χ(G) colors, such that the set of vertices B that belong to color classes of size at least three is as small as possible. Let k = |V (G − B)| and let c be the number of color classes of ϕ restricted to G − B. As 2χ(G) ≥ 2ω(D(G)) + 2 > n, 2c > k. Let M be the set of color classes of ϕ of size two. Note that M is a maximum matching in the complementary graph G − B and that |M | = k − c. Conversely, any matching in G − B of size k − c corresponds to a coloring of G by χ(G) colors. Also, any vertex v of G − B that is not incident with M is adjacent to all vertices of B, as otherwise if v is not adjacent to a vertex u ∈ B, then we can set the color of u to ϕ(v), thus decreasing the size of B.
By the Edmonds-Gallai theorem on maximum matchings in graphs, there exists T ⊆ V (G−B) and a matching M ′ in G − B such that each component of G − B − T is hypo-matchable, each edge of M ′ is incident with exactly one vertex of T , and no component of G − B − T is incident with more than one edge of M ′ . Moreover, each vertex in T is incident with an edge in M ′ . Let C be the set of components of G − B − T . Let t = |T | and let h = |C|− t be the number of components of G − B − T that are not incident with an edge of M ′ . Note that h = 2c − k > 0. Consider the bipartite graph H with parts T and C, such that a vertex u ∈ T and a component K ∈ C are adjacent in H if and only if there exists a vertex v ∈ K such that u and v are non-adjacent in G. Let C ′ ⊆ C be the set of components that are covered by every matching in H of size t. By Hall's theorem, there exists a set T ′ ⊆ T such that |T ′ | = |C ′ | and the vertices of T ′ are adjacent in G to all vertices of the components in C \ C ′ . Consider now a component K ∈ C \ C ′ and a vertex v ∈ K. There exists a matching in H of size t that does not cover K, and this matching can be extended to a matching M 1 in G − B − T of size k − c that does not cover v, as K is hypo-matchable. It follows that v is adjacent in G to all vertices of B. Since the choice of K and v was arbitrary, it follows that all vertices of the components of C \ C ′ are adjacent to all vertices of B. Furthermore, note that for any component
Let G 0 be the subgraph of G induced by K∈C ′ V (K) ∪ B ∪ T ′ , and let G 1 , G 2 , . . . , G a be the subgraphs of G induced by the vertex sets of the elements of C \ C ′ . Let G ′ be the join of G 0 , G 1 , . . . , G a . Observe that χ(G ′ ) = χ(G) and that G ′ is an induced subgraph of G. As G is χ-critical, G ′ = G, and hence T = T ′ . However, the complement of G is connected and C \ C ′ = ∅, thus G 0 must be an empty graph, i.e., B = T = ∅, and a = |C| = 1. It follows that G = G 1 is a nontrivial basic graph.
As we have observed in the introduction, the degree sequence D = (5k − Proof. Suppose for a contradiction that G is a smallest counterexample, and let n be the number of vertices of G. By Lemma 3.1, we may assume that  G is a join of basic graphs G 1 , G 2 , . . . , G k . Also,
and
, and by symmetry, χ( The chromatic number of any graph G satisfies the following trivial bounds:
Reed investigated general bounds on the chromatic number that can be expressed as a convex combination of ∆(G) and ω(G). He proposed the following
For degree sequences, we prove the following stronger bound of the same form:
Proof. By considering a smallest counterexample, we see that G is χ-critical. By Lemma 3.1 we conclude that G is a join of basic graphs G 1 , . . . , G k . Suppose first that k = 1, i.e., G is basic. As G is χ-critical,
Suppose now that k > 1. Let us first consider the case when one of the graphs G i in the join, say G 1 , is trivial, i.e., χ(G 1 ) ≤ ω(D(G 1 )) .
This is in a contradiction with G being a counterexample. It follows that each G i is a nontrivial basic graph.
Let |V (G i )| = 2m i + 1, let m = min{m i | 1 ≤ i ≤ k}, and observe that m ≥ 2. We may assume that m = m 1 . Clearly, ∆ = ∆(G) ≥ ∆(G 1 ) + n − (2m + 1) ≥ n − m − 1, where n = |V (G)|. As in the proof of Theorem 3.2 we conclude that ω = ω(D(G)) ≥ n−1 2 . ¿From the facts that (m − 2)(k − 1) ≥ 0 and n ≥ (2m + 1)k, it follows that 2m + 5k − n + 6 ≤ 10. Now, This is in a contradiction with G being a counterexample, an the proof is complete.
Let us observe that the bound of Theorem 3.4 is tight for the degree sequences D = (5k − 3) 5k (k ≥ 1). The same examples also show that the bound is best possible in the very strong sense as stated in the introduction.
The proofs of Theorems 3.2 and 3.4 can be combined to obtain the following stronger result. 
The Hajós Conjecture for degree sequences
The Hajós variation, Conjecture 1.3, is true in a quite strong sense. Let h 1 (G) = r if r is the largest integer such that G contains a subgraph obtained from K r by first selecting vertex-disjoint subgraphs S 1 , . . . , S a of K r , where each S i is isomorphic to a star K 1,n i (1 ≤ i ≤ a), and then subdividing each edge of these stars exactly once.
, Lemma 3.1 shows that we can assume that G is a nontrivial basic graph. Let n = 2m+1 be the number of vertices of G, and let
An easy calculation shows that R+1 i=1 t i = 2R. All the numbers t i are positive, thus by Lemma 2.1, there exists a tree T 1 with vertices v 2m−R+1 , v 2m−R+2 , . . . , v 2m+1 such that the degree of v 2m−R+i in T 1 is t i for i = 1, . . . , R + 1.
Our goal is to form a graph G ′ with the degree sequence D(G) on vertices v 1 , v 2 , . . . , v 2m+1 in the following way. We start with a graph H 1 consisting of a union of two cliques, one on the vertex set A = {v 1 , v 2 , . . . , v m } and the other one on the vertices B = {v m+1 , v m+2 , . . . , v 2m+1 }. Next, we shall delete the edges of T 1 or a slight modification of T 1 . Finally, we shall add edges between A and B so that the degrees will be as requested. The modification of T 1 will be designed in such a way as to enable us to get the required subdivision of the (m + 1)-clique, whose vertices of degree m will be v 1 , . . . , v m+1 , and the only subdivided edges will be some of the edges incident with v m+1 .
Let us first consider the case when d m+1 ≥ m + α. Then m + R − β ≤ 2m − R. Let T 2 be a forest obtained from T 1 by choosing R − β − 1 neighbors of v 2m+1 , removing the edges joining them to v 2m+1 , and adding a matching between them and the vertices v m+2 , v m+3 , . . . , v m+R−β . Let
. In order to get a graph G ′ whose degree sequence is D(G), we have to add edges between A and B. This has to be done in such a way that each vertex v i ∈ A is incident with a i added edges ( is adjacent to all other vertices of B. Together with the matching M , this yields a subdivision of K m+1 , where each edge is subdivided at most once and all the subdivided edges are incident with v m+1 . We conclude that h 1 (G ′ ) ≥ m + 1.
