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Abstract 
Reducing the number of fatalities and injuries due to vehicle crashes is a 
major focus for road safety researchers throughout the world. Research on driver 
behaviours, attitudes and associated crashes is often conducted using self-report 
surveys. When the predictor and criterion variables are drawn from a single source 
(such as a cross-sectional survey) as is generally the case, it has been generally 
acknowledged that a range of methodological issues associated with this approach 
have the potential to reduce the efficacy of predictive measures. Common method 
variance (CMV) is bias that occurs when both the predictors and the predicted 
variables are gathered and analysed in the same manner from the same source. CMV 
effects have the potential to distort findings by artificially strengthening or 
weakening the observed relationships between items of interest. This is of particular 
concern to road safety researchers, given the distinct possibility that the small 
associations often observed within road safety studies may in turn be inflated due to 
CMV biases. There is a significant need to examine the exact nature and extent of 
CMV effects within self-reported road safety data and to explore how best to reduce 
this measurement error. 
 
The current body of research was conducted with three primary aims in mind: 
1. Examine the existence of CMV effects.  
 
2. Explore the level of influence that CMV effects have on self-report data, 
including whether these effects inflate or deflate observed relationships 
between variable. 
3. Test research methods to control for the influence of CMV effects on self-
report data. 
 
Study 1 involved a meta-analysis that quantified the association between 
crashes and traffic offences in light of potential moderators. In reference to the 
exploration for CMV effects, this study examined the extent to which the relationship 
between self-reported traffic offences and self-reported crashes is stronger than that 
recorded using only official data sources.  
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Studies yielding a correlation between crashes and traffic offences were 
collated and a meta-analysis of 144 effects drawn from 99 road safety studies 
conducted. The impact of factors such as age, time period, crash and offence rates, 
crash severity and data type, sourced from either self-report surveys or archival 
records, were examined. After weighting for sample size, an average correlation of r 
= .18 between crashes and traffic offences was observed over the mean time period 
of 3.2 years. Evidence emerged suggesting the strength of this correlation is 
decreasing over time. Stronger correlations between crashes and offences were 
generally found in studies involving younger drivers. In relation to the existence of 
CMV effects, a within-country analysis found stronger effect sizes in self-reported 
data after controlling for crash mean and time period. These differences were 
statistically significant and confirmed after using a regression to assess the 
contribution of potential moderators. The results were also consistent with the 
expectation that stronger effect sizes would be found in analyses drawn from self-
reported data as opposed to relationships identified using data from archival records. 
In terms of the research aims, the results indicate that CMV effects do exist and that 
stronger results were observed in the relationships between the self-reported 
variables. 
Study 2 involved a range of potential areas of method bias. These included:  
examining effects attributable to social desirability; the use of temporal 
methodological separation of variables measured; comparing responses from forced 
choice and Likert scales; comparing responses from paper based surveys with those 
obtained from online surveys and; a comparison of results obtained using self-
reported data with analysis involving official traffic offence data for the same 
individuals that was provided by the Queensland Department of Transport and Main 
Roads (TMR). In all analyses Pearson’s correlations were used unless stated 
otherwise.  A total of 380 general Queensland motorists participated in the study. Of 
these, 204 participants provided consent for their driving history to be made available 
by the TMR. 
Similar to previous research, higher mean scores for the Social Desirability 
scale (SD) were observed among older drivers and also with women, although these 
results were not statistically significant. Correlations between the SD scale and 
crashes and traffic offences were not statistically significant. However stronger and 
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statistically significant correlations were observed in relation to the SD scale and sub 
factors of the Manchester Driver Behaviour Questionnaire (DBQ). It was also 
expected that for social desirability responding to be present, self-reports of traffic 
offences would be negatively associated with the SD scales for driving, but no 
relationship should be evident with official records of traffic offences. Such a result 
would be an indication of CMV effects whereby the relationships between key 
variables differ or are inflated when drawn from single-source data. However, in the 
current research, no meaningful differences were evident in the associations between 
the SD scale and the two data types. Overall the reliability of the self-reported traffic 
offences, when compared to the archival records, was encouraging in terms of the 
accuracy of this aspect of self-reported data. In this instance the similarities between 
the two data types no doubt explains why no meaningful differences were detected. 
Repeating this study using archival records of crashes would provide a valuable 
alternative assessment of the role of CMV effects in relation to variables measuring 
driving history, as opposed to self-assessments of driving behaviours.   
In regards to proximity or temporal effects due to changes in the location of the 
scales within the survey, results did not indicate the presence of any consistent CMV 
effect. This finding may reflect the fact that stability over time was a major 
consideration in the selection of scales for this study. Such scales were preferred to 
minimise the degree to which any discrepancies detected in an analysis could be 
attributed to actual changes in behaviour on the part of the survey participants.  
A comparison of responses from forced choice (dichotomous) scales with 
responses to Likert scales, utilising adjusted versions of the Sensation Seeking Scale 
(SSS) was undertaken with point biserial correlation coefficients calculated to 
compare relationships with the dichotomous and Likert scales. The study findings 
showed that noticeably stronger correlations were produced when the dichotomous 
version was used. This result has implications for researchers when interpreting 
findings based on forced choice formats, which is the method in which the SSS is 
usually presented to survey participants. A difference was also found in relation to 
the responses to paper based and online surveys with correlations from the latter 
noticeably stronger. It is possible that the observed discrepancy reflected to some 
degree differences in the general characteristics of the two samples (most noticeably 
in terms of mean age), rather than differences in survey methods. Further research to 
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explore this anomaly would be of interest to researchers. Finally, analysis also 
showed that self-reported recall of traffic offences in the past 3 years was fairly 
accurate when compared with official records obtained from TMR (r = .7 p =<.001). 
In regards to the overall research aims, there was some evidence pointing to the 
existence of CMV effects, although this was not supported in all aspects of the 
studies undertaken. Despite some interesting findings the impact of socially desirable 
responding appeared to be minimal in the current sample and controlling for this trait 
using the SD scale did not alter findings in any meaningful way.   
Study 3 revisited the repeated measures method of the pilot study with a new 
analysis conducted using more scales than previously but with respondents 
completing both survey waves over a shorter time period. The reduced time period 
was introduced to maximise the degree by which any discrepancies observed were a 
result of method bias, i.e. CMV effects, as opposed to actual changes in behaviour 
over time. A total of 210 respondents completed both of the surveys with the average 
time difference between surveys of 23 days.  
Comparisons of the overall strength of the correlations found that the 
correlations within survey waves were 3.5% stronger than those found between the 
waves. While this figure is less than the 20% difference found in the pilot study, it 
must be noted that the data set in Study 2 included many scales that were not used in 
the pilot study and that these scales had been selected in part due to their stability 
over time. The weaker relationship no doubt also reflects the shorter time period 
between survey waves. Given these factors, the 3.5% difference may represent a 
more accurate quantitative estimate of CMV effects as captured by the data in this 
analysis. Finally, the social desirability scale used in the study was found to be stable 
over the two survey waves with the no significant differences detected. In reference 
to the overall study aims, the repeated measures study did detect differences in the 
results from the two survey waves that are consistent with small CMV effects. These 
results underscore the desirability of obtaining independent data to use alongside 
original data sets whenever this is possible.  
A wide range of possible CMV effects are understood to exist. Not all the 
results in the current series of studies indicated that CMV effects were present. 
However the differences in results produced by the different data types, as evidenced 
in the meta-analysis, the stronger correlations found within individual surveys, as 
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shown in both repeated measures studies, and a comparison of the differences in the 
strength of the effects when a Likert scale was substituted for a dichotomous scale, 
all point to the existence of CMV effects. Results were less definite in relation to 
social desirability. Further research which builds on the findings of this project 
would be welcomed. 
Findings from this PhD study serve to remind road safety researchers, indeed 
all researchers, to consider the extent to which method bias may be a factor when 
conducting their analyses. Whenever possible researchers are encouraged to compare 
their data with that obtained from an independent source to aid in identifying 
possible method biases. Researchers are encouraged to constantly consider potential 
sources of bias that may be present in their study findings. 
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Chapter 1: Introduction 
There is no single best method for handling the problem of common method variance 
because it depends on what the sources of method variance are in the study and the 
feasibility of the remedies that are available.  ….. (Podsakoff, MacKenzie, Lee & 
Podsakoff, 2003 p 899) 
 
This chapter outlines the background, context and purpose of this body of 
research. Section 1.2 outlines the Research Problem. Section 1.3 provides and 
overview of the aims and research questions to be addressed in this thesis. An 
overview of this research appears in section 1.4. The significance and scope of the 
current research is outlined in section 1.5. Finally a brief outline of the structure of 
the thesis is provided in section 1.6.  
1.1 INTRODUCTION  
Each year as many as 1.24 million traffic crashes result in fatalities world-wide 
(WHO, 2015). A great deal of work is undertaken by researchers around the world to 
better understand and prevent these terrible events. Research on driver behaviours, 
attitudes and associated crashes is generally conducted utilising self-report surveys 
and interviews. Researchers acknowledge that limitations associated with this 
methodological approach can reduce the efficacy of predictive measures, to the 
extent that popular self-report driving scales consistently prove extremely limited in 
their ability to accurately predict those involved in crashes (Davey, Wishart, 
Freeman, & Watson, 2007; Freeman, Wishart, Davey, Rowland, & Williams, 2009; 
Wishart, Freeman, Davey, Rowland, & Barraclough, 2014). However the predictive 
efficacy, such as it is, may be affected by a range of factors, one of the most pertinent 
being common method variance (CMV). CMV is bias that is introduced when both 
the predictors and the predicted variables are gathered and analysed in the same 
manner from the same source, as is often the case in studies which utilise self-report 
data (af Wåhlberg, 2009). Effectively, CMV is understood to be present when survey 
participants provide systematic responses to a range of questionnaire items that can 
alter the actual effects that the survey items are intended to capture (Paulhus, 1991). 
The potential bias introduced by CMV effects can distort findings by artificially 
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strengthening or weakening the observed relationships between items of interest.  It 
is quite feasible that the rather small associations often observed within road safety 
studies may in turn be inflated due to CMV biases (af Wåhlberg, 2010). 
Addressing the potential distorting effects of CMV effects on study findings 
remains problematic for researchers. While bias can certainly exist in archival data, it 
appears that self-report data may be most prone to CMV effects. For example, it has 
been estimated that up to 26.3% of the measured variance in self-report studies can 
be attributed to CMV biases (Cote & Buckley, 1987). However, research into CMV 
effects is almost unknown in traffic safety with this methodological problem often 
treated as being unavoidable (af Wåhlberg, 2010a) when it is considered at all. Large 
scale meta-analytic reviews of studies calculating crash risk generally use self-
reported crashes as the outcome measure (for example Clarke & Robertson; 2005, de 
Winter & Dodou, 2010) without testing whether data source could be a possible 
moderator.  
The statistical relationship between driving behaviours and crashes is generally 
weak (for example see de Winter & Dodou, 2010). In the road safety domain small 
effects are often still of interest to researchers in part due to the relatively small 
number of crashes that occur, particularly serious crashes. Small effects are generally 
to be expected if the independent variable represents an event that is not common in 
a statistical sense. Given this, any inflation of effects due to CMV, even if small, has 
the potential to distort study findings i.e. the small effect sizes associated with key 
road safety variables may be even weaker when CMV effects are accounted for.  
A range of CMV effects are understood to exist. Arguably the best known of 
these mechanisms is social desirability, which is associated with a willingness on the 
part of the respondent to make a favourable impression (Paulhus, 1991). The 
proposed research will contribute to current theoretical knowledge into issues of 
measurement error, particularly the influence of social desirability responding, and 
advance understanding of the accuracy of self-report data, particularly in relation to 
identifying individuals who are most likely to engage in unsafe driving behaviours or 
crashes. By examining and trialling methods to measure or counter for the effects of 
CMV, the proposed research will also contribute to evidence-based practice both 
within road safety and the in wider social science field. 
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1.2 RESEARCH PROBLEM   
 
Establishing the accuracy and validity of self-reported crashes is critically 
important, given that this measure is the among the most common outcome variables 
(others include speeding, drink-driving and general driving) used within individual 
difference road safety research and is arguably the most important. The behaviour of 
drivers with higher crash involvement histories is generally used as a measure by 
which to identify factors, often self-reported behaviours, most predictive of the 
targeted aberrant driving outcomes. Given the potential for CMV to either deflate or 
inflate the observed relationships between key variables, there is a need to examine 
the exact nature and extent of CMV effects within self-reported road safety data and 
to explore how best to reduce this measurement error. 
1.3 OVERVIEW OF RESEARCH AIMS  
From a road safety perspective, examining the impact of CMV on self-report 
data would inform not only the methods used in road safety research and other injury 
prevention fields, but would also contribute to a broader understanding of problems 
related to various types of method bias arising from self-report data. This program of 
research therefore aims to test for the existence, influence and ways to control for 
CMV effects within self-report data that focus on common driving behaviours and 
driving histories.  
1.4 OVERVIEW OF RESEARCH PROGRAM  
1.4.1 Meta-Analysis 
Study 1 presents a meta-analysis that quantifies the association between 
crashes and traffic offences in light of potential moderators. In reference to the 
exploration for CMV effects, this study examines whether the relationship between 
self-reported traffic offences violations/citations and self-reported crashes is stronger 
than that recorded using only official data sources. The meta-analysis  contributes to 
a body of work in which a range of independent variables, including driving 
behaviour scales and personality traits act as predictors of crash involvement with 
comparisons made of rates in relation to self-report data and archival records of 
crashes (such as police or insurance records). Data were collected using search 
engines and snowballing to identify publications in which information relevant to the 
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analysis may be found. Study authors were contacted to supply missing information 
and data from published and unpublished papers was included. Variance was held 
constant to address differences between studies relating to different mean crashes and 
traffic offences and different timeframes for the period of crash recall items. The 
results of this study have been accepted for publication in the journal PLOS ONE: 
Barraclough, P., af Wåhlberg, A., Freeman, J., Watson, B., & Watson, A. (2016) 
Predicting crashes using traffic offences. A meta-analysis that examines potential 
bias between self-report and archival data. PLoS One -15-46513R2 
This publication can be accessed at: 
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0153390 
The meta-analysis enhances current understanding of this issue by acting to 
account for sampling error, identifying consistency of effects, and aiding in theory 
building (Nobile, 2006, Schmidt, 1992). The study also contributes to wider research 
which seeks to identify methodologies capable of identifying CMV effects. Primarily 
the study explores whether self-reported data yields stronger effect sizes than official 
records, which would be indicative of CMV effects. That is, it was designed to 
ascertain whether or not evidence for significant correlations reported in publications 
between road safety items and crash variables are affected by CMV effects, rather 
than more accurately representing the relationship between the variables. 
1.4.2 Pilot Study 
A pilot study related to this research project was conducted to ascertain the 
impact of socially desirable responses and unstable CMV effects. While part of the 
overall research program, the study was not a component of this PhD. This study 
used a cross-sectional and repeated measures design to: (a) measure the relationship 
between social desirability and self-reported driving history as measured by the 
Manchester Driver Behaviour Questionnaire (DBQ), crash and fine history (b) 
determine whether the presence of social desirability, as measured by a subset of the 
Marlow-Crowne scale (Crowne & Marlowe, 1960), was consistent across time and 
(c) determine the extent to which unstable effects associated with CMV may be 
present.  
In this thesis, the abbreviation “SD” will be used to describe the social 
desirability scale developed by Crowne and Marlowe (1960) while the full term 
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“social desirability” is used to refer to the general construct or overall concept of 
creating a favourable impression. 
A sample of 214 respondents completed both survey waves. This study 
primarily focused on testing for CMV effects, particularly whether a relationship 
exists between self-reported driving behaviours and socially desirable responses. 
Correlations and partial correlations were examined to assess the influence of social 
desirability. The principal measure of driving behaviour used was the DBQ, a tool  
often used in road safety research (Reason, Manstead, Stradling, Baxter & Campbell, 
1990). In the current research unstable CMV effects were also measured by 
comparing differences in the strength of the correlations reported in and across the 
two survey waves. In this sense testing for unstable effects is similar to examining 
statistical reliability whereby a measure is understood to have high reliability if 
similar results are produced under consistent conditions. It has been argued (af 
Wåhlberg, 2009) that if unstable CMV effects are present (such as transient mood 
states), the correlations observed within each wave will be stronger than will 
corresponding correlations  between two survey waves.  
Data collection for this study was completed prior to the commencement of this 
PhD with the analysis completed early in 2014. The results of this study were 
presented at the Advances in Human Aspects of Transportation conference in 
Krakow in 2014: 
Barraclough, P., af Wåhlberg, A., Freeman, J., Davey, J., & Watson, B. (2014). Real 
or imagined? A study exploring the existence of common method variance effects in 
road safety research. Paper presented at the Advances in Human Aspects of 
Transportation: Part I, Krakow, Poland 
 
Key elements of this study included the extent to which within-wave 
correlations were found to be almost 20% stronger than those recorded across the 
survey waves. In addition the Social Desirability (SD) scale was found to be 
associated with the DBQ and self-reported traffic offences but not with self-reported 
crashes. However, controlling for the SD scale did not alter the associations between 
the DBQ and the crash and offence variables. Relevant findings from this paper will 
be discussed later in this document with reference to findings from the studies from 
the current research. The conference paper, based on the findings of the pilot study, 
is provided in Appendix A. 
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1.4.3 Cross-sectional study 
The second stage of the research project, Study Two (b), replicates and builds 
on the pilot study. It involves a cross-sectional and repeated measures design and 
includes a large-scale distribution of a battery of questionnaires to general motorists. 
A range of scales unrelated to road safety but with similar characteristics to the DBQ 
were included (see sections 3.3.1 and 3.3.2 for full description of the scales and 
inclusion criteria). This study focused on testing for a range of CMV effects. In 
addition to the methods employed in the pilot study, the use of temporal 
methodological separation of measurement approaches as proposed by Podsakoff et 
al. (2003) was examined. For example, different subsamples completed surveys in 
which independent and dependent variables were placed in different locations with 
the subsequent relationship examined and any differences in the observed 
associations noted. The study also examined the degree to which different constructs 
and different types of scales are susceptible to CMV effects. Scales not associated 
with aberrant driving behaviour (as measured by the Driver Behaviour 
Questionnaire), were included in the survey. The use of these “anchor scales” 
allowed an analysis to be conducted to reveal whether CMV effects potentially 
present among the driving history and driving behaviour variables are also detected 
in the observed relationships between theoretically unrelated items (such as internet 
usage or engaging in environmental behaviours). The inclusion of different scale 
formats facilitates an examination of methods with the potential to inflate or distort 
findings.  In this instance, responses drawn from dichotomous or forced choice 
formats were compared with responses from a Likert scale. 
Finally, Study 2 also involves a comparison of the self-reported traffic offence 
history with official traffic offence data provided by the Queensland Department of 
Transport and Main Roads (TMR). It was expected that for social desirability 
responding to be evident, self-reports of traffic offences would be negatively 
associated with the SD scales for driving, but no relationship should be evident with 
official records of infringement notices. While this analysis assumes that SD scales 
actually measure social desirability, CMV effects could also be present for other 
reasons, such as scale preferences. Of particular interest is the relationship between 
self-reported independent variables and dependent variables compared with self-
reported independent variables and TMR traffic offences. For social desirability 
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responding to be present, differences between correlations involving self-reports of 
traffic offences and archival records of the same when assessed against the SD scale 
would be an indication of CMV effects whereby the relationships between key 
variables differ or are inflated when drawn from single-source data. 
1.4.4 Repeated Measures Study 
Study 3 consists of a repeated measures study that replicated a component of 
the pilot study. The battery of questionnaires presented in the first survey wave was 
distributed for a second time two weeks later. Effects produced within the two survey 
waves were compared with effects produced with identical variables across the 
survey waves. This approach allowed a comparison of results drawn from single 
source data with effects created when there has been a separation of the predictor and 
criterion variables. To build on the findings of the pilot study, this study was 
conducted with a wider variety of scales and completed over a shorter time period by 
a different survey sample. The scales were chosen in part for their reliability over 
time. This allowed any discrepancies detected in the analysis to be attributed to 
potential method bias rather than to actual changes in behaviour. Similarly the 
shorter time frame reduced the degree to which the behaviours measured across the 
two surveys might change over the survey period. This would in turn allow 
subsequent results to reflect possible CMV effects rather than reported changes in 
behaviour of survey participants.  
1.5 CONTEXT OF CURRENT RESEARCH 
The studies for this PhD are a component of an Australian Research Council 
(ARC) discovery grant (2415680307/51) entitled Using Self-Report Data to Predict 
Crash Risk: How Accurate Is It and How Can It Best Be Used? In a road safety 
context, a major factor in initiating these studies was the concern that observed 
relationships between crash data and certain self-reported variables was inflated, in 
part due to CMV effects. The first phase of this series of studies involved a meta-
analysis of personality traits and crash involvement, to consider the heterogeneity 
between studies and its possible determinants (af Wåhlberg, Barraclough, & 
Freeman, 2017). A second meta-analysis re-examined the relationship between the 
DBQ and crashes, finding that self-reported data did yield higher effect sizes 
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although the limited number of studies that used archival records limited the impact 
of this finding (af Wåhlberg, Barraclough, & Freeman, 2016). 
A pilot study was conducted as part of the wider research project, an ARC 
discovery grant. While much of the research for the pilot study was conducted 
separately to this PhD, the findings are relevant to the work presented in this 
document. Results for the pilot study are presented in Appendix A. 
Study 1 replicates many features of the earlier meta-analysis but was able to 
more effectively examine differences between data sources due to the greater number 
of studies available with which to make meaningful comparisons. The second phase 
entailed a cross-sectional survey design primarily to facilitate an exploratory 
examination into whether a relationship exists between self-reported driving 
behaviours and social desirability responses. Study 2 of the current research relates 
directly to this component of the ARC research.  
The third phase of the ARC project utilised a repeated measures design to test 
for CMV effects by examining the consistency of the responses (or stability of the 
observed effects) across the two waves of self-reported data. Study 3 of the current 
research relates directly to this component of the research.  
The forth phase of the ARC project involved a comparison of results obtained 
from self-report data with that using official records. Study 2 of the current research 
relates directly to this component of the ARC research.  
1.6 SIGNIFICANCE OF RESEARCH 
As noted previously, road safety researchers are heavily reliant on self-report 
data, with much of this focus related to crashes and traffic offences. For example the 
DBQ, the most widely used driving scale in road safety research (de Winter & 
Dodou, 2010) naturally records self-reported behaviour. The issue of CMV has been 
almost totally overlooked in road safety despite having potentially significant 
practical and theoretical implications for road safety knowledge and the development 
of effective interventions designed to reduce the impact of crashes. With this in mind 
the current body of research will have significance in relation to the following 
elements. 
First, the study provides an extensive examination into the existence and extent 
of CMV effects within self-report data in road safety. This includes consideration of 
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the impact of CMV in regards to increasing the likelihood of making Type I versus 
Type II errors. To this effect, the study examines which statistical tools and 
methodologies illuminate CMV effects (e.g., cross sectional, longitudinal, or 
comparison with official independent sources).  
Second, the identification of different methodological approaches to minimise 
the possible spurious effects of CMV (such as the use of proximal separation of 
criterion and predictor and other variables) provides direction for researchers within 
road safety as well as within the wider social science fields to control for systematic 
measurement error. As self-report data remains a core data source for a number of 
disciplines (e.g., psychology, sociology, marketing, business and education fields), 
findings from this study have clear methodological implications for the broader field 
of social science.  
Third, the research will inform future research in regard to which aspects of a 
survey, or a survey sample, may be most susceptible to CMV effects. The study 
findings are analysed in reference to different scales employed and types of 
constructs represented within the scales.  
Fourth, the research sheds light on differences between analysis based on self-
reported data compared with official records, and whether this latter form of data 
should be increasingly utilised in studies that attempt to predict crash risk. The 
outcome of this part of the study has the potential to inform policy makers of the 
importance of accurately collecting and analysing official data records and/or using it 
in a complementary manner with self-report data. Taken together, the outcomes 
relate to improving current understanding into the issues involved in using self-report 
data to assess driving behaviours, which is vital given that road safety researchers 
and practitioners continue to rely heavily on this data source. Findings from this 
body of research holds considerable potential to provide a clear path for road safety 
researchers in regards to how to increase methodological rigour when utilising self-
report data. 
1.7 THESIS OUTLINE 
Chapter Two presents a review of the literature. It examines the nature of CMV 
effects and discusses previous findings relevant to this body of research. Chapter 
Three outlines the research design and methodological considerations for the studies 
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in this research project. Chapter Four presents findings from a meta-analysis of 144 
effects drawn from 99 road safety studies to examine the evidence in regards to the 
relationship between crashes and offences. Exploring this relationship provides the 
basis of an analysis of method bias, CMV effects and additional methodological 
issues. Chapter Five contains a cross-sectional study that incorporates a comparison 
of effects using self-report and archival data. Presented in Chapter Six are the results 
of a repeated measures study that compares results drawn from single source data 
with effects created when there has been a separation of the predictor and criterion 
variables. Chapter Seven contains a discussion of all results in reference to the study 
aims and presents conclusions, limitations, and recommendations for future research. 
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Chapter 2: Literature Review 
2.1 COMMON METHOD VARIANCE 
Self-report data are widely used in the field of road safety research, despite 
the limitations inherent with this methodological approach.  Indeed, self-report 
surveys are the most commonly used method of data collection in the social sciences 
(Malhorta, Kim, & Patil, 2006). This method offers a number of advantages 
associated with economy and simplicity of use (af Wåhlberg, Dorn & Kline, 2010) 
and also has the capacity to capture a wide range of information relating to driver 
behaviours, driver attitudes and personality characteristics (Sullman & Taylor, 2010).  
However, researchers consistently acknowledge a range of limitations associated 
with this methodological approach (for example, self-report bias), which has been 
hypothesised to reduce the predictive efficacy of scale based data gathering. Potential 
distortions of study findings due to CMV have been a concern particularly in the 
social and behavioural sciences, and especially in studies involving self-report 
methods such as questionnaires, surveys, and interviews (Richardson, Simmering, & 
Sturman, 2009). 
Response bias in the form of CMV is present when survey participants 
provide systematic responses to a range of questionnaire items on a basis that is 
different to the actual effect that the survey items are intended to measure (Paulhus, 
1991) and as such, can threaten the validity of the conclusions drawn about the 
relationships between the measures of different constructs. In this sense, CMV can 
be understood as variance attributable to measurement method rather than to the 
constructs purportedly represented by the measures (Campbell & Fiske, 1959). 
Response bias introduced by CMV effects can distort findings by artificially 
strengthening or weakening the observed relationships between items of interest, 
resulting in unwarranted theorising and analysis of the relationships between the 
variables of interest (Podsakoff et al., 2003; Reio, 2010) and possibly leading to 
incorrect or inappropriate conclusions.  
CMV effects may contribute to the promotion of scientific explanations for 
observed relationships among measures that are unwarranted. Conversely, it may 
appear that a theory or hypothesis has been invalidated when in actuality the 
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empirical support for such a conclusion may be flawed. In addition, CMV effects can 
contaminate findings critical to ensure proper validation of new theories and 
approaches (Reio, 2010) and result in flawed recommendations  for practice or policy 
if findings are unduly effected by method bias of this type (Burton-Jones, 2009). In 
this regard, the confounding effects of CMV are not dissimilar to problems 
associated with results that are affected by insufficient statistical power, non-
response bias, and Type I and Type II errors (Reio, 2010). There is a distinct need to 
examine the potential effects of this distortion on study findings.  
2.2 TYPES OF CMV EFFECTS  
Method effects produced by using a common source or rater include: Social 
desirability, Leniency biases, Acquiescence biases (yea-saying and nay-saying), 
Mood states and Consistency motif (e.g., reflecting a desire on the part of study 
participants to appear consistent and rational in their responses). In addition, 
Measurement and Item context effects with the potential to distort findings include: 
Item ambiguity, Common scale formats and issues arising when the predictor and 
criterion variables are measured at the same point in time or using the same medium 
(see Podsakoff et al., 2003). A summary of CMV effects, drawing on Podsakoff et al. 
(2003), is shown in Table 1.  
 
Table 1 Summary of potential sources of Common Method Variance biases. 
Potential cause of 
CMV 
Manifestation of effect 
Common rater effects 
Any artifactual covariance between the predictor and criterion 
variable produced by the fact that the respondent providing the 
measure of these variables is the same. 
Consistency motif The propensity for respondents to try to maintain consistency in 
their responses to questions 
Implicit theories (and 
illusory correlations) 
Maps existing beliefs on the part of respondents about the 
covariation among particular traits, behaviours, and/or outcomes. 
Social desirability A tendency on the part of some people to respond to items as a 
result of their social acceptability rather than their true feelings.                     
Leniency biases The propensity for respondents to attribute socially desirable 
traits, attitudes, and/or behaviours to someone they know and like 
than to someone they dislike. 
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Acquiescence biases 
(yea-saying and nay-
saying) 
A propensity for respondents to agree (or disagree) with 
questionnaire items independent of their content. 
Mood state (positive or 
negative affectivity; 
positive or negative 
emotionality) 
The propensity of respondents to view themselves and the world 
around them in generally negative terms (negative affectivity) or 
the propensity of respondents to view themselves and the world 
around them in generally positive terms (positive affectivity). 
Transient mood state The impact of relatively recent mood-inducing events to 
influence the manner in which respondents view themselves and 
the world around them. 
Item characteristic 
effects 
Any artefactual covariance that is caused by the influence or 
interpretation that a respondent might ascribe to an item solely 
because of specific properties or characteristics the item 
possesses. 
Item social desirability The bias introduced when items may be written in such a way as 
to reflect more socially desirable attitudes, behaviours, or 
perceptions. 
Item demand 
characteristics 
May occur when items may convey hidden cues as to how to 
respond to them. 
Item ambiguity When items that are ambiguous allow respondents to respond to 
them systematically using their own heuristic or respond to them 
randomly. 
Common scale formats Artefactual covariation produced by the use of the same scale 
format (e.g., Likert scales, semantic differential scales, “faces” 
scales) on a questionnaire. 
Common scale anchors  The repeated use of the same anchor points (e.g., extremely, 
always, never) on a questionnaire. 
Positive and negative 
item wording 
The use of positively (negatively) worded items to produce 
artefactual relationships responses to the questionnaire. 
Item context effects  Any influence or interpretation that a respondent might ascribe to 
an item solely because of its relation to the other items making up 
an instrument.  
Item priming effects  
 
The suggestion that the positioning of the predictor (or criterion) 
variable on the questionnaire can make that variable more salient 
to the respondent and imply a causal relationship with other 
variables. 
Item embeddedness  
 
Refers to the fact that neutral items embedded in the context of 
either positively or negatively worded items will take on the 
evaluative properties of those items. 
Context-induced mood  When the first (or set of) questions encountered on the 
questionnaire induces a mood for responding to the remainder of 
the questionnaire. 
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Scale length  
 
Refers to the fact that if scales have fewer items, responses to 
previous items are more likely to be accessible in short-term 
memory and be recalled when responding to other items. 
Intermixing (or 
grouping) of items or 
constructs on the 
questionnaire 
Items from different constructs that are grouped together may 
decrease intra-construct correlations and increase inter-construct 
correlations. 
Measurement context 
effects  
Any artefactual covariation produced from the context in which 
the measures are obtained. 
Predictor and criterion 
variables measured at 
the same point in time 
When measures of different constructs measured at the same 
point in time produce artefactual covariance independent of the 
content of the constructs themselves. 
Predictor and criterion 
variables measured in 
the same location 
When measures of different constructs measured in the same 
location may produce artefactual covariance independent of the 
content of the constructs themselves. 
Predictor and criterion 
variables measured 
using the same medium 
When measures of different constructs measured with the same 
medium may produce artefactual covariance independent of the 
content of the constructs themselves. 
 
(from Podsakoff et al., 2003 p. 882) 
 
2.3 IDENTIFYING THE PRESENCE OF CMV EFFECTS 
The most extensive studies in relation to CMV effects appear to have been 
undertaken in the relation to the workplace, examining issues such as job 
satisfaction, human relations, suitability of employees and potential employees for 
particular roles, marketing and measuring aspects of job performance. For example 
Cote and Buckley (1987) conducted a meta-analysis to quantify measurement error. 
Focusing primarily on published studies in the fields of marketing, psychology and 
sociology, business and education they estimated that up to 26.3% of variance 
explained in a typical research effect could be attributed to CMV biases. Similar 
findings were obtained from a review of studies from the applied psychology 
literature (Williams, Cote, & Buckley, 1989) in which it was calculated that 
approximately 25% of the variance was due to method effects. More recently, 
inflated effect sizes associated with shared method variance were noted in a meta-
analysis of internalizing problems and peer victimization (Reijntjes, Kamphuis, 
Prinzie & Telch, 2010). 
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Wagner & Gooding (1987) also conducted a meta-analysis involving studies 
that examined participation in decision making processes and subsequent outcomes. 
This study involved an analysis of 118 correlations and found that correlations in 
which both the predictor and criterion variables were self-reported produced higher 
effects (mean r = .39) than did those studies in which performance was recorded 
using similar data drawn from an additional or independent source (mean r = .12). 
Consistent with Miller and Monge (1986), their study concluded that methodological 
artefacts could account for many of the noteworthy published positive findings in 
relation to participation in decision-making processes and subsequent outcomes. A 
review of studies comparing the strength of the relationship between two variables 
when CMV was controlled versus when it was not controlled for (Podsakoff et al., 
2003) found that, generally the amount of variance accounted for when CMV was 
present was approximately 35%, but approximately 11% when CMV was deemed 
not to be present. 
Aside from the methodological issues identified above, recording actual 
behaviour can be affected by social facilitation. Evidence indicates that a concern 
with who may evaluate task performance can influence the way it is undertaken 
(Baumeister, 1982). For example, Henchy and Glass (1968) found that when subjects 
were aware that they were to be evaluated by an audience of experts, results differed 
to situations in which subjects were told that their audience was simply present to 
observe and not evaluate. This finding is consistent with studies which demonstrated 
that the presence of uninterested bystanders tends not to produce social facilitation 
(Cottrell, Wack, Sekerak, & Rittle, 1968; Haas & Roberts, 1975; Paulus & Murdock, 
1971). 
In addition to the effects noted above, the amount of variance attributable to 
method biases may vary by discipline and also in relation to the type of construct 
being examined (Podsakoff et al., 2003). A review of the literature found that method 
variance was generally lowest in the field of marketing (15.8%) and highest in the 
area of education (30.5%) (Cote & Buckley, 1987). In terms of the type of construct 
being investigated, researchers noted that method variance accounted for about 22% 
in job performance measures, personality and aptitude measures contained about 
25%, while attitude measures appear to have contained around 40% of variance 
explained by this effect (Cote & Buckley, 1987). 
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2.4 CHALLENGING THE PREVALENCE OF CMV: A CONTRARY VIEW 
Generally researchers concerned with this issue have tended to regard method 
effects as being ubiquitous (Fiske, 1982; Peter 1981). However Spector (1987; 2006) 
has questioned the extent to which such effects are present and the actual impact of 
these effects. His examination of 10 studies that employed a multitrait-multi method 
approach (see section 2.7) led him to conclude that the monomethod correlations 
from these studies were not significantly different from those obtained from utilising 
data from different sources (Spector, 1987).
1
  
Spector (2006) noted that cross-sectional, self-report studies should provide 
evidence of CMV by way of a baseline level of correlation among all variables 
within a single data source. Unless the strength of CMV is so small as to be 
inconsequential, this baseline effect should produce significant correlations among 
all variables reported in the study, providing there is sufficient power to detect them. 
Spector (2006) observed that such an effect is rarely found, suggesting that the 
concern regarding inflated correlations is overstated. However this method is only 
applicable if all items have the same or similar scale properties.  
Crampton and Wagner (1994) also conducted an extensive analysis drawing 
on correlations from 581 articles to compare monomethod with multimethod effects. 
Of the 143 correlations they were able to compare, over a quarter (26.6%) of the 
monomethod correlations were significantly higher than multimethod correlations. 
However in 11.2% of cases they were found to be lower, and in almost two thirds of 
the cases (62.2%), there was no significant difference, leading the authors to 
conclude that CMV is not a universal problem, but rather it was prevalent in relation 
to only some combinations of variables and that this effect was diminished when one 
or both covariates were demographic variables (Crampton & Wagner, 1994). 
Similarly Spector (2006) noted that another potential source of bias, that of negative 
affectivity, appears to be present only within some combinations of variables, and 
that the argument that CMV is a more universal effect is weak. Spector, Zapf, Chen, 
and Frese (2000) argued that the construct of negative affectivity could be explained 
by relationships with other constructs and not solely as a bias in their measurements.  
                                                 
 
1
 Williams et al., (1989) argue that improper analytical procedures accounted for the 
conclusions reached in this analysis.  
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Spector (2006) stated that the term CMV is unhelpful, proposing instead that 
a greater focus be placed on identifying, through both conceptual and empirical 
work, potential biasing factors that may affect the interplay of constructs and 
variables. This approach assumes that each variable (or method-trait combination) 
carries with it a unique set of potential biases, and that associations between different 
variables can reflect shared biases. This is consistent with Shadish, Cook, and 
Campbell (2002), who advocated first identifying the existence of a relationship 
between variables and then ruling out plausible alternatives. 
2.5 SOCIAL DESIRABILITY 
The best known of the CMV variance mechanisms is social desirability, 
which is associated with a willingness on the part of the respondent to make a 
favourable impression (Paulhus, 1991). The measurement of this trait is not straight 
forward and it has been noted that well-known measures of social desirability, such 
as the Marlow-Crowne scale (1960), the Edwards Social Desirability scale (1957) 
and Wiggins Social Desirability (1964) do not correlate highly with each other, 
suggesting that these scales have been developed with different conceptualizations of 
social desirability in mind (Paulhaus, 1991). In addition, many commercially 
published Social Desirability scales appear to be tailored to specific subject areas and 
may have little wider application (Paulhaus, 1991) and have not been validated 
against an objective criterion. 
Earlier explorations in this area highlighted associations between Social 
Desirability scales and the Minnesota Multiphasic Personality Inventory factors of 
anxiety and alternatively with agreeableness and traditionalism (see Paulhus, 1984; 
1991). However, generally, social desirability has come to be understood as 
consisting of two components (Paulhus, 1984). One element, impression 
management, is the desire on the part of respondents to provide distorted answers to 
be more favourably perceived by others. Responses are tailored to an audience or 
perceived audience. The second component, self-deception, involves unconsciously 
produced erroneous responses serving to enhance an individual’s self-image (Ashley 
& Holtgraves, 2003, Paulhus, 1984; Sackeim & Gur, 1978). Self-deception 
represents an honest if overly positive representation of the respondent. A recent re-
examination of the Marlow-Crowne SD scale (Ventimiglia & MacDonald, 2012) 
confirmed the two dimensional nature of this type of bias, but also suggested that the 
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two factor items are not completely separate elements. Using a combination of meta-
analysis and structural equation modelling Doty and Glick (1998) assessed the level 
of common method bias in multitrait-multi method correlation matrices published 
over a twelve year period in six different social science journals. They found that 
while 46% of the observed variance was attributable to the constructs, as much as 
58% of the variation between measures was attributable to CMV effects (Doty & 
Glick, 1998).  
Impression management is considered likely to occur in those situations in 
which an individual feels that their responses to survey questions may be used to 
assess their own abilities or behaviours (such as in job interviews or remedial 
programs for traffic offenders). However, many researchers believe that social 
desirability is better understood as a substantive personality trait rather than a 
reflection of the environment in which the study was conducted (Kurtz, Tarquini, & 
Iobst, 2008; McCrae, 1986; McCrae and Costa, 1983; Uziel, 2010).  For example, 
Uziel (2010) argues that impression management scales are unsatisfactory as 
measures of response style, and considered instead the degree to which these scales 
capture: a defensiveness trait, indicating a vulnerable self-esteem or an association 
with personal well-being and interpersonal adjustment. This analysis of studies 
examining social behaviour, health, wellbeing and job performance suggested that 
impression management scales tend to capture an adjustment mechanism. 
Linkages between social desirable traits and self-presentation have been 
explored elsewhere. Goffman (1959) defined as “self-presentation” the process by 
which people mould their behaviour in order to manage how others perceive them. 
In his examination of self-presentation, this term referring to how people choose to 
present themselves to others, Baumeister (1982) describes two principal motives that 
influence this behaviour. The first motive could be described as a willingness to 
please an audience and win esteem. Jones and Wortman (1973) argue that such 
ingratiating behaviour can be associated with an intention to reduce dependency. 
They postulate that by publicly aligning oneself with a set of shared values provides 
an opportunity to be rewarded, i.e. valued more highly, and that this can in turn 
empower an individual. The second motive identified by Baumeister relates to a 
desire to match one's public image to one's ideal self. In this instance it is this “ideal 
self” that becomes the criterion of determining favourability. Baumeister describes 
this as "self-construction". In essence self-construction occurs when people wish to 
 Common Method Variance and other sources of bias in road traffic research 19
be viewed in a manner that is consistent with their ideal self-image (Baumeister, 
1982). However people who present a false image of themselves run the risk of being 
exposed. Social psychology has placed particular emphasis on the ways in which 
people seek to obtain information from the environment. Self-presentation theory 
posits that in many instances human behaviour is the result of an individual's 
attempts to communicate information rather than to seek it Baumeister (1982). 
Researchers have suggested that the mental process of responding to 
questions about behaviours may differ to the process that is operating when 
respondents are asked about their personal traits (Klein & Loftus, 1993; Tschanz & 
Rhodewalt, 2001). This difference can be considered in terms of information 
retrieval, in which information is recalled, and a judgement stage, in which 
respondents decide (consciously or otherwise) whether or not to convey this 
information (Holtgraves, 2004). 
Three areas of the retrieval mechanisms associated with possible social 
desirability effects have been explored by researchers. Firstly, social desirability 
processes could occur during the final stage of information recall. After respondents 
have retrieved information and formatted it, an evaluation process based on social 
desirability concerns would occur (Holtgraves, 2004; Nowakowska, 1970). In this 
instance, it has been suggested that responses affected by social desirability 
considerations would take longer to process than other responses. In effect, an 
editing process is present. This theory received support in research conducted by 
McDaniel and Tim (1990; cited in Holden, Wood, & Tomashewski, 2001) who noted 
that study participants who faked responses to biographical items also recorded 
longer response times. 
A rather different explanation, in line with contempary theories of impression 
management (Leary & Kowalski, 1990), is that social desirability considerations 
simply bypass the retrieval stage, whereby respondents do not attempt to retrieve 
accurate information but instead answer based solely on perceived social desirability 
implications. Consistent with this understanding, responses would be relatively quick 
as the retrieval and evaluation stages have been removed.  
A third and complementary explanation posits that respondents selectively 
retrieve information that places them in a positive light (Holtgraves, 2004). This 
approach is understood in terms of confirmation bias, which is a tendency to recall 
only information that confirms one’s inquiry and to neglect contradicting information 
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(Zuckerman, Knee, Hodgins, & Miyake, 1995). In this instance, only a partial 
information retrieval process operates, as the search for the most appropriate 
response ceases when information deemed acceptable is located.   
2.6 LIE SCALES AND THE MARLOWE-CROWNE SCALE 
Social desirability is usually measured by what are often referred to as “lie 
scales”, the most widely used being the Marlowe-Crowne (MC) social desirability 
scale (Crowne & Marlowe, 1960). The inclusion of a SD scale in research design 
allows the investigator to examine the extent to which data may be contaminated. 
Such scales require respondents to answer questions with a definitive moral element, 
posited in a rather extreme manner. Individuals whose responses indicate 
exaggerated levels of compliance with what are held to be unreasonably high moral 
standards are deemed to be prone to socially desirable responding. Early research 
also suggested that the MC social desirability scale measured a desire to avoid 
disapproval rather than a need to attain social approval (Crandall, 1966; Jacobson & 
Ford, 1966).  
The original version of the Marlow-Crowne SD scale comprised 33 true-false 
items although researchers have also found it is acceptable to administer the scale as 
a Likert scale (Greenwald & O’Connell, 1970). Drawing on Marlow-Crowne scale 
items, Paulhus developed the Balanced Inventory of Desirable Responding (BIDR) 
to measure the two primary components of social desirability: self-deceptive 
enhancement and impression management (Paulhus, 1994).  Although the use of lie 
scales is generally conducted using dichotomous variables, the BIDR has also been 
found to be responsive when using continuous scoring mechanisms (Stöber, Dette, & 
Musch, 2002). 
  Studies have found the Marlow-Crowne SD scale to be inversely correlated 
with self-reports of many behaviours and conditions generally believed to be socially 
undesirable, including symptoms of psychiatric illness or distress, drug and alcohol 
use and thoughts of suicide (Carr & Krause 1978; Strosahl, Chiles, & Linehan, 1984; 
Watten 1996; Welte & Russell 1993). The MC scale has also been found to be 
positively correlated with socially-desirable self-evaluations, including self-
assessments of life satisfaction and contentment (Carstensen & Cone, 1983; Kozma 
& Stones, 1987). In addition to the use of MC scale as a single construct to measure 
social desirability, subscales drawing on the MC scale also provide useful tools to 
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assess impression management and self-deception (Ventimiglia & MacDonald, 
2012). 
2.7 STATISTICAL TECHNIQUES TO CONTROL FOR CMV EFFECTS.  
Techniques employing statistical methods to reduce CMV effects tend to 
assume that the method variance component would be shared or would be common 
across variables assessed with a given method. The more straightforward statistical 
control techniques include (a) partial correlation analysis and (b) Harman’s single-
factor test.   
Both social desirability and negative affectivity can be countered through 
partial correlation procedures (Nunnally & Bernstein, 1994) assuming that a measure 
of either social desirability (discussed in the following section) or negative 
affectivity, are present in the study. Lindell and Whitney (2001) described a 
technique whereby the smallest correlation between unrelated items is taken to 
represent a measure of method bias. If the smallest correlation is taken to be a 
measure of CMV, it has been put forward that other observed correlations will be 
inflated by the square of this CMV correlation (Kemery & Dunlap, 1986; Lindell and 
Whitney, 2001; Podsakoff & Organ 1986).  
Multitrait-multi method (MTMM) involves the analysis of correlations 
between different traits or constructs that are measured using the same method and 
then comparing the results with data drawn using other methodologies. For example, 
the reliability of quantitative data, for example surveys, could be assessed against 
similar information obtained using qualitative methods, such as interviews (Williams 
et al., 1989). Confirmatory factor analysis a type of MTMM, can be understood as a 
procedure that employs a series of models and examines the subsequent observed 
relationships between these models to determine the extent of method variance that 
may be present in a particular data set (Williams, Cote & Buckley, 1989). Following 
an exploratory or confirmatory factor analysis of all the study’s research variables, 
using Harman’s single-factor test, the likelihood of CMV bias in the study is 
considered to be low if the unrotated factor solution reveals more than one factor or 
if one general factor does not explain most of the shared variance among the 
measures (Reio, 2010). 
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Studies using methodologies of this type require the inclusion of more than 
twice as many measures than would normally be included in a conventional survey 
design, thereby limiting the capacity to properly examine the actual area of interest 
of researchers (Lindell & Whitney, 2001). In addition, surveys that are too long often 
cause boredom or frustration amongst study participants, and it is possible that it is 
these factors, rather than method variance, that may unduly influence results (Lindell 
& Whitney, 2001).  The proposed studies in this research (specifically Study 2b and 
Study 3) are well placed to explore these methods and appropriate scales will be 
included accordingly. 
2.7.1 Using Social Desirability scales to counter bias 
Efforts to counter socially desirable responding are not dissimilar to methods 
employed in relation to other CMV effects. A combination of prevention and 
detection is ideal. Factor analysis can be used in the initial stages of research. If a 
measure of social desirability is administered along with the items of interest, usually 
a lie scale, the first factor can be rotated to the SD measure. Accordingly, the highest 
loading items on the remaining factors capture individual relationships beyond the 
effects measured by the SD scale. These remaining items, untainted by SD effects, 
would then be free to be used in the development of content measures (Paulhaus, 
1991). Investigators can choose to employ a simple statistical control for SD effects 
through the use of partial correlations to control for spurious relationships (Paulhaus, 
1991; Podsakoff et al., 2003). Simple responses to the presence of social desirability, 
as indicated by high scores on SD scales, include: treating high scoring respondents 
as outliers and removing them from the analysis (i.e. data cleaning); or simply 
acknowledging the existence of the SD scores when considering study findings 
(Nederhof, 1985). 
 McGuire (1969 cited in Nederhof, 1985) and Paulhus (1991) cautioned 
against the rejection of data that is associated with high SD scores, noting that: 
determining what represents contaminated data can be rather arbitrary; removing 
data from respondents with high SD scores can reduce the representativeness of the 
sample when this measure of bias can be inconclusive (indeed it may not be a bias) 
and; observed relationships between SD measures may be indicative of a shared trait 
rather than evidence of deceptive answers. The problematic nature of accurately 
measuring deceptive answers has received some attention. Lanning (1989) discussed 
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the development of a model to detect the faking of responses, but noted that invalid 
responding tends to be an infrequent event. Designing models that accurately capture 
events that are rare and difficult to diagnose is problematic.  In regard to calibrating a 
measurement of unacceptably high SD responding Helmes and Holden (1986) 
identified categories of responses in which reliability was considered suspect or 
unacceptable. They found that less than 2% of their adult sample fell within these 
categories. With regards to the assumption that high SD scores are evidence of 
contamination, an alternate reading of the data should include a consideration that 
measures of self-deception should not be removed or partialled out as they may be 
associated with key traits that are a legitimate element of the construct being 
measured (Paulhus, 1991).  The extent to which associations with SD scales capture 
a shared trait is particularly important given that self-deception has been linked with 
a range of constructs that include anxiety, achievement motivation, well-being, self-
esteem and perceived control (Paulhus, 1991).  Individuals who have high social 
desirability tendencies may underreport their level of negative affect, showing that 
they are low even though they may not be (Chen, Dai, Spector, & Jex, 1997). 
Certainly the impact of CMV, as measured by lie scales has been mixed. Some 
studies have found little or no change after controlling for the presence of SD 
(Armitage & Conner, 1999; Conner & Lai 2005, Morman & Podsakoff, 1992; 
Spector, 2006). Beck and Ajzen (1991) utilised the Marlowe–Crowne in their study 
of the Theory of Planned Behavior (TPB) to predict dishonest intentions and actions 
(shoplifting, cheating, and lying). SD scores entered into a logistic regression 
accounted for 5% of the variance in intentions.  
In a road safety context, af Wåhlberg (2010) and af Wåhlberg and Melin 
(2012) noted significant changes to results after partialling out SD effects (more 
information is provided in the following section). Harrison (2010) found some 
changes to statistical significance after controlling for the SD scale, but the observed 
reduction in the strength between the correlates was minor. In effect, no perfect 
method to counter social desirability bias has been developed, with the best approach 
involving a combination of prevention and detection of this effect (Nederhof, 1985) 
and consideration given to the nature of the variables examined and how this may 
manifest itself in observed relationships. 
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2.7.2 Selected social desirability scale studies in road safety 
Given that driving and traffic safety has a social value in most cultures, and 
that there may be a reluctance for some survey participants to report illegal or 
socially unacceptable driving behaviours, the likely presence of CMV and social 
desirability in particular, represents an ongoing concern. Within traffic psychology, 
items to detect social desirability are rarely present. It has been argued that 
measurements of social desirability should be included in traffic studies that utilise 
self-report data, particularly self-reported crashes (af Wåhlberg, Dorn & Kline, 
2010). However questions remain as to the validity of lie scales, and it is not certain 
what actually occurs when controlling for social desirability using these scales.  
The Driver Social Desirability Scale (DSDS) (Lajunen, Corry, Summala & 
Hartley, 1997) was designed to measure social desirability within a road safety 
setting, and was  initially successful in detecting this trait in regard to self-reports of 
driver behaviour. The DSDS measures both of the key elements identified by 
Paulhus (1991), identified in the scale as Driver Impression Management and Driver 
Self-Deception (Lajunen et al., 1997). The survey was administered to both 
Australian and Finnish samples. For both groups the analyses showed Impression 
Management to be associated with the self-reported number of accidents and 
punishments, frequency of overtaking, speeding, and driving aggression, and 
positively related to traffic rule compliance. In that study the Driver Social 
Desirability Scale was found to correlate positively with variables measuring sense 
of control in traffic (r = .23 p < .001, Finnish Sample) and more generalised elements 
of driving (such as knowledge of traffic rules, r = .22 p < .01, Finnish Sample).  
The Driver Social Desirability Scale has been found at times to be negatively 
correlated with self-reported crashes (r = -.10) in contrast to the correlations 
observed in relation to recorded accidents which were effectively zero (r = .01), 
indicating that self-reported responses to aspects of road safety may be particularly 
prone to social desirability effects (af Wåhlberg et al., 2010). This is in line with 
previous research in which linkages between standard lie scales and self-reported 
crashes were observed but no associations were found when measured against 
independently recorded traffic data (Donovan, Queisser, Salzberg & Umlauf, 1985; 
Jamison & McGlothlin, 1973; Smith, 1976; Williams, Henderson & Mills, 1974). 
Another study from Finland that tested for socially desirable responding (Lajunen & 
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Summala, 1997) found that of the 195 study participants, drivers who had been 
involved in a crash and drivers with at least one traffic citation scored higher on the 
impression management scale than did other drivers, while no significant effects 
were found in relation to self-deception and these two variables.   
Sullman and Taylor (2010) utilised the Balanced Inventory of Desirable 
Responding (BIDR) (Paulhus, 1991) to measure socially desirable responding 
against a range of variables within a sample of 228 undergraduate students. They 
noted that the SD scale scores were consistent across the two surveys despite being 
recorded in a public setting in the first survey wave and private setting for the second 
survey, although SD scales are not regarded as being overly sensitive to this type of 
influence.  
Harrison (2010) surveyed recently licensed drivers from Victoria and found 
small but statistically significant correlations between a subset of the Marlow-
Crowne SD scale and a range of items including self-perception of driving ability, 
driving at high speeds; incidence of risky driving behaviours (including speeding and 
mobile phone use); crash involvement; and DBQ sub scales (Reason, Manstead, 
Stradling, Baxter, & Campbell, 1990). The findings suggest that drivers, or at least 
those who have recently obtained their licence, are at times motivated to provide an 
overly positive impression of their behaviour and attitudes in regards to road safety 
(Harrison, 2010).  
In his recent study of young drivers in the UK, af Wåhlberg (2010a) also used a 
repeated measures approach in which participants in one wave were assumed to be 
inclined to provide positive responses. The study found substantial correlations 
between the Driver Impression Management scale and a range of behaviour scales 
including the DBQ violation scale and the Driving Anger Scale (Deffenbacher, 
Oetting, & Lynch, 1994). Consistent with previous research, social desirability was 
found to be associated with self-reported traffic offences.  
In the pilot study for this project, social desirability was found to have a strong 
negative correlation with the DBQ sub-scales as well as age, but not with crashes and 
offences (Barraclough, af Wåhlberg, Freeman, Davey, & Watson, 2014). Effectively, 
drivers who scored higher on the social desirability scale were also less likely to 
report aberrant driving behaviours as measured by the DBQ. Measurements of the 
SD scale were consistent across the two survey waves, suggesting that this is 
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generally a stable trait. Social desirability had a strong negative correlation with the 
Driver Behaviour Questionnaire (DBQ) sub-scales as well as with age, but not with 
crashes and offences. Correlations between the SD scales and the DBQ subscales 
ranged from r = -.29 to r = -.42 with all correlations statistically significant (p < 
.001). Drivers who scored higher on the social desirability scale were also less likely 
to report aberrant driving behaviours as measured by the DBQ. However controlling 
for social desirability did not substantially alter the predictive relationship between 
the DBQ and the crash and offences variables.   
The results from the zero-order correlations and partial correlations suggest 
that social desirability does contribute to the variation in responses to traffic related 
survey items. However correlations and statistical significance levels were largely 
unaffected after controlling for social desirability (see Table 3, Appendix A). 
2.7.3 Other road safety CMV studies. 
As already noted, relatively little work has been undertaken within the road 
safety domain to assess the presence or otherwise of CMV effects. Generally these 
studies have used ‘lie scales’ or an equivalent tool to measure social desirability 
responding. However some research has been undertaken to assess method bias in 
other ways.  
A repeated measures method was also employed in the pilot study for the 
current research (Barraclough et al., 2014). Two surveys were completed by 214 
Queensland motorists over a two-month period, allowing the relative strengths of the 
correlations within and between the two survey waves to be compared. The results 
strongly suggest that effects associated with CMV were present, with correlations 
within the survey waves generally being almost 20% stronger than those measuring 
the same variables across the survey waves.  
The issue of the extent that CMV effects may impact upon research findings 
has been explored in a debate over how best to interpret findings from a series of 
related studies focusing on the most commonly used driving behaviour scale in road 
safety. A meta-analysis of the DBQ, by de Winter and Dodou (2010) reported that 
the DBQ violations sub-factor predicted crashes with an overall correlation of .13. 
However, the value of these findings has been questioned, in particular in the 
commentary of af Wåhlberg, Dorn, and Freeman (2012) who argued that this 
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correlation could be spuriously inflated due to method effects, such as CMV, or other 
methodological limitations. More data for this debate has appeared in recent 
publications (deWinter, Dodou, & Stanton, 2015; Af Wåhlberg, Barraclough  & 
Freeman, 2015). For example in a meta-analysis, af Wåhlberg, Barraclough, and 
Freeman (2015) measured available data on the relationship between crashes and the 
DBQ factors and examined responses in terms of self-report and archival data. After 
controlling for the number of crashes, the observed relationship was found to be 
stronger when all the data was drawn from a single self-reported source than when 
survey responses were correlated against archival driving records, indicative of CMV 
effects. However the number of studies using archival data was insufficient for the 
findings to be statistically conclusive. On the other hand, in a meta-analysis of 
personality as a predictor of crash involvement, measurements involving archival 
crash data actually produced larger effect sizes than those produced solely by self-
report responses (af Wåhlberg, Barraclough & Freeman, 2017). In light of this, it 
should therefore not be assumed that all self-report scales are equally influenced by 
CMV effects. 
2.8 CONSIDERATION OF OTHER CMV EFFECTS 
2.8.1 Proximity effects 
When examining conceptually related items researchers can position these 
items together or disperse same-construct items throughout the questionnaire 
(Ostrom, Betz, & Skowronski, 1992). However responses to a survey item may also 
reflect the presence and proximity of other items that measure the same construct 
(Budd, 1987; Knowles et al., 1992; Ostrom et al., 1992). Responses to survey items 
recorded at the same time (i.e. single source) may share systematic covariation. This 
common measurement context may contribute to method bias by providing 
contextual cues for retrieval of information and also increase the likelihood that 
responses to measures of the predictor and criterion variables reflect cognitive 
processes associated with short-term memory retrieval (Podsakoff et al., 2003).  
Beyond the road safety domain there is evidence that suggests that the 
placement of question items can influence subsequent responses. For example Smith 
(1995) demonstrated that unintended design or layout changes could affect responses 
obtained both in interviewer-administered and in self- administered surveys. Similar 
results were obtained experimentally in self-administered paper surveys by Schwarz 
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and Hippler (cited in Couper, 2000 p. 475), and in Web surveys (Couper, Traugott, & 
Lamias, 1999; Dillman et al., 1998). Effect sizes have been found to diminish over 
increasing inter-item distance (Feldman & Lynch, 1988; Tourangeau, Singer, & 
Presser, 2003). More recently, a study exploring the impact of reverse scored items 
found that positive correlations between a non-reversed item pair decreased with 
increasing inter-item distance but negative correlations between reversed item pairs 
decreased (i.e., becomes stronger) with increasing inter-item distance (Weijters, 
Geuens & Schillewaert, 2009). Generally studies of this nature come from marketing 
research. The research proposed in this thesis will be the first to examine this 
phenomenon in a road safety context. 
2.8.2 Scale Format effects 
Researchers commonly measure different constructs with similar scale formats 
that also employ similar scale anchors or values; such as “extremely” vs. 
“somewhat,” “always” vs. “never,” and “strongly agree” vs. “strongly disagree” 
(Podsakoff et al., 2003). It is argued that the use of similar scale formats and anchors 
makes it easier for the respondents to complete surveys as a standardized format 
requires less cognitive processing (Podsakoff et al., 2003). However, this tendency 
can in turn increase the possibility that some of the covariation observed may be due 
to consistency in scale properties rather than the actual content of the items being 
assessed (Podsakoff et al., 2003). It has been stated that the systematic use of scale 
formats and related anchors influences responses (Tourangeau, Rips, & Rasinski, 
2000). Dickinson and Zellinger (1980) compared behaviorally anchored ratings with 
a mixed standard scale method and found that both produced similar amounts of 
discriminant validity but that the latter had less method bias. 
2.8.3 Computer v Paper based surveys 
It has been proposed that the medium used to gather data can itself become a 
source of common method variance (Podsakoff et al., 2003). Online surveys, which 
can be cheaper and more time-efficient to administer than paper based surveys 
(Evans & Mathur, 2005, Lewis, 2008) are increasingly used by researchers to obtain 
self-report data. Comparisons of the two types of data collection tend to focus on 
response rates, completion rates and obtaining representative samples (Evans & 
Mathur, 2005; Nulty, 2008; Wright, 2005). Research has found that online surveys 
attract younger respondents than do those distributed by mail (Kaplowitz, Hadlock & 
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Levine, 2004). Fricker and Schonlau (2002) found that differences in sample 
characteristics between online and paper survey participants wesre not overly great 
and suggested that as computer usage becomes more common, such differences will 
diminish.   
Two studies have touched on this issue in a road safety context. A study from 
of 183 general drivers from England examined whether responses by survey 
participants in relation to questions about speeding, driving violations and sensation 
seeking differed relative to whether responses were provided on an internet based 
survey or completion of a paper based questionnaire (Horswill & Coster, 2001). 
Despite some differences in demographic characteristics of the two cohorts, no 
significant differences were detected in terms of the two survey types. In a more 
recent study involving 201 undergraduate psychology students from Queensland, 
mean comparisons of survey responses were also found to be equivalent between the 
two survey types with the only exception related to a measure of future reported 
behaviour (Lewis, Watson, & White, 2009). 
A search of the literature found little by way of potential method bias 
associated with a particular collection method. Some studies have shown that face-
to-face interviews can produce more socially desirable responding and lower 
accuracy than online questionnaires or hard copy/paper questionnaires (Martin & 
Nagao, 1989; Richman, Kiesler, Weisband, & Drasgow, 1999). 
2.8.4 Memory effects 
Memory effects are not considered a CMV effect as such, however poor recall 
can distort findings, particularly when data for key items are inaccurate. In relation to 
legal processes, the accuracy or reliability of eyewitnesses testimony has been 
questioned with the concern that faulty recollections by eyewitnesses contribute to 
wrongful convictions in an alarmingly high proportion of cases (Magnussen, 
Melinder, Stridbeck & Raja, 2010; Saks & Koehler, 2005; Schacter, 2001; Scheck, 
Neufeld, & Dwyer, 2000; Wells, Memon, & Penrod, 2006). 
Within the road safety domain, relatively little research has been conducted to 
examine the accuracy of memory of crash details and timeframes. However a number 
of studies have pointed to the low reliability of recall within this area. One early 
study (Cash & Moss, 1972) compared self-reports of injuries sustained in motor 
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vehicle crashes with related police records and found that consistency of recall 
dropped from 87% at three months to 73% after 12 months. Chapman and 
Underwood (2000) found that crash severity and culpability influenced capacity to 
recall crashes. In their repeated measures study of self-reported road injuries, Alonso, 
Laguna and Seguí-Gomez (2006) found that while self-reporting was fairly reliable 
within the study sample, discrepancies increased over time. However 14% of 
respondents who initially reported sustaining minor injuries as a result of a road 
crash did not indicate in a follow-up survey that this had occurred (Alonso et al., 
2006). A more recent repeated measures study (Freeman, af Wåhlberg, Watson, 
Barraclough, & McMaster; 2014) found that at least 47% of participants were 
confirmed as reporting inaccuracies in relation to their total crashes in the past three 
years at either Time 1 or Time 2. 
In light of the issue of poor recall of crash or traffic offence history, efforts to 
reduce the potential impact of memory effects in the current study were undertaken 
and are described in section 3.3.3. 
2.9 COMPARING OFFICIAL AND SELF-REPORT DATA 
In general terms, crash data, whether self-reported or from archival sources, 
can be subject to a range of limitations in terms of its usefulness or suitability as a 
component within an analysis. Crash data suffers from low sensitivity, is subject to 
random influences and is generally reliable for only very large samples. As discussed 
in the following sections, crash data is prone to bias in terms of over-reporting and 
under-reporting.  
2.9.1 The accuracy of self-report data 
As previously stated, road safety research, like other fields, is heavily reliant 
upon information supplied directly by study participants. Researchers are reliant 
upon the responses provided representing a reasonable measure of the study items of 
interest. Self-reported data can be understood in terms of crash history, which 
records instances of crash involvement, traffic infringements and licence status. 
However it can also involve an examination of driving behaviours in which 
researchers are reliant upon self-assessments provided by study participants. The 
following section examines issues relating to the accuracy of such assessments.   
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2.9.2 Self-reported driving behaviours 
Fatigue  
Driving while fatigued is a major road safety concern and has been the subject 
of numerous public health campaigns. Certainly driver fatigue has been a major issue 
in the heavy vehicle sector. For the general public this behaviour is not illegal and it 
is possible that admitting to driving while sleepy may be less difficult than self-
reporting illegal driving behaviours such as speeding or drink driving. Results 
obtained in a driving simulator by sleep-deprived individuals were compared with 
self-reported assessments of the simulated driving experience (Arnedt, Geddes & 
MacLean, 2005). Participants reported relative levels of sleepiness that were 
consistent with those recorded in real world settings, for example from studies 
involving shift workers. However, differences in the self-reported behaviours and 
objective measures were noted. Results from the simulator showed that poor driving 
related to fatigue was significantly worse on motorways in comparison to urban 
routes. Despite this difference, study participants reported similar experiences in 
regard to feelings of tiredness in relation to these two driving environments. More 
recently, an Australian study (Sharwood et al., 2012) noted differences in the amount 
of sleep reported by long-distance commercial vehicle drivers and objective monitors 
of this measures.  
Speeding 
Speeding is known to be a major contributing factor in many crashes, so 
measures that accurately determine the extent and frequency of this behaviour are of 
great value to researchers. Studies have found that drivers' self-reports of normal 
driving speed correlate well with observed speed on motorways and that self-reports 
of moods, attentiveness and carefulness correlated significantly with observed 
behaviours. Pearson correlations between subjective and observed speed have been 
found to vary from .27 to .65 (Åberg, Larsen, Glad, & Beilinson, 1997; de Waard & 
Rooijers, 1994; Haglund & Åberg, 2000; Parker, 1997; West, French, Kemp, & 
Elander, 1993), with Haglund and Åberg (2002) noting that stronger relations 
between self-reported and observed speed are obtained on roads permitting higher 
speeds. 
In an Australian study, conducted in both rural and urban settings (Fildes, 
Rumbold and Leening, 1991), drivers were stopped after passing a location at which 
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measurements of their driving speed had been discretely recorded. Over 700 drivers 
answered questions relating to their recent travelling speed and also their crash 
history in the previous five years, unaware that a measure of their driving speed had 
already been obtained. Drivers observed driving at faster speeds were less accurate 
(or less honest) than were slower drivers when estimating their own travel speeds. 
However, when asked to estimate the speed of other drivers the responses of the 
faster drivers tended to closely match their own travel speeds. In addition, drivers 
who recorded travelling at excessively fast speeds self-reported more crashes in the 
past five years and at a greater severity than did slower drivers.  
Using vehicles equipped with a Global Positioning System (GPS) unit designed 
to measure speed and recognise related speed limits, Berlin, Reagan and Bliss (2012) 
assessed the relationship between self-reported driving behaviours against an 
independent record of the same. High correlations between self-reported and 
observed general driving patterns were noted, such as where and how often driving 
occurred. However no association was found between actual speeding behaviours, as 
recorded by the GPS equipment, and participant responses to 6 self-report measures 
of beliefs about speeding.  
A number of interesting findings emerged from a similar Australian study 
(Greaves & Ellison, 2011), in which 133 drivers were asked questions relating to 
personality and driving traits, with responses compared with data that were generated 
over several weeks by a GPS device installed in their vehicle. After examining the 
independent data, a tendency for drivers to both under and over-estimate their 
speeding behaviours was observed. In exit interviews, participants often expressed 
surprise at the degree to which the independent data recorded actual speeding, 
suggesting that speeding is often inadvertent and, relevant to the focus of this body of 
research, many drivers are unaware of the true nature of their driving behaviours 
with this distortion bound to be reflected when responding to surveys. Correlations of 
personality scales and actual speeding, as measured by the GPS devices, were much 
weaker than those observed between these same measures and self-reported speeding 
leading the study authors to state that self-reported speeding is likely to be a 
reflection of perceived speeding rather than actual speeding (Greaves and Ellison, 
2011). A similar conclusion arose from a study of Japanese taxi drivers (Nakamura, 
Shimazaki, & Ishida, 2013) that compared videos of their driving practices at a stop 
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sign, with self-evaluations of their driving behaviours provided by the same drivers.  
The study found that while failure to stop properly at a stop sign was regarded by the 
drivers as both dangerous and undesirable, few realised the extent to which they 
engaged in this behaviour themselves, leading the authors to believe that the drivers’ 
self-evaluation were biased. Effectively, self-deception was present. In regards to 
peer assessments, truck drivers have been found to describe their working conditions 
as being less demanding for themselves than for other truck drivers (Schulz, 
Robelski, & Höger, 2012; Walton, 1999). 
These findings are of great interest, given that self-reported speeding is a 
critical component of researchers’ efforts to understand and address this dangerous 
driving behaviour. In addition, the use of the GPS data established that a small 
number of drivers regularly exceeded the speed limit by considerable magnitudes, 
echoing the concerns highlighted by Elliott and Ageton (1980), that a small part of 
the population is often responsible for a disproportionate number of the deviant 
behaviours and that official records are better than self-report data at establishing the 
extent to which this occurs.  
Corbett (2001) suggested that systematic under-reporting of speeding 
behaviours may reflect normative beliefs of what constitutes a safe speed rather than 
actual signed speed limits. This would lead drivers to report their driving speed in 
terms of what they feel is acceptable or safe rather than relative to the actual speed 
limits. As GPS devices become more common and more sophisticated, particularly 
for professional drivers, researchers may increasingly rely on driving speed data 
drawn from these sources.   
Impaired drivers 
The accuracy of self-reported driving behaviours of older drivers was tested 
against data provided by independent assessors accompanying them on selected 
journeys (Selander, Lee, Johansson & Falkmer, 2011). The participants (mean age 
72.7) generally self-reported driving to a higher standard than that recorded by the 
observers, suggesting that self-assessments of driving ability, particularly speeding, 
should be treated with caution. However it was noted that those deemed by the 
independent assessors to be particularly poor drivers did rate their driving skills 
lower than did the better performing drivers. More broadly, self-reported descriptions 
provided by older drivers of their diminishing physical ability such as eyesight and 
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reactive capacity have been found to be consistent with scientific understanding of 
these processes (Meng and Siren, 2012). 
Mixed results have been obtained from studies in which the accuracy of self-
reported data provided by drivers with a medical condition could be assessed. A 
number of studies have examined the self-reported data of drivers with attention 
deficit hyperactivity disorder (ADHD), comparing it not only with official records, 
but also with similar data provided by a matched control group. Barkley, Murphy, 
Dupaul and Bush, (2002) found that both the ADHD group and the control group 
self-reported more traffic citations and crashes than was indicated by State records. 
However, licence suspensions or revocations were under-reported by both groups. 
These findings were replicated in a later study (Fischer, Barkley, Smallish, & 
Fletcher, 2007) in which it is interesting to note that agreement between self-report 
and official records for licence suspensions or revocations was greater for the ADHD 
cohort than the control group. Also of interest was the finding that the ADHD group 
did self-report significantly more traffic offences, particularly in relation to speeding, 
vehicular crashes, and license suspensions than the Control group, with most of these 
differences corroborated by official data. This last finding is consistent with earlier 
studies comparing adult drivers with ADHD with a control sample (Murphy & 
Barkley 1996; Barkley, Murphy, & Kwasnik, 1996) in which self-rating of driving 
skills for drivers with ADHD were lower than those provided by the control sample.  
The lower self-rating for the ADHD sample was also reflected in the higher number 
of traffic violations and crashes recorded in official records. However in another 
study, adults with ADHD reported a similar level of self-assessment of driving 
ability to that of a matched control group, despite the evidence from official records 
documenting their higher rate of crash involvement and offences incurred and also 
data provided by driving simulator tests (Knouse, Bagwell, Barkley, & Murphy, 
2005).  
In a US study assessing the driving behaviours of 47 individuals with an 
acquired brain injury (Schultheis, Matheis, Nead, & DeLuca, 2002), self-report crash 
histories of the previous five years for both the target group and 22 healthy controls 
were compared with state records. A total of sixteen “reportable” crashes were 
provided by the survey participants who also indicated that an additional twenty-
three crashes had occurred in this period but had not been reported to police or 
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insurance agencies. An examination of official data revealed only one crash among 
State records for the entire sample group. While it is not clear in the paper whether 
participants were required to specify the state in which the crash took place, the 
marked discrepancy between the two sources speaks to the incompleteness of official 
records, particularly in situations where a large number of an individual’s crashes or 
offences can occur and be recorded in a different jurisdiction. While this discrepancy 
speaks to missing data in official records, the relatively large number of accidents 
reported in the survey suggests that individuals with an acquired brain injury were no 
less likely to self-report crashes than were healthy controls, although this could not 
be verified independently.  
Also supportive of the validity of self-report data was a study of the driving 
history of drivers with Alzheimer’s disease, in which only 4.9% of crashes appearing 
in state records were not mentioned in self-reported surveys (Trobe, Waller, Cook-
Flannagan, Teshima, & Bieliauskas, 1996). Interestingly, in this study the reference 
period for crashes was “since diagnosised with Alzheimer’s disease”, an average of 
2.57 years. Using this method participants used a significant reference point as a 
temporal marker rather than a more standard measure of time (months or years) and 
this may have contributed to improved recall capacity in line with the effects 
described by Loftus and Marburger (1983). 
2.9.3 Self-reported crashes 
Given the inherent problems associated with data that draws primarily on self-
reported responses, it is worthwhile considering studies in which both self-report 
data and objectively measurable data sources i.e. official or archival data, have been 
available. To date, research has been rather mixed in terms of validating self-report 
data in the road safety domain. In a Californian study comparing official records to 
material obtained by confidential interview, McGuire (1976) noted a marked 
tendency on the part of drink-drivers to under-report crashes. Similar findings were 
obtained for drivers with larger numbers of recorded crashes (Owsley, Ball, Sloane, 
Roenker & Bruni, 1991). In a study involving 3,558 drivers across seven states in the 
US, Planek, Schupack and Fowler (1972) found participants in a defensive driving 
course subsequently under-reported the number of crashes following completion of 
the program. In this study, 86.6% of self–reported crashes over a 12 month period, 
appeared in official records, with this figure increasing to 90.6% in a follow-up 
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survey, however in addition to the under-reporting identified, 1.7% of crashes 
appearing in state records were not self-reported.    
An early study in Australia (Smith, 1976) found that less than half (46.2%) of 
self-reported crashes appeared in official records, with a similar number (44.3%) 
appearing only in self-report data and an additional 9.4% found only in official 
records. In this study agreement was even lower for the reporting of traffic 
violations. 
Studies involving younger drivers (Boufous, Ivers, Senserrick, Stevenson, 
Norton, & Williamson, 2010; Larson & Merritt, 1991) have found responses to be in 
line with official records, although the relatively short driving history of study 
participants may have acted to minimise issues associated with recall of crashes and 
offences. In a New Zealand study examining the reliability of self-report data (Begg, 
Langley, & and Williams, 1999), participants were asked about their crash history 
over the past three years and separately about aspects of their health over a similar 
period. In regard to crashes, while only half of the crashes on police records for this 
cohort were recalled in the self-report survey, agreement as to the actual crash details 
were records could be matched was fairly high. Agreement was highest for vehicle 
type (100%), prevailing speed limit and licence status (both 96%). However 
consensus was lower for years since crash (84%) and approximate time of day 
(76%). Agreement for day of week was 92%. The fact that the number of the self-
reported crashes was lower than those obtained from the police records is somewhat 
unusual, however information provided by participants in relation to the crash details 
was generally found to be accurate.  
In an Australian study involving 2,991 young drivers (Boufous et al., 2010), 
police recorded crashes and offences were matched against self-reported histories of 
the same over a one-year period. The study used official crashes as the reference 
item, so that the absence of minor crashes, which would not all be expected to appear 
in official records, did not distort attempts to establish the accuracy of self-reported 
data. A relatively high level of agreement was observed with 85% of police recorded 
crashes and 83% of offences appearing also in the information provided by 
participants. In this study no significant differences between responses were found in 
regards to sociodemographic factors, such as gender or income.  
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In a study from the United States which asked 278 older drivers to recall their 
crash history for the past five years (McGwin, Owsley, & Ball, 1998), of the 175 
drivers who reported having a crash, records were not found for 14 cases. However 
official crash records were found for 64 study participants who reported no crash 
involvement during this period. A seperate study showed less than half of the crashes 
reported by a sample of elderly drivers were located in state records (Marottoli, 
Cooney, & Tinetti, 1997). 
An Australian study of 750 older drivers compared self-reports of crashes with 
official records (Anstey, Wood, Caldwell, Kerr, & Lord, 2009) finding that only a 
very small proportion of crashes reported by older adults are recorded by state 
authorities. This was true both for crashes occurring in the previous five years and 
for crashes recorded on a monthly basis over the duration of the year-long study. For 
example 22.3% of participants self-reported a crash in the past five years while only 
3.2% of the sample had state crash records, although it must be noted that the self-
report survey was not restricted to documenting only crashes reported to authorities. 
It is interesting to note that the official crash-rate in this study was consistent with the 
rate, also based on state records, obtained in a large study of older drivers in New 
South Wales and Victoria (Langford, Fitzharris, Koppel, & Newstead, 2004). The 
authors also suggested that while drivers may have been tempted to under-report 
their crash involvement due to possible negative licence implications, this did not 
appear to be the case (Anstey et al., 2009).  
2.9.4 Fleet data 
In a survey examining crash recall of bus drivers, up to 44% of responses 
provided by study participants did not match official records, with both under-
reporting and over-reporting observed (af Wåhlberg, 2002). Indeed in his 
examination of a road safety studies using both self-report and archival data, af 
Wåhlberg (2009), found that discrepancies either way between the two types of data 
were not uncommon. It was noted that generally, more crashes are reported in self-
report studies than in official sources such as police archives, whereas insurance and 
fleet based data tended to hold more records of crashes than indicated by self-reports 
(af Wåhlberg, 2009). It is possible that error variance (i.e., random effects) may also 
play a role in explaining these findings. 
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A meta-analysis comparing crashes in the general population with those of 
professional drivers (Clarke and Robertson, 2005) found significant differences 
between the two. However as most of the data for the former group drew upon self-
report data (67%) while 83% of the occupational drivers utilised archival data, it is 
possible that the nature of the data type itself may in turn be reflected in the overall 
findings. 
Instances in which self-report and official data were deemed to be compatible 
have also been reported. In their study of Sydney taxi drivers, Dalziel and Job (1997) 
reported agreement of 90%, between self–reported crashes and official records, 
noting that three of the four “forgotten” crashes occurred towards the beginning of 
the two year period in question. It is possible that participants’ knowledge that their 
answers would be checked against company records may have improved the 
accuracy of responses. This may produce a bias in line with the “bogus pipeline” 
effect. The bogus pipeline refers to a methodology that involves survey participants 
being informed prior to completing a survey that their responses will be verified 
against independent data (Roese & Jamieson, 1993). 
2.9.5 The reliability of official data, to what extent is it superior to self-report? 
The extent to which officially recorded crashes and offences truly represent the 
actual number of crashes and offences that occur is an important issue, particularly if 
this data type is incomplete and subject to biases. Police data is the principal source 
of official information for road safety research in most countries. A range of studies 
have endeavoured to assess the reliability of police crash records as a data source. 
A key finding of a meta-analysis of official accident reporting in 13 countries 
(Elvik, & Mysen, 1999) was the extent to which accident severity determined the 
likelihood that a vehicle related injury would be recorded by police. Comparing 
police data to other sources (primarily hospital records), it was observed that 95% of 
fatal road injuries were recorded by police. However, this rate dropped as injury 
severity decreased, with 70% of seriously injured patients recorded in police data, 
25% of hospital outpatients and 10% of subjects who sought medical treatment in a 
facility other than a hospital, such as a local GP. Amoros, Martin and Laumon (2006) 
examined data relating to 59,714 road related casualties from Rhone county, France, 
recorded over a five-year period. They found that 37,216 cases listed in a road 
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trauma registry, recording all casualties who sought medical attention in a health 
facility, did not appear in police records. 
Research in Australia and New Zealand  
A series of studies have utilised a West Australian road injury database to 
report on the agreement between medical and police records of injuries and deaths 
sustained in reportable traffic accidents. Analysis of data from the period October 
1987 to December 1988 (Rosman and Knuiman, 1994) found an overall linkage rate 
from hospital to police of 64%, indicating an underreporting level within police data 
of 36%. The linkage rate from hospital to police was found to vary greatly, ranging 
from 29% for motorcyclists involved in single vehicle accidents to 79% for motor 
vehicle drivers. Ethnicity appeared to be a factor in accuracy of documenting road 
trauma. An agreement rate of over 70% was observed between police and medical 
records for Australians of European heritage, while this rate was 54.5% for citizens 
of Asian heritage and as low as 48.4% for Indigenous Australians. Employing the 
same methodology, data over a ten-year period were examined (Rosman, 2001), with 
results showing that 40% to 45% of hospital admission records for road crash 
casualties did not have a corresponding police report. As expected, the linkage rate 
increased with increasing levels of injury severity in both studies although police-
reported levels of injury severity were shown to be less reliable than records 
provided by medical facilities. 
A study focusing on the agreement between data sets in relation to casualties 
who had been hospitalised for over 24 hours or who had died from their injuries 
(Lopez, Rosman, Jelinek, Wilkes, & Sprivulis, 2000) found a linkage rate of 82%. 
While this linkage rate was higher than that recorded for lesser levels of injury 
severity, it is apparent that even amongst more serious cases, a relatively large 
number of road related injuries and incidents are not captured by police records.  
A New Zealand wide study of 5,003 records of casualties of vehicle crashes 
(Alsop & Langley, 2001) found that just under two thirds (63%) of incidents detailed 
in hospital discharge records were also documented in police records. The study also 
found that agreement for the two sources was significantly lower on Sundays and in 
the month of May and that police recording rates were higher for drivers than for 
passengers. More recently, a prospective cohort study of newly licensed drivers in 
New Zealand (Brookland, Begg, Langley, & Ameratunga, 2013) found that 94% of 
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the self-reported crashes that had some reporting requirement were matched with 
police records. However, it must be noted that this category of crash represented less 
than 8% of all self-reported crashes. 
2.9.6 Bias in archival sources: who and what is missing from official crash 
records? 
Injury severity is a factor that determines the likelihood of a crash being 
recorded in police records, with this association a consistent feature across all studies 
for which this measure was assessed. Temporal aspects of injury reporting also 
appear to be reflected in official records. For example, in their study of discrepancies 
in police and hospital data, Bull and Roberts (1973) noted that one third of cases 
missing from police reports involved individuals who were admitted to hospital the 
day following the incident in question. Similarly, Baranick and Fife (1985) found 
that people who presented at an emergency department more than four hours after 
sustaining an injury in a motor vehicle crash were much less likely to be recorded in 
police records than those who sought medical attention earlier. 
Crashes involving cyclists are less likely to appear in police records than those 
involving motorised vehicles (Langley, Dow, Stephenson, & Kypri, 2003; Harris, 
1990; Maas & Harris, 1984; Bull & Roberts, 1973) with car drivers also reported at a 
greater rate in police data compared with motor cycle riders (Alsop & Langley, 2001; 
Harris, 1990). Pedestrians too are underreported in police records (Lopez et al., 2000, 
Maas & Harris, 1984). There is also some evidence to suggest that gender (Amoros 
et al., 2006; Harris, 1990; Lopez et al 2000;, ethnicity (Alsop & Langley, 2001) and 
remoteness of crash location (Alsop & Langley, 2001; Fife & Cadigan, 1989) 
contribute to under-reporting of police crash records.  
Other aspects of the reporting of road vehicle related incidents are worth 
considering at this point. Agran and Dunkle (1985) highlighted the extent to which 
non-crash vehicle injuries are absent from police records, examining reports of 
injuries sustained as a result of incidents that do not involve an actual vehicle crash 
such as sudden stops or swerves, hitting potholes, falling from vehicles, often 
involving unrestrained children. Generally the victims of these road incidents are 
taken to hospital directly as the vehicle involved has not sustained any damage, and 
as a result police are less likely to be informed. The study found that when incidents 
of this type were considered, the percentage of children aged under 14 years injured 
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in an incident involving a vehicle would rise from just 1% to at least 10%. Indeed 
age does appear to play a role in under-reporting (Amoros et al., 2006; Harris, 1990), 
with agreement between hospital and police records found to be lowest amongst 
patients aged under 16 years (Baranick & Fife, 1985).   
Harris (1990) surveyed over 24,000 households in the Netherlands to ascertain 
the prevalence of traffic related injuries. A comparison of the 210,000 casualties 
reported in the survey which met the requirements for inclusion in a police report and 
actual police records showed that only 24% appeared in police records. This rate was 
even lower than that found in a US study (Greenblatt, Merrin, Morganstein and 
Schwartz, 1981) which, using a similar methodology, found that less than a third of 
injuries appeared in both police and medical databases. Again injury severity was a 
factor, with police records available for 79% of the approximately 18, 000 
hospitalised casualties, with the rate dropping as injury level decreased.  Analysis of 
the self-reported data also showed that crashes involving single vehicles, cyclists, 
women and children were under-reported in police data. Harris (1990) noted that in 
contrast to police records, the trauma registry showed that more women had a road 
related injury than men and that the prevalence of injuries occurring in the lunch and 
early evening periods increased markedly. The study did indicate however that there 
was little difference between police data and self-report surveys in regards to the day 
of the week and whether the incident occurred inside or outside built up areas.  
A recent comparison of hospital and police records in Queensland (Watson, 
Watson & Vallmuur, 2015) found that the under-reporting in police records was 
more likely to occur in relation to motorcyclists, cyclists, males, young people, and 
injuries sustained in crashes outside metropolitan areas. The study suggests that as 
many as 60% of road crash injuries found in medical records were not recorded by 
police.   
The above findings strongly suggest that use of the term “objective” when 
describing archival data is problematic. However as this term is in common usage it 
will appear occasionally in this document to describe or differentiate between data 
types.  
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2.10 OTHER ASSESSMENTS OF THE ACCURACY OF POSITITVE SELF-
REPORTED BEHAIOUR 
It is worthwhile at this point to consider other studies (all involving 
independent data as well as self-reported responses), which may shed some light on 
the degree to which survey participants accurately report desirable or non-desirable, 
but not illegal, behaviours). Is self-report data more reliable in studies examining 
behaviours that are not illegal? 
Studies assessing the accuracy of self-reported adoption of sun-safe behaviours 
(such as applying sunscreen or wearing protective clothing) have shown that the self-
reported responses were generally supported when compared with independent 
measures of the individual’s actual practices (Girgis, Sanson-Fisher, & Watson, 
1994; Jones, Abraham, Harris, Schulz, & Chrispin, 2001; Lower, Girgis, & Sanson-
Fisher, 1998; Oh et al, 2004). In another study, women contacted by telephone were 
asked about their mammogram history in the past year, with responses checked 
against a complete database made available by radiology centres identified in the 
survey (Degnan, Harris, Ranney, Quade, Earp, & Gonzalez, 1992). This study found 
that respondents reported having a mammogram at higher rates than indicated in the 
numbers as recorded by the actual medical centres. However it appears that social 
desirability was not a factor in the discrepancy, as the study found that inaccuracy of 
recall was often due to errors in temporal recall (telescoping) rather than actual cases 
of unconfirmed usage. With this in mind the study authors concluded that self-report 
data did capture important aspects of the behaviour in question and general trends 
over time.  
Investigations of the accuracy of self-reported medical conditions (Darke, 
1998; Don & Carragee, 2009) found that factors such as the nature or attribution of 
fault for an injury have been associated with the degree to which injuries had been 
reported by survey participants. For example subjects involved in a crash caused by 
another driver, were more likely to under-report previous back and neck pain and 
other medical conditions (Don & Carragee, 2009). The study authors suggested that 
issues relating to potential compensation claims may explain the differences 
observed in regards to the relative accuracy of the responses. By way of contrast, 
assessments of the accuracy of self-reported health have been much more favourable 
when no potential influences have appeared to be present (Haapanen, Miilunpalo, 
Pasanen, Oja and Vuori, 1997; Martin, Leff, Calonge, Garrett, and Nelson, 2000).  
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The potential impact of socially desirable response can also be seen in two 
public health studies relating to the adoption of Safe Sex practices. A survey of 768 
college students found no significant correlation between a series of questions 
relating to condom usage and a short form of the Marlow-Crowne Social Desirability 
Scale (Brafford & Beck, 1991). However in another study results of a survey of 
condom usage by 398 sexually active teenagers were compared to results derived 
from clinical examinations (Shew, Remafedi, Bearinger, Faulkner, Taylor, Potthoff 
& Resnick, 1997). These showed that one in twenty who reported always using 
condoms were also found to have a sexually transmitted disease. 
Concerns in regards to the accuracy of self-reported health status has also been 
highlighted in the area of Malingering, whereby clinical assessors are at times asked 
to consider whether a patient claiming to be unwell may have other motives for 
requesting an absence from work. Doctors are advised to obtain independent 
verification of aspects of the patients claims whenever possible (Heilbronner et al., 
2009). 
 
2.11 CONTRIBUTION OF CURRENT RESEARCH TO LITERATURE 
The examination of the published literature revealed areas of research not yet 
covered in a comprehensive manner. Much of the research in the current body of 
work addresses these gaps in the literature. First, while a number of meta-analyses 
have focused on issues relating to road safety, most have not considered the issue of 
CMV (for example Clarke & Robertson 2005; de Winter & Dodou, 2010). Two 
studies did consider the potential influence of CMV effects but findings reflected 
either insufficient data to draw reasonable conclusions (af Wåhlberg, Barraclough, & 
Freeman, 2015) or were limited due to the questionable validity of some of the data 
(af Wåhlberg, Barraclough & Freeman, 2017). Study1 in this research program will 
be structured in such a way as to enable meaningful conclusions to be reached in 
regards to measuring the results produced by the different data types. 
Second, while a number of studies have used social desirability scales in a road 
safety context, this body of work will examine the stability of this trait over time, 
compare the relationships between road driving behaviour scales and other scales 
with the SD scale and examine differences in terms of self-reported and archival 
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records of traffic offences.  The current research will also be the first to examine 
issues such as proximity effects, scale formats and differing responses to online and 
paper surveys in the road safety domain.  
Third, the repeated measures study will allow an examination of unstable CMV 
effects as proposed by af Wåhlberg (2009) which builds on research already 
undertaken (Barraclough et al., 2014) through the inclusion of additional scales and 
by conducting the survey over a shorter time period in order to better ascertain which 
items or elements in a survey may be most prone to CMV effects.  
 
2.12 RESEARCH QUESTIONS 
The overall goal of this body of research is to better ascertain the extent to 
which CMV effects may be present in various forms of road safety data. It will 
utilise a number of methods to establish and if possible quantify whether CMV 
effects are reflected in results. The current research aims to test for the existence, 
influence and ways to control for CMV effects within self-report data that focus on 
common driving behaviours. More specifically, the aims and research questions are:  
 
4. Examine the existence of CMV effects [AIM 1] 
 
RQ a. Can CMV effects be identified and through what 
methodological designs (e.g., cross–sectional and 
longitudinal)? 
RQ b. Does utilising other data sources illuminate the existence of 
CMV effects (e.g., comparing official traffic history and self-
report data)?   
 
5. Explore the level of influence that CMV effects have on self-report data, 
including whether these effects inflate or deflate observed relationships 
between variables (e.g., Type I or Type II errors in the prediction of crashes
2
) 
[AIM 2] 
                                                 
 
2
 When testing a statistical hypothesis, a Type 1 error is understood to occur if a true null 
hypothesis is wrongly rejected. In this sense a Type 1 error occurs when an effect is 
identified that is actually not present. A Type II error can be understood as the failure to 
reject a false null hypothesis i.e. the inability to detect an effect that actually does exist.  
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RQ c. To what extent does social desirability responding influence 
the prediction of self-report crashes and traffic offences? 
RQ d. To what extent is social desirability responding, as measured 
by the social desirability (SD) scale, stable over time? 
RQ e. To what degree are different scale formats susceptible to CMV 
effects? 
RQ f. To what degree are different constructs (i.e. unrelated 
behaviours) susceptible to CMV effects?  
RQ g. To what extent are unstable CMV effects present in self-report 
data? 
 
6. Test research methods to control for the influence of CMV effects on self-
report data [AIM 3] 
RQ h. Does the location of scales within a survey influence the 
strength of CMV effects?  
RQ i. Should social desirability responding tendencies be assessed 
(and controlled for) when conducting quantitative self-report 
analysis of road safety data?  
 
2.13 CHAPTER SUMMARY 
The review of the literature has shown that CMV has the potential to affect 
study findings, with the potential to greatly distort or hinder efforts to obtain accurate 
and meaningful information. Method bias in the form of CMV can take many forms 
and there is no single method to assess whether CMV effects may be present. It must 
also be noted that the extent of this problem is not clear, with some researchers 
arguing that CMV effects are minimal and as such may not be a major concern.  
While most of the research in this area has been conducted in the fields of marketing 
and assessing workplace performance, a small amount of research has been 
conducted within the road safety domain. Results from these studies have been rather 
mixed. However, of particular interest are the linkages between social desirability 
and the DBQ scales and the relationships found between the DBQ and self-reported 
crash and traffic offence history that was not observed when the latter were 
substituted with archival records. While much of the concern regarding CMV has 
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focused on self-reported responses drawn from a single source, it was also noted that 
bias can be present in data from archival records. Studies addressing the accuracy of 
recording self-reported driving behaviours were also noted. In regard to speeding or 
driving while fatigued, study participants are often not aware of the extent that they 
actually engage in these activities and presumably this distortion would be carried 
across into self-report data.   
Despite the compelling findings reported, little work has been undertaken to 
examine CMV effects in the road safety domain. In particular it is of interest to 
explore whether different types of data, not only self-report and archival, but also 
driving history as opposed to general driving behaviours, are more vulnerable to 
CMV effects. The current research will also allow the amount of variance 
attributable to various method biases to be assessed for the first time in a road safety 
context.  
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Chapter 3: Research Design 
This chapter provides a brief description of the designs adopted in this research to achieve 
the aims and objectives stated in section 1.2 of Chapter 1. More detail in regards to methodological 
considerations is provided within the chapters for each related study. The current research consists 
of three distinct studies. Section 3.1 discusses the methodologies used in the three studies and 
issues relevant to the research design; section 3.2 details the participants in the Study 2 and Study 
3; section 3.3 lists all the instruments used in the study and justifies their use; section 3.4 outlines 
the procedure and the timeline for completion of each stage of the research program; section 3.5 
notes ethical considerations relevant to the research. 
3.1 METHODOLOGY AND RESEARCH DESIGN 
3.1.1 Study 1, Meta-Analysis  
The current research consists of three studies. The first involves a meta-analysis of studies 
that have examined the relationship between traffic offences and crash involvement. A meta-
analysis has the capacity to account for sampling error, identify consistency of observed effects, 
and contribute to theory building (Schmidt, 1992).  The present aim, however, is to identify 
systematic differences between studies that have used different methods of data collection when 
predicting accident involvement. This component examines whether self-reported data yields 
stronger effect sizes than do analysis involving official records. Stronger effects within the self-
reported data would be indicative of CMV effects.  
Standard procedures relating to collection of data for a meta-analysis literature search were 
undertaken. Searches of the literature will be conducted using Google Scholar, Web of Science, 
Scopus (etc), as well as tracing the references of the retrieved documents, and manual searches of 
the journals. Many types of published research were included: journal articles, scientific 
conference papers, book chapters, published reports as well as PhD and Masters Theses.  
Calculations on the data include publication bias, heterogeneity, moderators (e.g. variance/mean 
and source of dependent variable) and mean effects for self-reported and recorded accident data 
sources. The outcome of this study provides an insight into the extent to which method bias in the 
form of CMV may be present, the importance of variance in the accident variable for effect sizes, 
 48   Common Method Variance and other sources of bias in road traffic research 
and allows a figure to be obtained for the correlation between traffic offences and accident 
involvement that considers potential confounding factors. 
In a meta-analysis a choice must be made in regards to the model chosen to interpret results.  
A fixed-effect model (or common-effect model) assumes that there is one true effect size that 
underlies all studies in the analysis, and that all differences in observed effects are due to sampling 
error. By contrast, the random-effects model allows for the likelihood that the true effect size 
might differ from study to study (Field, 2001). The nature of the available road safety data leads to 
the selection of a random-effects model as many differences between key elements in the various 
studies are present. The data for this analysis will be drawn from studies from many countries. 
Differences in driving behaviours in terms of nationality and international regions have been 
previously identified (Gjerde et al., 2012; Golias & Karlaftis, 2001). In light of this, consideration 
in the meta-analysis will be given to regional factors and where appropriate, analyses will be 
conducted on this basis.  
3.1.2 Study 2 Cross-sectional analysis 
The second stage of the project involved a cross-sectional design and included the large-
scale distribution of a battery of questionnaires to general motorists. Study participants completed 
a battery of self-report assessments using either online or hard copy (paper) versions of the 
questionnaire. The second phase has a number of aims that predominantly relate to initially testing 
for CMV effects. The principal focus is an exploratory examination into whether a relationship 
exists between self-reported driving behaviours and social desirability responses. Social 
desirability responding has been proposed to be a major contributor to systematic variance (a form 
of CMV), although research is yet to establish a definitive method by which to best measure it or 
control for it (Podsakoff et al., 2003).  
One approach to be undertaken is to assess the value of including social desirability scales in 
the battery of questionnaires to control for any responding distortion. More specifically, the study 
will utilise a 20-item version of the Driver Behaviour Questionnaire (Reason et al., 1990) (DBQ) 
which focuses on three of the most common self-reported aberrant driving behaviours (highway 
code violations, aggressive violations and errors) (Reason, et al., 1990). The DBQ is the most 
widely utilised driving assessment scale globally, as it has been extensively used in many 
countries, particularly in the area of predicting crash involvement (de Winter & Dodou, 2010; 
Freeman et al., 2008). The study explores the significance of social desirability responding through 
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the 5-item Marlow-Crowne Social Desirability Scale, this scale being the most commonly used 
brief social desirability assessment tool in the social sciences field (Beretvas, Meyers, & Leite, 
2002). Correlations and partial correlations are utilised to determine whether relationships exist 
between the reported frequency of engaging in various aberrant driving behaviours and SD scores.  
The study investigates the existence of CMV effects by utilising marker/anchor variables 
that have no theoretical relationship with the constructs of interest. For example, examining the bi-
variate relationship between computer usage and the frequency of engaging in particular driving 
behaviours. Such anchor items will be strategically placed within the survey and finding a positive 
relationship between unrelated constructs will be further evidence of CMV effects. This study will 
also utilise temporal methodological separation of measurement approaches to further test for the 
effects of CMV as proposed by Podsakoff et al. (2003). That is, testing whether proximity is a 
factor in observed relationships between separating the independent and dependent items. The 
study will also involve an analysis to determine whether alternative responding formats affect 
responses to particular constructs. The inclusion of the Sensation Seeking Scale (Zuckerman, 
Kolin, Price, & Zoob, 1964) facilitates a comparison of survey responses that use dichotomous or 
Likert formats. Finally, the study will compare effects produced by single source self-report 
responses with those that incorporate data from an independent source, in this instance official 
records of traffic offences. Study participants will be asked to allow their driving history, as held 
by the by the Department of Transport and Main Roads, to be provided for inclusion in this study. 
It is hypothesised that stronger effects will be observed with the single source self-report data than 
in associations involving archival records and that differences in relation to the SD scales will also 
be observed, both indicative of CMV effects. 
3.1.3 Study 3 Repeated Measures study 
The third study involves a repeated measures method. The same battery of questionnaires 
outlined in the first survey wave of Study 2 will be distributed a second time two weeks later. 
Participants will again complete the selected scales including the Marlow-Crowne SD scale. 
Correlations between the key scales and self-reported accidents are compared. If CMV effects are 
evident, the highest correlations should be found within each data collection phase, rather than 
between each data collection phase (af Wåhlberg, 2009). This approach also allows an 
examination of the stability of social desirability, as measured by the SD scale. Aspects of memory 
recall are also assessed. 
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3.1.4 Analysis of effects 
Many components in Study 2 and Study 3 involve comparisons of the relative average 
strength of groups of correlations. With this in mind it is important to recognise that correlations, 
being bound by -1 and 1, do not follow a normal distribution (Cohen, Cohen, West, & Aiken, 
2013). To facilitate comparisons between the effects observed within survey waves and those 
produced between items across the two surveys, all correlations were squared and then combined, 
and average effects sizes were recorded after dividing by the number of effects (af Wåhlberg, 
2009). Conducting the analysis of effect sizes in larger groupings (i.e. scales rather than single 
variables), provided a measure by which to compare differences between the effects of interest. 
Combining scales also produces a more robust effect than would have been obtained using 
individual items, allowing researchers to more accurately assess possible effect sizes and measure 
traits not apparent when correlations between individual items are used (Rushton Brainerd, & 
Pressley, 1983). To obtain a measure of statistical probability a Fischer’s Z transformation of the 
correlations was applied to the individual correlations (Fisher 1958) which were then averaged and 
compared using a Z test (Corey, D. M., Dunlap, W. P., & Burke, 1998).  
The impact of error variance (i.e., random effects) can be difficult to ascertain. If 
observations are regarded as a random variable, estimations of its variance can be made i.e. error 
variance. However it is not possible to control for all possible confounding factors, such as error 
variance, because some of them cannot be known, and it may not be possible to control for all of 
those that are believed to be present. A random effects model assumes that the data analysed are 
drawn from a hierarchy of different populations whose differences can be understood in relation to 
that hierarchy. A random effects model was used in the meta-analysis.  
All correlations reported in this study are Pearson’s correlations with the exception of those 
relating to dichotomous variables, such as the Zuckerman Sensation Seeking Scale (Zuckerman et 
al., 1964). To measure associations between dichotomous and Likert scales point biserial 
correlation coefficients were calculated. 
3.2 PARTICIPANTS 
A convenience sampling approach was adopted to recruit participants. An electronic 
promotion of the survey was conducted in conjunction with distribution of paper versions of the 
survey in a range of locations. These locations included car clubs, shopping centres, university 
campuses and other educational instructions. Participants were also encouraged to forward the 
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survey via e-mail to others by way of email or social media, (i.e. snowballing). No random 
assignment of participants to the different groupings was undertaken although effort was made to 
ensure that the different samples were comparable, particularly in terms of respondent’s age. After 
a sufficient number of participants had completed the online survey, the order of questionnaire 
items was rearranged to facilitate a proximity analysis. An online questionnaire was produced that 
substituted a version of the Sensation Seeking scale using a Likert scale in place of the 
dichotomous scale that appeared in the previous questionnaires. Participants received an incentive 
in the form of a gift voucher valued at $10 AUD on following the receipt of each completed 
survey.   
3.3 INSTRUMENTS 
3.3.1 Tools for Meta-Analysis 
A description for the criteria for the selection of studies for the meta-analysis is provided in 
section 4.5 of the next chapter. Analysis for the meta-analysis was conducted using the programs: 
Comprehensive Meta-Analysis; Statistical Package for the Social Sciences (SPSS); and Microsoft 
Excel.  
3.3.2 Overview of scale characteristics  
To facilitate meaningful comparisons with the DBQ in Study 2 and Study 3, scales were 
selected on the basis of properties shared with the DBQ. No scales are subject to copyright. The 
additional scales were required to have the following properties: 
 - measure an actual behaviour, as opposed to an attitude. For example “How often do you 
speed on the freeway” rather than “what do you think of those who speed on the freeway?”)  
- use a similar Likert scale 
- use the same anchor points as the DBQ, these being: never; hardly ever; occasionally; quite 
often; frequently; all the times 
- measure behaviours that are constant over an appropriate time period  
When completing their surveys, participants were asked to consider their behaviours in 
relation to the previous 6 months. Study participants were also asked for information relating to 
age, gender, driving exposure and their crash and traffic offence history in the past eight years. 
These variables have all been regarded, to various degrees, as predictors of crash risk. An eight 
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year period was selected for the recollection of crash and offence histories as this time period 
would provide sufficient data to achieve statistical power for comparisons of the effects drawn 
from self-reported and archival traffic offences. More details relating to calculating statistical 
power are at Appendix F.   
The Manchester Driver Behaviour Questionnaire (DBQ): A 20-item version of the widely 
used DBQ (Reason et al., 1990) was employed to measure different types of driving behaviour. 
Items relating to lapses were omitted as this factor has not been found to have significant 
associations with crash involvement (Lawton, Parker, Stradling, & Manstead, 1997). Consistent 
with previous Australian studies (Freeman et al., 2009; Wishart et al., 2014), the version employed 
in this study included minor re-wording of some items to ensure the questionnaire was 
representative of driving conditions in Australia as experienced by the study participants. For 
example, references to the specific turning directions (“left” or “right”) were removed with the 
more general term “turning” deemed to be more relevant of actual driving conditions.  High scores 
reflect more frequent engagement in aberrant driving behaviour.  
Marlow-Crowne Scale: A five item subset of the Marlow-Crowne scale (Crowne & 
Marlowe, 1960) recorded on a five point Likert scale was utilised to measure Social Desirability. 
Four items of the scale employed in this study are also found in the Balanced Inventory of 
Desirable Responding (BIDR) impression management scale with one item from the BIDR self-
deceptive enhancement scale (Paulhus & Reid, 1989). In the current study it will be referred to as 
the Social Desirability (SD) scale with higher scores indicative of reporting positive personal traits 
or indicative of a greater concern for how respondents present socially. 
A small version of the scale was preferred, given overall length of the survey. The five-item 
measure of the social desirability scale used in this research was trialled by Hays, Hayashi, and 
Stewart (1989), who sought a reliable short version of the Marlow-Crowne scale. Alpha reliability 
in two different samples were 0.66 and 0.68 respectively and test-retest reliability was 0.75. The 
figure for reliability meets the 0.70 standard recommended by Nunnally (1978) and exceeds the 
0.50 measure for group comparisons advanced by Helmstadter (1964). While this five-item can be 
easily broken down and reinserted into a survey amongst other scales, in this study the five items 
appeared together as a block of questions. The decision to use the 5 item scale was made in light of 
the promising results obtained in the earlier study (Barraclough et al., 2014).  
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Sensation Seeking Scale (SSS): The Sensation Seeking Scale (Zuckerman et al., 1964) 
operates on the assumption that individual differences in "optimal levels" of stimulation or arousal 
are basic personality dimensions. The sensation seeker is understood to be a person who requires 
novel, varied, and complex sensations and experiences to maintain an optimal level of arousal, 
with this assumed to be greater than the arousal level of non-sensation seekers (Zuckerman, Bone, 
Neary, Mangelsdorff, & Brustman, 1972). Sensation seeking has been found to explain a large part 
of the variation in the DBQ violations factor, but accounts for very little of the variance observed 
in the other DBQ aberrant driving behaviour factors (Rimmö & Åberg, 1999; Schwebel, Severson, 
Ball & Rizzo, 2006; Schwebel et al., 2007). Sensation Seeking items are also components of the 
Extraversion personality trait which in a recent meta-analysis was found to explain almost none of 
the variance in relation to crash involvement (r = .06 Self-reported crashes; r = .10 Archival 
crashes) (af Wåhlberg, Barraclough & Freeman, 2017). 
Responses to the SSS are generally recorded using a dichotomous forced choice method.  In 
the current study, one sub-sample also completed surveys in which the SSS was measured using a 
Likert format, similar to the method adopted by Rimmö and Åberg (1999). This involved a five-
point Likert response format (with end points “strongly disagree” and “strongly agree'') employed 
for each item. This alteration to the format of the SSS questions facilitated a comparison between 
“Forced Choice” and Likert scale versions, with the latter possibly influenced by the use of other 
Likert scales in the questionnaire. In this study both the dichotomous and Likert scales are 
constructed so that higher scores reflect a greater propensity for sensation seeking. 
The following five non-driving related scales were also used: 
General Ecological Behavior scale (GEB): The General Ecological Behavior scale (Kaiser 
& Wilson, 2000) assesses ecological or environmental friendly behaviour by recording the 
prevalence of these behaviours and likelihood that different ecological activities will be 
undertaken. Higher scores on this twenty-seven item scale represent greater reported engagement 
in ecological and environmental friendly behaviours. 
Giving Instrumental Support (GIS): Giving Instrumental Support (Shakespeare-Finch & 
Obst, 2011) is a five item subscale of the 2 Way Social Support Scale (2-Way SSS). The scale 
draws on the large body of research examining the relationship between social support, health, and 
wellbeing. High scores in this scale indicate a greater tendency to assist others.  
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Internet Addiction Test (IAT). The Internet Addiction Test is a reliable and valid measure 
of addictive use of Internet (Young, 1998). It consists of twenty items that measure mild, moderate 
and severe level of internet usage. High scores in this scale indicate the presence of negative 
emotions or behaviours associated with internet usage.  
Need for Cognition: An eighteen item version of the Need for Cognition Scale measures 
individual differences in the tendency to engage in and enjoy effortful thought processes 
(Cacioppo, Petty & Feng Kao, 1984). In the current study, higher scores are indicative of a 
willingness to embrace thinking processes. 
Mindfulness Attention Awareness Scale (MAAS): A 15 item scale that measures the role 
of mindfulness in psychological well-being i.e. being attentive to and aware of what is taking place 
in the present (Brown & Ryan, 2003; 2004). While there has been little research involving the 
MAAS in a road safety context, this construct has been associated with an intention to comply 
with the speed limits (Abdul Hanan, 2014). High scores indicate a capacity to be mindful of 
moment to moment experience. 
3.3.3 Considerations to enhance compatibility of driving history data 
Effort was made to reduce potential memory loss in relation to the recollection of crash 
involvement and traffic offences incurred over time.  When completing this component of the 
questionnaire, participants were asked to list separately their driving incidents in an allocated box 
or “bin” for each corresponding year. While this approach is not common, it has been found to 
minimise issues relating to memory loss (Anstey, Wood, Caldwell, Kerr, & Lord, 2009). To 
provide as close a match as possible with the records provided by TMR, participants were asked to 
record their crashes as being either “reported to police” or “other crashes (minor crashes)”. 
Participants were also asked to record whether their crashes or traffic offences occurred in 
Queensland or elsewhere.  
After completing their first survey, participants were provided with a request to access their 
official driving records. The request to access this information was made at this point so as not to 
influence the self-reported responses as has been suggested could occur in line with the bogus 
pipeline effect (Roese & Jamieson, 1993). As mentioned earlier, the bogus pipeline is a technique 
that involves participants being informed prior to completing a survey that their responses will be 
verified. It is argued that an awareness, or at least a perception that this additional process will 
occur, reduces motivation for providing socially desirable responses. In their review and meta-
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analysis, Roese and Jamieson (1993) found that employing this technique can improve the veracity 
of responses provided by study participants. The capacity to independently verify data is not 
generally available to researchers using self-report data. As the intention of the current research is 
to examine CMV effects in a manner that reflects typical survey data collection, it was determined 
that a request for official data prior to commencement of the survey had the potential to influence 
responses. Participants were informed that providing consent was voluntary and that they would 
still receive their incentive gift voucher regardless of whether or not approval was given.  
Participants were asked to not include parking offences when recording traffic offence 
history. Conversely the data as provided from TMR included fines for unpaid tolls. These were 
removed from the data set on the assumption that they would not generally be considered as traffic 
offences by study participants when completing their survey.  A subsequent check of self-reported 
traffic offence history confirmed this to be the case. Traffic offences recorded by TMR that 
occurred after an individual had completed their survey were not included in the analysis. A copy 
of the questionnaire is found at Appendix B and a copy of TMR form 4444, requesting access to 
state records of traffic offence history, can be found at Appendix C. Participant information sheets 
are provided at Appendix D and Appendix E. 
3.4 PROCEDURE AND TIMELINE 
Data for the meta-analysis were collected over a two-year period (May 2013 to June 2015) 
although the majority of the data was collected in 2014. Analysis of the data began in January of 
2015 and continued as new items were located and added to the data set.  
Data for Study 2 and Study 3 was collected over a fourteen-month period (November 2014 
to February 2016) either through online or paper-based versions of the questionnaire. After 
completing the initial questionnaire (Wave 1) participants were sent the same questionnaire two 
weeks later (Wave 2). Participants who completed the online survey were sent a link to the second 
via email.  Participants who completed a hard copy version of the survey were sent the second 
survey in the mail. Receipt of the second survey was timed to coincide with the arrival of the first 
$10 voucher. It was hoped that timing the arrival of the voucher with that of the second survey 
would encourage participants to complete the second survey. Participants were also advised that 
the second survey was very similar to the first. This was done to prevent the not unreasonable 
perception that they had been sent the same survey twice in error. More information on the 
distribution of survey materials is provided in Appendix F. 
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Participants were advised at the outset that the research involved completion of two surveys. 
On completion of their first survey, participants were also provided with a request to access their 
official driving records. This involved completing and signing the TMR form 4444 in a prepaid 
addressed envelope that was sent to them with their first $10 voucher. Participants were informed 
that providing consent was voluntary and that they would still receive their incentive gift voucher 
regardless of whether or not approval was given.  
The primary purpose of the repeated measure study is to assess whether single source data, 
(i.e. results drawn from within one survey) differ from those obtained when identical relationships 
were assessed using data from both survey waves. A two-week gap was chosen as it was 
determined to be sufficiently long enough to be considered a suitable break between survey waves. 
It was also assumed that many respondents would take longer than two weeks to commence the 
second survey, so this suggested timeframe would allow for the inclusion of data that was not 
overly late once the second survey was completed. Extending this process can allow contaminating 
factors to occur and affect the measurement of the predictor and criterion variables (Podsakoff et 
al., 2003). Time lags may reduce CMV effects as they reduce the salience of the predictor variable 
or its accessibility in memory. However if the time lag is inordinately long for the theoretical 
relationship under examination, it has the potential to conceal a relationship that actually exists 
(Podsakoff et al., 2003).  
3.5 ETHICS  
In conformity with sections 5.1.22 and 5.1.23 of the National Statement on Ethical Conduct 
in Human Research (2007) meta-analysis is deemed exempt from the need for UHREC review and 
monitoring, and as such does not require approval by the QUT research committee. The studies 
requiring surveyed responses did require Ethics approval with particular consideration given to the 
request to seek approval to obtain data relating to respondent’s driving histories from TMR. Once 
these concerns had been allayed approval was forthcoming, QUT Ethics Approval Number 
1400000743. The ethics approval process for Study 2b and Study 3 took approximately 8 months.  
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Chapter 4: Meta-analysis  
4.1 INTRODUCTORY COMMENTS 
This chapter outlines Study 1 of the research. It involved a meta-analysis of 
correlations between crashes and traffic offences. Data from both self-reported and 
archival sources are included and compared. Research is yet to determine the extent 
to which these relationships may be spuriously inflated through systematic 
measurement error, with obvious implications for researchers endeavouring to 
accurately identify salient factors predictive of crashes. In undertaking this analysis, 
this study, in combination with Study 2b (Chapter 5) and Study 3 (Chapter 6), 
highlighted elements with the potential to distort findings related to road safety 
research. 
4.2 RESEARCH CONTEXT 
Traffic offences have been considered an important predictor of crash 
involvement, and have often been used as a proxy safety variable for crashes. 
However the association between crashes and offences has never been meta-analysed 
and the population effect size has never been established. A review of the 
relationship between these variables is presented in section 4.3. 
Meta-analysis employs formal statistical procedures to summarise a number of 
similar empirical studies and arrange the empirical findings into meaningful patterns 
(Yang, 2005). This method provides a mechanism by which to efficiently summarise 
data from a large range of similar studies to calculate an estimate of an overall effect 
(Chung, Burns, & Kim, 2006). A quantitative review can identify trends and 
associations that may be too subtle to be otherwise detected or facilitate new 
interpretations of conflicting results (Arthur, Barret, & Alexander, 1991). Meta-
analysis can also reveal structural flaws and sources of bias in primary research and 
can identify promising research questions for future study (Noble, 2006). Interest in 
meta-analyses is such that they are more likely to be cited than randomized clinical 
trials or other study designs (Patsopoulos, Analatos & Ioannidis, 2005). 
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A common methodological approach in the road safety domain is to examine 
the strength of relationships between various independent self-report variables (e.g., 
driving behaviours and aberrant outcomes such as fines) with self-reported crashes.  
Indeed self-report data continues to be the most widely used data source in road 
safety.  However, research has yet to examine whether the strength of this 
relationship is spuriously inflated through systematic measurement error such as 
CMV.  This significant oversight has widespread implications for accurately 
identifying salient factors that are predictive of crashes.   
Despite the strengths of meta-analysis, some researchers have cautioned 
against uncritical acceptance of results from meta-analysis studies. Shapiro (1994) 
noted that sources of bias are seldom demonstrably eliminated from reviews of this 
type, and as such, the issue of unidentified and uncontrolled confounding elements 
can also be present in the findings of meta-analysis. However, if many studies 
indicate only modest effects, these may well be due to the same biases being present 
in many or all of the studies. If the same systematic biases are indeed present across a 
range of studies, a meta-analysis may only serve to reinforce erroneous conclusions 
drawn from the findings (Shapiro, 1994). 
While generally supportive of this method, Noble (2006) listed a range of 
problems associated with meta-analysis studies. While many issues highlighted are 
more applicable to epidemiological studies and medical interventions, some concerns 
relevant to the proposed study are worth noting. Weaknesses associated with meta-
analysis include: 
 
- Inflated estimates of size effects are replicated due to initial issues relating to: 
(a) research design characteristics, (b) published vs. unpublished study 
composition, and (c) small sample sizes. 
- Findings compromised by inclusion of non-peer-reviewed data—especially if 
derived from biased sources, for example the pharmaceutical industry or 
researchers with a predetermined agenda (it must be noted that any assumption 
that the quality of non-peer review material is lower than peer reviewed papers 
has little empirical support). 
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- Partially complete information in some studies can compromise coding 
certainty and reliability as well as the extent to which studies with complete 
information can represent the universe of all relevant studies. 
- The arithmetic nature of meta-analysis can produce false impression of 
certainty in an inherently uncertain process with many subjective elements 
Noble (2006). 
One of the methods used in meta-analysis is to study the 
homogeneity/heterogeneity of the data, which is similar to the standard deviation of 
person-level data. In meta-data, however, it can be calculated whether the observed 
variance in effect sizes between studies is due to random error alone, or if other 
factors can be suspected to be at play (heterogeneity). If this is the case, an attempt is 
often made to explain the extra variance by the use of moderator analysis, which is 
similar to, for example, partial correlations. Moderator analysis simply detects 
whether effect sizes of different studies vary with other features of the studies, such 
as the year of publication. If moderators are associated with effect sizes, the 
calculation of a population effect size may become problematic. For example, the 
mean effect size in studies can be different for different age groups, indicating that 
the data is not drawn from a single population, but several different ones. Thus, 
heterogeneity of data can profoundly affect how we interpret the available data. 
Furthermore, heterogeneity of data may indicate that a few studies have results 
that are very deviant from the majority; outliers. This might indicate errors in these 
studies, and can be a reason for excluding their data points from the meta-analysis. 
Outlying values can be problematic, but not always detected. An outlying value can 
unduly affect the population estimate, and the size of the effect may be due to factors 
such as biased sampling, erroneous methods or even transcription error(af Wåhlberg, 
2009). 
In studies on individual differences in crash record moderators are always 
present, especially restriction of variance in the crash variable (af Wåhlberg, 2009). 
This is due to the fact that different studies use different time periods for accident 
measurement, and populations with different risks. Therefore, there is a legitimate 
reason for effect sizes in such studies to vary in a manner that is beyond what can be 
expected from random error. This means that it is difficult to determine whether a 
certain value is really an outlier in a univariate analysis, as the standard cut-off of 
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two standard deviations is not really applicable. A solution to this problem is to apply 
bi-variate outlier analysis (Ben-Gali, 2005), using the association between effect 
sizes and moderators, in the present case the means of the crash and offence variables 
(which are indicative of the degree of restriction of variance in these variables (af 
Wåhlberg, 2009), as well as the time periods of measurement for these variables.   
In most meta-analyses, dissemination bias is considered as a potential problem, 
and can be analysed in various ways. In the current study, this was not the case, 
because, as discussed in the following section, no explicit theory about offences and 
crashes exists, and therefore there is no reason for writers and reviewers to favour 
certain results. Also, most results were obtained from papers for which the primary 
focus concerned other topics. Despite this, some analyses of possible bias were 
undertaken, as a standard precaution. 
4.3 THE PREDICTIVE POWER OF TRAFFIC OFFENCES VERSUS 
CRASHES 
Researchers and various practitioners endeavour to identify the origins of 
crashes in order to save lives and reduce the subsequent significant emotional and 
financial burden. Unlawful driving behaviour and the resulting traffic offences are an 
important element of this work. Road authorities use them as a tool to reduce crash 
involvement, both as a general deterrent, and as a method to identify especially 
dangerous drivers. Similarly, researchers often use offences as a dependent variable 
in traffic safety studies (af Wåhlberg, 2009). This usage, however, rests upon the 
assumption that a fairly strong association between number of traffic offences and 
number of crashes actually exists. This is a common view amongst traffic safety 
practitioners. It will here be argued that this assumption is so far unverified, and that 
establishing what the true effect really is, is problematic. 
First of all, it can be pointed out that although a reasonable number of studies 
have examined the association between crashes and traffic offences, and some 
researchers have reviewed this literature (Burg, 1974; McGuire & Kersch, 1969; 
Peck, 1993), no meta-analysis of this type of data appears to have been conducted. 
As indicated above, meta-analysis is necessary for the summary of large amounts of 
published data, both to calculate a mean effect over studies, but also to investigate 
whether effects systematically vary with other variables.   
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4.3.1 Variation in effects for offences and crashes 
A range of studies have examined the relationship between crashes and traffic 
offences, with some identifying an association between the two elements. Drivers 
involved in fatal crashes have been found to have more prior traffic violation 
convictions than non-culpable drivers (Banks et al., 1977; Lui & Marchbanks, 1990). 
Drivers understood to have previously incurred a high number of traffic offences 
have been strongly associated with being responsible for a subsequent crash 
(Chandraratna, Stamatiadis, & Stromberg, 2006; Factor, 2014). Analysis of state-
wide crash and traffic offence data from California, found earlier traffic convictions 
to be slightly more predictive of subsequent crashes than previous crashes (Burg, 
1970; Peck, 1993; Peck & Kuan, 1983; Peck, McBride, & Coppin, 1971). A recent 
cohort study examining driver licence histories of 10,063 victims of road trauma, 
found the number of prior traffic offences to be significantly associated with 
subsequent involvement in a severe crash, particularly alcohol-related road trauma 
(Ho, Rao, Burrell, & Weeramanthri, 2015). Moreover, additional offences incurred 
following an initial crash was also associated with a greater likelihood of 
involvement in a subsequent crash. However a number of road safety researchers 
have questioned the effectiveness of traffic offences to act as a predictor of crashes 
(Bianchi & Summala, 2004; Daigneault, Joly, & Frigon, 2002; Elliott, Waller, 
Raghunathan, Shope, & Little, 2001; Furnham & Saipe, 1993; Goldstein, 1972; 
Griep, 1970; McCartt & Solomon, 2004). In the present context, correlations 
between traffic offences and crashes can vary considerably: Pearson r of -.2 
(Furnham & Saipe, 1993) to .5 (Sullman & Stephens, 2013). The diversity of 
findings in this area, underscores the desirability of conducting a meta-analysis 
which, as described below, provides an optimum method by which to interpret such 
differences. 
However consideration should also be given to the extent that correlations 
between traffic offences and crashes may reflect a range of other factors instead of 
representing the actual relationship between driving style and risk of crash 
involvement (Bianchi & Summala, 2004). These factors could include: amount of 
time spent driving; effort directed towards detection of offences; exposure to 
locations at which traffic violations are policed; drivers’ age and driving experience. 
In a longitudinal study tracking newly licensed drivers over nine years (Elliott et al., 
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2001), it was argued that the effectiveness of traffic offences to predict subsequent 
crashes would be reduced because driving behaviours changed as drivers became 
more experienced. Such an outcome would contribute to an expectation that studies 
using older drivers as subjects would produce smaller effects. Definitions of crashes 
and especially offences vary between studies, and particularly between countries. For 
example, in one jurisdiction a speeding ticket may be issued only when speed 
exceeds the limit by 5 km/h, but by 10 km/h in another. In this instance traffic 
offences represent different degrees of deviant driving behaviour. It is not possible to 
predict in which direction this phenomenon might affect effect sizes. Unfortunately 
the use of operationalisations (strictly defining variables into measurable factors) as a 
moderator variable is not practical as it is infrequently provided in published papers 
and in many instances would not be possible to obtain, particularly for older 
publications.  
Furthermore, methodological problems can influence the nature of results. In 
many instances small effects are not easily distinguishable from bias introduced by 
study design and analysis (Ioannidis et al., 2014). This in turn can influence attempts 
to ascertain an accurate population effect size. CMV in particular may affect results 
in this manner. 
4.3.2 Recognising potential bias in self-report and archival data 
Self-report data are widely used in the field of road safety research, including 
the measurement of crashes. This approach allows a larger number of crash types to 
be recorded, as archival data generally is restricted to more severe crashes. Self-
reported crashes can include a wider range of crash types although crashes in which 
the driver has been killed cannot be recorded in this manner. “Gaps” in self-report 
crash data would also extend to many drivers who suffered a traumatic brain injury 
that was inflicted as a result of a crash, and also where certain other serious injuries 
occurred. For example, a hand injury could prevent a driver/rider from contemplating 
completing a questionnaire at all. Even more significant could be psychological 
injuries associated with many serious traffic crashes, including post-traumatic stress 
disorder, and chronic anxiety/depression.  
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Self-report surveys requesting driver history also tend to record all instances in 
which a driver has been involved in a crash, regardless of fault. Due to issues related 
to both memory recall and the relative rarity of crashes, a three-year period is 
generally the most common timeframe to record this measure (af Wåhlberg, 2003). 
Self-reported data thus increases the variance of the crash variable, which should 
result in larger effect sizes. However, it is also known that there are limitations 
inherent with this approach, such as memory recall and method bias. Both of these 
could introduce systematic biases in the data, i.e. so-called common method 
variance. Research has indicated that approximately 25% of all crashes are forgotten 
each year, with drivers more likely to report crashes that occurred closest to the time 
of the survey (af Wahlberg, 2012; Maycock & Lester, 1995). This memory effect 
cannot create CMV on its own, but only if the other variables used are equally 
influenced by memory effects, which differ between respondents. Method bias can 
reflect a tendency on the part of respondents to answer questions in a standardized 
manner, potentially distorting results.  
As noted in section 2.9.5, bias is also understood to be present in aspects of 
archival records relating to road safety. Injury severity is a factor that determines the 
likelihood of a crash being recorded by authorities, however police records of 
injuries sustained at crashes have been found to be inaccurate when compared with 
hospital records of the same incident (Rosman, 2001). Crashes involving cyclists 
have been found to be less likely to appear in police records than those involving 
motorised vehicles and there is also evidence to show that incidents involving 
pedestrians are underreported in police records (Langley, Dow, Stephenson, & 
Kypri, 2003; Lopez, Rosman, Jelinek, Wilkes, & Sprivulis, 2000; Watson, Watson, 
& Vallmuur, 2015). Research also suggests that gender, ethnicity and remoteness of 
crash location contribute to under-reporting in police crash records (Alsop & 
Langley, 2001; Amoros, Martin, & Laumon, 2006; Lopez et al., 2000).  
Other aspects of under-reporting present in official data are difficult to explain.  
For example, a study of fleet drivers (af Wåhlberg, 2002) showed that approximately 
a quarter of drivers’ self-reported accidents, for which there were no adverse 
consequences associated with disclosing to the employer, could not be found in 
official records, even after widening the search beyond the period relevant to the 
survey. 
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4.4 STUDY AIMS 
The meta-analysis in Study One has three primary aims:  
1. To quantify the association between crashes and traffic offences within 
the general driving population (i.e. all types of drivers):   
2. To examine whether the relationship between self-reported variables 
(i.e. crashes and traffic offences) is stronger than the same relationship 
as measured by objective measures (e.g. recorded fines and crashes):   
3. To examine, and control for, elements potentially influencing effect 
sizes, such as age, sample size, time period under investigation, regional 
factors and type of date. 
The meta-analysis will specifically examine whether the relationship between 
self-reported variables (i.e. crashes and traffic offences) is stronger than the same 
relationship as measured by “objective measures” e.g., recorded fines and crashes.  If 
CMV is inflating effects, self-reported data would be expected to yield stronger 
effects than those utilising archival records, after controlling for moderators (af 
Wåhlberg, Dorn, & Kline, 2011; Crampton & Wagner, 1994; Harms & Credé, 2010). 
If the relationship is stronger among self-report variables, this may be evidence of 
CMV, or at the very least, measurement error. Random error would only serve to 
reduce this effect. It has been hypothesised that measurement correspondence is 
typically stronger when subjective measures of behaviour are used (Fishbein, 1980; 
Crampton & Wagner, 1994). Given this, the meta-analysis would also facilitate an 
assessment of the comparative strengths of effects in reference to data type. The 
outcome of this meta-analysis will be the first critical step in attempting to identify 
evidence for the existence of systematic measurement error within self-report data 
sets. 
4.5 METHOD 
4.5.1 Initial selection of studies 
A literature search was undertaken using Google Scholar, ScienceDirect and 
Scopus for papers published prior to March 2015 which had reported or potentially 
captured the association between traffic offences and road crashes, with particular 
attention paid to the reference sections of relevant studies. A variety of search terms 
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were employed including: crash; accident; traffic offence; violation; moving 
violation; tickets; fines; infringement; and citations. In addition to the studies which 
contained useful data, many papers that appeared to have collected but not published 
information relevant for this undertaking. The authors or second authors of 116 
papers were contacted by e-mail. Responses were received relating to 67 papers 
(57.8%), of which data relating to 37 studies were provided that could be included in 
the analysis, providing an overall successful response rate of 31.9%. Generally 
requests for data related to the provision of zero-order correlations between crashes 
and traffic offences, although other clarifications were requested relating to items 
such as the mean and standard deviation of the crash and offence variables, the study 
time frame and the mean age of the study participants. Occasionally effects were 
published, typically a Spearman’s rho or Cohen’s d, which required conversion to a 
Pearson correlation in order to be included in the analysis. This was done in line with 
appropriate formulas (Field & Gillett, 2010; Gilpin, 1993). 
The relationship between the “crashes” and “offences” variables is naturally 
complex and could be presented in a number of ways. It is also acknowledged that 
generally these two variable types are discrete variables with non-normal 
distributions. However regardless of which metric or statistical method is employed, 
it would still reflect the limitations and biases of the original data. As almost all of 
the studies included in this study utilised correlations, Pearson’s r was selected as the 
principal metric used in the meta-analyses. 
4.5.2 Inclusion of papers. 
Generally a liberal approach was adopted in regards to the inclusion of papers 
in line with the approach favoured by Glass (Glass, 1976) although unique features 
of particular studies were noted. Studies involving all motorised vehicle types, 
including motorcycle riders, were considered for inclusion. A range of crash and 
traffic offence types were identified, with all considered for inclusion in the analysis, 
the obvious exception being traffic offence measures that included parking fines, as 
penalties of this type tend not to represent driving behaviour in any meaningful way. 
On occasion studies provided effects relating to different crash types including; 
at-fault and not at-fault; active or passive and; minor or major crashes.  There is no 
set definition of what constitutes a minor or a major crash. Generally these refer to 
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differences in terms of injury outcomes but can also reflect damage to vehicle or 
vehicles involved. Definitions seldom appear in these papers. In a small number of 
studies the traffic offence represented speeding fines or infringements issued from 
speed cameras exclusively. Whenever possible, a figure that reflected a combination 
or total of these variables was used (for example Arthur & Doverspike, 2001; Arthur 
& Graziano, 1996; Scialfa, Ference, Boone, Tay & Hudson, 2010; Taylor & 
Sullman, 2009). If not, a two-step procedure was used, described below. Similarly, if 
results were broken down in terms of gender, a total figure was used if available. 
Occasionally crashes were recorded as a dichotomous variable. This tended to occur 
when the time period in question was rather short, such as six months or less. It was 
decided to include such studies as such a figure would not differ greatly to a figure 
representing a more exact total (i.e. drivers are rarely involved in more than one 
crash in such a short period). Effort was also made to identify subsets from related 
studies to avoid duplication of data and to address the issue of correlations relating to 
a range of time periods. This was particularly the case in relation to data drawn from 
California driver record studies (see Gebers & Peck 1994) for a summary of various 
time periods) but applied to other studies also. In these instances, providing that 
corresponding data relating to moderators was also present, effects drawn from the 
longer time periods were used.  
In the current study three studies employed a predictive methodology: 
Daigneault, Joly & Frigon (2002); Diamantopoulou, Cameron, Dyte & Harrison 
(1997); and Stewart & Campbell (1972).  As the results from these studies were 
similar to more conventional studies (e.g., they did not appear as outliers) they were 
included in the analysis. Thus, papers were included in the data set if they reported 
data on the association between some type of traffic offences (excluding parking 
offences) and some measure of road traffic crash for drivers of all types of motorized 
vehicles. No restrictions were applied in terms of years of publication and no 
geographical or language limits were set, although in practice, almost all studies 
were written in English. To this point, the dataset comprised values representing the 
different reported types of crash (for example major, minor or at-fault crashes) or 
offence type. These figures were also used for the outlier analysis. However the 
meta-regression used only unique and study specific values, or independent values. 
This ensured that no sample was represented twice within this particular component 
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of the analysis. Generally this resulted in the inclusion of one effect per paper unless 
data could be clearly differentiated as belonging to distinct groups within a study (for 
example men and women). 
4.5.3 Further selection of studies  
While the outlier analysis is enhanced including a wide range of effects, a more 
conservative approach was adopted in relation to the selection of effects for inclusion 
in the meta-regression component of this study. If more than one effect per sample 
was available, preference was given to correlations from: the largest available sample 
size in repeated measures studies; a major crash over a minor crash as the former is a 
better match for crashes typically recorded by archival data; items for which a more 
complete set of information was available; at fault or “active” crashes in preference 
to those in which the driver was not deemed to be the cause of a crash, under the 
assumption that these should have the strongest association with offences (af 
Wåhlberg, 2008; af Wåhlberg & Dorn, 2007) and; the correlation which best 
reflected the focus of the original study. For example, in studies of professional 
drivers work related crashes were preferred over reported crashes occurring during 
periods of private vehicle usage.  
In an effort to maximise homogeneity, studies with crash related offences were 
accepted for inclusion in the analysis. For example The California Driver Study of 
1965 (Goldstein, 1972) drawing on archival data, reported a correlation between 
citations and crashes of 0.27. This figure dropped to 0.23 when offences related to a 
crash were excluded (Goldstein, 1972). However, to promote greater study 
homogeneity, the former (higher) figure was included in the analysis. 
4.5.4 Moderating effects 
In order to hold variance from these factors constant between studies, details 
relating to the mean number of crashes, mean number of traffic offences, the 
timeframe for sampling crashes (these three variables all being measures of 
restriction of variance) and mean age of study participants were collected. Data was 
also collected in relation to sample size, year of publication and the country in which 
the research was undertaken. This last component is of interest, given differences in 
laws and surveillance between countries, which again, may explain some differences 
in findings. A brief description of the study sample was also recorded. 
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4.5.5 Issues relevant to analyses of data 
Several different meta-analytic methods were used to meet the aims of the 
study. This included calculations of mean effects under a random effects assumption 
(as it was presumed that the effects were not from a single population), moderator 
analysis and computations of homogeneity of data. All these analyses used the 
software Comprehensive Meta-Analysis v2 or v3. Additional analysis was conducted 
using SPSS. For other purposes, such as outlier analysis and exploratory moderator 
analysis, other methods were used, as described below. 
Analyses were undertaken in different stages. In the first stage (section 3.1), all 
data was used, including dependent values. Thereafter (section 3.2), only 
independent values were used. 
First, outlier detection analyses were run. A mean and standard deviation for 
the crash and for the traffic offence variables was calculated after these figures were 
annualised. Univariate outliers were identified if found to be more than two-standard 
deviations beyond these figures. Outlier analysis was also undertaken in relation to 
the effects variable. Detection of bi-variate outliers involved a calculation of the 
distance of each individual correlation from the regression line in a bi-variate 
association between crashes and offences (the Poom method). Once a measurement 
of the Euclidian distance for each point had been obtained, items found to be more 
than two-standard deviations beyond this figure were noted. This approach allows 
suspect values to be identified without them necessarily being univariate outliers 
providing that a theoretically plausible association exists between the variables (af 
Wåhlberg et al., 2015; Ben-Gali, 2005). However, it is often not possible to be 
certain which value of the two yielded by an outlying point is causing the 
dissimilarity. Therefore, at least two bi-variate associations are required to identify a 
certain sample as yielding an outlying point if a certain value is to be considered for 
deletion. For example, if the point effect (offences/crashes) and crash mean was 
found to be a bi-variate outlier for sample A, and the crash mean and time period 
point was subsequently also an found to be an outlier, this would indicate some fault 
in the crash mean. Therefore, the crash mean in this sample would be deleted, but the 
other data retained. Thereafter, overall computations on all data were run. This 
included meta-analytic mean effects calculations, weighted by number of subjects, 
but also standard Pearson correlations between variables (the offences/crashes r, time 
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period used in study, crash mean, offence mean, number of subjects, mean age of 
sample, year of publication, source of data and whether the result was published or 
not). These analyses identify possible moderator influences and other important 
effects which should be taken into account when interpreting mean effects results. 
 Second, moderator analyses were applied to all data. This was done using the 
variables tentatively identified as being of importance in the previous step.  
Third, where this was possible, mean effects analyses were run for each region 
separately, under the assumption that effects between countries are not really 
comparable, due to differences in laws and policing. Also, these analyses were run 
separately by source of data, thus creating a comparison of effects for self-reported 
and recorded data within each region. 
Forth, on one occasion a “Sensitivity” analysis was conducted to allow for 
differences in time period. There is an expectation that a strong association exists 
between reported effects and the time period under consideration. To facilitate a 
more meaningful examination of the comparison groups, a sensitivity analysis was 
conducted if the statistical program was unable to satisfactorily control for time 
period under consideration. This process involved an additional analysis, in which 
studies with particularly long periods were excluded, results compared with the 
original analysis and differences noted. In this instance, studies with a duration of 
over 6 years were temporarily put aside, allowing a sufficient number of studies to be 
included in the analysis while removing those with the potential to distort the 
findings. Results from both analyses are presented in this study. Finally, a regression 
was conducted to ensure that any differences in findings in relation to data type were 
not due to other moderating factors.  
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4.6 RESULTS 
4.6.1 Data 
After the removal of effects drawn from duplicated or overlapping samples, the 
search process identified a total of 144 effects drawn from 99 individual studies, with 
74 studies providing self-report correlations and 27 studies providing data drawn 
from archival records. Data was retrieved from studies published between 1956 and 
2015. Of the 144 correlations, 99 drew on self-report data with 45 effects produced 
using archival data. Two papers provided correlations for both data types: Barkley, 
Murphy, Du Paul, and Bush, (2002): and Burns and Wilde (1995). A total of 57 
effects were supplied by study authors upon request and four were obtained 
following conversion of the original effect or calculations using raw data provided 
within the published article. Authors also provided information or clarifications in 
relation to other variables related to the analysis. Figure 1 details the study selection 
process. A dataset consisting of all the effects noted above was used in outlier 
detection and preliminary analyses of associations between variables. In the analysis 
of mean effects and meta-regression, only independent study-specific values were 
used. 
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Figure 1 Study selection flow diagram 
 
 
 
 
 
 
 
 
  
 
 
 
  
111 records identified through 
database searching 
57 additional records identified 
through other sources 
146 records after duplicates removed 
146 records screened 
2 records excluded, 
inconsistencies 
detected in 
description of key 
data presented    
144 full-text articles 
assessed for eligibility 
144 studies included in 
qualitative synthesis  
128 studies included in 
quantitative synthesis 
(meta-analysis) 
No full-text articles 
excluded  
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Table 2 Distribution of retrieved correlations between crashes and traffic offences  by 
region. 
* Total number of individual studies is 100. Some studies supplied more than one data type.   
 
A breakdown of data by geographic area and type of data source are shown in 
Table 2. These figures represent the number of actual effects, as opposed to actual 
studies. For example Daigneault, Joly, and Frigon (2002) published four independent 
correlations, with these accounting for half of the archival effects listed as being 
sourced from Canada. The category designated “Middle East” predominantly drew 
on studies conducted in Turkey but also include one study of archival data from 
Israel. Dichotomous variables were used in three studies due to the short time period 
employed (3 months). Four self-report studies differentiated between major and 
minor crashes, recording data for both. A complete list of original data, country of 
origin, sample characteristics and other key variables from self-report studies is 
provided in Table 3 and for archival studies inTable 4. 
Region 
Number of 
Studies 
Self-report 
correlations 
Archival 
correlations 
Total 
correlations 
US 
24 Self-report 
18 Archival 
3 Combination 
31 32 63 
Canada 
4 Self-report 
4 Archival 
1 Combination 
4 8 12 
Europe 22 Self-report 32 - 32 
Australia & NZ 
15 Self-report 
4 Archival 
2 Combination 
20 4 24 
Middle East 
6 Self-report 
1 Archival 
8 1 9 
Asia 1 Self-report 1 0 1 
South America 
2 Self-report 
 
3 0 3 
Totals 
74 Self-report 
27 Archival 
6 Combination of 
data types* 
99 45 144 
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Table 3 Data from self-reported road safety studies showing moderating variables and sample characteristics. 
Study 
 
Pearson’s 
Correlation 
Crash  
Mean 
Traffic 
offence 
mean 
Time 
period 
(in years) 
N 
Mean 
Age 
Country Sample 
af Wåhlberg, 2010a .15 0.58 0.73 3.2 7,497 21.7 UK Young offending drivers 
af Wåhlberg, 2010a .10 0.72 0.34 12.7 1,225 31.9 UK General drivers 
af Wåhlberg, 2013* .07 0.32 0.736 3 4,807 42.6 UK 
General drivers with recent 
traffic offence 
af Wåhlberg, 2013*† .13 0.31 0.613 3 962 42.6 UK 
General drivers with recent 
traffic offence 
af Wåhlberg, 2013* .09 0.34 1.072 3 8,013 41.2 UK 
General drivers with recent 
traffic offence 
af Wåhlberg, 2013*† .00 0.34 0.806 3 407 41.2 UK 
General drivers with recent 
traffic offence 
Amado, Arikan, Kaça, Koyuncu & 
Turkan, 2014 
.19 0.83 3.1 5 158 37.5 Turkey General drivers 
Arthur & Graziano, 1996 .36 0.92 2.18 4.3 477 20.3 US 
University students and 
convenience sample 
Arthur & Doverspike, 2001 .48 1.13 1 3 48 23.9 US University students 
Arthur & Day, 2008 .28 1.02 1.94 5 153 20.4 US 
Young male university students 
and general drivers - Study 1 
Arthur & Day, 2008 .14 1.47 1.18 19.7 333 36.4 US 
University students and general 
drivers - Study 2 
Banks, 2008 .15 0.24 0.09 1 679 42 Australia Fleet vehicle drivers 
Barkley, Murphy, Du Paul & Bush, 
2002 
.68 1.9 11.7 4.5 88 21 US Young drivers with ADHD 
Barkley, Murphy, Du Paul & Bush, 
2002 
.30 1.2 4.8 4.6 44 21 US Young drivers control group 
Cellar, Nelson & Yorke, 2000 .30 0.5 - 10 202 - US 
University students - at fault 
crash 
Cellar, Nelson & Yorke, 2000 † .19 0.5 - 10 202 - US University students – not at fault 
Cestac, Paran & Delhomme, 2011* .15 0.41 0.17 3 3,002 22.3 France Young Drivers 
Conner & Lai, 2005 -.10 0.17 1.79 0.5 1,188 38 UK 
Participants in a driver 
improvement plan   Wave 3 
Conner & Lai, 2005 † -.05 0.09 1.8 0.5 1,047 39 UK 
Participants in a driver 
improvement scheme – Wave 4 
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Constantinou, Panayiotou, 
Konstantinou, Loutsiou-Ladd & 
Kapardis,  2011 
.35 0.74 - 2.4 352 20.3 Cyprus Young drivers 
Crundall, Chapman, Poulter, Bibby & 
Clarke, 2012 * 
.04 0.56 1.22 2 225 46.8 UK Truck drivers 
Crundall, Chapman, Poulter, Bibby & 
Clarke, 2012 * † 
.08 0.05 1.22 2 225 46.8 UK Private vehicle usage 
Dahlen & Ragan, 2004 .35 1.47 1.2 - 232 - US University students 
Davey, Wishart, Freeman & Watson, 
2007 
.22 0.12 0.24 1 443 44 Australia Fleet vehicle drivers 
Davey, Wishart, Freeman & Watson, 
2007* † 
.03 0.09 0.12 1 439 44 Australia Private vehicle usage 
Deffenbacher, Oetting & Swaim, 2002† .05 0.12 - 0.25 290 19 Australia Young drivers- minor crashes 
Deffenbacher, Oetting & Swaim, 2002 -.03 0.12 - 0.25 290 19 Australia Young drivers -major crashes 
Dejoy, 1992 .24 0.6 0.91 3 136 20.6 US 
University students  –Spanish 
drivers 
de Oña, de Oña, Eboli, Forciniti & 
Mazzulla, 2014 * 
.02 0.14 0.016 3 500 36 Spain 
General drivers – Spanish 
sample 
de Oña, de Oña, Eboli, Forciniti & 
Mazzulla, 2014 * 
.05 0.21 0.21 3 492 36 Italy General drivers – Italian sample 
Fischer, Barkley, Smallish & Fletcher, 
2007* 
.29 1.88 6.12 3.6 85 21.1 US Young drivers with ADHD 
Fischer, Barkley, Smallish & Fletcher, 
2007* 
.07 1.61 3.22 4.2 46 20.5 US Young drivers - control 
Fleiter, 2010 * .13 0.57 0.25 3 838 40.5 Australia General drivers 
Freeman, Wishart, Davey, Rowland & 
Williams, 2009 
.15 0.14 0.15 1 4,722 44 Australia Fleet vehicle drivers 
Freeman, Wishart, Davey, Rowland & 
Williams, 2009 *† 
.20 0.09 0.16 1 4,721 44 Australia Private vehicle usage 
Freeman, Barraclough, Davey, J,  
af Wåhlberg & Watson, 2013 
.26 0.39 1.9 3 249 37.4 Australia General drivers 
Furnham & Saipe, 1993 -.20  - - 73 28 UK 
University students and 
convenience sample 
Galovski & Blanchard, 2002 .42 2.63 7.1 16.8 27 - US Aggressive drivers 
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Goldstein & Mosel, 1958 .49 1.83 - - 323 - US Convenience sample 
González-Iglesias, Gómez-Fraguela, 
Romero & Sobral, 2012 
.32 1.41 1.22 5 292 40 Spain General drivers - men 
González-Iglesias, Gómez-Fraguela, 
Romero & Sobral, 2012 
.10 0.97 0.6 5 249 39 Spain General drivers - women 
Griffin, 2015* -.04 0.29 0.49 3 151 45.4 Australia General drivers 
Harris, Houston, Vazquez, Smither, 
Harms, Dahlke & Sachau, 2014* 
.26 0.51 0.72 3 1,181 20.9 US University students 
Hernández (2011) .14 0.37 0.59 2 487 30 Colombia 
General drivers and university 
students 
Jovanović, Lipovac, Stanojević & 
Stanojević, 2011* 
.15 0.41 0.53 3 260 32.5 Serbia General drivers 
Knee, Neighbors & Vietor, 2001 .45 - - 5 107 - US University students 
Knouse, Bagwell, Barkley & Murphy, 
2005* 
.33 0.26 0.77 1 88 31.9 US 
Drivers with ADHD and control 
group 
Lucidi, Giannini, Sgalla, Mallia,Devoto 
& Reichmann, 2010* 
.29 0.14 0.103 0.66 1,008 18.3 Italy Young drivers 
Lucidi, Mallia, Lazuras & Violani, 
2014* 
.02 0.08 0.273 1 485 68.1 Italy Older drivers 
Lourens, Vissers & Jessurun (1999)* .20‡ 0.07 0.6 1 1,190 - Netherlands Older drivers 
McGuire, 1956a .03 1.72 - - 67 - US Drivers with recent crash  
McGuire, 1956a .30 1.93 - - 57 - US Drivers with recent crash  
McGuire, 1972 .24 - - 2 1,481 - US Recently licensed drivers  
McGuire, 1972 .32 - - 2 1,480 - US Recently licensed drivers 
Mesken, Hagenzieker, Rothengatter & 
de Waard, 2007* 
.00 0.7 1.8 3 44 45.9 Netherlands General drivers 
Møller & Haustein, 2014* .13 0.13 0.07 0.5 1,041 23 Denmark Male drivers aged 18 and 28 
Ouimet, Morton, Noelcke, Williams, 
Leaf, Preusser & Hartos (2008)* 
.22 0.88 0.71 1 2,334 19 US Teenagers 
Ouimet, Morton, Noelcke, Williams, 
Leaf, Preusser & Hartos (2008) * 
.11 0.25 0.29 5 2,280 47 US General drivers 
Özkan, & Lajunen, 2005 .38 2.08 2.37 7.6 306 29 Turkey General drivers 
Özkan, Lajunen, Doğruyol, Yıldırım & 
Çoymak, 2012*   active crash 
-.02 0.8 0.63 3 451 33.9 Turkey 
Motorcycle riders – active crash 
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Özkan, Lajunen, Doğruyol, Yıldırım & 
Çoymak, 2012*  † 
-.01 0.72 0.63 3 451 33.9 Turkey Motorcycle riders –passive crash 
Perry, 1986 .46 1.3 - - 54  US University students 
Poó, Taubman-Ben-Ari, Ledesma & 
Díaz-Lázaro, 2013* 
.25 0.79 0.39 2 642 39 Argentina General drivers- Study 1 
Poó, Taubman-Ben-Ari, Ledesma & 
Díaz-Lázaro, 2013* 
.04 0.3 0.17 1 258 35 Argentina General drivers –Study 2 
Reimer, D’Ambrosio, Coughlin, 
Kafrissen & Biederman, 2006 
.20 - - 5 41 30.4 US 
Drivers with ADHD and control 
group 
Richer & Bergeron, 2012* .43 0.55 1.33 3 395 29 Canada General drivers 
Roach, Taylor & Dawson, 1999 .36 0.5 - 1 133 19.6 Australia Young drivers - Speed Camera 
Roach, Taylor & Dawson, 1999 † .23 0.5 - 1 133 19.6 Australia 
Young drivers –Police 
interception 
Roskova, 2013* .24 0.44 1.46 3 531 33.4 Slovakia General drivers 
Schwebel, Severson, Ball & Rizzo, 
2006* 
.07 0.37 1.03 2 73 27.8 US University students 
Schwebel, Ball, Severson, Barton, 
Rizzo & Viamonte, 2007* 
.45 2.1 2.2 5 101 80 US Older drivers 
Scialfa, Ference, Boone, Tay & Hudson, 
2010* 
.07 0.14 0.3 2 73 73 Canada Older drivers 
Scott-Parker, Watson & King, 2009 .20 0.2 0.33 3 165 19.7 Australia Young drivers 
Scott-Parker, Watson & King, 2010* .18 0.73 0.81 1.5 761 19 Australia Young drivers 
Scott-Parker, Watson, King & Hyde, 
2013* 
.05 0.03 0.04 1 1,048 18 Australia Young drivers 
Šeibokaitė, Endriulaitienė,  Žardeckaitė-
Matulaitienė & Markšaitytė, 2011* 
.13 0.33 1.45 1 40 21.7 Lithuania Young drivers 
Smith & Heckert, 1998 -.18 0.9 0.6 3.5 76 20 US University students 
Smith & Kirkham, 1982 .19‡ - - 3 113 - Australia Young male drivers 
Sobel & Underhill, 1976 .22 - - 2 283 - US Male drivers 
Sobel & Underhill, 1976 .11 - - 2 213 - US Female drivers 
Stephens & Groeger 2009 .07 0.29 0.19 3 47 25 UK 
General drivers and university 
students 
Stephens & Sullman, 2014 * † .21 0.18 1.15 1 551 37.9 UK General drivers -– minor crashes 
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* Unpublished data supplied by study author 
† Not selected for final meta-analysis  
‡ Effect calculated from data in paper 
 
 
 
Stephens & Sullman, 2014 * .31 0.03 1.15 1 551 37.9 UK General drivers -– major crashes 
Stradling, Meadows & Beatty, 2004 .07 0.22 - 3 791 -  UK General drivers 
Sullman & Stephens, 2013* † .50 0.09 0.06 0.25 213 44 NZ General drivers – minor crashes 
Sullman & Stephens, 2013* -.01 0.01 0.06 0.25 213 44 NZ General drivers – major crashes 
Sullman, Stephens & Kuzu, 2013*† .05 0.18 0.16 0.25 245 43.4 Turkey Taxi drivers  – minor crashes 
Sullman, Stephens & Kuzu, 2013* .13 0.04 - 0.25 245 43.4 Turkey Taxi drivers– major crashes 
Sullman, Stephens  & Yong, 2014* .14 0.32 0.23 0.25 339 26.6 Malaysia General drivers 
Sucha, Sramkova & Risser, 2014* .37 0.39 0.46 8 2,684 26 Czech General drivers 
Sümer, Ayvaşik, Er & Özkan, 2001 .31 0.93 0.94 3 79 30 Turkey General drivers and taxi drivers 
Siimer, Lajunen, & Ozkan, 2005 .30 0.88 1.49 3 1,001 36.3 Turkey General drivers 
Taylor & Sullman, 2009* .02 0.44 0.31 1 301 23.7 NZ University students 
Vingilis, Seeley, Wiesenthal, Mann, 
Vingilis-Jaremko, Vanlaar & Leal, 
2013* 
.24 0.28 0.24 5 501 39 Canada 
Racing car enthusiasts. Traffic 
offence mean is for 1 year 
period.  
Whissell & Bigelow, 2003 .31 0.24 - 2 255 20.8 Canada Young drivers 
Wishart, Freeman, Davey, Wilson & 
Rowland, 2012 
.15 0.16 0.1 2 546 44 Australia Fleet vehicle drivers 
Wishart, Freeman, Davey, Rowland, & 
Barraclough, 2014 
.12 0.12 0.1 1 3,414 42.8 Australia Fleet vehicle drivers 
Wishart, Freeman, Davey, Rowland, & 
Barraclough, 2014*† 
.09 0.1 0.18 1 3,397 42.8 Australia Private vehicle usage 
Wu, Aguero-Valverde & Jovanis, 2014* -.09 1.28 1.49 1 90 36 US General drivers 
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Table 4 Data from archival road safety studies showing moderating variables and sample characteristics.   
Study 
 
Pearson’s 
Correlation 
Crash 
Mean 
Traffic 
Offence 
Mean 
Time 
Period  
(in years) 
N 
Mean 
Age 
Country 
 
Sample 
 
Barkley, Murphy, Du Paul & Bush, 
2002* † 
.30 0.6 5.1 4.5 63 21.1 US Young drivers with ADHD 
Barkley, Murphy, Du Paul & Bush, 
2002*  
.55 0.4 2.1 4.8 63 21.2 US Young drivers 
Burg, 1968 .26 0.16 0.53 3 2,944 40 US General drivers -Female 
Burg, 1968 .29 0.30 1.52 3 4,897 40 US General drivers - Male 
Burg,1971† .35 - - 6 17,769 - US General drivers 
Burns & Wilde, 1995 * *  .29 1.7 2 8 51 - Canada 
Taxi drivers -Traffic Violations 
excludes speeding 
Burns & Wilde, 1995 * * -.05 1.7 2.6 8 51 - Canada Taxi drivers – speeding fines 
Chapman, Masten & Browning, 2014* .19 0.34 1.05 3 
1,709,34
2 
20.2 US Novice drivers 
Coppin & McBride, 1965 .26 0.15 0.85 3 94,935 39.4 US 
General drivers - California 
Driver Study, 1958 data 
Coppin & McBride, 1965 .27 0.20 0.54 3 148,000 38.3 US 
General drivers -California 
Driver Study, 1965 data  
Daigneault, Joly & Frigon, 2002 .10 0.12 0.32 3 187,620 67 Canada 
Older drivers Aged 65–69 – 
Predictive methodology 
Daigneault, Joly & Frigon, 2002  .10 0.13 0.24 3 131,334 72 Canada 
Older drivers Aged 70–74 – 
Predictive methodology 
Daigneault, Joly & Frigon, 2002 .10 0.15 0.19 3 71,637 77 Canada 
Older drivers Aged 75–79 – 
Predictive methodology 
Daigneault, Joly & Frigon, 2002 .08 0.18 0.15 3 3,818 82 Canada 
Older drivers Aged 80+ - 
Predictive methodology   
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Diamantopoulou et al 1997 .02‡ 0.01 0.35 2 
3,494,30
7 
40 Australia 
General drivers – Predictive 
methodology 
Edwards, Hahn & Fleishman, 1977 .28 - - 5 152 - US Taxi Drivers 
Factor, 2014 .06 0.06 2.03 7 409,051 37.9 Israel General drivers  
Ferdun, Peck & Coppin, 1967  .15 0.13 - 1 3,385 18 US Male teenage drivers 
Ferdun, Peck & Coppin, 1967  .16 0.13 - 1 2,255 18 US Female teenage drivers 
Gebers & Peck, 1994 .16 0.29 - 6 114,618 - US General drivers  
Harrington, 1972 .26 0.35 0.83 4 5,790 - US Young female drivers 
Harrington, 1972 .29 0.64 3.17 4 8,000 - US Young male drivers 
Keall & Frith, 2004 .01‡ 0.01 0.01 2 39,318 84 NZ Older drivers 
McGuire, 1956b .44 0.86 - - 134 - US Military personnel  
Owsley, Ball, Sloane, Roenker & Bruni, 
1991 
.34 0.32 - 5 53 - US Older drivers 
Peck, McBride & Coppin, 1971 .12 0.88 - 1 86,726 - US Male drivers -1961 data 
Peck, McBride & Coppin, 1971 .12 0.09 - 1 86,726 - US Male drivers -1962 data 
Peck, McBride & Coppin, 1971 .10 0.08 - 1 86,726 - US Male drivers - 1963 data 
Peck, McBride & Coppin, 1971 .07 0.04 - 1 61,280 - US Female drivers -1961 data 
Peck, McBride & Coppin, 1971 .07 0.04 - 1 61,280 - US Female drivers - 1962 data 
Peck, McBride & Coppin, 1971 .07 0.04 - 1 61,280 - US Female drivers - 1963 data 
Peck & Kuan, 1983 .17 0.34 0.45 3 87,908 - US General drivers  
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Peck, 1993 † .35 - - 14 78,742 - US 
General drivers - Major 
Violations 
Peck, 1993† .20 - - 14 78,742 - US 
General drivers - Speeding 
violations 
Sakashita, Senserrick, Lo, Boufous, 
Rome & Ivers, 2014* 
.05 0.04 0.15 1.2 1,305 36 Australia 
Motorcycle riders - Police 
reported crash 
Shope, Waller, Raghunathan & Patil, 
2001 
.28 0.44 1.06 7.15 2,070 23 US Young male drivers 
Shope, Waller, Raghunathan & Patil, 
2001 
.21 0.26 0.41 7.15 2,332 23 US Young female drivers 
Smith, 1976 ‡ .19 0.92 0.88 3 113 21.5 Australia Young male drivers 
Stewart, 1957 .17‡ 0.19 - - 275 - US 
General Drivers - Speeding 
citations 
Stewart & Campbell, 1972 .13‡ 0.13 0.23 2 
2,500,44
8 
40 US General drivers - Predictive 
Trimpop & Kirkcaldy, 1997 .43 1.11 - 5.2 120 22.5 Canada Young male drivers 
Waller, Elliott, Shope, Raghunathan & 
Little, 2001 
.37 1 2.64 7.1 13,809 23.4 US Young drivers 
Wasielewski, 1984 .29 - - 7 2,561 45 US General drivers  
Wilson & Jonah, 1988 .31 - - 3 935 - Canada General and risky drivers  
 
 
* Unpublished data supplied by study author 
* * Figures from paper combined for final meta-analysis 
† Not selected for final meta-analysis  
‡ Effect calculated from data in paper   
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An additional nine effects were identified from seven studies which compared 
variables created utilising a combination of self-report and archival data and are 
shown in Table 4 (Barkley et al., 2002; Caird & Kline, 2004; Fischer et al., 2007; 
Sakashita et al., 2014; Schwebel et al., 2007; D. I. Smith, 1976). All but two of these 
effect types were supplied by the study authors. These effects were not included in 
the meta-analysis, in part because there was equivalent data available in relation to 
these samples and also as these figures represented a “mixing” of data types, they 
were unsuitable for any comparison of self-report and archival data.  .  
4.6.2 Outlier detection 
Outlier detection was conducted separately for self-report data and the archival 
studies. Univariate figures were converted to reflect an annual mean figure. Table 5 
shows uni-variate and bi-variate data identified as outliers. In relation to self-reported 
crash means, the use of a relatively broad definition of crashes in some of the studies 
(major crashes verses minor crashes) may partially explain differences in reported 
means. The exclusion of these outliers did not affect the results of subsequent 
analyses (results not shown) and, consistent with Glass (Glass, 1976), who advocates 
the inclusion of as many relevant studies as possible, the reported analyses include 
all studies indicated above. 
4.6.3 Descriptive data  
An overview of the means of key variables is shown in Table 6. When 
interpreting the figures in this section, it is important to bear in mind that the results 
are based on analysis of the means of study variables, as opposed to representing a 
relationship at the level of the individual, as is reflected within each actual study. For 
example the strong positive correlation found between crash means and the mean of 
traffic offences (see Table 7) simply shows that studies that report a higher crash 
mean tend to also report higher means for traffic offences. In addition, results in this 
section are not weighted for sample size unlike in the meta-regression that follows. 
All correlations are statistically significant unless otherwise indicated. 
In this instance the item “Correlation between crashes and offences” represents 
the mean measure of association obtained for the relationship between crashes and 
traffic offences within the examined studies and not a figure calculated subsequently 
accounting for moderators. The item “time period” refers to the length of time over 
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which crash and offence history was collected in each study. As shown in Table 6, 
self-report studies tended to contain higher crash means despite the shorter average  
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Table 5 Uni-variate and Bi-variate outliers 
 
Crash means Traffic offence means Bi-variate outliers 
Self-report Archival Self-report Archival offence Self-report Archival 
Ouimet et al., (2008)  
Sullman, Stephens & 
Kuzu, (2013)  
Sullman, Stephens  & 
Yong (2014) 
 Wu, Aguero-Valverde 
& Jovanis (2014) 
Peck, McBride & 
Coppin, 1971) - 1961 
sample of male drivers 
only 
Barkley et al., (2002) - 
ADHD sample 
Conner & Lai  (2005) - 
both samples 
Barkley et al., (2002) - 
ADHD sample 
Burns & Wilde (1995)  
Harrison (1972) - male 
drivers 
 
Galovski & Blanchard 
(2002) 
McGuire (1956) 
Özkan & Lajunen 
(2005) 
Schwebel et al., (2007) 
Burns and Wilde 
(1995) 
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average time frame over which study participants’ traffic history was examined. This 
finding reflects the degree to which the measurement of crashes, as recorded by self-
report studies tended to contain higher crash means despite the shorter average time 
frame over which study participants’ traffic history was examined. This finding 
reflects the degree to which the measurement of crashes, as recorded by archival 
records is likely to be limited to more severe crashes (i.e. subject to under-reporting 
of minor crashes). Annualised averages for the crash variable were .24 (SD 0.63, k = 
73) for self-reported data and 0.11 (SD 0.15, k = 35) for archival records (k indicates 
number of studies included in an analysis. 
Table 6 Means of variables of interest 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.6.4 Initial observations of crashes, offences and effect size 
An analysis was undertaken to assess whether the mean number of crashes may 
be associated with correlations between crashes and offences. After controlling for 
time period under investigation, a moderate positive correlation between crash mean 
and mean measure of association size was detected (r = .33, k =120). This 
Variable Self-report Archival 
Correlation between 
crashes and offences 
.18 (SD 0.16) 0.20 (SD 0.13) 
Crash mean 0.59 (SD 0.60) 0.38 (SD 0.43) 
Annualised crash mean      0.24 (SD 0.23) 0.11 (SD 0.15) 
Traffic offence mean 1.16 (SD 1.60 ) 1.18 (SD 1.22 ) 
Annualised traffic 
offence mean 
0.50 (SD 0.68) 0.28 (SD 0.25)  
Mean sample size 821.51 (SD 1415) 216, 522 (SD 667,677) 
Mean age of study 
participant (in years) 
33.5 (SD 12.4) 39.6 (SD 21.3 ) 
Time period (in years) 2.91 (SD 2.8) 3.93 (SD 2.72 ) 
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relationship was more pronounced in regards to self-reported studies (r = .40, k =84) 
than those using archival records (r = .08, ns, k = 34). A similar analysis to examine 
the relationship between the traffic offence mean and the correlation between crashes 
and offences produced similar results. After controlling for time period under 
investigation, the correlation between the mean number of recorded offences and the 
mean measure of association size was r = .42 (k =101). Again this result was more 
apparent in self-reported studies (r = .43, k =76) than in the archival data (r = .36, ns, 
k = 23).   
Of the three self-report studies that reported separate correlations for minor and 
major crashes two observed stronger correlations for major crashes (Stephens & 
Sullman, 2014; Sullman, Stephens & Kuzu, 2013). The difference in means for both 
crashes and time period between self-reports and archive data underscores the 
necessity of controlling for these items if examining differences between these two 
data types. Similarly the slightly lower correlation for self-reported effect sizes must 
be interpreted in light of the shorter time periods under investigation.  
In Table 6, it can be observed that the mean for archival offences was similar to 
that of self-reports. However, as the time periods used differ, these values are not 
directly comparable. Annualised averages for the traffic offences variable were 
calculated, these being 0.50 (SD = 0.68, k = 74) for self-reported offences and 0.28 
(SD = 0.25, k = 26) for archival records. An additional “within-country” analysis was 
undertaken in which only the means from countries which could provide both data 
types (see table 9) were considered. This showed that the discrepancy between the 
two offence measures was still present, with an annual rate of 0.46 traffic offences 
(SD = 0.53, k = 36) for self-reported data while the figure for archival data remained 
0.28 (SD = 0.27, k =24). 
4.6.5 Bivariate relationships 
A series of bivariate relationships was examined. Unadjusted correlations 
between variables are presented in Table 7 with Table 8 providing a differentiation 
between self-reported and archival data. Controlling for time period, where 
appropriate, is a key component in subsequent analyses. To highlight the importance 
of this aspect, occasionally results of an analysis are provided without controlling for 
this element. 
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Table 7 Pearson correlations between the key variables (without controlling for time 
period under investigation). Number of studies used in the analysis (k) is shown in 
parenthesis. 
 1 2 3 4 5 6 7 
1. Effect (correlation) -- 
.43
** 
(129) 
.47
** 
(104) 
-.10 
(144) 
-.24
* 
(109) 
.27
** 
(134) 
-.20
* 
(144) 
2. Crash mean  -- 
.63
** 
(104) 
-.14 
(129) 
-.22 
(106) 
.50
** 
(122) 
-.12 
(129) 
3. Offence mean 
  -- 
-.08 
(104) 
-.27
** 
(96) 
.23
* 
(103) 
-.11 
(104) 
4. Sample Size 
   -- 
.03 
(109) 
-.04 
(134) 
-.07 
(144) 
5. Age 
    -- 
-.09 
(108) 
.10 
(109) 
6. Time period under 
investigation 
     (in years) 
     -- 
-.01 
(134) 
7. Year of publication 
      -- 
*p < .05, ** p < .01 
 
Effect size and age 
The association between participant age (mean age in sample) and measure of 
association was negative indicating that stronger correlations between crashes and 
offences were generally found in younger drivers. After controlling for time period, 
the overall correlation remained unchanged and statistically significant, (r = -.24, k = 
106). However, this relationship, as recorded by self-report data was slightly weaker 
(r = -.17, ns, k = 82) while the archival studies, revealed a much stronger outcome   
(r = -.51, p= .01, k = 22). Comparable results were obtained after controlling for 
crash mean and for offence mean, both on their own or in conjunction with the time 
period (results not shown). 
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Table 8 Pearson correlations between key variables showing both data types (without 
controlling for time period under investigation). Self-reported effects are shown in the 
top portion of the table while archival effects are shown below. Number of studies used 
in the analysis (k) is shown in parenthesis.  
 
 1 2 3 4 5 6 7 
1. Effect (correlation) -- 
.47
** 
(91) 
.48
** 
(79) 
-.01 
(99) 
-.16 
(85) 
.19 
(93) 
-.22
* 
(99) 
2. Crash mean 
.33
* 
(38) 
-- 
.65
** 
(79) 
-.23
* 
(91) 
-.12 
(83) 
.50
** 
(86) 
-.52
** 
(91) 
3. Offence mean 
.43
* 
(25) 
.55
** 
(25) 
-- 
-.19 
(79) 
-.21 
(76) 
.18 
(78) 
-.35** 
(79) 
4. Sample Size 
-.26 
(45) 
-.21 
(38) 
-.22 
(25) 
-- 
.07 
(85) 
-.05 
(93) 
.16 
(99) 
5. Age 
-.55
** 
(24) 
-.47
* 
(23) 
-.53
* 
(20) 
-.04 
(24) 
-- 
-.09 
(84) 
.39
** 
(85) 
6. Time period under 
investigation              
(in years) 
.45
** 
(41) 
.62** 
(36) 
.51** 
(25) 
-.17 
(41) 
-.24 
(24) 
-- 
-.04 
(93) 
7. Year of publication 
-.11 
(45) 
.09 
(38) 
.06 
(25) 
.14 
(45) 
.21 
(24) 
.38
* 
(41) 
-- 
*p < .05, ** p < .01 
 
Effect size and year of publication 
This analysis considers whether the magnitude of measured effects is changing 
over time. Usually, such a trend would be considered to be indicative of 
dissemination bias, but in the present context it might also provide some insight as to 
possible changes in driving behaviour, as measured by the variables in this study. It 
should be noted that items making up the “year of publication” variable include 
previously unpublished data that was provided by researchers upon request by the 
study authors. These data were allocated a year of publication that corresponded with 
the date that the original article appeared. Comparing the year of publication with 
effect sizes produced a weak negative relationship (r = -.20, p = .02, k = 144). 
Controlling for crash and offence means and time period under investigation 
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produced a similar result (r = -.20, p = .05, k = 99). This finding suggests that 
reported measures of association between crashes and traffic offences are becoming 
somewhat weaker over time. 
Another examination of the relationship between effect size and year of 
publication was conducted with reference to the different data sources. After 
controlling for time period only, both data types yielded slightly stronger effects; 
self-report (r = -.22, p = .04, k = 91); and archival (r = -.27, ns, k =39). An additional 
analysis of the archival data, controlling for crash and offence means and time period 
produced stronger results (r = -.42, p = .05, k = 21). There is no evidence to suggest 
that publication bias is a factor in these findings, given that the relationship between 
crashes and offences was generally not a major focus of the studies from which data 
was retrieved. An alternate explanation could be a possible decline in crashes over 
time. Some support for this was found within the data. After controlling for time 
period and participant age, there was a noted decline in crash means reported in self-
report studies (r = -.27, p = .015, k = 80) although this was not observed in the 
archival studies (r = -.03, ns, k = 20). A similar analysis of the self-reported means of 
traffic offences found that, after controlling for time period and participant age, these 
were seen to decline over time (r = -.26, p = .02, k = 73) more so than archival 
records (r =.13, ns, k =17). However after controlling for crash mean only, slightly 
stronger measures of association were observed in the archive data (r =-.15, ns, k 
=36) than that of self-report (r = -.03, ns, k =89). 
So reductions in effect size, crash mean and offence mean in regards to self-
reported studies were observed over time. Conversely the associations between 
traffic offences and crashes, as reported by archival studies, appear to be declining 
despite the absence of any discernible change in the frequency of reported crash or 
traffic offences.   
 Effect size and Sample size  
No significant effects were obtained in relation to sample size and the 
correlation between crashes and traffic offences. After controlling for time period, 
both self-report and archival data produced weak results (r = -.08, ns, k = 91) and (r 
= -.20, ns, k =39) respectively. 
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Crash mean and offence mean 
As noted earlier, the relationship between crash means and offence means (r = 
.63 p < .001, k = 104) describes the association between recorded means within 
studies and does not reflect the actual correlations between individual crashes and 
offences that is the focus of the following section. After controlling for time period, 
the overall result was still strong (r = .53 < .001, k = 101), though more pronounced 
for self-report studies (r = .57 p < .001, k = 76) than for archival data (r = .32, ns, k = 
23). 
4.7 MEAN EFFECTS AND META-REGRESSION 
4.7.1 Data 
A total of 128 studies were selected as being suitable for inclusion in these 
analyses in line with the selection criteria outlined earlier. Of these, 86 studies 
provided measures of association from self-reported data. This self-report component 
represents a total sample size of 68,097 drivers drawn from studies in 20 different 
countries. Forty-two archival studies were included, representative of a total of 
9,489,647 drivers. Archival data were obtained from five countries: The United 
States (US); Canada; Australia; New Zealand and Israel. 
4.7.2 Mean effects   
An average measure of association between crashes and offences, after 
weighting for sample size, was calculated, r = .18, 95% CI [.17, .20] p < .001. The 
average time period for these studies was 3.23 years.  
 To facilitate a meaningful comparison of findings drawn from self-report and 
archival data, particularly to examine for possible CMV effects, studies from regions 
for which both data types were available were examined utilising a “within-country” 
approach, thus excluding between countries variance.  This involved three analyses, 
focusing separately on data from the US, Canada and a combination of studies from 
Australia and New Zealand. For the purposes of this analysis data from Australia and 
New Zealand was treated as being sourced from a single jurisdiction, given the 
similarities between the two countries in regards to road traffic laws, driving 
environment and enforcement practices (World Health Organization, 2013). 
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Table 9 Within-country comparison of effects from self-report and archival studies 
utilising a random effects analysis. 
Country 
Data 
source 
Number 
of effects 
Point 
estimate 
Total 
sample 
size 
95% Confidence 
intervals 
Z-value P-value 
Lower 
limit 
Upper 
limit 
Canada 
Self-
report 
4 .29 1,275 .16 .41 4.28 < .001 
Archival 7 .11 395,464 .10 .13 13.70 < .001 
Australia 
New 
Zealand 
Self-
report 
15 .14 13,776 .11 .16 12.07 < .001 
Archival 4 .03 3,535,043 .00 .05 1.96 .050 
US 
Self-
report 
31 .26 11,997 .23 .29 14.85 < .001 
Archival 29 .21 5,307,471 .19 .23 17.99 < .001 
US 
Sensitivity 
analysis* 
Self-
report 
26 .26 11,432 .23 .30 14.37 < .001 
Archival 26 .20 5,172,081 .17 .22 15.35 < .001 
 
* Excluding studies longer than 6 years 
 
 
As shown in Table 9, the confidence intervals for the different data types from 
Canada, Australia and New Zealand do not overlap. In the case of data from the US, 
the lower limit of the confidence interval for self-report mean measures of 
association and the upper limit of archival mean measures of association are both .23. 
To ascertain the degree to which the findings from the other countries may be present 
in the US data a series of sensitivity tests, excluding studies for which the period 
under examination was six or more years was conducted, in part because it was not 
possible to satisfactorily control for the time period in this particular analysis. This 
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analysis produced results consistent with the other countries for which both data 
types were available, i.e. stronger effects observed in relation to self-reported data.  
 
As there were differences in crash means between countries as well as between 
sources, and to make comparisons with other crash predictors possible, a calculation 
was made to determine what the effect would be in a sample with a crash mean of 1. 
This method used the regression formula for the correlation between effect sizes and 
crash means in the samples. However, as some of the sub-samples in Table 9 were 
very small, and the regression formulas therefore very unstable, the data for all the 
countries in that table was pooled, and the correlations between crash means and 
self-report or archive data mean measures of association were computed. It was 
found that self-reports had an expected r of .26, and archives an expected r of .25 at 
crash mean 1. 
4.7.3 Moderator analysis 
To test for whether the source of the data influenced the strength of the 
measures of association after controlling for other moderators, meta-regressions were 
run with source of data, age, time period, crash and offence means as moderators. As 
there were some missing data in most variables, moderators other than source which 
were not found to explain a significant amount of variance were deleted from the 
model. Therefore, the results, shown in Table 10, only contain significant predictors, 
apart from source. If source is also a significant predictor, this would indicate that the 
results in Table 9 are sound, i.e. that the difference between self-report and archival 
data in relation to the size of the effects persisted, even after controlling for other 
known moderators. 
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Table 10 Results of meta-regressions with moderators (random models). Shown are the 
number of effects included (k), the moderators which added significantly to the model 
(p<.1), apart from the source of data, and the statistics for the model. 
 
Country Number 
of 
effects 
Moderators Coefficient 95% Confidence  
intervals 
Z-
value 
p-
value 
Lower 
limit 
Upper  
limit 
Canada 7 
Source, 
Offence mean, 
Time period 
-.228 
.081 
-.044 
-.307 
.010 
-.085 
-.148 
.152 
-.003 
-5.62 
2.25 
-2.12 
< .001 
.02 
.03 
 
Australia 
& New 
Zealand 
17 
Source, 
Offence mean 
-.098 
.084 
-.138 
.022 
-.058 
.147 
-4.81 
2.65 
< .001 
.01 
US 35 
Source, 
Offence mean 
-.033 
.049 
-.089 
.032 
.022 
.066 
-1.18 
5.80 
.24 
< .001 
 
 
It can be seen that the results are in good agreement, with strong differences 
between sources for Canada and Australia/New Zealand, and a small and uncertain 
one for the US. Differences in the known moderator variables do not therefore 
explain the difference between sources. 
4.8 DISCUSSION 
4.8.1 The relationship between crashes and traffic offences 
This research has endeavoured to explore the relationship between crashes and 
traffic offences giving consideration to possible influential elements including age, 
sample size, time period under investigation, regional factors and the type of data 
used, particularly in terms of potential CMV effects. The nature of the correlations 
observed suggests that generally the relationship between crashes and traffic offences 
is not strong. The relationship presumed to be present between these variables may in 
fact be rather tenuous, or in many instances the associations detected may actually 
reflect other elements, such as exposure to the road. The term “exposure to the road” 
is a measure of how often a study participant drives, usually indicated in hours spent 
driving per week. This term can also be understood as “exposure to traffic risk”. The 
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weakness of the relationship between these variables suggests that the effectiveness 
of using traffic offences as a proxy for crashes in road safety studies is very limited 
(as argued by af Wåhlberg 2009) with implications for researchers and policy 
makers. This conclusion is in agreement with the finding that driver education 
programs often have a mixed influence on crashes and offence rates, usually by 
reducing only the latter (Struckman-Johnson, Lund, Williams, & Osborne, 1989). 
Also, the degree to which crashes are attributable to the unsafe behaviour of the 
individual is generally not measured in many road safety surveys. In such instances, 
the number of traffic offences, or general assessments of driving behaviour may be 
irrelevant if a subsequent crash is the fault of a different driver altogether. In light of 
this researchers may wish to consider collecting data related to ‘at fault’ crashes. 
There is also no reason to expect the offences-crashes correlation to be high, as both 
variables contain a large degree of randomness and also because crashes are 
relatively rare events. For a crash to occur, or an offence to be registered, several 
different circumstances must interact.  
The correlation between offences and crashes was found to decline somewhat 
over time (i.e. with year of publication), a phenomenon which is not unknown in the 
scientific literature (af Wåhlberg et al., 2015; Edmondson et al., 2012; Kühberger, 
1998; Møller & Jennions, 2001). Three possible explanations would seem to exist for 
this. First, it is possible that this is caused by a trend in dissemination of results (i.e. a 
publication artefact). Second, it might be due to changes in driving behaviour over 
time as it relates to the measurement of crashes and traffic offences. Third, changes 
in legislation and enforcement may alter the types and frequencies of offences 
detected. For example, the increased use of automated enforcement technology, such 
as speed cameras, would capture more offences of this type. Prior to the introduction  
of camera detected offences, it is possible that the detection of more blatant devious 
driving behaviour made up a larger proportion of traffic offences and that these 
offences were more indicative of potential crash involvement. Which of these 
explanations, if any, or on which combinations, is correct is not possible to ascertain 
from the data available here. 
In the total dataset, mean age in the samples was negatively related to the 
strength of the measure of association between crashes and offences, an association 
which was not explained by other moderators, such as the crash mean. However, the 
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relationship was found exclusively in the archival data. This difference could reflect 
the degree to which archival studies tend to capture more severe crashes. This crash 
type is understood to become less frequent with age (and driving experience) relative 
to minor crashes. Certainly younger drivers tend to have more severe crashes than 
older drivers (Blows, Ameratunga, Ivers, Lo, & Norton, 2005; Lemieux, Fernandes, 
& Rao, 2008). Accordingly, the association between severe crashes and traffic 
offences could diminish as they become relatively less common. A very small 
number of studies included driving experience as a separate variable (usually studies 
of recently licensed drivers) but there were too few to include in an analyses in any 
meaningful way. In lieu of this, driver age acts as a measure of driving experience.  
Evidence for CMV effects (i.e. larger effects for self-reported data) was present 
to some degree in our data. These results point to a pronounced difference in terms of 
findings from self-report effects and archival data. In all countries for which both 
data types were available, self-reported data produced stronger mean measures of 
association. This finding is consistent with the concern that inflated effect sizes may 
occur when all data is from a single source, particularly if it is self-reported data. We 
therefore predict that when archival data becomes available for those countries for 
which at present only self-reports are available, the subsequent effects produced will 
generally be smaller. However it must also be noted that the differences between data 
types, though statistically significant, was not always particularly large, especially in 
the calculation of the expected measures of association. The extent to which this 
difference accurately reflects the nature of the two data types or represents a 
distortion due to CMV effects remains uncertain. However the current study 
highlights the risk that inflation of effect sizes, even if minor, can distort results. 
Findings in which effect sizes are small but of interest to researchers due to the 
relative rareness of the dependent variable, may be sensitive to CMV effects. 
Accordingly this should be a consideration in studies involving the prediction of 
vehicle crashes (af Wåhlberg et al., 2015). While the results described in the current 
study suggest that self-reported data from a single source can lead to an 
overestimation of the effect size, it is important to note that biases potentially present 
within archival records and the lower number of crashes recorded, could lead to 
under-estimations of the effect size. Nevertheless, a difference was detected in effect 
size between sources, even after controlling for crash mean. 
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The CMV analysis by country also indicates that these effect sizes are to some 
extent country specific and probably reflect differences in law and surveillance 
practices or possibly even a difference in terms of socially desirable responding. This 
suggests that analysis of the offence/crash association is best conducted examining 
each country separately. Some of the outlying effects identified in this study are also 
probably explained by differences between cultures and countries, as several of them 
were from countries with few studies published, and would thus be different from the 
majority of data. Similarly, some outliers were reported from special populations. 
For example, in Barkley, Murphy, DuPaul and Bush (Barkley et al., 2002) the mean 
of offences was very deviating in both univariate and bivariate analyses. What makes 
this result especially interesting was the fact that offences were available both from 
records and self-reports, and both sources yielded these outliers. This indicates that 
this was not some sort of error in the paper, but due to something else, probably the 
special population studied, in this instance young drivers with ADHD. 
Longer time periods of investigation did not produce stronger measures of 
association in self-report data, indicating that memory effects or some other bias are 
in play. Consistent with this, the correlation between crash mean and time period was 
stronger for archive data. Other factors, such as exposure to traffic risk, the actual 
traffic laws in place and the degree to which they are enforced undoubtedly 
contribute to the relationship between crashes and traffic offences.  
The difference in crash means between the two data types is not unexpected, 
given that self-reported crashes allow for a wider range of crash types to be recorded. 
However a comparison of the mean number of traffic offences is noteworthy given 
that this measure should basically be the same for the two data types. The overall 
annualised means, 0.50 for self-reported and 0.28 for archival records, representing a 
considerable difference, indicates that participants tend to self-report many more 
traffic offences than recorded in archival data.  This curious discrepancy has been 
noted in previous research (Arthur et al., 2001). In the current study one possible 
explanation is that archives have been purged of older citations. However, this would 
mean that the time period used would correlate negatively with the mean number of 
offences per year for records, but not for self-reports. However, the opposite was 
found in the present data, suggesting a memory loss effect in self-reports. As much 
of the data was from countries with federal states, it is also possible that drivers self-
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reported incidents that occurred in different jurisdictions, i.e. interstate, than those for 
which archival data has been sourced.  However, limiting the analysis to such 
countries did not produce a larger difference. Another factor could be the extent to 
which infringement notices are issued to individuals who did not incur the penalty. 
For example a fine from a speed camera may be issued to the registered owner of a 
vehicle rather than the actual driver. However it would be expected that such 
instances would tend to balance themselves out in the data and in any event would 
not explain the discrepancy observed in this analysis. It is also possible that in some 
instances drivers mistakenly report offences that they committed but were not 
detected by authorities. However it is generally understood in the road safety domain 
that questions in surveys relating to traffic offences in a driving history refer to actual 
cases of illegal behaviours for which they had been caught and a subsequent fine or 
penalty issued. This phenomenon is therefore still unexplained, although it is 
suggested that this is some sort of recall effect, which is in need of further research. 
Differences between self-reported and archival data were also found in several 
other instances, which were not predicted, and which are difficult to interpret. For 
example, the decline in effect size in studies with increasing age of the sample was 
only present in recorded data. Such effects, although currently somewhat mysterious, 
also point to the basic difference between self-reported and recorded data. These 
sources are prone to yielding different results, and we often do not know exactly 
why. 
4.8.2 Limitations 
While every effort was made to collect and control for items that may influence 
the relationships observed in this study, it must be acknowledged that exposure to 
traffic risk also plays a role in the frequency of road incidents and this would in turn 
influence the observed variance. Some findings from the current study, such as the 
observed relationship between crash means and offence means no doubt also reflect 
this issue. Relatively few studies include a measure of the amount of time 
participants spend behind the wheel. Indeed this aspect would be impossible to 
capture through state sources although some fleet vehicle records would have 
relevant exposure data. Some previous road safety findings have been found to be 
strongly influenced by exposure with those who drive more often also having a 
greater risk of experiencing an adverse driving event, although this relationship is not 
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always so straight forward (af Wåhlberg, 2013; af Wåhlberg et al., 2016; Vaa, 2014). 
Conversely, repeated traffic infringements could lead to licence disqualification 
which in turn would reduce exposure to traffic risk, directly reducing the likelihood 
of crash involvement. In this case the predictive capacity of traffic offences would be 
diminished or even negated. Also, longer periods of licence disqualification, 
associated with more mature drivers, may in part explain the observed decline in 
effect sizes with age although it must also be noted that disqualified drivers who 
continue to drive have a higher crash risk than licensed drivers (Griffin & 
DeLaZerda, 2000; Watson & Steinhardt, 2007). Ideas associated with deterrence 
theory may also be reflected in the data, whereby the degree to which drivers 
perceive that they will be detected and the immediacy of any subsequent punishment 
may influence both their driving behaviours per se or a decision to drive if their 
licence status is questionable (Gibbs, 1975; Stafford & Warr, 1993). While, it is 
certainly possible that the experience of a crash might also promote safer driving and 
consequently fewer offences and vice-versa, the evidence for such behaviour is 
mixed with crash records found to be relatively stable over time (af Wåhlberg, 2009 
& 2012; Rajalin & Summala, 1997). The impact of the exposure factor on the 
association between offences and crashes in terms of underlying behaviour may be 
considerable. If the correlation between these variables, as calculated here, is to some 
degree explained by exposure, it can indeed be questioned whether these variables do 
have a commonality of any significant or practical degree.  
As noted previously, recordings of crash involvement tend not to indicate 
whether the driver was at fault. In such instances, the number of traffic offences, or 
general assessments of driving behaviour may be irrelevant if a subsequent crash is 
the fault of a different driver altogether. Road safety variables, particularly traffic 
offences, could simply reflect exposure to the road environment.  
Another issue to arise was the treatment of results from predictive and 
postdictive methodologies. Predictive study designs utilise data obtained prior to an 
event of interest and then assesses these measures against criteria obtained at a later 
date. Postdictive designs are much more common, particularly in road safety. This 
study type involves the analysis of data relating to both independent and dependent 
variables measured during the same time period (Arthur et al., 2005). In the current 
study only three predictive studies were identified, all using archival data.  Predictive 
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designs may produce results that differ from those obtained by the more commonly-
used postdictive methods (Arthur et al., 2005) however as noted earlier, none of 
these studies appeared as outliers in preliminary analysis. 
4.8.3 Future research 
Future research would be enhanced by the inclusion of more studies using 
archival records, particularly from within Europe. This would provide a more 
meaningful point of reference to the relatively large range of data from self-reported 
sources. This would also facilitate a more thorough assessment of the differences the 
two data types can produce. In addition road safety researchers may consider 
including a measure of both major and minor crashes to facilitate comparisons of 
accident type. These variables could easily be combined later to produce the variable 
commonly used in other components of the analysis. The correlations produced by 
the different types of crash and offence variables were not identified as being 
problematic by the outlier detection. However, as more studies become available the 
use of a more restricted definition of these variables may be possible in any future 
recreation of this analysis. Also, differences between countries and special 
populations could be suspected to yield differences in effects. In essence, future 
research should not treat the crash/offence association as surfacing from a unitary 
population. Ongoing research would also benefit from the inclusion in road safety 
studies of pertinent data as a matter of course, particularly exposure data. 
Information relating to items examined within a study, such as means, test statistics 
and correlation matrixes, would allow researchers, particularly those conducting a 
meta-analysis, to better assess the impact of potential moderator variables (af 
Wåhlberg, 2010b). Future research would be also be enhanced if the degree to which 
reported crashes are due to the unsafe behaviour of the individual could also be 
investigated. In addition it would be of interest to further explore the extent to which 
traffic infringements act as a deterrent to dangerous behaviour. The use of data sets 
containing very comprehensive driver histories could examine the degree to which 
traffic offences occur following a crash or conversely whether or not crash 
involvement leads to fewer subsequent driving offences. Finally, conducting more 
meta-analyses that focus on aspects of crash prediction, for example fatigue, would 
further illuminate the impact of various factors on road safety. 
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4.9 CHAPTER SUMMARY 
The aims of the study were realised. After weighting for sample size, an 
average correlation between crashes and offences of r = .18 was observed over a 
mean time period of 3.2 years. Consistent with CMV effects, a within-country 
analysis found stronger effect sizes in self-reported data even after controlling for 
crash mean. In terms of Aim 1 of this thesis, this finding points to the existence of 
CMV effects in relation to these road safety variables. It also shows meta-analysis to 
be a valid tool by which to endeavour to identify possible CNMV effects. In 
reference to Aim 2, these findings support the hypothesis that stronger effects would 
be produced from analysis involving self-reported data in comparison to effects 
produced using archival data. The different results obtained using the two data types 
have additional implications. Researchers would do well to bear in mind the different 
nature of self- report and archival crash data records when comparing or considering 
results produced by from these sources.  
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Chapter 5: Assessing Social Desirability and 
other method biases  
5.1 INTRODUCTORY COMMENTS  
This chapter outlines the second study conducted as part the research program. 
It involved measuring responses to the social desirability scales and considers 
proximity effects, alternate scale formats and compares results produced by online 
and hard-copy versions of a questionnaire. It builds on the findings of Study 1, which 
found small but consistent differences in the strength of self-reported data over that 
produced by archival records drawing on crash and offence history. This study will 
assess whether effects consistent with CMV, (for example the inflation of results due 
to method bias) are also present in relation to self-reported responses to a range of 
behaviour scales.  
To some degree this analysis replicates the pilot study (Barraclough et al., 
2014) but with a larger sample size, additional questionnaire items to accompany the 
DBQ and the inclusion of objective data (official records of driver traffic offence 
history) to provide a point of comparison with the single source analysis. In the pilot 
study, the SD scale measuring social desirability was found to have a strong negative 
correlation with the DBQ sub-scales as well as age, but not with crashes and 
offences. Drivers who scored higher on the social desirability scale were also less 
likely to report aberrant driving behaviours as measured by the DBQ. However 
controlling for social desirability did not substantially alter the predictive relationship 
between the DBQ and the crash and offences variables. In Study 2, the comparison 
of self-reported traffic offences with the official records allows a cursory 
examination of memory recall to be undertaken to assess memory bias. The small 
amount of preliminary research in this area to date has not included a robust 
investigation of the differences between self-reported and officially recorded road 
safety data or has been limited by small sample sizes. 
Additional analyses were conducted to examine potential bias in relation to 
proximity effects, scale format effects and differences in responses to online and 
paper based surveys. The final analysis in this chapter incorporates official data, in 
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the form of state records of traffic offences which enables a comparative analysis to 
be undertaken utilising data drawn from an independent source. 
5.2 AIMS AND RESEARCH QUESTIONS 
The research presented in this chapter has five primary goals with associated 
aims presented in parenthesis: 
a) measure the relationship between social desirability and self-reported 
driving history as measured by the DBQ, crash and traffic offence history 
(Aim 1, examine the existence of CMV effects; Aim 2 Explore the level of 
influence that CMV effects have on self-report data; Aim 3 Identify 
research methods to control for the influence of CMV effects on self-report 
data) 
(b) determine whether proximity of survey questions is reflected in the strength 
of observed correlations between said items (Aim 1; Aim 2) 
(c) examine whether there is a difference in responses, as measured by the 
relative strength of correlations, provided by online survey data and those 
provided on paper versions of the same survey (Aim 1; Aim 2) 
(d) compare differences in responses obtained from dichotomous (forced 
choice) and Likert versions of the same scale (Aim 1; Aim 2) 
(e) examine the observed relationships with consideration given to differences 
between self-reported  and archival records of traffic offences (Aim 2).  
5.3 METHOD 
5.3.1 Scale selection 
The Marlow-Crowne Scale was chosen to provide a measure of socially 
desirable responding. The Manchester Driver Behaviour Questionnaire (DBQ) was 
utilised to measure respondent’s perceptions of their driving behaviours. The 
inclusion of the Sensation Seeking Scale (Zuckerman et al., 1964) allowed an 
assessment of individual risk taking to be included in the analysis and also provided 
a means by which to compare responses using dichotomous and Likert formats. The 
five remaining scales chosen for inclusion in this study were deemed to be unrelated 
to road safety or driving behaviours, although the possibility that shared traits may be 
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present will be taken into consideration. The use of these five anchor scales (or 
marker variables) involves considering the observed relationships between items 
theoretically unrelated to the constructs of interest in reference to possible CMV 
effects (Podsakoff et al., 2003). It was hypothesised that correlations found between 
unrelated items (e.g., DBQ and anchor items) would be indicative of CMV effects. 
Details of the scales used in this study are recorded in section 3.3.2 on page 51.  
To facilitate meaningful comparisons with the DBQ, scales were selected on 
the basis of properties shared with the DBQ. When completing their surveys, 
participants were asked to consider their behaviours in relation to the previous 6 
months. Study participants were also asked for information relating to age, gender, 
exposure to traffic risk as a driver and their crash and traffic offence history in the 
past eight years. 
Scales employed in this study are: 
- The Manchester Driver Behaviour Questionnaire (DBQ) 
-  Marlow-Crowne Scale (or Social Desirability (SD) scale)  
- Sensation Seeking Scale (SSS) (Zuckerman et al., 1964)  
- General Ecological Behavior scale (GEB) (Kaiser & Wilson, 2000)  
- Giving Instrumental Support (GIS) (Shakespeare-Finch & Obst, 2011) 
- Internet Addiction Test (IAT) (Young, 1998).  
- Need for Cognition (Cacioppo, Petty & Feng Kao, 1984).  
- Mindfulness Attention Awareness Scale (MAAS) (Brown & Ryan, 2003; 
2004).  
5.4 PARTICIPANTS AND PROCEDURE   
A convenience sampling approach was adopted with electronic promotion of 
the survey conducted in conjunction with distribution of paper versions of the survey 
in a range of locations. Participants were also encouraged to forward the survey via 
e-mail to others by way of email or social media e.g., snowballing approach. There 
was no random assignment of participants to the different groupings although effort 
was made to ensure that age categories were comparable. Data were collected over a 
fourteen month period (November 2014 to February 2016) either through online or 
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paper-based versions of the questionnaire. On completion of each survey, 
participants received reimbursement in the form of a gift voucher valued at $10. 
Participation was anonymous and confidential. 
5.4.1 Participant demographics 
A total of 402 general Queensland motorists participated in the study. 
Following data cleaning procedures, 22 participants were removed from the data set 
as their responses were either incomplete or suggested that answers were being 
recorded regardless of the actual question being asked (i.e. patterned responses). This 
process left a total of 380 participants. In addition, 204 participants provided consent 
for their driving history to be made available by the Department of Transport and 
Main Roads.  
Table 11 provides demographic information for the various study sub-samples 
and shows means for self-reported crashes and traffic offences in the past 8 years. 
Overall, the average age of respondents was 37.8 years (SD = 14.5), (range 17-80) 
and they reported having been driving for an average of 19.8 years (SD = 14.3). 
Almost half the participants (47.9%) reported involvement in a crash in the past 8 
years (range 0-7) the mean incidence of crash involvement being 0.71 (SD = .93) 
over the past 8 years. A slightly higher proportion (51.1%) of participants reported 
incurring demerit points in the past 8 years (e.g., receiving a fine for a traffic 
offence), doing so on an average of 1.9 occasions (range 0 - 10). 
In the current study participants were asked how much time they spent driving 
each week. The largest grouping (39.3%) reported driving less than 5 hours per week 
and 76.5% of participants reported driving for 10 hours per week or less. A smaller 
proportion (16.1%), reported driving between 11 and 20 hours per week while 7.4% 
reported driving more than 20 hours weekly. 
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Table 11: Demographic information and means for self-reported crashes and traffic offences in the past 8 years for the study sub-samples.  
 
Overall Sample 
Original Online 
Sample 
Second Online 
(Proximity) 
Sample 
Hardcopy Paper 
Survey Sample  
SSS Likert 
Sample 
TMR Sample 
Mean Age in years 
(SD) 
37.9 (14.5) 33.5 (13.2) 38.1 (15.0) 43.3 (15.7) 41.9 (11.7) 37.86 (14.49) 
Self-reported mean 
crashes in past 8 
years (SD) 
0.71 (0.93) 0.80 (0.99) 0.58 (0.84) 0.69 (0.99) 0.75 (0.87) 0.71 (0.93) 
Self-reported mean 
traffic offences in 
past 8 years (SD) 
1.23 (1.79) 1.14 (1.73) 1.24 (1.66) 1.36 (2.17) 1.29 (1.74) 1.36 (1.92) 
Gender Number % Number % Number % Number % Number % Number % 
Males 155 41% 45 31% 48 44% 35 50% 27 49% 81 40% 
Females  225 59% 102 69% 60 56% 35 50% 28 50% 123 60% 
Total 380 100% 147 100% 108 100% 70 100% 55 100% 204 100% 
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5.5 RESULTS 
5.5.1 Factor analysis of DBQ 
A factor analysis of responses from the full sample (n = 380) was undertaken to 
determine the factor structure of the DBQ for the current sample. Consistent with previous 
research, a principal components analysis with oblique rotation was used. In a principal 
component analysis, factor weights are computed to extract the maximum possible variance. 
This reduces the data into a smaller number of components, allowing a more concise number 
of linear combinations to be identified. A KMO and Bartlett's Test was conducted with the 
data found to be suitable for a factor analysis (measure of sampling adequacy = .82, p ≤ .000). 
This approach revealed a three-factor solution that accounted for 43.15 % of the total 
variance.  The first factor accounted for 25.28% of the total variance and contained eight 
items, consisting of six original Error items, one Highway Code Violation item and one 
Aggressive Driving behaviour item.  The second factor comprised seven items, five of which 
were drawn from the Highway Code Violations scale and two Aggressive Driving behaviour 
items. The second factor accounted for 10.45% of the total variance.  The third factor 
contained three items, these being two Driving Error items and one Highway Code Violation 
item, accounting for only 7.42% of the variance.  
Cronbach’s alpha reliability coefficients were calculated to examine the internal 
consistency of the obtained DBQ scale scores. Consistent with previous Australian research 
(Blockey & Hartley, 1995; Davey et al., 2007; Dobson et al., 1999; Freeman et al., 2009; 
Stephens & Fitzharris, 2016; Sullman et al., 2002, Wishart et al., 2014) the factors appeared 
to exhibit relative internal consistency. However in the current study the items did not 
congregate directly into traditionally recognised groupings. Examination of the scores reveal 
that the items coded as Errors had the highest reliability coefficients (.77) while items 
associated with Highway Code Violation had a similar reliability coefficient (.77) while the 
final factor, which consisted of only 3 items, had the lowest reliability (.58). The Highway 
Code Violation contained items related to speeding and aggressive behaviours, while the third 
factor was difficult to categorise, consisting of the items: “Missed ‘Stop’ or ‘Give Way’ 
signs”; “Failed to check your rear-view mirror before pulling out or changing lanes”; “Stayed 
in a lane until the last minute before forcing into another lane”. This factor loading is 
consistent with previous research that has found cross loading between speeding and 
aggressive items.  In addition, two items did not load onto any factors, these being the items 
assessing suspected drink-driving and running a red light. These items were not included in 
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the analysis.  Further details relating to the factor analysis and alternate analysis are provided 
in Appendix H. In all analyses conducted, obtained DBQ scales were used. 
5.5.2 Bivariate relationships  
As can be seen in Table 12, the measure of exposure to the road produced statistically 
significant Pearson’s correlations with all of the crash, offences and self-reported driving 
behaviours as measured by the DBQ. Only the measure of weekly driving and the 
mindfulness scale produced statistically significant associations with all the road safety 
variables.  
  
Table 12 Pearson’s correlations between exposure to the road and self-reported driving 
variables, age and social desirability scale (n = 380) 
 
Crashes  
past 3 
years 
Crashes  
past 8 
years 
Offences 
past 3 
years 
Offences 
past 8 
years 
DBQ 
Violation 
DBQ 
Speed/ 
Aggressive 
driving 
DBQ  
Errors 
Age -.09 -.06 .07 .10
*
 -.28
***
 -.23
***
 -.19
***
 
Hours driven 
per week 
.21
***
 .15
**
 .15
**
 .18
**
 .16
**
 .31
***
 .11
*
 
Social 
Desirability 
-.09 -.10 .02 .01 -.27
***
 -.27
***
 -.09 
Environmental 
behaviour 
-.08 -.03 .03 .02 -.15
*
 -.12
*
 .07 
Computer 
usage 
.09 .11
*
 .02 -.01 .35
***
 .18
***
 .13
*
 
Mindfulness -.13
*
 -.13
*
 -.11
*
 -.12
*
 -.28
***
 -.33
***
 -.21
***
 
*p < .05, ** p < .01, ***p < .001 
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5.5.3 Social desirability  
The Pearson’s correlations between the SD scale and self-reported crashes and traffic 
offences and the obtained DBQ sub scales also appear in Table 12. It is interesting to note that 
statistically significant associations were observed in relation to the obtained DBQ sub-
factors, which describe general driving behaviours, but not with the items relating to self-
reported driving history i.e. crashes and demerit point loss. The associations with the DBQ 
factors show that individuals with higher scores on the social desirability scale, i.e. 
individuals who displayed a high propensity to present themselves in the best possible light, 
were more likely to report lower rates of aberrant driving behaviours, such as speeding (r = -
.27 p < .001). Conversely, to the degree that the SD scale does capture impression 
measurement, those who are the least likely to be concerned by how their behaviour is 
perceived by others, were more likely to report aberrant driving behaviour, as assessed by the 
three DBQ sub scales. 
Socio-demographics and social desirability in the survey sample  
The overall mean score for the SD scale, measured on a five point scale, was 3.69 (SD  
0.66) (k= 379). This mean score is very similar to Barraclough et al., (2014) in which a 
sample of 214 produced a mean SD score of 3.76 (SD 0.68). To determine the relationship 
between SD and socio-demographic characteristics a series of between-group analyses were 
undertaken. The mean SD score for men was 3.63 (SD 0.68) and for women 3.73 (SD 0.64) 
were very similar with the difference in relation to gender found to be statistically non-
significant [t (378) = -1.56, p < 1, ns]. Analysis of the relationship between age and social 
desirability scores showed a significant correlation of .26 (p < .001) indicating that older 
drivers display a greater concern for how they present socially than younger drivers (i.e. their 
responses may be more likely to be influenced by social desirability). 
An ANOVA analysis was conducted to further explore the relationship between age, 
gender on social desirability. Respondents’ ages, grouped as under 25 years (n = 87), 25 to 29 
years (n =51), 30 to 39 years 61), 40 to 49 years (n =100), 50 to 59 (n = 49) years and drivers 
aged 60 or older (n = 29), their gender and the interaction between age and gender were 
entered as independent variables. The model was significant F (11, 365) = 3.82. In terms of 
participant age, a significant effect was found, F (5,365) = 5.82, p <.001, such that the 
average scores for social desirability were progressively greater within each age grouping up 
to those aged 60 years or older. There was no significant effect of gender on social 
desirability, F (1, 365) <1, ns. Although the gender x age interaction term was not found to 
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have a significant impact on social desirability scores, F (5, 365) <1, ns, the largest gender 
differences were found among drivers aged between 25 and 29: men (M = 3.41, SD 0.66); 
women (M=3.77, SD 0.75). Men aged between 50 and 59 provided the highest mean scores 
for social desirability, (50 to 59 years M = 4.00, SD 0.67, over 60 years M = 3.93, SD 0.60) 
suggesting that this cohort are more disposed than other groups to have a higher degree of 
concern for how they present socially. Women recorded higher mean scores than men in all 
categories except for drivers aged 50 to 59 years and over 60 years. The highest mean scores 
for women were found also found in the 50 to 59 year cohort (M = 3.90, SD 0.67). Again, 
none of the differences of social desirability mean scores in relation to gender were 
statistically significant. 
 
5.5.4 Partial correlations 
The relationship between social desirability and key driving related items was further 
examined by way of a partial correlation as shown in Table 13. Controlling for social 
desirability did not alter the observed associations in any meaningful way, and in all but one 
case, p values remained unaffected.  
Given that the SD scale and the Social Support scale both capture positive social traits 
and a positive bivariate association was observed between the two (r = .31 p < .001), a 
parallel analysis was conducted substituting the Social Support scale for the SD scale. This 
analysis produced very similar results, whereby no discernible change in the subsequent 
effects was observed after controlling for the Social Support scale (results not shown). 
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Table 13 Correlations and Partial Correlations between self-reported crash involvement, traffic offences and DBQ Scales, before and after 
controlling for social desirability (k = 375) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
*p < .05, ** p < .01, ***p <.001 
 
Crashes - past 8 years Crashes - past 3 years 
 
Offences - past 8 years Offences - past 3 years 
 
Original 
effect 
Partial 
correlation 
controlling 
for SD 
Original 
effect 
Partial 
correlation 
controlling 
for SD 
Original 
effect 
Partial 
correlation 
controlling 
for SD 
Original 
effect 
Partial 
correlation 
controlling 
for SD 
Crashes in past 
8 years 
- - .75
***
 .74
***
 .20
***
 .20
***
 .18
***
 .18
***
 
Crashes in past 
3 years  
.75
***
 .75
***
 - - .17
**
 .17
**
 .20
***
 .20
***
 
Offences in 
past 8 years  
.20
***
 .20
***
 .17
**
 .17
**
 - - .86
***
 .86
***
 
Offences in 
past 3 years 
.18
***
 .18
***
 .20
***
 .20
***
 .86
***
 .86
***
 - - 
DBQ 
Violations 
-.03 -.07 .02 -.02 .01 .01 .03 .03 
DBQ 
Speed/Aggro 
.08 .05 .10 .07 .16
**
 .16
*
 .11
*
 .12
*
 
DBQ  
Errors 
.14
**
 .13
*
 .15
**
 .14
**
  .08 .08 .07 .07 
 110   Common Method Variance and other sources of bias in road traffic research 
5.5.5 Comparing forced choice and Likert scales using the Sensation Seeking 
Scale 
This analysis involved comparing data from the first online sample (n = 147) 
with that provided by respondents who completed surveys which included a Likert 
version of the Sensation Seeking Scale. As shown in Table 11, the general 
characteristics for the two comparison groups, including the average crash and 
offence rates, were comparable. Point biserial correlation coefficients` were obtained 
for associations involving the dichotomous version of the SSS and other Likert 
scales.   
Before examining the differences to responses between the two types of 
Sensation Seeking Scales a number of individual bivariate relationships are of 
interest. Both the dichotomous and Likert versions correlated with respondent age (r 
= - .26 p < .001, k = 322) and (r = -.28, p < .05, k = 55), indicating that younger 
drivers recorded higher scores in relation to risk taking as measured by the SSS. 
Neither the dichotomous nor the Likert versions correlated with crashes in the past 8 
years, (r = 0.02 ns, k = 322) and (r = -.01, ns, k = 55) respectively. While a 
statistically significant relationship was found between traffic offences and the 
dichotomous SSS (r = .13, p < .05, k = 147), no such relationship was observed in 
relation to offences and the Likert SSS (r = .03, ns, k = 55). In relation to the three 
obtained DBQ factors, only the Speed Aggro factor correlated with the dichotomous 
SSS (r = .22, p < .001, k = 323), the other correlations being weak and statistically 
non-significant. 
Table 14 shows the relative strength of associated correlations in relation to the 
two types of Sensation seeking scale. As can be seen in Table 14, the correlations 
produced by the dichotomous or forced choice scales were generally much stronger. 
A comparative test of the average strength in effect size in relation to the two scale 
formats found the difference to be statistically significant, Z = 4.006 p = 0.048.  
To further examine whether the observed results were due to difference in scale 
type, a new dichotomous scale, derived from data from the Likert version of the SSS, 
was created by combining separately all the “agree” and “disagree” responses and 
excluding all neutral responders. While this generally produced a sample size of 55, 
it must be noted that for each item of the Likert version of the SSS, approximately 10 
or more people provided a “neutral” answer to each individual SSS item and these 
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responses were not included in the creation of the new variables. This effectively 
meant that the new sample size was closer to 40 than 55. Bivariate relationships with 
the same variables were re-examined using the new “obtained dichotomous SSS 
scale” (obtained from the Likert version of the SSS scale) and appear in Table 14. 
Overall there was little difference in terms of the responses from the Likert version 
of the SSS scale and the new dichotomous version based on responses to the Likert 
version. This suggests that differences between the original two comparison samples 
may explain some of the observed results.   
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Table 14 Comparison between correlations of Dichotomous and Likert versions of Sensation Seeking Scale, driving exposure and study variables 
 
Crashes 
past 8 
years 
Traffic 
offences 
past 8 
years 
DBQ 
Violations 
DBQ 
Speed 
Aggro 
DBQ 
Errors 
SD scale 
Environ-
mental 
behaviours 
Social 
support 
Computer 
usage 
Cognitive 
thinking 
Mindful-
ness 
Dichotomous  
Scale  
(n= 147) 
.02 .13* .10 .22*** .11 .03 .11* .12* .14* .25*** 
 
-.06 
 
Likert Scale 
(n= 55) 
-.01 .03 -.05 .06 .17 .06 -.08 -.01 .04 .31* 
 
.07 
 
Obtained 
Dichotomous 
Scale -from 
Likert scale 
(n= 40 - 55) 
-.03 .05 .10 -.10 .05 .02 -.07 .04 -.02 .34
**
 -.07 
Hours driving 
per week 
.15
**
 .18
**
 .16** .31*** .11
*
 .09 -.10 .10 -.07 .01 -.04 
*p < .05, ** p < .01, ***p < .001 
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5.5.6 Proximity effects  
An analysis was conducted to explore the extent to which altering the distance 
between scales within the questionnaire was reflected in the results produced. It was 
hypothesised stronger correlations would be observed when scales were located 
closer to each other could be indicative of CMV effects. All scales employed Likert 
formats. Questions from the first online sample group (n = 147) were presented in a 
different order to a second sample (n = 108) who also completed the survey online. 
No significant differences were found in relation to the two sample groupings in 
terms of means of the variables of interest. Table 15 presents findings in relation to 
scales with greatest change in distance between them in the two comparison survey 
groups.  
Generally the assumption that increased proximity would strengthen or inflate 
CMV effects was not observed. Only the association between DBQ Errors and the 
Social Support scale were noticeably stronger. Other results were mixed. While a 
change in the order in which scales were presented did produce stronger results for 
the DBQ v Social Desirability effects, the opposite effect was observed in relation to 
the DBQ v Sensation Seeking correlations.  
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Table 15 Comparison of correlations from proximity analysis. 
*p < .05, ** p < .01, ***p < .001 
Scales 
Difference being assessed 
Hypothesis Findings 
 
Correlation in 
first  survey 
sample 
(n = 147)  
 
 
Correlation in 
comparison 
sample 
(n = 108) 
 
DBQ v SSS  Swapped positions in survey 
Hypothesis: 
Change in strength 
if order reversed 
All correlations 
reduced in 
comparison  group 
DBQ Violations v SSS .106 .07 ns 
DBQ Speed Aggro v 
SSS 
.284** .17 (p = .07) 
DBQ Errors  v SSS .239** .07  ns 
 
 
Need for Cognition v 
MAAS 
 
 
 
Scales slightly further apart in 
comparison group  
 
Hypothesis: 
Correlations in 1
st
 
sample will be 
stronger 
Proximity did not 
lead to increase in 
strength 
.148* 
p = .017 
.39*** 
DBQ v  Social Support   
Scales in  comparison group placed 
closer 
Hypothesis: 
Correlations in 2
nd
 
grouping will be 
stronger 
Partially met 
DBQ Violations  v  
Social Support   
-.016 -.095 
DBQ Speed Aggro  v  
Social Support   
-.05 -.05 
DBQ Errors   v  Social 
Support   
.095 
-.24*  
(p = .013) 
 
DBQ and Social 
Desirability (SD) 
 
Swapped positions in comparison  
survey 
Hypothesis: 
Possible  change in 
strength if order 
reversed 
Correlations 
generally stronger 
in comparison  
group 
DBQ Violations v SD -.22** -.23* 
DBQ Speed Aggro v SD -.29*** -.37*** 
DBQ Errors  v SD -.17* -.40*** 
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5.6 ONLINE V PAPER 
A comparison was undertaken in relation to responses to the online survey and 
those from an identical paper version of the same survey to ascertain whether 
different responses were associated with the two survey types. As the first online 
survey sample (n= 147) completed identical questions in the same order, only these 
responses were used as a comparison with those who completed the paper version 
(n=70). An initial comparison showed that correlations from the online study were on 
average 27.2% stronger than the correlations obtained from the hard copy survey. 
However this difference was not statistically significant Z = .285, p = .78.  
However, as shown in Table 11, there were differences between the groups in 
terms of mean age and gender. An additional analysis was undertaken, restricting the 
samples to drivers aged 50 years or less. This produced groups that were more 
comparable and sufficient in size to facilitate a meaningful comparison. In the new 
groupings, 124 participants were in the online sample and 51 in the paper survey 
grouping. The mean age for the online group was 30.3 years (SD 9.7) and for the 
paper version 35.8 years (SD = 10.8). The crash and traffic offences were .86 (SD 
1.02) and 1.16 (SD 1.72) for the online participants aged under 51 years and .76 (SD 
1.08) and 1.5 (SD 2.22) for those who completed the paper version. The results of the 
new analysis showed a smaller difference between the two samples, however the 
correlations in the online sample were still stronger (11.7%) than those produced by 
the data in the paper version of the surveys. Again this difference was not statistically 
significant Z = .113, p = 0.990. Generally, the results were consistent with that of 
those of Horswill and Coster (2001) and also Lewis, Watson and White (2009) who 
did not detect significant differences in responses in terms of internet or paper based 
surveys.  
5.7 COMPARISON WITH ARCHIVAL RECORDS 
5.7.1 Comparing means 
Demographic information for the 204 drivers who allowed their TMR driving 
records to be accessed is shown in Table 11. Queensland Police no longer record 
property damage only crashes and from mid-2010 only recorded crashes that involve 
a fatality or severe injury. For this reason, crash data were available for only three 
participants in the study sample. Therefore no analysis was undertaken on the crash 
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data. Traffic offence data were provided by TMR. Table 16 shows the mean number 
offences by year from 2008 to 2015. 
 
Table 16 Means and differences between archival and self-reported traffic offences 
2008 to 2015 with Standard deviation in parenthesis.  
Year 
Mean self-reported 
traffic offences 
Mean archival traffic 
offences 
Average 
Difference 
2008 0.14 (0.45) 0.15 (0.43) 0.01 (0.60) 
2009 0.11 (0.35) 0.13 (0.39) 0.02 (0.41) 
2010 0.14 (0.41) 0.19 (0.52) 0.04 (0.56) 
2011 0.13 (0.38) 0.24 (0.57) 0.11 (0.58) 
2012 0.17 (0.42) 0.27 (0.60) 0.11 (0.64) 
2013 0.22 (0.55) 0.26 (0.68) 0.04 (0.79) 
2014 0.30 (0.63) 0.33 (0.71) 0.02 (0.60) 
2015 0.14 (0.47) 0.18 (0.50) 0.04 (0.42) 
Total 1.36 (1.92) 1.75 (2.33)  0.39 (0.69) 
 
The relatively small figures for 2015 can be explained by the fact that the 
surveys were distributed to participants throughout this year so in most instances data 
did not capture all offences incurred in the complete calendar year.  With this in 
mind, no archival data that referred to information occurring outside the survey 
period was included in the analysis.  
While the two data types were generally very similar, it must be noted that in 
every year the archival records produced a higher mean figure. As noted previously, 
a three year period often is commonly used to measure crash and traffic offence 
history (af Wåhlberg, 2003). Given that the archival data were assumed to be 
accurate, the similarities in the responses of the two data types observed in the years 
2013, 2014 and 2015 suggest that a three year period does provide a reasonably 
accurate measure of driving history for this measure. The largest discrepancies can 
be observed in the years 2011 and 2012. 
There is evidence to suggest that when survey participants are asked to recall 
their crash history, about 25 percent of crashes are forgotten each year (af Wahlberg, 
2012; Maycock & Lester, 1995). The results above refer of course to traffic offences 
  
Common Method Variance and other sources of bias in road traffic research 117
rather than crashes, and while discrepancies do exist, these findings differ slightly 
from the aforementioned self-reported crash history results.  
 
Table 17 Comparison of correlations between key variables and self-reported traffic 
offences and archival records of traffic offences (n= 204)   
 Self-report 
Traffic offences 
- past 3 years 
Self-report 
Traffic offences 
- past 8 years 
Archival 
offences - past 3 
years 
Archival 
offences - past 8 
years 
Age .06 .10 .13 .19** 
Crashes - past 3 years .18** .19** .16* .19** 
Crashes - past 8 years .18* .20* .25*** .28*** 
Traffic offences - past 
3 years 
- - .69*** .64*** 
Traffic offences - past 
8 years 
- - .68*** .73*** 
DBQ Violations .03 .01 .05 .03 
DBQ Speeding and 
Aggression 
.13 .17* .18* .15* 
DBQ Errors .10 .11 .09 .07 
Social Desirability  .01 .02 -.04 -.01 
Sensation Seeking† .06 .14 .01 .10 
Environmental 
behaviours 
-.04 -.03 -.10 -.06 
Social support -.01 .06 -.08 -.01 
Computer usage .02 -.01 -.05 -.08 
Cognitive thinking -.10 -.02 -.05 .01 
Mindfulness -.07 -.07 -.09 -.05 
*p < .05, ** p < .01, ***p < .001 
†Dichotomous version of Sensation Seeking scale  
5.7.2 Comparing bivariate relationships  
Table 17 shows a comparison of correlations between the various items and 
self-reported and archival traffic offence histories. Although correlations with the 
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archival record of offences were generally slightly stronger, no major differences 
between the two data types were observed. Statistically significant relationships were 
observed only in relation to road safety variables although the Sensation Seeking 
scale approached significance in relation to self-report traffic offences in the past 
eight years (r = .14 p = .057) compared to Sensation Seeking and archival records of 
offences for the same period (r = .10, ns, p = .195). Overall, the similarities observed 
between the sets of correlations no doubt reflect the degree to which archival and 
self-reported records of traffic offences were in agreement.  
 
5.7.3 Controlling for Social Desirability 
Table 18 shows the correlations between road safety variables and traffic 
offences for the two data types before and after controlling for Social Desirability. 
The largest differences were observed in relation to the correlations between the 
traffic offence variables and crashes in the past 8 years. This finding suggests that the 
Social Desirability, as measured by the SD scale, does not greatly influence the 
observed effects.   
Table 18 Comparing correlations with self-reported and archival traffic offences before 
and after controlling for Social Desirability (n = 204) 
*p < .05, ** p < .01, ***p < .001 
  
 
Offences - past 3 years Offences - past 8 years 
 
Self-Report Archival data Self-Report Archival data 
Crashes in past 3 years .18
*
 .16
*
 .19
**
 .19
**
 
Crashes in past 8 years  .19
*
 .25
***
 .20
**
 .29
***
 
DBQ   Violations .04 .04 .01 .03 
DBQ  Speed/Aggro .13 .18
*
 .18
*
 .15
*
 
DBQ  Errors .10 .08 .11 .07 
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5.7.4 Offences not in Queensland 
As noted earlier, when recording their traffic offences, participants were asked 
to indicate whether offences occurred in Queensland or in another jurisdiction. Data 
from TMR also records details of an offence committed by a Queensland licence 
holder in most other jurisdictions in Australia. The self-reported data listed twenty 
instances of a traffic offence occurring outside Queensland in the past eight years. 
TMR data showed fifteen records of such an event. It is possible that the discrepancy 
is due in part to the possibility that study participants may have reported offences 
that occurred overseas or in a jurisdiction that does not share traffic offence details 
with the Queensland authorities. Given this the numbers from the two groups can be 
considered to be reasonably similar although the small numbers involved precludes 
any meaningful analysis of these figures. 
5.8 DISCUSSION  
The research presented in this chapter had five primary aims. Findings will be 
discussed in reference to the study aims: 
a) Measure the relationship between social desirability and self-reported 
driving history as measured by the DBQ, crash and traffic offence history 
In regards to social desirability, no statistically significant differences between 
men and women were found although in both this study and the pilot study 
(Barraclough et al., 2014), women recorded higher SD scores than men. However, 
consistent with Barraclough et al., (2014), age does appear to be a factor, with older 
drivers again slightly more likely than younger drivers to display concern for how 
they present socially. Social desirability, as measured by the scales employed in this 
study, was also found to be moderately correlated with the DBQ subscales but not 
with self-reported crashes and traffic offences. This finding differs from previous 
research that did find associations with traffic offences and social desirable 
responding (af Wåhlberg (2010); Barraclough et al., 2014). 
In line with previous research (af Wåhlberg, 2010a; Barraclough et al., 2014; 
Harrison, 2010), social desirability was associated with the DBQ factors, suggesting 
that respondents who may be sensitive to how they are perceived by others also 
reported their driving behaviours in a favourable light.  However controlling for SD 
scores did not alter the observed relationship between the road safety variables. This 
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finding is consistent with previous studies (Barraclough et al., 2014; Conner & Lai 
2005; Harrison, 2010) but not others (af Wåhlberg, 2010a; af Wåhlberg & Melin, 
2012).  In this study the mean SD scores were relatively high. This has implications 
for a study which aims to measure the relationship between SD and a range of 
dependent variables. It is plausible that people with a high social desirability score 
are more likely to take part in an academic survey, particularly a survey using a 
convenience sample. However, a high degree of social desirability may not 
necessarily be a major concern. The argument that assumes that bias in terms of self-
selection will have a strong effect on subsequent correlations between variables may 
not apply in this study. Some research has shown that nonresponse bias is negligible 
(af Wåhlberg & Poom, 2015; Groves & Peytcheva, 2008, Harrison, 2010). Also, if 
high SD people are regarded as more likely to respond to a survey, and this were to 
be the case in the current study, then this could only serve to make the current study 
sample similar to the many other convenience samples and certainly the majority of 
studies that utilise the DBQ. The current research does not always aim to establish 
SD effects in an absolute sense, but in large part endeavours to establish how large 
they may be in a standard DBQ paper. 
 
(b) Determine whether proximity of survey questions is reflected in the strength 
of observed correlations between said items  
In the current study ordering effects were not particularly noteworthy. 
Contrary to expectations proximity did not generally lead to an increase in strength in 
the observed correlations. Only the association between DBQ Errors and the Social 
Support scale was noticeably stronger when these scales were placed closer together 
in the survey. Whether this was due to a proximity effect or reflective of actual 
differences between participants is difficult to ascertain. In relation to the different 
types of surveys, the stronger effect sizes produced by online survey data relative to 
the results from the paper surveys are certainly intriguing. Again the results could 
simply reflect differences between the samples but there remains a suggestion that 
some method bias could be in play.  
(c) Examine whether there is a difference in responses provided by online 
surveys and those provided on paper versions of the same survey  
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In relation to the different types of surveys, the stronger effect sizes produced 
by online survey data relative to the results from the paper surveys are of interest. 
Again the results could simply reflect differences between the samples but there 
remains a suggestion that some method bias could be in play.  
(d) Compare responses obtained from dichotomous (forced choice) and Likert 
versions of the same scale  
Consistent with previous research the relationships between the Sensation 
Seeking scale and self-reported driving behaviours were stronger than those observed 
between the same scale and measures of crashes and traffic offences (Jonah, 1997). 
However, of interest in terms of issues of method bias was the finding that the 
correlations produced by the dichotomous or forced choice scales were noticeably 
stronger than those using a Likert scale. Also, statistically significant associations 
were found in relation to six of the eleven correlations with the dichotomous scale 
when only one was observed in relation to the Likert scale. While the smaller sample 
size may in part explain the latter result, in all of the cases the actual correlations 
obtained using the dichotomous scale were stronger. This finding suggests that using 
the forced choice format may influence subsequent results (i.e. that use of the forced 
choice format contributes to the strength of association, a strength that is not present 
to the same extent when a Likert version of the same scale is used).  
(e) Examine the observed relationships with consideration given to differences 
between self-reported and archival records of traffic offences.  
An initial comparison of the two data types showed that self-reported and 
archival records of traffic offences were very similar, although it was noted that in 
every year the archival records produced a higher mean figure. In terms of memory 
recall, the relative accuracy of the two groups supports the practice of using a three 
year period to measure traffic offences and by extension, recent crash history. 
Discrepancies between the two data types were more pronounced for the time 
immediately outside the three year recall period. Participants were asked to record 
their traffic offences in bins allocated to specific years. Whether this approach 
contributed to the relative accuracy of the self-reported data cannot be determined as 
all study participants recorded their crash and traffic offence history in the same 
manner. 
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In terms of assessing associations between variables, no major differences 
between the two data types were observed, although correlations with the archival 
record of offences were generally slightly stronger than were those matched with 
self-reported traffic offences. The slight propensity for correlations involving 
archival records to record a higher p value may reflect the slightly larger number of 
offences recorded using this data type. Controlling for social desirability in the form 
of the SD scale, did not reveal major differences between the two data types.  
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Chapter 6: Unstable CMV effects 
6.1 INTRODUCTION  
One manifestation of method bias has been proposed to occur when data are 
drawn exclusively from a single source. The study in this chapter examines unstable 
CMV effects. In contrast to stable CMV effects, which may be due to personality 
traits (as measured by a social desirability scale) or a bias related to the way that 
questions are presented, unstable effects are less concrete and can reflect transient 
mood states or other more temporary phenomenon (af Wåhlberg, 2009). 
6.1.1 Aims and research questions 
The current study sought to address the following research questions in 
reference to the overall aims of the thesis: 
A.   To what extent are unstable CMV effects present in self-report data (Aim 2).  
B.   To what extent is social desirability responding consistent across time (Aim 2). 
While the second research question is not directly related to unstable CMV effects, 
the methodology employed in this chapter (a repeated measures study) allowed an 
examination of social desirability scores to be made across the two survey waves. 
6.1.2 Method 
Measuring potentially unstable CMV effects will be achieved by comparing 
differences in the strength of the correlations reported in and across the two survey 
waves. The analysis of unstable CMV effects involved comparison of correlations 
occurring within and across the survey waves. To facilitate comparisons of groups of 
correlations, in this study correlations occurring within waves were squared and then 
combined, and average effects sizes recorded after dividing by the number of effects.  
Instances in which only one of the pairs of correlations was negative were handled 
by calculating the absolute difference between the two effects, obtaining an average 
figure followed by division by the average within-waves correlation. A comparison 
of z scores allowed statistical significance to be assessed. It has been argued (af 
Wåhlberg, 2009) that if CMV effects are present, the correlations observed within 
each survey wave will be stronger than the corresponding correlations occurring 
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between or across the two survey waves. After completing the initial survey (Time 
1), the same questionnaire was sent to survey respondents two weeks later (Time 2) 
who were asked to complete it within the following fortnight. The second survey was 
not sent to participants whose responses at Time 1 were deemed incomplete or 
inadequate to facilitate repeated measures analysis. To maximise completion rates, 
vouchers sent to participants were timed to arrive as they received the second survey.  
6.2 RESULTS  
6.2.1 Participant demographics 
Of the 325 participants who received the second survey, 212 responded, 
representing a response rate of 64.4%. In terms of gender, 78 males (37%) and 134 
females (63%) completed both surveys. The mean age of participants was 38.7 (SD 
15.2) years. The average period between completions of the two surveys was 23 days 
(SD 8.6).  A comparison of sample characteristics appears in Table 19.  
Table 19 Comparison of demographic information and means for self-reported crashes 
and traffic offences in the past 8 years for participants who did and those who did not 
complete both survey waves 
 
Repeated Measures 
Sample 
Did not complete 
second survey wave 
Mean Age  
(in years) 
38.7 (SD 15.2) 36.9 (SD 13.5) 
Self-reported mean crashes in past 
8 years (at Time 1) 
.64 (SD .85) .79 (SD 1.03) 
Self-reported mean traffic offences 
in past 8 years (at Time 1) 
1.2 (SD 1.76) 1.25 (SD 1.83) 
Gender Number % Number % 
Males 
78 37% 77 45% 
Females  
134 63% 92 55% 
Total 
212 100% 169 100% 
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A series of t-tests were conducted to identify any statistically significant 
differences between those who completed both surveys and those who only 
completed the first survey. Only the DBQ sub-factors were found to be different (see 
Appendix I). To get a sense of whether respondents who completed the second 
survey (or who complete surveys more generally), might be more prone to social 
desirability, in the second survey only respondents were asked “How often do you 
complete surveys like this one?” Results are presented in Table 20. 
Table 20 Frequency of involvement in surveys by respondents who completed second 
survey 
How often do you complete surveys like this 
one? 
Number of responses 
(percentage) 
Never, this is my first or second one 73   (34.4%) 
Occasionally, once a year or less 90   (42.5%) 
Fairly regularly, a few every year 42   (19.8%) 
Frequently, more than six a year 7   (3.3%) 
Total 212   (100%) 
 
Treating these as a continuous variable, a brief bi-variate analysis was conducted. 
There was no association between this question and responses to the SD scale, r = -
.07 (ns) nor was there an association between frequency of involvement in a survey 
and respondent age r = -.11 (ns).   
6.2.2 Factor analysis of the DBQ for repeated measures sample 
A new factor analysis was undertaken to determine the factor structure of the 
DBQ for the 212 participants who completed both surveys. The factor analysis, using 
principal components analysis with oblique rotation, produced a two-factor solution 
that accounted for 39.34% of the total variance. The first factor accounted for 29.6% 
of the total variance and contained twelve items, consisting of eight original Error 
items, three Highway Code Violation item and one Violation item.  The second factor 
comprised eight items, five of which were drawn from the Highway Code Violations 
scale and three Violation items. The second factor accounted for 9.8% of the total 
variance.  The results showed that the items coded as Errors had the highest 
reliability coefficients (.71) while items associated with Highway Code Violation and 
  
Common Method Variance and other sources of bias in road traffic research 127
Violations factor had a similar reliability coefficient (.73). Research has previously 
noted inconstancies in relation to the sub-factors produced from the DBQ (Davey et 
al., 2007; Mattsson, 2012; 2014). Alternate factor analysis processes did not produce 
more coherent sub-factor groupings (results not shown).   
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Table 21 Descriptives and t values of key variables across waves (n= 212)   
 Time 1 Correlation 
across   
waves 
Time 2 
Difference t 
Mean (SD)  Mean (SD)  
Crashes - past 3 
years 
0.34 (0.62) - .65*** 0.36 (0.65) - -0.009 -0.26 
Crashes - past 8 
years 
0.64 (0.85) - .65*** 0.62 (0.85) - 0.024 0.48 
Traffic offences 
- past 3 years 
0.72 (1.22) - .53*** 0.50 (1.10) - 0.212 2.79** 
Traffic offences 
- past 8 years 
1.20 (1.76) - .58*** 0.85 (1.73) - 0.353 3.22** 
DBQ Errors 1.60 (0.41) .73 .68*** 1.59 (0.42) .81 0.024 1.04 
DBQ Speeding 
and Aggression 
1.9 (0.66) .70 .65*** 2.0 (0.69) .82 -0.060 -1.54 
Social 
Desirability † 
3.7 (0.61) .64 .71*** 3.8 (0.58) .66 -0.036 -1.17 
Sensation 
Seeking      ‡ 
1.5 (0.30) .80 .90*** 1.5 (0.30) .81 0.015 1.68 
Environmental 
behaviours 
3.8 (0.51) .62 .78*** 3.8 (0.50) .71 -0.007 -0.32 
Social support 4.0 (0.78) .75 .74*** 4.0 (0.78) .75 0.012 0.32 
Computer usage 2.0 (0.68) .88 .82*** 1.9 (0.72) .93 0.088 3.06** 
Cognitive 
thinking 
4.0 (0.74) .90 .87*** 4.0 (0.79) .86 -0.042 -1.54 
Mindfulness 4.2 (0.67) .85 .75*** 4.2 (0.70) .88 0.041 1.24 
*p < .05, ** p < .01, ***p < .001 
† Social Desirability measured on a five point scale.  
‡ Only the dichotomous version of the Sensation Seeking scale was completed by 
participants in the repeated measures study.  
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6.2.3 Comparison of means 
Table 21 shows the means and standard deviations of the study variables across 
the survey waves and statistical differences between the two. A key criterion in the 
selection of scales for this study was stability over time. This was an important 
consideration as any observed changes in effects would be difficult to interpret if a 
large degree of a variation in responses occurred between the two surveys. 
The similarity of the means across the two surveys reflects the stability of the 
selected scales. It is interesting to note that the strongest correlation between the 
paired variables occurred in relation to the Sensation Seeking scale, which was also 
the only scale based on dichotomous variables in this analysis. This may reflect the 
extent to which this scale measures a particularly stable personality trait. However, in 
line with the observation that in the current study sample the dichotomous version of 
the SSS scale produced stronger effect sizes (see section 5.5.5) it is possible that 
CMV effects related to the nature of the scale in question could also be in play. 
Correlations involving the crash and offence variables were smaller than were those 
between the behavioural scales.  
In relation to driving history, the crash mean was constant, however 
respondents generally reported a lower number of traffic offences at Time 2. The 
difference in self-reported and archival means of traffic offences over the two waves 
was found to be statistically significant for offences in the past three years, t (212) = 
2.79,  p = .006, and for offences in the past eight years,  t (212) = 3.22,  p =.001.  
Social desirability was stable over the two waves with the no differences 
detected in relation to the SD scale, t (212) = -1.17,  ns. The only behavioural scale to 
produce significant differences between the survey waves was in relation to the 
measurement of computer usage, t (212) = 3.06,  p = .002. 
6.2.4 Comparing bivariate relationships across waves.  
The bivariate relationships within survey 1 and across waves between 
participants’ self-reported crashes, offences, DBQ factors and anchor scales are 
presented in Table 22. Within-wave correlations from Survey Two are shown in 
Table 21.  After averaging the correlations, it was found that overall the correlations 
within survey waves were 3.5% stronger than were those between the waves.  This 
difference was not statistically significant z = .053, p = .960. 
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Table 22 Correlations between survey waves and within waves correlations for survey one (n= 212)   
 
1 2 3 4 5 6 7 8 9 10 11 
1. Crashes past 8 
years 
- .18
**
 .06 .09 -.04 .09 -.12 -.11 .03 -.02 -.07 
2.  Traffic 
offences past 8 
years 
.14* - .14
*
 .22
**
 .01 .11 -.07 -.07 -.04 -.04 -.18
*
 
 3. DBQ Errors .03 .07 - .44
***
 -.33
***
 .23
**
 -.08 .07 .21
**
 .11 -.34
***
 
4. DBQ Speeding 
and 
Aggression 
.10 .13 .45
***
 - -.21
***
 .24
***
 -0.12 -0.05 .15
*
 .16
*
 -.24
***
 
5. Social 
Desirability  
-.12 -.01 -.27
***
 -.23
**
 - -.06 .17
*
 .22
**
 -.33
***
 .11 .34
***
 
6. Sensation 
Seeking 
.06 .13 .25
***
 .25
***
 -.04 - -.03 -.04 .06 .27
***
 -.01 
7. Environ-
mental 
behaviours 
-.09 -.05 -.05 -.12 .21
**
 -.01 - .21
**
 -.15
*
 .20
**
 .03 
8. Social support -.11 -.03 .04 .03 .25
**
 -.02 .16
*
 - -.11 .20
**
 .07 
9. Computer 
usage 
.02 .01 .29
***
 .16
*
 -.36
**
 .11 -.05 -.11 - -.08 -.37
***
 
10. Cognitive 
thinking 
-.04 -.01 .09 .01 .13 .28
***
 .22
**
 .18
**
 -.13 - 
 
.08 
 
11. Mindfulness -.08 -.14
*
 -.38
***
 -.31
***
 .38
***
 -.07 .04 -.01 -.46
***
 .148
*
 - 
*p < .05, ** p < .01, ***p < .001 
Correlations across the survey waves appear in the top right section and correlations within the first survey are shown in the lower left. 
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Table 23 Within-wave correlations for Survey Two (n= 212)   
 
1 2 3 4 5 6 7 8 9 10 11 
1. Crashes past 8 
years 
- .28
***
 .09 .14
*
 .03 .06 -.09 -.06 -.02 .04 -.10 
2.  Traffic 
offences past 8 
years 
 - .06 .22
**
 -.03 .13 -.07 -.07 -.02 .07 -.13 
 3. DBQ Errors   - .51
***
 -.37
***
 .21
***
 -.24
***
 -.02 .34
***
 -.04 -.39
***
 
4. DBQ Speeding 
and 
Aggression 
   - -.26
*** .21
**
 -.11 -.07 .19
**
 .05 -.32
***
 
5. Social 
Desirability  
    - -.04 .16
*
 .19
**
 -.33
***
 .09 .33
***
 
6. Sensation 
Seeking 
     - -.01 -.03 .06 .25*
**
 -.04 
7. Environ-
mental 
behaviours 
      - .15
*
 -.19
**
 .23
**
 .06 
8. Social support        - -.12 .30
***
 .07 
9. Computer 
usage 
        - -.13 -.40
*** 
10. Cognitive 
thinking 
         - .07 
11. Mindfulness           - 
*p < .05, ** p < .01, ***p < .001 
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This greater strength of within-wave correlations was largely due to the within-
wave correlations at Time 2 which were found to be about 9% stronger (Z = 0.142,  p 
= .887), the effects within-wave 1 being only marginally stronger than those detected 
across the waves. While the 3.5% difference is not great, given the short time period 
between surveys and the nature of the items examined, this figure may be taken as an 
indication of the degree to which unstable CMV effects are reflected in participant 
responses as measured by the correlations produced across the two surveys.  
6.2.5 Unstable CMV effects in relation to p value 
An analysis was conducted to ascertain whether the results above were also 
present to the same degree in relation to correlations that were statistically 
significant. Only pairs of correlations in which at least one of the correlations was 
statistically significant were included in this particular analysis. This approach also 
resulted in the exclusion of many pairs of effects which were so small as to be 
effectively meaningless; for example excluding a comparison involving correlations 
of .02 (ns) and .03 (ns) for the association between crashes and computer usage. 
Again the within-wave correlations were found to be stronger, but to a slightly 
greater degree, being 14.6% stronger than the across-waves correlations.   
A comparison of 110 pairs of correlations occurring within waves and between 
waves showed that higher correlations were more likely to be observed within waves. 
Over the two survey waves, 58 correlations were stronger within-wave than their 
equivalent combinations across waves. However this phenomenon was also 
observed, albeit to a lesser extent, in the other direction, whereby 41 across-wave 
correlations were observed to be stronger than their within-wave equivalents. Eleven 
comparison groupings of correlations showed no change in strength between within 
and across-wave effects.  
The expectation that single source bias may improve the likelihood of 
statistical probability being achieved was not reflected in the results. This 
expectation is associated with the view that single source data may be produce 
inflated effect sizes. Eight within-wave correlations had p values greater than .05 
while the corresponding across-wave correlations were not significant. However, ten 
across-wave correlations were found to be statistically significant when the 
equivalent within-wave correlations were not statistically significant.  
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6.2.6 Driving history and driving behaviour variables.   
An additional analysis was conducted to examine unstable CMV effects in 
relation to the road safety variables. A comparison was made between Pearson’s 
correlations within and across waves between crashes in the past 8 years, traffic 
offences in the past 8 years and the obtained DBQ factors. In contrast to the overall 
observed effect, the correlations across the survey waves were generally found to be 
17.5% stronger than those obtained within survey waves, which indicates that CMV 
effects were not present as hypothesised in relation to the driving history and driving 
behaviour variables.  
6.3 DISCUSSION 
6.3.1 CMV effects 
In terms of stability over time, social desirability appears to be a stable trait. In 
line with the pilot study (Barraclough et al., 2014) responses to the SD scale were 
consistent over the two survey waves. The study also examined unstable CMV 
effects through a comparison of the strength of the correlations within and between 
the two survey waves, the assumption being that greater strength in the former is 
indicative of CMV effects. As research is generally conducted using a single survey 
it is the results related to the first wave that are most relevant. The within-wave 
correlations of the first survey were found to be only marginally stronger than those 
detected across the survey waves. In relation to the road safety variables, unlike 
previous research (Barraclough et al., 2014) stronger effects were found across the 
survey waves.  
While the overall effects within-waves were stronger than those found between 
the waves this difference was much smaller than in the pilot study which found a 
20% difference (Barraclough et al., 2014), albeit using a smaller number of scales 
over a longer survey period. In the present study, much of this difference was due to 
the much stronger correlations within the second survey wave. The figure is also 
weaker than the 26.3% figure that Cote and Buckley (1987) identified as being due to 
method variance. 
In addition to the shorter time period between survey waves, another major 
difference between the two studies was the inclusion of an additional six behavioural 
scales, selected in part due to their reliability and stability over time. The rationale 
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for the inclusion of the scales was to ensure that any differences in the strength of the 
observed effect sizes could indicate CMV effects, rather than a measurement of a 
change in behaviour. In light of these two new elements (time period and additional 
scales) and given that CMV effects if unaffected by other considerations are 
generally understood to be quite small (af Wåhlberg, 2009) the 3.5%  figure 
produced in the current analysis could well represent a sound measurement of 
unstable CMV effects. It is of course difficult to ascertain the impact of error 
variance (i.e., random effects) if any in the current study 
In relation to the road safety variables, the within-wave correlations were 
decidedly not stronger than those produced with matching variables across the survey 
waves. Given the expectation that stronger effects would be found within survey 
waves, the road safety variables, including the DBQ, did not exhibit indications of 
being susceptible to CMV effects as measured in this study. This is a different result 
to that produced in the pilot study, which found that the relationship between the 
DBQ factors (aggressive violations, errors and highway code violations) and crashes 
in the past 3 years was 41.47% stronger than the effects observed across the survey 
waves (Barraclough et al., 2014).  
The findings in the current study should also be considered in light of the fact 
that potential changes in driving patterns on the part of participants (i.e. driving 
behaviours as measured by the DBQ) occurring between the survey waves should 
increase the likelihood of stronger correlations being found within the survey wave. 
This phenomenon was not reflected in the study findings. An absence of particular 
CMV effects in relation to the DBQ has been found in other research. In a repeated 
measures study involving undergraduates, Sullman and Taylor (2010) noted that 
responses to the DBQ completed in a public place did not differ from responses 
provided two months later in a more private setting. However, the authors noted that 
participants had significantly higher impression management and self-deception 
scores in the public setting than in the public setting.  
While linkages between the DBQ and social desirability were observed in 
Study 2 (Chapter 5) and have also been found in previous research (af Wåhlberg, 
2010a; Barraclough et al., 2014; Harrison, 2010), this may reflect the degree to 
which analysis is capturing a trait shared between the DBQ and SD measures. 
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However this relationship may not be present in such a form as to contribute to 
method bias or CMV effects. 
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Chapter 7: Discussion and Conclusions  
7.1 INTRODUCTORY COMMENTS 
Chapter 7 contains a full discussion, interpretation and evaluation of the results 
with reference to the literature. The discussion of study findings is presented in 
reference to the study aims and research questions. An acknowledgement of study 
limitations is provided and observations in regard to future research are presented. 
This chapter also notes limitations related to the current research and includes 
suggestions for future research. 
7.2 REVIEW OF FINDINGS 
7.2.1 Aims of the study 
The aims of the current study are: 
Aim 1 - Examine the existence of CMV effects. 
Aim 2 - Explore the level of influence that CMV effects have on effects on 
self-report data. 
Aim 3 – Identify research methods to control for the influence of CMV effects 
on self-report data. 
7.2.2 Examine the existence of CMV effects [AIM 1] 
RQ a. Can CMV effects be identified and through what methodological 
designs (e.g., cross–sectional and longitudinal)? 
Study 1, the meta-analysis, identified consistent effects associated with CMV, 
in that comparisons of associations drawing on self-report and archival data showed 
stronger effects present in the self-report data. These differences were found to be 
statistically significant. While future research may be able to better tease out some of 
the nuances and differences in relation to these two data types, that CMV effects 
exist as reported in this study is quite plausible. That is, CMV effects produce a 
slight increase in the strength of associations that are drawn from single source self-
report data.  Interestingly, this finding is consistent with other meta-analyses in 
which self-report data produced stronger effects than archival (Wagner & Gooding, 
1987; af Wåhlberg, Barraclough, & Freeman, 2015; Williams, Cote, & Buckley, 
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1989). The difference in results drawn from different data types is also reflected in 
another road safety related meta-analysis (Clarke & Robertson, 2005). Although 
data-type was not tested as a moderator in that study, comparisons were made 
between crashes in the general population with those of professional drivers and 
statistically significant differences found between the two groups. As two thirds 
(67%)  of the data for the former group drew upon self-report data while 83% of the 
occupational drivers used archival data, it is possible that CMV effects related to data 
type itself were also reflected in the overall findings. In line with previous research, a 
meta-analysis is a plausible method by which to detect evidence of CMV effects. 
In relation to the cross-sectional analyses (Study 2 and Study3) social 
desirability was found to have an association with the DBQ sub-factor violations and 
the DBQ sub factor representing aggressive and speeding behaviours. Both produced 
statistically significant correlations of -.27, indicating that study participants who 
displayed a high propensity to present themselves in the best possible light also 
reported lower rates of aberrant driving behaviours. Conversely, those who 
reportedly are the least likely to be concerned by how their behaviour is perceived by 
others, reported higher levels of aberrant driving behaviour, as assessed by the DBQ 
sub scales. This finding is in line with previous research (Barraclough et al., 2014; af 
Wåhlberg, 2010a). It must be noted that in the current study, controlling for social 
desirability did not alter the predicative capacity of any of the road safety variables 
or scales in terms of predicating crashes or traffic offences. While this finding is 
consistent with previous studies (Barraclough et al., 2014; Conner & Lai 2005; 
Harrison, 2010) it must also be noted that other studies have found that controlling 
for social desirability did alter the subsequent correlations produced (af Wåhlberg, 
2010a; af Wåhlberg & Melin, 2012). The cross-sectional analyses also revealed 
differences in responses to the Sensation Seeking scale in terms of the use of Likert 
or dichotomous scale formats. This finding, in addition to the mixed results relating 
to the SD scale, indicates that a cross-sectional methodology can be employed to test 
for CMV effects.  
The repeated measures study (Study 3) compared results drawn from a single 
source with effects created across two sources of self-report data. The study revealed 
that effects from a single source were stronger than effects drawing upon identical 
items form a different source, this difference being 3.5%. While this difference could 
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reasonably be considered to be very small, certainly much smaller than the difference 
observed in the pilot study (Barraclough et al., 2014), it could also be said that, like 
the results of the meta-analysis, this finding is again evidence of small but consistent 
CMV effects although unlike the results in Study 1, the difference observed in the 
repeated measures study was not statistically significant. However a number of 
qualifiers must be noted at this point. The smaller difference in unstable CMV effects 
(3.5%) could well be attributed to the shorter time period between surveys (less than 
one month compared to at least two months for Study 2) and also the inclusion of 
additional scales that were selected, in part, for their stable traits. With this in mind, 
and given that CMV effects have been hypothesised to be quite small in many 
circumstances (af Wåhlberg, 2009) the 3.5% figure can be viewed as possibly 
representing a valid quantification of CMV effects in the current context.  
In the current study, the effects involving the DBQ were stronger across the 
survey waves, which was contrary to expectations. It is a result that also differs from 
the pilot study, which noted that the DBQ results were much stronger within survey 
waves. Many aspects of the DBQ has been questioned by road safety researchers 
(Mattsson, 2014; af Wåhlberg, Barraclough & Freeman, 2015; af Wåhlberg, Dorn & 
Freeman, 2012) and while some evidence for CMV effects were observed in this 
series of studies, it must be noted that the pilot study and the subsequent repeated 
measures study produced slightly different results in terms of unstable CMV effects. 
In the current research testing for differences in the responses using Likert scale and 
dichotomous scale formats was conducted in the cross-sectional study using different 
sub-samples. However conducting this analysis across two survey waves would also 
allow researchers to assess responses at an individual level if a different scale format 
was used in each survey wave. 
RQ b. Does utilising other data sources illuminate the existence of CMV 
effects (e.g., comparing official traffic history and self-report data)?   
The meta-analysis (Study 1) revealed small but consistent differences between 
effects drawn from the two data types. This finding was realised after controlling for 
all possible confounding factors that were available within the data set. This included 
consideration of differences between countries in regard to crash rates and levels of 
law enforcement. The cross-sectional study (Study 2), comparing effects involving 
official records of traffic history and those produced using self-report data, did not in 
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this instance indicate distortions of the data consistent with CMV effects. More 
specifically, there was no marked change in the correlations produced between 
survey items in relation to the two data types.  
In both the meta-analysis and the cross-sectional study the means for archival 
traffic offences were higher than those drawn from self-report data. The discrepancy 
between the annual means of self-reported and archival traffic offences, noted in 
Study 2, no doubt reflects memory issues to some degree and is not unexpected 
although this discrepancy does not consistently appear in research findings. However 
if one data type is able to capture more events, such as crashes, then this can be 
reflected in the strength of the subsequent effects produced. For example, as 
highlighted in Study 1, self-reported crash means tend to be higher as this data type 
tends to capture a wider range of crashes than archival records do. One finding from 
the self-report data clearly demonstrates this. Effect sizes were shown to be stronger 
the higher the crash mean of a study. This was particularly the case with self-report 
studies. Conversely, the slightly stronger effects observed in the cross-sectional study 
generally appeared in relation to the archival data. Again the higher mean of archival 
traffic offences may contribute to the strength of effects related to the archival 
variables.  
The value of including a comparison with independent data within an analysis 
is widely acknowledged however is this is too often not possible or practical. Given 
this researchers should always give serious consideration to the nature and potential 
biases present in the data that they use, and account for confounding factors 
whenever possible. 
7.2.3 Exploring the level of influence that CMV effects have on effects on self-
report data, [AIM 2] 
RQ c. To what extent does social desirability responding influence the 
prediction of self-report crashes and traffic offences? 
In the cross-sectional study (Study 2), no meaningful or statistically significant 
relationships between the SD scale and measures of crashes and traffic offences were 
observed. This was the case for both the self-report and archival crash and offence 
history variables. Consistent with af Wåhlberg, Dorn and Kline (2010), the SD scale 
was positively correlated with self-reported traffic offences but negatively correlated 
with archival records of the same variables (r = .01 and r =  .02, verses r = -.04 and r 
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= -.01 respectively). However, as these correlations are all very weak, this finding 
may be a pointer to wider CMV issues rather than the strength of association 
between these measures in this instance.  
Controlling for SD scores did not alter the observed relationship between the 
survey scales (particularly the DBQ) and the different measures of crashes and 
offences.  This finding is consistent with previous studies (Barraclough et al., 2014; 
Conner & Lai 2005; Harrison, 2010) but not others (af Wåhlberg, 2010a; af 
Wåhlberg and Melin, 2012). It is possible that cultural difference may in part explain 
these mixed results, for example British studies tend to produce larger effects in 
relation to the DBQ than those from Australian studies (af Wåhlberg, Barraclough & 
Freeman, 2015).  
It is possible that the current study sample are not overly concerned about the 
degree to which they reported crashes and traffic offences, with a comparison of 
official recordings of the latter confirming the accuracy of the self-reported data in 
this instance. If this is indeed the case, social desirability may not be a major 
concern, at least amongst similar study samples. It is also possible that an alternate 
SD scale may produce different results but naturally such a proposition is speculative 
at this stage. In the current study it is not possible to state that social desirability 
responding leads to Type I or Type II errors in the prediction of self-reported crashes 
to any great extent. 
RQ d. To what extent is social desirability responding stable? 
In the current research, the SD scale measured the impression management 
component of the social desirability spectrum. Impression management is the 
intention on the part of respondents to provide answers tailored to be more 
favourably perceived by others. No statistical difference was found between the two 
mean scores of the SD scales in the repeated measures study (Study 3).  This finding 
is consistent with the pilot study (Barraclough et al., 2014).  While Sullman and 
Taylor (2010) noted changes to responses relating to impression management scores 
across survey waves, these changes were understood to reflect the different locations 
in which the two survey waves were completed. With this in mind, the current 
research provides evidence that responses to social desirability measures, such as the 
SD scale, are relatively stable over a short period of time. 
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In regards to gender, no statistically significant differences between men and 
women were found although in both this study and the pilot study (Barraclough et 
al., 2014), although women regularly recorded slightly higher SD scores than men. 
However, consistent with Barraclough et al. (2014), age does appear to be a factor, 
with older drivers again slightly more likely to display a greater concern for how 
they present socially than younger drivers. Previous studies have also shown that 
women record higher scores on the Marlow-Crowne social desirability scale than 
men (Bernardi  & Guptill, 2008; Hebert et al., 1997). 
The findings in relation to socially desirable responding can also be considered 
in light of the study by Van Hemert, Van de Vijver, Poortinga, and Georgas (2002), 
in which international differences in responses to personality scales were assessed. 
Australia was found to have the fourth lowest rating for responses to the lie scale 
among the 36 countries examined, suggesting that the effects of socially desirable 
responding may not be as pronounced in Australia as elsewhere. In this study 
affluence (i.e. the relative wealth of a country) was associated with less social 
desirability. It must also be noted that the Australian sample for this study could be 
considered rather small (n = 1,452) to draw definite conclusions, although 
Australians were also found to have lower SD scores than subjects from Finland in a 
study by Lajunen et al. (1997). It must be noted that these two studies used a 
different measure to the one in this paper, these being the Eysenck Personality 
Questionnaire Lie scale and the BIDR respectively. Harrison (2010) did not report 
means for his Victorian sample who completed a ten-item subset of the Marlowe-
Crowne Social Desirability Scale. As noted in section 5.5.3 the overall mean score 
for the SD scale in this study (measured on a five point scale), was 3.69 (SD = .66) 
(k= 379). This figure is very similar to that obtained by Barraclough et al., (2014) in 
which a sample of 214 produced a mean SD score of 3.76 (SD = .68). Both samples 
also showed similar characteristics in terms of gender with women reporting slightly 
higher means than men.  
RQ e. To what degree are different scale formats susceptible to CMV effects? 
One form of method bias explored in this study was the extent to which 
different scale formats are susceptible to CMV effects. In this study the correlations 
produced using the dichotomous version of the Sensation Seeking scale were 
noticeably stronger than those using a Likert version of the same scale. This 
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difference was observed despite the presence of similar scale formats and anchors 
which make it easier for respondents to complete surveys using cognitive processing 
to a lesser extent (Podsakoff et al., 2003). It has been argued that this use of 
standardized formats increases the possibility that some of the covariation observed 
may be due to consistency in the scale properties rather than the actual content of the 
items being assessed (Podsakoff et al., 2003). In addition, statistically significant 
associations were found in relation to six of the eleven correlations with the 
dichotomous scale when only one was observed in relation to the Likert scale, 
although the smaller sample size for the latter analysis may have been a factor. This 
is not to say that risk-taking behaviour is not associated with subsequent negative 
health outcomes (for a review see Turner, McClure & Pirozzo, 2004), but that using 
a forced choice format may exaggerate certain traits of respondents and in turn 
increase the likelihood of Type I errors. Researchers using dichotomous or forced 
choice scales should consider this possibility when assessing results of a study. 
RQ f. To what degree are different constructs (i.e. unrelated behaviours) 
susceptible to CMV effects?  
In terms of CMV effects as observed between unrelated items, responses to the 
environmental behaviour scale and even the social desirability scale, could capture 
some sort of pro-social trait, and accordingly may be expected to produce a negative 
correlation with the DBQ violations scale. A similar effect could explain the 
association observed between the mindfulness scale and all the crash and traffic 
offence variables and DBQ factors, whereby lower scores on the MAAS were 
associated with aberrant driving and a greater likelihood of reporting a crash or 
incurring fine. However, the association observed between computer usage and the 
DBQ scales is rather surprising, given that these two scales measure unrelated 
constructs. Controlling for age did not greatly alter these findings. While it could be 
argued that the unexpected relationship between computer usage and the DBQ could 
be evidence of CMV effects, in line with the proposition put forward by Podsakoff et 
al., (2003), it must be noted that other “unrelated” scales included in this study did 
not produce such effects. It is possible that the computer usage scale is more 
susceptible to CMV effects than the other behavioural scales in this study, but in this 
instance, it is not possible to conclusively interpret this result. 
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RQ g. Are road safety items, particularly items measuring driving 
behaviours, more vulnerable to CMV effects than items unrelated to 
road safety? 
Social desirability, as measured by the SD scale employed in this study, was 
found to be moderately correlated with the DBQ subscales but not with self-reported 
crashes and offences. One explanation for this difference could be the suggestion that 
some constructs may be more prone to CMV effects than others and that 
demographic variables are less susceptible to CMV effects (Crampton & Wagner, 
1994; Spector, 2006). If this is the case, an argument could be made to consider self-
reported crash and offence history as similar in character to other demographic data 
and to some extent different to general behaviour scales. As discussed in Chapter 2, 
many survey participants misjudge or over-rate their behaviours and this is also true 
when assessing their own driving behaviours and ability. It is also possible that 
survey participants were cognisant of the fact that they were completing a survey 
from the Centre for Accident Research & Road Safety - Qld (CARRS-Q) and that 
this in turn influenced responses to questions relating to driving behaviours and 
driving histories.  
Finally, the repeated measures study (Study 3) did not detect unstable CMV 
effects for the DBQ sub scales i.e. effects were not stronger despite being drawn 
from a single self-report source. A different result was obtained from the pilot study. 
For example in that study the relationship between the DBQ factors and self-reported 
crashes in the past 3 years was 41.47% greater than effects measured across waves. 
In reference to the research question as to whether road safety items, particularly 
items measuring driving behaviours, are more prone to CMV effects than items 
unrelated to road safety, the present research offers no conclusive proof but there is a 
suggestion that this is the case. 
RQ h. To what extent are unstable CMV effects present in self-report data? 
It has been argued that if unstable CMV effects are present, the correlations 
observed within each wave will be stronger than the corresponding correlations 
occurring between two survey waves (af Wåhlberg, 2009). In the current study, the 
correlations within survey waves were found to be 3.5% stronger than those found 
between the waves with this difference not statistically significant. There was also 
little difference between the within and across-wave correlations in terms of the 
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likelihood of achieving statistical significance. It could be argued that the small 
difference is consistent with the expectation that CMV effects will often be small, 
possibly very small. 
In road safety research, associations with the crash variable are often weak but 
still of interest to researchers. Any inflation of such results, even if by a small 
amount, can distort findings. It is also possible that results can be affected by a 
combination of different CMV effects, small or otherwise. While the 3.5 % finding is 
consistent with CMV effects, it is difficult to state conclusively from these results 
alone that unstable CMV effects were definitely present or had a significant 
influence on the results. 
7.2.4 Identification of research methods to control for the influence of CMV 
effects on self-report data [AIM 3] 
RQ i. Does the location of scales within a survey influence the strength of 
CMV effects?  
In the current study it was hypothesised that stronger correlations would be 
produced when scales were located closer to each other and that this would be 
indicative of CMV effects. While some minor differences were observed, generally 
this expectation was not met. Only the correlation between the obtained DBQ Errors 
factor and the Social Support scale increased noticeably when repositioned closer to 
each other, changing from r = .09 ns, to r = -.24 p = .01. Correlations involving two 
of the DBQ factors (Violations and Speed/Aggression) and the SD scale increased in 
strength when their order in the survey was reversed. However, these changes were 
exceptions and not typical of the overall results. In the current study proximity and 
ordering effects generally did not produce changes that could be associated with 
CMV effects. The nature of the scales selected for this study (i.e. measuring 
behaviours that are held to be constant over the time period in question) may in part 
explain the lack of variation in the findings and accordingly less robust scales (i.e. 
scales with which are less reliable or stable over time) may be more susceptible to 
proximity effects.  
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RQ j. Should social desirability responding tendencies be assessed (and 
controlled for) when conducting quantitative self-report analysis in 
road safety data?  
 As noted in section 2.10, there is evidence that positive responses to questions 
about individual behaviour are often accurate. With these findings in mind, it does 
appear that the legal status of a behaviour can play a role in the responses that survey 
participants choose to give. The SD scale did not correlate with crashes. Nor did the 
SD scale correlate with traffic offences. Unlike proscribed driving behaviours, it is 
not illegal just to be involved in a crash per se. In the current study it appears that the 
legality of a behaviour played little role in participant responses.  
As already highlighted in this discussion, controlling for the SD scale did not 
alter the observed associations between variables in any meaningful way. Both 
McGuire (1969 cited in Nederhof, 1985) and Paulhus (1991) cautioned against the 
rejection of data that is associated with high SD scores, as removing high scorers can 
reduce the representativeness of the sample, particularly when determining what 
represents contaminated data can be rather arbitrary. As mentioned previously 
observed relationships between SD measures may be indicative of a shared trait 
rather than evidence of deceptive answers. Lanning (1989) suggested that invalid 
responding tends to be an infrequent event. The impact of CMV, as measured by lie 
scales has been mixed, with most studies finding little or no change after controlling 
for the presence of SD (Armitage & Conner, 1999; Conner & Lai 2005, Harrison 
2010; Morman & Podsakoff, 1992; Spector, 2006). While in both the pilot study and 
the Study 2, controlling for the SD scale did not alter the original results, previous 
studies have produced significant changes to results after partialling out SD effects 
(af Wåhlberg, 2010; af Wåhlberg & Melin, 2012). These mixed findings suggest that 
including a short version of the SD scale is worthwhile. Inclusion of the SD scale 
does not take up much space in a questionnaire (in this instance a five item scale was 
used) and would allow more information relevant to this topic to be gathered. 
Attitudes relating to their driving history and driving behaviours may differ from 
sample to sample and possibly from country to country. 
It is also important to bear in mind the possible low validity of the SD scale. 
Despite the many findings in the wider literature in relation to the SD scale, it is still 
not clear to what extent this scale captures a tendency to create a false but 
presumably favourable impression (deliberate or otherwise). If responses to the SD 
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scale actually capture genuine positive social traits and are not in fact real “lie 
scales” then this might partially explain findings form this study and from others. It 
would certainly account for the insignificant differences produced when controlling 
for the SD scale and the road safety variables. 
7.3 STUDY LIMITATIONS 
In relation to Study 2 and Study 3, a number of limitations should be borne in 
mind when interpreting the results.  Firstly, it is possible that sample bias may be 
present within the sample population due to non-random sampling. While the sample 
represented a range of driver types, in regard to age, years licensed and weekly 
kilometres driven, the representativeness of the sample may not be easily transferable 
to other populations, such as professional drivers and individuals driving in rural 
areas. The sample may also reflect the survey distribution, which was primarily 
disseminated electronically. Thus, caution should be applied when generalising the 
findings to the wider population. A larger sample might have contributed to the 
robustness of some findings. Also, using a convenience sample to examine the 
influence of SD may be compromised by the fact that people who are willing to 
participate in a study, may actually report higher SD scores than those who decline to 
participate. However there is no scientific evidence to confirm this issue and it 
warrants further investigation. Finally, it is of course difficult to ascertain the impact 
of error variance (i.e., random effects) in the current research. It is not possible to 
control for all possible confounding factors, because some of them cannot be known, 
and it may be difficult to control for all of those that are understood may be present 
7.4 FUTURE RESEARCH 
Replication of the meta-analysis would be enhanced by the inclusion of more 
archival data, particularly from Europe (from which no archival records could be 
obtained). No published correlations drawn from archival records in Europe could be 
located and such data would provide a valuable counterpoint to findings from 
elsewhere. It seems unlikely that such data could not become available at some stage. 
Particularly if other researchers with better contacts or access to European data sets 
are interested in pursuing this line of research. In addition, locating more suitable 
studies would allow researchers to be more discerning in the inclusion process. For 
example different types of crashes (fatal, major and less severe) and traffic offences 
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(all offences, just speeding etc…) were incorporated into the study, subject to the 
outlier identification process. While the author is confident that the methodology and 
analysis in the current meta-analysis is robust and appropriate, it is possible that a 
narrower definition for inclusion in the study may highlight different aspects of the 
search for CMV effects.  
In regard to the cross-sectional studies, in many instances the comparison 
groups were distinct samples. This was primarily due to the priority given to study 
design geared to assess the measurement of effects across the survey waves, in which 
participants answered two identical surveys. 
An alternative approach would involve participants completing an initial 
survey and then one that had been altered. For example, a study with a dichotomous 
version of the Sensation Seeking scale in wave one and a then complete a version 
containing a Likert version of the same scale in wave two. Such studies could revisit 
many of these analyses (proximity effects, alternate scale formats etc…) and would 
address the issue of observed differences possibly being due to differences in the 
comparison samples.  
Separate to the issue of CMV, one interesting finding from a road safety 
perspective is that the measurement of exposure to the road was the only item to 
achieve statistically significant relationships with all of the road variables, be they 
related to driving history or driving behaviour. This finding highlights the value in 
collecting information relating to exposure to traffic risk. This can, in turn, facilitate 
a direct analysis of this element or allow researchers to interpret other findings in 
reference to this important component of road safety.  
7.5 CONCLUSIONS 
The measurement of CMV effects is not a straight forward undertaking and this 
may explain why the existing body of research is relatively small. The current 
research has endeavoured to measure CMV effects in a variety of ways. The meta-
analysis in Study 1 showed that statistically significant differences between effects 
drawn from self-report and effects drawn from archival data are present in relation to 
measurements of the association between crashes and traffic offences. In this 
instance self-reported data produced stronger effects. This finding can be taken as 
indicating that effects from self-reported data drawn from a single source can 
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produce stronger effects or at the very least, that such data will produce different 
effects due to differences in crash type generally captured by self-reported and 
archival records of crashes. With this in mind, researchers should, whenever 
possible, consider the nature or characteristics of the data they are collecting as well 
as being mindful of any CMV effects that may occur.  
Social desirability, assessed in the form of a shortened version of the Marlow-
Crowne scale (referred to in this document as the SD scale), was found to be 
significantly associated with the DBQ sub-factors but not crashes or traffic offences. 
While differences in the direction of correlations between the SD scale and self-
reported and archival traffic offences were observed, the difference between the 
actual correlations were minor, suggesting that no real differences in the association 
between the SD scale and the different data types was evident within the current 
study sample. Controlling for the SD scale did not greatly alter the observed effects. 
These findings suggest that including a scale measuring social desirability is not 
essential in a road safety context. However given the mixed findings to date in regard 
to the SD scale and given that such scales tend not to take up much room within a 
questionnaire, the inclusion of such scales is still advisable. Inclusion of an 
alternative SD scale to the one employed in this study should also be considered.  
The cross-sectional study also showed little difference in effects in relation to 
self-reported and archival records of traffic offences. This would indicate that self-
reported responses in relation to traffic history, or at least in relation to traffic offence 
history, are reasonably reliable. 
While this finding is welcome, given the difficulties in obtaining official 
records, it is not certain whether a similar analysis involving archival crashes would 
produce a similar result. It is also possible that the method used to record self-
reported traffic offences, whereby respondents were asked to record events in bins 
for each year in question, enhanced memory recall in relation to this variable. Given 
the particularly good matches between the self-reported and archival records of 
traffic offences in the most recent three year period (albeit recorded in individual 
years), researchers may wish to include such a method when seeking to capture self-
reported crash and traffic offence history.  
An alternative or even complimentary explanation of the similarity in effects 
relating to self-reported and archival records of traffic offences should also be 
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mentioned.  Crampton and Wagner (1994) contended that demographic variables 
may be less susceptible to CMV effects. If one is to treat traffic offence history as 
being closer to a demographic variable than an item measuring a more general 
behaviour (such as questions related to speeding on a freeway and so on) then it is 
possible that for many survey participants social desirability issues may not apply to 
such questions. It is possible that responses to these particular items reflect a 
personality dimension although that is beyond the scope of this study. This does not 
exclude the possibility, indeed the likelihood that these important road safety 
variables may be affected by issues of faulty memory recall, but that is a slightly 
separate issue to that of CMV. 
In this research, the separation of items within a survey does not appear to 
greatly influence the responses provided by survey participants, although different 
results may occur if different scales, possibly less reliable scales are used. While this 
last statement may appear rather obvious, it is worth bearing in mind that not all 
studies confine themselves to the use of validated scales. The noticeably weaker 
effects produced by substituting a Likert version of the Sensation Seeking Scale for 
the usual dichotomous version suggests that choice of scale format can affect  results. 
Differences were also found in relation to results from the online and paper versions 
of the survey, although it is possible that differences between the comparison groups 
may partially explain this finding. 
The issue of sampling bias is often overlooked in survey research. The use of 
convenience samples, along with an increasing reliance on survey methods,  can act 
to exclude participation by many elements of the population. One example of this is 
the increasing use of on-line surveys when computer usage or internet access levels 
differ throughout the community. The current study did examine this issue and found 
evidence of potential bias. Reliance on blunt comparisons with census data to 
validate claims as to how representative and therefore unbiased a sample may be 
introduces concerns in regards to an optimism bias on the part of some researchers 
(Harrison, 2010). When obtaining a truly representative sample is difficult or 
impractical, researchers should be encouraged to consider all possible implications 
associated with this method bias when interpreting their results.  
The findings from this PhD study are a reminder that road safety researchers, 
indeed all researchers, should consider the extent to which method bias may be 
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present. The temptation to only employ methods that, in turn, are more likely to 
produce results that are convenient but not entirely accurate, should be resisted. 
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*Empirica 
ABSTRACT 
Common method variance (CMV) has received little attention within the field of road safety 
research despite a heavy reliance on self-report data. Two surveys were completed by 214 
motorists over a two-month period, allowing associations between social desirability and key road 
safety variables and relationships between scales across the two survey waves to be examined. 
Social desirability was found to have a strong negative correlation with the Driver Behaviour 
Questionnaire (DBQ) sub-scales as well as age, but not with crashes and offences. Drivers who 
scored higher on the social desirability scale were also less likely to report aberrant driving 
behaviours as measured by the DBQ. Controlling for social desirability did not substantially alter 
the predictive relationship between the DBQ and the crash and offences variables.  The strength 
of the correlations within and between the two waves were also compared with the results 
strongly suggesting that effects associated with CMV were present. Identification of CMV would 
be enhanced by the replication of this study with a larger sample size and comparing self-report 
data with official sources.   
 
Keywords: Social Desirability, Common Method Variance, Self-Report, Road Safety 
INTRODUCTION 
Research on driver behaviours and attitudes is generally conducted through the use of self-report surveys 
and interviews. Despite this, little attention has been given to the potential confounding effects of 
common method variance (CMV) which is understood to be present when survey participants provide 
systematic responses to a range of questionnaire items on a basis that is different to the actual effect that 
the survey items are intended to measure (Paulhus, 1991).  
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CMV can occur when both the predictors and the predicted variables are gathered and analysed in the 
same manner from the same source, as is often the case in studies which utilise self-report data 
(Podsakoff, MacKenzie, Lee & Podsakoff, 2003). Response bias introduced by CMV effects can distort 
findings by artificially strengthening or weakening the observed relationships between items of interest 
(Reio, 2010). Method effects produced by using a common source or rater include: Social desirability, 
Leniency biases, Acquiescence biases (yea-saying and nay-saying), Mood states and Consistency motif 
(e.g., reflecting a desire on the part of study participants to appear consistent and rational in their 
responses). In addition, Measurement and Item context effects with the potential to distort findings 
include: Item ambiguity, Common scale formats and issues arising when the predictor and criterion 
variables are measured at the same point in time or using the same medium (see Podsakoff et al., 2003). 
Addressing the potential effects of this distortion on study findings remains problematic for researchers.  
 
The best known form of the common method variance is social desirability (SD), which is associated with 
an attempt on the part of the respondent to make a favourable impression (Paulhus, 1991). Social 
desirability has also come to be understood as consisting of two components. One element, impression 
management, is the desire on the part of respondents to provide distorted answers to be more favourably 
perceived by others while the second, self-deception, involves unconsciously produced erroneous 
responses serving to enhance an individual’s self-image (Ashley and Holtgraves, 2003, Paulhus, 1984; 
Sackeim and Gur, 1978). Impression management is considered likely to occur in those situations in 
which an individual feels that their responses to survey questions may be used to assess their own abilities 
or behaviours (such as in job interviews or remedial programs for traffic offenders). However some 
researchers believe SD is better understood as a substantive personality trait rather than a reflection of the 
environment in which the study was conducted (Kurtz, Tarquini, and Iobst, 2008; McCrae, 1986; McCrae 
and Costa, 1983; Uziel, 2010).  For example, Uziel (2010) argues that impression management scales are 
unsatisfactory as measures of response style, and instead should be considered in terms of the degree to 
which these scales capture: a defensiveness trait, indicating a vulnerable self-esteem or; an association 
with personal well-being and interpersonal adjustment. Uziel’s analysis of studies examining social 
behaviour, health, affect and wellbeing, and job performance lead to a finding that impression 
management scales tend to provide a measure of an adjustment approach. 
 
Given that driving and traffic safety has a social value in most cultures, the likely presence of CMV, and 
social desirability in particular, represents an ongoing concern. Within traffic psychology, items to detect 
social desirability are rarely present. It has been argued that measurements of social desirability should be 
included in traffic studies that utilise self-report data, particularly self-reported crashes (af Wåhlberg, 
Dorn and Kline, 2010).   
 
Lie Scales and usage in road safety 
Social desirability is usually measured by way of lie scales, the most widely used being the Marlowe-
Crowne (MC) social desirability scale (Crowne and Marlowe, 1960). Such scales require respondents to 
answer questions with a definitive moral element, posited in a rather extreme manner. Individuals whose 
responses indicate exaggerated levels of compliance with what are held to be unreasonably high moral 
standards are deemed to have responded in a socially desirable manner. In this sense SD scales can be 
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regarded as measuring stable CMV effects, i.e. responses that reflect consistent personality traits of 
individuals.   
 
Some preliminary research has been conducted into social desirable responding and traffic safety.  For 
example, the Driver Social Desirability Scale (Lajunen, Corry, Summala and Hartley, 1997) was designed 
to measure social desirability within a road safety setting. It has been found at times to be positively 
correlated with recorded accidents while negative correlations have been observed in relation to self-
reported crashes (af Wåhlberg, Dorn, and Kline, 2010). This is in line with previous research in which 
linkages between standard lie scales and self-reported crashes were observed but no associations were 
found when measured against independently recorded traffic data (Donovan, Queisser, Salzberg and 
Umlauf, 1985; Jamison and McGlothlin, 1973; Smith, 1976; Williams, Henderson and Mills, 1974). 
However it must be noted that the correlations were very low, suggesting that there is no meaningful 
association between lie scale responding and recorded accidents. 
 
Harrison (2010) surveyed recently licensed drivers from Victoria and found small but statistically 
significant correlations between a subset of the Marlow-Crowne Social Desirability scale and a range of 
items including self-perception of driving ability, driving at high speeds; the incidence of risky driving 
behaviours including speeding and mobile phone use; crash involvement; and the Manchester Driver 
Behaviour Questionnaire (DBQ) such as the Violations and Lapses Scale (Reason, Manstead, Stradling, 
Baxter & Campbell, 1990). The results suggest that some respondents are at times motivated to provide 
an overly positive impression of their behaviour and attitudes in regards to road safety.  
In his recent study of young drivers in the UK, af Wåhlberg (2010) also used a repeated measures 
approach in which participants in one wave were hypothesised to be inclined to provide positive 
responses. The study found substantial correlations between the Driver Impression Management scale and 
a range of behaviour scales including the Driving Anger Scale and the DBQ violation scale. Consistent 
with previous research social desirability was found to be associated with self-reported traffic offences.  
 
Unstable CMV effects 
Given that one manifestation of method bias has been proposed to occur when data is drawn exclusively 
from a single source, the current study also plans to test unstable CMV effects.  It has been suggested that 
this can be achieved by comparing differences in the strength of the correlations reported in and across 
the two survey waves, relative to the location of the items being examined. It has been argued (af 
Wåhlberg, 2009) that if CMV effects are present, the correlations observed within each wave will be 
stronger than the corresponding correlations occurring between two survey waves. The DBQ subscales 
are also of particular interest in this regard, given that the use of combining scales to form a battery also 
produces a more robust effect than that obtained using individual items, allowing researchers to more 
accurately assess possible effect sizes and measure traits not apparent when correlations between 
individual items are used (Rushton Brainerd and Pressley, 1983). 
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STUDY AIMS 
The current study has three primary aims: (a) to measure the relationship between SD and self-reported 
driving history as measured by the DBQ, crash and fine history (b) to determine whether the presence of 
SD is consistent across time and (c) the extent to which unstable effects associated with CMV may be 
present.   
METHOD  
Participants and Procedure 
A total of 249 general Queensland motorists responded to an e-mail promotion of the study. Data was 
collected over a six-month period (Sept 2011 to Feb 2012) with participants having a choice of 
completing an online or paper-based version of the questionnaire. No between-group differences were 
found in responses between the different data collection methods. After completing the initial 
questionnaire (Time 1) participants were sent the same questionnaire two months later (Time 2). 
Participants received payment in the form of a gift voucher valued at $10 on following the receipt of each 
survey.  
 
 
Materials  
Marlow-Crowne Scale: Social desirability was measured using a five item subset of the Marlow-Crowne 
scale, recorded on a five point Likert scale. Four items of the scale employed in this study are also found 
in the Balanced Inventory of Desirable Responding (BIDR) impression management scale with one item 
from the BIDR self-deceptive enhancement scale (Paulhus and Reid, 1989). Although the use of lie scales 
is generally conducted using dichotomous variables, the BIDR has also been found to be responsive when 
using continuous scoring mechanisms (Stöber, Dette and Musch, 2002). Responses to the lie scale were 
recorded so that a high score was indicative of a greater degree of social desirability.  
 
Driver Behaviour Question (DBQ): The 20-item version of the DBQ was utilised to measure different 
types of driving behaviours within the driving population. The version also included minor re-wording of 
some items to make it more representative of Australian driving conditions (see Freeman, Barraclough, 
Davey, af Wåhlberg and Watson, 2013). 
 
Anchor items: Five anchor items not associated with aberrant driving behaviour (the items addressed 
issues of general car care) were also included in the survey. The use of anchor scales (or marker 
variables) involves considering the observed relationships between items theoretically unrelated to the 
constructs of interest in reference to possible CMV effects (Podsakoff et al., 2003). It was hypothesised 
that correlations between unrelated items (e.g., DBQ and anchor items) would be evidence of CMV 
effects. 
 
Demographic information was also collected as well as crash and violation history. To ascertain 
respondent’s crash history, participants were asked the total number of crashes experienced within the last 
  
Appendices 177 
3 years and the total number of crashes experienced over their lifetime. A crash described as any incident 
involving a motor vehicle that resulted in damage to a vehicle, property or injury. Offence history 
measured the number of occasions participants had been fined or lost demerit points for traffic offences in 
the last 3 years, excluding parking offences.  
 
Characteristics of the sample 
A total of 249 general motorists responded to the initial survey and 214 completed a second survey two 
months later, producing a response rate for the completion of both surveys of 86%. The analysis for the 
current study examined data supplied only by respondents who completed both surveys. Of the 
participants who completed both surveys, 80 (37.4%) were male and 134 (62.6%) female. The average 
age of respondents was 37.3 years (range 18-65), and the average time licensed was reported as 18.9 years 
(range 1-48).  
 
The majority of participants reported experiencing a crash at some point in their lifetime (68%) and 
drivers within this group reported involvement in an average 2.61 crashes over this period (range 1-10). 
Over half of all drivers (52.9%) reported involvement in more than one crash in their lifetime. Under a 
third a third (29.4%) of respondents had a crash in the past three years with these drivers reporting 
involvement in an average of 1.37 crashes during this period with 7.1% of all respondents involved in 
more than one crash. The mean of crashes over the past three years for the entire sample was 0.44 (Std 
.771). In relation to traffic offences, one third (32.6%) of study participants had lost demerit points in the 
past three years, on an average of 1.73 occasions. The mean of offences over the past three years for the 
entire sample was 0.63 (Std 1.066).  
 
RESULTS 
Stability  
The results in relation to the Cronbach’s alpha reliability coefficients and mean scores for the DBQ are 
generally comparable with previous research in Australia and New Zealand, including the finding of 
speeding violations being the most frequent aberrant behaviour reported by the sample (for full analysis 
of first survey wave see Freeman et al., 2013). The stability of responses over time is shown in Table 1. 
Mean values, standard deviations, dependent t-tests and differences between waves (wave 1 std as 
denominator) are presented. Also shown are the number of items in each scale and the Cronbach alphas 
for the scales in each wave.  
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Table 1. Descriptive statistics for scales for Waves 1 and 2. (n=214) 
Scale Number 
of items 
in scale 
Wave 1 Wave 2 Effect 
  m/std  m/std  t difference 
DBQ 
Aggressive 
violations  
7 1.82/.69 .764 1.65/.66 . 808 5.75*** 0.17 
DBQ Error 10 1.53/.42 .692 1.47/.45 . 796 2.44* 0.06 
DBQ 
Highway 
violations 
3 2.35/.89 . 606 2.14/.78 . 433 4.30*** 0.20 
SD scale 5 3.81/.66 .686 3.79/.62 .691 .43 0.01 
Anchor 
items 
5 3.02/1.09 .670 2.98/1.03 .592 .75 0.04 
 p<.05, ** p<.01, *** p<.001     
 
Cronbach alpha scores tended to be higher at Time 2. The mean scores reveal that respondents tended to 
provide favourable assessments of their own behaviours and actions. The DBQ Highway Violations 
subscore had the biggest variation across the two waves. While the differences between means were 
minor they were in most instances found to be significant. It is interesting to note that no significant 
differences were found between the means of the lie scales or for that matter between the anchor items, 
between the two survey waves.  
Social desirability and socio-demographics 
Between groups analyses were undertaken to determine the relationship between SD and socio-
demographic characteristics. The mean social desirability score for men was 3.76 (SD = .68) and the 
mean for women was 3.81 (.59) with the difference within gender found to be statistically non-significant 
[ t (214) = -.663,  p < 1, ns]. Analysis of the relationship between age and social desirability scores 
showed a significant correlation of .166 (p = .015). This measurement indicates that older drivers display 
a greater concern for how they present socially than younger drivers (i.e. their responses are more likely 
to be influenced by social desirability).  
 
An ANOVA analysis was conducted to further explore the relationship between age, gender and social 
desirability, with respondents’ ages grouped as under 25 years, 26 to 29 years, 30 to 39 years, 40 to 54 
years, and drivers aged 55 or older.  Although the observed trend was consistent with the correlation 
findings, in that the means score for social desirability were progressively lower within each age 
grouping, these differences were not significant. It must be noted that the overall differences between men 
(M = 3.76, SD = .681) and women (M = 3.81, SD = .589) were slight, with the largest difference between 
means observed among drivers aged between 40 and 54: men (M = 3.72, SD = .728); women (M=4.00, 
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SD = .530). Women aged between 40 and 54 provided the highest mean scores for social desirability, 
suggesting that this cohort are more disposed than other groups to have a higher degree of concern for 
how they present socially, although again, these findings were not statistically significant. 
No significant correlations were observed in regard to exposure to the road (hours driven weekly and 
kilometres driven weekly) and responses to the social desirability items (results not shown). 
 
Anchor items 
Five items not associated with aberrant driving behaviour (the items addressed issues of general car care) 
were also included in the survey to examine the extent of the reported relationship between theoretically 
unrelated items. The mean of these items was calculated to create an anchor variable for the purpose of 
facilitating a comparison with variables understood to have greater predictive capacity.  
 
Firstly, the correlation between the anchor scales across T1 and T2 was strong (r = .662 p < .001). 
Secondly, men were found to have higher average mean scores for anchor items (M=3.23, SD = 1.131) 
than women (M = 2.840, SD = .940) with this difference statistically significant [ t (214) = 2.572,  p = 
.011], although this only indicates that they are more likely that women to engage in car care activities. 
The bivariate relationships between participants’ anchor scores and social desirability, age, crashes and 
offences history were examined. The correlations were generally not strong, ranging from .009 (age) to 
.218 (DBQ Aggressive Violations). The bivariate analysis showed small but statistically significant 
correlations of .146 between the anchor items and offences incurred in the past three years (p = .033) and 
.218 between these items and the DBQ Aggressive violations scale (p = .001). However a comparison of 
correlations related to the anchor items and correlations between other items (see Table 2) shows that 
effects associated with anchor items, including those found to be statistically significant, were generally 
lower than those between recognised road safety variables.  
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Table 2. Pearson correlations between the major driving variables for Time 1and Time 2 
  Across Waves 
Time 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1. Social Desire scale  -.131 -.092 -.026 -.398*** -.304*** -.293*** .693*** -.043 -.074 -.013 -.335*** -.273*** -.258*** 
2 Lifetime crashes -- .330*** .098 .052 .120 .078 -.102 .790*** .332*** .103 .075 .095 .051 
3. Crashes in past 3 years   -- .265*** .110 .122 .035 -.022 .202** .719*** .217** .055 .071 .012 
4. Offences in past 3 years    -- .215** .010 .178** -.079 .055 .145 .729*** .190** .042 .169* 
5. Aggressive violations     -- .461*** .495*** -.402*** -.31 .073 .315*** .791*** .389*** .540*** 
6. Errors      -- .354*** -.271*** -.66 .066 -.014 .437*** .685*** .287*** 
7. Highway code violations      -- -.243*** .101 .047 .273 .410*** .252*** .666*** 
Time 2       Time 2 
8. T2 Social Desire scale        -- -.051 -.023 -.132 -.423*** -.369*** -.350*** 
9. T2 Lifetime crashes        -- .399*** .168* .004 -.29 .024 
10. T2 Crashes in past 3 years         -- .281*** .001 .019 .076 
11. T2 Offences in past 3 years          -- .287*** .082 .321*** 
12.  T2 Aggressive violations            -- .575*** .613*** 
13. T2 Errors            -- .470*** 
14. T2 Highway code 
violations  
            -- 
*p < .05, ** p < .01, ***p < .001 
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Correlations 
 
The bivariate relationships between participants’ self-reported crashes, offences, DBQ 
factors and social desirability scores are presented in Table 2. The social desirability scales, 
at both Time 1 and at Time 2, were found to be negatively correlated with all three DBQ sub 
scales, both within each survey wave and across the two waves.3This bivariate relationship 
can be understood as showing those individuals with higher scores on the social desirability 
scale, i.e. individuals who displayed a high propensity to present themselves in the best 
possible light, were more likely to report lower rates of aberrant driving behaviours, such as 
speeding. Conversely, those who are the least likely to be concerned by how their behaviour 
is perceived by others, were more likely to report aberrant driving behaviour, as assessed by 
the three DBQ sub scales.  
 
 
Table 3: Correlations between self-reported crash involvement, offences and DBQ 
Scales, before and after controlling for social desirability factor scores at Time 2. 
 Lifetime crashes  Crashes in past 3 years  Offences in past 3 years 
 Correlation
s 
Partial 
correlations 
controlling 
for SD 
Correlation
s 
Partial 
correlations 
controlling 
for SD 
Correlation
s 
Partial 
correlations 
controlling 
for SD 
Lifetime 
crashes  
- - .40 *** .40*** .17* .16* 
Crashes in 
past 3 
years  
.40*** .40*** - - .26** .26** 
Offences 
in past 3 
years  
.17* .16* .26** .26** - - 
Aggressive 
violations  
.00 -.02 .01 .00 .30*** .29*** 
Errors  -.03 -.05 .05 .04 .07 .04 
Highway 
code 
violations  
.02 .01 
 
.12 .12 
 
.36*** .35*** 
*p < .05, ** p < .01, ***p < .001 
 
 
 
 
                                                 
 
3
 Similar results were observed when using dichotomised versions of the lie scale i.e. significant 
relationships were observed with DBQ subscales but not crashes or offences at both Time 1 and Time 
2 (results not shown). 
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Partial correlations 
 
The relationship between social desirability and key survey items was further examined by 
way of a partial correlation as shown in Table 3. The use of anchor scales (or marker 
variables) involves considering the observed relationships between items that are 
theoretically unrelated to the constructs of interest in reference to possible CMV effects. The 
use of partial correlations can provide a simple statistical control for this effect (Podsakoff et 
al., 2003).   
 
Very small but consistent differences between standard correlations and those obtained after 
controlling for social desirability effects were observed while significance remained 
unaffected in each instance.4  Similarly, controlling for the anchor scales in this manner 
produced negligible changes to the data (results not shown).  
 
Results of comparison of effects across survey waves 
 
The second aim of the study was to explore for the existence of unstable effects with the 
data.  The relationships between key road safety variables appearing in Table 2 were 
examined to determine the extent to which unstable effects associated with CMV were 
present. Correlations occurring within waves were squared and then combined, and average 
effects sizes were recorded after dividing by the number of effects.5 Conducting the analysis 
of effects sizes in larger groupings provided a measure by which to compare differences 
between the effects of interest.  
 
A comparison of individual correlations occurring within waves and between waves showed 
that generally the highest correlations were observed within waves. Of the 21 individual 
correlations observed at Time 1, only 4 were lower than the figure produced by comparing 
Time 1 items with items at Time 2. Similarly, of the 21 individual correlations observed at 
Time 2, 5 were lower than those produced by the equivalent correlation across survey times.  
After averaging the correlations, it was found that overall the correlations within Waves 
were 19.6% stronger than those found between the waves. This finding was also consistent 
for both surveys, with the effects within-wave 1 being 17.3% stronger than those detected 
across the waves and the effects within-wave 2 found to be 21.1% stronger than those 
between waves. 
 
A further analysis of individual items and crashes in the past three years produced some 
interesting results.  The relationship between the DBQ factors (aggressive violations, errors 
and highway code violations) and crashes in the past 3 years was found to be 41.47% greater 
than effect found across waves. However the difference in the relationships between the 
DBQ factors and offences in the last 3 years was not so pronounced. The within-waves effect 
between the DBQ factors and offence in past 3 years was 11.01% stronger than the effect 
found across waves.  
                                                 
 
4
 Similar results were found following examination of partial correlations of items at Time 1 (results 
not shown).  
5
 Similar effects were obtained after converting effects to z scores (results not shown) 
  
Appendices 183 
 
Anchor scales 
 
A final analysis was conducted comparing the relationship between key variables with the 
anchor scale (e.g., unrelated items) to explore whether different types of scales and items 
may be more susceptible to CMV effects. Anchor scales are of interest in that, unlike the 
items examined above, no relationship would normally be expected to be present between 
these items and variables describing driving behaviours and driving history. As noted 
previously, the correlation between the anchor scales across T1 and T2 was strong. The 
correlations between the anchor scales and SD scales were negligible and statistically non-
significant. Examination of the comparative strength of these correlations found that the 
effects within Waves were 10.1% stronger than those found between the waves. This figure 
was half of the average difference observed from the similar analysis conducted on the road 
safety related items.  
 
Checking for confounding factors 
 
An additional analysis was conducted to assess whether the observed results could reflect 
some actual change in driving behaviours occurring in the survey period. Could some other 
event explain the difference in strength between the different correlation types and did the 
observed results hold true for all drivers? To test for this, survey respondents had been asked 
whether any changes in their general driving behaviour had occurred in the two months 
period between the two surveys. Over four-fifths of respondents (81.2%) indicated that their 
driving was not at all different or not much different since completing the first survey, while 
14.5% of respondents felt that their driving was now somewhat different or very different. 
Analysis of the data revealed that the proportion of respondents in the latter group who self-
reported being detected for a traffic offence (28%) in the intervening period was twice that of 
those in the no change group (13.8%). Just 4.2% of respondents indicated that they were 
unsure. Two cohorts were subsequently created: (a) one group whose driving was effectively 
unchanged and (b) drivers who indicated an alteration to their driving behaviours.  
 
Analysis of these two cohorts showed that for both groups the within-wave correlations were 
stronger than the intercorrelations. The effects within waves for the no change cohort were 
20.37% stronger than across waves while effects for respondents who reported a difference 
in driving were 48% stronger within waves than across. This difference in results produced 
by the two cohorts is consistent with the expectation that respondents who experienced a 
change in their driving would have lower correlations across the survey waves. The greater 
difference (48%) reflects the weaker between waves correlations present amongst the drivers 
who reported changes in their driving behaviours.  
 
Relationships involving the anchor scale and road safety items were also examined for these 
two driving cohorts. Drivers reporting little or no change in their driving behaviour also were 
found to have within-wave correlations that were on average 7.1% stronger than across 
waves. However a different result was obtained for the drivers who reported their driving 
was somewhat different or very different at the second survey. For this group the anchor 
scales were found to be 34.3% stronger than those within waves. This finding is in line with 
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expectations, given that responses at Time 2 for this cohort changed somewhat to reflect 
their new driving experiences, but their responses to anchor scale items did not change to the 
same degree. This finding may also reflect the extent to which anchor scales, in this context, 
measure a more stable trait than other variables in this study.  
DISCUSSION 
SD and CMV effects within the current sample  
The current study aimed to explore for the existence of CMV effects.  More specifically, it 
aimed: (a) to measure the relationship between SD and self-reported driving history as 
measured by the DBQ, crash and traffic offence history (b) to determine whether the 
presence of SD is consistent across time and (c) the extent to which unstable effects 
associated with CMV may be present.  The key findings will be discussed below.   
 
In regards to the existence of social desirability, no differences between men and women 
were found, however age does appear to be a factor, with older drivers slightly more likely to 
display a greater concern for how they present socially than younger drivers. Social 
desirability, as measured by the scales employed in this study, was found to be moderately 
correlated with the DBQ subscales but not with crashes and offences as reported in the past 
three years. While there were not strong SD effects when describing crashes, it is worth 
noting that no other items in this study, other than offences, were found to be associated with 
crashes, that is, no subjective measures were associated with crashes.   
Study participants who displayed greater concern for how they present socially had lower 
mean DBQ scores than those who appeared less affected by these considerations. The 
aforementioned findings are interesting in light of the results of a meta-analysis of the DBQ, 
which showed that mean scores for violations, and to a lesser extent errors, correlated 
negatively with age (de Winter and Dodou, 2010). In terms of stability, unlike other scales, 
no significant differences were found between the means of the lie scales, or for the anchor 
scales, over the two survey waves.  
Study Limitations 
A number of limitations should be borne in mind when interpreting the results.  Firstly, it is 
possible that sample bias may be present within the sample population due to non-random 
sampling. While the sample represented a range of driver types, in regard to age, years 
licensed and kilometers driven, the representativeness of the sample may not be easily 
transferable to other populations, such as professional drivers and individuals driving in rural 
areas. The sample may also reflect the survey distribution, which was primarily disseminated 
electronically. As such caution should be applied when generalising the findings to the wider 
population.  
 
Future research 
Replication of this study would be enhanced with a larger sample size and the inclusion of 
additional questionnaire items to accompany the DBQ. The use of official data, such as crash 
records, would enable a comparable analysis to be undertaken utilising data drawn from an 
  
Appendices 185 
independent source. In addition, test for alternative causes of CMV, such as transient mood 
state, could be included in future research designs. Despite the minimal impact of controlling 
for SD, the findings of this study suggest that SD scales should be included in studies which 
utilise self-report data as SD was found to be negatively correlated the DBQ factors and this 
association was statistically significant.  Taken together, addressing the potential distorting 
effects of CMV effects on study findings remains problematic for researchers and ongoing 
efforts to understand, measure and minimise this error should be encouraged.   
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Appendix B  Questionnaire for Study 2b 
 
SURVEY 1. 
 
An investigation of driving and lifestyle factors 
The Centre for Accident Research and Road Safety Queensland 
(CARRS-Q) at the Queensland University of Technology (QUT) is undertaking 
a project to address risky driving behaviours.  
The questionnaire is strictly confidential and anonymous and you 
need not answer a question if you consider it too personal. The questionnaire 
should take roughly 20 minutes to complete. Please take the time to complete 
this questionnaire and return it as soon as you have finished it. 
To ensure your confidentiality and anonymity please do not put your 
name on the questionnaire. 
INSTRUCTIONS 
For each of the following questions, please select the answer which 
best reflects your views and/or experiences.  Please indicate your 
answer by circling or ticking the number that corresponds most closely 
with your opinion. Although questions may appear somewhat repetitive, 
we are interested in different aspects of both your driving and your 
general life. 
There are no right or wrong answers, we are just seeking your own 
opinion. 
 
Queensland University of Technology 
130 Victoria Park Road, Kelvin Grove, Queensland  4059  Australia 
Email carrsq@qut.edu.au   Web www.carrsq.qut.edu.au  
CRICOS No. 00213J 
 
Thank you for your assistance 
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Firstly, please read the following 
We would like to be able to match this 
questionnaire with one to be completed in 
coming weeks. However, we do not want 
to be able to identify you.  
 
Please complete this information which will 
allow us to link your answers to those you 
may give in the future. 
 
First 3 letters of your Mother’s Maiden 
name: 
 
 ____________________ 
            Your month of birth:  
 
__________________ 
 
Today’s date: ______________ 
INFORMATION ABOUT YOU 
What is your age?       _________    YEARS 
Gender 
      Male 
      Female 
Your Postcode  
How long has it been since you first 
obtained a driver’s licence? 
      _________    YEARS 
In the last 12 months, how many hours on 
average have you driven per week?  
    Less than 5 hours per week 
    6 to 10 hours per week 
    11 to 20 hours per week 
    21 to 30 hours per week 
   More than 30 hours per week 
What is the purpose of most of your 
driving? 
 
   mostly for work 
   mostly personal 
   mixture of work and personal 
What is your level of education? 
   Junior (Year 10) or equivalent 
    Finished High School (year 12) 
  Completed or currently enrolled in            
TAFE course or equivalent  
  Completed or currently enrolled in 
University 
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Before answering the following questions please read these definitions: 
‘Crashes’ - any incident involving a motor vehicle that you were driving that 
resulted in any of the following: 
  damage to the vehicle you were driving or another vehicle,  
 damage to other property, or 
 injury to yourself or others 
                 ….irrespective of whether you were at fault. 
‘Offences’ - any incident for which you were fined or incurred a loss of demerit 
points. This does not include parking offences. 
 
As best you can, please indicate by year, the number of crashes you have been involved in 
as a driver. You need only enter figures for years in which a crash occurred. 
Year 2008 2009 2010 2011 2012 2013 2014 2015 
Crashes reported to 
police 
        
Other Crashes  
(minor crashes) 
        
Please indicate if crash 
did not occur in 
Queensland 
        
 
In your most recent crash as a 
driver (regardless of when it occurred), 
very briefly describe what happened? 
For example… Who was at fault? 
How did it occur? (e.g., speeding,  
driving errors, weather?) 
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As best you can, please indicate the number of occasions and in which years you have been 
booked, fined or lost any demerit points for any traffic offences.  
Please DO NOT include parking tickets.   
Year 2008 2009 2010 2011 2012 2013 2014 2015 
Number of 
offences 
        
Please 
indicate if 
traffic 
offence  did 
not occur 
in 
Queensland 
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No one is perfect. Even the best drivers make mistakes, do 
foolish things, or bend the rules at some time or another. Some of 
these behaviours are trivial, but some are potentially dangerous. For 
each item below you are asked to indicate HOW OFTEN, if at all, 
this kind of thing has happened to you. Base your judgements on 
what you remember of your driving over the last 6 months. 
In the last 6 months how often have you…(Please circle one 
number from 1 = ‘Never’ to  6 = ‘All the time’ for each item) 
N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
Attempted to overtake someone that you hadn’t noticed to be 
turning in front of you 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Stayed in a lane that you know will be closed ahead until the last 
minute before forcing your way into another lane 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Missed ‘Stop’ or ‘Give Way’ signs 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Pulled out of a junction so far that you disrupted the flow of traffic 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Failed to notice that pedestrians were crossing in your path of traffic 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Driven especially close to the car in front as a signal to its driver to 
go faster or get out of the way 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Sounded your horn to indicate your annoyance to another driver 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
When queuing to enter a main road, you paid such close attention to 
the main stream of traffic that you nearly hit the car in front 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Crossed a junction knowing that the traffic lights have already 
turned against you 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Whilst turning nearly hit a cyclist who has come up on your inside 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Exceeded the speed limit on a highway/freeway 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Failed to check your rear-view mirror before pulling out or 
changing lanes, etc 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Become angered by a certain type of driver and indicate your 
hostility by whatever means you can 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Become impatient with a slow driver ahead and overtake on the 
inside 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
When overtaking underestimated the speed of an oncoming vehicle 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
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In the last 6 months how often have you…(Please circle one 
number from 1 = ‘Never’ to  6 = ‘All the time’ for each item) 
N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
Raced away from the traffic lights with the intention of beating the 
driver next to you 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Skidded while braking or cornering on a slippery road 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Disregarded the speed limit on a residential road 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Become angered by another driver and given chase 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Drive even though you suspect you may be over the legal blood-
alcohol limit 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
 
 
 
The following statements are about things you may like to do in your general life. For each of the 
following pairs of statements, please choose the one (“a” or “b”) that most describes your likes or the 
way you feel. We are interested only in your likes or feelings, not in how others feel or how one is 
supposed to feel. There are no right or wrong answers. 
I often wish I could be a mountain climber. 
I can't understand people who risk their necks climbing mountains. 
a. 
b. 
A sensible person avoids activities that are dangerous. 
I sometimes like to do things that are a little frightening.     
a. 
b. 
I would like to take up the sport of water skiing.         
I would not like to take up water skiing. 
a. 
b. 
I would like to try surfboard riding       
I would not like to try surfboard riding 
a. 
b. 
I would like to learn to fly an airplane 
I would not like to learn to fly an airplane 
a. 
b. 
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I prefer the surface of the water to the depths   
I would like to go scuba diving 
a. 
b. 
I would like to try parachute jumping. 
I would never want to try jumping out of a plane, with or without a parachute. 
a. 
b. 
I would like to dive off the high board 
I don’t like the feeling I get standing on the high board or I don’t go near it at all 
a. 
b. 
Sailing long distances in small sailing crafts is foolish 
I would like to sail a long distance in a small seaworthy sailing craft 
a. 
b. 
Skiing fast down a high mountain slope is a good way to end up on crutches 
I think I would enjoy the sensations of skiing very fast down a high mountain slope 
a. 
b. 
 
 
 
Below are a few statements about your relationships 
with others.  
How much is each statement true or false for you?   
 
Please circle one number from  
1 = ‘Definitely’ to 5 = ‘Definitely false’  
D
ef
in
it
el
y
 t
ru
e
 
M
o
st
ly
 t
ru
e
 
D
o
n
’t
 k
n
o
w
 
M
o
st
ly
 f
a
ls
e
 
D
ef
in
it
el
y
 f
a
ls
e
 
I am always courteous, even to people who are 
disagreeable 
1 2 3 4 5 
There have been occasions when I have taken 
advantage of someone 
1 2 3 4 5 
I sometimes try to get even rather than forget and 
forgive 
1 2 3 4 5 
I sometimes feel resentful when I don’t get my 
way 
1 2 3 4 5 
No matter who I am talking to, I am always a 
good listener 
1 2 3 4 5 
  
Appendices 195 
 
 
Thank you for completing the first part of the survey. 
We would now like to ask some questions about some aspects of your everyday life, your 
interactions with other people and how you think about things. Again there are no right or 
wrong answers, we are just seeking your own honest opinion. 
 
We would like to learn about some aspects of your everyday 
life. In the past six months, how often have you…(Please circle 
one number from 1 = ‘Never’ to 6 = ‘All the time’ for each 
item). 
N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
I put dead batteries in the garbage 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
After meals, I dispose of leftovers in the toilet or down the 
drain 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I bring unused medicine back to the pharmacy  1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I collect and recycle used paper. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I bring empty bottles to a recycling bin. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use a compost bin  1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I prefer to shower rather than take a bath. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
In the winter, I keep the heat on so that I do not have to wear a 
jumper. 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I wait until I have a full load before doing my laundry. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
In the winter, I leave the windows open for long 
periods of time to let in fresh air 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I wash dirty clothes without prewashing. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use fabric softener with my laundry 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use an oven-cleaning spray to clean my oven.  1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
If there are insects in my apartment, I kill them with a chemical 
insecticide.  
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
In supermarkets, I prefer to buy rewrapped fruit and vegetables 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
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If I am offered a plastic bag in a store, I will always take it. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I reuse my shopping bags. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I prefer to buy drinks in containers that can be recycled 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I consider using fuel in my car that I believe is better for the 
environment 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I do not drive my automobile in the city 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I usually drive on freeways at speeds under 100 km/h 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
When possible in nearby areas (around 30 kilometres),  I use 
public transportation or ride a bike. 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
My automobile is as ecologically sound as possible 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use a chemical air freshener in my bathroom 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use chemical toilet cleaners 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use a cleaner made especially for bathrooms, rather than an 
all-purpose cleaner. 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I use phosphate-free laundry detergent. 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
 
 
For the items below, please circle one 
number (from 1 = ‘Never’ to 6 = ‘All the 
time’) that you feel best generally represents 
your behaviour. 
N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
I help others when they are too busy to get 
everything done   
1 2 3 4 5 6 
I have helped someone with their 
responsibilities when they were unable to fulfil 
them. 
1 2 3 4 5 6 
When someone I lived with was sick I helped 
them        
1 2 3 4 5 6 
I am a person others turn to for help with tasks  1 2 3 4 5 6 
I give financial assistance to people in my life                                      1 2 3 4 5 6 
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These questions are about your Computer 
usage 
In the last 6 months, how often have you… 
(Please circle one number from 1 = ‘Never’ to  6 
= ‘All the time’ for each item) 
N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
Stayed online longer than you intended?  1 2 3 4 5 6 
Neglected household chores to spend more time 
on-line?  
1 2 3 4 5 6 
Preferred the excitement of the Internet to 
intimacy with your partner?  
1 2 3 4 5 6 
Formed new relationships with fellow online 
users?  
1 2 3 4 5 6 
Received complaints from others in your life 
about the amount of time you spend on-line?  
1 2 3 4 5 6 
Your grades or school work suffered because of 
the amount of time you spend on-line?  
1 2 3 4 5 6 
Checked your email before something else that 
you needed to do?  
1 2 3 4 5 6 
Your job performance or productivity suffered 
because of the Internet?  
1 2 3 4 5 6 
You became defensive or secretive when anyone 
asked you what you do on-line?  
1 2 3 4 5 6 
You blocked out disturbing thoughts about your 
life with soothing thoughts of the Internet?  
1 2 3 4 5 6 
You found yourself anticipating when you will 
go online again?  
1 2 3 4 5 6 
You feared that life without the Internet would 
be boring, empty, and joyless?  
1 2 3 4 5 6 
You snapped, yelled, or acted annoyed if 
someone bothered you while you are on-line?  
1 2 3 4 5 6 
You lost sleep due to late-night log-ins?  1 2 3 4 5 6 
You were preoccupied with the Internet when 
off-line, or fantasized about being on-line?  
1 2 3 4 5 6 
You found yourself saying “just a few more 
minutes” when on-line?  
1 2 3 4 5 6 
Been unsuccessful in attempts to reducing the 
amount of time you spend on-line? 
1 2 3 4 5 6 
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Tried to hide how long you’ve been on-line?  1 2 3 4 5 6 
Chosen to spend more time online over going out 
with others?  
1 2 3 4 5 6 
Felt depressed, moody or nervous when you 
were off-line, but felt fine again once you were 
back on-line? 
1 2 3 4 5 6 
 
Nearly finished. We would like to learn about problem solving in 
your everyday life 
In the last 6 months, how often do you…(Please circle one 
number from 1 = ‘Never’ to 7 = ‘Always’ for each item).  
N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
I prefer complex to simple problems 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I like to be responsible for a situation that requires a lot of thinking 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I do not enjoy thinking 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I prefer to do something that requires little thought than something 
that is sure to challenge my thinking abilities 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I find satisfaction in deliberating hard and for long hours 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I only think as hard as I have to 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I prefer to think about small daily projects to long-term ones 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I like tasks that require little thought once I’ve learnt them 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
The idea of relying on thought to succeed appeals to me 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I really enjoy a task that involves coming up with new solutions to 
problems 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
Learning new ways to think doesn’t excite me very much 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I prefer my life to be filled with puzzles that I must solve 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I prefer a task that is intellectual, difficult and important to one 
that is somewhat important but does not require much thought. 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
It is enough for me that something gets the job done; I don’t care 
how or why it works 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I usually end up thinking about issues even when they do not 
affect me personally.  
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
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Finally, a few questions about your thinking processes.  
 
In the last 6 months, how often do you…(Please circle one 
number from 1 = ‘Never’ to  6 = ‘All the time’ for each item).  N
ev
er
 
H
a
rd
ly
 e
v
er
 
O
cc
a
si
o
n
a
ll
y
 
Q
u
it
e 
O
ft
en
 
F
re
q
u
en
tl
y
 
A
ll
 t
h
e 
ti
m
e
 
I can experience an emotion and not be conscious of it until 
sometime later 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I break or spill things because of carelessness, not paying 
attention, or thinking of something else 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I find it difficult to stay focused on what’s happening in the 
present 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I tend to walk quickly to get where I’m going without paying 
attention to what I experience along the way 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I tend not to notice feelings of physical tension or discomfort 
until they really grab my attention 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I forget a person’s name almost as soon as I’ve been told it for 
the first time. 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
It seems I am “running on automatic” without much 
awareness of what I’m doing 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I rush through activities without being really attentive to them.  1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I get so focused on the goal I want to achieve that I lose touch 
with what I am doing right now to get there.  
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I do jobs or tasks automatically, without being aware of what 
I’m doing 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I find myself listening to someone with one ear, doing 
something else at the same time 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I drive places on “automatic pilot” and then wonder why I 
went there 
1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I find myself preoccupied with the future or the past.   1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I find myself doing things without paying attention 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
I snack without being aware that I’m eating 1
1 
2
2 
3
3 
4
4 
5
5 
6
6 
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REIMBURSEMENTS AND FOLLOW-UP INFORMATION 
 
 
Please provide your email or a contact phone number so we can ensure that you 
receive the second survey and receive your 
reimbursements_____________________________ 
 
To receive a COLES VOUCHER by mail, please provide your postal address 
for us to send this to you (please do NOT provide your name – we will address this to 
“CARRS-Q Research Participant”)  
 
_______________________________________________________________
____________________________________________________________________
____________________________________________________________________
____________________________________________________________________
____________________________________________________________________
____________________ 
Thank you for your participation. If you would like any feedback upon 
completion of the study or have any queries about your participation, please contact 
Peter Barraclough or James Freeman (CARRS-Q), QUT on (07) 3138 4924 3138 
4677 or (07) 3138 4677or email peter.barraclough@qut.edu.au  
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Appendix C TMR form 4444.  
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Appendix D Participation information sheet 1.  
 
PARTICIPANT INFORMATION FOR QUT 
RESEARCH PROJECT 
 
 
An investigation of driving and other behaviours  
 
QUT Ethics Approval Number 1400000743 
 
RESEARCH TEAM 
Principal 
Researcher: 
Peter Barraclough PhD Student  
Associate 
Researchers: 
Dr James Freeman Senior Research Fellow 
 Wanda Griffin Research Officer 
 Centre for Accident Research and Road                                      
Safety – Queensland (CARRS-Q) 
  Queensland University of Technology 
 
DESCRIPTION 
This project is being undertaken at CARRS-Q as part of a research project for Dr James 
Freeman, Prof Barry Watson and PhD student, Peter Barraclough.  
 
The purpose of this research is to investigate the relationship between self-reported driving 
behaviours and other activities and behaviours.  
 
You are invited to participate in this project because you hold a current Queensland driver’s 
licence and are between 18 and 75 years of age. 
 
PARTICIPATION 
Participation involves completing either a hard copy or online survey that will take 
approximately 25 minutes of your time. We kindly encourage you to complete this survey 
twice over a two week period so that we can compare your responses across time (you will 
be asked to complete the same survey two weeks after completing the first).  
 
You will also be asked to answer questions relating to your driving and other day-to-day 
behaviours such as helping others and environmentally friendly behaviours. Questions will 
include “In the last 6 months, how often have you missed stop or give way signs?” and 
“During the entire time that you have been driving, how many crashes have you been 
involved in?” If you agree to participate, you do not have to complete any question(s) that 
you are uncomfortable answering. 
 
Your participation in this project is entirely voluntary. Your decision to participate or not 
participate will in no way impact upon your current or future relationship with QUT (for 
example your grades) or CARRS-Q. If you do agree to participate you can withdraw from the 
project at any time without comment or penalty. Any identifiable information already 
obtained from you will be destroyed.  
 
We would very much appreciate your participation in this project. To recognise your 
contribution should you choose to participate the research team is offering you a $10 
voucher for each submitted survey (a total of $20, provided that both surveys have been 
completed). 
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EXPECTED BENEFITS 
Although it is not expected you will benefit directly from this project, by contributing to our 
knowledge of driving behaviour, subsequent safety measures will be better informed that 
in turn will provide benefits for the wider community 
 
RISKS 
There are minimal risks associated with your participation in this project. A small number of 
questions relate to illegal behaviours, such as speeding or drink driving. Please note that 
once all the data collected from you has been matched, the data will be de-identified and 
no identifying information will be held which could be used to link you with your survey 
responses. There is the potential for some individuals to experience discomfort when 
answering questions related to crashes, particularly those who have been involved, or know 
of someone who has been involved, in a car crash. In the unlikely event that you experience 
discomfort when answering these questions, you can withdraw from the project at any 
time. 
 
QUT provides limited free psychology, family therapy or counselling services for research 
participants of QUT projects who may experience discomfort or distress as a result of their 
participation. Should you wish to access this service please contact the Clinic Receptionist 
of the QUT Psychology and Counselling Clinic on 07 3138 0999. Please indicate to the 
receptionist that you are a research participant. 
 
PRIVACY AND CONFIDENTIALITY 
Personally identifying information will need to be collected by the research team. 
This will be used for the purpose of matching your initial survey with any 
subsequent survey and consists of a code based on your mother’s maiden name 
and your month of birth.  
 
The research team will also need to collect some form of contact information (e.g., 
an email, postal address) for follow-up and reimbursement purposes. This 
information will be recorded on separate sheets, and will be manually separated 
from the survey responses.  All identifiable information will be destroyed after 
being matched to the follow-up survey. Identifiable information will be recorded on 
separate sheets to the rest of the survey, and will be manually separated from the 
survey responses.  In addition all identifying information will be stored separately to 
the completed surveys, with both to be located in different secure, locked filing 
cabinets.  
 
The purpose of this research is to gather information on population level driving 
behaviours rather than on individual driving behaviour and all responses to the 
survey will only be used in aggregate. Identifying information will not be entered 
into the dataset and hard copies of identifying information will be shredded when 
they are no longer required. All comments and responses will be treated 
confidentially unless required by law. 
 
Any data collected as part of this project will be stored securely as per QUT’s Management 
of research data policy. Please note that non-identifiable data collected in this project may 
be used as comparative data in future projects or stored on an open access database for 
secondary analysis. 
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The project is funded by the Australian Research Council (ARC). The funding body will not 
have access to the data obtained during the project. 
 
CONSENT TO PARTICIPATE 
Consent will be indicated by the completion and submission of the survey/s, either the 
return of the completed hard copy survey and/or the submission of the online survey. 
 
QUESTIONS / FURTHER INFORMATION ABOUT THE PROJECT 
If have any questions or require any further information about the project please contact one of the 
research team members below. 
 
Dr James Freeman 07 3138 4677  je.freeman@qut.edu.au  
Peter Barraclough 07 3138 4924 peter.barraclough@qut.edu.au  
 
CONCERNS / COMPLAINTS REGARDING THE CONDUCT OF THE PROJECT 
QUT is committed to research integrity and the ethical conduct of research projects. However, if you 
do have any concerns or complaints about the ethical conduct of the project you may contact the 
QUT Research Ethics Unit on 07 3138 5123 or email ethicscontact@qut.edu.au. The QUT Research 
Ethics Unit is not connected with the research project and can facilitate a resolution to your concern 
in an impartial manner. 
 
Thank you for helping with this research project.  Please keep this sheet for your 
information. 
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Appendix E Participation information sheet requesting TMR data.  
 
PARTICIPANT INFORMATION FOR QUT 
RESEARCH PROJECT 
 
 
An investigation of driving and other behaviours 
 
QUT Ethics Approval Number 1400000743 
 
 
RESEARCH TEAM 
Principal 
Researchers: 
Peter Barraclough PhD Student  
Associate 
Researchers: 
Dr James Freeman Senior Research Fellow 
  Centre for Accident Research and Road 
Safety–Queensland (CARRS-Q) 
  Queensland University of Technology  
 
DESCRIPTION 
 
A further purpose of this research is to investigate the relationship between self-reported 
driving behaviours and official driving history data that has been collected by Queensland 
Department of Transport and Main Roads. We are interested in your driving experience, 
typical driving behaviour, and history of traffic offenses and crashes as indicated by both 
your official driving record and your self-reports. 
 
PARTICIPATION 
One component of this research program involves referring to official driving records which 
are kept by the Queensland Department of Transport and Main Roads (TMR), and includes 
information about your licence, history of traffic offenses and crashes. Collecting this data 
allows items from this survey to be measured against an independent source of 
information. We are not concerned if the TMR records do not always match the responses 
from the survey. 
 
Your participation in this project is entirely voluntary. Your decision to participate or not 
participate will in no way impact upon your current or future relationship with QUT (for 
example your grades), CARRS-Q or TMR. If you do agree to participate you can withdraw 
from the project at any time without comment or penalty. Any identifiable information 
already obtained from you will be destroyed. You may also withdraw your consent to 
access your driving history data at any time by contacting the TMR Road Safety Unit (07 
3066 2347). 
 
CONSENT FOR LIMITED ACCESSS TO TMR RECORDS 
We ask that you provide consent for the research team to access your driving history (via 
TMR). This consent will be indicated by the completion of a TMR “Driver Record 
Information Application (Research)”, which is an official document that allows the research 
team to gain access to your driving history, through TMR. This document will ask you for 
your driver’s licence number (or CRN). The Driver Record Application indicates that you are 
free to withdraw your consent at any time, and can do so by contacting TMR’s research unit 
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(whose details are listed on the application). Further consent will be indicated by the 
completion and submission of the survey/s (the return of the completed hard copy survey 
and/or the submission of the online survey). Should you not wish to allow this information 
to be accessed, you will still receive your voucher for completing the first section of this 
survey.  
 
Please note that once all the data collected from you has been matched, all data will be de-
identified and no identifying information will be held which could be used to link you with 
your survey responses. Access to TMR records is not ongoing. Information for the specified 
period only (i.e. the past six years) will be matched to survey data and will not be used in 
any other capacity. Any data collected as part of this project will be stored securely as per 
QUT’s Management of research data policy. Please note that non-identifiable data collected 
in this project may be used as comparative data in future projects or stored on an open 
access database for secondary analysis. All comments and responses will be treated 
confidentially unless required by law. 
 
The project is funded by the Australian Research Council (ARC) however they will not have 
access to the data obtained during the project. 
 
PRIVACY AND CONFIDENTIALITY 
Personally identifying information will need to be collected by both the research team and 
TMR for the purpose of matching your surveys with your driving record. Your demographic 
information will only be used for these purposes, and all identifiable information will be 
destroyed following the matching of TMR records to completed surveys. Identifying 
information will not be entered in to the dataset and hard copies of identifying information 
will be shredded when they are no longer required. 
 
QUESTIONS / FURTHER INFORMATION ABOUT THE PROJECT 
If have any questions or require any further information about the project please contact one of the 
research team members below. 
 
Dr James Freeman 07 3138 4677  je.freeman@qut.edu.au  
Peter Barraclough 07 3138 4924 peter.barraclough@qut.edu.au  
 
CONCERNS / COMPLAINTS REGARDING THE CONDUCT OF THE PROJECT 
QUT is committed to research integrity and the ethical conduct of research projects.  However, if you 
do have any concerns or complaints about the ethical conduct of the project you may contact the 
QUT Research Ethics Unit on 07 3138 5123 or email ethicscontact@qut.edu.au. The QUT Research 
Ethics Unit is not connected with the research project and can facilitate a resolution to your concern 
in an impartial manner. 
 
Thank you for helping with this research project.  Please keep this sheet for your 
information. 
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Appendix F:  Description of recruiting methods - additional information  
 
Participants will have the choice of completing either an online or hard copy battery of surveys. Surveys are expected to take approximately 25 minutes to 
complete. Participants will be required to complete the same survey twice, two weeks apart and will receive a $10 Coles voucher for each completed survey for a 
total of $20 worth of vouchers for respondents who complete both surveys. Participants will also asked to complete TMR Form 4444 to allow limited access to 
their official driving history and to provide contact details for a follow up survey however participants will be under no obligation to consent to either of these 
components of the study and would receive a shopping voucher regardless.    
 
Recruiting  
We expect that respondents will primarily be drawn from our existing networks, (such as the Queensland Independent Survey Panel in Road Safety (InSPiRS), 
people and community groups associated with the researchers etc…) and it is expected that many will complete surveys online. For the online surveys, the dates on 
which participants complete the first survey will be automatically monitored by QUT key survey, along with other checking procedures (time stamps, monitoring 
researcher notes) and participants will receive an automatic email at time two with a link to the second survey. Similarly, hard copy surveys will be provided, either 
in person or distributed (e.g., mailed) after the first survey has been completed.  
As TMR Form 4444 cannot be completed online, participants must print out the form, sign it and scan a copy to the email address of the CARRS-Q research team. 
Respondents who chose to complete hard copy surveys can simply sign and return the form along with their survey.  
However to ensure a sufficient sample size is obtained and to improve the variety of respondents participating in the study, we may consider directly recruiting 
participants outside TMR customer service centres. Approval from Paul Lewis (Acting Regional Director, SEQ South Customer Services Branch) is necessary for 
this to occur at TMR customer service centres and approval has been obtained (see attached document). We do not anticipate approaching the public directly in this 
manner (if at all) until much later in the year. 
Consideration will be given as to when to best ask study participants for permission to access their TMR records. In relation to study methodology, a key issue is 
any awareness on the part of study participants that a verification process will occur. This in in turn may affect the veracity of responses provided. This effect, 
sometimes named the “bogus pipeline”, would be unhelpful, as a key study aim is capture natural responses, including those potentially influenced by socially 
desirable responding. Ideally the information will be requested after the participants have completed a survey, however alternate approaches will be considered, as 
outlined below. 
 
Option 1A 
Participants complete the surveys online. At Time One respondents complete the survey only. On commencing the second survey, respondents will be asked to 
complete the TMR Form 4444, at the start of the survey. Completion of the form would be a condition of involvement in the second survey. Respondents would 
still be eligible to receive a voucher (for completing the first survey) if they decline consent at Time Two, but would not receive a voucher for Time 2.  
Advantage  - Removes ‘bogus pipeline “ effect from Wave one data. Responses from both surveys can also be compared to assess whether Wave 2 reports are 
more accurate than those in Wave 1 
Disadvantage – A low response rate for Wave 2 will mean the opportunity to obtain TMR data is lost. 
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Option 1B 
An alternate approach would be adopted for participants completing hard copies. Participants would be asked to provide consent at Time 1 after completing the 
initial survey. Such an approach would negate possible bogus pipeline effects as well as maximise the opportunity to obtain the desired data.  
It is acknowledged that participants are not providing fully informed consent, however they are informed as soon as practical. A key element of research of this 
nature is ensuring that the integrity of the data is not compromised. In addition, participants can decline to provide access to TMR records and still receive their 
incentive for completing the survey component at Time 1 and will be informed that this is perfectly acceptable.  
This approach would be undertaken in conjunction with the online survey outlined above (Option 1A) with consent for TMR requested at Time 2 for the online 
survey but consent requested at the end of Time 1 for the paper version of the survey. As a researcher will be present when many of the paper surveys are being 
completed, he/she can respond to any queries in regards to the request to access official records. 
Adopting this method would also mean that any decline in completion of Wave 2 surveys would be less critical, as the key data (i.e. access to TMR records) would 
already have been obtained.  
 
 
Option 2 
If the response rate is low for Wave 2, there is a concern that too many resources will be committed to respondents who do not allow access to TMR records (either 
because they are unwilling or unable to participate in the second study).   
If the two methods above do not provide sufficient numbers of study participants who allow access to TMR records, participants will be recruited conditional on 
their preparedness to provide such consent. This pre-condition will be clearly stated prior to the commencement of the survey. Participants who choose to proceed 
will also complete Form 4444 at this point. This would apply to both hard copy and online participants.  
Advantage – Only participants providing TMR data recruited from this point.  
Disadvantage – Possible bogus pipeline effects, however results can be compared to earlier “bogus pipeline – free” responses (i.e. more crashes etc… reported in 
Plan C group).  
 
Return of consent forms 
Participants completing the online surveys can attach an electronic version of the consent form.  
We anticipate that the majority of participants completing hard copies will provide consent forms at Time One and return them with the survey. Hard copies that 
are distributed more widely will also contain separate envelopes for the consent forms.  
Please note that most of the TMR form will be pre-filed and that participants need only complete parts 1 and 3 of section A.  
Please note:  
Matching will be done using “a code based on your mother’s maiden name and your month of birth”.  Text amended to reflect this. Driver license details are 
requested only on form 4444. Contact information (email or postal address) is to be kept on a separate sheet of paper from the survey responses. This is not 
required for matching surveys and can be easily removed from the survey responses.  
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Wave One             Wave Two 
 
Option 1a.   Electronic Survey                   
 
 
 
 
Option 1b. Hard Copy    
                 
 
 
 
 
 
Option 2. Hard Copy or Electronic Survey (if TMR consent rate is low)          
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but decline 
TMR) 
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Complete 
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Complete 
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Sheet 4 
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Appendix G: Calculating Statistical power 
Initial power calculations were conducted with the primary intention of 
achieving a sufficient sample to compare official records of crashes with self-
reported crashes.  Based on data from a DBQ meta-analysis (af Wåhlberg, 
Barraclough & Freeman, 2015) a five-year time period in Australia would yield a 
0.18 correlation between violations and all self-reported crashes. A sample size of 
250 people would be sufficient to provide an approximate 90% probability of finding 
such an effect. The expected sample size will accede that figure.  
It is expected that the correlation between official sources will yield a much 
smaller effect size. Assuming that self-reported crashes for police-attended crashes 
would be one quarter of all crashes yields estimated r's of .07 (self –report) and .02 
(official records). Using Hotelling's (1940) Two-Sample Dependent Test for 
Correlation the significance between these correlations was calculated. 
 
 
 
With a sample size of one thousand participants a figure of t=1.58, p= .057 
(n=1000) is produced. These calculations suggest that a slightly larger sample size, 
around 1200 for the first survey wave, should be sufficient. Given that consent for 
data from TMR will be obtained at this stage, attrition will not greatly affect this 
aspect of the study.  These calculations are also based on the assumption that the 
mean number of police-attended crashes will be not be significantly lower than 0.03. 
Data from 2009 for Queensland indicates annual mean for police-attended crashes to 
be .008. Over six years this would average out to 0.048, somewhat higher than the 
critical 0.03 figure.  
As the research progressed, it became apparent that data for police-attended 
crashes would not be available. This meant that analysis involving this official record 
of crashes would not be possible, however the sample was sufficient to allow a valid 
comparison of official records of traffic violations with self-reported traffic 
violations. A reduction in the required sample size was offset by the fact that traffic 
violations are a much more frequent occurrence than crashes.   
 
 
  
Appendices 211 
Appendix H: Factor Analysis of first survey wave – (n = 380) 
 
Items F1 F2 F3 Mean 
(SD) 
Nearly hit cyclist while turning 
.71   1.2 (0.58) 
When overtaking underestimate the speed of an oncoming vehicle 
.66   1.5 (0.69) 
Attempt to overtake someone you hadn’t noticed turning 
.65   1.5 (0.80) 
Become angered by another driver and give chase 
.63   1.1 (0.49) 
Skid while braking or cornering on a slippery road 
.60   1.4 (0.68) 
Pull out of a junction so far that you disrupt the flow of traffic 
.60   1.4 (0.66) 
Nearly hit car in front while queuing to enter a main road 
.57   1.6 (0.77) 
Fail to notice pedestrians are crossing in your path of traffic 
.54   1.6 (0.71) 
Become impatient with slow driver ahead and overtake on inside 
.37 -.79  2.0 (1.15) 
Drive especially close to car in front to signal to driver to go faster 
.35 -.76  1.8 (1.07) 
Exceed the speed limit on a highway 
.35 -.75  3.0 (1.23) 
Become angered by another driver and show anger 
 -.72  2.0 (1.02) 
Disregard the speed limit on a residential road 
 -.57  2.1 (1.03) 
Fail to check rear-view mirror before pulling out or changing lanes 
  .85 1.7 (0.90) 
Miss ‘Stop’ or ‘Give Way’ signs 
  .84 1.9 (2.36) 
Stay in a closing lane and force your way into another 
  .62 2.0 (1.00) 
Race away from the traffic lights to beat driver beside you 
 -.51  2.0 (1.54) 
Sound your horn to indicate your annoyance to another driver 
 -.48  2.0 (1.40) 
Cross junction knowing traffic lights have already turned 
   2.0 (1.37) 
Drive even though you suspect you are over legal blood alcohol limit 
   1.3 (0.65) 
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KMO and Bartlett's Test to assess suitability of data for Factor Analysis 
 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 
.824 
Bartlett's Test of 
Sphericity 
Approx. Chi-Square 1947.809 
df 190 
Sig. .000 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Appendices 213 
Factor Analysis of first survey wave using a maximum likelihood extraction (n = 380) 
 
Items F1 F2 F3 
Sound your horn to indicate your annoyance to another driver 
.99   
Race away from the traffic lights to beat driver beside you 
.64   
Become angered by another driver and show anger 
.38   
Attempt to overtake someone you hadn’t noticed turning 
 .54  
Drive especially close to car in front to signal to driver to go faster 
 .52  
When overtaking underestimate the speed of an oncoming vehicle 
 .49  
Disregard the speed limit on a residential road 
 .49  
Exceed the speed limit on a highway 
 .48  
Become angered by another driver and give chase 
 .47  
Become impatient with slow driver ahead and overtake on inside 
 .46  
Nearly hit cyclist while turning 
 .45  
Skid while braking or cornering on a slippery road 
 .45  
Stay in a closing lane and force your way into another 
 .43  
Pull out of a junction so far that you disrupt the flow of traffic 
 .43  
Nearly hit car in front while queuing to enter a main road 
 .40  
Fail to notice pedestrians are crossing in your path of traffic 
 .38  
Fail to check rear-view mirror before pulling out or changing lanes 
  -.53 
Miss ‘Stop’ or ‘Give Way’ signs 
  -.46 
Cross junction knowing traffic lights have already turned 
   
Drive even though you suspect you are over legal blood alcohol limit 
  - 
Amount of variance explained 9.5% 19.1% 6.6% 
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Appendix I: Comparison of responses from second survey with responses from participants 
who completed the first survey only  
 
  
Variable at Time 1 Survey Wave N Mean 
Std. 
Deviation 
Std. Error 
Mean 
Age 
1.00 First survey only 168 36.90 13.493 1.041 
2.00 Both Waves completed 210 38.62 15.242 1.052 
Hours driven per week 
 
1.00 First survey only 168 1.9524 1.01962 .07867 
2.00 Both Waves completed 210 1.9238 .94535 .06524 
Crash in past 3 years 
 
1.00 First survey only 167 .4192 .72252 .05591 
2.00 Both Waves completed 212 .3491 .62404 .04286 
All crashes in past 8 
years* 
1.00 First survey only 167 .7964 1.02698 .07947 
2.00 Both Waves completed 212 .6415 .85086 .05844 
Traffic offences in past 3 
years  
1.00 First survey only 167 .8144 1.26882 .09818 
2.00 Both Waves completed 212 .7170 1.21799 .08365 
Offence in past 8 years* 
1.00 First survey only 167 1.2515 1.83250 .14180 
2.00 Both Waves completed 212 1.2028 1.76092 .12094 
Obtained DBQ Errors 
1.00 First survey only 110 1.7401 .66695 .06359 
2.00 Both Waves completed 212 1.6037 .40894 .02809 
Obtained DBQ Speeding 
and Aggression 
1.00 First survey only 110 1.9997 .69539 .06630 
2.00 Both Waves completed 212 1.8804 .66483 .04566 
Social Desirability  
1.00 First survey only 166 3.6756 .64556 .05011 
2.00 Both Waves completed 212 3.7212 .60977 .04188 
Environmental behaviours 
1.00 First survey only 166 3.7946 .53442 .04148 
2.00 Both Waves completed 212 3.7994 .51006 .03503 
Social support 
1.00 First survey only 162 4.1633 .78970 .06204 
2.00 Both Waves completed 212 3.9981 .78016 .05358 
Computer usage 
1.00 First survey only 161 2.0750 .78942 .06221 
2.00 Both Waves completed 212 1.9959 .68170 .04682 
Sensation Seeking       
1.00 First survey only 111 1.5973 .28363 .02692 
2.00 Both Waves completed 212 1.4858 .29800 .02047 
Mindfulness 
1.00 First survey only 162 4.2210 .63872 .05018 
2.00 Both Waves completed 212 4.1985 .66914 .04596 
Cognitive thinking 
1.00 First survey only 165 4.0016 .65456 .05096 
2.00 Both Waves completed 212 3.9873 .74355 .05107 
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