We propose a system that assists infectious disease experts in the rapid identification of potential outbreaks resulting from arboviruses (mosquito, ticks, and other arthropodborne viruses). The proposed system currently identifies mosquito larvae in images received from citizen scientists. Mosquito-borne viruses, such as the recent outbreak of Zika virus, can have devastating consequences in affected communities. We describe the first implemented prototype of our system, which includes modules for image collection, training of image classifiers, specimen recognition, and expert validation and analytics. The results of the recognition of specimens in images provided by citizen scientists can be used to generate visualizations of geographical regions of interest where the threat of an arbovirus may be imminent. Our system uses state-of-the-art image classification algorithms and a combination of mobile and desktop applications to ensure that crucial information is shared appropriately and accordingly among its users.
Introduction
Recently, several regions of the world, including the Americas, Africa and parts of Asia, were on the brink of a Zika virus epidemic. The crisis has not completely abated, and there are still chances of the virus reappearing in vulnerable communities. Zika virus, or any other arbovirus, can have devastating consequences. Many of the communities most affected by Zika and other arboviruses do not have the capacity to efficiently monitor and track these diseases. Public health officials find themselves stymied when confronted by potential outbreaks because the speed required to react to those potential epidemics can be very difficult where a lack of infrastructure and effective means of communicating with the public exist. In the case of Zika, only after thousands of cases of microcephaly were reported was a coordinated response from government officials put in place. Most nations, even among developed countries, have found preparing to confront an arbovirus epidemic difficult [1] .
Communities at risk for an arbovirus outbreak can benefit greatly from technology that allows them to interact directly with mosquito experts. Public health officials can also benefit from alert mechanisms and better data analysis and prediction, which could provide real-time dynamic updates on the current and predicted trajectory of the epidemic. This kind of collaboration between the general public and scientists is the basis of "citizen science." In this paper, we present a system that uses Deep Learning image classification techniques and citizen science to assist communities in detecting dangerous mosquito larvae. While we have focused on Zika virus, the technology described in this document could also be customized to respond to other mosquito-borne epidemics, such as encephalitis, dengue and yellow fever, accelerating the public health response. The system could also be tailored to confront other problems in which image classification and mobile applications can be used by citizen scientists.
Citizen science and crowdsourcing are important means of deterring the spread of disease. With state-of-the-art technology, these approaches can greatly increase and improve their positive contributions. One of our goals is to provide citizen scientists with access to the latest technologies for mobile communication, image classification and object recognition, in addition to information about their potential uses, so they can better help their communities. The optical recognition system developed here is an important element of streamlining the data quality/data assurance process. This is particularly important for a citizen science project that is global in scope with the potential to have thousands of people submitting photo data.
Our prototype is an innovative solution that follows the premises of the Design Science paradigm [2] , in which novel artifacts help improve Information Systems (IS). Our pro-totype can be further improved and we are convinced that researchers and public health experts will find its potential utility in real-world applications. The ongoing improvement of the system can also benefit from Action Design Research (ADR) [3] in which iterations of concurrent development and user evaluation of the system will help us identify emergent behavior that may not have been anticipated during the design of our prototype. This paper is organized as follows: Section 2 presents related work in image classification and the use of technology in citizen science. Section 3 gives an overview of the proposed system. Section 4 describes the first prototype implemented as a proof of concept of the system. Section 5 shows initial results of our experiments with the first prototype of the system. Section 6 presents future work to be done on the proposed system.
Related Work
Image classification refers to the problem of assigning a label to a provided image. Image classification approaches have reached a very high accuracy in their predictions in the past few years. Until 2011, the error rate in the ImageNet Large-Scale Visual Recognition Challenge-one of the most popular international image recognition competitions-was about 25%. In 2012, a participant using an Artificial Neural Network approach known as Deep Learning [4] won this challenge for the first time, obtaining an outstanding error rate of 16% [5] , significantly outperforming traditional methods for object recognition. Since that time, more teams using Deep Learning approaches have entered the competition, reducing the error rate to the single digits [6] .
Broadly speaking, Deep Learning refers to the use of Artificial Neural Networks (ANN) with a great number of layers. It has been used for a few decades in everyday applications. For instance, in its earliest uses, Deep Learning was applied to document recognition [7] . The revival and relatively recent success of this approach is due mostly to Moore's Law [8] and to the availability of more powerful computers with Graphics Processing Units (GPU) that allow them to perform many more operations in parallel than Central Processing Units (CPU). In addition to the improvements in GPUs, there have been several refinements to traditional Artificial Neural Networks implementations that have resulted in better classification schemes [9] [10] .
Over the past 20 years, the number of citizen science projects and the number of people participating in these projects have risen dramatically [11] . In 2014, the phrase "citizen science" was becoming so commonplace in usage that it was included in the Oxford English dictionary, which defines citizen science as " [t] he collection and analysis of data relating to the natural world by members of the general public, typically as part of a collaborative project with professional scientists" [12] . To further illustrate the rise of citizen science in practice, three professional organizations have been established: The Citizen Science Association (CSA) in the U.S., the European Citizen Science Association (ESCA) in Europe, and the Australian Citizen Science Association (ASCA) in Australia. A U.S. government website was established (https://www.citizenscience.gov/) to provide federal practitioners information about citizen science projects across the country. In addition, a new journal, The Theory and Practice of Citizen Science, was launched in 2016 [13] . Over the past 10 years, there has been a sharp rise in the number of peer-reviewed articles that have used or studied citizen science [14] .
Citizen science projects can be classified by level of engagement of the participants in the science process [15] . At the less involved end of the spectrum, citizen scientists may contribute to data collection of a scientist-sponsored project. In "extreme citizen science", participants collaborate in the science process from problem definition, data collection and analysis [16] . The subject matter spans many different scientific disciplines such as astronomy, mapping the human brain, bird counts, rain data, and many, many more. However, citizen science engagement in public health is relatively limited, but has great potential to make significant contributions [17] . For example, researchers in Europe recently used citizen science approaches to detect large populations of the tiger mosquito, Aedes albopictus to prevent possible outbreaks of Chikungunya [18] .
The benefits for citizen scientists are thought to be many and include: enhanced science literacy and knowledge; improved scientific thinking and ability to interpret scientific information; strengthened connections between people, nature and place; increased community-building, social capital, social learning and trust; and motivation by citizen scientists to influence policy and/or improve living environments [17] [19] [20] .
The benefits for science researchers are well established, including the potential to gain spatial and temporal data that would not be collected otherwise. Nevertheless, ensuring data quality for research can be a challenge and steps need to be taken within the project design to assure sufficient data quality for project needs [21] [22].
System Overview
The system is composed of a suite of mobile and desktop applications. Each application plays a crucial role in the different phases of the system. Figure 1 illustrates the different phases. In Phase 1, we train an image classifier using images collected by our collaborators-entomologists and graduate students-who carefully labeled the images. Collaborators use a standalone application that we have developed to label their images. In Phase 2, citizen scientists use the system to upload images captured in the field and receive recognition results. Finally, in Phase 3, the system alerts experts in infectious diseases to review images of insects that citizen scientists have uploaded. The system organizes the images presented for validation to experts, and posterior data analysis and visualization, using the prediction probabilities generated by the recognition module. Experts have access to all of the results produced by the recognition module, which allows them to confirm and oversee the whole recognition process.
At the end of Phase 3, our working prototype produces files that can be used by external analytics tools. Currently, we are loading these resulting files into a Google Maps script. However, future iterations of this software, intended for actual field work, will include a fourth phase, in which a more sophisticated statistical analysis of user-submitted images will be used to provide public health experts with realtime information about developing or ongoing outbreaks of dangerous mosquitoes. The different applications that compose the system streamline the processes of (1) collecting and labeling the images; (2) training classifiers with the collected data; and (3) using these models for recognition of images queried by citizen scientists. Raw image data as well as results of image analysis are stored in the cloud and are thus available to all modules of the system. This data takes the form of text files, or small binary files that store recognition results. Figure 2 illustrates the flow of information between the components of the system. We describe each of the applications and more details of the system in the following sections.
Working Prototype
In this section, we discuss the details of the prototype implemented as a proof-of-concept of the system. We begin our discussion with the process of training the classifier for the image recognition approach currently used by the system, and then discuss the set of applications that we have Figure 2 : System Overview. A Deep Learning classification model is trained using images provided by our collaborators. Citizen Scientists interact with the system and can submit images for recognition. They receive results that indicate the probability of the presence of potential disease-carrying insects in their pictures. New, better classification models can be trained from new data received from citizen scientists or our collaborators. Experts have access to recognition results to oversee the system. Data collected can later be used in visualizations and in the proposal of public policies.
implemented for our first working prototype.
Training of Classifiers
The process of training the classifiers is a three-step process. First, we must collect training images-already labeled, e.g. as larva, pupa or mosquito-from collaborators or citizen scientists. Second, the system executes data augmentation and image processing routines on the collected images to generate multiple different versions of the received images with the objective of increasing the variety and size of the training data. We describe the data augmentation and image processing steps later on in this document. Finally, the processed images are given as input to the Deep Learning network. Using these labeled training images, the neural network learns to recognize the images, adjusting its internal organization until it produces satisfactory results on a test dataset. At this point, the classifier has been trained, and we can make it available to the recognition module.
4.1.1. Image collection. Deep Learning approaches require an immense amount of training data. For instance, in the ImageNet challenge mentioned in Section 2, 1.2 million handlabeled images are used for 1,000 different classes. We have developed a standalone mobile application that we call Image Collector used by collaborators to feed the system with training data. The application allows the user to label each submitted image. Images are either taken with the device's camera or retrieved from the device's storage. In the case of mosquito larvae or pupa, and as is illustrated in Figure 3 , we use a 60X Clip Light-emitting diode (LED) Microscope that can be attached to almost any smartphone. The application uploads the labeled image to our cloud storage, and that image is later used to train the recognition model. In an early phase of this project, some of our collaborators uploaded their pictures to a Dropbox [23] folder. However, this approach requires an extra step to manually label the received images. We see benefits in using the Image Collector application since it simplifies and streamlines the process of labeling images and feeding these images directly to train the classifier. Figure 4 shows a screenshot of the data collection mobile application, Image Collector. Currently, this application has been tailored to those genera known to transmit diseases to people; consequently, the user can apply the following possible labels to the images:
Each image must also be labeled according to whether it is an Egg, Larvae or Pupa; and whether the image contains a Head, Tail, Whole Body, or if it is a Side View of the insect. Close-up photos of the head and tail are necessary to correctly identify the genus of the larvae.
If the collaborator submitting the image is not sure about the correct label, she can simply use the last option, "Unknown," and leave the task of manually labeling the image to an expert. This application also collects the user name of our collaborator and a timestamp of the the image, allowing the system to keep track of each collaborator's contributions. 
Image Processing and Data Augmentation
To increase the variety in the data received by our collaborators, and to increase the size of the training dataset, we execute a data augmentation process on the collected images. First, each image received by our collaborators is manually processed to remove extraneous additional information contained in the image. For instance, borders are cropped since they do not usually contain any useful information for the classifier. The resulting cropped image is subject to the automatic data augmentation procedure that creates new images at different scales and orientations. Figure 5 shows an example of the data augmentation procedure. The transformed copies of the original image are generated using:
• Random rotation of the original image in a range of 0 to 60 degrees.
• Random horizontal and vertical shift in a range of 0 to 1/10 of the size of the image.
• Random shear in a range of 0.20 radians.
• Random flip either vertically or horizontally. In addition, as shown in Figure 6 , we perform histogram equalization to enhance the contrast of the images. 
Details about the inner workings of our current selected neural network architecture can be found in [5] . AlexNet was developed to classify images based on the 1000 classes of the ImageNet competition. This means that this network is overspecified for our problem, since, for now, we only need to discriminate between 48 different classes. We are including, as future work, the simplification of the network to improve performance without losing accuracy.
We train the model using 80% of the augmented dataset (original plus transformed images). The remaining 20% of the images are used for validation of the model. Once we have a trained model, we proceed to deploy it in the system's recognition module, which is explained later on in this paper.
Citizen Scientist Mobile Application
The mobile application currently runs on any smartphone with the Android Operating System. The application first collects the citizen scientist's email to manage all communication between the system and the user. Once the system has collected this basic information from the participant, the citizen scientist can submit pictures, either by using a smartphone camera or by retrieving a picture previously stored on the device, similar to how collaborators share their pictures with the system during the step for training the image classifier. In both cases, the image is sent to the system's cloud storage.
In addition to the image, a text file is transmitted to the cloud storage. This text file contains additional information, including the geolocation of the image. Using this text file, as opposed to encoding this meta-information in the image, helps maintain a separation between images and the associated user. Not only is this process helpful for implementing user privacy settings, but it will also allow the system to receive other kinds of information from the user-e.g., additional descriptions of the environment where the image was collected, either collected from the device's sensors or manually entered by the citizen scientist-without altering the image's metadata.
After the user has submitted its picture to our cloud server, the system will send a confirmation that the image was received. The user can now proceed to open another view in the application where the recognition results will be displayed. These results are retrieved from the cloud by the user's application. Figure 7 shows a screenshot of this functionality. The recognition results include the top classes detected by the system and the corresponding confidence probability of the classification.
Currently, the user's email is the only identifier used by the system, but in future versions of the system, a random unique ID might be generated for each new user. 4.2.1. Overlay guidelines to assist the end user in taking a picture. To further assist the user when taking the picture of the specimen, we have included an overlay with transparencies that guide the user and assist her positioning the smartphone. In the particular case of mosquito-borne diseases, and as shown in Figure 8 , the overlays include pictures of eggs, larvae and pupa obtained from the Centers for Disease Control and Prevention (CDC) website. The purpose of the overlay feature is to improve the quality of the image taken by the user, and also to improve the positioning of the specimen to be recognized. The overlays implemented in our prototype range from a simple water line to help the user align the specimen if hanging on water and on side view, to more complex overlays, such as mosquito species in different stages (egg, larvae, or pupa). (The overlays are not part of the image, and are not transmitted to cloud storage.)
Recognition Module
The recognition module has been conceived to be portable and efficient. We envision this module to run on Page 2839 Figure 8 : Example of the overlays used to assist the user when taking a picture.
a workstation by the manager of the system. In the case of an outbreak, we want the manager of the system to be able to utilize this module anywhere she has an Internet connection. This component interacts with our cloud storage. It retrieves new images that have been uploaded for recognition by citizen scientists and uses the trained Convolutional Neural Network (CNN), the classifier from Section 4.1.3, to predict its possible class.
Once the recognition module has processed a new image, it uploads its predictions to the cloud so the end user's application can access the prediction results. The recognition module also maintains a copy of the results locally so that they can be used later for analytics without the need for the component to be online.
The approach that we have taken to implement this recognition module makes it very easy to upgrade the classifier. Once the system has received new images, either from our research collaborators or citizen scientists, we can retrain the classifier to improve its prediction accuracy. Existing results of images already submitted by end users can be reprocessed to provide a more accurate label. Since the classifier runs on the manager's computer, we can quickly deploy the upgraded classifier to obtain better predictions immediately.
Expert Validation
Despite all the recent successes in image classification, there is always the possibility of an erroneous classification [25] . To confront this issue, we anticipate the use of human experts to monitor the recognition results of the system. We have created a mobile application that we term Expert Validator. This application connects to the cloud storage and allows experts to review the classification results.
Images are presented to the expert, sorted by the confidence value of the classification. The user can click on the image to get a complete set of results if the list of results is too large. Figure 9 shows a screenshot of the image verification process. First, the images submitted by end users are marked as pending validation. Second, experts confirm that the label assigned to the images is correct. Finally, the end user is notified that an expert has validated the image.
On the end user's application, images that have not undergone validation show a Pending Validation label next to the prediction results. Those images that have been validated by an expert show either the Accepted or Rejected label next to the prediction results. 
Pilot Evaluation of the First Prototype
We tested the system to determine its recognition performance on random images obtained online. We also tested the whole application pipeline simulating an outbreak in the vicinity of our campus. We used a Dell Precision 5510 laptop computer with 8GiB of RAM, an Intel Core i7-6700HQ processor and an Nvidia Quadro M1000M GPU. The recognition module runs on Ubuntu 14.04. The mobile components of the system were tested using three Android smartphones: a Samsung Galaxy S5, a Samsumg Galaxy S6, and a Google Pixel.
We first tested the recognition performance of our classifier to discriminate between larvae and non-larvae. We used a random set of 550 images from the website Flickr [26]. These images were obtained by implementing a web crawler that downloaded random images of anything other than larvae, and 100 random images with the words "mosquito larvae" in their description. Figure 10 shows some examples of the images in this dataset. The images were then labeled to indicate whether they were considered to be Larvae or Other than larvae based on the label assigned by each Flickr user. We trained a classifier using the images received by our research collaborators in other labs and universities. We then ran the trained recognition module on the Flickr images. The classifier produced the following results: Precision 100% and Recall 47.4%.
One hundred percent precision means that every single positive prediction that an image contained mosquito larvae was correct, i.e., the system's prediction did not include any false positives. The system did, however, have a few false negatives, where the system did not detect some images containing larvae. Of the set of 550 images collected randomly from the web, 57 images contained mosquito larvae. The recognition module recognized 27 of these 57 images or 47. We anticipate that in future iterations of the system, with further training, the recall value will be greatly improved. The current recall rate is primarily due to the fact that the random images in the online dataset contained features that had not been included in the initial training process. For example, the system was not trained to recognize images with multiple, sometimes overlapping, specimens in the picture. Figure 11 show examples of these images. The recognition process was unable to recognize the arrangement and quantity of the specimens in the picture as containing larvae. We are currently exploring the use of object proposal algorithms, e.g., [27] [28] , to help the system improve its performance in these kinds of images. It is important here to consider that citizen scientists will use the overlay guidelines to take better pictures than the images gathered randomly from the Internet to test our first prototype. In any case, the precision and recall values obtained from this dataset are interesting when looked at from the perspective that they reflect the behavior of the recognition module in the "wild". Table 1 lists the execution time of procedures executed in the recognition component. Once the classifier is running, it can process approximately 83 images per second in GPU enabled mode.
System Response to Low Quality Images
Based on our tests, we expect that if a citizen scientist uploads low quality images, the recognition module, which has been trained using high-quality labeled images, will reject them by giving them a low probability value for the class in question. The second line of defense is in the expert validation phase, in which experts could reject low quality images that have been flagged by the system.
Outbreak Simulation and Sample Visualization of Geographical Regions of Interest
In the event of an outbreak, we expect citizen scientists to upload their observations and receive recognition results Figure 11 : Examples of false negatives. Larvae is present in the images but the classifier does not recognize them as containing larvae, likely due to the arrangement and quantity of the specimens.
in return. The recognition module will be continuously updated with every batch of images received from citizen scientists. Epidemiologists will get precise information about geographic regions where relevant specimens have been spotted. This information will help them organize a response to the crisis. The system will help experts filter information received from citizen scientists, and this filtering will help them efficiently process more information than if they had to manually classify the images received from the users.
We tested the system in the vicinity of Brooklyn College. Volunteers walked around campus with the end user application installed on their smartphones. These volunteers chose places where mosquito larvae could be present in warmer months. Instead of using pictures taken from the camera on the device, they used images that were previously stored on the devices. The end-user applications uploaded the images to the cloud server and these images were later classified by the recognition module. The system correctly identified the images that contained larvae and passed the information to a Google Maps visualization script. Figure 13 shows a visualization produced from the exploration of the volunteers. Further analytics can be performed with the data collected (geolocation and classification results). The modularity of the system makes it easier to streamline the resulting data to other visualization tools, e.g., Google Maps. In the event of a real outbreak, experts could use these types of visualizations to identify regions that may require urgent attention from public health experts. 
Discussion and Future Work
As exciting as we find this prototype, we believe that the system can further be improved with contributions from external developers. We have made our software public so others can continue building on the the work we have done. Below are aspects of the system where we would like to see further improvements. a. Deploying the model to the end user's smartphone. Deploying the model and executing the classification algorithms on the user's side remains under consideration. This approach would result in an immediate recognition of the image, but it would also add more complexity when deploying improved versions of the classification model. For instance, when the classifier is upgraded, we would have to push the model to each device using our application. Currently the model takes 228 Megabytes which could be a storage burden for old smartphones. On the other hand, in the current configuration of the system, if we have a centralized location for the model, i.e., recognition module, we can continuously upgrade it without affecting the end users or their limited devices. b. Addition of complementary Computer Vision algorithms. The nature of the problem of recognizing species of insects in images requires other approaches that are specific to the behavior of these insects and how that behavior is captured by the images. We believe that using other complementary approaches to image segmentation and recognition can refine the suggested classifications obtained from the Deep Learning algorithms. Another idea is to include the collection of video in the citizen scientists' applications, which can allow us to determine the species of mosquito based on their movements. We have considered including an object proposal algorithm, e.g., [27] [28], in future iterations of the system to facilitate the selection of the specimens on the training images. These algorithms analyze the image and suggest possible locations of objects. These approaches use features in the images, e.g., edges, saliency, or color variation, to make predictions about the location of objects in images. c. Simplification of current Deep Learning network. The current architecture used by our recognition module, Caffenet/AlexNet, was developed to classify images based on the 1000 classes of the ImageNet competition. This means that this network is over-specified for our problem since, for now, we would only need to discriminate between a few different classes. Future work will include the simplification of the network to meet the needs of our problem. This reduction in the complexity of the network will improve performance without sacrificing accuracy. d. Multiplatform end-user application. Future work includes expanding the supported software platforms for the system. Even though the Android Operating system is used by a large number of end users, we believe that our prototype must also include versions that run on other operating systems, including iOS, the operating system used by Apple devices. e. Privacy Considerations. It is important to mention that the goal at this stage of our research is to use the prototype as a proof-of-concept. We must develop a more secure and robust system in future development iterations, particularly if the proposed system is going to be deployed on a large scale. A system deployed to the public must make sure that any information that can possibly link images to the user must be very carefully handled, particularly, when geolocation is included. Future work must include the generation of secure user IDs. Actions must be taken to prevent malicious people from gathering data from citizen scientists.
f. Providing additional information to the user. In addition to recognition results, citizen scientists could receive other information that is tailored to the recognition results and the disease that the system is helping to combat in the future on their mobile applications. g. Training the system with images that the system may recognize as false positives. To make the recognition module more accurate, we are currently collecting images of Chironomidae Larvae, Oligochaeta and Planaria. Since these specimens can sometimes be confused for mosquito larvae, we plan to train the system using those images as negative samples. We hope to make the system more accurate and reduce misclassifications. h. Web Interface for Citizen Scientists.
We are currently developing a web-based application on top of the open source Caffe web interface [24] . This web interface will allow the end user to upload an image to our server and get an immediate classification result. We envision that if the system is released to the public, this application could have a significant impact in the case of an epidemic outbreak, particularly if the website contains useful information about the epidemic in question in addition to accessing the recognition component.
i. Real Time Analytics and Management Applications.
In the case of an outbreak, the system could benefit from new applications that display real time analytics of the state of the system. More sophisticated Graphical User Interfaces (GUI) can also be developed to better assist the users of the system. j. Large-scale simulation of an outbreak. Future iterations of the system must be evaluated to determine its capacity to handle a large number of submissions from citizen scientists. This evaluation will allow us to better estimate the necessary amount of computing power required and the level of organizational and governmental commitment in case of an outbreak. This evaluation must also include varying configurations for the number of image uploads per user with the goal of making the system more robust.
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Current state-of-the-art technology allows for high accuracy classification of images. In this paper, we have presented a modular system and its first prototype that is capable of leveraging Computer Vision techniques to empower communities affected by an arbovirus epidemic. The proposed system can provide valuable information to experts in charge of coordinating solutions. Our modular system provides a suite of applications that are capable of recognizing mosquito larvae in images with great accuracy. Future iterations of the system can be deployed to the citizen science community and help in the fight to control potential epidemics.
A video demonstration of the prototype and links to source code are available at www.assistiverobot.org/system. We expect that by opening these applications to the research community, the system will undergo a continuous process of improvement.
