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R E S U M O z
_ 
É apresentada uma abordagem para o controle eia esti 
‹ _
i 
mação de estado de sistemas lineares multivariãveis sujeitos a va 
_ 
riações nos parâmetros
~ 
V 
No Controle, a reduçao da sensibilidade das.trajet§
~ rias e o rastreamento das saídas sao alcançados mesmo na _presen
~ ça de perturbaçoes. O controlador consiste de um servocompensador 
que contêm os modos.dos sinais de referência e das perturbações, 
uma matriz ganho de realimentação e um elemento "feed-forward".
~ Uma aplicaçao.do-método no projeto de um sistema de controle do 
movimento de um helicóptero no plano vertical ê apresentada.()uso 
_ _ ___ _ ___¬_, _ __.,_-,_-_, _ ._ _ ...___ -_._..__. ....- _¡_.._._...__. .._._.._ -_.._____.__ _..._..¬....__._..._.. - .._-.....-... . -..___ f...._- ..¬ _ ._ z. _ 
_- do servocompensador permite uma boa capacidade de manobra no' sen 
-tido de que o helicóptero segue trajetórias especificadas,e o ele 
mento "feed-forward" atua na redução da sensibilidade das trajetóf 
_ ` ~ . 
' 1
' 
`rias as_variaçoes dos parâmetros devido a mudanças na velocidade 
` do ar e a presença de rajadas de vento. ' 
~ 4 ~ 
' 
_ 
,Na estimação de estado, um metodo para a reduçao da 
' sensibilidade de observadores ë apresentado. Partindo~se de. ` um 
projeto inicial de observador de Luenberger, uma equação de Ricca 
ti ë construída. A solução desta equação permite a obtenção de um V 
novo observador, para o qual um índice de desempenho do tipo inte 
_ gral de uma forma quadrãtica do erro de observação ê diminuido.Va_ 
riaçóes na matriz de saída do processo são consideradas, sendo
~ transformadas em variaçoes equivalentes na matriz de estado e na ~'dtâ' " ' “ macriz e en ra a. Uma aplicaçao do metodo na regulaçao e recons
~ truçao dos estados de um sistema de potência máquina-barra infini - 
ø _ _ ,. ta e apresentada.
ix
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ABSTRACT ' 
An approach for control and state estimation of 
linear multivariable systems under parameter variations is 
_ presented. . i . . _ 
' 
- 
_ 
For the control approach, sensitivity trajectory 
reduction and robust asymptotic tracking are achieved even when 
there are disturbance inputs. The controller consists of a , 
servocompensator containing the modes of the reference signals 
z _ 
and disturbance inputs, a stabilizing feedback loop, and a_ 
feed~forward element. Application of the method to the design of 
a helicopter control system in vertical plane is presented. The 
_ use of servocompensator allows to perform maneuvers so that the~ 
`helicopter tracks desired trajectories, and the feed-forward 
N 
element acts in reducing the trajectory sensitivity to
_ 
A`variations of parameters due to change in airspeed, and to wind 
._ gusti . ~ _ z 
›_ _For state estimation, a method for reducing the‹ 
sensitivity of observers is presented. Starting with an initial 
design for a Luenberger observer, a Riccati equation is 
established. Its solution permits the design of a new observer 
for which a performance index of an integral of a quadratic form 
of the observer error is decreased. Variations in the output 
matrix are considered and transformed in equivalent variations 
in the state matrix and input matrix. An application of the 
method for regulation and state estimation of a power system 
consisting of a generator connected to an infinite bus is
_ 
presented. « ' - y ` ' 
' 
`
'
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c A P I T U L o 
` 
1 ' 
»1NTRoDUçÃo' 
z . 
't O comportamento dos sistemas dinâmicos quanto a va 
~ .' '^ ` ' riaçoes nos seus parametros, constitui-se em um dos aspectos bási 
cos no tratamento de tais sistemas- A questão da sensibilidade pa 
ramêtrica aparece principalmente quando modelos matemáticos são 
usados nos propósitos de análise e síntese. Normalmente, existe 
uma discrepância entre o sistema real e seu modelo matemático de 
vido a uma série de fatores ~tais como: A ' 'I - _ - ,_ _ ._ ___... ...__ ___.. ___ __ . "__ _ ._.___.. ..-__ _¡_..___...._ ..__..- -______ .._._.__.._........-. _ ....__._... _ ___.-._._- ..._ _. .. ._ Í .
× 
(1) Um sistema real nao pode ser identificado exatamente, por cau 
sa dos erros inerentes aos instrumentos e técnicas de medidas. 
(2) A idealização do comportamento dos elementos do sistema, para 
possibilitar a aplicação das leis físicas. 
(3) O comportamento de qualquer sistema real varia com o 'tempo 
de maneira não previsível, influenciadd pelas condições V ambien- 
tais, pelas propriedades dos materiais e condições de operação do 
sistema. ~ 
(4) Os modelos matemáticos são muitas vezes simplificados inten 
cionalmente, a fim de simplificar o problema matemático e torna¬ 
lo solucionável. á ' 
, 
Se-a diferença entre os parâmetros do sistema real 
' 1 
e do modelo matemático são consideráveis, a solução - obtida 
ø 4 4 ø ' atraves deste ultimo pode ser impraticavel. Portanto, e” parte 
› " 
_ 
\ 
_
_
_
2 
4
.
~ da soluçao de um problema prático, o conhecimento da sensibilida 
de paramétrica e sua influencia na resposta do sistema. 
› Por sensibilidade paramétrica pode-se entender o 
efeito que as variações nos parâmetros produzem na dinâmica de 
um sistema, ou seja, sobre sua resposta no tempo, seus estados, 
› 
. sua função de transferência ou qualquer_outra representação mate 
mãtica que caracterize sua dinâmica. - 
. Historicamente,considerações sobre a sensibilidade 
paramétrica foram inicialmente feitas em termos da influência dos 
_ 
coeficientes de uma equação diferencial sobre sua solução,' -sob 
um ponto de vista puramente matemático [l]. Bode foi o primeiro 
A A 
_ a estabelecer a importancia da sensibilidade, na síntese de siste 
` .~ 
_ ,;n_aS_._‹íls__¢9nt§9lâ,9_9m_n_§ââlimsnf‹;âç.êQ._.[l:_2] z _ 
Com o desenvolvimento de métodos mais sofisticados 
na teoria de controle, o problema dos sistemas com variações nos 
'_ parâmetros .foi tratado de muitas formas .durante os últimos trin 
ta ou quarenta anos. 
_ 
Mais recentemente, foi proposto um método em [3-41, 
modificando a lei de controle por realimentaçâo de um sistema_ li 
near invariante no tempo, de modo a reduzir a sensibilidade das 
trajetõrias dos estados, mantendo as características de estabili 
dade e otimização. Posteriormente este método foi extendido em 
[5], para sistemas variantes no tempo e sistemas não'lineares.Con 
tudo nestes_trabalhos, a questão da presença de perturbações e 
do rastreamento das saídas em relação a referências especificadas
_ 
nao foi tratado. Um outro método,_também aplicado para sistemas 
lineares invariantes no tempo, foi proposto em [6], no qual é mi 
nimizada a sensibilidade dos autovalores quanto a variações ~ nos
3 
l ` `
. 
' ~ parâmetros, mas, variações na matriz de entrada nao foram consi 
1 . . . 
deradas. . 
_
d
. 
. Alëm dos métodos acima citados, vários sao os au 
tores que procuram solucionar o problema da síntese de controla‹ 
' ‹ ' _~ J dores para sistemas-lineares sujeitos a variaçoes nos parâmetros
~ (vide [7-ll]). Devido as consideraçoes matemáticas utilizadas, 
_.. ` ~ ~ ` as soluçoes-propostas nao sao atrativas do ponto de vista prâti 
` ”Íco. Emboramem [8] a implementação não seja tão complicada, de 
acordo com este trabalho, para um processo de dimensao n, ë z ne 
- cessãrio um controlador de dimensao 2n e, além do.mais, o proble 
ma da rejeição das perturbações não ê tratado.
V 
- A teoria do servomecanismo robusto apresentada em 
'e [l2], resolve parcialmente o problema da síntese do controlador 
i. 1. .__.. __.. __... _.. __ _.-. z -..-.. V. › ----›-- V-~~_ ` _;.. ~ -._ __ 
no sentido de que, embora as saídas tendam assintoticamente para 
sinais de referências e as perturbações sejam rejeitadas, o con 
~trolador pode não manter características de resposta desejadas 
ãqüando os valores dos parâmetros do sistema mudam. Esta desvanta 
_gem da teoria do servomecanismo robusto, ê notadamente percebida 
j no-comportamento de alquns sistemas, tais como sistemas de avia_ 
. ção, controle de satélites e quaisquer outros sistemas nos quais 
as características das respostas não podem estar sujeitas a gran
~ 
_ des variaçoes. ' " ' ' 
_ 
Porter [l5].mostrou que embora o problema da sensi 
bilidade e o problema da observação dos estados tenham ser desen 
volvido em campos distintos, eles sao de natureza dual._Posteri- 
ormente em [l6], um resultado dual ao obtido por Sundararajan em 
[3] ê apresentado, e um procedimento para melhorar o projeto do 
observador sob o ponto de vista de sua sensibilidade ãs 
ã 
_varia 
Q ' ‹
"
\
4\ 
V
4 
¿
4
~ çoes nos parâmetros, ê sugerido. _ 
No trabalho aqui desenvolvido, um método que 
A 
leva 
em conta a teoria do rastreamento robusto proposta em [12] e o
~ método da reduçao da sensibilidade das trajetórias [3] 
_ 
ë 
_ 
apre 
sentado, alcançando-se simultaneamente o rastreamento das saidas 
e a redução da.sensibilidade. Da mesma maneira que em [l2], o 
rastreamento das saídas do sistema malha fechada ê obtido para 
uma classe de sinais de referência e de perturbações. 
à 
. O controlador ê formado por um servocompensador _di 
rigido pelo erro entre as referências e'as saídas, por um ganho 
de realimentação e uma entrada "feed-forward". O servocompensador 
4 z z ' 6 ^ z contem todos os modos dos sinais de referencia e das « perturba 
ções. O ganho de realimentação ê obtido usando os valores nomi 
V Ú _ ,. . ._ _. V _ ._ . _ . `› . _ .__ , ._ ._, .. ._.. .__i.. ._ .. .._._ _ -_..,__ ._ 
. nais dos parâmetros. A entrada "feed-forward" ê utilizada paraper 
mitir que a resposta do sistema não sofra grandes alterações quan 
° , _ 
do os valores dos parâmetros nãQ.são os nominais e, perturbações 
‹ - _ 
'
.~ 
Í _ estao presentes. O controlador aqui apresentado, tem sua aplica 
- 
I 
HÁ, ~ ` A- çao restrita aos sistemas lineares invariantes no tempo.› 'àâ 
ç 
_ 
Para verificar a eficiência deste controlador, foi 
o mesmo aplicado no controle de um helicóptero, e seu desempenho 
pode ser avaliado em função dos resultados apresentados nas -refe
^ rencias [4],_[6] e [l3fil4], onde o mesmo.sistema ë»- utilizado. 
Foi observado que a inclusão do servocompensador permite uma boa 
capacidade de manobra do helicõptero.e ao contrário de [4], 0 
erro em regime das variáveis controladas ê nulo, mesmo quando 
perturbações tais como rajadas de vento estão presentes. Além dis 
so variações na matriz de entrada são.consideradas aqui, o que 
não ocorre em [6]. No caso dos controladores adaptativos desenvol
\
4
5 
‹ 
‹ _
. 
vidos em [13-l4] para sua implementação ê necessário um computa 
A dor a bordo do helicóptero. Um segundo aspecto abordado neste tna 
balho ê relativo ao projeto do observador. A partir dos resulta 
dos obtidos na síntese do controlador, um resultado dual ê-estaba 
, 
. . › 
Vlecido para a síntese do observador, no qual um índice de desempg 
nho do tipo integral de uma forma quadrãtica do erro de observa 
ção ê minimizado ou,.no-máximo permanece constante, Condiçoes su 
~ ~ficientes para que esta minimização ocorra são apresentadas," ao 
l¢ontrârio`âe [1õ]. - -_ - H 
' ' ~~ ~ 
~ ~ 
. z - ›- Uma aplicaçao do observador ë feita.na reconstruçao' 
dos estados de um sistema ~mâquina*barra infinita. Para represen 
tar o sistema ê usado o modelo linearizado de Hefrom-Phillips[lfl, 
- no qual alguns dos parâmetros são funções do ponto de operação do 
- _ ¿_,_'_._._¿;._.__ __. __. .__._._. .__ _ _--_._, _ . . . ..___ `,__._ “___ - 
sistema. O procedimento normalmente adotado para este sistema, ê 
projetar um observador de Luenberger, tomando~se_como fixos os va 
lores dos parâmetrosfi em um determinado ponto de operação.Uma vez
1 
"que a demanda de carga do sistema ê variável, o ponto de operação 
j do sistema também o*é, e~o erro de observação não tende assintoti 
camente_para zero, devido ãs variações nos parâmetros. O fato do
~ 
V 
erro nao ser nulo pode causar problemas no desempenho do sistema 
V como um todo, caso este possua sinais estabilizantes derivados da 
potência acelerante. . 
ã
' 
Este trabalho está organizado da seguinte forma. O 
. capítulo 2 apresenta o método de projeto que permite rastreamento 
- das saídas, rejeição das perturbações e redução da sensibilidade 
das trajetõrias âs variações nos parâmetros. A aplicação deste më 
todo no projeto do sistema de.controle de aeronaves dotadas de 
decolagem e aterrissagem vertical, no caso.um helicóptero, ë aprg 
m ›
`
\
6 
sentada no capítulo 3 e os resultados são estabelecidos 'através
~ de simulaçao digital. No capítulo 4 encontra~se o método para a 
redução da sensibilidade de observadores para sistemas lineares 
invariantes no tempo, partindo-se do projeto inicial de um obser 
vador de Luenberger. No capitulo 5 emprega~se o método na observa
_ 
çao dos estados de um sistema de potência máquina-barra infini 
ta e os resultados também são estabelecidos através de simulação 
digital. O capÍtulo_6 apresenta as tconclusões gerais e perspecti 
vas para futuros trabalhos.
r
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C A P Í T U L O 2 
REDUÇÃO DA SENSIBILIDADE E RASTREAMENTO ROBUSTO EM 
SISTEMAS LINEARES SUJEITOS A VARIAÇÕES NOS 
PARÂMETROS E ENTRADA DE PERTURBAÇÕES 
2.1 ~'Introdução 
. “Neste capítulo apresenta~se um método que permite a 
~ â 
redução da sensibilidade das trajetõrias e o rastreamento das saí 
das em sistemas lineares multivariãveis_e¶invariantes no _ tempo, 
sujeitos a variações nos parâmetros e entrada de perturbações. 
` 
_ ; 
-O sistema apresenta~se na forma de variáveis de es 
tados e admite-se variações nos élementos das matrizes de estado I 
de entrada e de saída, devido a variações no vetor de parâmetros 
do processo. O controlador ê composto por três elementos: um ser 
vocompensador, cujo método de projeto ê apresentado na seção 2.3; 
uma matriz ganho de realimentação e um elemento "feed-forward" , 
utilizados para estabilização e redução da sensibilidade, apresen 
tados na seção 2.4. Na seção 2.2 introduz-se as equações que des 
crevem o sistema e algumas definições que serão utilizadas em to 
do o capítulo; Finalmente na seção 2.5, os principais passos para 
implementação do controlador são apresentados. Conclusõessão apre 
sentadas na seçao 2.6..
'
›
I8 
2.2 ~ O Sistema¬e algumas definiçóes uteis ' ' 
Considera-se uma classe de sistemas lineares da for 
ma: .- ~ A ` 
5§(ÍtrU;W) =A(U)X(t-rllllw) +B(U)u‹t/Urw) +EW(t) (2-la) 
y(t,u,w)==C(u)x(t,u,w)-+Fw(t) ' (2.lb) 
onde x ê o vetor de estado de dimensão n, u ê o vetor de controle 
de dimensão m, wsë o vetor das perturbações de dimensão np, p ë o 
vetor de parâmetros de dimensão p, y ê o vetor de saidas de dimen 
. ,¡v 
V
- 
são ns, A(u), B(u) e C(u) são matrizes invariantes no tempo cujos 
elementos são continuamente diferenciäveis com respeito ao vetor 
de-parâmetros~u~e~o~ponto~%zàmindica~diferenciação com ã respeito 
ao tempo. Todas as matrizes são de dimensões apropriadas. 
V -Deseja-se que a saída y(t) siga um sinal de referên 
cia r(t), e que a sensibilidade das trajetórias seja reduzida.fnq1
~ te a_variaçoes nos parâmetros de (2.l). ' 
,A seguir algumas definições serão apresentadas. 
~ A Definição 2.1 - yetor de parametros nominal u*_- ë o valorâ assu 
mido pelo vetor de parâmetros u quando o sistema encontra~se 
' no
~ ponto de operaçao considerado nominal. ` - 
Definição 2.2 - Trajetória nominal x(t,u*,O) - ê a trajetória do 
sistema quando u==u*_e.w==0. Denota-se a trajetória nominal 
x(t,u*,0) por x*(t). *
à
l
9 
pefinigão 2.3 - Sensibilidade da trajetõria ~ Quando os parâme 
tros variam de uma quantidade AU==U*U* de seu valor nominal u*, 
as trajetórias sofrem a variação
Q 
- Ax(t,u,w)='x(t,u,w)-x(t,u*,O)~ (2}2) 
Se AU ê pequeno, então Ax(t,uzw) pode ser aprokimado por~ 
.~ ` ___. 8 3 _ A>f(t,u,w) - óx(t) - K-51? x(t,u,w)1p,-<,o AU+ Í§V7x(t,u,w)]u*,OAw (2.3) 
' f 
43
â 
As derivadas-parciais 8x(t,u,w)/äu e 8x(t,u,w)/BW calculadas~ em 
p==u* ë”w==0 são chamadas funções de sensibilidade, ou simplesmen 
te sensibilidade da trajetória x(t,u,w). ' ' 
. 
` Í 
Definição 2;§ - Sistemas nominalmente equivalentes - A figura 2.1 
mostra dois controles para um mesmo processo. Os controles u¡‹auz 
são denominados nominalmente equivalentes se u1(t, u*,0)= 
uz(t,u*,O), ou seja, são iguais quando u==p* e w==0; Observe que, 
quando os controles sao nominalmente equivalentes, os sistemas
Q possuem as mesmas respostas ' 
X1(tzU*»0)== X2(tzU*f0)== X*(t), (2.4) 
Dois sistemas, por exemplo o Sistema l e o Sistema 2 da figura 
2.1, são ditos nominalmente equivalentes se suas entradas de con 
- ›
v
lO
( 
- trole também o são.
E 
_ ......,` .. ..........,.. ......,.v.., .-._ .._. ... ... - -,....... ....-....~.......,...-.~..›.........--«-›‹~.v-¬~----- ›----›~‹~‹- --» ‹ › 
_ . Ew FW `
r 
‹ 
_¡_ U _. + ×¡ I + t -›- -›---› ~ r - + Y*
f 
Irnn-n Ahú mSTEMA1 
D
› 
EW _ FW 
'Z + uz v t+ X2 + 
E:§'p-pgpiiiiuiin-).› IHNHIIIIU-›.h-IÔY2 _ . 4.. + 
" “` ` ` V A 
A 
« s¡sTEMA 2 
7 
O' 
'_ 
'_ .
l 
. Figura 2.1 - Dois controles para um mesmo sistema. 
` Neste caso, tem-se 
r2‹t›= r1'<1z›-(K1,-1<2›×*‹fi› 
, _ 
' Definição'2.5'~"Polin§mio'mõnico'[2Q] - ê o polinõmio cujo termo 
de mais alto grau tem para coeficiente a unidade, sendo ~denotado 
por W(À). V 
'pefiniçãoZ§¿5 ~'§olin§mio míqimo - O polinõmio mínimo de uma ma 
triz A ê o polinõmio mõnico W(À) de menor grau tal que W(A)==A0.
ll
4 
Definição 2¿T * Espaço nulo - O espaço nulo de uma matriz A ê o 
_ 
conjunto N(A) definido por - 
'“' N(A) = '{x E (1‹¬“,F) IAX =0_}4 
_ ‹ ~ 
onde (Fn,F) ë o espaço vetorial de dimensão n, definido sobre o 
corpo F. A dimensão de `N(A) ê chamada nulidade de“A e' denotada
A 
ff '“por v(A)- " M ` ' ' . - 
_ 
2.3 ~ Projeto do seryocompensador 
1 
` 
' 
' 
- 
_
' 
. Para o projeto do servocompensador ê utilizada a 
teoria do rastreamento robusto apresentada em [l2]e [l9]. ` ' 
- '¬ ,_-_._;_.___ ~-- --~ › -------- - V --›-» ‹ ~ f ›--.. ¡ _.,,` ..-._ 
' _Seja o sistema linear (2.l) descrito com uma nota' 
4»ção mais simplificada 
à"= A(u)x + B(U)u + Ew ; x(O)==xq 
y = C(U)g + Fw 
Deseja-se que a saída y(t) siga o sinal de referên 
cia r(t)) mesmo na presença das perturbações w(t). Seja o vetor' 
~ erro, e(t), dado por , ~ _ 
em =z‹Fz› -y‹t› z <z.õ› 
Os sinais w(t) e r(t) pertencem a classe de sinais 
que podem ser gerados por um sistema linear autônomo, como mostra 
do na figura 2.2 _
x
*_ ú ,W 12
X 
Y 
wo,ro 
' f X 
1:_:í>w'r
i 
Figura 2.2 - Sistema linear autônomo.
~ 
'Tais sistemas podem ser modelados pelas equaçoes, 
‹ à 
_ 
5<w(t)-*= AWxW(t-) ; Xw(O)= xwo . (2.6a) 
`_ ._ ._ .__ _ __. . ..._ _ 
“"` w(t) == CW xW(t) _ (2.6b) 
s<r‹t›= Ar ›<r(1z› ;_>:zr‹o›= gro' ‹2.7â› 
r(_t)' = C X (t) 
A 
r r (2.7b) 
'. n n ' ,, 
onde xw s R W, xr e R r e Rk denota o espaço Euclidiano de dimen 
~ ~ sao k. Assume-se que os pares (CW, AW) e (Cr, Ar) 
' sao comp1.et_a_ 
mente observãveis. Esta condição será sempre satisfeita tomando- 
se os sistemas descritos em (2.p6) e (_2.7) como realizações mini 
mas. No trabalho aqui desenvolvido assume-se que ' 
õ‹AW› U o~‹z.\.r› c c+ '‹2.a› 
onde o'(M) representa o espectro da matriz M, definido por
›
.
À 
_'T..-..›.:_`-Q 
13 
.zz(_M)='À{À}âet_‹i1-M)= 01 ‹2.9› 
e C+ representa o.semi-plano complexo não negativo. Se a condição 
(2.8) não ê satisfeita, o problema passa a ser somente de regula 
ção,_uma vez que r(t)+()_e w(t)+ O quando t + w. Contudo, modos 
.. ' estáveis em AW e Ar tambem podem ser considerados. ~ 
O servocompensador a ser projetado tem como objeti 
vo assegurar o rastreamento assintôtico e a rejeição das perturba 
› 
' ` 
ções, isto ê, para qualquer estado inicial xo, x£0~e xW0,e(t)~* Q 
quando t~›w, independente de variações nos parâmetros do- proces 
so. As condições precisas para que este objetivo seja alcançado 
.. ' I - sao apresentadas em [12] e [l9].^ ¿ 
No projeto do servocompensador, considera~se o sis 
tèmämno seu ponto de*operação nominal, isto ê, u==u* e as matri 
zes A(u), B(u) e C(u).assumem seus valores nominais denotados por 
r 
~ A(,u*) = A* ' 
B(u*) = B*_ (2.1o› 
' C(u*) = C* 
Todas as matrizes obtidas utilizando~se u==u* serão 
identificadas por um asterisco (*).
_ 
_ v _ 
r 'O teorema apresentado a seguir estabelece de forma 
clara a estrutura do servocompensador. 
Teorema 2.1 - Considere o sistema representado por (2.l), f2.5), 
(2.6), (2.7) e (2.8). Suponha que (A,B,C) ê uma realização mini 
ma. Seja o servocompensador ` . › ` '
¿ 
»onde x 5C 
COIT1 
onde A ==A = ...= A , B = B =...==B ; diag denota uma ma C1 C2 CH C1 C2 Cn " 
l4 
5<c(1z)=Ac xc(t) + BC e(t) (2.11)
H 
R ° e, 
‹. ' ncxnc. """ 
AC= diag{Ac1,...,Acn 
} 
e R ' (2.l2a)
s 
_ 
' 
_ 
ncxns 
Bcz âiâg{BC1,...,Bcn] z R . ‹2«12b› 
w S 
... O (2.l2c) Ací= O l 0
_ 
I 
0 0 _1'.`., 0 
"' u 0 
° ` Q a 
_ 
° o o ' 
O o 0 O 1 . 
_. ` ... _ _. , _ - _ 
-u -u -a ~u ~- 
C1 <1~1 q- 2 1 
B .= 
` 
o 
' 
‹2.12â› Cl 
' 
O _ _
o
1
J 
S S 
triz diagonal; Rkxk denota a classe de matrizes k›‹k e, 
ë o mínimo multiplo comum de WW e Wr, polinõmios mínimos de AW e 
A .r 
® ==sq4-u sq_1+ ...4-a _s+-u 12.13) wr 1 q-1 q' - 
.
`
.
15 
.Sob estas condições se, ( 
posto ÀI-A* B* == n-rns V Ã‹:o(AW)IJo(Ar) (2.l4) 
_C* 0 
então o controlador apresentado em (2.ll) ê tal que: 
(i) O sistema composto;descrito pelas equações 
sz* A* o X* B* 
, 
z 
' 
} í 
+ 
} 
u* (2-15) 
. É , -B C* A x 0 C C _ C `C _ 
ê.. c.ompJ_ei,tamente.--z.con.t_rolável- . . 
(ii) Para qualquer lei de controle do tipo u(t)= 
Ákzdtz rastreamento robusto e rejeição das perturbações são al 
_ 
. 1 . 
cançadas. - 
p 
A 
.
V 
z _(iii) O sistema ë robusto a variações nos parâme 
tros desde que: « . . 
_ 
A 
I ¿ 
L (iii.l) BC permanece diagonal por blocos 
(iii.2) O sistema malha fechada permanece estável. 
Prova (Teorema 2.l)~ A prova deste teorema encontra-se na referên 
cia [19] e teoremas semelhantes são apresentados em [l2]. 
O sistema completo, composto do processo descrito 
em (2.l) e do controlador descrito em (2.ll) pode ser escrito cg 
ITIO ^ . -
16 
›°>'<(t) = ' AW) 0 "| `><(tt)-¬+ "B(u) u(t)+ _ Ew(1:) Q 
_›'<C<t› ~Bcc‹1z-› Al ><c‹t›} 0 -Bcrw‹t›+_Bšr‹'t› 
1; Ã‹1.1››"<‹t› +ã‹.ú›%u<t> + v‹w,r›.-' 5'<‹0› =›20 ‹'2.¿L_§d› 
onde Q denota igualdade por definição e, 
§‹Í=l`x 
;°×n,^171=n+nc ' (2.l7a) 
_
x c 
. 
i 
'
' 
ÃW) = .A(u> 0 ;Ê(u)'= glãw) ; v`(w.zr)'1'= _ Ew(t) (2.l7b) 
C C \ 
-B C(11) A ' 'O -B Fw(t)+B r(t) 
` . _ 
_ 
.. ._ __ C _ _` C 7 _.. 
_ 
V Da condição (i), teorema 2.1, pode-se afirmar que 
`existe uma lei de controle da forma 
u(t)i=-¶<x(t)-KcXC(t)==-Ê §(t) (2.l8) 
onde Í==[K KC] s Rmxrr tal que o sistema malha feohada ë exP2 
fiencialmente estável. -
J 
Este sistema malha fechada ê obtido de (2.l6)e(2.l& 
sendo representado por < 
sim = [Ãm-ã‹.u'›1í¿]í<‹_t› +v'‹_w,z› de ‹2.19›
\
L 
__¡,._ ..- -_;.. 
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Embora em (2.l9) as saidas .sigam^ assintoticamente 
uma dada classe de sinais de referência e as perturbações sejam 
rejeitadas, uma questão não solucionada em [12] e [19] ê relativa 
ao fato de que, uma vez tenha sido estabelecida a trajetória nomi 
_ -~» 
nal, sendo o sistema sujeito a variação nos parâmetros, nada* se 
pode prever com relação a.trajetória atual (após a variação nos 
parâmetros! durante o transitório." 
__ .._.. .. › ' 
« É importante então encontrar uma.lei-de controle 
u(tl tal que as variações na característica da resposta transitó 
ria sejam mínimas quando o sistema está sujeito as condições men' 
cionadas acima. › 4 
Ê' 
i Uma das principais contribuições deste trabalho ë 
no estabelecimento de tal lei de controle, utilizando~se da compa 
ração das sensibilidades das trajetórias; O procedimento para ob 
tenção da lei de controle ê apresentado a seguir.
1 
2 44 " E@§z2š§sä9¿.<ías sS@13íSia12;i;llí%¿<Êa<š;¢ ,darão .T;rcai@t,õriaS 
É fácil observar, que dois sistemas quaisquer pos 
suem diferentes funções de sensibilidade. Em se tratando de siste 
mas nominalmente equivalentes, a afirmativa também ë válida, bas 
tando para isso que u ¢ u*. 
' u I 
' Pode~se então estabelecer critérios para comparação 
das variações das trajetórias, representadas por 6x(t) na equação 
(2.3). Os primeiros autores a comparar estas variações foram Cruz 
e Perkins [21] e Kreindler [22], usando como critério a forma in 
tegral quadrãtica de ôx(t)» Segundo este critério, um determinado
›
18 
sistema, denotado como sistema 2, ê menos sensível que outro, de 
notado sistema 1, se ' ` 
'.=" 
. 
t' » 
f Âöx-¿T(t) Z ôX2.(t)dt </ ôx-1T(t) Z ‹Sx1(t)dt 
' ('2.20) 
0 o 
para todo f”> O, para. uma ›matriz` de ponderação semi~definida 
' 
_ -__ . z ~» 
positiva Z e para todos os intervalos-nos quais a integral dwüâem 
(2.20) ë definida. O simbolo T denota a transposta de uma matriz. 
. ,No procedimento aqui adotado, serão considerados 
dois sistemas a saberz' 
Sistema l 
¿___._ . _... _... ._ .__. ... . _ . z . . _ ` _ ..._ 
_ ,_ Q ' _... _ ~ ~ À, ~ z x1== A(u)x1 + B(U)u¡4-v(w¡r) (2.2la) 
(2.2lb) _.. _~ ~, f ul Klxl 
' Sistema 2
o ~ ~ ~ ' 'V x2-- A(p)x2+ B(u)u2 # v(w,r) (2.22a) 
` H ~ ” ”"' 
(2.,22b) __ _ 
' 
, i\ uz- (K1-+K3)x2+ K3× 
onde Ê* denota a trajetória nominal, descrita por 
š*== Ã*š* + Ê*u*-+›v(0}r) (2.23a) 
u*==-Êlã* (2.23b)
›
I 
` 19 
Observe que os sistemas 1 e`2 são nominalmente equi _ 
valentes, isto ê, u1= u2== u*« quando u==u* e w==0. A matriz de 
ganhos Ê3 tem a função de reduzir a sensibilidade do sistema 2 
quando comparada com o sistema ltno sentido de (2.20). ' 
Qäservagão l~- Neste trabalho os termos variação da trajetória e
~ sensibilidade da trajetória sao usados indistintamente, devido a 
relaçao existente entre estas grandezas conforme (2.3). Muitas vg 
zes, o termo utilizado ë simplesmente sensibilidade} V 
O teorema seguinte estabelece a relação entre as 
trajetórias dos sistemas l e 2. ' 
V 
0 -
_ 
. Teorema 2.2 ~ As variaçoes nas trajetórias de dois sistemas nomi 
__naln1en_te_.eqoui_va;Lenfce¡S.adenqtados somo. si.St.ema_s_ lie _-2, São rela<=i0 
nados por ' ' ' 
Í õ>"<2<_s› = s‹S›ô>21'‹.â) <.2.24›_ 
onde_ 
A
- 
. 
. 
~ '-1 « 
s(s› =[1+‹1>‹S›ã*1<J ‹2.z5› 
E A V 
z ‹1›‹.s› =[si1-‹Ã*-1'ã,*1Z1›]'¬ (2.'*2õ› 
Prova (Teorema 2.2) - Considere para um dado r,11#1F e WÉÉO. A_ 
res osta do sistema 1, ã == Ê* +'ô§ = Ê* + öš ê dada or P .1 1 1 1: P 
52* .+ ô§<1=(Ã* + ôÃ› Gz* + ô5"<1›+ (1š*+õ1š)‹u.*+ôu1›+v(w,r› ' (2.27a› 
u* + ôu,=-1Z1‹_§<*`+ ô›“z1› 
` 
(2,.27b›i
H
20 
¿ _ 
Desprezando~se os termos de segunda ordem, (2.27) torna~se 
šz* + õšzl = Ã*§* +~1š*u* + ôÃ§<* + ô1šu*+Ã*ô_§<,+ íš*ôu, + v(w,r› - ‹;2.zs› 
_Usando (2.23) e (2.l7b) , 
êšâl = Ã*ôéz1 + maul +~õ~Ãâ*' .+ ôãu*+ g‹w› _ À‹2._29a› 
.›»~ ~ ~¬ ' ^ . 
ôul _- -Klôxl (2.29b) 
/ ¬.. 
_ I v 
'g‹_w› = 
í 
E 
T1 
‹2.29¢›_ 
H 
-B F 
.
C 
' 
. Da mesma forma¡ para o sistema 2* 
ôšëz z '_;;*ô;<2 + ã*ôu2 + õÃ§<*_ + ô~íšu*+ g(_w› ‹V2.3oa) 
õuzz -<1Z1+ 123›ô5'<2' ‹2.3ob› 
Usando (2.29) e (2.30) tem-se ' 
sá, - ôšzz = ‹Ã* - š* R1) (ôšzl - õ>22›+ ã*1Ê3ô§2 ‹z'.31›
~ 'A@licando a transformada de Laplace em (2.3l) entao 
S [ôiš ,. (ds) - ôš<,Z‹s›]= (Ã*- ñ*121)[ôš<,‹s)- õš<2 ‹S›'1 +iš*1Z3 ô`>"<2 (S)
_ 
' 
[S1-z ‹Ã*-1'§*121›1ô>"<1‹_S› = [s1- ‹Ã*-1š*121)]ôí<2‹s› +ã*123ô§'<2‹s›
d 
ôš'<2‹s› = [1 + ‹1›‹S›ã*í¿3]** ôš<1‹z;)-
\
(Í 
21 
®(s) = {sf ~ ÇÃ* - Ê* Ê1)]_1
( 
~ 4 -v onde ôXí(s) e a transformada de Laplace de õxí(t)
‹ 
Observagão 2 - Desde que os sistemas.l e 2 são originados do mes 
mo processo, entao ' 
" 
ãi (0,u,w_) = ¬.í'<2 (0,u.w)‹ 
' z 
/z* 
Lema 2.1 - A matriz de sensibilidade S(s) definida em (2.25)ê cau 
sal. 
V 
-4
- 
Êroya (Lema 2.l).á Definindo 
~ aaeeze-=~«a~õš;~eõšzzúa»z~~z R” ‹í2.cs2›; 
.-.z ~ entao a equaçao (2.3l) pode ser escrita na forma 
. fr _' 
à= [Ã*.-1š*‹_fi1+›1Z¿›]z + 1ã*i¿‹S3<1 ; z‹_o) =o.. ' ‹_2.33a› 
õízz =~.z +- õšzl (2.'33b)_ 
A matriz função de transferência de (2.33) ê' 
c‹_S-›' = - [51 - Ã* +›ã*`u21+ í¿.3›]”1 B*123+ I ‹2.'34›, 
Efetuando algumas operações elementares com G(s), 
tem~se . í . -` ` - É 
G(_S) `= [SI _- Â* + Ê* (Í{1+ 1Ê3)]"_1 [-1`á*12'_3 + sl-Ã* +Ê*(Í{1+. 123)] ~
\ .
22. 
‹ _ - .
` 
~ ~ ~ _- ff* '~ "_ ~ "' ~v '-1”. "' 
-
r 
G(s) =|:(51 _z›._* + B* K1), 1- (SI.-A +13* K1 ) +(sI -A* +B*1<1) B*1<J 
.G(s) =[I + (S1:--Ã* +íš* 121 )"11šm*12'3 ]'1 , 
_ G‹s› = S‹à› ‹2.35› 
Como (2.33) ê um sistema realizãvel, então está ca 
racterizado como um sistema físico. Sua matriz função de transfg 
rência ë representada por S(s). Çomó a causalidade ê uma proprig 
dade intrínseca dos sistemas físicos, então S(s) ê causal. Na fi 
gura 2.3 ê mostrada uma realização de S(s) - -
8 
- - -‹ e « ~-~~B- --~~-- 
_ -ny _ 
ôfzl À _ _ 
_ 
ç 
, . 
L Figura 2.3 - Uma realização de S(s). 
O teorema 2.3 estabelece a condição suficiente para 
A 
que (2.20) seja satisfeita. V H' 
Teorema 2.3 - Se Sís) dado em (2.25) ê causal, então uma condição 
suficiente para (2.20) ê que para todo w s (-W,°Ú ' 
sÍ‹.l-jm z, sm) < z .l ‹z.3õa› -
Ã 
23 
ou equivalentemente, ' 
H 
[sTs‹r-j‹»›1Íiz s"* (jm z z ‹2.3õb) 
onde o sinal de igualdade se aplica para.alguns valores de w mas- 
‹ 
,
_
~ nao para todos os valores. Í 
Prova (Teorema 2.3)- Para prova deste teorema veja as referências 
[21] e [22]. . `¬ A ' . 
_
“ 
. 
' A partir da desigualdade (2.36) uma matriz Ê3 _pode 
V 
ser escolhida tal que (2.20) ê satisfeita. A matriz Ê3 deve per 
tencer a classe de matrizes que estabilizam o sistema descrito em 
I 
. "" 4 › ` 1 ~ - (2.22). A determinaçao numerica de uma matriz K3 somente com base 
' em (2.36) ê bastante difícil. A seguir será apresentado um proce 
fdimento*para~o~cãlculo de*Ê3~baseado na solução da equação matri 
cial algêbrica de Riccati. " ` ' 
~ ~ *Suponha que a matriz (Ã* ~Ê*Í¡) ê estável, isto ë, 
, 
_ 
- ¡ 
*-todos os seus autovalores possuem parte real negativa; Seja a ma 
triz P, a solução definida positiva da_equação de Riccati 
A 
p_(Ã.*.= - Ê* 121) + (Ã*-1'§*Í¿1»)TP - P íš=*R"? (Ê*)TP +DTD = 0 (2.37) 
` E ~ ~ 
' I 
f . '. »' onde P s R ¡ D sR}m' com posto D=n e R eRmmn e uma matriz simg 
trica e positiva definida; l ` ' ` - 
Dado um controle nominal u1(t) =u* definido por 
u1(_t) =-ã1§<1(t,u,Aw)_ 
deseja-se estabelecer um outro controle u2(t) da forma
`
Â 
24 
' ~ ~ ~ ' ^' ~ * , u2(t) -~(K1 + K3)x2(t,U,w)+ Kax (t) 
onde _ 
zzaz R* ‹1š*)Tp ‹2.38› .z
‹ 
que ê nominalmente equivalente a u1(t). 
O sistema malha fechada ë dado por 
Vyz 
. 
" ' ' 
_ ,. 
V 
_ 
V
_ 
šzz ='[Ã‹u› -1'š(u› ‹121+123›] :E2 + Ê ‹u)í<3 >'šÍ¡,+\í(Ê«},r); š2‹0› = 5220 
' (2-3.9) 
, 
O seguinte teorema, relacionando rastreamento robuâ
I
~ to e reduçao da sensibilidade, ê.apresentado. 
_
` 
__... __.._.___._ __,._._ __. _ ..__`_ .__,____._.4 ..¡_......_,..... ..____ -_.___.__ __ __... _. _.. _. 4 . . .,,.l_ . l. ,_ . ._._..._. _ _ . 
Teorema 2.4 - Con 
de (2.l) I (2.ll) 1 
SGS! ' 
1 .- 
2... 
3.. 
4 _ 
5 _ 
› Ent 
sidere o sistema malha fechada (2.39), composto 
(2.22b) e (2.38). Considere as seguintes hipõtg 
O par (Ã*,Ê*) É controlãvel. 
_. A matriz D tem posto n. 
A matriz Ê* tem posto mL ~ 
A matriz (Ã* -Ê* R1) ê estável. 
ôséz uz) 
_ 
É õã,.‹.t›. ' ' 
ão no sistema (2.39),_mesmo sob variações nos pa 
râmetros e entrada de perturbações, o critério de redução da sen 
sibilidade.dado em (2,201 ê satisfeito com
, 
z = 1223 'R R3 Í(2.4o›
\
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‹ Além do mais, no sistema malha fechada, rãstreamêg 
to assintõtico e rejeição das perturbações para uma classe de si
_
~ nais definidos em (2.6)-e (2.7), sao obtidos para valores de u 
tais que [(Ã(u)- Ê(u)(Ê1+ Ê3)] permaneça estável, satisfazendo 
(2.l4). ‹ 
Prova (Teorema 2.4) - Inicialmente provar-seeã que o critério de 
redução da sensibilidade ê satisfeito. Sob as hipóteses do teore 
' ma, partindo de (2.37)} adicionando P(jw)+ (-jw)P e usando_(2.26) 
. 
/'. 
P(jwI -Ã* +Íš*Êl) + (.-jwI - Ã* +1Íš*Ê1)TP +1>1š*RT1 (Ê*›TB = DTD ~
I 
1
_ Pê* (jw) + [<1> 1_(-jw)]TP + PB*R“1<Ê'*)TP = DTD 
D “ M*êfêêúâúoíaagâoir5à5âó^opóf“â¿T ¿ê*›Tâ›TD‹-“5i"óÁ›i; ipõS~mu1tip1_1_ 
.cando por ®(jw)Ê*Ê3 e adicionando Ê3TR.§3 em ambos os lados, 
~,~ .' . ~~ ~ T .›.'~›'‹~ 
.›‹ K§(B*)T¢T(~3w)PB*K3-+ Kš(B*) P¢(]w)B K3-t 
¢T~TT.~-~T .~~~T'~~1¬~ t+ 1<3(B*) <I› (-3‹»)PB*R 1(B*) P ‹1›(3w)B*K3~+ K3 RK3.= K3 R_ K3+ 
_, 
+__ 
‹ã*›T‹1>T ‹-j‹»›DTD <1> ‹j‹»›íá*123 
l
' 
Usando a equação (2.38) para eliminar P, uma vez‹¶E 
R123= ‹Ê*›,Tp 
tem-se 
z23T‹â.*›%T‹_-jw›z23T Rz23+ iz3"~` R123‹z›‹_jw›â*z23 + 
- + zZ3T(1'š*)T‹1>T(~jw›Í¿3T RR`1R123‹1>(jw)íš*123 + í{3TR 123: i'<3T R123¡+ 
r ~ _ T _~~ ~ + 1<3T(B*)T‹1>T(_~3w)D D<I>(3‹z›)B*I<3 
l .
\ 
^~-'~^'*^¬¬~='«'.›~'=~'-\"'¬ ~¬~--¬~~‹--¬-‹z¬~ - ~~-~--›~~‹v--‹- ›~z¬ ¬~ -‹› «M_.--_..................,...,.....~.‹«....-..,_`,,,....,,,...,..,.... ._ _., ..................¬._,_;_,._. , ___ , _ __ _ _,__,___ __ _ _
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T ' ~ 
[I +®(~jw)Ê*Ê3]'K3TR Ê3[Im+¢(jw)Ê*K3]= 
_ 
= ÊBTR fi3+ 123"-'~` ‹_ã*)T<1›T‹_~j‹»›nTD‹1>‹,j«››1'ã*K3 ‹2.41› 
i. Definindo 
H(jw).= D ®(jw)Ê*Ê3 (2.42) 
e usando (2.25), a equação (2.4l) torna~se 
z z 
f . 
' 
T _. ¬~ T ~ -1 ~ ~ 
[5 ‹._;w›] K3 ma s (,¿w›= K3"-`Rz<3 + HT‹_-jw›H.‹_j¿»› 
V
m 
‹ › 
_ 
-' 
. __ V Usando o teorema 2.3, tomando Z =Ê3TR.Ê3zentã0 Para 
que (2.20) seja satisfeita deve-se ter 
. . . . . _,. 
HTL-jw›H‹jw› z 0
z
e 
V¬omde_a.igualdade se aplica para alguns, mas não todos os valores 
' de w. ` ' 
z 
' Pré-multiplicando por ôÍ2T(¬jw)e pôs-multiplicahdoã 
por ô§2(jw), ' 
' 
u
u 
\ - .
d 
õif ‹.-j‹»›HT‹.-jw›H‹j‹;›ôí<2‹.jw›z o ‹z.43› 
J
_ 
- Usando a definição de norma Euclidiana de um vetor, 
dada por 
H 
'
1 
_ 
D. 2./2 
nzznf [151 :X11 1 ‹2~1-4› 
a equação (2.43) pode ser escrita como
Q
Í27 
¡
_ 
'|| H‹.j‹»›õí<2‹ijw)¡,| z o 
' ‹2.45› 
Usando (2.42), (2.45) torna-se 
~*-. `~ 
` ||D<1><.jw>B 1<z<'5Xz(j‹››>Il > 0 
- Como Diê não singular, ¢(jw) ë não singular, então 
' (2.45) ë satisfeita Se w ' .À'-~› - ~ -n _
' 
, 
V 
, __./“" ¬ . 
.»" "' 
Ê*Ê3§Ê2(jw)Í$i0 
1 . 
ou, tomando a¡transformada inversa de Laplace 
.z 
_ 
' 
_
` 
-_ __;.ã.ä123_ôã.2.‹_t›-,=ê_u...para_.â1gum t_z__[o_,f×›_› _ ‹2.4õ› 
'Uma vez que posto Ê*= m, então v(B) =0. Usando a equação (2.3l),o 
Wfato de ã*1Z3õâ2‹_t›;= o imp1i<za.em.õ_>'¿,‹t›E ôãzm. 0 que cøntrariaa 
hipõtese 5 do teorema. Logo o critério de reduçao de sensibilida 
de (2.20) ê satisfeito. U - , _ 
¡` 
, Ú ¿ 
A segunda parte da prova deste teorema ê relaciona 
. . 
da com o rastreamento robusto e a rejeiçao das perturbaçoes. OQ 
serve que o elemento "feed-forward" introduz um vetor de excita 
U ções Ê3š*. Serä mostrado que este vetor não modifica os objeti-
_ 
vos do controlador. No domínio da frequência, usando a > equaçao 
(2.33), a trajetória nominal ê dada por ~
' 
X* (S) = [S1_Ã*+ ã*'1'¿,1¬ S'<(o)+ [SI -Ã*+ ã*1Z,]*`1v(s) 
onde Í*(s) e V(s) são as transformadas de Laplace de ã*(t)e vflhr)
//...__ 
,‹/ 
, z 
«ze 
respectivamente. Usando (2.26), tem-se i ' 
6 ,
› 
Í*(s) =¢(s)š(0) + ¢(S)V(S) . (2.47) 
O elemento da i¬êsima linha e j-êsima coluna de ¢(s) 
ê dado por » ' V . ~ 
" 
¢íj (S) = Apíj gs)/q'ij (S) 
u 
(2.48) 
onde as raízes do polinômio qí§s)= 0 têm parte real negativa. CQ 
mo o sistema ê estável, a contribuição do termo š(O) tende a ze 
ro, quando t + w'e os únicos modos no C+ presentes em š*(t), são 
provenientes do sinal r(t), resultantes do produto ¢(s)V(s). As 
Hsimfznoisistema;malhaifechadaiJ2.39l, os modos-presentes no termo 
Ê(u)Ê3š*(t)+ v(r,w), tendem assintoticamente para os modos presen 
tes no servocompensador. Usando o teorema 2.1, entao o rastreamen 
to robusto e a rejeição das perturbações são alcançados- Com isso 
fica completa a prova do teorema. 
_ 
`
' 
`OBservagão 4 - Uma das hipóteses apresentadas ë que posto Ê*= m. 
Embora na sua maior parte, os sistemas físicos possuam suas entra 
das de controle linearmente independentes, a hipótese de que “pos 
to B*= m pode ser substituída por - « 
1<t¿õ›z2<.‹z› é Nus › 
~ 
a ‹tz.49› 
as ~ ' ~ Mesmo caso desta hipotese nao ser satisfeita, tem-se entao 
~ ~ 4 ~" ôx1(t)z õx2(t) e o sistema 2_e tao sensível quanto o sistema;l,no 
. , - › -
\
1 
\ À .
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sentido de (2.20)Â' 
- ~ Lema 2.2 - O sistema malha fechada (2.39), com K3 dado em (2.38), 
ê estável, para u =u*.' _ - ',
_ 
Prova (Lema 2.2) -.O sistema malha fechada ê dado por 
a 
šz =[Ã‹u›- ë‹u› ‹rK,+` z23§j1z22r+ ë‹u›123›"<*‹t›+v‹r.'w›
l 
A ~ ~ ~ ~ 4 d - Seja a matriz A(u) -A(u)-B(u)K¡. A matriz K3 e obtida a partir da 
V equação de Riccati _ 
z/ ‹, C 
,z PÃ*'+ (Â*)TP -P1š.*_R`1 (Ê*)TP + DTD = 0 
ó _
À _ I . _, . . . . _ _ ._ 
... _ V., T 1<3= R 1(_B.*) P 
,
t 
p 
- O problema aqui tratado ë semelhante ao problema do 
regulador linear quadrático, ou seja, dado o sistema' .
\ 
›`22= Ã*§2 + 1'ã*u‹t) 
V 
‹2.5o› 
' I 
deseja-se encontrar uma lei de controle u(t) que minimize o índi 
ce de desempenho 
_ 
' 
' 
l
'
® 
J = 16 [ã2T(t›Q>"<2(t)+ uT(t)Ru(t)]dt V 7(2.51) 
o 
'
-
u
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_
~ onde R >O e Q > O sao matrizes dadas. Sem perda de generalidade 
pode~se assumir Q = DTD. A lei de controle que minimiza (2.5l)1£m 
a forma ' i " ' 
u(t). =` 4-Êàšz (t) __” 
~ ' onde Kaë da forma citada em (2.38), sob as hipóteses: 
' 
lv ~ 4 4 
(i) 0 par (A*,B*) e controlavel 
(LU O par (D, Ã*) ê observãvel.- 
› 
. 
~ A teoria de controle ótimo estabelece que o mínimo 
-índice ê dado por ' * « 
.‹ z/ s _/ _. __ r v _ _ ._ _ _ _ _. __i_.z 
__ am Fc ‹_t›)= %[>'22Í‹t› 1>§,_ nú] 
' e a matriz ' 
Ã* - í=:›.*z23 
ê estável, onde P ê a única solução definida positiva de (2.37). 
Logo para prova do Lema 2.2, deve~se verificar as 
condições (i) e (ii). Uma vez que o par (Ã*, Ê*) ë suposto contrg 
lãvel (hipótese l do teorema 2.4) e a controlabilidade ë invarian 
te sob realimentação, pode-se afirmar que o par (Ã*, Ê*) ê contrg 
lãvel. Da mesma forma, da hipótese 2 do teorema 2.4, o par (D,Ã*) 
ë observãvel. Logo o sistema (2.39) ê estável., '
( 
31 
2.5 - Implementação do algoritmo de controle 
Considere o sistema malha fechada (2.39) 
§2¿ = [Ã‹..z››.- ã‹.u› ‹í«í,+ R3›]›'22+ ã‹u›K3›”‹* + v‹.r,w› i 
representado na figura 2.4.
_ 
v ~ - K 
1 Para implementaçao do algoritmo de controle, três 
sao as etapas a serem cumpridas. Tais etapas serao apresentadas 
a seguir. - 
_ 
- 
V
.
u 
' "2.5.l - Servocompensadora 
/ Q 
7/_ _ ._ _. À ._ _ _. _ V _. _ _. _. _... _
~ 
O servocompensador ë projetado a partir das condi 
çoes estabelecidas no teorema 2.1, a saber:
. 
. 
° ' 
V(i) Inicialmente modelam-se os sinais de referência 
› e_as perturbações de acordo com (2.6) e (2.7). " 
¢(A¿l- 
(2.l3) 
(ii) Determinam~se os polinõmios minimos w(Aw) e 
Calculam-se então os coeficientes ai, í=l,...}q, usando
J 
_ 
(iii) Determinam~se as matrizes Ac e BC do servocom 
pensador usando (2.l2). ' -
~ 
ApÕs_esses passos, verificada a condição (2.l4), en 
tao o servocompensador está projetado e a etapa seguinte é a de
~ terminaçao da trajetória nominal. ~-,_-
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1 
A2.5.2 - Trajetória nominal ' 
- 
. Da figura 2.4, observa-se claramente que o 'sistema 
malha fechada ë pré-alimentado pelo termo Êašf. Existe portanto a 
necessidade de se dispor da trajetória nominal §*. Esta trajetó 
ria ê aquela desejada para o sistema malha fechada quando u =u* e 
w =0. O ganho K1 ê estabelecido de forma a que esta trajetória .?_. _,_ 
~ possua uma boa característica, tanto_transitoria como permanente
~ e no seu cálculo as matrizes A(U), B(U) e C-(u) sao tomadas em
~ 
U = p*. A matriz K1-pode ser obtida usando posicionamento de po 
los ou através da minimização de um determinado_índice de desem 
~ ~ penho, a partir da soluçao da equaçao de Riccati. 
› Se um computador digital ê disponível na implementa
\ 
_ ` “ M_Y`ov -___ _.-_ í _ V. _- V.. __'“_ 
,.¿ 
V 
çao do algoritmo, a trajetória X* pode ser armazenada no mesmo, 
-e alimentada no sistema nos instantes de tempo apropriados. Uma 
. outra implementação ê mostrada na figura 2.4 onde o bloco identi 
ficado como trajetória nominal ê gerado a partir de umi _circuito 
' analógico. .- A i 
V 
. 2.5.3 - Estabilização do sistema. 
e O sistema ê estabilizado através do ganho de reali ~ 
~ › mentaçao 
i2= fi1+ Ê3.
~ onde o termo K1 ê obtido para produzir uma boa trajetória nomi 
nal. Obviamente K1 estabiliza o par (Ã*, Ê*). O ganho Ê3'ê obtido 
de (2.37) e (2.38) e de acordo com o Lema 2.2, ê tal que o sistg _ 
› .- '-
3 3 
,_ 
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(2.39) é estável. 
Contudo deve ser observado que, embora a matriz de 
ponderaçao Z definida em (2.20) seja arbitrária, ela possui uma 
forma particular 
to faz com que a 
mesmo sendo Z de 
ta pode escolher 
de forma a obter
~ definida em (2.40), a qual depende de K3 e R. Is 
matriz Z nao possa ser especificada a prioriJ&s, 
uma forma particular dada em (2.40), o projetis 
V ~ matrizes R e D (consequentemente K3) apropriadas 
v . 
uma matriz Z conveniente. '. 
_ 
- Uma questao interessante surge.quanto a forma de Z. 
Será que nao existe, para sistemas de controle õtimo, uma outra
~ matriz Z que satisfaz o critério de reduçao 'de sensibilidade 
(2.ZD? Éste aspecto foi abordado em [4] e [23] e a conclusão apre 
sentada indica (2.4Q) como a melhor forma, ~ ' ^ 
~ - _Portanto, a escolha de K3 está ligada a matriz de
~ ponderaçao Z, devendo o projetista pesar este aspecto quando da 
implementaçao do algoritmo de controle. 
Observagão 5 - Deve ser notado de (2.20) que uma forma quadrãtica
~ das variaçoes das trajetórias, usando o controle aqui apresentado, 
é menos sensível que àquela usando o controle (2.2lb). Em [24] é 
mostrado que somente em casos especiais, todas as componentes das 
trajetórias do vetor de estado podem ter sua sensibilidade reduzi
~ da. Isto nao é uma limitaçao séria do método, uma vez que em um 
processo qualquer, as principais variáveis podem ter sua sensibi 
dade reduzida, escolhendo-se convenientemente as matrizes de pon
~ deraçao D e R.
ó 
,z
1 
«- 
35 
l _ 
\ 
'
_ 
2.6 - Conclusoes 
Neste capítulo foi apresentado um método para o con 
trole de sistemas lineares multivariãveis invariantes no tempo, 
Este controle.tem como objetivos; o rastreamento robusto das saí 
das em relação a uma classe de sinais de referência, a rejeição 
de perturbações desta mesma classe e a redução da sensibilidade 
das trajetórias. v. . ` " 
Dado um controle nominal u1(t), foi mostrado o prg 
cedimento para encontrar um outro controle u2(t), que êã nominal 
mente equivalente a u¿(t), mas menos sensível ãs variações. nos 
parâmetros do processo com respeito a bm determinado critério de 
,V redução de sensibilidade. A matriz de ponderação presente neste 
critério depende do procedimento de construção do controle u2ÍtlÇ 
t Esses resultados foram inicialmente apresentados em 
[25]. No capítulo seguinte, os resultados obtidos neste capítulo 
sao aplicados no controle de um helicóptero.
J
.
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C A P Í T U L O 3 
APLICAÇÃO Do coNTRoL-E. coM REDUÇÃO DE SENSIBILIDADE
_ 
' `3.l - Introdugão 
. 
'. Neste capítulo ê feita uma aplicaçao do algoritmo 
de controle desenvolvido no capítulo 2, a um sistema aéreo. Este 
sistema faz parte da classe de aeronaves que possuem decolagem e 
.z . › c 
aterrissagem vertical. O modelo aqui utilizado, representa a dinâ 
mica de um helicóptero Sikorsky SH-3D Sea King no plano vertical. 
__ _ V . _ _ _. _ _ _ ._ I» ..., . 
“_ Normalmente, no projeto de um controlador para um 
helicóptero, sua dinâmica ê linearizada em torno de uma velocida 
de do ar nominal. Isto resulta em um sistema de equaçoes lineares 
invariantes no tempo, a partir do qual o projetista geralmenteczl 
cula a matriz de ganhos de realimentação usando um índice de de 
sempenho ou posicionando os polos do sistema em determinada rg 
giao do plano complexo. 
_ _ ¡
- 
Contudo, durante a operação normal do helicóptero, 
_
a 
› 
vv a velocidade do ar, a localizaçao do centro de gravidade e a alti 
tude do mesmo variam com o tempo [l3], o que resulta em mudanças 
substanciais na dinâmica do sistema. Um controlador com ganho 'fi 
xo tem-se mostrado inadequado para a obtenção de um bom desempe 
nho, quando o sistema está sujeito a diferentes condições de vôo. 
A Um outro aspecto importante no comportamento do he
\
37 
l _ 
licõptero ê a sua capacidade de pairar no ar. Muitas das tarefas 
executadas pelo helicóptero, enquanto está pairando no ar, exigem 
que o mesmo permaneça fixo com respeito a terra .mesmo na .presen 
ça de perturbaçoes, tais como rajadas de vento. . 
Face aos importantes aspectos citados acima, muitos 
foram os autores [4], [6], [8], [l3],[l41,[30] que propuseram eg 
tratëgias para o controle do helicóptero. Em todos eles, as ques 
~ ¬ ~ ` T: ~ V' toes das variaçoes nas condiçoes de vôo e da presença das pertur 
' bações são tratadas de maneira distinta. Quando tratadas conjunta 
mente, o são de forma incompleta. 
A motivaçao inicial que levou ao desenvolvimento do 
algoritmo de controle introduzido no capítulo anterior foi a ten 
/. tativa-de solucionar este problema, embora o algoritmo possa ser 
. 
aplicado a sistemas mais gerais. “ 
* 
_ , 
Aqui, a aplicaçao foi feita partindo-se inicialmen 
'_te do modelo matemático do sistema, apresentado na seção 3.2. A 
seguir, o procedimento para obtençao do controlador é mostrado na 
seção 3.3, bem como o resultados dos cálculos. Na seção 3.4 vá 
frios resultados do desempenho do controlador, comparado com outro 
de ganho fixo, são apresentados a partir de simulações digitais. 
As conclusoes encontram-se na seçao 3.5. - ~ 
3.2 - Modelo Matemático do Helicóptero 
O modelo linearizado que representa a dinâmica do 
helicóptero SD-3H ê›de nona ordem. Ele representa o movimento do 
. helicóptero no espaço. No controle, este movimento ê separado em 
dois modos desacoplados, o modo longitudinal e o modo lateral[30]. 
_ , _ _ ._ _ _ _ .. -..__ __..Í_i__..._ ___ _ _. . . .__._..- . ..-__ _ í...__\._. _
 
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As equaçoes do modo longitudinal, que descreve o mg 
vimento no plano vertical, relacionam o ângulo de inclinação ou
~ subida, a taxa de inclinaçao, a velocidade horizontal e a veloci 
dade vertical. su`eitas a a ao de dois controles o controle cole z J Ç f _ 
tivo e o controle longitudinal. As equaçoes do modo lateral (movi 
mento no plano horizontal) relacionam o ângulo de giro ("row"), a 
taxa de giro, o ângulo de abertura no plano horizontal ("yaw"), a 
taxa de abertura e a veloóidade lateral sujeitas'a ação dos pg 
dais e do controle lateral.. ' A. 
. Neste capítulo apenas o controle do helicóptero no 
plano vertical serã estudado. O modelo utilizado ê o mesmo consi 
derado em [l3]. A dinâmica linearizadà do helicóptero ê descrita 
por z ' _ 
__ >'<(.t,u).= A(.u)x(.t,u) +B(u)u(t) (3.l)
› 
I
‹ 
‹ 1 
onde A(u) ê uma matriz 4x4, B(UY'uma matriz 4x2, x eR“ com compg 
nentes -V . ' 
' 
xl velocidade horizontal (nós) 
X2 velocidade vertical (nós) 
X3 taxa de inclinação (graus/s) 
X, ângulo de inclinaçao (graus) 
¬ 
I i 
_ 
2
. 
e o vetor de entradas de controle u sR com componentes 
, _ 
ul controle coletivo 
uz controle longitudinal cíclico. 
_ 
O controle ê alcançado variando a inckümção das pâs 
da hélice, ou seja, o seu ângulo de ataque com respeito ao ar. O 
. 
.
0
\
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controle coletivo altera o ângulo de ataque de todas as pãs si 
multaneamente na mesma quantidade, produzindo assim um movimento 
vertical. Este controle está localizado ao lado do piloto. O ›con 
trole longitudinal altera progressivamente o ângulo de cada pá du 
' ~ ~ rante o movimento. Devido a esta inclinaçao, a elevaçao do heli 
cõptero deixa de ser um movimento puramente vertical e passaêaser 
um movimento combinado nas direções vertical e horizontal. Este 
controle situa-se ã_frente_do piloto, 
Observagao l - As velocidades sao tomadas em nõs somente para efiat 
to de comparaçao com os resultados de outros autores. A relaçaoi
_ 
entre azvelocidade em nós e a velocidade em km/h ë dada por«
\ M" “”"›““hÍ _ _” *vÍnõs¶më“1Í8532Wvfkm/hÍ"“` `
_ 
,Embora outras variações de parâmetros passam ser' 
V , 
`considerados, aqui se considera somente variações na velocidade 
do ar durante o vôo do helicõptero. A velocidade do ar nominal ê 
assumida em 135 nõs. Os valores nominais das matrizes do processo 
SãO 
A*= ~0,0366 0,0271 0,0188 -0,4555 (3.2a) 
0,0482 -l,0l 0,0024 -4,0208 
0,1002 0,3681 -0,707 1,42 
0 0 l 0
i 
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B* ë 0,4422 0,1761 4 (3.2b) 
3,5446 ¬7,5922 
-5,52 4,49 . 
O O . 
~ - Observagao 2 - A velocidade'do ar pode ser entendida como sendo a 
velocidade relativa tomada entre o ar e o aparelho. Observe' que, 
com o movimento de rotação da Terra, a-camada de ar que compõe a 
atmosfera também se movimenta. Seu movimento ê influenciado pelas 
condições de temperatura, pressão, altitude e vários outros fato 
res, que não são relevantes no estudo aqui realizado. 
Para os propositos do controle foi suposta uma muda 
ção da velocidade dofiar como mostrada na figura 3.1, da mesma for 
ma que em [131 ' '~ 
› 
4 . I70- z 
_§¡5o- 
OO 
ADE 
- IOO-‹ 
VELOC
D 
60 t, seg. 
x 1 ‹ 1 1 1 x : , a 0 |o 20 30 40 50 60 70 eo 90 
Figura 3.1 - Variação da velocidade do ar. 
. Foi verificado que, quando a velocidade do ar muda, 
variaçoes significativas ocorrem apenas nos elementos aâz, aa, e 
.bzl das matrizes A(u) e B(p). A figura 3.2.(a e b) mostra como es'
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ses elementos variam em funçao da velocidade do ar. Em (a) ê" og 
servada a variação durante a aceleração e em (b) durante a desacg 
leração. ' 
“sz 
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Figura 3.2 ~ Variação nos parâmetros do processo: 
ía) ” aC@l€raÇãO; (b) - Desaceleraçâo.
_ 
Na faixa de variação da velocidade, de 60 a 170 nõs, 
os limites nas variações dos elementos são [4]: 
0,06635 á s asz 0,5047 
0,1198 < aan < 2,526 
0,9775 < bzl < 5,112
z
Q 
_ .._. \ 
¬,--_-_.-.N ›._..,.. ._ ¬,_.~. ..-.,$..,.. - ¬ ... ._ -.....¬..,.. _-- ..
,‹ 
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¿
. 
Quanto ao controle deste processo, os objetivos prq; 
cipais são: 
'
' 
(i) Capacitar o helicóptero a seguir trajetórias de 
referências especificadas. ‹ Í - 
E 
(ii) Excluir os efeitos das perturbações nas trajetê 
. rias.do helicõptero quando este estiver em regime.
i 
(iii) Manter â característica de resposta do 'sistema' 
inalterada sob diferentes condições de võo.“
C
¬ 
As variáveis a serem controladas sao a velocidade 
,
i 
horizontal e a velocidade vertical. Assim a equação de saída ê, 
.f , 
_ 
y(.jc.u) = cx(.t,u) (3.4> 
.onde 
C = l ,O O O '(3.5)' 
' 'O l 0' O 
_ 
3.3 - Estrutura do Controlador 
De acordo com o procedimento estabelecido na seção 
2.5, inicialmente vai-se determinar o servocompensador. Embora um 
servocompensador de ordem elevada possa ser projetado para ras 
trear e rejeitar sinais polinomiais, exponenciais e de outros ti 
pos, assume-se aqui que os comandos das velocidades e as perturba 
~ ~ ~ çoes sao funçoes constantes no tempo. 
Deseja~se controlar as variáveis xl e xz logo, o ve _
4
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¿ . _. ,_ 
tor de sinais de referência é dado por 
` 
rca) = r1(t)' _ ‹3.õ› 
' 
rzát) ' 
z - , z .. _ 2 onde ri e a referencia de xl, rz e a referencia de X2 e r E R .As 
sume-se neste trabalho que o vetor de perturbações tem a forma 
._..¢ - - f 
w<.t› = wi ‹‹z› ‹3.7›- 
` 
' W2(t) 
onde w1,e wz representam rajadas de vento atuando sobre xl e X2 
respectivamente. 
, 
_'
A 
ú " ¡ 
Usando_o teörema 2zl verificafse que o servocompen 
` sador tem a forma , N . '
d 
‹ âC(t)=. o : o X (t)+ 
[ 
1 
§ 
0 [r(t)- cx(t.u)] 
o . o o 1 
. 
. C ` 
¢ o › Q o Q o ' 
~ 4 A X ‹t› + B e‹t› ‹3.8› - C C C 
desde que ®Wr= S. 
_ 
As propriedades da controlabilidade e observabilida 
de são verificadas.usando-o princípio dos modos fixos conformepmg 
'posto em [26]. A condição (2.l4) ê satisfeita desde que não hãcan 
celamento entre os zeros de transmissão de (3.l) e os polos de AW 
ez›.r[zv3. i ~
~
~ Tem~se entao o sistema
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I 
(' 
mâi: Ám*r@l“›1*l*iii 
Q Ãcwíz + 1§‹.z1›u+~ [0 T 
V 
‹3.9›
C 
. 
B V 
~ TzTT E ~ onde x ={x. xc 
1 
e R , gom n=6. 
' Para a velocidade nominal de l35 nós o ganho Êlé og 
tido pela minimização do índice 
_, _oo . 
_
. 
3 = [;<T‹t›Qn>2<t› +u ‹t›Rnu‹t›-lar ‹3.1o›
0 
para o sistema nominal na forma (3.9) com r(t)E 0.A matriz de reg 
limentação ê dada por ' 
12 = R¬ ‹o1š*›TP ‹3.11› 1 n n 
~ ~ onde Pn'ê a soluçao positiva definida da equaçao de Riocati _ 
~ ~ T _ ~* "'1 ~*T = z pnA*+ (A*)Pn PHB R (B )P +Qn 0 (3.1¿) 
Para resolução de (3.l2) foi utilizado um programa 
computacional baseado em [28]. Este programa encontra~se a _dispQ 
sição dos usuários no Departamento de Engenharia Elétrica daIESC. 
u 
' As matrizes de ponderaçao utilizadas na determina 
ção da trajetória nominal, isto ê, na determinação do ganho Ê1 
_ . ~ '
_ SãO! 
` _ _ _ ,_ _,___,_~__ ___ _ _____,__... _ ›_.-..._ _ __ __
_45 
Qn=, 0,04 0,01 0 0,01 0 0 (2.13a) 
0,01 0,25 0,01 0 0 0 ' 
o -0,01 o,o1 o ' vo . 
'0,0l . 0
O 
0,01 O ' 0 
O V 0
'
0 
0 O 1 3,0 O 
.0 ug O , 0 0 2,5 
, . 
R = 
' 1" o (2.13b› 
. 
n . ^ W 
o 1 
e o ganho K1 resultante ë - 
. 
I
. 
/ fií =- 2,5377 0,1067 -0,3282 ~l,0847* ~1,70l4 -0,2963 '(3,141 ' , 
_;,;-~_...._;.. ----- --- - ›- ¬~ - - - --7. -_.-... M. > ' 
i 0,5334 -0,7155 `-0,0840 O,2697_ -0,3245 1,5531
1 
4,, 
_ 
_ 
4Este ganho foi determinado para-produzir no sistema 
(3.9) uma boa característica de resposta quando a velocidade for 
de 135 nõs.- . _- ' 
2 
E _ 
~ Para complementação da estrutura do controlador, de 
ve~se determinar o ganho K3 de acordo com o teorema 2.4. Contudo, 
a matriz de ponderação Z no critério de redução da sensibilidade 
~ ,., (2.20) depende de R e K3. O teorema 2.4 nao fornece nenhuma regra 
para selecionar as matrizes D e R a fim de se obter uma_ redução 
da sensibilidade desejada. Em geral muitas tentativas são, feitas 
para se obter matrizes D e R apropriadas. - Í 
Aqui, as matrizes D e,R escolhidas para uma boa rg 
~ ~ duçao da sensibilidade sao: V . 3 '
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‹
. 
DTD= :" 3,2195 0,2343 0,1505 -1,2670 ~1,593õ 0,1097 
. 0,2343 0,0877 0,1252 0,1050 -0,1845_ -0,0620 
' 0,1505 0,1252 0,1951 0,2680 -0,1785 -0,1047 
~1,2670 0,1050 0,2680 1,1097 0,4511 -0,2291, 
» ~1,5938 -0,1845 '-0,1785 0,4511 0,9206 0,0381 
0,1097 -0,0620 -0,1047 ~0,2291 0,0381 0,0887 
' ' 
' (3.15a) 
.Y .z 
,Ràíl 0. t (,3.15b) 
O 1 
Com essas matrizes, a partir de (2.37) e (2.38) og. 
p z _ . 
- têm-se a matriz Ê3 dada por 
V A 
' A 
__ ___ __ .1 . ...___ .. , _. _ .___‹ _. _ ‹ › 
.‹ N _ › ' 1 1 . ` _ K3= 1,1577 ~0,0663 1-0,1513 -0,7889 -0,2786 0,2965 (3.16) 
' _-0,4498 - -0,0831 -0,0944 0,0421 0,3411 0,0558
1 
- , ~ ' 
1 ' Todas as hipoteses do teorema 2.4 sao satisfeitas. 
' A matriz DTD ê positiva definida, logo D ë não singular [l8].Tam 
` bem ô§¡(t)í ôã2(t) pois o posto Êfs m e õã2(t)i O. ' 
3.4 - Besultados das Simulações' 
Nesta seção apresentam-se os resultados das simula 
çoes digitais._O programa utilizado foi o SSLA, programa para re . 
solução de um sistema de equações lineares, utilizando o método 
H 
de integração de Adams-Moulton da biblioteca de programas do Labg 
tõrio de Controle da UFSC._Vârias foram as situações. simuladas 
- - _. .~ .¬ .,..z.¬‹¬....«,.._..¬.,,,....‹....,... ....«-¡,«»«z
‹ 
.f z 
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‹ . 
'
V 
que aqui são apresentadas em diversas sub~seçÕes. f 
3.4.1 - Controle da Velocidade Horizontal comvvüflEO 
› Os resultados aqui apresentados encontram-se também 
V em [29]. A figura 3.3 mostra as respostas do helicóptero quando 
um comando de referência ' » * 
-p 
r(t) = 2 
` 
i 
.O 
ê aplicado. A Condição inicial ê š0= 0, o sistema não está psujei 
_ to_a perturbações e a velocidade do ar_é de 170 nõs. 
- .ia _MWili, i_“Amresposta.do-sistemaHL3.9) quando.u=;u* e uÉ=~Ê1X* 
e identificada na fi ura como "nominal", A res osta devido a a.ao P Ç 
de um controlador de ganho fixo onde
o 
u(..t) = -12lS'<(_t,u;w) 
que é usado em outras velocidades diferentes da nominal ê denota ' 
. do como "perturbado" nas curvas. As trajetórias identificadas* cg 
mo "sensibilidade" correspondem a resposta do sistema malha fecha 
.da (3.9) quando ê utilizado o algoritmo de controle apresentado 
no capítulo 2. 
' Foi verificado que o controlador de ganho fixo pros 
duz respostas sub-amortecidas na velocidade de 170 nõs. Também pg 
de ser visto das curvas que os erros em regime das variáveis con 
troladas ë_zero, o que não ocorre em [4]. ' '
\ 
- f ~\-- ~-‹ - - - -_ -- i ¬ __ ._ _ _. _.,_.- _...__._.-..._ 
~. z- ¬.. ...~ ¬... .-..». ..,-......_.« , . --.M .. ..-__-.-z..-¬¬›---.,-›«-‹f.,-.~. - »-‹ 
\ T 
,. ._....,..”.,...»..‹.._«,,›..‹›,..,.......,.,.,,,,¡¿.....
 
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As respostas do sistema devido a ação do comando 
. rtt) = 
[ 
0
J 2 . 
com w(t)EO, na velocidade de 170 nós também foram obtidos. Como 
esperado o sistema possui um bom comportamento, com a velocidade 
vertical seguindo o comando especificado. Estes resultados ` nao 
serao apresentados aqui. 
Pode-se observar ainda, notadamente em x2,x3 e xa 
que a curva "sensibilidade" está mais próxima da "nominal" que 
_aquela denotada por "perturbado". Contudo, para a curva x1,em al 
guns sub-intervalos de tempo isto nao acontece. A razao para isto 
sL»á- zé a-forma particular.da matriz de ponderação Z. Este problema con 
forme observado na seçao 2.5.3.pode ser solucionado pela manipula 
i çao das matrizes D e R._ "
w 
. As entradas de controle também são apresentadas, on 
de observa-se que as suas magnitudes, bem como suas característi 
cas no tempo são plenamente aceitáveis. Nas outras simulações, 
não serão mostradas as características das entradas de controle , 
' mas somente seus valores máximo e mínimo, conforme Tabela 3.lwqmÊ 
sentada mais adiante. ' 
3.4.2 - Controle da Velocidade Vertical com w(t)EO 
Outra análise da capacidade de rastreamento do con 
trolador frente ãs variações nos parâmetros foi feita simulando? 
se o comportamento do sistema para um sinal de referência - 
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r(t)= 0 
2
. 
com ão= O e w(t)EO, na velocidade de 60 nõs. 
Os resultados dessa simulação são apresentados na 
figura 3.4. Na velocidade de 60 nõs o controlador de ganho fixo 
produz respostas superamortecidas. 
_
' 
Da mesma forma que na sub-seção 3.4.1, pode-se veri' 
ficar um bom comportamento nas variáveis x2,x3 e xp, onde a traje 
tõria "sensibilidade" aproxima-se mais da "nominal" que a traje 
tõria "perturbado". Quanto a curva xi, em alguns sub-intervalos 
isto não ocorre. As razões para tal fato são as mesmas expostas 
em 3";4.1;" z * tt » ' ' 
3.4.3 ~ Controle da Velocidade Vertical com w(t) 
constante . ' 
Para mostrar a capacidade de rastreamento do contrg 
lador sujeito a variações nos parâmetros e a entrada de perturba 
ções, foi simulado o comportamento do helicóptero quando
‹ 
r(t)= O 
4 
_
2 
com §0= 0 e w(t) constante, na velocidade de 170 nõsgn 
Embora a rejeição das perturbações possa ser alcan' 
çada para qualquer matriz E em (2.l), aqui utilizou-se nas simu 
laçoes a matriz '
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/f 
jeito a entrada de perturbações, tomou-se ` 
iu ~
~ 
§d= O, w(t) constante e a velocidade do ar de 60 nõs. As curvas 
são mostradas na figura 3.6. . ' ¬ “ 
A tabela 3.1 mostra os limites de variaçao das “ en 
tradas de controle do sistema, para as várias situações simuladas. 
3.5 ~ Conclusões 
Diversos resultados com entrada de perturbações em 
diferentes velocidades do ar e para diferentes sinais de referên 
cia foram apresentadas. Dessas simulações pode~se concluir ,que,
1 
` C 
,_ \
A
9 ms* 
-¬~-~--¬nom¡nol 
OJO- /7-^§`\ 
/Il \\`\ ------- perturbado 
/~, \
. 
/f \ \ * ~ - - - - -~- sensibilidade 
- Ã" \ \ ” \ \ ' . Jg 
0,0 5 
.z /, \ _ /, \ \ V, _ f 
\ / \\ Tempo, 3 / \ ./'TJ Q- »-¿/ × .- /I \ Ono \ _ \ } \ ;,_._:.:s:.'..!,:_ "“` ” “ “ ~ ~ -"=* / I / I ' Ã ` ......z- " G o 0,0 -. -z . \ . \ _ 'L ,. -f lO,Ô 
,,.\ /,/ 
\./ (0) - gw- 
'2,5 “ 
'¿_*'-IZ“<l'¬ “¬~w. `^'¬ _ 455,., z. f ~¬-,__,_ --.,‹- Í; -1-¬__ ___ / ......_..¿__.:.._ ,. _______ , ....._._._._. 2p~ _
z
I
1 
I
« 
/ › 
_«,._ __ .,_. 
I 
....._ _ _ 7-» ~v... _ _ 
¡
_ 
'15 " 1
I
I OS c
x2 É Í
V
\ 
V opi 
‹b›` 
Tempo, S 
` 
_.: 1 
56 
_ ft . 
I5,0 ` 
op` 
, 
ão Iop
V 
' tical com w(t) 3 5 - Controle da velocldade Ver Figura . 
constante em 170 nõs. , 
(a) velocidade horizontal; 
Lb) velocidáde vertical.
› 
¬- ......o..........›.z¬- z.. -v -› .' É
Im 
W
w 
_
7
J
_ 
_/
M
\\M 1 
__
/ 
_*
Z 
_`
À 
/
% 
_\
E 
O 
__ 
M
_ 
\\H 
$
`
_
É 
À 
__ 
*rm 
/ 
_ 
¡|
\ `
_ 
_/
_ 
_
'
S 
_
`O 0_m _p 
_O 
/_* 
_) 
__/
)
/
_
\
` 
ivo,
` 
\ 
\
`
_
I 
\
\ 
\\\
V 
fl
\ 
\\`\ 
/I 
'__'
\ 
\`
_ 
/¡
\ 
\\ 
` 
,ql 
\`\\
› 
fí'
_
\ 
__ 
Ill. 
` 
\
_ 
Í' 
~__ 
_
_ 
`¡\h`1u"\ 
I 
I 
\ 
_\ 
¡ 
\
I 
O
I 
\
\ 
5
_ 
`
_ 
___ 
\__\\\\
_ 
Im
\ 
\` 
\
"` 
'
_ 
c
Í
/ 
,_ 
( 
__
d
›
(
/
_ 
/
/
" 
\` 
_
Í 
/
\ 
/I
/ 
`\\ 
I 
\\
/ 
\\
\ 
l_
› 
'II 
_
'
_ 
'II
`
V 
ip 
W
V
I 
_ 
”_y'l` 
I 
_ 
¡,l¡I___' 
_i 
iq 
I?
_ 
/I”
I 
Inu
_ 
/, \~
_ 
`\ 
w\3P_m 
_
Í 
×
V 
OO
M 
_ 
_ 
*_ 
6' 
A 
?_' 
O' 
n/W
4 
65
O 
O
O 
O
O 
O, 
Ii, 
O
_
_
_
_
1
_
  
\_\`\\W\\\v\\ 
\ 
`
_ 
_ 
1
_5 
ö 
0,. 
_2, 
›5'
O
O
O 
O' 
H
_ 
£_Sw_
×
_ 
__ v 
_
_
_
O ~ãÇãHilCD .l8daXâtM(53äIUg _l F_ 
7
~
H
5
W
_ 
.
_
O ~âçan _l1CD _lE6OlUgH _a MW 
_»
_
_
X 
.« . .,¡›¬ ... 
2,5 
|,5
, 
nós 
Ê: 
, 1 ._× 
'Í ` ` 2,0 «-- Í "`$~~.._¢,,._.¡»~"`:_"___._...-'-z__¿~_. ~
Í
`
u 
58 
* x 
`Í`. 
Í ------- nominal 
'Il -------- perturbado 
l 
------ _sensib¡l¡dode 
¡ v . _,`/ 
>< 
0,5 (0) 
z 3 _ 
. 
V Tempo, S 
~ 0›° 1 J | 
. &0 :qo Imo 
0,2 
0,!
1 
2,nO$ 
~q| 
....z` 
_.. 
3.6
Q 
1/ 
/\\ 
Ill/+\\ \` ' 
.zf \
4
0 
-~. 5.0 10,0 15,0 )< ¡¡ \\\ ×\ç× \_ 0,0 
* \ /I ,>__` `\ '__v, _ ,fnfzrí-`_ I __] I 
. Tempo,S
4 
‹:›)
t 
~ Controle da velocidade horizontal com›w(_t) 
constante em 60 nõs. ' 
(_a) velocidade. horizontal; (b) velocidade vertical
z 
_, _ _? _ ,, vn W, \¬.-.W . _.... ..»¬..¬...»,......~ ., .w.“,`
 
z‹ 
0,5 «- 
O4-
, 
graus/S 
X3 
O,I 
0,0
I
I 
' 
'// \ \ 
0.5 ~ /,' \\ 
H \\ 
0,2 Il' \ \ 
I \ 
L, \\ 
\\\ 5,0 ×?”"`>\ 1 -I 
\ /I
v
‹ 
59 
I0,0 Tempo,S 15,0 
«A ,.;~ --f 
_O1l¬* 
-0,2 _. 
0,3 
~O,4._ 
-0,5 .__ 
0,5 
0,0- 
4, 
QFOUS 
><
I 
\ 
/z' 
\<í' 
`\.
\ 
_.O,5 _. 
-~L5_ 
|,O
I
I 
¶_"\.-ii 
if 
fz”
~ 
1* 
_z,QL 
`
{
Í 
, 1 , 
äo ‹op Tempo,SNI 
/I . 
/I
I 
Á'
' 
/z
~ 
/'I 
1' ( 
\ / - / . 
'v 
(C)
6
/
/ "'¶
. 
` `*`*~/-li":-"_=›› . - _ » _ - - - - - _ - - - -_ ` z ~ _~f zz 4 __. 
|5,0 
~ d) 
11 
taxa de inc linação; Figura 3.6 7 (Ç) , 
A ' ' l'na ão. (dl angulo de lnc 1 ç
› 
¿,.¡ ». _ .. ._....¬-f--....»~..,,-.,.v›~.-››»-... . ,,... ..,.........,.
R 
. 
60 
l 
I-!OMII{z'\L PERTUEZBADO 
I 
SENSIE`›I'LIDz\.DE ' 
do ar w(t) 
_ _ 
" " 
_ I _ 
' 
_ 
7 
_ 
7°" 
_
V 
Velnci. Comando Pei-:ui " ' 
dade. 
~ 
r(c) bação U1 U2 “1 U2 U1 
` U2 
ma:-:. min. mu:‹. min. max. min. arax. min. max. min. gmax. 
i 
:mn 
` no [2 01 ..| ›J 
¡_?.a 
__L__... 
.Ç 
ca ÍÍ 
i 
60 [[9 2] 
H! 
" o.1os5lo,9o<Js{-o,c~‹›2o' 
5 
sl-o,772s‹o,9o7o¡-9,0437 c,sú72|-o,795íi0.9100{ 0.0 
~ 
!<:,o - 5-o3<›13 Í;›,4zófzo,o2ó4¡-0,2837 0 -0.#209|o 
cz» 
__o_
` 
_o__
Q 
l 
..`¡ 
Q 
KO 
C\ 
'
C 
\Õ`_¿ 
LI
o u N LN m Q Lx 7%9 _O___ cz a z. Q 
i 170 ILO.. .› ¡___. ›-3 4536_o l.\ fd ×o ._€_‹ o o 
eo U2 O z_.z vã 
- - -| . 0, É [ R 
zw. o,ozóÍ§!-o;3z5s]o,‹i_ - 1317!-o,45o1{o,o |~0,~'=647f0,102¶*°›*517I0-° I' 
zzz. o,vâósi-o,1oss1o,909%-o,oô2o|o,ó<z1o{~o,oo1vfo,õo2õ -0,0729 o,óóõ3Í o,o o,sLss -o,1z›oó 
, _) 
Tabela 3.l - Limites das variaçoes nas entradas 
de controle _ 
comparado-com um controlador de ganho fixo, o novo controlador ` 
aqui proposto tem um melhor desempenho sob os aspectos de reduçao 
da sensibilidade das trajetórias, rastreamento das saídas e rejei 
ção dasfperturbações. `¿ 
Além disso, um compromisso entre as características
x 
das respostas e as magnitudes dos controles pode ser obtido, pela 
escolha apropriada das matrizes de ponderação Qn,Rn,D e R; Deve 
ser notado ainda que o projetista tem flexibilidade para reduzir 
a sensibilidade de uma variável de estado particular, manipulando 
V_as matrizes D e R. ' ~ 
Ao se comparar o desempenho deste controlador com 
os anteriormente apresentados na literatura (vide [4],[6],[8],U3j, 
[14] e [30]), pode-se afirmar que o mesmo ê mais eficaz frente as 
simulaçoes efetuadas. Sem dúvida, um controlador adaptativo pode 
possuir um melhor desempenho global, mas na sua síntese torna-se 
necessário um computador a bordo o que nem sempre ê possível, ao 
passo que o controlador aqui proposto ë de fácil implementação.
. 
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c A P Í T U L o _4' ( 
OBSERVADORES COM SENSIBILIDADE REDUZIDA 
QUANTO ÃS VARIAÇÕES Nos PARÂMETROS 
v . 
4.l - Íntrodução 
Nos ca ítulos anteriores foi feita a su osi ão de P P Ç 
que todos os estados são disponiveis para realimentação. Entretan 
, 
_ 
_ _ 
to essa suposição nem sempre é válida ,e necessita~se então fazer 
_ ~ ~ ñ uma estimaçao daqueles estados nao disponíveis ou se`a nao men i.,rim__-- .i-r_rl,-r r-r.i_.-- _ ill. .,...‹.i. .3 ' _ 
suráveis. Luenberger [32], assume para o projeto do observador, o 
completo conhecimento da dinâmica do sistema a ser observado. 
- Ú 
' Se a dinâmica do sistema nao é perfeitamente conhe 
cida ou.estâ sujeita a mudanças, pode~se ter uma reconstrução in 
correta dos estados como saída do observador. Em.muitos traba 
lhos, são apresentados métodos com o objetivo de tornar o observa 
dor mais robusto. Esses métodos não serão discutidos aqui.' "À 
' Neste capítulo, uma abordagem semelhante a utiliza 
da para determinação do controlador desenvolvido no capítulo 2,se 
rã apresentada. O objetivo é melhorar o desempenho do observador 
frente a variações nos parâmetros do processo. Na seção 4.2,o pro 
blema é colocado e na seção 4.3 o método de projeto é' apresenta 
do. Na seção 4.4 algumas considerações sobre o método são, feitas 
e as conclusoes apresentadas em 4.5. '
Á 
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~ 4.2 -'Colocaçao do Problema 
Seja o sistema linear - 
`, 2‹t.u) =A(u)x(t,u›+ B‹u›u(t› ~‹4.1a› 
~ yüguh=Cx%m) . (Lib) 
V v , 
_ _ 
. m onde o vetor de estado X s Rn, o vetor de controle u sR e o ve 
~ ~ tor de saída y e RK, As matrizes A(u) e B(U)_sao funçoes de -deri 
vada contínua-do Vetor de parâmetros u e RP, com valores nominais 
A*, B* e u*. O estado inicial x(O)= xo de (4;l) ê desconhecido. A 
classe de sistemas aqui estudada trata dos sistemas lineares sem 
perturbaçao. 
A 
» 
_ 
A
‹ 
\
. 
' Seguindo a metodologia convencional apresentada em 
[181 e [32], define~se um observador de ordem n, chamado observa 
dor completo, para o sistema (4.l) através das equaçoes ' ' 
á‹t,u›= À*â<t,u›+B*u‹t›+ K[y‹t,u›-§‹t,u›] ‹4.zâ› 
. §(t,u)= C ã<t,u) (4.2b› 
onde o circunflexo sobre a variável, denota uma estimação dessa. 
-f -- . UX var1avel,c›estado=inicial do observador e xo e a matriz K s R £. 
V 
O erro entre o estado real e o estado estimado, cha 
mado erro de observação, ë dado pela equação ` ' ` ~ 
- ,e(tr1-Ú.: X(.tl}-\)" 5`š(.t¡}1)
.
I 
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Substituindo (4.l) e (4.2) em (4.3) obtém-se' ' 
é(,1z)= [A*- 1<c]e(_t) +v(t) (4V.,4a) 
v(t)= ôAx + ôBu (4.4b) 
‹SA =A - A* ' (4.4c) 
'ôn = B - B* (4.4â› 
'P 
_
” 
Deve ficar implícito que as variáveis e(t) e v(t) também são fun 
çoes do vetor de parâmetros u, embora por simplicidade isto seja 
omitido daqui por diante.' 
_ 
. . 
' Caso o sistema não seja influenciado por variações 
. nos parâmetros, isto é, tenha as matrizes A e B constantes, então 
_v(t)___=í.0_. -_Se.a. m_ê.tri_Z.:.[Zë›°Í_r -.--KC estável. entãø e_(t>+ 0 wdo t+°° <-11 
_ ‹ 
e consequentemente i(t)+ X(t). _ 
^.i 4Entretanto, quando SA ¢ O e ôB # O, a equação do er. 
*ro de observação ê dirigida por v(t) # 0. Logo, e(t) não tende a 
zero quando t +w e ã(t) # x(t).
H 
. . 
O problema a ser resolvido passa a ser o seguinte. 
Dado o sistema (4.l), deseja-se projetar um observador da forma 
(4.2) de maneira que o erro de observação dado em (4.3) seja pou 
~ i . ^ co afetado frente as variaçoes nos parametros. 
A4.3 - Projeto do Observador 
. Dado um observador para o sistema (4.l), deseja-se 
melhorã-lo de modo a que o erro de observação seja menos sensível 
` ns: à I - as variaçoes nos parametros.. -
I 
, _, ,_,_____,__,____,__T_., ._ ....,.,_, _, _,_¬_.__._.,.,._.,r_,_,..,,,,.._.__,._,,_.,, _, ... . ._..... ›....v i . , 
Y 
v..._. 
ea 
› , --~-.~..._.,¬.,_.._.....,....,,_,\..¬%¡:,.,¿_
A 
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l
_ 
A abordagem utilizada ê a mesma do capítulo 2. Par 
tindo-se de um observador, projetado utilizando-se os valores` no 
~ _ minais dos parâmetros; introduz-se uma modificaçao no seu ganho 
de modo a satisfazer um critério de redução de sensibilidade seme 
lhante a (2.20). ' ' i _ . 
V 
Considere dois observadores para o sistema (4.l), 
com ganhos Kive K2, onde K2 ë obtido levando em conta as _varia 
^' ^ .gi ~ . .ri - çoes nos parametros. Uma forma de_comparaçao das _sens1bilidades 
dos erros de observação ê dada pelo critério W 
tj 
' t1 _ 
/ef‹t›z é1‹.+z›â¿> e-§‹t›ze2‹t›â‹zf ‹4.s› _ 
0 o
\ 
_ « -¬- - -' d* A-" "'~~ " 4 ^ ^^' ‹-~ _ - _ ' _ . onde t > O, Z e uma matriz_semi~definida positiva e 
é1(t)= [A* ~ KlC]e¿(t) + v(t) (4_6a) 
é¿¶t›=i[A* - K2c1e2‹ç› + v‹t› 
' 
‹4.õb› - 
Definindo 
/.\e‹:› = elm- e2‹1z› ‹4.v› 
`tem-se: - 
Aé(t›= LA*~ Klc]Ae(t›¬[K2-*K1]c e2‹t› ‹4.a› 
Tomando a transformada de Laplaoe de (4.8), tem-se 
E1(zs).=[I + G(.s)A1<c1E2(s)= H`”.2(=2é~,')E2(_s) (4.9› 
. _ 
¬¬ Ú ¬ T.. .›..¬.¬-...z-........z._‹_.... ... ._~.--,,‹¶_,....
  
onde 
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(4.l0a) H‹iz1=¿[1 +<â‹z›.AKc]"1 
G(s)= [SI - A*+ K1c1`* - (4.1ob) 
AK = K2; K1. (4«l0c) 
e E1(s), E2(s) sao as transformadas de Laplace de e¡(t) e e2(t). 
` O teorema seguinte, estabelece as Çondições para a 
determinação do ganho K2. _ 
Teorema 4.1 - Seja o sistema (4.l). Considere as seguintes hipõte 
SGS! 
V 
- 
‹à 
l - O parz[(A*)¢, CT] ë controlãvel 
. z . T ..2 - V¿.> O e simetrica, V1= L L . - _ 
3 - A matriz C tem posto Z 
4 - A matriz n ten posto n 
5 - Q ê a única solução positiva definida simêtrica 
da equaçao de Riccati. ` * 
* -T~ T - ' _ 
( 
- K,c)Q + Q<A -K1C> - QG vzlco + v,~ 0 (4.11) 
e AK ê definido por , 
então 
AK = QcTv;* ' (4§12› 
6 - e (t)¢N(C) para algum t e [0,t'] 
_... ._ V V .H ‹-zf-‹¬~~.~-.-z-‹-›-‹«-›¬›.«.¢-»...-››v~-""W* 11 1
-66. 
I 
_ . . 
› 
`
_ 
1 - Todos os autovalores de (A*- KZCI Onde _' ' 
à 
K2=_K1+ AK ‹4.13› 
têm parte real negativa. 
2 - O critério (4.5) ë satisfeito com 
1 z = cTv;1C 
H 
_(4.14Ê - 
Prova (Teorema 4.1) - A primeira condição deste teorema ê provada 
diretamente pela utilização do Lema 2.2 observada a dualidadev en
, 
tre o problema do regulador linear quadrãtico e do observador Õti 
' mo (filtro de Kalman) [33], e será omitida aqui§ Para prova da 
- ~segunda~condição»o procedimento~serã dado a seguir. ~ Q 
_. Seja_A1= A*__KlC. Prë~multiplicando e pôs-multipli 
cando (4.ll) por Q_1 e adicionando-se (-sQãi+ sQ_L), tem-se: 
_ T _ _ _ _ 
_ Q 1[sI-A1]+[-SI-A1] Q 1+ cTv21c - Q IVIQ 1= 0 
Q IG 1(s)+[G ”(-5)] Q “+ cTv21c - Q lvlo 1= 0 V (4.l5) 
_ 
~. Pré-multiplicando por CTAKTGT(-sl, põs~multiplicaQ j 
do por G(s)AKC e usando (4.l2), então a equação (4.l5) torna-se 
cTAK?GT(-s)cTv;*c~+ cTv;1cG(s›AKc + 
. + cTz×1<T¢T‹+_š›cTv2¬ cc; <s›A1<c = cTAKTsT‹-z›Q"”V1Q"*Gd‹s›AKG
A
\ 
\ . ‹ _ 
.. 
. . H ...,,,. _... ._ .› .._.,. ...... ..«,- ¬---».‹..,.¬,,,..,.,¬..z.-_ ...... .....,.,,..,....¬~w,›z.,-f1¢¿›.;'v:~»‹f1
 
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'-V 1:- _.'.› Adicionando LCTVZIC - C Vé1C) obtem~se 
[I.+cTA1<T<;T‹-'s)]cTv;1c[1+<;'(,s)AKC] -cävšl c = cTA1<TGT_‹,-s)Q_¬v1Q`1G»(.s)ARC, 
p
_ 
¬ Prê+multiplicando por E§(~jw), põs~multiplicandopor 
E2(jw), usando (4.9) e tomando s =jw _ 
; . T - . T . T - . _,-_.f(-3‹»)c v21cE1‹3w)-E2‹~3w)c v21cE,¿<3z») = _ 
= Ef (-jm) _cTA1<TGT('-j‹») Q¬v1Q¬ G(jw)A1<cE2 (jw) 
= J¡LQ¬G(jw)A1<cE2 (j‹»)]]É G ‹4.16>
1 
.Í i'Da hipõtese 6 do teorema, se e2(t)¿ N(C) para algum 
t, entao - 
HI,Q¬1G(jw)QC VQICE (jw)H§2 O para algum w e("“z”) (4.l7) 
onde AK foi substituido por (4.l2). 
`“ Logo, pode-se afirmar que 
EÍ‹-jw›cTv;*cE1‹j‹»›-a Ef‹z-jw›cTv;*‹:E2‹jw› z o ‹4.18› 
onde o sinal de igualdade se aplica para alguns_valores de w `mas 
não para todos os valores. ' ' “ 
- Usando (4.lOa) e (4.l4), a equação (4.l8) pode ser 
escrita como a .
‹ 
_.J\ o 
“ - _' 
.. ›‹ -‹.-..-¬. ... ›¬.... _...
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Ef‹_;¡‹»›,[H‹T'‹,~z'«››]`*zu” ‹jw›Ef‹.;¡‹›››- EZX.-;'w››z E2‹jw› z 0 Â ‹4.19"› 
o que implica em 
[HT‹_-jw›]'*zH'*.‹j‹»› - z z o V ‹4.2o› 
dA equação (4.20) ê uma condição suficiente para que 
o critério (4.5) seja satisfeito, conforme estabelecido nov teore 
ma 2.3. A ' ~ 
, 
Este resultado completa a prova do teorema e config 
ma a dualidade existente entre o problema do observador e o pro 
blema da sensibilidade das trajetórias; Isto vem do fato de que 
a equação de Riccatizenvolvida nesta dedução ë a mesma que aparg 
ce no teorema 2.4 e também ê igual a relacionada omn o problema do 
observador ótimo (Filtro de Kalman). Em [151 e [16] foram estabe 
lecidos resultados semelhantes, embora a hipótese 6 não tenha si» 
do levada em conta. 
' '~ - - 
Observagão l - Se e2(t) 6 N(C), então AKCe2(t)E 0 e usando (4.8), 
tem~se e1(t) E e2(t),isto ê, o observador com ganho K2 ê tão sen 
sível quanto o observador projetado com ganho K1. * 
- 4.4 - Considerações sobre o método 
› No problema apresentado na seção 4.2, a matriz C ë › 
considerada fixa. Em [l5]e [16] algrmsrrmsidmxçóes sobre a matriz
' 
C são feitas e fica estabelecido que variações nos elementos des 
ta matriz, devido ãs variações nos-parâmetros, podem ser. incorpo 
_ . ›` _ _ _ _. _. __ _ _¬ - ._H___ _ -__ ___.. -_._._.. ..'_......_-..í.__ __, --._ .___ ¬__
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l 
radas nas matrizes A e B do sistema. 
' Entretanto, não são apresentadas em [l5]e [16] as ~ 
formas pelas quais a variação em C pode ser transformada em uma 
~ n ” °-"'“ variaçao equivalente em A e B. Isto sera estabelecido no teorema 
a seguir. 
Teorema 4.2 -\Considere o sistema 
1 X(t,U) = A(U) X(tzU)+'B(U)u(t) 
. 
(4.2lä) 
y(tzU) = C(M) x(t,U) (4.2lb) 
- a 
Se as matrizes C* e C(U) têm posto igual a Â, Õim€HSã0 de Y: GB 
tão existe uma matriz não singular, P(p) tal que_C(u)=.C*P(p)e as 
variaçoes em C(U) podem ser representadas por variaçoes equivalen 
tes em A(p) e B(U); _ -
O 
Proya (Teorema 4.2)- Sabefse que ' 
C(,u) =_ C*P(.u)
_ 
' C*+ ôC(u)= C*P(p) 
C*[I -Pon] = õcm
, 
como posto C*= íz`€ntãO 
P(u)= I +(,c*›.T[c*(_c*)T]`1ôc(u) (4.-22) 
. Definindo- ”f--
l 
G(u)= -Lc*)T[p%(C*fl¶f1ôC(u) ' (4Ç23) 
têm* Se 
P(u)= I -G(nl (4.24›' 
. Já foi mostrado por outros autores ([31], Teorema 
1.4.3) que se_ i , ~ . p . › 
HG(u)H < Y`< 1' (4.25) 
então o operador I -G(y) ë inversível e sua inversa ê limitadaomn 
_ 6 
Hcr-Gun›¶ <¡Ê; . w.%› 
›
I 
~* ' Por exemplo, ao se tomar 
bn 
H GII= mãx Zfaíjj -Wsoma da linha) 
' pode-se fixar o limite de variaçao na matriz C(u) para satisfazer 
(4125). Fica provado então que P(u)_dado em (4.24) ê não singu 
lar.» - “ 
Definindo 
_ 
_ ‹ 
' z(t,u)= P(u) x(t.u) (4.27) 
de (4.2l) tem-se o sistema equivalente
A 
â‹t.u›= P‹p›A‹p›P'*‹u›z‹t¡p›+é‹u›B‹u›ú‹t› ‹4.zôa› 
y(t,u)= C*z(t,u)i (4;29b)
0
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`
_ 
onde a matriz C* ê constante. Observe que (4.28) ê dirigido pela 
mesma entrada de controle e possui a mesma saída que (4.2l). 
Observação 2 - No teorema 4.2 foi mostrado como eliminar as varia.
~ çoes na matriz C. Para o sistema (4.28) um observador pode ser 
V obtido usando o teorema 4.1 e o estado z(t,u) estimado. Entretag 
to, não ê possível obter uma estimação de x(t,U) uma vez que a ma 
› triz P(u) utilizada em (4.27) é uma funçao do vetor de parâmetros 
11- 
' 
_» - 
Contudo, do ponto de vista da representação entra 
da ~saída, os dois sistemas sao equivalentes, ou seja, possuem a 
~ Q ~ ` ' mesma funçao de transferencia. Logo, sob a açao de uma mesma en 
. trada, irão produzir a mesma saída. Então se u(t) =-K ã(t,u) esta
H 
_1§>_ili_za..(f1.28_l_.z__§§_sê__ _r_f.1e§ma._e.nt_ra_<la_ irá. esta_b_ili_2ar,..(4'.,2l) . 
_ 
› 
_ o 
Observagão 3 - Outra consideração importante sobre o método . pro 
*_posto na.seçao 4.2 é referente afquestao da regulaçao do sistema 
~ ~ 
A (4.lL Desde que o erro de observaçao dado em (4.4) nao converge as 
' sintoticamente para zero, ao se usar uma lei de controle do tipo 
« V
" 
u(t)= -L â(t) «(4.30) 
o que se pode garantir sobre a estabilidade do_sistema (4.l).Usan 
do (4.l), (4.2) e (4.4) obtêm-se 
_
' 
i>'< = A(u)--B(u)L _B(.u)L x s 
â ' 
' (4.3l) 
è «SA ~- ‹SBL f 
` A*- KÇ + ôBL e 
_ 
\ _ › 
À
› 
r_z-fa--¬z‹__Y›.f~.~,»,__---_‹~ r 
4, 
»~ 1 »~ ›-~~~-"~:-'-¡v¬'r¬~=_v"zfi"!'f"¬'w §×"'7_›*"'¬»~',_¬,*',~‹=‹¿¡'_"°_'_"~ '“"_**' " " '^`!"'*'._>^-" '[9 """ ""W'*,jr5:-,.<w.-_':1¬" __”""*'T5¡T¬§"Í"'*”`”'*""¬"'?`\"?""l”'l'_“" ¬'""*P"“z§“'
4 
Caso náo haja variação nos parâmetros de (4.l), ep 
72 
tão ôA =0, õB =0, o sistema (4.3l) é estável e seus autovalores 
* .... são os mesmo de Aíu) -B(p)L e A - KC. Para variaçoes em A(u) 
B(u), os autovalores sofrerao deslocamentos no plano complexo 'U 
desde que ôÀ e ôB sejam pequenos, (4.3l) permanecerá estável.
~ 
E
G 
~ Do exposto, pode¬se entao propor o seguinte procedi 
mento com o intuito de melhorar a sensibilidade`do:' observador
~ quanto às variaçoes nos parâmetros: 
(l) Verificar se`o sistema em estudo tem sua matriz de saída C de
A pendente do vetor de parametros U-
~ 
(2) Em caso afirmativo, determinar a matriz de transformaçao P(u) 
usando (4.22). Determina-se então o sistema equivalente (428). 
~ ' Caso C não varie com u esse passo não é necessário. 
(3) Projetar um observador inicial para o sistema (4.l) ou (428) 
especificando o ganho K
| 
_... _ 
1° .J
 
I 
(4) Especificar as matrizes V1, Vê e resolver a equaçao (4Jl). Is 
~ to feito,determina-se o valor de acréscimo no ganho, dado por 
_ AK em (4.l2). 
(5) Com esse valor de acréscimo determina~se o novo ganho do ob 
servador dado por K2 em (4.l3). O novo observador de ganho K2
J 
"' e menos sensível ou, na pior das hipoteses, de sensibilidade 
igual ao anterior. 
Observagao 4 A matriz de ponderaçao do critério (4.5) tem 
forma 
~ ~ 
. 
z-= T 1 AC V2 C
a.
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l 
.Observe que para um dado C, pode~se escolher V2 de modo a se ob 
A ter uma redução de sensibilidade do erro de observação desejada.
~ Contudo, hã uma limitaçao em Z uma vez que Clê fixo. Caso o núme 
ro de saídas mensuráveis seja elevado, todas devem ser usadas no 
'projeto do observador, pois neste caso obtêm-se uma melhor' `redu 
çao da sensibilidade, observada a hipõtese 3 do teorema 4.1.
1 
.__ ._z. ~ 4.5 r Conclusoes 
Neste capítulo foi mostrado que um observador. pode 
ser projetado tal que um critério de redução da sensibilidade do 
l ~ 4 ~ erro de observação e satisfeito. As condiçoes necessárias e sufi 
› ~ 
. cientes para que isto aconteça sao colocadas de forma clara' no 
teorema 4.1. ' ~ ' ' 
C 
' Caso a matriz de saída do sistema sofra influência 
A ' ~ ' ~ ` 
ê dos parametros entao uma matriz de transformaçao pode ser calcula 
da usando o teorema 4.2 de forma a tornã-la invariante, transfor 
' mando suas variações em variações equivalentes nas matrizes A e B 
do`processo. Isto não havia sido estabelecido ainda de maneira eë 
plícita na literatura referente ao assunto. C 
- O aspecto abordado neste capítulo trata somente da 
regulação de um sistema sujeito a variações nos parâmetros, a par 
. ‹ 
. 
'
ú 
tir do uso de um observador. A questão mais geral da síntese de 
um sistema de controle que garanta o rastreamento das saídas, a 
, . ~ . ~ ~ rejeiçao das perturbaçoes e`a reduçao da sensibilidade das §trajÊ 
tõrias mesmo quando os estados não são disponíveis para realimen 
~ ~ 
- taçao nao foi tratada, por ser bastante complexa. 
_.. _.
`
1
~ \
l 
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` C A P I T U L O 5 
APLICAÇÃO Do OBSERVADOR Ao SISTEMA DE 
POTÊNCIA MÁQUINA-BARRA INFINITA 
\V5.l - Introdugão
V 
z› ' › 
- ~ Muitos sao os trabalhos-existentes na literatura‹¶E 
tratam da questão do controle dos sistemas de potência. O objeti 
vo ê fazer com que o funcionamento do sistema seja confiável, e
~ initerrupto, devendo as cargas serem alimentadas ,em fieHSâO e 
frequência constantes, ou no máximo variando dentro de pequenas 
, _ 
tolerâncias tal que os equipamentos dos consumidores operem satis 
fatoriamente.l ~ `. V ' .' ' 
'Devido a complexidade do sistema a ser 'controlado, 
são feitas_värias simplificações no momento do projeto do sistema 
de controle. A.mais comum dessas simplificações ê tratar o siste 
ma de potência, que apresenta um comportamento não linear, a par 
tir do modelo linearizado em um ponto de operação. Outro aspecto 
importante no projeto e implementaçao do controlador ê relativo 
ao.conhecimento dos estados do sistema. Devido,a importância eco 
nõmica dos sistemas de potência, um esforço considerável tem sido 
feito no desenvolvimento de instrumentos para medição de seus es 
tados. ' ` - "' l 
anterior ê aplicado a um sistema de potência mãquina~barra infini 
ta. Seu comportamento ê verificado em diferentes pontos de opera
~ çao. O objetivo ê propor uma estrutura simples e eficaz paravp re 
- 
. . _ . 
" "cf ¬¬-I--~~'›~›v-v--v~: tt* f ~ ¬ H" *" '"' s ›¡¬;¢~L=‹-~ ‹-‹-›,~ ¬‹‹¬› É ×z~ ,, ,W ¬-» ~ ~--; -Q-¬zg¿~z¡,¿-¡‹¬¬-z-v;¬.¬--.¬~¬v»-,.-‹.»›-.¬f--‹‹›¡¡z,¡|¡
  
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construção dos estados do sistema.
~ Na seçao 5.2 ë apresentado o modelo matemático a 
ser utilizado para representar o sistema. Na seção 5.3 o observa 
dor ê projetado, e a influência das variações na matriz C são VÊ: 
rificadas. A regulação do sistema utilizando os estados estimados 
ê apresentada na seção 5.4 e as conclusões na seção 5§5.
z 
5.2 - Modelo do sistema 
O sistema a ser modelado ê mostrado na figura 5.1. 
u P 
_
P 
ç 
-9 <sovERNAoo_9 _ TuRe|NA "' ° _
_ 
. V Pini' Vw _ 
_ 
, Í 
u 
_ E X _- - e Excnnrmz fd 
_ 1
1
× 
Figura 5.1 - Sistema máquina-barra infinita. 
~ 
x - 
' O gerador está representado.por um modelo lineariza 
do de terceira ordem baseado nas equações de Park [l]. Suas varië 
veis de estado são, A6, desvio do ângulo do rotor de seu valor no 
' 
_ J 
minal expresso em rad., Am, desvio da frequência angular de 'seu 
valor nominal, e AEš, desvio da f.e.m do estator induzida peloiflu 
xo concatenado de eixo d. “ ' ' i 
_ 
O gerador ê excitado por APm, desvio da potência me 
cânica na saída da turbina e AEfd, desvio da f.e.m do estator pro ‹ 
duzida pela corrente do campo,-A.excitatriz ê representada por um' 
_ , _ _ 
. 
\ 1 
._ . . . \ _ `.
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¿ _ 
_ a _ - _ sistema de l~ ordem cuja entrada de controle e ue, com constante 
de tempo Te. É assumido ainda que a dinâmica da turbina. pode 
_ a ser representada por um sistema de l- ordem com constante de tem 
po Tt, excitado por APg,desvio da potência fornecida pela governa
' 
- _ a dora, esta tambem representada por um sistema de l- ordem com 
constante de tempo Tg. Todas as grandezas, com excessão de Aô,são 
€XpI`€SSâS em p.'L1. - 
A 4
' 
- 
' O conjunto de equações que descrevem o sistema mos '
~ 
- trado na figura 5.l_sao: ' ^ 
A8.= 377 Am _ ‹5.1a) 
óàtz ‹-KVM›Áô-çK?M›AE¿ +‹1/M›ÃPm-(1/M›Ap¿ ‹5.1b› 
_ 
, _ 
_ -~ = _Kq | _ 1 :|* “ I AEq ( /Tdo)Aô L K3TdO)AEq-+( TdO)AEfd (5.1c) 
_ _ É 
AEf¿ = «Í/Tg_AEfd+ ('Q@eLAue ‹5.1d) 
min z <_1/Tt) Apm + (tl/Ttmpg ‹s.1ep› 
"Aê = ‹-tm ›AP + É/T jiu' ‹5.1f› 
g g g 8 g 
onde M representa o coeficiente de inércia daemãquina, Täo ê ›a 
constante de tempo transitória de circuito aberto do eixo d e AP¿ 
_ › 
representa o desvio na carga. As equações que relacionam as variã 
veis na saída do gerador são: ' 
Apintz glàô + K2AEä 
' 
. (5¿1g) 
Avt = K5Aô + K6AEà~ ' (5.1h) 
' \ _ 
i _ ,_ _ ._ ., ~. «z~.¬_-‹¬.~‹--~-‹-........-¬».¬-¬,,...-...-mz,-“¬,
 
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onde APhm ê o desvio da potência injetada na linha de interligaf 
~ 4 ' ~ çao e AVC e o desvio na tensao terminal. -À.' 
- .As constantes K1,..., K6, obtidas a partir da linea 
rização do sistema mostrado na figura 5.1, dependem do ponto de 
operaçao deste sistema e suas equaçoes e juntamente com os valg 
res dos parâmetros são dadas no apêndice A. 
"`Na forma matricial (5.l) torna-se ` J 
›'<=`o 377 o o o o *×+po o vu.+ -0”APL <5.2a) 
azlo-5130.3250' O O ez ~ 
áal O aaa ašu O 'O O O O 
o o"o ~aM,o.o b..10_ 0 
o o 'o o ,assàsg 0 0- 0 
o- o Q o. o ass .- o- 1362 0
' 
- -. ~ ' - .- -J 
. › c › yzrolloooo X (5.2b) 
_o-o 0100 
cal O c330 0.0 
~‹z.,,"o _‹z,,3o o o 
~ ` onde os elementos aii, bíj, ei eâcíj sao dados em (5.l), o vetor 
de' estado elx = (A6,Aw,AE;1,AEfd,'APm,APg)T, 0 vetor de entrada ê 
T ‹- › V T 
u =(Aue, Aug) e o vetor de saidas e y = (Aw,AEfd¿AVPhnynVt) _ 
Quando a demanda de carga varia, o ponto de ¡opera 
› . .' 
çao muda e variaçoes nos elementos a2¡,a23,a31,c31,c33,c“1e cus
~ sao verificadas. Foi assunto neste trabalho que no ponto de opera 
ção nominal do sistema ëz ` ` z 
i 
' 
.
V
. ø
I 
VC 
Pínt 
= 0,95 pu 
= 0,90 pu 
Fator de potência = 0,85
~ Os valores nominais das matrizes A(p) e Cflu) sao 
A*= " 
~o 
›_ 
c*== 
7” 
_Q' 
0 ^~ 377 0 0 0 
0970 
,2849
0 
O . 
o " 
p 
0,9704 
* -0,0380 
simulado seu comportamento em dois pontos de operaçao_ diferentes 
“ Para verificação do desempenho do observador, foi
l 
0
O
0
0 
. .
4 
0 -0,1155 
V 
0 0,1000 0 
o 4o,551a 0,1695 o z o 
o o V -25 'o o
7 
0 0 . 0 -3,3333 3,3333 
o Q 
o' ° o .-12,5 
0 0 0 O 
o 
` 
1 ' o o' 
. _ u 
l,l55l 0 0 0 
0,4814 0 0 0 
do nominal, a saber: ' -
i ~_ Vt=,l'oO pu
, 
Piñc = 0,40 pu 
Fator de potência = 0,80 
Ponto 2 - Vt = 1,00 pu
` 
Pint = 1,20 pu
' 
Eator de potência = 0,§0 
‹ ›
_ 
..‹-«¬.._‹-..-›~,«-..-.›.-.‹ z~~..›.¬»..-.-_-~...-.-...«-z.-.-....--.`. ._--.¬»«-»z«-¬v-,..~z«~~«.¬v¬z--w.-¬¬›\-¬›.--¶¬-‹»«v›¬-»m z~.-W,-.`...‹›»~‹›---«‹»‹-fu-‹.«»›.~_, Wzzw.--~ .vw ¬- -me z¬ - -v-- ~¬...~›¬¬-~,-~...-.,,,,,¡,.,«-›.v‹¢~~,‹ .ze «¬ z.,.‹.,¬.~zz›¬--\-_\-,‹;»-qq-_-_»1›_zz ›¬ fz wwngm
 
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~ ~ ~ 
' Nestas situaçoes, os limites nas variaçoes nos ele 
' ~ mentos de A(u) e C(u) sao: ' - A 
V -o,os58 < âzl s 
fo,o77õ <. aza â -0,1369 . 
-0,1914 5 aal 5 '-0,3376 
0,8579 5 C3, < 1,0982 
0,7762 5 C33- 5 1,3688 z
7 
0,0657 5 CHI ›$ .~0,l22l 
0,5677_ 5 CQ3 Q 0,4369 
' ` 
_ 
O objetivo ë projetar umaobservador para o sistema 
(5.2) que possua um bom desempenho mesmo quando o ponto de opera 
« ção do sistema varia. ' .p c ' " ' " ' '" ““ 
. J 
0 5.3 ~ Projeto do Observador 
¿ 
_ 
. Um observador para o sistema (5.2) pode ser projeta 
do usando-se a equação (4.2) do capítulo anterior. J
« 
šz =[A*- K1c*]>^< + B*u + K1c*x“ . (5.3) 
. 
‹ ' 
_ , 
. 
_ 
Se o par (C*,A*) ê observãvel, então um ganho K1 pg 
de ser determinado de modo que os autovalores do observador (5.3) 
possam ser localizados arbitrariamente no plano complexo [l8]. A 
verificação da observabilidade do par (C*,A*) ê feita usando_o;nQ 
cedimento descrito em [26]. . 7 . - ' 
u H 
Os autovalores escolhidos foram ` ` 
I 
. 
' 
` 
`
I
1
' \
( 
_Â1¿ = 
Âà,u 
i5¬= 
À¿ = 
e a matriz ganho do 
grama computacional 
blioteca de programas do Laboratório de Controle da UFSC ë dada 
por, . ~ 
r 4 
VK,= -1o,99s2 0 
5,4482 Ó 
-11,136? t j 1,2350 
~-8,8633 à j 1,0319 
-25 . 
-12,5
' 
observador K1, calculada utilizando-se o prg 
para o posicionamento.de polos PPOLOS da b_ 
1õa,3o9s 44,2l50 
-0,1155 0,1459 
.- 
0 ‹¿l32,l626 38,055l~ 247,984O 
O _ O › 0 . m0íi_ i- 
«~o,35oõ 3,8690 « .0 - 0 
_ o . - 0- 0 O _ 
` 0 
_ 
' Com isso, o observador (5.3) fica projetado, e oses *t 
tados do sistema (5.2) podem ser estimados. Contudo, conforme eg 
.tabelecido no capítulo anterior, este observador pode ser melhora 
do, sob o ponto de vista da sensibilidade do erro de observaçao 
quanto às variações nos parâmetros do processo. O procedimento pa. 
ra se obter esta melhoria no comportamento do observador é dado 
no teorema 4.1. _
_ 
A hipótese l ë satisfeita pois (C*¡A*) ë observá 
vel, A hipõtese 3 pode ser verificada facilmente. Escolhendo-se 
_ ›.
k _ 
-. C' 
‹\z,= 1 o o o o o . 
' O 1 O 0 0 0 
o o 1 o . o o 
o Q o 1 o o 
o o o o 1 o~ 
o Ó ' o Q o 1
1 
v2= o,ooo1 O O 
' O 
'o o,ooo1 0 ' 0' 
`0 Oi 22762,0 5l93,0 
o . -o 5193,o 22762,0 
" “o iñcrëmento“AK"na“matriz"ganho~K1 do observador-ê calculado rg 
. 
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\
z 
' Q 
_solvendo-se a equação matricial de Riccati (4.ll). Esta equação 
:I 
" A nova matriz ganho K2, obtida 
-0,1618. 1ôs,3o9ô - K2= 222,8ôoo 
-0,0001 -0,1155 ~ . flOO,2745 
0,2504 -l32,l626 - 
7s,o77õ o 
ll6,4935 
-0,0001 
9,4812 
'o,o747 _ _ do o 
-0,0042 -0,3506 ` 
44,2151 
0,1459 
3a,o552
o 
3,8690 
*
o 
Para se verificar o desempenho 
simulações foram feitas com u(t) E 0 e_os estados iniciais do pro 
cesso e do observador dados por
\ _ ' ¬ - -\-- -- ~ - - - -__ _ _ _ ._ _.. _____._..__.__._._.. .___ - -___ __. _ -.._ _. 
ë semelhante a (2.37), onde AT + A, CT + B, V1 + DTD e V2 + R. 
de (4.l3) ë dadapor: 
do observador' duas
'82 
4 . 
i ›<co1=‹.0.04;o,1;0,1;1.0;0.‹›5;o.1›T 
4 ›“<‹.o)= (.-o,o4;-o,1;-0,1;-1,0;-0,05;-o,1›T 
'
z 
_ 
' 
_ 
Na primeira simulação, efetuada somente para verifi 
cação do teorema 4.1, considerou-se C(u)= C* fixa. Os resultados 
' 
. ~ apresentados na figura 5.2 mostram a evoluçao do erro de observa 
çnção dos estados A5, Aw, AEà e APm com o sistema operando no Ponto
~ l. As curvas identificadas como "observador l" sao obtidas a par 
A'tir do observador com ganho K1 e as identificadas comoç "observa
~ dor 2" sao obtidas usando K2. Pode-se verificar claramente que o 
observador projetado com ganho K2 tem um melhor desempenho. Os er 
~ ~ 
‹ tros nos estados AEfd e APg nao sao afetadas quando os parâmetros 
variam. m _ . . 
V 
`
» 
* «_ Uma segunda simulação, de uma situação mais realis 
tica, foi feita considerando-se as variaçoes na matriz C.i Como 
,`mostrado na figura 5.3, o desempenho do observador de ganho .K2 
. -v piora bastante. Nesta simulaçao foi considerado o sistema operag 
` ø ~ - ~ do no ponto 2 e tambem neste caso os estados AEfd e APg nao sao 
afetados. 
_ Á ' 
Surge então a necessidade de incluir-se no projeto 
_do observador as variações na matriz C. O procedimento aqui adota 
do, ê o mesmo apresentado no teorema 4.2. O observador projetado 
ê usado para regular o sistema (5.2). 4 
5.4 - Regulação do Sistema 
_ Desde que o par (A*,B*) seja controlãvel, então 
V existe uma lei de controle do tipo Â-
» H -go 
l ~ .-
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R 
u(t) = ~Lx(t,u) (5.4) 
que irã estabilizar o sistema (5.2). Contudo, se este sistema não 
` possui todos os estados mensuráveis, a lei de controle (5.4) não 
'pode ser implementada. 
V 
_ 
' 
' ' -i 
- Deve~se então estabelecer uma estimativa de x(t,u) 
para que a lei de controle possa ser implementada. Como a matriz C
z .___ ,.. __, ~ 
_ .
' 
. ~ .... 4 .r~ varia, o observador apresentado na seçao anterior nao e um bom 
' dispositivo para se obter x(t,U). Entretanto, a estimação de» um 
- outro vetor de estado z(t,u) pode ser obtida, na qual a influên'
~ cia das variaçoes na matriz C ê refletida nas matrizes A e B, on 
de ê reduzida. ~_ V 
_ 
- 
, 
- Observe que os sistemas (4.2ll e.(4.28) são equiva 
' . 
. . . _ .V _ ._. _.- ..._.... _ _ .___‹› _ , M _ â. 
lentes. Logo, tais sistemas possuem as mesmas respostas para esta_ 
do inicial nulo e entrada nula [l8]. Os estados x(t,U) e z(t,u) 
¬ são definidos no mesmo espaço, mas suas bases são distintas. ' De 
(4.27) tem¬se que ' 
W z(.t,u).= P(.u)x(tzu) 
_ 
' Para pequenas variações na matriz C, a matriz trans 
formação P(u) definida em (4.22) ê tal que, 
ll PW) ll. ' < kz '‹5.5a› 
e r 1|z›'1‹.p›|¡ < fzz ',‹s;5b› 
para todo n, onde kl e kz são constantes finitas. Logo P(H) ê uma» 
. 
_ `
_ 
transformaçao de Lyapunov e os sistemas (4;2l) e (4.28) sao topp
\
4 
logicamente equivalentes. Sob estas condições, se a lei de contrg 
le 
¡'onde š(t,u) ê a estimação de z(t,u), estabiliza (4.28) então. tam 
uçt) =-4Lâ(,t,p) 
` 
(5.6) 
bêm irã estabilizar (4.2l). ` 
...__ ,__ ..... 
onâe Am =a1>‹,11›oz×;‹m1.>'*.‹._p›; 1ã‹u›= P‹.p›B‹,1›› e Ã*= A*; 1š*= B* uma 
9 
vez que P*= I. A matriz de transformação_P(u) definida em (4.28)ê 
O sistema (4.28) pode ser escrito como 
2'= Â(p)z + Ê(u)u' 
y = C*z - 
`“¿"` Wdaáa"§or"“> 9* W` Í" " - ` 9 9 
onde 
P(..}1).= 
_ 
pu 0 Pia. O 0 O
O
P 
'O 
O
O 
..
1 
l O O 0 O 
310 .Pa3.0 O `0 
0 o_ 1 0 0- 
o 0 
` 
o 1 
_
o 
0 0 0 0 -1 
pu = 1 + 0,9419 ôC3¡- 2,26 ôcgl 
pm = 0,9419 ÕC33- 2,26 ôcqa 
pu = o,o744 ô¢31+`1,s9e5 ô¢,L 
p33= 1 + o,o744 ô¢3;£1,a9s5 ô¢H . 
88 
(5.7) 
(5.8a) 
(5.8b) 
(5.8c) 
(5.8d)
4 
89
~ e õc.j representa a variaçao no elemento cij da matriz c. 1 . 
.Um observador para o sistema (4.28) ê definido pela 
equaçao _ ' 
_ g
2 
Ê= A*ã + B*u + Kc*[z - 2] -(5.9) 
Para determinação do ganho K, o teorema 4.1 ë apli- 
cado. Como Â*= A*.e Ê*= B*, o ganho Kè obtido na seção anterior pg 
de ser utilizado no projeto do observador (5.9).¿ f -
u 
_ 
. Nas.simulações, o' sistema encontra-se operando no 
ponto 2. Como o sistema (5.2) ë estável em toda faixa de operação 
aqui estudada, para uma análise mais realística, comparou~se seu 
comportamento livre com aquele obtido a partir da regulação. A _ma 
triz ganho de realimentação escolhida ë ' ` V ' 
f 
V 
L = -0,0011 -0,6364 0,0004 0,0758 -0,0046 -0,0123 
_ -0,7884 ~l28,2252 ~0,6495 25,l729 '-0,2129 0,1641 
`; _ Esta matriz atenua um pouco as oscilações_do sistema 
Embora outra matriz L possa ser escolhida, para os objetivos aqui 
exigidos, considerou-se a matriz dada acima. » - 
_ 
As curvas relativas as variãveis,Aw, Avt e APint são 
mostradas na figura 5.4. Pode-se verificar que a dinâmica do siste 
ma ê melhorada com a regulação via observador. " 0
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~ 5.5 ~ Conclusoes “ 
__ Neste capítulo foram apresentados diversos_ resulta 
dos relativos ao comportamento do observador em diferentes pontos 
de operação. Considerando a matriz C fixa, verificou-se que o ob 
servador projetado a partir do teorema 4.1, tem um melhor desempg
~ nho.que um outro projetado sem levar em conta as variaçoes nos pa 
râmetros. Contudo, na presença de variações em C este' desempenho 
ê prejudicado. 
_ 
.
_ 
Para regulação do sistema (5.2) empregou-se um ob 
~ ~ servador no qual as variaçoes em C sao consideradas, a partir da 
transformação equivalente apresentada no teorema 4.2. Dos resulta 
dos obtidos conclui~se que o observador projetado pode ser usado 
*para melhorar-a“dinâmica do*sistema;' ' " " 
_
‹
ni
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. C A P I T U L o 6 
coNcLUsõEs E PERSPECTIVAS 
O trabalho aqui apresentado pode ser, em linhas ge 
rais, dividido em duas partes. ` _ . 
' ' Na primeira apresentou-se um procedimento parao prg 
jeto de um controlador que garante 0 rastreamento das saídas, a 
rejeição das perturbações e a redução da sensibilidade das traje 
tõrias em sistemas lineares multivariäveis e invariantes no tempo 
sujeitos a variações em seus parâmetros. 
' Com isto solucionou-se uma questão não abordada na 
teoria do servomecanismo robusto, fazendo com que as trajetórias 
tenham uma boa característica mesmo quando os parâmetros variam . 
, _ 1 
Dado um controle u1(t) projetado sem levar em conta as variações, 
obtêm-se um novo controle u2(t), nominalmente equivalente a ulüfl, 
mas menos sensível-de acordo com um determinado critério de com 
_ J, _ paraçao das sensibilidades das trajetórias. ' 
A teoria desenvolvida nesta primeira parte,foi apli 
cada para o controle dos movimentos de um helicoptero no plano 
' ~ ~ vertical. Diversas simulaçoes com entrada de perturbaçoes em di 
~ ~ ' ferentes condiçoes de operaçao e para diferentes sinais de refe 
A ~ rencia foram apresentadas. Em todas as simulaçoes efetuadas obser 
vou~se que o desempenho do controlador proposto ê superior àquele 
obtido por um outro controlador onde as variações nos parâmetros 
não são levadas em conta. As magnitudes de controle requeridas fo 
_ . . ,
_
v¢ 
94 
ram moderadas. 
Resultados equivalentes obtidos em trabalhos ante 
riores exigem para implementação do controlador dispositivos so 
fisticados, tais como computadores, ao passo que o 'controlador 
aqui proposto ê de fácil implementação. ' '*" 
_ Na segunda parte do trabalho, um resultado dual ao 
obtido para o controlador, foi apresentado com o objetivo de me 
lhorar o projeto do observador em sistemas lineares . multivariã~ 
veis e invariantes no tempo sujeitos a variaçoes nos parâmetros. 
Caso a matriz de saída do sistema sofra influência 
dos parâmetros, foi mostrado explicitamente a maneira pela qual 
_ .N - ¿ essas variaçoes podem ser refletidas nas matrizes A e B do siste 
ma de modo a se ter a matriz C invariante. Isto nao havia sido es 
tabeleçido claramente em trabalhos anteriores. 
t , Uma aplicação foi feita na estimação dos estados de 
um sistema de potência máquina-barra infinita. Desde que as condi 
ções estabelecidas no teorema 4.1 sejam satisfeitas, o desempenho 
do observador aqui proposto ê nitidamente-superior ao de um outro 
projetado sem considerar as variações nos parâmetros. 
_ Para regulação do sistema, foi utilizado a estima 
ção de um estado cujas equações dinâmicas são equivalentes a' do 
_ 
` §
4 
sistema físico real e como .sistemas são topologicamente equiva
~ lentes, as propriedades de estabilidade sao mantidas e o desempe 
nho do sistema melhorado com a regulação.
~ A partir das diversas simulaçoes efetuadas, pode-se
~ concluir que o observador aqui apresentado tem sua aplicaçao ple 
namente justificada, Sua implementação ê tão simples quanto a do
( 
95 
observador de Luenberger. f 
Como sugestões para futuros trabalhos que dêem con 
tinuidade a esta linha de pesquisa, pode~se enumerar os seguintes 
tõpicos: f 
(1) A matriz de ponderação Z do critério de comparação da sensibi
~ lidade no projeto do controlador nao pode ser especificada a
~ priori. Uma boa reduçao da sensibilidade das trajetórias ê 
obtida através de um processo de tentativas e erros. A matriz 
Z depende das matrizes de ponderaçao D e R da equaçao de Ric 
cati. Uma forma_de relacionar as matrizes D e/ou R com a sen 
sibilidade das trajetórias ê de considerável interesse prâti 
co. ` ~ 
f ‹---›~ - -~ f»~~-~-›.--V .-.._-.-...._.__ _ . _. _ ____ _ __ _ ›__ 
(2) Estudar a questao da síntese do controlador quando os estados 
- não são disponíveis para realimentação. Considerar que os eg 
tados são estimados a partir do observador aqui .apresentado. 
V 
› v 
Verificar a questão do rastreamento das saídas e da rejeição 
~ ~ ~ das perturbaçoes quando o erro de observaçao nao tende assin 
toticamente para zero. 4 ' ' 
(3) Dado o sistema 
Ê(tnU= Aümx(túU+ BUUu(t) 
_yUhM=CWbMbM. 
tratã-lo através das equações 
_â(t,u)= A*x(t,n)+ B*u(t)+ v(tzU) 
y(t,u)= C*x(t,u)+~h(t,u) 
- onde '
96 
¿
. 
v(tzU)= ôA(u)x(t.U)+ôB(u)ú(t) ' 
h(t,u).= ôc(.11)x(.t,u) 
e, considerando v(tzM) e h(t,U) entradas não Çonhecidas, projetar ~ 
um observador para o sistema.V 
-' (4) Realizar outras aplicações do controlador e do observador api 
propostos. ¿
‹
1
4 
A P Ê N D I C E A 
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_ 
MODELO LINEARIZADO DO SISTEMA DE POTÊNCIA MÁQUINA-BARRA INFINITA 
`. õ A.l - Introdugão 
Este apêndice apresenta maiores detalhes a respeito 
do modelo utilizado no capítulo 5. O modelo matemático aqui aprg 
sentado pode também ser encontrado em [l7].' 
»¿»e~ q ~« - A-2 :HMâguina Síncrona
. 
z 
_ 
No estabelecimento das equaçoes 
-~ guintes suposições são feitas: ' 
(l) As tensões devido as variações dos fluxos 
desprezíveis comparadas com as tensões de 
I 
(2) 
^ ~ ‹~ As tensoes.de velocidade sao consideradas 
(3) Os efeitos amortecedores são desprezados¡ 
ração. ' ' - 
(4) 
_ 
prezadas. _' 
H 
'
1 
(5) A máquina opera sob condições balanceadas 
da máquina as se
~ nos eixos d e q sao 
velocidade. 
COI'lStaI1teS . 
bem como os da satu
z 
~ ›-ú As resistências do estator e da linha de transmissao sao des 
de carga. 
Estas suposições são justificadas porque as quanti 
dades desprezadas produzem efeitos desprezíveis. Usando asp equa
98
( 
ções de Park, tem-se que 
2 2 2 vt- vd + uq 
V = -X I d Q Q 
v = x'I + E' 
_ Q d d q 
Ã 
\Pe= vdid + v I ~ 
q 
q Q 
_
z 
_|-__"__| _|" b TdOEq- Efd Eq +(xd Vxd)Id_ 
Md = Pm ~ Pe - P¿ 
onde .
A 
- V I Asão, res ectivamente, tensão e corrente de' eixo d' d 
__ ___ _ ._... . z z ›».,. ___ «R ' ` 
direto-d 
Vq, Iq são, respectivamente, tensão e corrente de eixo 
L 
em quadratura-q ' 
Xde Xq são, respectivamente, as reatâncias de eixo d e q 
X5 reatância transitõria da máquina. 
- e as demais variáveis foram definidas no capítulo 5. 
Tem-se ainda que ` ' ' 
_ 1. __ ~ Id- IÍVOOCOS Õ Eq] 
I = --¿-- V senô 
Q X + X ” 
Q G _ 
z _ . ~ ø ` ~ Onde xe ê a reatância da linha de transmissao e Vw e a tensao na
99 
barra infinita. 
Observa~se portanto que as equações que descrevem a 
~ ~ ~ ~ máquina sao nao lineares. As nao linearidades sao do tipo produto 
e trigonomêtricas. Para pequenas variaçoes em torno de uma condi 
çao de operaçao, estas equaçoes podem ser linearizadas, tornando- 
SG 
t 
., _ __' *_ _ Tdorgq _ Asfd (1/K3›Anq KkA§ 
Màä = Ap - AP - AP 
q 
m e Z 
APe= K¿Aô +K2AEä 
= I _Avt Ksàô + K6AEq É 
onde as constantes K1 até K2 são dadas por: ` 
1 i 
H 
' Xà~Xà 
K = -~*~ V E COSÕ t ~¬-~ I Senõ 
_ 
. 1 xq+xe m qo 
_ 
0 Xa+Xe qo O 
` X +x 
K = -É-É 1 2‹ I (10 Xd+Xe 
Xd+Xe 
d xe
I x -X - 
Kk= šgíšš Vwsenôo 
_ 
d e 
xd V O X Vdc _ K5; - šríš- ví~ Vwsenöo + ¡ƒ;§- v- Vwcosôo 
d e na q e to
ó
` V *x --E __.__'____Ê._._ 
Vto Xd+xe 
E = E' -(X -x')I 
Q q q d d 
A.3 - Excitatriz 
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_ 
_ 
É considerada aqui uma excitatriz a tiristor' cujo 
V 
modelo ê dado por: 
V H 
V
. 
4TeAE£d= ~ Efd + heAue 
` 0 
A.4 - Turbina e governadora 
_ 
É considerada uma turbina a vapor sem reaquecimento 
, movida por uma caldeira do tipo pambor, modelados por: 
T Aê = -Ap + AP - t m m g 
T AP = *AP + Au V 
8 8 8 8 
A.5 - Dados do sistema 
Constantes da máquina 
xd= 1,70 pu 
xq= 1,64 pu 
* ' 
_ \ 
e Xä= 0,245 pu ‹
GI 
' Tdo 
H.= 5,0 Kw.s/KVA 
:.: 5.905 
Linha de transmissão 
xe = 0,40 pu 
Excitatriz 
fz.-:25
e
T 
__ _ _ _" . Turbina,e governadçra›
T 
- T 
e= O,Õ4s 
tz 0,305
_
1 
= 0,085 
8..
\ 
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( 
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A P É N D I C E B-A ' 
RESOLUÇÃO DA EQUAÇÃO DE RICCATI. USANDO 0 ÇONCEITO 
DE FUNÇÃO SINAL DE UMA MATRIZ
z 
B.l - Introdugão 
' Neste apêndice ê introduzido o conceito da função 
sinal de uma matriz, e uma aplicação ë feita para resolução da
~ equaçao de Riccati para sistemas contínuos. Os resultados ' aqui 
apresentados tem como objetivo tornar o texto mais completo. Con 
tudo, para um estudo mais aprofundado deste assunto, ë aconselhš 
vel consultar a referência [28]. 
B-2 ~'Definição da função sinal de uma matriz 
` Considere uma matriz A quadrada de dimensão n. Esta 
matriz ë semelhante a sua forma de Jordan, ou seja, ' ' 
A = MJM`1` 
onde M ê a matriz dos autovetores de A e a matriz J tem a seguin 
te estrutura A ' »
.
I 
J.: IC
0 
0} 
J.= À. 1...o 
1. ‹ 1. 
ah 0 o ii 
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onde o número de blocos de Jordan Ji associados com o autovalor 
Ai ê igual ao número de autovetores linearmente independentes re 
Zlativos a.Lí 1 . . i 
A função sinal de um complexo z ê definida por_ W 
'f(z)§fsgn(z)= 
` l se real (z) >.0 
Al se real (z) < 
« -~ '0nde~a parte real de-e ê.suposta.não nula. 
COm 
' onde 
Se f(2) ê definida sobre O espectro de A, então 
:I 
f(A)= Mf(JlM`1 
" f(J)= sgn(J1) ... 0 . 
u u 
o o 
n u 
O --› sgn(Jh) 
sgn(Ji) = ... O 
u
_ 
O ... sgn(Ã¿)
_
forma 
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I se real (À.) > 0 
z=,gn(,J.›_= 
“ 1 
L -I se real (li) < 0 
Logo, pode-se definir a matriz S de dimensao n da 
s = sgn(A) = M sgn(J)M*1
1 
onde S ë chamada funçao sinal da matriz A. _ 
_B.3 - êplicação afresolugão da_eqgação de Riccati 
Considere o sistema 
" É =`Ax + Bu 
e o índice de desempenho ” 
Jlê dado por 
OO
1 l . J'= Ô (xTQx + urRu)dt 
o 
'
. 
\ . - 
O controle por realimentação de estado que minimiza 
-1 T l u=-R BPX
~ com P satisfazendo a equaçao algêbrica de Riccati, 
PA'+ ATP - PBR`1BT1> + Q*= 0
105 
sujeita as seguintes hipóteses: 
1-RT=R.R>0.; QT=Q,Q>0 
2'~ (A,Bà controlävel _““~ 
3 - (C,A) observãvel ' 
. 
~ O problema consiste então na determinação de P. Se 
ja a matriz hamiltoniana 
u
4 
r¶= A. -BR"1BT '= 1 - -V' Ã ' 0 I~vP iv 
4 
' T -Q -A P I-Pv 0-, -Ã ~P I 
- onde Ãê(A-BR_1BTP) ê a matriz de estado do sistema malha fechada 
e V ê uma matriz simêtrica, soluçao única da equaçao de Lyapunov; 
~ r ÃV + VÃTÃ -BR *BT 
_ 
Então ê claro que
' 
H.= U Ã 0 6-1 
0 -Ã 
' ~ Das propriedades da funçao sinal, tem-se que: 
Sêsgn(H) = U sgn(Ã) 0_ 'U“1 
0 \_ sgn(-Ã)
0
lO6 
Desde que Ã é assintoticamente estável, 
~ sgn(Ã)= -I 
-~então 
. 5 = U ~1 ' o AU"1 
À 
o 1 - 
Introduzindo a matriz F, dada por 
_ 
F = %(1 + S)' 
¿iii se utilizando Zi, temçse N 
_ F : 1 _ _ Q 
- 
, ~ VP v 
t 
F1 .Fiz 
-(I-Pv)P , I~PV V E¿ F2 q 
' 4 ~ ~ -e-como V e nao singular, entao- 
'P= -F`1F 
12 1 
A garantia que a matriz P calculada desta forma ê 
tal que PT= P; P > 0; P única e real ÀíLÃ] < 0,‹ê estabelecidagnr 
um teorema dado em [28], que serã omitido aqui. Também nesta refg 
rência ë apresentado um algoritmo para determinação da função si 
nal de uma matriz,_¿ partir do qual um programa computacional foi 
desenvolvido. ` `
[01] 
[02 
[03 
[04] 
[051 
[06] 
[07 
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