The characteristic function of rough Heston models by Euch, Omar El & Rosenbaum, Mathieu
The characteristic function of rough Heston models
Omar El Euch
CMAP, E´cole Polytechnique Paris
omar.el-euch@polytechnique.edu
Mathieu Rosenbaum
CMAP, E´cole Polytechnique Paris
mathieu.rosenbaum@polytechnique.edu
September 8, 2016
Abstract
It has been recently shown that rough volatility models, where the volatility is driven by a
fractional Brownian motion with small Hurst parameter, provide very relevant dynamics in
order to reproduce the behavior of both historical and implied volatilities. However, due
to the non-Markovian nature of the fractional Brownian motion, they raise new issues
when it comes to derivatives pricing. Using an original link between nearly unstable
Hawkes processes and fractional volatility models, we compute the characteristic function
of the log-price in rough Heston models. In the classical Heston model, the characteristic
function is expressed in terms of the solution of a Riccati equation. Here we show that
rough Heston models exhibit quite a similar structure, the Riccati equation being replaced
by a fractional Riccati equation.
Keywords: Rough volatility models, rough Heston models, Hawkes processes, fractional
Brownian motion, fractional Riccati equation, limit theorems.
1 Introduction
The celebrated Heston model is a one-dimensional stochastic volatility model where the asset
price S follows the following dynamic:
dSt = St
√
VtdWt
dVt = λ(θ − Vt)dt+ λν
√
VtdBt. (1)
Here the parameters λ, θ, V0 and ν are positive, and W and B are two Brownian motions
with correlation coefficient ρ, that is 〈dWt, dBt〉 = ρdt.
The popularity of this model is probably due to three main reasons:
• It reproduces well several important stylized facts of low frequency price data, namely
leverage effect, time-varying volatility and fat tails, see [7, 9, 13, 35].
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• It generates very reasonable shapes and dynamics for the implied volatility surface.
Indeed, the “volatility of volatility” parameter ν enables us to control the smile, the
correlation parameter ρ to deal with the skew, and the initial volatility V0 to fix the
at-the-money volatility level, see [15, 17, 30, 38]. Furthermore, as observed in markets
and in contrast to local volatility models, in Heston model, the volatility smile moves in
the same direction as the underlying and the forward smile does not flatten with time,
see [17, 26, 27, 37].
• There is an explicit formula for the characteristic function of the asset log-price, see
[23]. From this formula, efficient numerical methods have been developed, allowing for
instantaneous model calibration and pricing of derivatives, see [1, 8, 31, 32].
In the classical Heston model, the volatility follows a Brownian semi-martingale. However, it
is shown in [18] that for a very wide range of assets, historical volatility time-series exhibit a
behavior which is much rougher than that of a Brownian motion. More precisely, dynamics
of log-volatility are very well modeled by a fractional Brownian motion with Hurst param-
eter of order 0.1. Furthermore, using a fractional Brownian motion with small Hurst index
also enables us to reproduce very accurately the features of the volatility surface, see [5, 18].
Finally, convincing microstructural foundations for rough volatility models are provided in
[14, 28], see also Section 2.
Hence, in this paper, we are interested in the fractional versions of Heston model. Our
main goal is to design an efficient pricing methodology for such models, in the spirit of the
one introduced by Heston in the classical case. This is particularly important in fractional
volatility models where the use of Monte-Carlo methods can be quite intricate due to the
non-Markovian nature of the fractional Brownian motion, see [6].
We now define our so-called rough Heston model. Let us recall that a fractional Brownian
motion WH with Hurst parameter H ∈ (0, 1) can be built through the Mandelbrot-van Ness
representation:
WHt =
1
Γ(H + 1/2)
∫ 0
−∞
(
(t− s)H− 12 − (−s)H− 12 )dWs + 1
Γ(H + 1/2)
∫ t
0
(t− s)H− 12dWs. (2)
The kernel (t − s)H− 12 in (2) plays a central role in the rough dynamic of the fractional
Brownian motion for H < 1/2. In particular, one can show that the process∫ t
0
(t− s)H− 12dWs
has Ho¨lder regularity H − ε for any ε > 0. In order to allow for a rough behavior of the
volatility in a Heston-type model, we naturally introduce the kernel (t − s)α−1 in a Heston-
like stochastic volatility process as follows:
dSt = St
√
VtdWt
Vt = V0 +
1
Γ(α)
∫ t
0
(t− s)α−1λ(θ − Vs)ds+ 1
Γ(α)
∫ t
0
(t− s)α−1λν
√
VsdBs. (3)
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The parameters λ, θ, V0 and ν in (3) are positive and play the same role as in (1), and here
also W and B are two Brownian motions with correlation ρ. The additional parameter α
belongs to (1/2, 1) and governs the smoothness of the volatility sample paths. More precisely,
we show in this paper that the model is well-defined and that the volatility trajectories have
almost surely Ho¨lder regularity α− 1/2− ε, for any ε > 0. When α = 1, Models (3) and (1)
coincide, and we retrieve the classical Heston model. Therefore it is natural to view (3) as
a rough version of Heston model and to call it rough Heston model. Nevertheless, note that
other definitions of rough Heston models can make sense, see [19] for an alternative definition
and some asymptotic results.
Our aim in this work is to derive a Heston-type formula for the characteristic function of the
log-price in Model (3). In the classical case (α = 1, Model (1)), this formula is proved in
[23]. It is obtained using the fact that Model (1) is Markovian and time-homogeneous, and
applying Itoˆ’s formula to the function
L(t, a, Vt, St) = E[eia log(ST )|Ft], Ft = σ(Ws, Bs; s ≤ t), a ∈ R.
The process L being a martingale, the following Feynman-Kac partial differential equation
for L is easily obtained:
−∂tL(t, a, S, V ) =
(
λ(θ − V )∂v + 1
2
(λν)2V ∂2vv +
1
2
S2V ∂2ss + ρνλSV ∂
2
sv
)
L(t, a, S, V ),
with boundary condition L(T, a, S, V ) = eia log(S). From this PDE, it can be checked that the
characteristic function of the log-price Xt = log(St/S0) satisfies
E[eiaXt ] = exp
(
g(a, t) + V0h(a, t)
)
,
where h is solution of the following Riccati equation:
∂th =
1
2
(−a2 − ia) + λ(iaρν − 1)h(a, s) + (λν)
2
2
h2(a, s), h(a, 0) = 0, (4)
and
g(a, t) = θλ
∫ t
0
h(a, s)ds.
Solving this Riccati equation leads to the closed-form formula for the characteristic function
of the log-price given in [23].
In the case α < 1, the rough Heston model (3) is neither Markovian nor a semi-martingale.
Hence the strategy initially used by Heston presented above seems very hard to adapt to
our setting. Here we resort to a completely different and original approach based on point
processes. Indeed, our methodology finds its root in the works [14, 28] which provide mi-
crostructural foundations to rough volatility models. In these papers, it is shown that some
well-designed microstructure models, reproducing the stylized facts of modern financial mar-
kets at high frequency, give rise in the long run to rough volatility models. These microstruc-
ture models that we describe in more details in Section 2 are based on so-called nearly unstable
Hawkes processes. In this paper, inspired by these results and using again Hawkes processes,
we design a suitable sequence of point processes which converges to Model (3). Exploiting the
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specific structure of our point processes, we derive their characteristic function, which leads
us in the limit to that of the log-price in the rough Heston model (3).
Our main result is that, quite surprisingly, the characteristic function of the log-price in rough
Heston models exhibits the same structure as the one obtained in the classical Heston model.
The difference is that the Riccati equation (4) is replaced by a fractional Riccati equation,
where a fractional derivative appears instead of a classical derivative. More precisely, we
obtain
E[eiaXt ] = exp
(
g1(a, t) + V0g2(a, t)
)
,
where
g1(a, t) = θλ
∫ t
0
h(a, s)ds, g2(a, t) = I
1−αh(a, t),
and h is a solution of the following fractional Riccati equation:
Dαh =
1
2
(−a2 − ia) + λ(iaρν − 1)h(a, s) + (λν)
2
2
h2(a, s), I1−αh(a, 0) = 0,
with Dα and I1−α the fractional derivative and integral operators defined in (21) and (22).
Remark that when α = 1, this result indeed coincides with the classical Heston’s result.
However, note that for α < 1, the solutions of such Riccati equations are no longer explicit.
Nevertheless, they are easily solved numerically, see Section 5.
The paper is organized as follows. In Section 2, we build a sequence of Hawkes-type processes
which converges to the rough Heston model (3). Then we study in Section 3 the characteristic
function of these processes and show in Section 4 that it enables us to derive the characteristic
function of the log-price in Model (3). One numerical illustration is given in Section 5 and
some proofs are relegated to Section 6. Finally, some useful technical results are given in an
appendix.
2 From Hawkes processes to rough Heston models
We build in this section a sequence of Hawkes-type processes which converges to the rough He-
ston model (3). This construction is inspired by the paper [14]. In this work, microstructural
foundations for rough Heston models are provided. This is done designing suitable sequences
of ultra high frequency price models which reproduce the stylized facts of modern markets
microstructure and converge in the long run to rough Heston models. These microscopic price
models are based on Hawkes processes. So that the reader can well understand the genesis of
our original methodology to compute the characteristic function in rough Heston models, we
recall here the main ideas and results in [14].
2.1 Microstructural foundations for rough Heston models
In [14], we consider a sequence of bi-dimensional Hawkes processes (NT,+, NT,−) indexed by
T > 0 going to infinity1 and with intensity
λTt =
(
λT,+t
λT,−t
)
= µT
(
1
1
)
+
∫ t
0
aTφ(t− s).
(
dNT,+s
dNT,−s
)
, (5)
1Of course by T we implicitly mean Tn with n ∈ N tending to infinity.
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with
φ =
(
ϕ1 ϕ3
ϕ2 ϕ4
)
.
Here the ϕi are measurable non-negative deterministic functions and µT and 0 < aT < 1 are
some deterministic sequences of positive real numbers, see [3] and the references therein for
more details about the definition of Hawkes processes. Then in [14], inspired by [2, 3, 29], we
consider the following ultra high frequency tick-by-tick model for the transaction price P Tt :
P Tt = N
T,+
t −NT,−t .
Hence NT,+t represents the number of upward jumps of one tick of the transaction price over
the period [0, t] and NT,−t the number of downward jumps. The relevance of this Hawkes-
based modeling is that it enables us to encode very easily the most important stylized facts
of high frequency markets in term of the parameters of the Hawkes process. We now give
these stylized facts and their translation in term of the model parameters, referring to [14]
for more details.
• Markets are highly endogenous: In the high frequency trading context, most orders have
no real economic motivation. They are rather sent by algorithms as reaction to other
orders. In the Hawkes framework, this amounts to work with so-called nearly unstable
Hawkes processes. This means that the stability condition
S( ∫ ∞
0
aTφ(s)ds
)
< 1,
where S denotes the spectral radius operator, should almost be saturated and that the
intensity of exogenous orders, namely µT , should be small, see [14, 20, 28, 29]. In term
of model parameters, suitable constraints are therefore
aT → 1, S
( ∫ ∞
0
φ(s)ds
)
= 1, µT → 0.
• It is not an easy task to make money with high frequency strategies on highly liquid
electronic markets. Hence some “no statistical arbitrage” mechanisms should be in
force. We translate this assuming that in the long run, there are on average as many
upward than downward jumps. This corresponds to the assumption
ϕ1 + ϕ3 = ϕ2 + ϕ4.
• Buying is not the same action as selling. This means that buy market orders and
sell limit orders are not symmetric orders. To see this, consider for example a market
maker, with an inventory which is typically positive. He is likely to raise the price by
less following a buy order than to lower the price following the same size sell order.
Indeed, its inventory becomes smaller after a buy order, which is a good thing for him,
whereas it increases after a sell order. This creates a liquidity asymmetry on the bid and
ask sides of the order book. This can be modeled in the Hawkes framework assuming
that
ϕ3 = βϕ2,
5
for some β > 1. Hence, the matrix φ finally takes the form
φ =
(
ϕ1 βϕ2
ϕ2 ϕ1 + (β − 1)ϕ2
)
.
• A significant amount of transactions is part of metaorders, which are large orders whose
execution is split in time by trading algorithms. This is translated into a heavy tail
assumption on the functions ϕ1 and ϕ2, namely that there exists 1/2 < α < 1 (typically
around 0.6 in practice, see [4, 20]) and C > 0 such that
αxα
∫ ∞
x
ϕ1(s) + βϕ2(s)ds →
x→∞ C.
Furthermore, it is shown in [28] that for a given α, there is only one way to make µT
tends to zero and aT tends to one so that the limit of the price is not degenerate. More
precisely,
(1− aT )Tα →
T→∞
λ∗, µTT 1−α →
T→∞
µ,
for some positive λ∗ and µ.
Under the above assumptions, it is proved in [14] that the properly rescaled microscopic price
process √
1− aT
µTα
P TtT , t ∈ [0, 1]
converges in law as T tends to infinity to the following macroscopic price dynamic Pt:
Pt =
√
2
1− ∫∞0 (ϕ1 − ϕ2)
∫ t
0
σsdWs,
σ2t =
1
Γ(α)
∫ t
0
(t− s)α−1λ(1− σ2s)ds+
1
Γ(α)
λν
∫ t
0
(t− s)α−1σsdBs, (6)
where (W,B) is a bi-dimensional correlated Brownian motion with correlation
ρ =
1− β√
2(1 + β2)
and
ν =
√
2(1 + β2)
λ∗µ(1 + β)2
, λ = λ∗
α
CΓ(1− α) .
Hence this result shows that the main stylized facts of modern electronic markets naturally
give rise to a very rough behavior of the volatility. Indeed, recall that the Hurst parameter
corresponds to α− 1/2.
Inspired by this result, our idea is to study the characteristic function of some kind of mi-
croscopic price processes in order to deduce that of our rough Heston macroscopic price of
interest (3). However, the developments presented above cannot be directly applied and need
to be adapted. Indeed, remark that in (6), σ0 = 0. This does not correspond to the case
of (3), where having a non-zero initial volatility is of course crucial for the model to be rel-
evant in practice. Thus we need to modify the sequence of Hawkes-type processes to obtain
a non-degenerate initial volatility in the limit. This is actually a non-trivial issue. However,
this can be achieved replacing µT in (5) by an inhomogeneous Poisson intensity µˆT (t). We
explain how such µˆT (t) can be found in the next section.
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2.2 Finding the right Poisson rate
We work on a sequence of probability spaces (ΩT ,FT ,PT ), indexed by T > 1, on which
NT = (NT,+, NT,−) is a bi-dimensional Hawkes process with intensity:
λTt =
(
λT,+t
λT,−t
)
= µˆT (t)
(
1
1
)
+
∫ t
0
φT (t− s).dNTs . (7)
For a given T , the probability space is equipped with the filtration (FTt )t≥0, where FTt is the
σ-algebra generated by (NTs )s≤t. Since our goal is to design a sequence of processes leading
in the limit to a rough Heston dynamic, we consider the same kind of assumptions on the
matrix φT as those described in the previous section. However, here we can be very specific
since we just need to find one convenient sequence of processes. That is why we make a
particular choice for the heavy-tailed functions defining φT , using Mittag-Leffler functions,
see Section A.1 in Appendix for definition and some properties. Indeed, these functions are
very convenient in order to carry out computations. More precisely, our assumptions on φT
are as follows.
Assumption 2.1. There exist β ≥ 0, 1/2 < α < 1 and λ > 0 such that
aT = 1− λT−α, φT = ϕTχ,
where
χ =
1
β + 1
(
1 β
1 β
)
, ϕT = aTϕ, ϕ = f
α,1,
with fα,1 the Mittag-Leffler density function defined in Appendix.
Remark 2.1. As in the previous section, we are working in the nearly unstable heavy tail
case since ∫ ∞
0
ϕ(s)ds = 1
and
αxα
∫ ∞
x
ϕ(t)dt −→
x→∞
α
Γ(1− α) .
We now give intuitions on how to find a suitable Poisson intensity µˆT (t). The developments
here are not very rigorous. They just aim at helping the reader to understand how our point
processes sequence is designed. First, note that under Assumption 2.1,
λT,+t = λ
T,−
t .
The asymptotic behavior of the renormalized intensity processes λT,+t and λ
T,−
t will give us
that of the volatility in our limiting macroscopic price model. Thus, we need to understand
the long term limit of λT,+t . Let us write
MTt = (M
T,+
t ,M
T,−
t ) = N
T
t −
∫ t
0
λTs ds
for the martingale associated to the point process NTt . We easily obtain
λT,+t = µˆT (t) +
∫ t
0
ϕT (t− s)λT,+s ds+
1
1 + β
∫ t
0
ϕT (t− s)(dMT,+s + βdMT,−s ).
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Now let
ψT =
∑
k≥1
(ϕT )∗k,
where (ϕT )∗1 = ϕT and for k > 1, (ϕT )∗k(t) =
∫ t
0 ϕ
T (s)(ϕT )∗(k−1)(t − s)ds. Using Lemma
A.1 in Appendix together with Fubini theorem and the fact that ψT ∗ ϕT = ψT − ϕT , we get
λT,+t = µˆT (t) +
∫ t
0
ψT (t− s)µˆT (s)ds+ 1
1 + β
∫ t
0
ψT (t− s)(dMT,+s + βdMT,−s ). (8)
Following [14], the inhomogeneous intensity µˆT (t) should be of order µT with
µT = µT
α−1,
where µ is some positive constant. In [14], it is shown that the right normalization for the
intensity in order to get a non-degenerate limit is to consider (1 − aT )λT,+tT /µT . The same
applies here and thus we define the renormalized intensity
CTt =
1− aT
µT
λT,+tT .
After obvious computations, this can be written
CTt =
1− aT
µT
µˆT (tT )+
∫ t
0
T (1−aT )ψT
(
T (t−s)) µˆT (Ts)
µT
ds+ν
∫ t
0
T (1−aT )ψT
(
T (t−s))√CTs dBTs ,
where
BTt =
∫ tT
0
dMT,+s + βdM
T,−
s√
T (λT,+s + β2λ
T,−
s )
, ν =
√
1 + β2
λµ(1 + β)2
.
Using the fact that the Laplace transform fˆα,λ of the Mittag-Leffler density function fα,λ is
given by
fˆα,λ(z) =
λ
λ+ zα
,
we easily obtain that
(1− aT )TψT (T.) = aT fα,λ, (9)
see Section A.1 in Appendix. This leads to the following expression for CT :
CTt =
1− aT
µT
µˆT (tT ) +
∫ t
0
aT f
α,λ(t− s) µˆT (Ts)
µT
ds+ ν
∫ t
0
aT f
α,λ(t− s)
√
CTs dB
T
s .
Computing the quadratic variation of BT , it is easy to see that it converges to a Brownian
motion B. Now, if as in [14] we take µˆT (t) = µT , C
T should then give in the limit a process
σ2 satisfying
σ2t = F
α,λ(t) + ν
∫ t
0
fα,λ(t− s)σsdBs,
where
Fα,λ(t) =
∫ t
0
fα,λ(u)du.
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From Proposition 6.3 in Section 6, this is equivalent to
σ2t =
1
Γ(α)
∫ t
0
(t− s)α−1λ(1− σ2s)ds+
1
Γ(α)
λν
∫ t
0
(t− s)α−1σsdBs,
which corresponds to (6). However, recall that we wish to obtain a limit where the initial
volatility does not vanish, that is a process of the form
σ2t = ξ +
1
Γ(α)
∫ t
0
(t− s)α−1λ(1− σ2s)ds+
1
Γ(α)
λν
∫ t
0
(t− s)α−1σsdBs, (10)
with ξ > 0. Again from Proposition 6.3 in Section 6, the dynamic (10) is equivalent to
σ2t = ξ
(
1− Fα,λ(t))+ Fα,λ(t) + ν ∫ t
0
fα,λ(t− s)σsdBs.
Using the same heuristic arguments as above, we see that we should obtain this dynamic in
the limit provided we work with a process CTt having the following expression:
CTt = (1−aT )+ ξ+(1− ξ)
∫ t
0
T (1−aT )ψ
(
T (t−s))ds+ν ∫ t
0
T (1−aT )ψ
(
T (t−s))√CTs dBTs .
This is equivalent to
λT,+t = µT + ξµT
1
1− aT +µT (1− ξ)
∫ t
0
ψT (t− s)ds+ 1
1 + β
∫ t
0
ψT (t− s)(dMT,+s + βdMT,−s ).
(11)
Therefore, identifying parameters in (8) and (11), this indicates that we should take µˆT such
that
µˆT (t) +
∫ t
0
ψT (t− s)µˆT (s)ds = µT + ξµT 1
1− aT + µT (1− ξ)
∫ t
0
ψT (t− s)ds. (12)
Using convolution by ϕT together with the fact that ψT ∗ϕT = ψT −ϕT , we obtain from the
left-hand side of (12):∫ t
0
µˆT (s)ϕ
T (t− s)ds+
∫ t
0
∫ s
0
ψT (s− u)µˆT (u)duϕT (t− s)ds
=
∫ t
0
µˆT (s)ϕ
T (t− s)ds+
∫ t
0
∫ t−u
0
ψT (s)ϕT (t− u− s)dsµˆT (u)du
=
∫ t
0
µˆT (s)ϕ
T (t− s)ds+
∫ t
0
(
ψT (t− u)− ϕT (t− u))µˆT (u)du
=
∫ t
0
ψT (t− s)µˆT (s)ds.
From the right-hand side of (12), we get:∫ t
0
ϕT (t− s)(µT + ξµT 1
1− aT )ds+ µT (1− ξ)
∫ t
0
ϕT (t− s)
∫ s
0
ψT (s− u)duds
= µT (1 + ξ
1
1− aT )
∫ t
0
ϕT (t− s)ds+ µT (1− ξ)
∫ t
0
∫ t−u
0
ψT (s)ϕT (t− u− s)dsdu
= µT (1 + ξ
1
1− aT )
∫ t
0
ϕT (t− s)ds+ µT (1− ξ)
∫ t
0
(
ψT (t− u)− ϕT (t− u))du.
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Consequently, the following equality should hold for a well-chosen µˆT (s):∫ t
0
ψT (t− s)µˆT (s)ds = µT ξ( 1
1− aT + 1)
∫ t
0
ϕT (t− s)ds+ µT (1− ξ)
∫ t
0
ψT (t− s)ds.
This last equation together with (12) gives
µˆT (t) = µT + ξµT
1
1− aT
(
1−
∫ t
0
ϕT (t− s)ds)− µT ξ ∫ t
0
ϕT (t− s)ds. (13)
Therefore, we should choose a non-homogenous baseline intensity µˆT satisfying (13). In that
case, we should recover the process (10) for the limiting behavior of CTt .
In light of the preceding computations, we consider from now on the following assumption.
Assumption 2.2. The baseline intensity µˆT is given by
µˆT (t) = µT + ξµT
( 1
1− aT (1−
∫ t
0
ϕT (s)ds)−
∫ t
0
ϕT (s)ds
)
,
with ξ > 0 and µT = µT
α−1 for some µ > 0.
Remark 2.2. Note that µˆT can also be written as follows:
µˆT (t) = µT + ξµT
(Tα
λ
∫ ∞
t
ϕ(s)ds+ λT−α
∫ t
0
ϕ(s)ds
)
.
This shows that µˆT is a positive function and thus that the intensity process λ
T
t in (7) is
well-defined.
2.3 The rough limits of Hawkes processes
We now give a rigorous statement about the limiting behavior of our specific sequence of
bi-dimensional nearly unstable Hawkes processes with heavy tails. For t ∈ [0, 1], we define
XTt =
1− aT
Tαµ
NTtT , Λ
T
t =
1− aT
Tαµ
∫ tT
0
λTs ds, Z
T
t =
√
Tαµ
1− aT (X
T
t − ΛTt ).
Using a similar approach as that in [14], we obtain the following result whose proof is given
in Section 6.
Theorem 2.1. As T →∞, under Assumptions 2.1 and 2.2, the process (ΛTt , XTt , ZTt )t∈[0,1]
converges in law for the Skorokhod topology to (Λ, X, Z) where
Λt = Xt =
∫ t
0
Ysds
(
1
1
)
, Zt =
∫ t
0
√
Ys
(
dB1s
dB2s
)
,
and Y is the unique solution of the rough stochastic differential equation
Yt = ξ +
1
Γ(α)
∫ t
0
(t− s)α−1λ(1− Ys)ds+ λ
√
1 + β2
λµ(1 + β2)
1
Γ(α)
∫ t
0
(t− s)α−1
√
YsdBs,
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where
B =
B1 + βB2√
1 + β2
and (B1, B2) is a bi-dimensional Brownian motion. Furthermore, for any ε > 0, Y has Ho¨lder
regularity α− 1/2− ε.
Hence Theorem 2.1 shows that designing our sequence of bi-dimensional Hawkes processes
in a suitable way, its limit is differentiable and its derivative exhibits a rough Cox-Ingersoll-
Ross like behavior, with non-zero initial value. This is exactly what we need for the limiting
volatility of our microscopic price processes. Indeed, thanks to Theorem 2.1, we are now able
to build such microscopic processes converging to the log-price in (3). More precisely, for
θ > 0, let us define
P T =
√
θ
2
√
1− aT
Tαµ
(NT,+.T −NT,−.T )−
θ
2
1− aT
Tαµ
NT,+.T =
√
θ
2
(ZT,+ − ZT,−)− θ
2
XT,+. (14)
We have the following corollary of Theorem 2.1.
Corollary 2.1. As T → ∞, under Assumptions 2.1 and 2.2, the sequence of processes
(P Tt )t∈[0,1] converges in law for the Skorokhod topology to
Pt =
∫ t
0
√
VsdWs − 1
2
∫ t
0
Vsds,
where V is the unique solution of the rough stochastic differential equation
Vt = θξ +
1
Γ(α)
∫ t
0
(t− s)α−1λ(θ − Vs)ds+ λ
√
θ(1 + β2)
λµ(1 + β)2
1
Γ(α)
∫ t
0
(t− s)α−1
√
VsdBs,
with (W,B) a correlated bi-dimensional Brownian motion whose bracket satisfies
d〈W,B〉t = 1− β√
2(1 + β2)
dt.
Thus, we have succeeded in building a sequence of microscopic processes P T , defined by (14),
which converges to (the logarithm of) our rough Heston process of interest (3). Now our goal
is to use the result of Corollary 2.1 to compute the characteristic function of the log-price in
the rough Heston model (3). This is done in the next two sections.
3 The characteristic function of multivariate Hawkes processes
We have seen in the previous section that our sequence of Hawkes-based microscopic price
processes converges to the log-price in the rough Heston model (3). Therefore, if we are
able to compute the characteristic function for the microscopic price, its limit will give us
that of the log-price in a rough Heston model. We actually provide a more general result
here, deriving the characteristic function of a multivariate Hawkes process (recall that a bi-
dimensional Hawkes process is the building block for our microscopic price process (14)).
Hence we extend here some results already proved in [22] in the one-dimensional case.
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3.1 Cluster-based representation
To derive our characteristic function, the representation of Hawkes processes in term of clus-
ters, see [22], is very useful. We recall it now. Let us consider a d-dimensional Hawkes process
N = (N1, ..., Nd) with intensity
λt =
λ
1
t
...
λdt
 = µ(t) + ∫ t
0
φ(t− s).dNs, (15)
where µ : R+ → Rd+ is locally integrable and φ : R+ →Md(R+) has integrable components
such that
S( ∫ ∞
0
φ(s)ds
)
< 1.
The law of such process can be described through a population approach. Consider that there
are d types of individuals and for a given type, an individual can be either a migrant or the
descendant of a migrant. Then the dynamic goes as follows from time t = 0:
• Migrants of type k ∈ {1, .., d} arrive as a non-homogenous Poisson process with rate
µk(t).
• Each migrant of type k ∈ {1, .., d} gives birth to children of type j ∈ {1, .., d} following
a non-homogenous Poisson process with rate φj,k(t).
• Each child of type k ∈ {1, .., d} also gives birth to other children of type j ∈ {1, .., d}
following a non-homogenous Poisson process with rate φj,k(t).
Then, for k ∈ {1, .., d}, Nkt can be taken as the number up to time t of migrants and children
born with type k. Indeed, the population approach above and the theoretical characterization
(15) define the same point process law.
3.2 The result
Let L(a, t) be the characteristic function of the Hawkes process N :
L(a, t) = E[exp(ia.Nt)], t ≥ 0, a ∈ Rd,
where a.Nt stands for the scalar product of a and Nt. The cluster-based representation of
multivariate Hawkes processes enables us to show the following result, proved in Section 3.3,
for their characteristic function.
Theorem 3.1. We have
L(a, t) = exp
( ∫ t
0
(
C(a, t− s)− 1).µ(s)ds),
where C : Rd × R+ → Cd is solution of the following integral equation:
C(a, t) = exp
(
ia+
∫ t
0
φ∗(s).(C(a, t− s)− 1)ds),
with φ∗(s) the transpose of φ(s).
From Theorem 3.1, we are able to derive in Section 4 the characteristic function of rough
Heston models.
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3.3 Proof of Theorem 3.1
We now give the proof of Theorem 3.1, exploiting the population construction presented
in Section 3.1. We start by defining d auxiliary independent d-dimensional point processes
(N˜k,j)1≤j≤d, k ∈ {1, ..., d}, defined as follows for each given k ∈ {1, .., d}:
• Migrants of type j ∈ {1, ..., d} arrive as a non-homogenous Poisson process with rate
φj,k(t).
• Each migrant of type j ∈ {1, .., d} gives birth to children of type l ∈ {1, .., d} following
a non-homogenous Poisson process with rate φl,j(t).
• Each child of type j ∈ {1, .., d} also gives birth to other children of type l ∈ {1, .., d}
following a non-homogenous Poisson process with rate φl,j(t).
For a given k ∈ {1, .., d}, N˜k,jt corresponds to the number, up to time t, of migrants and
children with type j. A simple but crucial remark is that (N˜k,j)1≤j≤d is actually also a
multivariate Hawkes process with migrant rate (φj,k)1≤j≤d and kernel matrix φ. We write
Lk(a, t) for its characteristic function
Lk(a, t) = E
[
exp(ia.(N˜k,jt )1≤j≤d)
]
, t ≥ 0, a ∈ Rd.
Now let us come back to the initial Hawkes process of interest N defined by (15). For each
k ∈ {1, ..., d} and t ≥ 0, let N0,kt be the number of its migrants of type k arrived up to time t.
Recall that the N0,k, 1 ≤ k ≤ d, are independent Poisson processes with rates µk(t). We also
define T k1 < ... < T
k
N0,kt
∈ [0, t] the arrival times of migrants of type k of the Hawkes process
N , up to time t. Using the population approach presented in Section 3.1, it is clear that at
time t, the number of descendants of different types of a migrant of type k arrived at time
T ku has the same law as (N˜
k,j
t−Tku )1≤j≤d, where N˜ is taken independent from N . Consequently,
Nkt =
law
N0,kt +
∑
1≤j≤d
∑
1≤l≤N0,jt
N˜
j,k,(l)
t−T jl
, (16)
where the (N˜ j,k,(l))1≤k≤d, 1 ≤ j ≤ d, l ∈ N are independent copies of (N˜ j,k)1≤k≤d, 1 ≤ j ≤ d,
also independent of N0 = (N0,k)1≤k≤d.
From (16), we derive that conditional on N0,
E
[
exp(ia.Nt)|N0
]
= exp(ia.N0t )
∏
1≤j≤d
∏
1≤l≤N0,jt
E
[
exp(ia.(N˜
j,k,(l)
t−T jl
)1≤k≤d|N0
)]
= exp(ia.N0t )
∏
1≤j≤d
∏
1≤l≤N0,jt
Lj(a, t− T jl ).
Now, for a given k ∈ {1, ..., d}, conditional on N0,kt , it is well-known that (T k1 , ..., T kN0,kt ) has
the same law as (X(1), ..., X(N0,kt )
) the order statistics built from iid variables (X1, .., XN0,kt
)
with density
µk(s)1s≤t∫ t
0 µk(s)ds
. Thus we get
E
[
exp(ia.Nt)|N0t
]
= exp(ia.N0t )
∏
1≤j≤d
( ∫ t
0
Lj(a, t− s) µj(s)∫ t
0 µj(s)ds
ds
)N0,jt .
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Therefore,
L(a, t) =
∏
1≤j≤d
exp
(
(
∫ t
0
eiajLj(a, t− s) µj(s)∫ t
0 µj(s)ds
ds− 1)
∫ t
0
µj(s)ds
)
.
Thus we finally obtain
L(a, t) = exp
( ∑
1≤j≤d
∫ t
0
(eiajLj(a, t− s)− 1)µj(s)ds
)
. (17)
In the same way, since (N˜k,j)1≤j≤d is a multivariate Hawkes process with migrant rate
(φj,k)1≤j≤d and kernel matrix φ, we get
Lk(a, t) = exp
( ∑
1≤j≤d
∫ t
0
(eiajLj(a, t− s)− 1)φj,k(s)ds
)
. (18)
Let us define
C(a, t) =
(
eiajLj(a, t)
)
1≤j≤d.
From (17), we have that
L(a, t) = exp
( ∫ t
0
(C(a, t− s)− 1).µ(s)ds)
and from (18), we deduce that C is solution of the following integral equation
C(a, t) = exp
(
ia+
∫ t
0
φ∗(s).(C(a, t− s)− 1)ds).
This ends the proof of Theorem 3.1.
4 The characteristic function of rough Heston models
We give in this section our main theorem, that is the characteristic function for the log-price
in rough Heston models (3). It is obtained combining the convergence result for Hawkes
processes stated in Corollary 2.1 together with the characteristic function for multivariate
Hawkes processes derived in Theorem 3.1. We start with some intuitions about the result.
4.1 Intuition about the result
We consider the rough Heston model (3). The parameters of the dynamic in (3) are here
given in term of those of the sequence of processes P T defined in (14). More precisely, we set
V0 = ξθ, ρ =
1− β√
2(1 + β2)
, ν =
√
θ(1 + β2)
λµ(1 + β)2
,
and λ and θ are the same as those in the dynamic of P T . Remark that this implies that
ρ ∈ (−1/√2, 1/√2]. We also write Pt = log(St/S0). From Corollary 2.1, we know that
P T =
√
λθ
2µ
T−α(NT,+.T −NT,−.T )−
λθ
2µ
T−2αNT,+.T
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converges in law to P as T tends to infinity, where NT = (NT,+, NT,−) is a sequence of bi-
dimensional Hawkes processes satisfying Assumptions 2.1 and 2.2. Let us write LT ((a, b), t)
for the characteristic function of the process NT at time t at point (a, b) and Lp for the
characteristic function of P . The convergence in law implies that of LT ((a+T , a
−
T ), tT ) towards
Lp(a, t), where
a+T = a
√
λθ
2µ
T−α − aλθ
2µ
T−2α, a−T = −a
√
λθ
2µ
T−α.
From Theorem 3.1, we know that
LT
(
(a+T , a
−
T ), tT
)
= exp
(∫ tT
0
µˆT (s)
(
(CT,+((a+T , a
−
T ), tT−s)−1)+(CT,−((a+T , a−T ), tT−s)−1)
)
ds
)
,
where CT ((a+T , a
−
T ), t) =
(
CT,+((a+T , a
−
T ), t), C
T,−((a+T , a
−
T ), t)
) ∈M1×2(C) is solution of
CT
(
(a+T , a
−
T ), t
)
= exp
(
i(a+T , a
−
T ) +
∫ t
0
(
CT ((a+T , a
−
T ), t− s)− (1, 1)
)
.φT (s)ds
)
.
Now let
Y T (a, .) =
(
Y T,+(a, .), Y T,−(a, .)
)
= CT
(
(a+T , a
−
T ), .T
)
: [0, 1]→M1×2(C).
Using a change of variables, we easily get that Y T (a, .) is solution of the equation
Y T (a, t) = exp
(
i(a+T , a
−
T ) + T
∫ t
0
(
Y T (a, t− s)− (1, 1)).φT (Ts)ds) (19)
and that
LT (a+T , a
−
T , tT ) = exp
(∫ t
0
(
Tα(Y T,+(a, t− s)− 1) +Tα(Y T,−(a, t− s)− 1))(T 1−αµˆ(sT ))ds).
(20)
Thanks to Remarks 2.1 and 2.2, it is easy to see that
T 1−αµˆ(sT ) = T 1−αµT + ξT 1−αµT
(Tα
λ
∫ ∞
sT
ϕ(u)du+ λT−α
∫ sT
0
ϕ(u)du
)
= µ
(
1 +
ξ
λ
s−α(sT )α
∫ ∞
sT
ϕ(u)du
)
+ µξλT−α
∫ sT
0
ϕ(u)du
−→
T→∞
µ
(
1 +
ξ
λΓ(1− α)s
−α).
Now, the convergence of LT (a+T , a
−
T , tT ) as T goes to infinity implies that of∫ t
0
(
Tα(Y T,+(a, t− s)− 1) + Tα(Y T,−(a, t− s)− 1))(T 1−αµˆ(sT ))ds.
Thus, we can expect that as T goes to infinity, Tα(Y T (a, t)−(1, 1)) converges to some function
(c(a, t), d(a, t)) (recall that the developments in this section are not rigourous and just aim at
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giving intuitions for the main theorem). Furthermore, using that (Y T (a, t)−(1, 1)) = O(T−α)
together with (20), we get
Y T (a, t)− (1, 1) = log (Y T (a, t))+ 1
2
(
Y T (a, t)− (1, 1))2 + o(T−2α)(t)
= ia
√
λθ
2µ
(1,−1)T−α − iaλθ
2µ
(1, 0)T−2α + T
∫ t
0
(
Y T (a, t− s)− (1, 1)).φT (Ts)ds
+
1
2
(
Y T (a, t)− (1, 1))2 + o(T−2α)(t),
where the logarithm2 function is applied on each component of Y T (a, t). Then, remarking
that χ2 = χ and using a change of variables, we get∑
k≥1
(
TφT (T.)
)∗k
=
∑
k≥1
T (φT )∗k(T.) = T
∑
k≥1
(ϕT )∗k(T.)χk = TψT (T.)χ.
From (9), we finally deduce that∑
k≥1
(
TφT (T.)
)∗k
= aT
Tα
λ
fα,λχ = aT
Tα
λ(β + 1)
fα,λ
(
1 β
1 β
)
.
Since (1,−1).χ = 0, using Lemma A.1 in Appendix we obtain
Y T (a, t)− (1, 1) = ia
√
λθ
2µ
(1,−1)T−α − ia aT θ
2µ(β + 1)
Fα,λ(t)(1, β)T−α
+
aTT
α
2λ(β + 1)
∫ t
0
fα,λ(s)
(
Y T (a, t− s)− (1, 1))2.(1 β
1 β
)
ds+ o(T−α)(t).
Therefore, we can expect that
c(a, t) = ia
√
λθ
2µ
− ia θ
2µ(β + 1)
Fα,λ(t) +
1
2λ(β + 1)
∫ t
0
fα,λ(s)
(
c2(a, t− s) + d2(a, t− s))ds,
d(a, t) = −ia
√
λθ
2µ
− ia βθ
2µ(β + 1)
Fα,λ(t) +
β
2λ(β + 1)
∫ t
0
fα,λ(s)
(
c2(a, t− s) + d2(a, t− s))ds
and
Lp(a, t) = exp
( ∫ t
0
g(a, s)ds+
V0
θλ
1
Γ(1− α)
∫ t
0
g(a, s)(t− s)−αds),
with g = µ(c+ d). We give in the next section a rigorous statement for this result.
4.2 Main result
We define the fractional integral of order r ∈ (0, 1] of a function f as
Irf(t) =
1
Γ(r)
∫ t
0
(t− s)r−1f(s)ds, (21)
2The complex logarithm is defined on C/R− by log(z) = log(|z|) + i arg(z), with arg(z) ∈ (−pi, pi].
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whenever the integral exists, and the fractional derivative of order r ∈ [0, 1) as
Drf(t) =
1
Γ(1− r)
d
dt
∫ t
0
(t− s)−rf(s)ds, (22)
whenever it exists. The following theorem, proved in Section 6, is the main result of the
paper.
Theorem 4.1. Consider the rough Heston model (3) with a correlation between the two
Brownian motions ρ satisfying ρ ∈ (−1/√2, 1/√2]. For all t ≥ 0, we have
Lp(a, t) = exp
(
θλI1h(a, t) + V0I
1−αh(a, t)
)
, (23)
where h is solution of the fractional Riccati equation
Dαh(a, t) =
1
2
(−a2 − ia) + λ(iaρν − 1)h(a, s) + (λν)
2
2
h2(a, s), I1−αh(a, 0) = 0, (24)
which admits a unique continuous solution.
Thus we have been able to obtain a semi-closed formula for the characteristic function in
rough Heston models. This means that pricing of European options becomes an easy task in
this model, see Section 5. For α = 1, we retrieve the classical Heston formula. For α < 1,
the formula is almost the same. The difference is essentially only in that in the Riccati
equation, the classical derivative is replaced by a fractional derivative. The drawback is that
such fractional Riccati equations do not have explicit solutions. However, they can be solved
numerically almost instantaneously, see Section 5. Finally, note that this strong link between
Hawkes processes and (rough) Heston models is probably natural since both of them exhibit
some kind of affine structure (although infinite-dimensional).
5 Numerical application
5.1 Numerical scheme
We explain in this section how to compute numerically the characteristic function of the
log-price in a rough Heston model. By Theorem 4.1, Lp(a, t) is entirely defined through the
fractional Riccati equation (24)
Dαh(a, t) = F
(
a, h(a, t)
)
, I1−αh(a, 0) = 0,
where
F (a, x) =
1
2
(−a2 − ia) + λ(iaρν − 1)x+ (λν)
2
2
x2.
Several schemes for solving numerically (24) can be found in the literature. Most of them are
based on the idea that (24) implies the following Volterra equation:
h(a, t) =
1
Γ(α)
∫ t
0
(t− s)α−1F (a, h(a, s))ds. (25)
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Then one develops numerical schemes for (25). Here we choose the well-known fractional
Adams method investigated in [10, 11, 12]. The idea goes as follows. Let us write g(a, t) =
F
(
a, h(a, t)
)
. Over a regular discrete time-grid (tk)k∈N with mesh ∆ (tk = k∆), we estimate
h(a, tk+1) =
1
Γ(α)
∫ tk+1
0
(tk+1 − s)α−1g(a, s)ds
by
1
Γ(α)
∫ tk+1
0
(tk+1 − s)α−1gˆ(a, s)ds,
where
gˆ(a, t) =
tj+1 − t
tj+1 − tj gˆ(a, tj) +
t− tj
tj+1 − tj gˆ(a, tj+1), t ∈ [tj , tj+1), 0 ≤ j ≤ k.
This corresponds to a trapezoidal discretization of the fractional integral and leads to the
following scheme:
hˆ(a, tk+1) =
∑
0≤j≤k
aj,k+1F
(
a, hˆ(a, tj)
)
+ ak+1,k+1F
(
a, hˆ(a, tk+1)
)
, (26)
with
a0,k+1 =
∆α
Γ(α+ 2)
(
kα+1 − (k − α)(k + 1)α),
aj,k+1 =
∆α
Γ(α+ 2)
(
(k − j + 2)α+1 + (k − j)α+1 − 2(k − j + 1)α+1), 1 ≤ j ≤ k, (27)
and
ak+1,k+1 =
∆α
Γ(α+ 2)
.
However, hˆ(a, tk+1) being on both sides of (26), this scheme is implicit. Thus, in a first
step, we compute a pre-estimation of hˆ(a, tk+1) based on a Riemann sum that we then plug
into the trapezoidal quadrature. This pre-estimation, called predictor and that we denote by
hˆP (a, tk+1) is defined by
hˆP (a, tk+1) =
1
Γ(α)
∫ t
0
(t− s)α−1g˜(a, s)ds,
with
g˜(a, t) = gˆ(a, tj), t ∈ [tj , tj+1), 0 ≤ j ≤ k.
Therefore,
hˆP (a, tk+1) =
∑
0≤j≤k
bj,k+1F
(
a, hˆ(a, tj)
)
,
where
bj,k+1 =
∆α
Γ(α+ 1)
(
(k − j + 1)α − (k − j)α), 0 ≤ j ≤ k.
Thus, the final explicit numerical scheme is given by
hˆ(a, tk+1) =
∑
0≤j≤k
aj,k+1F
(
a, hˆ(a, tj)
)
+ ak+1,k+1F
(
a, hˆP (a, tj)
)
, hˆ(a, 0) = 0,
18
where the weights aj,k+1 are defined in (27). Theoretical guarantees for the convergence of
this scheme are provided in [33]. In particular, it is shown that for given t > 0 and a ∈ R,
max
tj∈[0,t]
|hˆ(a, tj)− h(a, tj)| = o(∆)
and
max
tj∈[ε,t]
|hˆ(a, tj)− h(a, tj)| = o(∆2−α),
for any ε > 0.
5.2 One numerical illustration
We consider the rough Heston model (3) with the following parameters:
λ = 2, ρ = −0.5, V0 = 0.4, ν = 0.05, θ = 0.04.
To compute Lp(a, t), we use the numerical scheme presented above to solve Riccati equation
and then plug the numerical solution into (23). Once the characteristic function is obtained,
classical methods are available to obtain call prices
C(K,T ) = E[ST −K]+,
see [8, 24, 32] and the survey [41]. In our case, we use Lewis method, see [32]. Here we display
the term structure of the at-the-money skew, that is the derivative of the implied volatility
with respect to log-strike for at-the-money calls. We compute it for α = 1 (classical Heston)
and α = 0.6 (rough Heston with Hurst parameter equal to 0.1).
Figure 1: At-the-money skew as a function of maturity for α = 1 and α = 0.6
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We see that in the rough case, the skew explodes when maturity goes to zero, whereas it
remains flat in the classical Heston case. This is a remarkable feature of rough-volatility
models, very important for practical applications, see [5, 16, 28].
6 Proofs
In the sequel, c denotes a constant that may vary from line to line.
6.1 Proof of Theorem 2.1
The proof of Theorem 2.1 is close to the one given in [14] for the convergence of a microscopic
price model to a Heston-like dynamic. The main difference is that we have to deal here
with a time-varying baseline intensity µˆT , which we have introduced to get a non-zero initial
volatility in the limit. As in [14], we start by showing the C-tightness of (ΛT , XT , ZT ).
6.1.1 C-tightness of (ΛT , XT , ZT )
We have the following proposition.
Proposition 6.1. Under Assumptions 2.1 and 2.2, the sequence (ΛT , XT , ZT ) is C-tight and
sup
t∈[0,1]
‖ΛTt −XTt ‖ −→
T→∞
0
in probability. Moreover, if (X,Z) is a possible limit point of (XT , ZT ), then Z is a continuous
martingale with [Z,Z] = diag(X).
Proof:
C-tightness of XT and ΛT Recall that as in (8), we can write
λT,+t = λ
T,−
t = µˆT (t) +
∫ t
0
ψT (t− s)µˆT (s)ds+ 1
β + 1
∫ t
0
ψT (t− s)(dMT,+s + βdMT,−s ),
where
MTt = (M
T,+
t ,M
T,−
t ) = N
T
t −
∫ t
0
λTs ds
is a martingale. Using that
∫ .
0
(f ∗ g) = (
∫ .
0
f) ∗ g, we get
E[NT,+T ] = E[N
T,−
T ] = E
[ ∫ T
0
λT,+s ds
]
=
∫ T
0
µˆT (s)ds+
∫ T
0
ψT (T − s)( ∫ s
0
µˆT (u)du
)
ds.
Consequently, µˆ being a positive function and using that
1 +
∫ ∞
0
ψT (s)ds = 1 +
∑
k≥1
∫ ∞
0
(ϕT )∗k =
∑
k≥0
(aT )
k =
Tα
λ
,
we obtain
E[NT,+T ] ≤
∫ T
0
µˆT (s)ds
(
1 +
∫ ∞
0
ψT (s)ds
) ≤ 1
λ
Tα+1
∫ 1
0
µˆT (Ts)ds.
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Moreover, from the definition of µˆ and Remark 2.1, we have∫ 1
0
µˆT (Ts)ds = µT
α−1(1+ξ ∫ 1
0
s−α
(sT )α
λ
∫ ∞
sT
ϕ(u)duds+λT−α
∫ 1
0
∫ sT
0
ϕ(u)duds
) ≤ cTα−1.
Hence E[NT,+T ] ≤ cT 2α and therefore
E[XT1 ] = E[ΛT1 ] ≤ c,
for each component. Each component of XT and ΛT being increasing, we deduce the tightness
of each component of (XT ,ΛT ). Furthermore, the maximum jump size of XT and ΛT being
1−aT
Tαµ which goes to zero, the C-tightness of (X
T ,ΛT ) is obtained from Prop.VI-3.26 in [25].
C-tightness of ZT It is easy to check that
〈ZT , ZT 〉 = diag(ΛT ),
which is C-tight. From Theorem VI-4.13 in [25], this gives the tightness of ZT . The maximum
jump size of ZT vanishing as T goes to infinity, we obtain that ZT is C-tight.
Convergence of XT − ΛT We have
XTt − ΛTt =
1− aT
Tαµ
MTtT .
From Doob’s inequality, we get that for each component
E
[
sup
t∈[0,1]
|ΛTt −XTt |2
] ≤ cT−4αE[MTT ]2.
Since [MT ,MT ] = NT , we deduce
E
[
sup
t∈[0,1]
|ΛTt −XTt |2
] ≤ cT−4αE[NTT ] ≤ cT−2α.
This gives the uniform convergence to zero in probability of XT − ΛT .
Limit of ZT Let (X,Z) be a limit point of (XT , ZT ). We know that (X,Z) is continuous
and from Corollary IX-1.19 in [25], Z is a local martingale. Moreover, since
[ZT , ZT ] = diag(XT ),
using Theorem VI-6.26 in [25], we get that [Z,Z] is the limit of [ZT , ZT ] and [Z,Z] = diag(X).
By Fatou’s lemma, the expectation of [Z,Z] is finite and therefore Z is a martingale.
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6.1.2 Convergence of XT and ZT
First remark that since
sup
t∈[0,1]
|ΛTt −XTt | −→
T→∞
0
and
ΛT,+t = Λ
T,−
t ,
we get
sup
t∈[0,1]
|XT,+t −XT,−t | −→
T→∞
0.
Therefore, if a subsequence of XT,+t converges to some X, then the associated subsequence
of XT,−t converges to the same X. We have the following proposition for the limit points of
XT,+t and X
T,−
t .
Proposition 6.2. If (X,X,Z+, Z−) is a possible limit point for (XT,+, XT,−, ZT,+, ZT,−),
then (Xt, Z
+
t , Z
−
t ) can be written
Xt =
∫ t
0
Ysds, Z
+
t =
∫ t
0
√
YsdB
1
s , Z
−
t =
∫ t
0
√
YsdB
2
s ,
where (B1, B2) is a bi-dimensional Brownian motion and Y is solution of
Yt = ξ
(
1− Fα,λ(t))+ Fα,λ(t) +√ 1 + β2
λµ(1 + β)2
∫ t
0
fα,λ(t− s)
√
YsdBs, (28)
with
B =
B1 + βB2√
1 + β2
.
Furthermore, for any ε > 0, Y has Ho¨lder regularity α− 1/2− ε.
Proof:
First recall that λT,+t = λ
T,−
t and note that using similar computations as in Section 2.2, we
can write
λT,+t = µT+µT
∫ t
0
ψT (t−s)ds+ξµT
( 1
1− aT −
∫ t
0
ψT (t−s)ds)+ 1
β + 1
∫ t
0
ψT (t−s)(dMT,+s +βdMT,−s ).
Then using Fubini theorem together with the fact that
∫ .
0
(f ∗ g) = (
∫ .
0
f) ∗ g, we get
∫ t
0
λT,+s ds = µT t+ µT
∫ t
0
ψT (t− s)sds+ ξµT
( t
1− aT −
∫ t
0
ψT (t− s)sds)
+
1
β + 1
∫ t
0
ψT (t− s)(MT,+s + βMT,−s )ds.
Therefore, for t ∈ [0, 1], we have the decomposition
ΛT,+t = Λ
T,−
t = T1 + T2 + T3, (29)
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with
T1 = (1− aT )t,
T2 = T (1− aT )
∫ t
0
ψT
(
T (t− s))sds+ ξ(t− T (1− aT )∫ t
0
ψT
(
T (t− s))sds),
T3 =
1√
λµ(1 + β)2
∫ t
0
T (1− aT )ψT
(
T (t− s))(ZT,+s + βZT,−s )ds.
Now recall that we have shown in (9) that
T (1− aT )ψ(T.) = aT fα,λ.
Thus
T2 −→
T→∞
∫ t
0
fα,λ(t− s)sds+ ξ(t− ∫ t
0
fα,λ(t− s)sds)
and
T3 −→
T→∞
1√
λµ(1 + β)2
∫ t
0
fα,λ(t− s)(Z+s + βZ−s )ds.
Therefore, letting T go to infinity in (29), we obtain using Proposition 6.1 that X satisfies
Xt =
∫ t
0
fα,λ(t−s)sds+ξ(t−∫ t
0
fα,λ(t−s)sds)+ 1√
λµ(1 + β)2
∫ t
0
fα,λ(t−s)(Z+s +βZ−s )ds.
In the same way as for the proof of Theorem 3.2 in [28], we show that
Xt =
∫ t
0
Ysds,
where Y satisfies
Yt = F
α,λ(t) + ξ
(
1− Fα,λ(t))+ 1√
λµ(1 + β)2
∫ t
0
fα,λ(t− s)(dZ+s + βdZ−s ).
Since, by Proposition 6.1,
[Z,Z] =
∫ t
0
Ysds
(
1 0
0 1
)
,
we can apply Theorem V-3.9 in [39] to show the existence of a bi-dimensional Brownian
motion (B1, B2) such that
Z+t =
∫ t
0
√
YsdB
1
s , Z
−
t =
∫ t
0
√
YsdB
2
s .
Finally, we define the following Brownian motion:
B =
B1 + βB2√
1 + β2
.
Then, in the same way as for the proof of Theorem 3.2 in [28], we get that Y satisfies
Yt = F
α,λ(t) + ξ
(
1− Fα,λ(t))+√ 1 + β2
λµ(1 + β)2
∫ t
0
fα,λ(t− s)
√
YsdBs,
and has Ho¨lder regularity α− 1/2− ε for any ε > 0.
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6.1.3 End of the proof of Theorem 2.1
We now recall the following proposition stating that the process Y is uniquely defined by
Equation (28) and that this equation is equivalent to that given in Theorem 2.1. The proof
of this result can be found in [14]. Theorem 2.1 is readily obtained from this proposition
together with Proposition 6.1 and 6.2.
Proposition 6.3. Let λ, ν, θ and V0 be positive constants, α ∈ (1/2, 1) and B be a Brownian
motion. The process V is solution of the following fractional stochastic differential equation
Vt = V0
(
1− Fα,λ(t))+ θFα,λ(t) + ν ∫ t
0
fα,λ(t− s)
√
VsdBs
if and only if it is solution of
Vt = V0 +
1
Γ(α)
∫ t
0
(t− s)α−1λ(θ − Vs)ds+ λν
Γ(α)
∫ t
0
(t− s)α−1
√
VsdBs.
Furthermore, both equations admit a unique strong solution.
6.1.4 Proof of Corollary 2.1
From Theorem 2.1, we know that P T converges in law for the Skorokhod topology to the
process P given by
Pt =
√
θ
2
∫ t
0
√
Ys(dB
1
s − dB2s )−
θ
2
∫ t
0
Ysds.
Let Vt = θYt and Wt =
1√
2
(B1t −B2t ). Then
Pt =
∫ t
0
√
VsdWs − 1
2
∫ t
0
Vsds,
where
Vt = ξθ +
1
Γ(α)
∫ t
0
(t− s)α−1λ(θ − Vs)ds+ λ
√
θ(1 + β2)
λµ(1 + β)2
1
Γ(α)
∫ t
0
(t− s)α−1
√
VsdW
′
s
and (W,B) is a correlated bi-dimensional Brownian motion with
d〈W,B〉t = 1− β√
2(1 + β2)
dt.
6.2 Proof of Theorem 4.1
We now give the proof of Theorem 4.1. We do it for t ∈ [0, 1] but the proof can obviously be
extended for any t ≥ 0. We start by controlling the process Y T (a, t) − (1, 1). In the sequel,
c(a) denotes a positive constant independent of t and T that may vary from line to line.
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6.2.1 Control of Y T (a, t)− (1, 1)
We have the following proposition.
Proposition 6.4. For any t ∈ [0, 1],
Tα‖Y T (a, t)− (1, 1)‖ ≤ c(a).
Proof:
Let us show that
Tα|Y T,+(a, t)− 1| ≤ c(a).
Recall that Y T (a, t) is defined in Section 4.1 for a ∈ R by
Y T (a, t) =
(
Y T,+(a, t), Y T,−(a, t)
)
=
(
CT,+((a+T , a
−
T ), tT ), C
T,−((a+T , a
−
T ), tT )
)
,
with
a+T = a
√
λθ
2µ
T−α − aλθ
2µ
T−2α, a−T = −a
√
λθ
2µ
T−α.
Using the elements in the proof of Theorem 3.1 in Section 3.3, we get that
CT,+
(
(a, b), t
)
= E
[
exp(ia+ iaN˜T,+t + ibN˜
T,−
t )
]
,
where N˜T, = (N˜T,+, N˜T,−) is a bi-dimensional Hawkes process with intensity (λ˜T , λ˜T ) given
by
λ˜Tt =
1
β + 1
ϕT (t) +
1
β + 1
∫ t
0
ϕT (t− s)(dN˜T,+s + βdN˜T,−s ).
As already seen, using Lemma A.1, we can rewrite the intensity under the following form:
λ˜Tt =
1
β + 1
ψT (t) +
1
β + 1
∫ t
0
ψT (t− s)(dM˜T,+s + βdM˜T,−s ),
where M˜T = (M˜T,+, M˜T,−) = N˜T −
∫ .
0
λ˜T (s)ds(1, 1) is a martingale. Using Fubini theorem,
we get∫ tT
0
λ˜Ts ds =
1
β + 1
T
∫ t
0
ψT (Ts)ds+
1
β + 1
∫ t
0
TψT
(
T (t− s))(M˜T,+sT + βM˜T,−sT )ds.
Then, from (9), we derive∫ tT
0
λ˜Ts ds =
1
λ(β + 1)
aTT
αFα,λ(t) +
1
λ(β + 1)
aTT
α
∫ t
0
fα,λ(t− s)(M˜T,+sT + βM˜T,−sT )ds. (30)
Consequently,
E
[ ∫ tT
0
λ˜Ts ds
] ≤ 1
λ(β + 1)
Fα,λ(1)Tα.
Let us now set X˜Tt = a
+
T N˜
T,+
tT + a
−
T N˜
T,−
tT . Using the last inequality, we deduce
|EX˜Tt | ≤ c|a|T−αFα,λ(1).
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Now recall that
Tα(Y T,+(a, t)− 1) = Tα(E[ exp(ia+T + ia+T N˜T,+tT + ia−T N˜T,−tT )]− 1).
Using the fact that there exists c > 0 such that for any x ∈ R,
| exp(ix)− 1− ix| ≤ c|x|2,
we obtain
Tα|Y T,+(a, t)− 1| = Tα∣∣E[ exp(ia+T + iX˜Tt )− 1− iX˜Tt − ia+T + iX˜Tt + ia+T ]∣∣
≤ Tα|E[X˜Tt ]|+ Tα|a+T |+ TαE
[| exp(ia+T + iX˜Tt )− 1− iX˜Tt − ia+T |]
≤ c(a)(1 + Tα(a+T )2 + TαE[(X˜Tt )2])
≤ c(a)(1 + TαE[(X˜Tt )2]).
Then, using that
X˜Tt = a
√
λθ
2µ
T−α(N˜T,+tT − N˜T,−tT )− a
λθ
2µ
T−2αN˜T,+tT
together with the fact that N˜T,+ − N˜T,− = M˜T,+ − M˜T,−, we deduce
TαE[(X˜Tt )2] ≤ ca2T−αE[(M˜T,+tT − M˜T,−tT )2] + ca2T−3αE[(N˜T,+tT )2].
Since [M˜T,+ − M˜T,−, M˜T,+ − M˜T,−] = N˜T,+ + N˜T,−, we get
TαE[(X˜Tt )2] ≤ ca2T−αE[N˜T,+tT + N˜T,−tT ] + ca2T−3αE[(N˜T,+tT )2]
≤ ca2(T−αE[∫ tT
0
λ˜Ts ds] + T
−3αE[(N˜T,+tT )
2]
)
.
≤ ca2(1 + T−3αE[(N˜T,+tT )2]).
In order to control the term E[(N˜T,+tT )
2], we now compute a bound for E
[
(
∫ tT
0
λ˜Ts ds)
2
]
. Using
(30), this last quantity is equal to
1
λ2(β + 1)2
a2TT
2α
(
Fα,λ(t)
)2
+
1
λ2(β + 1)2
a2TT
2αE
[( ∫ t
0
fα,λ(t− s)(M˜T,+sT + βM˜T,−sT )ds
)2]
,
which is smaller than
c(a)T 2α
(
1 + E
[ ∫ t
0
(
fα,λ(t− s))2(M˜T,+sT + βM˜T,−sT )2ds]).
Since [M˜T,+ + βM˜T,−, M˜T,+ + βM˜T,−] = N˜T,+ + β2N˜T,−, we obtain
E
[
(
∫ tT
0
λ˜Ts ds)
2
] ≤ c(a)T 2α(1 + ∫ t
0
(
fα,λ(t− s))2E[N˜T,+sT + β2N˜T,−sT ]ds)
≤ c(a)T 2α
(
1 +
∫ t
0
(
fα,λ(t− s))2E[ ∫ sT
0
λ˜Tudu
]
ds
)
≤ c(a)T 2α
(
1 + Tα
∫ 1
0
(
fα,λ(s)
)2
ds
)
≤ c(a)T 3α.
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Thus
E
[
(N˜T,+tT )
2
] ≤ 2E[(M˜T,+tT )2]+ 2E[( ∫ tT
0
λ˜Ts ds
)2] ≤ c(a)T 3α.
Finally, TαE[(X˜Tt )2] ≤ c(a) and therefore
Tα|Y T,+(a, t)− 1| ≤ c(a).
The fact that
Tα|Y T,−(a, t)− 1| ≤ c(a)
is proved similarly.
6.2.2 Convergence of Tα(Y T − (1, 1))
Let κ = λθ/(2µ). We have the following proposition.
Proposition 6.5. The sequence Tα(Y T (a, t) − (1, 1)) converges uniformly in t ∈ [0, 1] to(
c(a, t), d(a, t)
)
, where (c, d) are solutions of
c(a, t) = ia
√
κ− ia κ
λ(β + 1)
Fα,λ(t) +
1
2λ(β + 1)
∫ t
0
(
c2(a, t− s) + d2(a, t− s))fα,λ(s)ds
d(a, t) = −ia√κ− ia βκ
λ(β + 1)
Fα,λ(t) +
β
2λ(β + 1)
∫ t
0
(
c2(a, t− s) + d2(a, t− s))fα,λ(s)ds.
Proof:
Convenient rewriting of Tα(Y T − (1, 1)) Using the fact that the complex logarithm is
analytic on the set C/R−, we can show that there exists c > 0 such that for any x ∈ C with
|x| < 1/2,
| log(1 + x)− x+ 1
2
x2| ≤ c|x|3.
Thus we can write
log
(
Y T (a, t)
)
= Y T (a, t)− (1, 1)− 1
2
(
Y T (a, t)− (1, 1))2 − εT (a, t),
with |εT (a, t)| ≤ c(a)T−3α. Indeed, for large enough T , we have from Proposition 6.4 that
|Y T,+(a, t)−1| ≤ 1/2 and |Y T,−(a, t)−1| ≤ 1/2, uniformly in t. Now, again from Proposition
6.4, it is easy to see that∥∥i(a+T , a−T ) + ∫ t
0
T
(
Y T (a, t− s)− (1, 1)).φT (Ts)ds∥∥ ≤ c(a)T−α −→
T→∞
0.
Hence, for large enough T , the imaginary part of
i(a+T , a
−
T ) +
∫ t
0
T (Y T (a, t− s)− (1, 1)).φT (Ts)ds
has a norm which is smaller than pi. Therefore
log
(
exp
(
i(a+T , a
−
T ) +
∫ t
0
T
(
Y T (a, t− s)− (1, 1)).φT (Ts)ds))
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is equal to
i(a+T , a
−
T ) +
∫ t
0
T
(
Y T (a, t− s)− (1, 1)).φT (Ts)ds.
Then, using Equation (19), we get
Y T (a, t)− (1, 1) = 1
2
(
Y T (a, t)− (1, 1))2 + εT (a, t) + ia√κT−α(1,−1)
− iaκT−2α(1, 0) + T
∫ t
0
(
Y T (a, t− s)− (1, 1)).φT (Ts)ds.
Using again the fact that ∑
k≥1
(
TφT (T.)
)∗k
= aT
Tα
λ
fα,λχ,
together with Lemma A.1, we derive
Y T (a, t)− (1, 1) = 1
2
(
Y T (a, t)− (1, 1))2 + εT (a, t) + ia√κT−α(1,−1)− iaκT−2α(1, 0)
+
aT
2
Tα
λ
∫ t
0
(
Y T (a, t− s)− (1, 1))2.χfα,λ(s)ds+ aT
λ
Tα
∫ t
0
εT (a, t− s).χfα,λ(s)ds
+ ia
√
κ
aT
λ
(1,−1).χFα,λ(t)− iaκT−αaT
λ
(1, 0).χFα,λ(t).
Let
εT1 (a, t) =
1
2
(
Y T (a, t)− (1, 1))2 + εT (a, t)− iaκT−2α(1, 0) + aT
λ
Tα
∫ t
0
εT (a, t− s).χfα,λ(s)ds.
We have
Y T (a, t)− (1, 1) = εT1 (a, t) + ia
√
κT−α(1,−1) + aT
2
Tα
λ
∫ t
0
(
Y T (a, t− s)− (1, 1))2.χfα,λ(s)ds
− iaTa κ
λ(β + 1)
T−αFα,λ(t)(1, β).
Let now
εT2 (a, t) = −
1
2
∫ t
0
(
Y T (a, t− s)− (1, 1))2.χfα,λ(s)ds+ ia κ
(β + 1)
T−2αFα,λ(t)(1, β).
We obtain
Y T (a, t)− (1, 1) = εT1 (a, t) + εT2 (a, t) + ia
√
κT−α(1,−1) + 1
2λ
Tα
∫ t
0
(
Y T (a, t− s)− (1, 1))2.χfα,λ(s)ds
− ia κ
λ(β + 1)
T−αFα,λ(t)(1, β).
Using Proposition 6.4, we easily see that T 2αεT1 and T
2αεT2 are uniformly bounded in t and
T . We now set
θT (a, t) =
(
θT,+(a, t), θT,−(a, t)
)
= Tα
(
Y T (a, t)− (1, 1))
and
rT (a, t) = Tα
(
εT1 (a, t) + ε
T
2 (a, t)
)
.
We have that TαrT is uniformly bounded in t and T and
θT (a, t) = rT (a, t)+ia
√
κ(1,−1)−ia κ
λ(β + 1)
Fα,λ(t)(1, β)+
1
2λ
∫ t
0
(
θT (a, t−s))2.χfα,λ(s)ds.
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Convergence of θT For fixed a, we now show that t → θT (a, t) is a Cauchy sequence in
the space of continuous functions C([0, 1],R2) equipped with the sup-norm. Let δ > 0 and
T0 > 1 such that for T > T0 , ‖rT (a, t)‖∞ ≤ δ2 for any t ∈ [0, 1]. Then for T > T0, T ′ > T0
and t ∈ [0, 1],
‖θT (a, t)− θT ′(a, t)‖ ≤ δ + 1
2λ
∫ t
0
∥∥(θT (a, t− s))2.χ− (θT ′(a, t− s))2.χ∥∥fα,λ(s)ds.
Since θT is uniformly bounded in t and T , we get
‖θT (a, t)− θT ′(a, t)‖ ≤ δ + C(a)
∫ t
0
‖θT (a, t− s)− θT ′(a, t− s)‖fα,λ(s)ds.
Using Lemma A.3 in Appendix, this enables us to show that θT is a Cauchy sequence. Con-
sequently, θT (a, t) converges uniformly in t to
(
c(a, t), d(a, t)
)
, where (c, d) is solution to the
following equation:
c(a, t) = ia
√
κ− ia κ
λ(β + 1)
Fα,λ(t) +
1
2λ(β + 1)
∫ t
0
(
c2(a, t− s) + d2(a, t− s))fα,λ(s)ds
d(a, t) = −ia√κ− ia βκ
λ(β + 1)
Fα,λ(t) +
β
2λ(β + 1)
∫ t
0
(
c2(a, t− s) + d2(a, t− s))fα,λ(s)ds.
6.2.3 End of the proof of Theorem 4.1
Deriving the characteristic function Let a ∈ R. Recall that from Section 4.1, we have
LT (a+T , a
−
T , tT ) = exp
(∫ t
0
(
Tα(Y T,+(a, t− s)− 1) + Tα(Y T,−(a, t− s)− 1))(T 1−αµˆ(sT ))ds)
and furthermore, from Proposition 6.5,
Tα(Y T,+(a, t)− 1) + Tα(Y T,−(a, t)− 1)
converges uniformly in t to c(a, t) + d(a, t). Also, using Remark 2.2, we have
T 1−αµˆ(tT ) = µ+ µξ
( t−α
λ
(Tt)α
∫ ∞
tT
ϕ(s)ds+ λT−α
∫ tT
0
ϕ(s)ds
)
and therefore T 1−αµˆ(tT ) converges towards
µ
(
1 + ξ
t−α
λΓ(1− α)
)
.
In addition, using Proposition 6.4, we get that for given t ∈ [0, 1] and for any s ∈ [0, t]∣∣Tα(Y T,+(a, t− s)− 1) + Tα(Y T,−(a, t− s)− 1)∣∣(T 1−αµˆ(sT )) ≤ c(a)(1 + s−α).
The right hand side of the last inequality is integrable over [0, t]. Therefore, using the conver-
gence of LT (a+T , a
−
T , tT ) towards Lp(a, t) and applying the dominated convergence theorem,
we obtain
Lp(a, t) = exp
( ∫ t
0
g(a, s)(1 + ξ
(t− s)−α
λΓ(1− α))ds
)
,
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where g(a, t) = µ
(
c(a, t) + d(a, t)
)
. Thus, we have shown that
Lp(a, t) = exp
( ∫ t
0
g(a, s)ds+
V0
θλ
I1−αg(a, t)
)
.
Integral equation for g We now prove that g is solution of an integral equation. First
remark that
d(a, t) = βc(a, t)− ia(1 + β)√κ.
Hence g(a, t) = µ(β + 1)(c(a, t)− ia√κ), which can be written
−iaµκ
λ
Fα,λ(t)+
µ
2λ
∫ t
0
(
(c(a, s)− ia√κ+ ia√κ)2+(β(c(a, s)− ia√κ)− ia√κ)2)fα,λ(t−s)ds.
Thus,
g(a, t) = −iaµκ
λ
Fα,λ(t) +
1 + β2
2µλ(1 + β)2
∫ t
0
(
g(a, s)
)2
fα,λ(t− s)ds− a2µκ
λ
Fα,λ(t)
+ ia
√
κ(1− β)
λ(β + 1)
∫ t
0
g(a, s)fα,λ(t− s)ds.
Using the definition of κ in Section 6.2, we deduce
g(a, t) =
θ
2
(−a2 − ia)Fα,λ(t) + ia
√
θ(1− β)√
2λµ(β + 1)
∫ t
0
g(a, s)fα,λ(t− s)ds
+
1 + β2
2µλ(1 + β)2
∫ t
0
g2(a, s)fα,λ(t− s)ds
and from those of ρ and ν in Section 4.1, we finally obtain that g(a, t) is equal to
θ
2
(−a2 − ia)Fα,λ(t) + iaρν
∫ t
0
g(a, s)fα,λ(t− s)ds+ ν
2
2θ
∫ t
0
(
g(a, s)
)2
fα,λ(t− s)ds.
Thus,
Lp(a, t) = exp
(∫ t
0
g(a, s)
(
1 + ξ
(t− s)−α
λΓ(1− α)
)
ds
)
with
g(a, t) =
∫ t
0
(θ
2
(−a2 − ia) + iaρνg(a, s) + ν
2
2θ
(
g(a, s)
)2)
fα,λ(t− s)ds.
Let us now set h = g/(θλ). Then
Lp(a, t) = exp
(∫ t
0
h(a, s)
(
θλ+ V0
(t− s)−α
Γ(1− α)
)
ds
)
,
with
h(a, t) =
∫ t
0
(1
2
(−a2 − ia) + iaλρνh(a, s) + (λν)
2
2
(
h(a, s)
)2) 1
λ
fα,λ(t− s)ds. (31)
Using Lemma A.2, we have that Equation (31) can also be written under the following form:
Dαh(a, t) =
1
2
(−a2 − ia) + λ(iaρν − 1)h(a, s) + (λν)
2
2
(
h(a, s)
)2
, I1−αh(a, 0) = 0.
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6.2.4 Uniqueness of the solution of (24)
For a given a ∈ R, consider two continuous solutions h1(a, .) and h2(a, .) of (24) or equivalently
of (31). We have that |h1(a, t)− h2(a, t)| is smaller than∫ t
0
(|aρν||h1(a, s)− h2(a, s)|+ λν2
2
|(h1(a, s))2 − (h2(a, s))2|)fα,λ(t− s)ds.
Using the continuity of h1(a, .) and h2(a, .), this is also smaller than
c(a)
∫ t
0
|h1(a, s)− h2(a, s)|fα,λ(t− s)ds.
Thanks to Lemma A.3, this gives h1(a, .) = h2(a, .).
Acknowledgments
We thank Masaaki Fukasawa, Jim Gatheral and Antoine Jacquier for many interesting dis-
cussions and Christa Cuchiero and Josef Teichmann for very relevant comments about the
affine nature of the processes considered in this work.
A Appendix
We gather in this section some useful technical results.
A.1 Mittag-Leffler functions
Let (α, β) ∈ (R∗+)2. The Mittag-Leffler function Eα,β is defined for z ∈ C by
Eα,β(z) =
∑
n≥0
zn
Γ(αn+ β)
.
For (α, λ) ∈ (0, 1)× R+, we also define
fα,λ(t) = λtα−1Eα,α(−λtα), t > 0,
Fα,λ =
∫ t
0
fα,λ(s)ds, t ≥ 0.
The function fα,λ is a density function on R+ called Mittag-Leffler density function. The
following properties of fα,λ and Fα,λ can be found in [21, 34, 36]. We have
fα,λ(t) ∼
t→0+
λ
Γ(α)
tα−1, fα,λ(t) ∼
t→∞
α
λΓ(1− α) t
−(α+1)
and
Fα,λ(t) = 1− Eα,1(−λtα), Fα,λ(t) ∼
t→0+
λ
Γ(α+ 1)
tα, 1− Fα,λ(t) ∼
t→∞
1
λΓ(1− α) t
−α.
Finally, for α ∈ (1/2, 1), fα,λ is square-integrable and its Laplace transform is given for z ≥ 0
by
fˆα,λ(z) =
∫ ∞
0
fα,λ(s)e
−zsds =
λ
λ+ zα
.
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A.2 Wiener-Hopf equations
The following result is used extensively in this work to solve Wiener-Hopf type equations, see
for example [3].
Lemma A.1. Let g be a measurable locally bounded function from R to Rd and φ : R+ →
Md(R) be a matrix-valued function with integrable components such that S(∫∞0 φ(s)ds) < 1.
Then there exists a unique locally bounded function f from R to Rd solution of
f(t) = g(t) +
∫ t
0
φ(t− s).f(s)ds, t ≥ 0
given by
f(t) = g(t) +
∫ t
0
ψ(t− s).g(s)ds, t ≥ 0,
where ψ =
∑
k≥1
φ∗k.
A.3 Fractional differential equations
We end this appendix with some useful results about fractional differential equations. The
next lemma can be found in [40].
Lemma A.2. Let h be a continuous function from [0, 1] to R, α ∈ (0, 1] and λ ∈ R. There
is a unique continuous solution to the equation
Dαy(t) = λy(t) + h(t), I1−αy(0) = 0
given by
y(t) =
∫ t
0
(t− s)α−1Eα,α
(
λ(t− s)α)h(s)ds.
We also have the following useful result.
Lemma A.3. Let h be a non-negative continuous function from [0, 1] to R such that for any
t ∈ [0, 1],
h(t) ≤ ε+ C
∫ t
0
fα,λ(t− s)h(s)ds,
for some ε ≥ 0 and C ≥ 0. Then for any t ∈ [0, 1],
h(t) ≤ C ′ε,
with
C ′ = 1 + Cλ
∫ 1
0
sα−1Eα,α
(
λ(C − 1)sα)ds > 0.
In particular, if ε = 0 then h = 0.
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Proof:
Let
f(t) = h(t)− C
∫ t
0
fα,λ(t− s)h(s)ds.
and g = h− f . The function g is solution of
g(t) = C
∫ t
0
fα,λ(t− s)(g(s) + f(s))ds.
Thus, from Lemma A.2, g is the unique solution of
Dαg(t) = λ(C − 1)g(t) + Cλf(t), I1−αg(0) = 0.
Hence using again Lemma A.2, we deduce that
g(t) = Cλ
∫ t
0
(t− s)α−1Eα,α
(
λ(C − 1)(t− s)α)f(s)ds.
Therefore,
g(t) ≤ Cλε
∫ t
0
sα−1Eα,α
(
λ(C − 1)sα)ds.
Using that h = f + g together with the fact that Eα,α is non-negative, we get the result.
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