Abstract
Introduction
Solving linear systems is a fundamental step in numerous applications in image-and geometry-processing. For many such applications, the solution does not need to be fully resolved everywhereeither because the solution is only evaluated sparsely, or because the solution is low-frequency outside of a sparse region. For example, in surface reconstruction applications, the implicit function is only evaluated near the input samples. And in image-stitching applications, the correction is evaluated everywhere but is only high frequency near the seams.
Previous works have addressed this problem using a quadtree/ octree to adapt the discretization, and using finite-differences to define a linear system over the adaptively discretized domain. In this work, we extend these approaches in two ways: (1) We describe a finite-elements formulation supporting general partial differential equations, and (2) we leverage the hierarchical structure of the quadtree/octree to design an efficient multi-grid solver.
Starting with the hierarchical solver presented by [KH13] for solving the screened-Poisson equation in 3D, we generalize the solver in several ways, including support for general symmetric positive-definite (SPD) systems: r in spaces of arbitrary dimension, r discretized using finite elements of arbitrary degree, r involving arbitrary function derivatives, r with both pointwise and integrated constraints.
We also generalize the solver to use a standard V-cycle solver, with temporally blocked Gauss-Seidel relaxation for better runtime performance.
Together, these generalizations provide an efficient and generalpurpose solver capable of solving a large class of linear systems in different dimensions. We demonstrate the effectiveness of the solver in applications including surface reconstruction (using both the Laplacian and bi-Laplacian), image-stitching (using mixed-degree finite elements) and the computation of an approximate Euclidean Distance Transform (EDT). In each application, we have found that our general-purpose solver outperforms state-of-the-art methods, providing a solution in less time and less memory.
We begin our discussion by reviewing related work on adapted solvers in general (Section 2), and then focusing on the Poisson Reconstruction solver (Section 3). We then describe our generalization of the Poisson Reconstruction solver (Section 4) and present a method for handling the ringing that occurs due to the abrupt 1 changes in resolution (Section 5). We demonstrate the utility of our solver in several graphics applications (Section 6) and conclude by summarizing our work and pointing to potential directions for future research (Section 7).
Related Work
Much of the related work on adaptive solvers has focused on the problem of solving the Poisson equation in three-dimensional fluid simulations in order to enforce the incompressibility conditions (e.g. [Pop03,  LGF04, FOK05, CGFO06]), though applications in other areas have included the solution of the Poisson equation for large image stitching [Aga07] and the solution of Laplacian and biLaplacian systems for surface reconstruction [KBH06, MGD*10, CT11, KH13] . In these contexts, solving over a regular grid is impractical as either the grid needs to be made too coarse to capture the fine details or the linear system becomes too large to be solved in practical time/memory.
Perhaps the most direct approach is to use tetrahedral meshes to tessellate space [FOK05, KFCO06, CGFO06, BXH10, MGD*10]. Since the size of the tets can adapt to the regions of interest, the size of the system can be significantly reduced (e.g. adapting to a two-manifold in three-space reduces the complexity from O(N ) to O(N 2/3 ), with N the number of cells in a regular tessellation). A further advantage of using tetrahedral meshes is that the faces of the tets can be aligned to a triangle mesh, making it easier to enforce boundary conditions. (Later work by Batty et al. [BXH10] shows that this is not a requirement, enabling less remeshing for simulations with dynamic boundaries.)
In the context of shallow water simulations, tall cells have been used to discretize the linear system over a regular 2D grid [KM90, OH95] . In addition to reducing the dimensionality of the linear system, this approach has the advantage of using a regular grid as a data structure, reducing neighbour lookup to simple indexing (and thereby enabling better memory utilization). This approach has been extended to shallow water simulations over general surfaces [WMT07] and has been further adapted using hybrid 2D/3D techniques that partition the tall cells in regions of interest [IGLF06, TRS06, CM11] . However, a limitation of this approach is that it does not generalize to systems in which adaptivity is desired along multiple axes.
A more general strategy is to partition space using an adaptive octree [Pop03, LGF04, KBH06, CT11, KH13, Bat17]. Similar to tetrahedral meshing, these approaches allow the discretization to adapt to regions of interest, thereby reducing the dimensionality of the system. In addition, the semi-regular structure of the tree facilitates neighbour lookup through efficient data structures [Sam90] and Z-curve hashing [WS93] .
Recent work has also leveraged an octree hierarchy to attain an efficient multi-grid solver for the Poisson equation [SABS14, FWD14] , defining a nesting set of suboctrees by successively trimming off nodes at finer resolutions of the tree. Setaluri et al. follow the finite-volumes discretization of [LGF04] to define the Laplace operator while Ferstl et al. use first-order B-splines to define a finite-elements discretization. Both approaches are restricted to the solution of the Laplace operator-the finite-volumes discretization does not extend to higher order derivatives and the finite-elements discretization relies on the interpolatory property of first-order Bsplines to remove 'hanging' vertices.
In contrast, the earlier work of Kazhdan et al. [KBH06] (and the follow-on work by Kazhdan and Hoppe [KH13] ) uses a more general finite-elements formulation to define a multi-grid solver, allowing for both pointwise and integrated constraints and supporting derivatives of arbitrary degree. We review this approach in the next section.
The Poisson Reconstruction Solver
The solver described by Kazhdan et al. [KBH06] (and extended in [KH13] ) is designed to reconstruct a watertight surface from an oriented point set. The authors reduce the problem of surface reconstruction to the solution of a Poisson equation whose right-hand side encodes the divergence of the surface normal field, showing that the solution gives the coefficients of the indicator function of the shape's interior. To do this, the authors (1) adapt an octree to the points, (2) define a function space over the octree and (3) solve a hierarchical system to obtain the indicator function.
Finite elements
Given an octree O, the authors define a function space by associating a second-order B-spline with every octree node. Specifically, given a node o ∈ O, with left/bottom/back corner c o and width w o , the authors set 2 o : R 3 → R to be the trivariate second-order B-spline centred and scaled with o:
with 2 : R → R the univariate second-order B-spline:
Using these functions, the Laplacian matrix, L, is discretized by setting the coefficient corresponding to the pair of nodes o,õ ∈ O to be the integral:
Note that because the functions { o } are compactly supported, the matrix L will be sparse, with L o,õ = 0 whenever the supports of o and õ do not overlap.
Kazhdan and Hoppe [KH13] extend the solver to support pointwise interpolation. This is done by augmenting the Laplacian with a screening term:
where P is the point set and ω : P → R ≥0 is a weighting function assigning an importance to each point constraint. 
Multi-grid
To solve the linear system MX = B, with X the solution coefficients, B the right-hand side encoding the divergence of the normal field and M = L (or M = L + S in the screened system), Kazhdan et al. [KBH06] use the octree hierarchy to define a (cascadic) multi-grid solver. Specifically, given the target number of relaxation iterations, ν, the solution X is obtained using the LogLinearCascadicSolver[2006] algorithm.
The algorithm performs a coarse-to-fine iteration through the levels of the tree (line 2), adjusts the constraints at the given level to discount those constraints met at coarser resolutions (line 3) and refines the solution (lines 4 and 5).
Here is the depth of the octree, X (respectively, B ) is the subvector of X (respectively, B) indexed by nodes at level , M ˜ is the submatrix of the (screened) Laplacian with columns indexed by nodes at level and rows indexed by the nodes at level˜ , Relax is the operator performing ν iterations of a conjugate-gradients solver and Solve is an operator computing the exact solution of a symmetric, positive, semi-definite, linear system. The hierarchical solver is made more efficient in the work of Kazhdan and Hoppe [KH13] who observe that while one cannot prolong the entirety of the coarse solution without fully refining the octree, it suffices to prolong only the part of the coarser solution that is 'overlapped' by the finer level. Specifically, defining two nodes o andõ to be overlapped when the functions o and õ have overlapping support, the authors propose refining the octree so that when a node is in the tree at level , all overlapping nodes at level − 1 are also in the tree. The modified cascadic solver is summarized in the LinearCascadicSolver[2013] algorithm.
return X After solving at a given level (lines 4 and 5), the algorithm upsamples the accumulated solution from the coarser levels and combines it with the solution at the current level (line 6). This way, when adjusting the constraints at a given level only the prolongation from the previous level needs to be considered (line 3). For an octree with |O| nodes, this reduces the complexity of the cascadic solve from O(|O| · log |O|) to O(|O|).
Here the prolongation operator P −1 upsamples a solution at level − 1 into a solution at level using the tensor-product of the standard second-order B-spline prolongation stencil, ( ). (At level = 0, the values M −1 (P −1 ) and P −1 (P −1 ) are assumed to be zero.)
Generalizing the Solver
In this work, we generalize the hierarchical solver from [KBH06] and [KH13] to support the solution of a much larger class of linear systems. Specifically, we develop a solver that (1) uses finite elements of arbitrary degrees, (2) solves general SPD systems, (3) supports general integral and pointwise constraints and (4) works in arbitrary dimensions. In addition, we modify the solver to support full V-cycle iterations and to use Gauss-Seidel relaxation.
Extending the system

Finite -element degree
The solver in [KBH06] associates a trivariate second-order B-spline to each node of the tree. We extend the formulation by supporting the use of B-splines of any degree. This allows for trading off between system sparsity (lower degree) and smoothness (higher degree). In doing so, we also replace the prolongation stencils to conform with the chosen degree.
Even-degree/dual elements. Extending to B-splines of evendegree is straightforward as these B-splines are centred at the centres of grid cells.
Odd-degree/primal elements Extending to B-splines of odddegree is more nuanced as these B-splines are centred at the corners of grid cells. To avoid redundant indexing, we associate each octree node with a single B-spline, centred at the left, bottom, back corner. We also extend the octree to partition the cube In this case, we make a distinction between the logical depth of the tree (which is exposed to the user) and the actual depth of the tree (which is equal to the logical depth plus one, and is used for internal book-keeping). For the remainder of the paper, 'depth' will be understood to refer to the logical depth.
Mixed-degree elements
We also support B-splines of mixeddegree, centreing these on the cells/faces/edges/vertices of the grid. As with odd-degree B-splines, we use the left/bottom/back association and extend the octree to partition a larger cube. For example, using B-splines of mixed-degree D = {2, 1, 2}, we associate the function where 1 : R → R is the univariate first-order B-spline:
The advantage of supporting mixed-degree B-splines is that partial derivatives of uniform-degree B-splines can be expressed as the linear combinations of mixed-degree B-splines. The coefficients of these partial derivatives are given in terms of finite-differences of the original coefficients and are naturally stored on a staggered grid [HW65] .
Prescribing a linear system
The solver in [KBH06] (and [KH13] ) defines a (screened) Poisson equation, with coefficients expressed in terms of the integrated dotproduct of gradients (and weighted sum of the product of pointwise evaluations). We extend this formulation to support the solution of a more general class of linear systems. Specifically, given D = {d x , d y , d z } -the degrees of the system B-splines along the x, y and z axes -we denote by
the set of all possible partial derivatives and support the construction of both integrated and sampled coefficients that incorporate all bilinear combinations of the |D| derivatives.
Integrated system
We support the construction of general integrated linear systems by allowing the user to prescribe any symmetric, positive-semi-definite matrix, D ∈ R |D|×|D| . We then define the associated linear system, L ∈ R |O|×|O| , by setting:
where for i = {i, j, k}, we have
Pointwise system Given a point set P, we support the construction of general pointwise linear systems by allowing the user to prescribe a function D : P → R |D|×|D| returning a positive-semi-definite matrix. We then define the associated linear system, S ∈ R |O|×|O| , by setting:
Imposing constraints
In [KBH06] , the constraint is given in terms of the integrated products of the gradients of the B-splines with a vector field describing the normals of the point-cloud. This is extended in [KH13] to also constrain the solution to evaluate to 0.5 at the point samples. We extend this formulation to support the prescription of a more general family of integrated and pointwise constraints.
Integrated constraints As above, we let
the set of all possible partial derivatives of the system B-splines. We support the construction of general integrated constraints by allowing the user to prescribe the coefficients, F ∈ R |O| , of a function with respect to B-splines of degreeD = {d x ,d y ,d z }, as well a matrix, M ∈ R |D|×|D| . Then, given an octree node o ∈ O, we increment the oth coefficient of the constraint vector by setting:
Pointwise constraints
We support the construction of general pointwise constraints by allowing the user to prescribe a function F : P → R |D| . Then, given an octree node o ∈ O, we increment the oth coefficient of the constraint vector by setting:
Dimensionality
The solver in [KBH06] was designed for linear systems in 3D. We extend the formulation by supporting the design of linear systems in any dimensions.
Conceptually, this is straightforward to do because multi-variate B-splines are defined as tensor-products of univariate B-splines. Thus, function integration and evaluation can be performed by separately integrating/evaluating across the different dimensions and then multiplying. (Similarly, multi-variate prolongation stencils are described as the tensor-products of univariate stencils.)
We make this efficient in practice using several techniques.
m-Dimensional windows
We define an m-dimensional window to be a wrapper for m-dimensional arrays of size w 1 × · · · × w m (with w i ∈ Z ≥0 a compile-time constant). The window implements functionality returning the (m − 1)-dimensional slices of size w 1 × . . . × w m−1 and supports recursive iteration over the window dimensions to apply a computation kernel at the individual elements.
Neighbour lookup As most of the computation in defining and solving the linear system requires finding the neighbours of a node, we design a neighbour-key data structure to amortize the cost of neighbour lookup. Given an octree O of depth and given a target neighbour window
compile-time constants), we define a neighbour-key to be an array of windows of size W. Since the W neighbours of a node are contained in the children of the W neighbours of the node's parent, we recursively set the neighbour-key by setting the parent's neighbour and using those to set the neighbours of the child.
The advantage of this approach is that if we traverse the octree in a coherent (e.g. Morton) order, the node's parent's neighbours will likely have been set in a previous neighbour lookup and we will not need to traverse to the root of the tree to compute neighbours. Thus, the amortized cost of computing the neighbours within a fixed window is reduced to O(1). Template specialization As the size of the windows we use is determined by the degrees of the B-splines, which are known at compile-time, we implement the windowed computations using C++ templates specifying the degrees of the B-splines along the different axes. The templating of dimension of the system makes it easier for the compiler to inline the nested iterations (rather than using recursive function calls to iterate over the windows) while the templating of the window dimensions enables loop-unrolling, both of which improve the runtime performance. (Technically, we use variadic templates with integer parameters: The number of parameters defines the dimension of the Euclidean space and the values of the parameters give the degrees along the individual axes.)
We note that with the exception of the specialization of the template code for the case of dimension-one (to terminate the recursive iteration over the window slices) the only code that we specialize is the isosurface extraction, which is only implemented for 3D.
Modifying the solver
We modify the solver in two ways. We improve the accuracy of the solver by extending it to support a full V-cycle pass and we improve the memory efficiency of the solver by replacing the conjugategradients solver with a Gauss-Seidel solver.
V-Cycle Solver
We extend the solver to support V-cycle iterations by adjusting the constraints at level using the computed solutions at both finer and coarser resolutions. As with the extension in [KH13] , this can be made efficient when the octree is refined so that when a node is in the tree, all coarser overlapped nodes are also in the tree.
Algorithm VCycleSolver provides pseudo-code for a solver performing n V-cycles. After relaxing the solution in the restriction phase (line 5), the algorithm downsamples the accumulated (dual) solution from the finer levels and combines it with the (dual) solution at the current level (line 6). Then, when computing the residual constraint (lines 4, 7 and 11), both the finer and coarser solutions are used to adjust the constraints. Here, the restriction operator R −1 is the transpose of P −1 .
Gauss-Seidel Smoothing
We also modify the relaxation step (lines 5 and 12 of Algorithm VCycleSolver) to use Gauss-Seidel iterations instead of conjugate gradients. This allows us to leverage temporal blocking [Pfe63, DHK*00, CK11] to sequentially stream in slices of the octree, maintaining a small working window in memory as we perform the relaxation. This improves cache coherence and reduces the overall memory usage by allowing us to construct the system matrix slice-by-slice (i.e. without ever having to store the whole matrix in memory). We further parallelize the relaxation by using multicolour Gauss-Seidel iterations within each slice, with the number of colours determined by the support/degree of the finite elements.
Ringing
As the function space we use is adaptive, our approach can only represent functions that are high frequency where the grid is adaptively refined. Our initial motivation was to consider applications which only evaluate the solution in these high-frequency regions. However, a broader set of applications can be considered if we allow the solution to be evaluated everywhere.
In this section, we describe the ringing problem that arises when evaluating away from the adaptively refined regions and provide a heuristic for resolving this problem.
Ringing in multi-grid
To motivate the problem, we consider a simple 1D case in which we seek the function whose gradients best fit the gradients of a depth- Figure 1 shows a visualization of the solutions obtained at different resolutions. As expected, when using the function space defined at depth 5, we reconstruct the original step function. However, at coarser depths the function spaces can no longer reproduce the higher-frequency components and ringing is visible.
This ringing is not a problem for standard multi-grid solvers because the solution obtained at a coarser resolution is prolonged into the finer resolution space, where subsequent relaxations remove the high-frequency artefacts. However, when using a solver over an adaptive domain, not all of the solution computed at the coarser resolution can be prolonged. In particular, ringing that occurs outside the support of the finer functions is not 'seen' at the finer resolutions and cannot be removed. Figure 2 (left) shows a visualization of this type of ringing, when the tree is only refined near the discontinuity in the step function.
Adapted successive underrelaxation
We address the ringing problem in two steps. First, we use a V-cycle solver, initially performing fine-to-coarse relaxations (restriction) and then performing coarse-to-fine relaxations (prolongation). Our goal in relaxing at the higher frequencies first is to resolve the high-frequency components of the constraints so that the restricted residual represents a smoother function, and can be solved at coarser resolutions without introducing ringing.
On its own, we have found that using a V-cycle solver produces results that are worse than those obtained using a strictly coarse-tofine (cascadic) solver because the use of an adaptive grid introduces Dirichlet-like constraints at the higher frequencies. (Using an adaptive solver can be thought of as using a regular solver but fixing the coefficients of nodes outside the adaptive region to zero.) To mitigate these effects, we use adapted successive underrelaxation in the restriction phase to downplay the contribution of nodes near the refinement boundary.
Specifically, given a node o ∈ O at depth d, we measure the proximity of o to the boundary by measuring the ratio of integrals:
with B o (p) the B-spline associated with node o, the working volume and d ⊂ the subset contained within nodes at depth d. (As we are using B-splines of degree greater than zero, the support of a B-spline extends beyond the interior of the associated node.) Here the denominator measures the total mass of the B-spline, B o (p), while the numerator measures the mass contained within the depthd nodes, so that μ(o) = 1 for nodes interior to the adaptive region and μ(o) < 1 for nodes near the refinement boundary.
We then proceed as with standard Gauss-Seidel, iteratively updating the coefficient X o by computing the correction term, C o , for each node n. However, instead of adding the full correction term, we add a fraction:
where the parameters α and β control the extent of the underrelaxation as a function of the proximity to the boundary. Figure 2 (right) shows the results obtained when solving for the function whose gradients best fit the gradients of the depth-5 Heaviside function using adapted successive underrelaxation during the restriction phase. As the figure shows, this heuristic effectively removes the ringing artefacts.
Results
To evaluate our multi-grid solver, we consider three different applications: surface reconstruction, gradient-domain image stitching and EDT calculation. The results described in this section were obtained on a PC running Windows 10, with an Intel Core i7-6700HQ processor and 16 GB of RAM. We used eight Gauss-Seidel relaxations at each hierarchy level and fixed the underrelaxation parameters at α = 1/8 and β = 6 for all evaluations.
Surface reconstruction
In these applications, the goal is to compute a watertight mesh that fits an input-oriented point set. We consider two implementations, Screened Poisson Surface Reconstruction (SPR) [KH13] and the Smoothed Signed Distance (SSD) Reconstruction [CT11, CT12] . Both proceed by first computing an implicit function discretized over an octree adapted to the input samples, and then extracting an isosurface.
For conciseness, we provide only a small number of reconstruction visualizations in this section. For additional results, please see Figure 9 in the supplemental. 
of running time (seconds) and memory usage (MB) for the original SPR and SSD implementations [Kaz13, CMT11] with the implementations obtained using our adaptive solver at depth 10. Numbers in brackets give the timing for a single-threaded implementation. † Models denoted with a dagger are reconstructed with colour. As in the original implementation of SPR, our implementation of SPR and SSD performs a single cascadic multi-grid pass.
Screened
Screened Poisson Surface Reconstruction
This work computes the indicator function (i.e. the function that is zero outside of the surface and one inside) using degree-two finite elements by solving a linear system composed of two parts: a Poisson system that seeks a function whose gradients match a smoothed normal field defined by the oriented points, and a screening system that seeks a function evaluating to 0.5 at the point samples.
As our solver extends the solver in [KH13] , it too can be used for computing the implicit function. Furthermore, because our solver supports finite-elements systems of any degree, and since the formulation of the Poisson system only requires computing first derivatives, we can implement SPR using degree-one finite elements. (To extract a smooth isosurface, we use the gradients at the octree corners to define piecewise quadratic interpolants along the edges as in [FKG15] . Because degree-one finite elements have derivative discontinuities at the corners, we define the gradients by averaging the left-and right-sided derivatives.) Table 1 (left) compares the running time and memory usage of our solver with the implementation provided in [Kaz13] . Comparing the performance of the original solver with our degree-two solver, we see that the extension of the adaptive solver to a larger class of linear systems does not come at the cost of slower running times or larger memory usage. (Our implementation runs in 85% of the time and uses 80% of the memory.)
The advantage of a general-purpose solver becomes more pronounced when we compare the original implementation to the implementation using degree-one finite elements. These elements have smaller support and result in a sparser linear system. As Table 1 shows, the sparser system results in significantly improved performance. (Our implementation runs in 55% of the time and uses 60% of the memory.)
Figure 4 (top) shows example close-ups from the reconstructions of the David head, using the original SPR algorithm and our implementation with degree-one and degree-two elements. Despite the lower degree of the finite elements, we did not find a noticeable difference in the quality of the reconstructed surfaces when using lower-degree elements. This is confirmed quantitatively in Figure 3 which gives the root mean squared distance from the input point set to the reconstructed surface, and shows that the original implementation and our implementation using degree-one and degree-two elements produce reconstructions of similar quality.
SSD Reconstruction
This work computes an approximation to the signed EDT (i.e. the function that gives the signed distance from a point in space to the nearest point on the surface) using degree-two finite elements by solving a linear system composed of three parts: a bi-Laplacian system that seeks a function whose gradients are as constant as possible, a value-screening system that seeks a function evaluating [Kaz13, CMT11] with the implementations obtained using our adaptive solver at depth 10. Accuracy is measured in RMS and is computed by using half of the points for reconstruction and measuring the one-sided distance from the second half of the points to the reconstructed surface.
Figure 4: Reconstructions of David's head (left) at depth 10, comparing the original SPR implementation [Kaz13] (top left), the SPR implementation with our adaptive solver using degree-one elements (top centre), the SPR implementation with our adaptive solver using degree-two elements (top right), the original SSD implementation [CMT11] (bottom left) and the SSD implementation with our adaptive solver (bottom right),
to 0 at the point samples and a gradient-screening system that seeks a function whose gradients agree with the normals at the point samples.
As our solver supports systems constraining both integrals and values of higher-order derivatives of functions, it can be extended to support the SSD reconstruction algorithm. However, as this system requires the computation of second-order derivatives, our implementation is constrained to use at least degree-two finite elements.
Table 1 (right) compares the running time and memory usage of our solver with the implementation provided in [CMT11] . As the original implementation is single-threaded, we provide running times for our implementation with and without multi-threading. Comparing the performance of the original solver with our implementation, we see that despite the optimized implementation of the authors, our general-purpose solver provides an implementation with significantly improved running times and memory usage. (Our single-threaded implementation runs in 80% of the time and uses 30% of the memory. Our multi-threaded implementation runs in 30% of the time.)
Figure 4 (bottom) shows example close-ups from the reconstructions of the David head, using the original SSD implementation and our adaptive multi-grid implementation using degree-two elements. The figure shows that the two reconstructions are qualitatively similar. This is verified empirically in Figure 3 which shows that the two implementations produce reconstructions with similar quality. (When running the implementation provided in [CMT11] we used a value weight that was five times the default. We found that this produced higher quality results in less time.)
Colour Interpolation
We extend our implementation of SPR and SSD to support colour interpolation by constructing a colour function, C : [0, 1] 3 → [0, 256) 3 , that is evaluated at the vertices of the reconstructed mesh. Our implementation follows the hierarchical push-pull approach for scattered data interpolation [Bur88, GGSC96] .
During the construction of the octree, we distribute each input point's colour into the eight corners of the octree node containing the point. The colour is distributed using trilinear interpolation weights and both the weighted colour and the weights themselves are accumulated at the corners.
Distributing at each level of the octree, we obtain piecewise trilinear functions c (p) and w (p) giving the accumulated colour and weight at level . At deeper levels of the tree (larger ), the functions c and w provide a finer representation of the colour, but are not well-defined away from the input samples. At coarser levels, the functions provide a smoothed representation of the colour that is defined further away from the input. We take a linear combination of these to get a single colour and weight function, weighting the contributions to give preference to colours/weights at finer resolutions:
with the number of levels in the octree and κ the weight (fixed at κ = 32 in our experiments). Dividing the accumulated colour by the accumulated weights, we get the final colour function: Table 1 shows the performance of our degree-one and degree-two SPR implementations and compares the performance of our colour SSD reconstruction with the implementation provided in [CMT11] . Comparing the implementations, we see that all the methods incur a small runtime cost for colour interpolation. However, the original SSD implementation incurs a substantially larger memory cost. in Figure 6 which gives the root-mean squared distance from the colours of the input point set to the colours of the reconstructed surface, and shows that all methods produce colours with comparable quality.
Gradient-domain image stitching
In this application, the goal is to stitch together a panorama consisting of multiple images by removing discontinuities along seam boundaries. Following the approach of Agarwala [Aga07] , stitching can be formulated as the problem of finding the offset function that removes the seams. This function is defined in the gradient-domain by setting the gradients to be equal to zero away from the seams (so that adding the offset leaves the interior unchanged) and setting the gradients to the negative of the composite's gradient across the seam (so that adding the offset removes the discontinuity). This reduces the problem of image stitching to the solution of a Poisson equation.
As observed by Agarwala, the offset function should only be high frequency near the seams and can be well-represented using an adaptive quadtree. We represent the target gradient field using mixed-degree finite elements stored along (dual) edges.
An example of the stitching can be seen in Figure 7 . The top two rows show the input composite (with visible seams between individual images of the panorama), as well as a mask showing the assignment of pixels in the composite to input images. The bottom two rows show the results obtained using our adaptive multi-grid solver. As the figure shows, without adapted successive underrelaxation (second row from bottom), ringing artefacts are prominent. With (bottom row), these artefacts disappear. Figure 11 in the supplemental compares the stitching results obtained with different underrelaxation parameters α and β.
While it is difficult to compare directly to the method of Agarwala, we were able to compare our approach to the Distributed Multi-grid (DMG) solver [KSH10] which was shown to outperform the approach of Agarwala, both in terms of running time and memory usage. Table 2 performance improvements at all but the largest images. (Considering the entire time required to perform the stitching, our method runs in 60% of the time and uses 40% of the memory. Discounting the time required to read in the input pixels and labels, and to write the output, our method runs in 40% of the time.)
We believe that the deteriorating performance for high-resolution images is due to the fact that DMG has a memory footprint that is linear in the width of the image while the memory footprint of our approach is linear in the number of seams. Assuming that the resolution of individual images is constant, the number of individual images, and hence the number of seams, grows linearly with the size of the panorama. Thus, the DMG implementation has a memory footprint of O(N 1/2 ) while our implementation has a memory footprint of O(N ), where N is the number of pixels.
See Figure 10 in the supplemental for additional results.
EDT computation
In this application, the goal is to compute an approximation of the unsigned EDT of a surface in 3D (i.e. the function giving the unsigned distance from each point in 3D to the nearest point on the surface). Following the Geodesics-in-Heat approach of Crane et al. [CWW13] , an approximation of the EDT can be computed by solving two linear systems. The first diffuses the rasterization of the surface into a 3D grid, transforming a compactly supported representation of the surface into a globally supported function. Using the fact that the gradients of the smoothed rasterization point away from the surface, the second system fits a distance function to the normalized gradients of the smoothed rasterization. Combining the two steps, one obtains a smoothed approximation of the EDT, with the extent of smoothing determined by the diffusion time in the first step.
As both systems use only first-order derivatives, Geodesics-inHeat can be implemented using degree-one finite elements. Furthermore, because the smoothed rasterization and the output EDT are only high frequency near the input surface, they can be compactly represented using an adaptive octree. The advantage of our approach is highlighted in Table 3 time and memory usage and provides an efficient solution at coarser depths/resolutions as it is trivially parallelizable and only requires a regular grid as a data structure. (At depth 8, the method of Saito and Toriwaki runs in 40% of the time, but requires 2.5 times the memory.) In contrast, our approach is only linear in the number of octree nodes and becomes more efficient at finer depths/resolutions. (At depth 9, our method runs in 85% of the time and uses 1/11th of the memory. At depth 10 our method runs in 20% of the time and uses 1/27th of the memory. At depth 11, the method of Saito and Toriwaki cannot maintain the 2048 3 voxel grid in memory.)
A further advantage of our approach is highlighted in the plot in Figure 8 (bottom), which shows the output level-set complexity as a function of the distance from the input mesh. Using a regular grid, the number of triangles grows with the surface area, and hence with distance. In contrast, using an adaptive octree, grid cells become larger away from the surface, resulting in larger marching-cubes triangles and hence lower-tessellation outputs.
We note that our approach fails to capture the fine detail of the exact solution. There are two reasons for this: (1) The Geodesicsin-Heat approach computes a smoothed approximation of the EDT, with the extent of smoothing growing as the diffusion time is increased; (2) As our octree only adapts to the input geometry, our solution is necessarily smooth away from the surface and fails to resolve the high-frequency detail near the medial axis of the shape.
See Figure 12 in the supplemental for additional results.
Summary and Future Work
We have described an extension of the solver initially presented in [KBH06] and [KH13] for solving the (screened) Poisson equation, to a general-purpose adaptive multi-grid solver. We have demonstrated several image-and geometry-processing applications in 2D and 3D, and have shown that the abstraction of the solver does not come at the cost of either running time or memory usage.
In the future, we would like to extend our solver in several ways:
Boundary Conditions To support applications in fluid simulations, we would like to extend the solver to support boundary constraints. A simple approach would be to use the existing capacity for prescribing point-based constraints to enforce boundary conditions as a soft constraint. A better solution may be to enforce boundary constraints explicitly through integration at the finest resolution, and then using the Galerkin method to restrict to coarser resolutions.
Ringing Though our solution to the ringing problem works well in practice, we would like to consider more principled ways for resolving this phenomenon. In particular, we would like to devise a method that works consistently, independent of the number of V-cycles, the number of Gauss-Seidel iterations, the order of the B-spline or the type of linear system being solved. One approach may be to solve an inhomogeneous system where octree nodes are assigned a proximity weight which is used to modulate the contribution of the associated integral to the linear system. This would encourage the solver to focus away from the refinement boundaries in the restriction phase, reducing the overfitting at these boundaries and thereby alleviating the ringing. 
