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Abstract—This technical report records the experiments of
applying multiple machine learning algorithms for predicting
eating and food purchasing behaviors of free-living individuals.
Data was collected with accelerometer, global positioning system
(GPS), and body-worn cameras called SenseCam over a one week
period in 81 individuals from a variety of ages and demographic
backgrounds. These data were turned into minute-level features
from sensors as well as engineered features that included time
(e.g., time since last eating) and environmental context (e.g.,
distance to nearest grocery store). Algorithms include Logistic
Regression, RBF-SVM, Random Forest, and Gradient Boosting.
Our results show that the Gradient Boosting model has the
highest mean accuracy score (0.7289) for predicting eating events
before 0 to 4 minutes. For predicting food purchasing events,
the RBF-SVM model (0.7395) outperforms others. For both
prediction models, temporal and spatial features were important
contributors to predicting eating and food purchasing events.
I. INTRODUCTION
In this pilot study, we explore the application of multi-
ple machine learning models on predicting eating and food
purchasing events from body worn sensor data as well as
contextual environment data. We utilize a proof of concept
sample of 81 free-living individuals with significant sensor
data. We detail the training data and feature generation for
model input. We explore the ability of the models to predict
an outcome ”in the moment”, as well as using a time offset to
assess their utility in predicting eating/food purchasing events
up to 4 minutes in advance. We present the results for two
binary classification problems: 1) predict eating events, and 2)
predict food purchasing events. Both problems received five
tasks with the same features, and each task receiving a differ-
ent time offset (0-4 minutes) of the data (e.g., task 1 time point
of features matched time point of event, task 2 time point of
features were 1 minute prior to the event, and so on). For each
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task, we present 4 classifiers, including Logistic Regression,
RBF-SVM, Random Forest, Gradient Boosting. This technical
report details the data, feature engineering, model construction,
and model evaluation for the study. Background of the research
project and discussion of the study results are described in an
upcoming proceeding paper [reference will be updated upon
availability].
II. DATA
A. Study Sample
A sub-sample of 81 participants were selected from an
observational research cohort conducted in 2012-2015 of 216
individuals living in San Diego County between the ages of 6
and 85 years. Participants in the study wore multiple sensor
devices including a SenseCam camera, a hip-worn GPS device
(Qstarz BT-Q1000XT), and a hip-worn triaxial accelerometer
(GT3X+, ActiGraph). Participants were asked to wear the
devices for 7 days during waking hours and were asked to
re-wear devices if certain wear time criteria (a minimum of
600 minutes per day) were not met. Approval for this study
is under UCSD IRB protocol 111160.
B. Training Data
Training data for this study was generated from the Sense-
Cam images, which provide objective records of eating and
food purchasing behavior. At the minute level, eating and food
purchasing events were tagged by a team of image coders
trained in a detailed protocol with quality control for accurate
coding performed on a subset of images [2]. Examples of
eating and food purchasing images are shown in Figure 1.
C. Sensor Data
GPS and accelerometer data was processed with the
Personal Activity Location Measurement System (PALMS),
which filters spurious data points, smooths out common GPS
interference patterns, and aggregates data to a one minute
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Fig. 1: Examples of tagged eating event (left) and food purchasing
(right) from the front-facing SenseCam imagery data.
epoch. For each data point, three GPS features were extracted
including distance from last point in meters, speed in km/h,
and change in direction between points. Additionally, eight
acceleration features were extracted including magnitude of
the 3-axis of acceleration, vector magnitude, activity intensity
(counts per minute of the accelerometer), and ambient light.
PALMS also generates features from combined GPS and
accelerometer inputs including if the participant was likely
to be wearing or not wearing the devices, if they were
outside/inside/in a vehicle, if they were stationary/walking/bi-
cycling/driving, and the day of the week. Minutes with no
GPS data, or with a location beyond the San Diego County
boundaries were removed from analysis.
D. Engineered Features
Several features were engineered using sensor and con-
textual data about the environment pertinent to eating and
food purchasing behaviors (Table I). Home locations of the
participants were identified by spatially clustering the sleep
time data points (3:00-4:00am) over the study period with
DBSCAN, which is then used to create the In Home feature
with a 50-meter home radius. In order to captured the distance
proximity to retail outlets, business locations were extracted
from the 2016 Esri Business Analyst data. Distances to outlets
of five NAICS categories (445 - Food and Beverage Store,
446 - Health and Personal Care Store, 447 - Gasoline Station,
7224 - Drinking Place, and 7225 - Full Service Restaurant)
were used to represent the contextual retail food environments
of the participants. Time features were developed to both
account for time of day, as well as time since last activity of
interest including bouts of physical activity, eating, and food
purchasing.
III. MODEL DESCRIPTION
A. Dataset
Data from the 81 individuals contains a total of 596,771
data points, and each data point includes features from ac-
celerometer, GPS, and engineered time sensitive and context
features (Table I) at the minute level. We select 60 individuals
as the training set (428,874 data points) and the rest as the
test set (167,897 data points). The tasks of predicting eating
and tasks of predicting food purchasing share the same dataset
and features but have different positive or negative labels for
each data point based on the corresponding behavior. A total
TABLE I: Engineered Features
Name Description Size
Time
One hot encoding form of 6 time ranges
within the day (0:00-6:00, 6:00-10:00,
10:00-14:00, 14:00-17:00, 17:00-20:00, and
20:00-23:59).
6
In Home Participant is in their home defined as beingwithin 50 meters of inferred home location. 1
Time Since Ac-
tivity Bout
Number of minutes from last sedentary,
physical activity, or moderate to vigorous
physical activity bout to current time (value
of data under activity bout event is set to 0).
3
Time Since Eat-
ing Number of minutes from last eating event. 1
Time Since Pur-
chasing
Number of minutes from last purchasing
event. 1
Distance to Re-
tail Outlet
Participant’s distance in meters to the near-
est retail outlet in five categories: grocery
stores (e.g., grocery, meat/fish, dairy prod-
ucts, etc.), health and personal care stores
(e.g., drug stores, medical equipment, mis-
cellaneous retail stores, etc.), gasoline sta-
tions (with or without convenience stores),
drinking places (e.g., bar, brewery, night-
club), and restaurants and other eating
places.
5
Time Pattern
The distance from current time to middle
point in corresponding time intervals (6am-
9am, 11am-14pm, 17pm-20pm) For exam-
ple, 8am falls into 6am-9am with the middle
point of 7:30am, thus its value is 30.
1
of 34 sensor and engineered features are used for the Logistic
Regression model while other models (RBF-SVM, Random
Forest, and Gradient Boosting) used 35 features. The one
different feature is the numerical time feature (e.g. 14:30pm
is coded as 14.5). Different from the other three models that
handle non-linear features, Logistic Regression is a linear
model thus the numerical time features were excluded and
the time information is covered by our engineered 6 variables
representing the time intervals.
B. Methodology
When training with 428,874 data points of 60 individuals,
we performed 5-fold nested cross-validation for fine tuning
hyper-parameters, where we randomly selected 15 out of 60
individuals as the validation set and the remaining 45 individ-
uals as the training set in each fold. Because each individual
gave different numbers of data points, five folds in cross
validation have different sizes of training and validation sets.
In addition, because the ratio of eating time or food purchasing
time to the time of the rest of a day is very small, the dataset
is highly imbalanced. To alleviate the imbalance problem,
we sample the negative data pool to have the same amount
of negative data as positive data. For tasks of predicting
eating, five folds have 10,972, 10,524, 11,782, 11,174, and
9,950 training data respectively after sampling; for tasks of
predicting food purchasing, five folds have 484, 378, 482, 488,
and 428 training data after sampling; and five folds of both
types of tasks have 115,587, 115,224, 99,405, 101,575, and
123,870 validation data respectively. We use all four classifiers
with the scikit-learn package [1] [3].
a) Logistic Regression: For the LR model we use
sklearn.linear.model.LogisticRegression with L2
regularization, and fine tune the hyper-parameter C which is
the inverse of regularization strength. The grid size is as
follows: C ∈ {1000, 100, 10, 1, 0.1}.
b) RBF-SVM: For the RBF-SVM model we use
sklearn.svm.SVC with arguments kernel = ’rbf’. For tasks of
predicting food purchasing, we use max iter = 10000 in both
cross validation and final training. For tasks of predicting
eating, we use max iter = 1000 for cross validation and
max iter = 10000 for final training. We fine tune two
hyper-parameters, γ and C. γ controls the bandwidth in the
Gaussian kernel, and C is the cost of misclassification. The
grid size is as follows: γ ∈ {0.01, 0.1, 1, 10, 100}, and C
∈ {1000, 100, 10, 1, 0.1}.
c) Random Forest: For the RF model we use
sklearn.ensemble.RandomForestClassifier. We fine tune two
hyper-parameters, n estimators and max depth. n estimators
controls the number of trees in RF, and max depth controls
the maximum height of the trees. The grid size is as follows:
n estimators ∈ {10, 30, 50, 100, 200}, and max depth
∈ {2, 5, 10, 15, 20}.
d) Gradient Boosting: For the GB model we use
sklearn.ensemble.GradientBoostingClassifier. We fine tune
the same two hyper-parameters, n estimators and
max depth. The grid size is as follows: n estimators ∈
{10, 30, 50, 100, 200}, and max depth ∈ {1, 2, 3, 4, 5}.
IV. RESULTS
We use the ROC AUC score as our metric from scikit-
learn to evaluate the performance of the models. For binary
classification problems, ROC AUC score is the same as
balanced accuracy, which is the average of recall of both
classes. Because our dataset is imbalanced, balanced accuracy
is preferred. We fine-tuned the hyper-parameters by using 5-
fold cross-validation (Table VIII to Table XLVII) on four
models, and we evaluate performance of Logistic Regression
(Table IV), RBF-SVM (Table V), Random Forest (Table VI)
and Gradient Boosting (Table VII) on tasks of predicting
eating and tasks of predicting food purchasing. Based on the
ROC AUC scores (Figure 2), Gradient Boosting outperformed
others for predicting eating with a mean accuracy of 0.7289
of 0-4 mins and the RBF-SVM model stood out in predicting
food purchasing with a mean accuracy of 0.7395. For tasks
of predicting eating, models are not sensitive to time offsets
as the curves of models are flat across time offsets. For
tasks of predicting food purchasing, RBF-SVM and Logistic
Regression models are flat, and Random Forest and Gradient
Boosting models fluctuate. Model performances by the order
of ROC AUC scores(Table III) are as follows:
• Model performance for predicting eating events: Gradient
Boosting > Random Forest > RBF-SVM > Logistic
Regression
• Model performance for predicting food purchasing
events: RBF-SVM > Gradient Boosting > Random For-
est > Logistic Regression
The top features of the Gradient Boosting model for predict-
ing both events in the order of feature importance is reported
in Figure 3. Some top features that contributed to both event
predictions included:
• temporal features: time (34), time pattern(20), time since
last eating (1), time since last food purchasing (2).
• spatial features: distance from nearest health care places
(4), distance from nearest Gasoline Station (5), distance
from nearest food and beverage stores (3).
REFERENCES
[1] Lars Buitinck, Gilles Louppe, Mathieu Blondel, Fabian Pedregosa, An-
dreas Mueller, Olivier Grisel, Vlad Niculae, Peter Prettenhofer, Alexandre
Gramfort, Jaques Grobler, Robert Layton, Jake VanderPlas, Arnaud Joly,
Brian Holt, and Gae¨l Varoquaux. API design for machine learning
software: experiences from the scikit-learn project. In ECML PKDD
Workshop: Languages for Data Mining and Machine Learning, pages
108–122, 2013.
[2] Jacqueline Chen, Simon J. Marshall, Lu Wang, Suneeta Godbole, Amanda
Legge, Aiden Doherty, Paul Kelly, and et al. Using the SenseCam
as an objective tool for evaluating eating patterns. In Proceedings of
the 4th International SenseCam & Pervasive Imaging Conference on -
SenseCam ’13, pages 34–41, 2013. URL: https://dl.acm.org/citation.cfm?
id=2526673, doi:10.1145/2526667.2526673.
[3] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vander-
plas, A. Passos, D. Cournapeau, M. Bruocher, M. Perrot, and E. Duch-
esnay. Scikit-learn: Machine learning in Python. Journal of Machine
Learning Research, 12:2825–2830, 2011.
TABLE II: Feature ID and Name
Feature ID Feature Name
0 bias
1 time since last eating
2 time since last food purchasing
3 distance from nearest FoodBeveragestores
4 distance from nearest Health Careplaces
5 distance from nearest Gasolin Station
6 distance from nearest Drinks places
7 distance from nearest Eating places
8 time since last stationary activity
9 time since last physical activity
10 time since last moderate or rigorousactivity
11 activity
12 axis2
13 axis3
14 distance
15 speed
16 vectorMag
17 lux
18 wearing
19 eat at home
20 time pattern
21 Monday
22 Tuesday
23 Wednesday
24 Thursday
25 Friday
26 Saturday
27 Sunday
28 0am-6am
29 6am-10am
30 10am-14pm
31 14pm-17pm
32 17pm-20pm
33 20pm-23:59pm
34 time
TABLE III: Mean Accuracy of 0-4 Minutes
Eating Food Purchasing
Models Train
Acc.
Valid.
Acc.
Test
Acc.
Train
Acc.
Valid.
Acc.
Test
Acc.
LR 0.6934 0.6748 0.6969 0.739 0.6983 0.722
RBF-SVM 0.6952 0.6107 0.698 0.7386 0.7013 0.7395
RF 0.733 0.6875 0.7057 0.8067 0.671 0.7305
GB 0.7356 0.7039 0.7289 0.775 0.6983 0.7313
TABLE IV: Logistic Regression Model Results
Eating Food Purchasing
Mins Train
Acc.
Valid.
Acc.
Test
Acc.
C Train
Acc.
Valid.
Acc.
Test
Acc.
C
0 0.6928 0.6736 0.6934 0.1 0.7417 0.6977 0.7203 0.1
1 0.6933 0.6742 0.6966 0.1 0.7350 0.7136 0.7228 0.1
2 0.6932 0.6745 0.6973 0.1 0.7383 0.6904 0.7228 0.1
3 0.6937 0.6757 0.6985 0.1 0.7400 0.6956 0.7220 0.1
4 0.6939 0.6759 0.6989 0.1 0.7400 0.6944 0.7219 0.1
TABLE V: RBF-SVM Model Results
Eating Food Purchasing
Mins Train
Acc.
Valid.
Acc.
Test
Acc.
γ C Train
Acc.
Valid.
Acc.
Test
Acc.
γ C
0 0.6924 0.6203 0.6953 0.1 0.1 0.7400 0.7055 0.7345 0.1 1
1 0.6930 0.6040 0.6962 0.01 10 0.7383 0.7053 0.7381 0.1 1
2 0.6980 0.6126 0.6995 0.01 100 0.7383 0.6987 0.7417 0.01 10
3 0.6940 0.6076 0.6976 0.01 1 0.7383 0.6986 0.7417 0.1 1
4 0.6988 0.6088 0.7013 0.01 100 0.7383 0.6985 0.7417 0.1 1
TABLE VI: Random Forest Model Results
Eating Food Purchasing
Mins Train
Acc.
Valid.
Acc.
Test
Acc.
Num.
Tree
Max
Depth
Train
Acc.
Valid.
Acc.
Test
Acc.
Num.
Tree
Max
Depth
0 0.7227 0.6897 0.7039 10 5 0.7717 0.6740 0.7360 200 2
1 0.7374 0.6878 0.7074 200 5 0.7667 0.6643 0.7376 200 2
2 0.7281 0.6877 0.7050 10 5 0.8800 0.6693 0.7226 200 5
3 0.7377 0.6857 0.7037 200 5 0.8500 0.6706 0.7148 10 5
4 0.7391 0.6867 0.7083 200 5 0.7650 0.6769 0.7416 200 2
TABLE VII: Gradient Boosting Model Results
Eating Food Purchasing
Mins Train
Acc.
Valid.
Acc.
Test
Acc.
Num.
Tree
Max
Depth
Train
Acc.
Valid.
Acc.
Test
Acc.
Num.
Tree
Max
Depth
0 0.7335 0.7073 0.7298 200 1 0.7783 0.6977 0.7085 10 2
1 0.7382 0.7056 0.7282 200 1 0.7800 0.7136 0.7353 10 2
2 0.7370 0.7042 0.7288 200 1 0.7733 0.6904 0.7344 10 2
3 0.7354 0.7018 0.7284 200 1 0.7633 0.6956 0.7360 10 2
4 0.7339 0.7007 0.7292 200 1 0.7800 0.6944 0.7422 10 2
Fig. 2: Accuracy results for predicting predicting eating (left) and purchasing (right) events over 5 timepoints (0 - 4 minutes) for all four
models.
Fig. 3: Top features for predicting eating (left) and purchasing (right) events. Colors represent the type of features.
TABLE VIII: 5-fold Cross Validation Logistic Regression Model Results: 0 Min Before Eating
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7021 0.6548 0.6951 0.652 0.6799 0.6944 0.6862 0.664 0.6921 0.6659 0.6911 0.6662
100 0.7024 0.6535 0.695 0.6549 0.6793 0.695 0.6859 0.6674 0.6921 0.6654 0.6909 0.6673
10 0.7026 0.647 0.6933 0.6651 0.679 0.6959 0.6872 0.6828 0.6923 0.6638 0.6909 0.6709
1 0.7035 0.6444 0.6899 0.6664 0.6755 0.6972 0.6786 0.6828 0.6936 0.6674 0.6882 0.6716
0.1 0.6991 0.6486 0.6883 0.6644 0.6737 0.7033 0.6787 0.6864 0.6903 0.665 0.686 0.6736
TABLE IX: 5-fold Cross Validation Logistic Regression Model Results: 1 Min Before Eating
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7022 0.6553 0.6956 0.6541 0.6801 0.6964 0.6874 0.666 0.6935 0.6652 0.6917 0.6674
100 0.7012 0.654 0.6953 0.6573 0.6799 0.697 0.6877 0.6683 0.693 0.6658 0.6914 0.6685
10 0.703 0.6457 0.6932 0.6653 0.68 0.6979 0.687 0.6833 0.693 0.6667 0.6912 0.6718
1 0.7044 0.6429 0.691 0.6653 0.6756 0.7001 0.6794 0.6854 0.6936 0.6649 0.6888 0.6717
0.1 0.7 0.6478 0.689 0.665 0.6737 0.7056 0.6798 0.6872 0.6903 0.6652 0.6865 0.6742
TABLE X: 5-fold Cross Validation Logistic Regression Model Results: 2 Mins Before Eating
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7009 0.6544 0.6969 0.6561 0.6809 0.6977 0.6871 0.6719 0.6942 0.6664 0.692 0.6693
100 0.7014 0.652 0.6962 0.6588 0.6812 0.698 0.6875 0.6719 0.6938 0.6657 0.692 0.6693
10 0.7043 0.6446 0.6924 0.6655 0.6806 0.6999 0.6864 0.684 0.6943 0.6663 0.6916 0.6721
1 0.7049 0.6411 0.6919 0.6649 0.6755 0.701 0.6795 0.6891 0.6952 0.6658 0.6894 0.6724
0.1 0.7006 0.6474 0.6899 0.6653 0.6733 0.7053 0.6802 0.6891 0.6899 0.6652 0.6868 0.6745
TABLE XI: 5-fold Cross Validation Logistic Regression Model Results: 3 Mins Before Eating
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.6993 0.6555 0.6975 0.659 0.6824 0.6978 0.6888 0.6729 0.6955 0.6657 0.6927 0.6702
100 0.7006 0.654 0.6975 0.6621 0.6822 0.6986 0.6887 0.6738 0.6956 0.6652 0.6929 0.6707
10 0.705 0.6448 0.6934 0.6666 0.6813 0.6995 0.6852 0.6858 0.695 0.6665 0.692 0.6726
1 0.7056 0.6397 0.6926 0.6645 0.6763 0.7014 0.6802 0.6921 0.6966 0.665 0.6903 0.6726
0.1 0.7016 0.6464 0.6904 0.6666 0.6739 0.7064 0.6806 0.6919 0.6898 0.6669 0.6873 0.6757
TABLE XII: 5-fold Cross Validation Logistic Regression Model Results: 4 Mins Before Eating
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.6997 0.6547 0.6976 0.6607 0.682 0.6987 0.6872 0.6743 0.6966 0.6653 0.6926 0.6707
100 0.6999 0.6543 0.6973 0.6608 0.6826 0.6995 0.6878 0.6768 0.6968 0.6657 0.6928 0.6714
10 0.7045 0.6438 0.694 0.6676 0.6819 0.7009 0.6853 0.688 0.6962 0.6668 0.6924 0.6734
1 0.7048 0.6394 0.6934 0.6667 0.6778 0.7019 0.681 0.6933 0.6977 0.669 0.6909 0.6741
0.1 0.7026 0.646 0.6909 0.6666 0.6755 0.7072 0.6815 0.692 0.6895 0.6677 0.688 0.6759
TABLE XIII: 5-fold Cross Validation Logistic Regression Model Results: 0 Min Before Food Purchasing
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7603 0.5715 0.7751 0.7364 0.7988 0.5871 0.7746 0.6059 0.7453 0.7053 0.7708 0.6412
100 0.7562 0.6304 0.7804 0.7273 0.7863 0.6132 0.7705 0.5894 0.7313 0.712 0.7649 0.6545
10 0.7314 0.6373 0.7566 0.725 0.7759 0.6217 0.7705 0.6028 0.7243 0.6903 0.7517 0.6554
1 0.7273 0.6634 0.7513 0.7309 0.7676 0.6268 0.75 0.6045 0.7126 0.7099 0.7418 0.6671
0.1 0.7066 0.6414 0.7434 0.7432 0.7469 0.6222 0.7295 0.6424 0.722 0.7156 0.7297 0.6729
TABLE XIV: 5-fold Cross Validation Logistic Regression Model Results: 1 Min Before Food Purchasing
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7727 0.5813 0.7831 0.7245 0.7925 0.5954 0.7725 0.5975 0.7336 0.7321 0.7709 0.6461
100 0.7541 0.6042 0.7751 0.7314 0.7801 0.6225 0.7705 0.5987 0.729 0.7139 0.7618 0.6541
10 0.7355 0.6294 0.7646 0.7233 0.7822 0.6216 0.7705 0.6114 0.7266 0.6898 0.7559 0.6551
1 0.7107 0.6954 0.7619 0.7324 0.7573 0.61 0.7561 0.603 0.729 0.7133 0.743 0.6708
0.1 0.7128 0.6695 0.7381 0.7424 0.7573 0.6374 0.7295 0.6593 0.7266 0.707 0.7329 0.6831
TABLE XV: 5-fold Cross Validation Logistic Regression Model Results: 2 Mins Before Food Purchasing
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7831 0.5999 0.7751 0.7359 0.7967 0.5874 0.7684 0.6209 0.75 0.7269 0.7747 0.6542
100 0.7665 0.6162 0.7778 0.7444 0.7967 0.6065 0.7684 0.6058 0.75 0.7196 0.7719 0.6585
10 0.7417 0.6471 0.7619 0.7363 0.7822 0.5966 0.7684 0.6104 0.7407 0.7011 0.759 0.6583
1 0.7128 0.6873 0.7619 0.7313 0.7676 0.6027 0.7561 0.612 0.7336 0.7129 0.7464 0.6692
0.1 0.7149 0.6757 0.7354 0.7427 0.7614 0.6132 0.7357 0.6507 0.7266 0.7184 0.7348 0.6801
TABLE XVI: 5-fold Cross Validation Logistic Regression Model Results: 3 Mins Before Food Purchasing
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7831 0.6175 0.7751 0.7205 0.8008 0.5874 0.7807 0.6226 0.7453 0.7087 0.777 0.6513
100 0.7665 0.6146 0.7778 0.7269 0.7946 0.5877 0.7787 0.6147 0.7383 0.6944 0.7712 0.6477
10 0.7397 0.6535 0.7672 0.7168 0.7759 0.6035 0.7766 0.6105 0.7266 0.6833 0.7572 0.6535
1 0.7211 0.6791 0.7513 0.7268 0.7614 0.6023 0.7623 0.6208 0.7336 0.7071 0.7459 0.6672
0.1 0.7169 0.6753 0.7328 0.7429 0.7614 0.6132 0.7377 0.6416 0.722 0.7184 0.7342 0.6783
TABLE XVII: 5-fold Cross Validation Logistic Regression Model Results: 4 Mins Before Food Purchasing
C fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.7665 0.5788 0.7778 0.7146 0.7925 0.6039 0.7766 0.5613 0.7383 0.7016 0.7704 0.632
100 0.7541 0.6294 0.7725 0.7332 0.7925 0.5711 0.7766 0.589 0.7336 0.7268 0.7659 0.6499
10 0.7397 0.6432 0.7646 0.7259 0.7697 0.6116 0.7705 0.6017 0.7313 0.6937 0.7551 0.6552
1 0.719 0.6866 0.7513 0.7228 0.7676 0.6107 0.7623 0.612 0.7313 0.7122 0.7463 0.6689
0.1 0.7128 0.675 0.7328 0.739 0.7656 0.6052 0.7336 0.6593 0.7243 0.7179 0.7338 0.6793
TABLE XVIII: 5-fold Cross Validation RBF-SVM Model Results: 0 Min Before Eating
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.5811 0.5404 0.5261 0.5618 0.5909 0.5607 0.6408 0.5992 0.5148 0.5223 0.5707 0.5569
1000 0.1 0.5109 0.5067 0.5745 0.5457 0.5732 0.576 0.5914 0.5943 0.4821 0.4677 0.5464 0.5381
1000 1 0.548 0.5289 0.6218 0.5565 0.5568 0.5215 0.5824 0.526 0.5478 0.5304 0.5714 0.5326
1000 10 0.5497 0.5008 0.5962 0.5198 0.557 0.4914 0.5527 0.5134 0.5613 0.5212 0.5634 0.5093
1000 100 0.7106 0.5156 0.6724 0.505 0.6575 0.5209 0.713 0.5256 0.7148 0.52 0.6937 0.5174
100 0.01 0.5184 0.5064 0.6585 0.6573 0.5628 0.5685 0.6196 0.6433 0.6167 0.6317 0.5952 0.6014
100 0.1 0.58 0.5654 0.6046 0.6038 0.5595 0.5466 0.6259 0.6403 0.6113 0.5898 0.5963 0.5892
100 1 0.6023 0.5354 0.6365 0.546 0.5948 0.5494 0.6118 0.55 0.5899 0.5451 0.6071 0.5452
100 10 0.5846 0.5079 0.6559 0.507 0.6099 0.5152 0.5872 0.5176 0.5992 0.526 0.6074 0.5147
100 100 0.7307 0.5181 0.7528 0.5149 0.6997 0.5217 0.7312 0.5278 0.7229 0.52 0.7274 0.5205
10 0.01 0.5 0.4953 0.461 0.4524 0.5955 0.6643 0.608 0.6154 0.4427 0.4373 0.5215 0.5329
10 0.1 0.5403 0.5401 0.6215 0.6029 0.5641 0.5337 0.6313 0.607 0.5897 0.5579 0.5894 0.5683
10 1 0.6606 0.5557 0.6465 0.5428 0.5994 0.5311 0.624 0.5838 0.6213 0.579 0.6304 0.5585
10 10 0.6959 0.5282 0.6954 0.5248 0.6549 0.5367 0.6963 0.5213 0.702 0.5691 0.6889 0.536
10 100 0.757 0.524 0.786 0.5132 0.7211 0.5286 0.76 0.5265 0.7685 0.5262 0.7585 0.5237
1 0.01 0.5646 0.5578 0.6207 0.6409 0.5946 0.6128 0.5924 0.623 0.6567 0.6492 0.6058 0.6167
1 0.1 0.6631 0.6173 0.6094 0.6004 0.5831 0.6052 0.5491 0.5551 0.6454 0.6332 0.61 0.6023
1 1 0.6807 0.6019 0.5764 0.5463 0.6101 0.5812 0.6479 0.6334 0.6407 0.6115 0.6312 0.5949
1 10 0.6409 0.5216 0.6667 0.5075 0.6445 0.5265 0.6742 0.51 0.7127 0.5351 0.6678 0.5201
1 100 0.8015 0.5474 0.7619 0.5029 0.7814 0.5685 0.7311 0.5114 0.6414 0.4679 0.7434 0.5196
0.1 0.01 0.5799 0.5563 0.5647 0.5629 0.5929 0.6182 0.5816 0.6127 0.6265 0.6061 0.5891 0.5912
0.1 0.1 0.6116 0.5958 0.5844 0.5906 0.6267 0.6625 0.5988 0.6278 0.6174 0.625 0.6078 0.6203
0.1 1 0.5829 0.5295 0.5912 0.5742 0.6305 0.6177 0.5633 0.5528 0.6113 0.5816 0.5958 0.5712
0.1 10 0.6092 0.5051 0.6798 0.5398 0.5708 0.4719 0.575 0.4573 0.5955 0.4859 0.606 0.492
0.1 100 0.7096 0.5143 0.786 0.5267 0.7077 0.535 0.6122 0.4799 0.7189 0.512 0.7069 0.5136
TABLE XIX: 5-fold Cross Validation RBF-SVM Model Results: 1 Min Before Eating
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.5814 0.5338 0.5665 0.5787 0.5234 0.5417 0.4886 0.5151 0.4756 0.4641 0.5271 0.5267
1000 0.1 0.5604 0.5249 0.6024 0.5783 0.6174 0.6311 0.5093 0.5334 0.5493 0.5508 0.5678 0.5637
1000 1 0.583 0.5358 0.5308 0.5162 0.5737 0.4963 0.6043 0.5343 0.5697 0.558 0.5723 0.5281
1000 10 0.5622 0.5039 0.6944 0.5395 0.5475 0.4935 0.5443 0.5038 0.5593 0.5136 0.5816 0.5108
1000 100 0.7 0.5115 0.7247 0.5119 0.6946 0.5365 0.7095 0.5233 0.7301 0.516 0.7118 0.5198
100 0.01 0.614 0.5774 0.5644 0.5556 0.563 0.5929 0.5241 0.5543 0.5907 0.6023 0.5712 0.5765
100 0.1 0.5817 0.548 0.5568 0.5355 0.6208 0.6281 0.6293 0.5831 0.5859 0.5852 0.5949 0.576
100 1 0.601 0.5329 0.6012 0.5221 0.5783 0.5336 0.5835 0.5475 0.6229 0.5512 0.5974 0.5374
100 10 0.5932 0.527 0.5998 0.5117 0.5938 0.4986 0.5843 0.5137 0.6029 0.5229 0.5948 0.5148
100 100 0.7225 0.5195 0.7675 0.5177 0.7084 0.5318 0.7216 0.5276 0.7402 0.5196 0.732 0.5232
10 0.01 0.6433 0.6002 0.6155 0.6368 0.5638 0.5794 0.579 0.5909 0.5916 0.6126 0.5986 0.604
10 0.1 0.6549 0.5939 0.5653 0.5531 0.5818 0.5998 0.6184 0.6042 0.506 0.4612 0.5853 0.5625
10 1 0.6304 0.553 0.6538 0.5498 0.6133 0.5318 0.6656 0.5727 0.6441 0.5769 0.6415 0.5568
10 10 0.7037 0.5431 0.6826 0.5188 0.6533 0.5156 0.6816 0.5124 0.6784 0.5216 0.6799 0.5223
10 100 0.7442 0.5236 0.7905 0.5148 0.7361 0.5365 0.7512 0.5236 0.7691 0.523 0.7582 0.5243
1 0.01 0.5671 0.5487 0.5631 0.5844 0.5775 0.5457 0.6075 0.6173 0.5935 0.5948 0.5817 0.5782
1 0.1 0.6137 0.5785 0.5862 0.5711 0.5535 0.5722 0.598 0.6125 0.587 0.5929 0.5877 0.5854
1 1 0.6928 0.6135 0.6246 0.5384 0.5528 0.5083 0.6417 0.5739 0.6401 0.5998 0.6304 0.5668
1 10 0.6717 0.5086 0.6746 0.5197 0.6418 0.5117 0.6708 0.5102 0.7077 0.5861 0.6733 0.5273
1 100 0.6978 0.5092 0.7891 0.5114 0.6277 0.4534 0.7568 0.5198 0.7246 0.5087 0.7192 0.5005
0.1 0.01 0.5678 0.5449 0.6261 0.6366 0.6043 0.6382 0.5662 0.5875 0.5877 0.5995 0.5904 0.6014
0.1 0.1 0.569 0.5501 0.5755 0.5593 0.5735 0.5876 0.5608 0.5315 0.5685 0.5784 0.5695 0.5614
0.1 1 0.6399 0.5884 0.5774 0.5609 0.6438 0.6243 0.5176 0.5102 0.6018 0.58 0.5961 0.5727
0.1 10 0.6075 0.5169 0.6838 0.5444 0.6233 0.5576 0.5541 0.5017 0.5886 0.4805 0.6115 0.5202
0.1 100 0.7273 0.5195 0.723 0.5066 0.6321 0.5102 0.7268 0.5296 0.6902 0.5037 0.6999 0.5139
TABLE XX: 5-fold Cross Validation RBF-SVM Model Results: 2 Mins Before Eating
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.6087 0.5674 0.5908 0.6099 0.5317 0.5348 0.5478 0.5435 0.5244 0.537 0.5607 0.5585
1000 0.1 0.6272 0.5608 0.624 0.6063 0.5295 0.5831 0.5835 0.6208 0.5711 0.5951 0.5871 0.5932
1000 1 0.5901 0.5139 0.5874 0.55 0.5665 0.4885 0.5635 0.524 0.5708 0.5557 0.5757 0.5264
1000 10 0.553 0.5008 0.6429 0.5255 0.5563 0.4964 0.5575 0.4869 0.5586 0.5245 0.5736 0.5068
1000 100 0.6977 0.5095 0.7058 0.5093 0.6868 0.516 0.7203 0.5268 0.7219 0.5212 0.7065 0.5165
100 0.01 0.6506 0.6113 0.5907 0.6139 0.6091 0.6462 0.5893 0.5599 0.6664 0.6315 0.6212 0.6126
100 0.1 0.5467 0.5016 0.5788 0.5655 0.6359 0.628 0.6047 0.6117 0.6004 0.601 0.5933 0.5815
100 1 0.5838 0.5241 0.5862 0.5003 0.5911 0.5247 0.5899 0.538 0.6058 0.5465 0.5914 0.5267
100 10 0.5941 0.5257 0.7079 0.5379 0.5866 0.4963 0.6197 0.5226 0.6009 0.5172 0.6218 0.5199
100 100 0.7342 0.5201 0.7573 0.5169 0.7072 0.5266 0.7334 0.5313 0.7386 0.5252 0.7341 0.524
10 0.01 0.565 0.5431 0.5963 0.6109 0.5744 0.6036 0.5939 0.615 0.5911 0.6115 0.5841 0.5968
10 0.1 0.5567 0.5261 0.5545 0.578 0.5143 0.5133 0.6375 0.6215 0.5586 0.5546 0.5643 0.5587
10 1 0.6203 0.5665 0.6834 0.5712 0.6137 0.5229 0.6343 0.5624 0.6455 0.5787 0.6395 0.5603
10 10 0.7046 0.541 0.6765 0.5057 0.6606 0.5238 0.7058 0.5248 0.689 0.5457 0.6873 0.5282
10 100 0.7451 0.516 0.7927 0.5137 0.7339 0.5288 0.7519 0.5215 0.7712 0.5288 0.7589 0.5218
1 0.01 0.5657 0.5438 0.5849 0.5757 0.6202 0.6204 0.5791 0.6027 0.5841 0.5906 0.5868 0.5866
1 0.1 0.6203 0.5915 0.5977 0.5726 0.6249 0.6247 0.5581 0.5711 0.6104 0.6142 0.6023 0.5948
1 1 0.6743 0.6256 0.6483 0.6121 0.5514 0.5021 0.6759 0.5868 0.5999 0.5592 0.63 0.5771
1 10 0.6554 0.5224 0.6797 0.5135 0.6411 0.495 0.6606 0.5192 0.6996 0.5425 0.6673 0.5185
1 100 0.7059 0.5083 0.8414 0.5399 0.7034 0.5238 0.7472 0.5177 0.6601 0.4661 0.7316 0.5111
0.1 0.01 0.5657 0.5413 0.5834 0.5958 0.6232 0.6696 0.5851 0.6119 0.6227 0.617 0.596 0.6071
0.1 0.1 0.5948 0.5801 0.5725 0.5644 0.6057 0.5857 0.5986 0.6167 0.5686 0.5685 0.588 0.5831
0.1 1 0.6466 0.6123 0.5996 0.5759 0.6049 0.575 0.6107 0.6283 0.6248 0.5957 0.6173 0.5975
0.1 10 0.6037 0.5251 0.6507 0.5361 0.6153 0.5188 0.5633 0.4635 0.5999 0.4964 0.6066 0.508
0.1 100 0.6475 0.4833 0.6552 0.4786 0.6053 0.4895 0.701 0.5094 0.6541 0.4638 0.6526 0.4849
TABLE XXI: 5-fold Cross Validation RBF-SVM Model Results: 3 Mins Before Eating
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.5831 0.5409 0.6327 0.6541 0.556 0.5697 0.5255 0.5511 0.4722 0.4831 0.5539 0.5598
1000 0.1 0.6112 0.597 0.5598 0.5677 0.5586 0.5641 0.6153 0.5746 0.5389 0.5164 0.5768 0.564
1000 1 0.5544 0.5368 0.5805 0.5184 0.5714 0.5108 0.5517 0.5101 0.5683 0.5426 0.5653 0.5237
1000 10 0.5554 0.5091 0.684 0.5331 0.5435 0.4928 0.5492 0.521 0.5499 0.5197 0.5764 0.5151
1000 100 0.7095 0.5158 0.7259 0.5114 0.6791 0.5187 0.7375 0.5239 0.7289 0.522 0.7162 0.5184
100 0.01 0.5874 0.5614 0.5126 0.5224 0.5154 0.5288 0.6199 0.5925 0.5346 0.5366 0.554 0.5483
100 0.1 0.5796 0.562 0.5372 0.5401 0.4645 0.4649 0.5777 0.541 0.5636 0.5674 0.5445 0.5351
100 1 0.5949 0.5491 0.6213 0.5501 0.6024 0.5246 0.5717 0.5268 0.6034 0.5606 0.5987 0.5422
100 10 0.6065 0.5272 0.7164 0.5496 0.5968 0.4935 0.5911 0.5084 0.5942 0.5208 0.621 0.5199
100 100 0.7241 0.5148 0.7648 0.5173 0.6987 0.5225 0.7219 0.5227 0.7568 0.5223 0.7333 0.5199
10 0.01 0.5692 0.5465 0.5951 0.5936 0.5906 0.624 0.5909 0.6143 0.6326 0.6285 0.5957 0.6014
10 0.1 0.57 0.5416 0.597 0.5823 0.5946 0.5971 0.5593 0.5443 0.5717 0.5257 0.5785 0.5582
10 1 0.6284 0.5567 0.6402 0.5704 0.6099 0.5159 0.664 0.5651 0.6616 0.6027 0.6408 0.5622
10 10 0.639 0.5255 0.7203 0.5434 0.6524 0.5134 0.7165 0.5176 0.6875 0.5599 0.6831 0.5319
10 100 0.7544 0.5194 0.7994 0.5193 0.7264 0.5267 0.7423 0.5283 0.7793 0.5274 0.7604 0.5242
1 0.01 0.5638 0.544 0.6491 0.6553 0.6066 0.6137 0.5941 0.6116 0.5961 0.6135 0.6019 0.6076
1 0.1 0.5786 0.5559 0.5826 0.5869 0.5398 0.5518 0.5595 0.568 0.6136 0.6138 0.5748 0.5753
1 1 0.6157 0.5424 0.6778 0.5844 0.5925 0.524 0.6103 0.5612 0.631 0.5493 0.6254 0.5523
1 10 0.6522 0.509 0.6439 0.5079 0.6417 0.5271 0.6985 0.5562 0.6826 0.5502 0.6638 0.5301
1 100 0.7631 0.5203 0.7952 0.5143 0.7468 0.5416 0.657 0.5007 0.8046 0.5345 0.7534 0.5223
0.1 0.01 0.569 0.5488 0.5757 0.5324 0.5699 0.5737 0.5814 0.5941 0.6183 0.6314 0.5829 0.5761
0.1 0.1 0.6182 0.6159 0.5696 0.5761 0.5892 0.6232 0.5611 0.5797 0.5828 0.5806 0.5842 0.5951
0.1 1 0.6232 0.574 0.6006 0.5646 0.6355 0.6522 0.6572 0.6645 0.6226 0.5804 0.6278 0.6071
0.1 10 0.609 0.5312 0.5895 0.4987 0.5775 0.4965 0.6173 0.4883 0.5984 0.4847 0.5983 0.4999
0.1 100 0.7466 0.5241 0.6471 0.4719 0.641 0.5117 0.7075 0.5124 0.7623 0.5288 0.7009 0.5098
TABLE XXII: 5-fold Cross Validation RBF-SVM Model Results: 4 Mins Before Eating
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.6331 0.5883 0.6107 0.6001 0.614 0.6347 0.5012 0.4906 0.5295 0.5153 0.5777 0.5658
1000 0.1 0.6189 0.58 0.6281 0.595 0.5934 0.5646 0.6197 0.6013 0.6324 0.6028 0.6185 0.5888
1000 1 0.5924 0.5181 0.5448 0.5253 0.5552 0.5126 0.5635 0.5395 0.5601 0.5503 0.5632 0.5292
1000 10 0.5501 0.5063 0.6684 0.5409 0.5385 0.4914 0.6492 0.5266 0.5379 0.5115 0.5888 0.5153
1000 100 0.6971 0.5105 0.6897 0.5098 0.6697 0.5272 0.7307 0.5293 0.7118 0.5196 0.6998 0.5193
100 0.01 0.6367 0.6195 0.5733 0.573 0.5933 0.5724 0.6137 0.6463 0.617 0.633 0.6068 0.6088
100 0.1 0.5904 0.5686 0.5733 0.5413 0.5584 0.603 0.5881 0.5933 0.5526 0.5655 0.5725 0.5744
100 1 0.5932 0.5599 0.5922 0.5173 0.5923 0.526 0.5741 0.5519 0.5925 0.5505 0.5889 0.5411
100 10 0.5798 0.5095 0.5908 0.5222 0.58 0.4853 0.6472 0.5535 0.6109 0.532 0.6018 0.5205
100 100 0.7167 0.5162 0.7387 0.5151 0.6894 0.5273 0.727 0.5282 0.7416 0.5272 0.7227 0.5228
10 0.01 0.4903 0.5005 0.6033 0.6341 0.5972 0.5809 0.6029 0.6299 0.6071 0.597 0.5802 0.5885
10 0.1 0.5734 0.5418 0.6161 0.5734 0.6098 0.6103 0.6512 0.6294 0.5419 0.5581 0.5985 0.5826
10 1 0.6199 0.5183 0.6418 0.5756 0.5961 0.5488 0.64 0.5964 0.634 0.5435 0.6263 0.5565
10 10 0.6417 0.5409 0.7009 0.5299 0.654 0.5091 0.738 0.5243 0.6924 0.5675 0.6854 0.5344
10 100 0.7571 0.5242 0.7875 0.5206 0.725 0.5324 0.7524 0.5279 0.7785 0.5307 0.7601 0.5272
1 0.01 0.569 0.5452 0.6086 0.5762 0.5285 0.5243 0.5832 0.614 0.6022 0.5971 0.5783 0.5714
1 0.1 0.5862 0.5779 0.5858 0.6007 0.5951 0.6223 0.6006 0.5873 0.5462 0.549 0.5828 0.5874
1 1 0.6224 0.5466 0.6173 0.5291 0.6275 0.5596 0.6589 0.5691 0.615 0.5631 0.6282 0.5535
1 10 0.6763 0.5215 0.6681 0.519 0.6399 0.5026 0.6214 0.5043 0.6212 0.4476 0.6454 0.499
1 100 0.7821 0.5276 0.7687 0.5101 0.7604 0.5565 0.7859 0.536 0.7239 0.5073 0.7642 0.5275
0.1 0.01 0.5586 0.5437 0.5943 0.5946 0.5905 0.6082 0.6245 0.6404 0.6642 0.636 0.6064 0.6046
0.1 0.1 0.606 0.5746 0.5895 0.5977 0.5484 0.5527 0.5788 0.6113 0.5724 0.5601 0.579 0.5793
0.1 1 0.6229 0.5514 0.5554 0.555 0.624 0.6334 0.5805 0.5648 0.5834 0.5497 0.5932 0.5709
0.1 10 0.5921 0.5303 0.68 0.5379 0.5878 0.4925 0.5687 0.4615 0.5886 0.495 0.6034 0.5034
0.1 100 0.6546 0.4893 0.8093 0.5372 0.6447 0.5121 0.5983 0.4965 0.7089 0.5051 0.6832 0.508
TABLE XXIII: 5-fold Cross Validation RBF-SVM Model Results: 0 Min Before Food Purchasing
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.8244 0.6544 0.8571 0.6931 0.8257 0.639 0.8135 0.6008 0.8294 0.6185 0.83 0.6412
1000 0.1 0.9855 0.5362 0.9894 0.5941 0.9627 0.5743 0.959 0.6354 0.965 0.6406 0.9723 0.5961
1000 1 1.0 0.5499 1.0 0.5488 0.9959 0.6205 0.9959 0.6702 1.0 0.5988 0.9984 0.5976
1000 10 1.0 0.5611 1.0 0.579 1.0 0.5527 1.0 0.6063 1.0 0.5525 1.0 0.5703
1000 100 1.0 0.493 1.0 0.497 1.0 0.4885 1.0 0.5177 1.0 0.4976 1.0 0.4988
100 0.01 0.7479 0.698 0.7698 0.7272 0.7697 0.642 0.7725 0.6217 0.757 0.7275 0.7634 0.6833
100 0.1 0.9153 0.6207 0.9206 0.6453 0.8983 0.5844 0.8893 0.6044 0.9042 0.6081 0.9056 0.6126
100 1 0.9938 0.5389 0.9974 0.5458 0.9896 0.6086 0.9898 0.6681 0.9907 0.6122 0.9922 0.5947
100 10 1.0 0.5611 1.0 0.579 0.9979 0.5602 0.998 0.5891 1.0 0.5526 0.9992 0.5684
100 100 1.0 0.493 1.0 0.497 1.0 0.4885 1.0 0.5178 1.0 0.4976 1.0 0.4988
10 0.01 0.7004 0.7104 0.7381 0.7376 0.751 0.6496 0.7254 0.6843 0.6939 0.7426 0.7218 0.7049
10 0.1 0.8202 0.6606 0.8466 0.6547 0.8091 0.6366 0.8033 0.6389 0.8131 0.6041 0.8185 0.639
10 1 0.9793 0.5284 0.9762 0.5633 0.9523 0.6201 0.9549 0.6542 0.9509 0.6295 0.9627 0.5991
10 10 0.9959 0.5609 0.9974 0.5791 0.9959 0.5597 0.9898 0.5851 0.993 0.5541 0.9944 0.5678
10 100 1.0 0.493 1.0 0.497 0.9979 0.4884 0.998 0.5178 1.0 0.4976 0.9992 0.4988
1 0.01 0.7025 0.6339 0.7381 0.7341 0.749 0.6847 0.7193 0.6524 0.7033 0.7398 0.7224 0.689
1 0.1 0.7045 0.7107 0.7381 0.7376 0.751 0.6496 0.7254 0.6864 0.715 0.7433 0.7268 0.7055
1 1 0.8926 0.6565 0.8783 0.6271 0.8568 0.6031 0.8443 0.6317 0.8762 0.5802 0.8696 0.6197
1 10 0.9876 0.5445 0.9868 0.576 0.971 0.5402 0.9775 0.5602 0.972 0.5449 0.979 0.5532
1 100 0.9979 0.4946 1.0 0.4942 0.9959 0.4903 0.9939 0.4933 0.9977 0.4954 0.9971 0.4936
0.1 0.01 0.7004 0.625 0.7249 0.7362 0.7469 0.6417 0.7193 0.6507 0.7009 0.7202 0.7185 0.6748
0.1 0.1 0.7004 0.6237 0.7328 0.7303 0.7469 0.6657 0.7193 0.6518 0.7056 0.7357 0.721 0.6814
0.1 1 0.7459 0.5636 0.8148 0.677 0.7801 0.5893 0.7725 0.6112 0.7617 0.5734 0.775 0.6029
0.1 10 0.7645 0.4934 0.8439 0.5103 0.8278 0.5091 0.8381 0.5204 0.8318 0.504 0.8212 0.5074
0.1 100 0.9959 0.4989 0.6667 0.4988 0.9959 0.4983 0.9918 0.4972 0.993 0.5035 0.9286 0.4993
TABLE XXIV: 5-fold Cross Validation RBF-SVM Model Results: 1 Min Before Food Purchasing
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.814 0.6554 0.8386 0.7076 0.832 0.6199 0.8033 0.6048 0.8271 0.6138 0.823 0.6403
1000 0.1 0.9876 0.5406 0.9788 0.5733 0.9751 0.5734 0.9652 0.6139 0.9509 0.5812 0.9715 0.5765
1000 1 1.0 0.5471 1.0 0.5595 0.9959 0.5912 0.9959 0.6207 1.0 0.6192 0.9984 0.5875
1000 10 1.0 0.5631 1.0 0.5864 1.0 0.5576 1.0 0.6128 1.0 0.5633 1.0 0.5766
1000 100 1.0 0.5017 1.0 0.5054 1.0 0.4966 1.0 0.5171 1.0 0.5147 1.0 0.5071
100 0.01 0.7417 0.6903 0.7725 0.7275 0.7718 0.6453 0.7746 0.6123 0.7547 0.7291 0.7631 0.6809
100 0.1 0.9091 0.5805 0.9127 0.6397 0.9087 0.6162 0.8893 0.6047 0.9089 0.5887 0.9057 0.606
100 1 0.9917 0.5255 0.9947 0.5596 0.9896 0.5873 0.9898 0.6341 0.9907 0.6072 0.9913 0.5828
100 10 1.0 0.5631 1.0 0.5864 0.9959 0.5561 1.0 0.6136 1.0 0.5633 0.9992 0.5765
100 100 1.0 0.5017 1.0 0.5054 1.0 0.4966 1.0 0.5171 1.0 0.5147 1.0 0.5071
10 0.01 0.6983 0.7104 0.7354 0.7376 0.749 0.6496 0.7316 0.6777 0.6916 0.7426 0.7212 0.7036
10 0.1 0.8223 0.6603 0.8413 0.6657 0.8112 0.6351 0.7971 0.624 0.8154 0.6323 0.8175 0.6435
10 1 0.9855 0.5314 0.9603 0.5803 0.9647 0.6044 0.9631 0.6171 0.9486 0.6123 0.9645 0.5891
10 10 0.9938 0.563 0.9947 0.5816 0.9938 0.5581 0.9918 0.6017 0.9977 0.5635 0.9944 0.5736
10 100 1.0 0.5017 1.0 0.5054 0.9979 0.4962 1.0 0.5172 1.0 0.5148 0.9996 0.5071
1 0.01 0.6963 0.6294 0.7328 0.7322 0.7469 0.6822 0.7193 0.6515 0.6939 0.7318 0.7178 0.6854
1 0.1 0.7025 0.7104 0.7354 0.7376 0.751 0.6513 0.7336 0.6835 0.7173 0.7437 0.728 0.7053
1 1 0.8864 0.6484 0.8783 0.654 0.8672 0.6304 0.8402 0.6081 0.8692 0.5737 0.8682 0.6229
1 10 0.9876 0.5458 0.9815 0.5827 0.9689 0.5352 0.9775 0.5932 0.965 0.5355 0.9761 0.5585
1 100 0.9979 0.5034 0.9974 0.5023 0.9959 0.4989 0.9939 0.51 0.9953 0.5062 0.9961 0.5042
0.1 0.01 0.6963 0.6247 0.7196 0.7366 0.7448 0.6371 0.7152 0.6459 0.6963 0.7153 0.7144 0.6719
0.1 0.1 0.6942 0.6233 0.7328 0.729 0.7448 0.6614 0.7172 0.6511 0.6986 0.7291 0.7175 0.6788
0.1 1 0.7479 0.5634 0.8175 0.6831 0.7925 0.5854 0.7602 0.6018 0.7593 0.5658 0.7755 0.5999
0.1 10 0.7479 0.4922 0.9418 0.5387 0.8714 0.5154 0.8607 0.5329 0.8084 0.5136 0.846 0.5186
0.1 100 0.9938 0.4987 0.9921 0.4988 0.9938 0.4928 0.9939 0.5059 0.9977 0.5033 0.9942 0.4999
TABLE XXV: 5-fold Cross Validation RBF-SVM Model Results: 2 Mins Before Food Purchasing
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.8182 0.6578 0.8492 0.7184 0.8402 0.6299 0.8074 0.632 0.8364 0.6335 0.8303 0.6543
1000 0.1 0.9917 0.5497 0.9762 0.5782 0.9689 0.5836 0.957 0.6452 0.9579 0.575 0.9703 0.5863
1000 1 1.0 0.543 0.9974 0.5702 0.9979 0.6347 0.9939 0.5998 0.9977 0.631 0.9974 0.5957
1000 10 1.0 0.5575 1.0 0.5928 1.0 0.5994 1.0 0.6115 1.0 0.5498 1.0 0.5822
1000 100 1.0 0.5018 1.0 0.4966 1.0 0.4888 1.0 0.5091 1.0 0.4998 1.0 0.4992
100 0.01 0.7521 0.6976 0.7698 0.7273 0.7739 0.6503 0.7766 0.6115 0.7523 0.7431 0.7649 0.686
100 0.1 0.9153 0.6009 0.9101 0.648 0.9149 0.6294 0.8832 0.6287 0.9042 0.6108 0.9055 0.6235
100 1 0.9979 0.535 0.9921 0.584 0.9917 0.6337 0.9918 0.6165 0.9883 0.6369 0.9924 0.6012
100 10 1.0 0.5575 0.9974 0.5897 0.9979 0.5982 0.9939 0.5982 1.0 0.5498 0.9978 0.5787
100 100 1.0 0.5018 1.0 0.4966 0.9979 0.4883 1.0 0.5091 1.0 0.4998 0.9996 0.4991
10 0.01 0.6983 0.7104 0.7354 0.7376 0.749 0.6496 0.7295 0.6532 0.6916 0.7426 0.7208 0.6987
10 0.1 0.8326 0.6688 0.836 0.6755 0.8112 0.6297 0.7992 0.6307 0.8178 0.6347 0.8194 0.6479
10 1 0.9835 0.5431 0.9603 0.5921 0.9627 0.6274 0.957 0.6359 0.9509 0.5995 0.9629 0.5996
10 10 1.0 0.5578 0.9947 0.5824 0.9938 0.5746 0.9939 0.5961 0.9953 0.5556 0.9955 0.5733
10 100 1.0 0.5018 1.0 0.4966 0.9979 0.4881 0.9959 0.5094 1.0 0.4998 0.9988 0.4991
1 0.01 0.7045 0.6282 0.7328 0.7321 0.7448 0.682 0.7254 0.6492 0.6893 0.7317 0.7194 0.6846
1 0.1 0.7025 0.7105 0.7354 0.7376 0.7614 0.6383 0.7377 0.6535 0.7103 0.7437 0.7295 0.6967
1 1 0.8864 0.6576 0.8757 0.6575 0.8672 0.6309 0.8484 0.6076 0.8575 0.5648 0.867 0.6237
1 10 0.9855 0.5504 0.9788 0.5742 0.971 0.558 0.9734 0.5711 0.9696 0.5248 0.9757 0.5557
1 100 1.0 0.5033 0.9947 0.4935 0.9979 0.4907 0.9959 0.5024 0.9977 0.4961 0.9972 0.4972
0.1 0.01 0.6963 0.6246 0.7196 0.7376 0.7427 0.638 0.7213 0.6601 0.6963 0.72 0.7152 0.676
0.1 0.1 0.6921 0.6217 0.7381 0.7274 0.7448 0.6629 0.7254 0.6505 0.7009 0.7278 0.7203 0.6781
0.1 1 0.7583 0.5872 0.8148 0.6877 0.7905 0.586 0.7766 0.6095 0.7523 0.5653 0.7785 0.6071
0.1 10 0.7645 0.4931 0.8519 0.5204 0.8527 0.5223 0.8791 0.5281 0.8364 0.512 0.8369 0.5152
0.1 100 0.9979 0.5074 0.9841 0.4985 0.9896 0.4991 0.9898 0.498 0.993 0.504 0.9909 0.5014
TABLE XXVI: 5-fold Cross Validation RBF-SVM Model Results: 3 Mins Before Food Purchasing
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.8223 0.6576 0.8466 0.7155 0.834 0.6273 0.8074 0.6134 0.8411 0.6041 0.8303 0.6436
1000 0.1 0.9855 0.5575 0.9841 0.593 0.9689 0.6051 0.9631 0.6404 0.9533 0.5796 0.971 0.5951
1000 1 0.9979 0.5587 0.9974 0.5849 0.9979 0.6475 0.998 0.6139 0.9977 0.6371 0.9978 0.6084
1000 10 1.0 0.5195 1.0 0.5983 1.0 0.5509 1.0 0.5817 1.0 0.5342 1.0 0.5569
1000 100 1.0 0.4942 1.0 0.4999 1.0 0.4901 1.0 0.5085 1.0 0.5063 1.0 0.4998
100 0.01 0.7438 0.6993 0.7593 0.7313 0.7697 0.651 0.7746 0.6124 0.75 0.7383 0.7595 0.6865
100 0.1 0.9174 0.6114 0.9153 0.6472 0.9232 0.5906 0.875 0.6257 0.8972 0.5782 0.9056 0.6106
100 1 0.9959 0.5612 0.9921 0.5848 0.9896 0.6472 0.9877 0.6149 0.986 0.6029 0.9902 0.6022
100 10 0.9979 0.5203 0.9974 0.6039 0.9979 0.5418 0.998 0.5824 0.9977 0.5351 0.9978 0.5567
100 100 1.0 0.4942 1.0 0.4999 1.0 0.4901 1.0 0.5085 1.0 0.5063 1.0 0.4998
10 0.01 0.6983 0.7104 0.7354 0.7376 0.749 0.6496 0.7295 0.6513 0.6916 0.7426 0.7208 0.6983
10 0.1 0.8264 0.6611 0.8307 0.6739 0.805 0.624 0.791 0.6318 0.8248 0.6124 0.8156 0.6406
10 1 0.9793 0.5419 0.9709 0.5931 0.9585 0.6464 0.9549 0.6391 0.9416 0.5848 0.9611 0.6011
10 10 0.9979 0.5204 0.9947 0.601 0.9959 0.5418 0.9939 0.5868 0.9953 0.5367 0.9955 0.5574
10 100 1.0 0.4943 1.0 0.4999 0.9979 0.4905 1.0 0.5085 1.0 0.5063 0.9996 0.4999
1 0.01 0.7045 0.6279 0.7328 0.7315 0.7448 0.682 0.7254 0.6568 0.6986 0.7299 0.7212 0.6856
1 0.1 0.7025 0.7105 0.7354 0.7376 0.7614 0.6386 0.7357 0.6626 0.7079 0.7436 0.7286 0.6986
1 1 0.8843 0.6588 0.8651 0.6455 0.861 0.6331 0.8504 0.617 0.8715 0.5529 0.8665 0.6214
1 10 0.9855 0.5208 0.9815 0.5792 0.9751 0.5288 0.9754 0.569 0.9696 0.5237 0.9774 0.5443
1 100 1.0 0.4958 0.9947 0.497 0.9979 0.493 0.9959 0.5104 0.9977 0.5034 0.9972 0.4999
0.1 0.01 0.6963 0.6228 0.7196 0.7354 0.7427 0.6347 0.7234 0.6587 0.6986 0.7145 0.7161 0.6732
0.1 0.1 0.6963 0.6197 0.7407 0.7278 0.7469 0.6619 0.7254 0.6508 0.7033 0.7238 0.7225 0.6768
0.1 1 0.7562 0.5873 0.8228 0.6783 0.7842 0.5872 0.7746 0.611 0.7523 0.5656 0.778 0.6059
0.1 10 0.7293 0.4942 0.8439 0.5223 0.832 0.5213 0.8852 0.5483 0.7804 0.5073 0.8142 0.5187
0.1 100 0.9979 0.4994 0.9921 0.4985 0.9959 0.4989 0.9918 0.498 0.9907 0.5035 0.9937 0.4997
TABLE XXVII: 5-fold Cross Validation RBF-SVM Model Results: 4 Mins Before Food Purchasing
C γ fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1000 0.01 0.8326 0.6636 0.8439 0.7104 0.8216 0.6205 0.8115 0.5828 0.8154 0.6022 0.825 0.6359
1000 0.1 0.9897 0.589 0.9788 0.5844 0.9668 0.5735 0.9529 0.6401 0.9533 0.5628 0.9683 0.5899
1000 1 1.0 0.5632 0.9974 0.5625 0.9979 0.6704 0.9959 0.6439 1.0 0.5547 0.9982 0.599
1000 10 1.0 0.5294 1.0 0.5717 1.0 0.5883 1.0 0.6316 1.0 0.5241 1.0 0.569
1000 100 1.0 0.4939 1.0 0.5045 1.0 0.5213 1.0 0.517 1.0 0.5043 1.0 0.5082
100 0.01 0.7376 0.7013 0.7619 0.7296 0.7739 0.6515 0.7725 0.6201 0.7547 0.7254 0.7601 0.6856
100 0.1 0.9215 0.6205 0.918 0.6218 0.9004 0.5965 0.8668 0.6383 0.8925 0.5636 0.8998 0.6081
100 1 0.9938 0.5497 0.9921 0.5684 0.9917 0.6577 0.9877 0.6453 0.9836 0.5608 0.9898 0.5964
100 10 1.0 0.5294 0.9974 0.5677 0.9979 0.5883 1.0 0.632 1.0 0.5241 0.9991 0.5683
100 100 1.0 0.4939 1.0 0.5045 1.0 0.5213 1.0 0.517 1.0 0.5043 1.0 0.5082
10 0.01 0.6983 0.7104 0.7354 0.7376 0.749 0.6496 0.7295 0.6512 0.6916 0.7426 0.7208 0.6983
10 0.1 0.8306 0.6685 0.828 0.6646 0.8112 0.6362 0.7951 0.6312 0.8107 0.6036 0.8151 0.6408
10 1 0.9855 0.5504 0.955 0.5847 0.9544 0.6645 0.9549 0.651 0.9463 0.575 0.9592 0.6051
10 10 1.0 0.5298 0.9947 0.5729 0.9979 0.5873 0.9959 0.6334 0.9953 0.5276 0.9968 0.5702
10 100 1.0 0.4939 0.9974 0.5046 0.9979 0.5216 1.0 0.517 1.0 0.5043 0.9991 0.5083
1 0.01 0.7004 0.634 0.7328 0.7323 0.7448 0.6814 0.7254 0.6649 0.6939 0.7291 0.7195 0.6883
1 0.1 0.7004 0.7104 0.7354 0.7376 0.7593 0.6387 0.7316 0.6626 0.7033 0.7433 0.726 0.6985
1 1 0.8843 0.6499 0.8651 0.646 0.8589 0.6307 0.8402 0.6169 0.8621 0.5611 0.8621 0.6209
1 10 0.9814 0.5214 0.9735 0.5604 0.9751 0.5518 0.9754 0.6018 0.9673 0.5208 0.9746 0.5512
1 100 1.0 0.4953 0.9947 0.497 0.9979 0.4914 0.998 0.5101 1.0 0.5014 0.9981 0.499
0.1 0.01 0.688 0.6215 0.7275 0.7338 0.7386 0.6322 0.7213 0.6574 0.7009 0.7259 0.7153 0.6742
0.1 0.1 0.6963 0.6349 0.7407 0.7269 0.7469 0.6612 0.7234 0.6509 0.7033 0.726 0.7221 0.68
0.1 1 0.7583 0.5797 0.8175 0.679 0.7946 0.5854 0.7746 0.6016 0.7523 0.5601 0.7795 0.6012
0.1 10 0.7831 0.4908 0.9444 0.542 0.8506 0.4956 0.8545 0.5165 0.8061 0.4978 0.8477 0.5086
0.1 100 0.9979 0.4994 0.9868 0.4986 0.9876 0.4993 0.9939 0.4982 0.993 0.5038 0.9918 0.4998
TABLE XXVIII: 5-fold Cross Validation Random Forest Model Results: 0 Min Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.6734 0.6421 0.6886 0.682 0.6694 0.6603 0.6828 0.6834 0.686 0.6548 0.6801 0.6645
2 30 0.709 0.6593 0.6959 0.674 0.6921 0.6906 0.6824 0.6868 0.7051 0.6489 0.6969 0.6719
2 50 0.7136 0.6499 0.6994 0.6812 0.6997 0.7073 0.6904 0.6851 0.7062 0.6503 0.7019 0.6748
2 100 0.7101 0.653 0.692 0.6971 0.6995 0.6904 0.6882 0.6948 0.7085 0.6623 0.6997 0.6795
2 200 0.7088 0.6493 0.695 0.6885 0.6893 0.6751 0.6865 0.6961 0.7035 0.66 0.6966 0.6738
5 10 0.7445 0.6675 0.7412 0.6809 0.7202 0.7195 0.7333 0.7161 0.7436 0.6645 0.7366 0.6897
5 30 0.7343 0.6675 0.7416 0.6748 0.7191 0.7294 0.7277 0.7087 0.7484 0.6596 0.7342 0.688
5 50 0.7464 0.6666 0.7483 0.6724 0.7238 0.7233 0.7354 0.7101 0.7511 0.6653 0.741 0.6875
5 100 0.7496 0.6604 0.7591 0.6717 0.7443 0.7208 0.7444 0.7127 0.7542 0.6765 0.7503 0.6884
5 200 0.7463 0.6597 0.76 0.6766 0.7331 0.7237 0.753 0.7083 0.753 0.6708 0.7491 0.6878
10 10 0.8824 0.657 0.8873 0.6154 0.8643 0.696 0.9007 0.6775 0.8805 0.6582 0.883 0.6608
10 30 0.9008 0.6706 0.9035 0.6302 0.8869 0.699 0.9144 0.6915 0.8941 0.6549 0.8999 0.6693
10 50 0.9028 0.6653 0.9036 0.6276 0.8904 0.7034 0.919 0.6943 0.9008 0.6599 0.9033 0.6701
10 100 0.9117 0.6645 0.9058 0.6386 0.8976 0.6961 0.9237 0.6891 0.907 0.6676 0.9092 0.6712
10 200 0.9148 0.6629 0.9062 0.64 0.8985 0.6962 0.9235 0.6891 0.9071 0.6729 0.91 0.6722
15 10 0.9709 0.5943 0.97 0.594 0.9699 0.6375 0.9709 0.636 0.9685 0.5638 0.97 0.6051
15 30 0.9781 0.6021 0.9806 0.5881 0.9789 0.6621 0.981 0.6363 0.9783 0.6053 0.9794 0.6188
15 50 0.9784 0.6051 0.9824 0.5785 0.98 0.6475 0.9836 0.6501 0.982 0.605 0.9813 0.6172
15 100 0.9809 0.6027 0.9826 0.5799 0.982 0.6491 0.985 0.6402 0.9854 0.5911 0.9832 0.6126
15 200 0.9825 0.5956 0.9837 0.5782 0.9806 0.6537 0.9853 0.6441 0.9857 0.5861 0.9836 0.6115
20 10 0.9935 0.6045 0.9938 0.5741 0.9924 0.5818 0.9944 0.5786 0.9931 0.5604 0.9934 0.5799
20 30 0.9956 0.6013 0.9964 0.5801 0.9961 0.5935 0.9976 0.6182 0.9968 0.5592 0.9965 0.5905
20 50 0.9966 0.5845 0.9965 0.5614 0.9975 0.5951 0.9976 0.6138 0.9978 0.5533 0.9972 0.5816
20 100 0.9967 0.5741 0.9975 0.5567 0.9982 0.5873 0.9983 0.6045 0.9984 0.549 0.9978 0.5743
20 200 0.9973 0.5664 0.9976 0.557 0.9982 0.5962 0.9982 0.5968 0.999 0.5436 0.9981 0.572
TABLE XXIX: 5-fold Cross Validation Random Forest Model Results: 1 Min Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.6725 0.6425 0.6895 0.6802 0.6692 0.6414 0.6544 0.6722 0.6859 0.6554 0.6743 0.6584
2 30 0.707 0.6577 0.6956 0.6761 0.7021 0.7042 0.687 0.6866 0.7069 0.6487 0.6997 0.6747
2 50 0.7099 0.6545 0.7029 0.679 0.7006 0.7043 0.6893 0.6838 0.7067 0.6527 0.7019 0.6749
2 100 0.7132 0.6524 0.6947 0.698 0.7024 0.6862 0.6954 0.6996 0.7094 0.6577 0.703 0.6788
2 200 0.7069 0.6456 0.6937 0.6889 0.6888 0.6831 0.693 0.6963 0.7074 0.6602 0.698 0.6748
5 10 0.7485 0.6639 0.7516 0.6681 0.7387 0.7115 0.734 0.7049 0.7529 0.67 0.7451 0.6837
5 30 0.745 0.6638 0.7529 0.6785 0.7218 0.7251 0.74 0.7062 0.7499 0.6633 0.7419 0.6874
5 50 0.7506 0.6693 0.7615 0.6789 0.7242 0.716 0.7419 0.707 0.7546 0.6664 0.7466 0.6875
5 100 0.7494 0.6639 0.7651 0.6805 0.7434 0.7147 0.7468 0.711 0.7548 0.6689 0.7519 0.6878
5 200 0.7467 0.6631 0.7636 0.6791 0.7323 0.7209 0.7502 0.7047 0.7565 0.6711 0.7499 0.6878
10 10 0.8806 0.6561 0.8887 0.6415 0.8697 0.6706 0.8871 0.6839 0.8945 0.6353 0.8841 0.6575
10 30 0.9028 0.6654 0.8963 0.6352 0.8849 0.6871 0.9132 0.6927 0.9032 0.6639 0.9001 0.6689
10 50 0.9061 0.6641 0.9012 0.6442 0.8928 0.692 0.9166 0.691 0.9047 0.6619 0.9043 0.6706
10 100 0.9137 0.658 0.9074 0.6385 0.9009 0.6936 0.921 0.6829 0.908 0.6674 0.9102 0.6681
10 200 0.9152 0.6653 0.9089 0.6433 0.8998 0.6922 0.9187 0.6834 0.9029 0.667 0.9091 0.6703
15 10 0.9679 0.6272 0.9617 0.6031 0.9686 0.6411 0.9681 0.6341 0.9723 0.5703 0.9677 0.6152
15 30 0.9733 0.6041 0.9791 0.5834 0.9789 0.6572 0.9789 0.6482 0.9804 0.5815 0.9781 0.6149
15 50 0.9758 0.6107 0.9779 0.5857 0.9797 0.6444 0.9833 0.6426 0.9824 0.5987 0.9798 0.6164
15 100 0.9798 0.6056 0.9814 0.5802 0.9819 0.6437 0.9849 0.6373 0.9858 0.59 0.9828 0.6114
15 200 0.9799 0.6151 0.9838 0.5866 0.9812 0.6523 0.9852 0.6395 0.9851 0.5916 0.983 0.617
20 10 0.9943 0.5708 0.9926 0.5573 0.9943 0.604 0.9923 0.6114 0.9937 0.5607 0.9934 0.5809
20 30 0.9962 0.5714 0.9971 0.5613 0.9975 0.6014 0.996 0.6142 0.997 0.5544 0.9967 0.5805
20 50 0.9962 0.5597 0.9971 0.5655 0.9975 0.6071 0.9963 0.5925 0.9982 0.5607 0.9971 0.5771
20 100 0.9972 0.5673 0.9983 0.563 0.998 0.6061 0.9974 0.5959 0.9986 0.5556 0.9979 0.5776
20 200 0.9975 0.5658 0.998 0.5576 0.998 0.6005 0.9977 0.6029 0.9986 0.5511 0.998 0.5756
TABLE XXX: 5-fold Cross Validation Random Forest Model Results: 2 Mins Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.6709 0.6418 0.6894 0.6785 0.6669 0.6412 0.6565 0.6745 0.6856 0.6549 0.6739 0.6582
2 30 0.7045 0.6551 0.6915 0.6749 0.7029 0.7046 0.6871 0.6868 0.7052 0.6475 0.6982 0.6738
2 50 0.7062 0.6522 0.7004 0.6804 0.6973 0.707 0.6883 0.682 0.7058 0.6493 0.6996 0.6742
2 100 0.7123 0.655 0.696 0.6976 0.695 0.6841 0.7 0.6879 0.7087 0.6554 0.7024 0.676
2 200 0.7061 0.6453 0.6935 0.6933 0.6911 0.6839 0.6924 0.6988 0.7086 0.6559 0.6983 0.6755
5 10 0.7466 0.6617 0.7359 0.6837 0.7365 0.7238 0.7329 0.7073 0.7423 0.6621 0.7389 0.6877
5 30 0.7413 0.6641 0.7425 0.6783 0.7231 0.7264 0.7389 0.7043 0.7442 0.6578 0.738 0.6862
5 50 0.7364 0.6604 0.7512 0.6799 0.7323 0.7213 0.7514 0.7111 0.7457 0.6576 0.7434 0.6861
5 100 0.7443 0.6563 0.7629 0.6786 0.7368 0.7202 0.7479 0.71 0.7603 0.6638 0.7505 0.6858
5 200 0.7418 0.6546 0.7605 0.6771 0.732 0.7185 0.7556 0.7076 0.7601 0.669 0.75 0.6854
10 10 0.8869 0.6522 0.8835 0.6398 0.8577 0.6797 0.8903 0.6559 0.8768 0.6503 0.879 0.6556
10 30 0.9019 0.6541 0.9097 0.6406 0.8808 0.6887 0.9091 0.6644 0.8972 0.6588 0.8997 0.6613
10 50 0.9051 0.6561 0.9111 0.6396 0.89 0.6905 0.912 0.6927 0.9004 0.6612 0.9037 0.668
10 100 0.9125 0.6625 0.9124 0.6384 0.8994 0.692 0.9194 0.685 0.9038 0.6585 0.9095 0.6673
10 200 0.913 0.6608 0.9093 0.6339 0.8981 0.6948 0.922 0.6844 0.904 0.6648 0.9093 0.6678
15 10 0.9694 0.6024 0.9673 0.5835 0.9667 0.6703 0.9741 0.6111 0.9712 0.6015 0.9697 0.6138
15 30 0.9776 0.6056 0.9798 0.5904 0.9733 0.6555 0.9827 0.6336 0.9775 0.615 0.9782 0.62
15 50 0.9799 0.6199 0.9803 0.5859 0.9751 0.664 0.9843 0.6256 0.9808 0.614 0.9801 0.6219
15 100 0.9809 0.6099 0.9811 0.5772 0.9812 0.6485 0.9865 0.6408 0.9836 0.5983 0.9827 0.6149
15 200 0.9813 0.6198 0.982 0.5768 0.9802 0.6463 0.9858 0.6391 0.9835 0.6009 0.9826 0.6166
20 10 0.9943 0.5599 0.9942 0.5747 0.9897 0.6249 0.9918 0.598 0.9927 0.5738 0.9925 0.5863
20 30 0.9963 0.5604 0.9969 0.5568 0.996 0.6148 0.9961 0.6283 0.9982 0.5634 0.9967 0.5848
20 50 0.9963 0.5664 0.9975 0.5531 0.9966 0.6154 0.9968 0.6121 0.9984 0.5503 0.9971 0.5795
20 100 0.9972 0.5621 0.9978 0.5494 0.9979 0.6031 0.9972 0.6074 0.9985 0.5472 0.9977 0.5738
20 200 0.9974 0.5706 0.9977 0.5525 0.9978 0.5953 0.9972 0.6114 0.9988 0.5467 0.9978 0.5753
TABLE XXXI: 5-fold Cross Validation Random Forest Model Results: 3 Mins Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.6877 0.6395 0.6887 0.6812 0.6675 0.6409 0.6812 0.6744 0.7037 0.6537 0.6858 0.6579
2 30 0.7052 0.6544 0.7006 0.6782 0.7002 0.7065 0.6885 0.6871 0.7037 0.6504 0.6996 0.6753
2 50 0.7063 0.653 0.7025 0.6824 0.7 0.7072 0.6909 0.6828 0.7059 0.6515 0.7011 0.6754
2 100 0.7153 0.6489 0.699 0.6917 0.6972 0.6865 0.6976 0.6817 0.7107 0.6581 0.7039 0.6734
2 200 0.7085 0.6454 0.6982 0.6939 0.6885 0.6779 0.6933 0.6921 0.7107 0.6561 0.6998 0.6731
5 10 0.7311 0.6647 0.7411 0.6741 0.7166 0.7141 0.7259 0.6979 0.7444 0.6621 0.7318 0.6826
5 30 0.7339 0.6565 0.7529 0.6759 0.7169 0.7138 0.7407 0.7027 0.7399 0.6546 0.7368 0.6807
5 50 0.7404 0.6664 0.748 0.6798 0.7194 0.7156 0.7483 0.7029 0.7363 0.6576 0.7385 0.6845
5 100 0.7458 0.6618 0.7628 0.6791 0.7314 0.713 0.7525 0.7074 0.7499 0.6574 0.7485 0.6837
5 200 0.7428 0.6594 0.7599 0.6777 0.7266 0.7165 0.7571 0.7051 0.7601 0.67 0.7493 0.6857
10 10 0.8947 0.6375 0.8852 0.6432 0.8795 0.6679 0.9032 0.7038 0.8776 0.6562 0.888 0.6617
10 30 0.9048 0.6483 0.8998 0.635 0.8824 0.689 0.9143 0.6904 0.8886 0.6562 0.898 0.6638
10 50 0.9108 0.6675 0.9037 0.6348 0.8892 0.6863 0.9195 0.6923 0.894 0.6562 0.9034 0.6674
10 100 0.9168 0.6632 0.9073 0.6409 0.8992 0.6857 0.921 0.6856 0.9035 0.6615 0.9095 0.6674
10 200 0.9156 0.6596 0.9084 0.6413 0.8996 0.6932 0.92 0.6858 0.9043 0.6624 0.9096 0.6685
15 10 0.9669 0.5847 0.9741 0.5691 0.9666 0.6418 0.9681 0.6323 0.9666 0.5912 0.9685 0.6038
15 30 0.9761 0.6164 0.9814 0.5862 0.971 0.6561 0.9804 0.6221 0.9767 0.5795 0.9771 0.6121
15 50 0.9778 0.6212 0.9821 0.5843 0.9743 0.6513 0.9825 0.6386 0.9774 0.6038 0.9788 0.6199
15 100 0.9801 0.625 0.9822 0.5819 0.9781 0.6608 0.9845 0.6442 0.9833 0.5945 0.9817 0.6213
15 200 0.9817 0.6187 0.9818 0.5797 0.9798 0.6382 0.9844 0.6474 0.983 0.5974 0.9821 0.6163
20 10 0.9929 0.5789 0.9933 0.5615 0.9924 0.5993 0.9935 0.5826 0.9899 0.5507 0.9924 0.5746
20 30 0.9971 0.5836 0.9962 0.5556 0.9975 0.6085 0.9976 0.6038 0.9973 0.5435 0.9971 0.579
20 50 0.9973 0.5846 0.9964 0.5575 0.9976 0.6122 0.9971 0.6106 0.997 0.5436 0.9971 0.5817
20 100 0.9974 0.5692 0.9979 0.5566 0.9983 0.603 0.9977 0.5983 0.9981 0.5392 0.9979 0.5733
20 200 0.9976 0.5684 0.9974 0.5551 0.998 0.6111 0.9977 0.5995 0.9985 0.5507 0.9978 0.577
TABLE XXXII: 5-fold Cross Validation Random Forest Model Results: 4 Mins Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.6676 0.6352 0.6885 0.6822 0.6653 0.6358 0.6552 0.6881 0.6978 0.6485 0.6749 0.658
2 30 0.7072 0.6536 0.6985 0.6784 0.6882 0.704 0.6873 0.6854 0.7051 0.6502 0.6973 0.6743
2 50 0.7082 0.6507 0.6963 0.6742 0.7032 0.7043 0.6897 0.6802 0.7058 0.649 0.7006 0.6717
2 100 0.7165 0.6548 0.6951 0.6879 0.6971 0.6896 0.6981 0.6802 0.7095 0.6564 0.7033 0.6738
2 200 0.7093 0.6464 0.6956 0.692 0.6973 0.6953 0.6912 0.693 0.7096 0.6605 0.7006 0.6774
5 10 0.7476 0.6579 0.7348 0.6782 0.7144 0.7048 0.7347 0.6994 0.7556 0.677 0.7374 0.6834
5 30 0.7378 0.6593 0.7393 0.6767 0.7198 0.7042 0.7421 0.7082 0.7441 0.6686 0.7366 0.6834
5 50 0.7409 0.661 0.7444 0.6777 0.728 0.7129 0.7481 0.7104 0.7546 0.6713 0.7432 0.6867
5 100 0.7495 0.6595 0.7606 0.6778 0.7408 0.7136 0.7494 0.7036 0.7609 0.6646 0.7522 0.6838
5 200 0.7475 0.659 0.7595 0.6739 0.7327 0.7218 0.7551 0.7087 0.7558 0.6701 0.7501 0.6867
10 10 0.8852 0.6528 0.8946 0.6446 0.8617 0.6896 0.9037 0.6767 0.8819 0.6354 0.8854 0.6598
10 30 0.8987 0.654 0.9074 0.6309 0.882 0.6891 0.9083 0.6837 0.8968 0.652 0.8986 0.662
10 50 0.9034 0.6575 0.9078 0.6355 0.8912 0.6908 0.9121 0.6906 0.8952 0.6576 0.9019 0.6664
10 100 0.9095 0.651 0.9077 0.6302 0.8963 0.6903 0.9146 0.6889 0.9039 0.654 0.9064 0.6629
10 200 0.9116 0.6527 0.9087 0.6302 0.8929 0.6942 0.9154 0.6871 0.9049 0.662 0.9067 0.6652
15 10 0.974 0.6013 0.9661 0.5944 0.9683 0.6398 0.9765 0.6369 0.9734 0.5984 0.9716 0.6141
15 30 0.9778 0.6151 0.9806 0.5895 0.9732 0.6554 0.9838 0.6591 0.9821 0.5837 0.9795 0.6205
15 50 0.9778 0.6098 0.9811 0.5876 0.9756 0.6626 0.9837 0.6548 0.9828 0.6023 0.9802 0.6234
15 100 0.9805 0.6105 0.9825 0.5911 0.9795 0.6575 0.9848 0.6613 0.9858 0.6004 0.9826 0.6241
15 200 0.9807 0.6224 0.9815 0.592 0.9787 0.6527 0.9856 0.6429 0.9847 0.5878 0.9822 0.6196
20 10 0.9932 0.5751 0.9938 0.551 0.993 0.5892 0.9923 0.5962 0.9927 0.5447 0.993 0.5713
20 30 0.9957 0.5861 0.9957 0.5683 0.9967 0.6054 0.9965 0.6305 0.9969 0.5377 0.9963 0.5856
20 50 0.9964 0.5872 0.9968 0.5671 0.998 0.5944 0.9967 0.6158 0.9975 0.5476 0.9971 0.5824
20 100 0.9973 0.58 0.9976 0.5553 0.9986 0.5964 0.9971 0.6169 0.998 0.5474 0.9977 0.5792
20 200 0.9974 0.5715 0.9975 0.5578 0.9983 0.6001 0.9974 0.6116 0.9986 0.5495 0.9978 0.5781
TABLE XXXIII: 5-fold Cross Validation Random Forest Model Results: 0 Min Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.7314 0.5997 0.7593 0.6818 0.7759 0.653 0.7643 0.6202 0.722 0.6988 0.7506 0.6507
2 30 0.7438 0.589 0.7619 0.7015 0.7967 0.6693 0.793 0.6266 0.7523 0.6554 0.7696 0.6484
2 50 0.7603 0.5789 0.7698 0.7163 0.7967 0.6778 0.7971 0.6161 0.7593 0.6664 0.7767 0.6511
2 100 0.7686 0.551 0.7725 0.7161 0.8008 0.6814 0.793 0.6594 0.764 0.677 0.7798 0.657
2 200 0.781 0.5975 0.7804 0.7123 0.7842 0.6924 0.7951 0.6748 0.757 0.6927 0.7795 0.674
5 10 0.8409 0.6176 0.873 0.6814 0.8693 0.6693 0.8873 0.5942 0.8668 0.6866 0.8675 0.6498
5 30 0.8719 0.614 0.8942 0.7326 0.89 0.6992 0.9016 0.5604 0.8925 0.688 0.8901 0.6588
5 50 0.8781 0.5742 0.9048 0.7212 0.8983 0.6879 0.918 0.5761 0.8808 0.657 0.896 0.6433
5 100 0.8781 0.5663 0.9101 0.7273 0.9004 0.6562 0.9078 0.6374 0.8902 0.6623 0.8973 0.6499
5 200 0.8864 0.5983 0.9127 0.7389 0.9004 0.6909 0.9078 0.6578 0.9019 0.6724 0.9018 0.6716
10 10 0.9566 0.5483 0.9868 0.6988 0.9855 0.6594 0.9816 0.5588 0.9836 0.5806 0.9788 0.6092
10 30 0.9876 0.5598 0.9947 0.6646 0.9959 0.6392 0.9877 0.5325 0.9907 0.588 0.9913 0.5968
10 50 0.9959 0.5734 1.0 0.6711 0.9959 0.643 0.9877 0.5353 0.9953 0.6555 0.995 0.6157
10 100 0.9959 0.5678 1.0 0.6948 0.9938 0.6848 0.9959 0.5382 0.993 0.685 0.9957 0.6341
10 200 1.0 0.5741 1.0 0.6752 0.9938 0.6675 0.998 0.5526 0.9953 0.6617 0.9974 0.6262
15 10 0.9876 0.5481 0.9868 0.676 0.9959 0.6569 0.9898 0.6266 0.993 0.5536 0.9906 0.6122
15 30 1.0 0.5834 1.0 0.6469 1.0 0.6587 0.998 0.5313 1.0 0.5816 0.9996 0.6004
15 50 1.0 0.5853 1.0 0.6971 1.0 0.6285 0.998 0.527 1.0 0.5802 0.9996 0.6036
15 100 1.0 0.587 1.0 0.7019 1.0 0.6304 1.0 0.5378 1.0 0.601 1.0 0.6116
15 200 1.0 0.5828 1.0 0.6889 1.0 0.6338 1.0 0.533 1.0 0.6224 1.0 0.6122
20 10 0.9897 0.5623 0.9921 0.5957 0.9938 0.6418 0.9959 0.6283 0.993 0.5618 0.9929 0.598
20 30 1.0 0.552 1.0 0.6224 1.0 0.6565 1.0 0.5436 1.0 0.5722 1.0 0.5894
20 50 1.0 0.5544 1.0 0.6691 1.0 0.6165 1.0 0.5083 1.0 0.5892 1.0 0.5875
20 100 1.0 0.5617 1.0 0.6857 1.0 0.6229 1.0 0.5268 1.0 0.5899 1.0 0.5974
20 200 1.0 0.5676 1.0 0.6911 1.0 0.6529 1.0 0.5314 1.0 0.6152 1.0 0.6116
TABLE XXXIV: 5-fold Cross Validation Random Forest Model Results: 1 Min Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.7417 0.5824 0.7619 0.6789 0.7656 0.6356 0.7664 0.5997 0.7313 0.6815 0.7534 0.6356
2 30 0.7397 0.5866 0.7619 0.703 0.7967 0.711 0.793 0.5974 0.75 0.691 0.7683 0.6578
2 50 0.7521 0.5582 0.7725 0.7147 0.7988 0.68 0.8094 0.6005 0.764 0.6734 0.7794 0.6454
2 100 0.7769 0.5344 0.7672 0.7281 0.8008 0.6938 0.7807 0.655 0.7593 0.6929 0.777 0.6608
2 200 0.7686 0.5544 0.7619 0.7215 0.7905 0.6894 0.7787 0.655 0.7593 0.7014 0.7718 0.6643
5 10 0.8512 0.6235 0.8677 0.6865 0.8797 0.6365 0.8689 0.5991 0.8551 0.6528 0.8645 0.6397
5 30 0.8822 0.6264 0.8995 0.7375 0.9087 0.6164 0.8893 0.5911 0.8785 0.6836 0.8917 0.651
5 50 0.8802 0.6021 0.9021 0.7295 0.917 0.6363 0.9078 0.5953 0.8879 0.6584 0.899 0.6443
5 100 0.8802 0.5572 0.9127 0.7304 0.9129 0.6751 0.9057 0.6384 0.9042 0.6547 0.9031 0.6512
5 200 0.8905 0.5915 0.9101 0.732 0.9129 0.6772 0.9016 0.6393 0.8972 0.6485 0.9024 0.6577
10 10 0.9566 0.5596 0.9841 0.6316 0.9896 0.6929 0.9795 0.5153 0.986 0.5628 0.9792 0.5924
10 30 0.9897 0.5553 0.9921 0.6832 0.9917 0.6771 0.9939 0.5047 0.9977 0.6249 0.993 0.609
10 50 0.9959 0.5935 0.9974 0.7101 0.9959 0.6762 0.9939 0.5269 0.9953 0.6229 0.9957 0.6259
10 100 0.9979 0.5566 1.0 0.6987 0.9917 0.6571 0.9959 0.5395 0.9953 0.6383 0.9962 0.618
10 200 1.0 0.5772 1.0 0.7028 0.9917 0.6648 0.9939 0.5296 0.9953 0.6324 0.9962 0.6214
15 10 0.9876 0.5812 0.9894 0.6317 0.9917 0.6179 0.9939 0.5747 0.9907 0.6335 0.9906 0.6078
15 30 1.0 0.5535 1.0 0.6676 1.0 0.6704 0.998 0.5879 1.0 0.6314 0.9996 0.6222
15 50 1.0 0.5877 1.0 0.6795 1.0 0.6488 0.998 0.5335 1.0 0.6299 0.9996 0.6159
15 100 1.0 0.5945 1.0 0.6576 1.0 0.6421 1.0 0.5743 1.0 0.6371 1.0 0.6211
15 200 1.0 0.581 1.0 0.659 1.0 0.6552 1.0 0.549 1.0 0.6031 1.0 0.6095
20 10 0.9917 0.5544 0.9921 0.6355 0.9896 0.6474 0.9918 0.584 0.9907 0.5982 0.9912 0.6039
20 30 1.0 0.5332 1.0 0.628 1.0 0.6801 1.0 0.5449 1.0 0.6016 1.0 0.5976
20 50 1.0 0.5574 1.0 0.6853 1.0 0.6125 1.0 0.5628 1.0 0.601 1.0 0.6038
20 100 1.0 0.5939 1.0 0.6636 1.0 0.6542 1.0 0.5808 1.0 0.5971 1.0 0.6179
20 200 1.0 0.5629 1.0 0.6716 1.0 0.6325 1.0 0.5339 1.0 0.5875 1.0 0.5977
TABLE XXXV: 5-fold Cross Validation Random Forest Model Results: 2 Mins Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.7583 0.5833 0.7619 0.6627 0.7614 0.6494 0.7787 0.5929 0.7173 0.6948 0.7555 0.6366
2 30 0.7252 0.5751 0.7646 0.7076 0.7884 0.6798 0.7889 0.624 0.757 0.6765 0.7648 0.6526
2 50 0.7438 0.5864 0.7672 0.7212 0.7905 0.6639 0.7951 0.6279 0.7617 0.6693 0.7716 0.6538
2 100 0.7707 0.5563 0.7804 0.7245 0.7967 0.6806 0.7889 0.6707 0.757 0.6666 0.7787 0.6597
2 200 0.7707 0.5587 0.7698 0.7145 0.7905 0.6994 0.7766 0.6671 0.75 0.6726 0.7715 0.6625
5 10 0.8719 0.5815 0.8942 0.6867 0.8734 0.6516 0.875 0.6571 0.8411 0.7091 0.8711 0.6572
5 30 0.8822 0.5715 0.9021 0.7284 0.9046 0.6703 0.9016 0.6397 0.8785 0.7072 0.8938 0.6634
5 50 0.8822 0.567 0.9101 0.708 0.9129 0.6703 0.9139 0.6056 0.8785 0.6817 0.8995 0.6465
5 100 0.8822 0.5561 0.9127 0.7265 0.9046 0.6703 0.9139 0.6312 0.8925 0.6898 0.9012 0.6548
5 200 0.8864 0.5785 0.918 0.7336 0.9025 0.6841 0.9098 0.6865 0.9112 0.6638 0.9056 0.6693
10 10 0.9649 0.6113 0.9868 0.7166 0.9813 0.6175 0.9816 0.5905 0.9836 0.6108 0.9796 0.6293
10 30 0.9897 0.5557 0.9921 0.6936 0.9979 0.6325 0.9918 0.5987 0.9883 0.6352 0.992 0.6231
10 50 0.9917 0.54 0.9974 0.7122 0.9959 0.6067 0.9939 0.6088 0.9977 0.6538 0.9953 0.6243
10 100 0.9917 0.5326 1.0 0.6859 0.9917 0.6063 0.9959 0.6174 0.9977 0.6597 0.9954 0.6204
10 200 0.9959 0.5716 1.0 0.6937 0.9938 0.6639 0.9959 0.5956 0.9953 0.6421 0.9962 0.6334
15 10 0.9897 0.5848 0.9974 0.6377 0.9917 0.5932 0.9959 0.5792 0.9953 0.6026 0.994 0.5995
15 30 1.0 0.5415 1.0 0.6059 1.0 0.6166 0.998 0.5222 1.0 0.624 0.9996 0.582
15 50 0.9979 0.5627 1.0 0.6314 1.0 0.6164 1.0 0.6262 1.0 0.6395 0.9996 0.6153
15 100 1.0 0.5353 1.0 0.6199 1.0 0.5905 1.0 0.5793 1.0 0.6009 1.0 0.5852
15 200 1.0 0.5923 1.0 0.6861 1.0 0.6181 1.0 0.5823 1.0 0.6018 1.0 0.6161
20 10 0.9917 0.5378 0.9894 0.6371 0.9917 0.6253 0.9959 0.5824 0.993 0.5927 0.9923 0.595
20 30 1.0 0.5479 1.0 0.6037 1.0 0.6281 1.0 0.551 1.0 0.5906 1.0 0.5843
20 50 1.0 0.5415 1.0 0.6228 1.0 0.6092 1.0 0.6276 1.0 0.623 1.0 0.6048
20 100 1.0 0.5366 1.0 0.6259 1.0 0.6046 1.0 0.5811 1.0 0.6211 1.0 0.5939
20 200 1.0 0.5575 1.0 0.6897 1.0 0.6294 1.0 0.5979 1.0 0.5917 1.0 0.6132
TABLE XXXVI: 5-fold Cross Validation Random Forest Model Results: 3 Mins Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.7376 0.5288 0.7513 0.6547 0.7614 0.6486 0.7725 0.6215 0.7056 0.7104 0.7457 0.6328
2 30 0.7562 0.6144 0.7619 0.705 0.7946 0.6785 0.7746 0.6276 0.7407 0.6971 0.7656 0.6645
2 50 0.7583 0.5605 0.7672 0.7174 0.8091 0.6848 0.7889 0.6608 0.7547 0.6694 0.7756 0.6586
2 100 0.7769 0.5573 0.7804 0.723 0.7967 0.6842 0.7807 0.6698 0.75 0.6739 0.7769 0.6616
2 200 0.7748 0.5537 0.7725 0.714 0.7946 0.696 0.7787 0.6766 0.7547 0.6686 0.775 0.6618
5 10 0.8636 0.6011 0.8624 0.6919 0.8838 0.6843 0.8914 0.6665 0.8364 0.7094 0.8675 0.6706
5 30 0.8719 0.5734 0.9127 0.7094 0.8942 0.6792 0.8955 0.6724 0.8645 0.6349 0.8878 0.6539
5 50 0.8884 0.5812 0.9153 0.6984 0.9046 0.6663 0.9119 0.6763 0.8692 0.6543 0.8979 0.6553
5 100 0.8967 0.5573 0.9153 0.7076 0.9087 0.6704 0.9119 0.676 0.8925 0.6104 0.905 0.6444
5 200 0.8905 0.5601 0.918 0.7353 0.9087 0.6726 0.9016 0.673 0.8995 0.6433 0.9037 0.6569
10 10 0.9793 0.5475 0.9841 0.6125 0.9751 0.6233 0.9672 0.6051 0.9743 0.6814 0.976 0.614
10 30 0.9917 0.5572 0.9947 0.6579 0.9876 0.6434 0.9836 0.5986 0.9907 0.6436 0.9897 0.6201
10 50 0.9938 0.5388 0.9974 0.6913 0.9917 0.619 0.9857 0.5994 0.993 0.6434 0.9923 0.6184
10 100 0.9979 0.568 1.0 0.662 0.9938 0.6346 0.9959 0.6211 0.9907 0.613 0.9957 0.6197
10 200 0.9979 0.5731 1.0 0.6668 0.9917 0.6393 0.9918 0.6179 0.993 0.6019 0.9949 0.6198
15 10 0.9959 0.5496 0.9921 0.6664 0.9938 0.6232 0.9918 0.6118 0.993 0.5669 0.9933 0.6036
15 30 1.0 0.5631 1.0 0.6758 1.0 0.6583 0.998 0.5983 1.0 0.5962 0.9996 0.6183
15 50 1.0 0.5675 1.0 0.6514 1.0 0.6306 1.0 0.5681 1.0 0.5867 1.0 0.6008
15 100 1.0 0.5327 1.0 0.659 1.0 0.6244 1.0 0.6133 1.0 0.5637 1.0 0.5986
15 200 1.0 0.5228 1.0 0.67 1.0 0.6641 1.0 0.5832 1.0 0.5777 1.0 0.6036
20 10 0.9959 0.5235 0.9921 0.6664 0.9959 0.5614 0.9918 0.6114 0.9953 0.6038 0.9942 0.5933
20 30 1.0 0.5582 1.0 0.6508 1.0 0.6486 0.998 0.5916 1.0 0.5971 0.9996 0.6093
20 50 1.0 0.5445 1.0 0.6675 1.0 0.6295 1.0 0.5722 1.0 0.5843 1.0 0.5996
20 100 1.0 0.5118 1.0 0.6724 1.0 0.6352 1.0 0.5887 1.0 0.5758 1.0 0.5968
20 200 1.0 0.5243 1.0 0.6555 1.0 0.6341 1.0 0.5691 1.0 0.5837 1.0 0.5934
TABLE XXXVII: 5-fold Cross Validation Random Forest Model Results: 4 Mins Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
2 10 0.7211 0.6649 0.7487 0.644 0.7614 0.6475 0.752 0.6032 0.6986 0.6904 0.7364 0.65
2 30 0.7562 0.5895 0.7646 0.7 0.7863 0.6864 0.7807 0.6248 0.743 0.7144 0.7662 0.663
2 50 0.7562 0.559 0.7646 0.7099 0.7967 0.689 0.7951 0.6471 0.757 0.7008 0.7739 0.6612
2 100 0.7769 0.5594 0.7698 0.7213 0.7905 0.687 0.7807 0.6573 0.7617 0.7354 0.7759 0.6721
2 200 0.7686 0.5662 0.7778 0.7113 0.7925 0.6922 0.7725 0.677 0.7547 0.7379 0.7732 0.6769
5 10 0.8492 0.65 0.8677 0.6717 0.8797 0.6427 0.8996 0.6429 0.8364 0.6962 0.8665 0.6607
5 30 0.874 0.6008 0.9021 0.7056 0.8921 0.6625 0.9098 0.6269 0.8808 0.6526 0.8918 0.6497
5 50 0.8864 0.6052 0.9101 0.7358 0.9129 0.6881 0.9037 0.6598 0.8762 0.6175 0.8978 0.6613
5 100 0.8946 0.5861 0.918 0.7232 0.9149 0.6676 0.9139 0.6506 0.8855 0.6206 0.9054 0.6496
5 200 0.8884 0.6091 0.9206 0.7306 0.9025 0.6751 0.9057 0.6617 0.8972 0.6209 0.9029 0.6595
10 10 0.9566 0.6381 0.9762 0.6862 0.9772 0.6117 0.9816 0.5793 0.9743 0.6134 0.9732 0.6257
10 30 0.9917 0.6014 1.0 0.6584 0.9959 0.6111 0.9918 0.5951 0.986 0.6482 0.9931 0.6228
10 50 0.9979 0.5872 1.0 0.6784 0.9959 0.6225 0.9877 0.6341 0.9977 0.6481 0.9958 0.6341
10 100 0.9979 0.5908 1.0 0.6417 0.9917 0.6184 0.9898 0.6142 0.9977 0.6304 0.9954 0.6191
10 200 0.9979 0.6083 1.0 0.5964 0.9917 0.63 0.9959 0.5801 0.9953 0.6278 0.9962 0.6085
15 10 0.9938 0.6505 0.9947 0.6692 0.9959 0.5349 0.9918 0.5971 0.9977 0.6671 0.9948 0.6238
15 30 1.0 0.5683 1.0 0.6792 1.0 0.6093 1.0 0.5867 1.0 0.6358 1.0 0.6159
15 50 1.0 0.519 1.0 0.6559 1.0 0.6097 1.0 0.593 1.0 0.5695 1.0 0.5894
15 100 1.0 0.5619 1.0 0.6508 1.0 0.613 1.0 0.5823 1.0 0.5719 1.0 0.596
15 200 1.0 0.5791 1.0 0.6617 1.0 0.6248 1.0 0.5629 1.0 0.5673 1.0 0.5992
20 10 0.9979 0.5343 0.9947 0.6376 0.9979 0.5486 0.9959 0.5791 0.9977 0.6333 0.9968 0.5866
20 30 1.0 0.5622 1.0 0.66 1.0 0.6338 0.998 0.5917 1.0 0.5982 0.9996 0.6092
20 50 1.0 0.5255 1.0 0.6527 1.0 0.6534 1.0 0.5741 1.0 0.5543 1.0 0.592
20 100 1.0 0.5219 1.0 0.624 1.0 0.6094 1.0 0.5621 1.0 0.5762 1.0 0.5787
20 200 1.0 0.5556 1.0 0.6607 1.0 0.6221 1.0 0.5393 1.0 0.5713 1.0 0.5898
TABLE XXXVIII: 5-fold Cross Validation Gradient Boosting Model Results: 0 Min Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6865 0.646 0.6513 0.6566 0.6619 0.648 0.6744 0.668 0.6858 0.6442 0.672 0.6525
1 30 0.7192 0.6732 0.7015 0.6784 0.6934 0.6966 0.6927 0.6902 0.7138 0.656 0.7041 0.6789
1 50 0.7289 0.6761 0.7109 0.6878 0.7025 0.7141 0.7148 0.6991 0.7322 0.6698 0.7178 0.6894
1 100 0.739 0.678 0.7227 0.6855 0.7233 0.7193 0.7303 0.713 0.7391 0.6723 0.7309 0.6936
1 200 0.748 0.6888 0.7432 0.7032 0.7315 0.728 0.7353 0.724 0.7436 0.6925 0.7403 0.7073
2 10 0.7068 0.6656 0.7041 0.685 0.695 0.7123 0.69 0.6982 0.7035 0.6742 0.6999 0.6871
2 30 0.7321 0.6782 0.7225 0.6804 0.7091 0.7233 0.7185 0.7181 0.7357 0.6704 0.7236 0.6941
2 50 0.7528 0.6838 0.7381 0.6951 0.7287 0.7226 0.738 0.7307 0.746 0.6838 0.7407 0.7032
2 100 0.7738 0.6807 0.7725 0.695 0.7637 0.7188 0.7673 0.718 0.7674 0.691 0.769 0.7007
2 200 0.8001 0.6733 0.8136 0.6845 0.7956 0.7188 0.7987 0.6965 0.7963 0.691 0.8009 0.6928
3 10 0.7282 0.6815 0.7155 0.687 0.7087 0.7206 0.707 0.7033 0.7141 0.6927 0.7147 0.697
3 30 0.7595 0.6742 0.7608 0.6888 0.7511 0.7228 0.7518 0.7108 0.7593 0.6713 0.7565 0.6936
3 50 0.7867 0.6692 0.7833 0.6879 0.7702 0.7262 0.7791 0.6997 0.7807 0.6793 0.78 0.6925
3 100 0.826 0.6548 0.8275 0.6821 0.8135 0.7197 0.8266 0.691 0.8147 0.6773 0.8217 0.685
3 200 0.8728 0.6557 0.8658 0.6656 0.8605 0.694 0.8617 0.6826 0.86 0.6494 0.8642 0.6695
4 10 0.749 0.6802 0.7422 0.6828 0.7429 0.7265 0.7298 0.7013 0.7515 0.6742 0.7431 0.693
4 30 0.8013 0.6728 0.7951 0.6869 0.7949 0.729 0.8051 0.7084 0.7959 0.6751 0.7985 0.6944
4 50 0.8335 0.6731 0.8289 0.6816 0.8212 0.7264 0.8318 0.6882 0.8322 0.675 0.8295 0.6889
4 100 0.8776 0.6709 0.8771 0.645 0.8723 0.7043 0.8708 0.6914 0.8779 0.6375 0.8751 0.6698
4 200 0.9212 0.6427 0.9271 0.6231 0.9201 0.6844 0.9243 0.6844 0.9251 0.6127 0.9236 0.6494
5 10 0.7721 0.6853 0.7766 0.6682 0.7893 0.7228 0.7828 0.7175 0.7851 0.6753 0.7812 0.6938
5 30 0.8443 0.6864 0.8387 0.6784 0.839 0.7174 0.8391 0.6989 0.8433 0.676 0.8409 0.6914
5 50 0.8754 0.68 0.8724 0.6374 0.8718 0.7033 0.8791 0.6815 0.8744 0.6611 0.8746 0.6727
5 100 0.9178 0.6557 0.9224 0.6252 0.921 0.6769 0.924 0.6623 0.9182 0.6336 0.9207 0.6507
5 200 0.9633 0.6393 0.9652 0.6208 0.9622 0.6657 0.9652 0.6515 0.9663 0.599 0.9644 0.6353
TABLE XXXIX: 5-fold Cross Validation Gradient Boosting Model Results: 1 Min Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6877 0.645 0.6509 0.6572 0.6615 0.6479 0.6754 0.6675 0.687 0.6444 0.6725 0.6524
1 30 0.7192 0.6732 0.7019 0.6801 0.6933 0.6958 0.6941 0.69 0.7154 0.6576 0.7048 0.6793
1 50 0.7279 0.6778 0.7107 0.6874 0.703 0.7156 0.7125 0.696 0.7317 0.6688 0.7171 0.6891
1 100 0.7384 0.6779 0.7232 0.686 0.7197 0.7192 0.7304 0.7083 0.7392 0.6802 0.7302 0.6943
1 200 0.7491 0.6869 0.7442 0.7031 0.7295 0.7282 0.7334 0.7221 0.7442 0.6878 0.7401 0.7056
2 10 0.7062 0.6647 0.7041 0.6852 0.695 0.7106 0.6898 0.6978 0.7037 0.6749 0.6998 0.6866
2 30 0.7357 0.6705 0.7236 0.6926 0.713 0.7223 0.723 0.707 0.7371 0.6704 0.7265 0.6926
2 50 0.7505 0.668 0.7353 0.6921 0.7297 0.7173 0.7397 0.7141 0.7419 0.671 0.7394 0.6925
2 100 0.774 0.6725 0.7721 0.698 0.7646 0.7312 0.7664 0.7038 0.7658 0.6843 0.7686 0.698
2 200 0.8024 0.6671 0.8105 0.6776 0.7883 0.7195 0.7975 0.6932 0.7982 0.6861 0.7994 0.6887
3 10 0.7262 0.6804 0.7203 0.692 0.7066 0.7151 0.7026 0.6995 0.7224 0.6671 0.7156 0.6908
3 30 0.7535 0.6706 0.7551 0.6918 0.7518 0.7242 0.7513 0.713 0.759 0.6669 0.7541 0.6933
3 50 0.7772 0.6656 0.7827 0.6921 0.7677 0.7319 0.779 0.7245 0.7745 0.6781 0.7762 0.6984
3 100 0.8239 0.6525 0.8304 0.6768 0.814 0.7294 0.8179 0.706 0.8188 0.6852 0.821 0.69
3 200 0.8729 0.6504 0.8686 0.6578 0.8596 0.7029 0.8599 0.6902 0.8613 0.6546 0.8645 0.6712
4 10 0.7464 0.6811 0.7465 0.6719 0.7373 0.7245 0.724 0.695 0.7522 0.6661 0.7413 0.6877
4 30 0.8039 0.6875 0.7928 0.686 0.7884 0.7384 0.8009 0.7042 0.7955 0.6781 0.7963 0.6988
4 50 0.8343 0.6784 0.8307 0.6735 0.8157 0.7273 0.8294 0.698 0.8244 0.6724 0.8269 0.6899
4 100 0.8817 0.6695 0.8724 0.6518 0.8702 0.7042 0.868 0.6975 0.8704 0.6364 0.8725 0.6719
4 200 0.9186 0.6495 0.926 0.6292 0.9222 0.6921 0.9212 0.657 0.9252 0.6119 0.9226 0.648
5 10 0.7721 0.6896 0.7842 0.6514 0.7854 0.7322 0.776 0.7082 0.7697 0.6724 0.7775 0.6908
5 30 0.8362 0.6905 0.8357 0.6742 0.8406 0.7166 0.844 0.6949 0.8359 0.6701 0.8385 0.6893
5 50 0.8746 0.687 0.8691 0.6475 0.873 0.7044 0.8733 0.6858 0.8704 0.6724 0.8721 0.6794
5 100 0.9198 0.6546 0.9161 0.6059 0.9189 0.7011 0.9148 0.6659 0.9153 0.6602 0.917 0.6575
5 200 0.9618 0.6179 0.9629 0.6025 0.9632 0.6742 0.9598 0.6328 0.9639 0.6136 0.9623 0.6282
TABLE XL: 5-fold Cross Validation Gradient Boosting Model Results: 2 Mins Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6886 0.6443 0.6504 0.6575 0.6612 0.6479 0.6761 0.667 0.6876 0.6444 0.6728 0.6522
1 30 0.719 0.6734 0.7026 0.6798 0.6913 0.6921 0.6944 0.6885 0.7159 0.6575 0.7046 0.6783
1 50 0.7264 0.6767 0.7076 0.6851 0.702 0.7138 0.7137 0.6952 0.7311 0.668 0.7162 0.6877
1 100 0.7415 0.6796 0.7198 0.6862 0.7201 0.72 0.7269 0.709 0.7351 0.6695 0.7287 0.6929
1 200 0.7461 0.6857 0.7459 0.6971 0.7309 0.7322 0.736 0.7207 0.7459 0.6851 0.741 0.7042
2 10 0.7081 0.667 0.7006 0.6868 0.6949 0.7105 0.6898 0.6977 0.7036 0.675 0.6994 0.6874
2 30 0.7336 0.6791 0.7223 0.6915 0.7054 0.7196 0.7247 0.6996 0.7323 0.6665 0.7237 0.6912
2 50 0.7506 0.6734 0.7437 0.6854 0.7316 0.7257 0.735 0.7175 0.7447 0.678 0.7411 0.696
2 100 0.7718 0.6712 0.7729 0.6829 0.7575 0.7242 0.7623 0.7088 0.7659 0.6886 0.7661 0.6951
2 200 0.7994 0.663 0.8082 0.669 0.791 0.7136 0.7959 0.685 0.7935 0.6903 0.7976 0.6842
3 10 0.7217 0.6823 0.7199 0.6931 0.7102 0.7181 0.7143 0.6904 0.717 0.6729 0.7166 0.6914
3 30 0.7573 0.6739 0.7649 0.6787 0.7511 0.7228 0.7492 0.7115 0.7547 0.6681 0.7554 0.691
3 50 0.784 0.6776 0.7851 0.6831 0.7698 0.7246 0.7748 0.7068 0.7693 0.6816 0.7766 0.6947
3 100 0.8236 0.6647 0.8243 0.671 0.814 0.718 0.8173 0.6876 0.8152 0.667 0.8188 0.6817
3 200 0.8709 0.6607 0.869 0.6558 0.8616 0.7048 0.8573 0.6743 0.8643 0.6558 0.8646 0.6703
4 10 0.7483 0.6644 0.7393 0.677 0.742 0.7216 0.7381 0.6976 0.7495 0.6703 0.7434 0.6862
4 30 0.7871 0.6823 0.7961 0.691 0.7906 0.7218 0.7946 0.7147 0.8004 0.6843 0.7938 0.6988
4 50 0.8274 0.6831 0.8318 0.668 0.8178 0.71 0.8274 0.6869 0.8214 0.672 0.8251 0.684
4 100 0.8833 0.6756 0.8763 0.6486 0.8732 0.7088 0.8679 0.662 0.8746 0.6502 0.8751 0.669
4 200 0.9221 0.6475 0.9261 0.6081 0.918 0.696 0.916 0.6487 0.9227 0.6104 0.921 0.6421
5 10 0.773 0.6934 0.7741 0.6574 0.7757 0.7352 0.7772 0.7041 0.7796 0.6746 0.7759 0.6929
5 30 0.8412 0.6858 0.8335 0.6722 0.8432 0.7081 0.8447 0.6972 0.8381 0.6748 0.8401 0.6876
5 50 0.8751 0.6698 0.8681 0.663 0.8704 0.6953 0.8769 0.6813 0.8705 0.657 0.8722 0.6733
5 100 0.9219 0.6642 0.9206 0.6312 0.9171 0.6789 0.9127 0.6631 0.9234 0.6313 0.9191 0.6537
5 200 0.9619 0.6325 0.9625 0.6151 0.9613 0.6611 0.9583 0.6414 0.9646 0.6029 0.9617 0.6306
TABLE XLI: 5-fold Cross Validation Gradient Boosting Model Results: 3 Mins Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6901 0.6433 0.6818 0.6601 0.6608 0.6477 0.6775 0.6667 0.6885 0.6449 0.6797 0.6525
1 30 0.7186 0.6733 0.7026 0.6805 0.6916 0.6911 0.6948 0.6874 0.7161 0.6563 0.7047 0.6777
1 50 0.7243 0.6774 0.7078 0.6853 0.7024 0.71 0.7171 0.6956 0.7163 0.6585 0.7136 0.6853
1 100 0.7396 0.6781 0.7198 0.6858 0.7207 0.7171 0.7284 0.7052 0.7389 0.6699 0.7295 0.6912
1 200 0.7409 0.6818 0.7452 0.6965 0.7298 0.7288 0.7345 0.7204 0.7465 0.6815 0.7394 0.7018
2 10 0.7163 0.6721 0.7007 0.6871 0.6952 0.711 0.6903 0.6974 0.7143 0.6802 0.7033 0.6896
2 30 0.7266 0.6823 0.7208 0.6907 0.7058 0.7193 0.7244 0.7133 0.7319 0.6666 0.7219 0.6944
2 50 0.7449 0.6747 0.7427 0.6906 0.7329 0.7188 0.7316 0.717 0.7408 0.6676 0.7386 0.6937
2 100 0.7687 0.6715 0.7708 0.6875 0.7556 0.7195 0.7603 0.7139 0.764 0.6884 0.7639 0.6962
2 200 0.8044 0.6657 0.8071 0.6686 0.7895 0.695 0.7977 0.6874 0.7928 0.6864 0.7983 0.6806
3 10 0.7145 0.6741 0.7188 0.6909 0.7039 0.7176 0.7131 0.6885 0.7107 0.6665 0.7122 0.6875
3 30 0.7537 0.6719 0.7548 0.6913 0.7453 0.7299 0.7455 0.7045 0.7578 0.6719 0.7514 0.6939
3 50 0.7774 0.6742 0.7787 0.6851 0.7663 0.7246 0.7738 0.6961 0.7792 0.6831 0.7751 0.6926
3 100 0.8239 0.6708 0.8232 0.6706 0.8173 0.714 0.813 0.6835 0.808 0.6708 0.8171 0.6819
3 200 0.8699 0.664 0.8722 0.6392 0.8641 0.7062 0.8558 0.665 0.8608 0.6567 0.8646 0.6662
4 10 0.747 0.668 0.7431 0.667 0.7412 0.7212 0.7342 0.6849 0.7469 0.6663 0.7425 0.6815
4 30 0.7933 0.6701 0.8003 0.6902 0.7928 0.7322 0.7975 0.7 0.783 0.6705 0.7934 0.6926
4 50 0.8247 0.6735 0.831 0.6828 0.823 0.7153 0.8284 0.6856 0.8197 0.6779 0.8254 0.687
4 100 0.8763 0.674 0.882 0.6481 0.8694 0.6936 0.8695 0.6853 0.8641 0.652 0.8723 0.6706
4 200 0.9203 0.652 0.9231 0.6263 0.92 0.6855 0.9156 0.674 0.918 0.6295 0.9194 0.6535
5 10 0.774 0.684 0.7735 0.654 0.7782 0.7313 0.7731 0.7081 0.7845 0.6607 0.7767 0.6876
5 30 0.8413 0.6812 0.8364 0.6702 0.8398 0.7239 0.8387 0.6829 0.8383 0.6709 0.8389 0.6858
5 50 0.8729 0.6713 0.872 0.6417 0.8731 0.7156 0.8742 0.6917 0.8675 0.6512 0.872 0.6743
5 100 0.9188 0.6378 0.9165 0.622 0.9171 0.6779 0.9127 0.6655 0.9161 0.625 0.9162 0.6456
5 200 0.9598 0.6361 0.9625 0.6058 0.9598 0.6665 0.9597 0.6415 0.9622 0.5895 0.9608 0.6279
TABLE XLII: 5-fold Cross Validation Gradient Boosting Model Results: 4 Mins Before Eating
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6912 0.644 0.6792 0.6569 0.6605 0.6477 0.679 0.6662 0.6896 0.6453 0.6799 0.652
1 30 0.7168 0.6724 0.703 0.6804 0.6914 0.6905 0.6942 0.687 0.7165 0.6566 0.7044 0.6774
1 50 0.7264 0.6617 0.7109 0.685 0.7004 0.7075 0.7142 0.6918 0.7284 0.6649 0.7161 0.6822
1 100 0.7355 0.6767 0.7204 0.6853 0.7167 0.7161 0.7266 0.7035 0.7373 0.6801 0.7273 0.6923
1 200 0.7392 0.6814 0.745 0.6955 0.7289 0.7287 0.7322 0.7173 0.7446 0.6804 0.738 0.7007
2 10 0.7166 0.6714 0.701 0.6873 0.697 0.7115 0.6957 0.6983 0.7039 0.6767 0.7028 0.689
2 30 0.737 0.6647 0.7176 0.6901 0.7051 0.719 0.7193 0.7019 0.7316 0.6613 0.7221 0.6874
2 50 0.7454 0.6725 0.7378 0.6885 0.7287 0.7187 0.7347 0.7148 0.744 0.6661 0.7382 0.6921
2 100 0.7659 0.662 0.7688 0.6861 0.7556 0.718 0.7589 0.7239 0.7658 0.6897 0.763 0.6959
2 200 0.7995 0.661 0.8049 0.6726 0.791 0.7051 0.7953 0.6955 0.7911 0.6858 0.7964 0.684
3 10 0.7147 0.6727 0.7184 0.6945 0.7031 0.7175 0.7114 0.6835 0.7167 0.6602 0.7129 0.6857
3 30 0.7534 0.6669 0.7598 0.6904 0.7459 0.7274 0.7507 0.7055 0.7547 0.6741 0.7529 0.6929
3 50 0.7775 0.6742 0.7828 0.6893 0.7685 0.7321 0.7717 0.6972 0.7721 0.682 0.7745 0.695
3 100 0.8228 0.6648 0.8183 0.6754 0.8091 0.7097 0.814 0.7005 0.8137 0.689 0.8156 0.6879
3 200 0.8668 0.6641 0.8694 0.6349 0.8569 0.708 0.8567 0.6834 0.8624 0.6589 0.8625 0.6698
4 10 0.7443 0.67 0.7396 0.669 0.7416 0.7172 0.7296 0.6965 0.7409 0.671 0.7392 0.6847
4 30 0.7914 0.6814 0.8003 0.6747 0.7931 0.7172 0.7947 0.6931 0.7951 0.6813 0.7949 0.6895
4 50 0.8284 0.6819 0.8234 0.6802 0.8183 0.7095 0.8284 0.683 0.8231 0.6785 0.8243 0.6866
4 100 0.8736 0.6726 0.8678 0.6632 0.8695 0.6809 0.8713 0.6819 0.8675 0.6506 0.87 0.6698
4 200 0.9225 0.6548 0.9193 0.6392 0.9172 0.6714 0.9169 0.6581 0.9163 0.6297 0.9184 0.6506
5 10 0.7837 0.6763 0.7766 0.6711 0.7843 0.7199 0.7728 0.6962 0.7736 0.6712 0.7782 0.6869
5 30 0.8415 0.6857 0.8344 0.6597 0.8364 0.723 0.8417 0.6891 0.8385 0.6703 0.8385 0.6855
5 50 0.8754 0.6622 0.865 0.6478 0.8733 0.7152 0.8696 0.6901 0.8675 0.6646 0.8702 0.676
5 100 0.9173 0.6526 0.9166 0.6237 0.9148 0.6867 0.915 0.6892 0.9086 0.6334 0.9145 0.6571
5 200 0.9578 0.6359 0.9614 0.6204 0.9589 0.66 0.9569 0.6551 0.9606 0.6106 0.9591 0.6364
TABLE XLIII: 5-fold Cross Validation Gradient Boosting Model Results: 0 Min Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6818 0.5999 0.6984 0.6709 0.6909 0.6474 0.7029 0.6241 0.7243 0.6466 0.6997 0.6378
1 30 0.7376 0.5819 0.7487 0.7198 0.7822 0.6863 0.7541 0.6611 0.7453 0.6601 0.7536 0.6618
1 50 0.7624 0.6253 0.7725 0.7249 0.7905 0.6281 0.7602 0.6747 0.764 0.6766 0.7699 0.6659
1 100 0.7955 0.571 0.7989 0.736 0.8237 0.6028 0.8074 0.6702 0.7944 0.6692 0.804 0.6498
1 200 0.8306 0.5739 0.8492 0.7493 0.8506 0.5818 0.8504 0.6801 0.8364 0.6612 0.8435 0.6493
2 10 0.75 0.6747 0.7831 0.7093 0.7676 0.6912 0.7848 0.7011 0.7407 0.7119 0.7652 0.6977
2 30 0.8285 0.6291 0.8254 0.7312 0.8299 0.6631 0.8402 0.6584 0.8131 0.6732 0.8274 0.671
2 50 0.8616 0.6122 0.8571 0.7432 0.8651 0.66 0.8627 0.6533 0.8481 0.6987 0.8589 0.6735
2 100 0.905 0.6065 0.9259 0.7208 0.9212 0.6495 0.9242 0.6482 0.9019 0.6437 0.9156 0.6537
2 200 0.9587 0.59 0.9894 0.6713 0.9585 0.6247 0.9672 0.6668 0.965 0.667 0.9678 0.644
3 10 0.812 0.5712 0.828 0.7252 0.8423 0.6669 0.8381 0.6799 0.8154 0.6621 0.8272 0.661
3 30 0.8719 0.5628 0.8995 0.7135 0.8963 0.6267 0.916 0.6354 0.8855 0.6817 0.8938 0.644
3 50 0.9132 0.5527 0.9392 0.7259 0.9295 0.5906 0.9426 0.59 0.9393 0.6561 0.9327 0.6231
3 100 0.9711 0.5747 0.9947 0.6984 0.9917 0.5787 0.9734 0.6152 0.979 0.6742 0.982 0.6283
3 200 1.0 0.5708 1.0 0.6649 1.0 0.6203 1.0 0.6361 0.9977 0.6557 0.9995 0.6296
4 10 0.8347 0.5755 0.8757 0.7086 0.8817 0.6814 0.8893 0.6727 0.9182 0.6574 0.8799 0.6591
4 30 0.9112 0.5368 0.9497 0.6736 0.9378 0.6098 0.9406 0.6148 0.9626 0.6267 0.9404 0.6123
4 50 0.9649 0.5898 0.9894 0.67 0.973 0.5925 0.9693 0.6055 0.9836 0.6191 0.976 0.6154
4 100 1.0 0.6036 1.0 0.6449 1.0 0.6059 0.998 0.5938 0.9977 0.5852 0.9991 0.6067
4 200 1.0 0.6023 1.0 0.6652 1.0 0.608 1.0 0.5955 1.0 0.625 1.0 0.6192
5 10 0.9112 0.5573 0.9074 0.6986 0.8942 0.6697 0.918 0.6682 0.9416 0.6344 0.9145 0.6457
5 30 0.9793 0.5685 0.9815 0.6836 0.9793 0.6445 0.9836 0.6355 0.9836 0.6203 0.9815 0.6305
5 50 0.9959 0.529 1.0 0.6892 1.0 0.6077 0.998 0.6084 0.9977 0.6167 0.9983 0.6102
5 100 1.0 0.5437 1.0 0.6848 1.0 0.5881 1.0 0.6074 1.0 0.6163 1.0 0.6081
5 200 1.0 0.5797 1.0 0.6513 1.0 0.6131 1.0 0.5898 1.0 0.6183 1.0 0.6104
TABLE XLIV: 5-fold Cross Validation Gradient Boosting Model Results: 1 Min Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6798 0.5937 0.6984 0.6705 0.6909 0.6474 0.7213 0.6972 0.6799 0.6558 0.6941 0.6529
1 30 0.7335 0.6036 0.7513 0.7198 0.7718 0.6785 0.752 0.6623 0.743 0.6608 0.7503 0.665
1 50 0.7583 0.6244 0.7513 0.728 0.7884 0.6636 0.7643 0.6656 0.7547 0.6967 0.7634 0.6757
1 100 0.7893 0.5754 0.8122 0.7147 0.8216 0.6168 0.8135 0.6192 0.7874 0.6872 0.8048 0.6427
1 200 0.8326 0.5704 0.8413 0.7331 0.8506 0.599 0.8422 0.6436 0.8294 0.6317 0.8392 0.6356
2 10 0.7583 0.7206 0.7751 0.717 0.7759 0.6891 0.7889 0.7093 0.75 0.7321 0.7697 0.7136
2 30 0.812 0.6099 0.8307 0.7082 0.834 0.6765 0.8381 0.6394 0.8154 0.677 0.826 0.6622
2 50 0.8512 0.5762 0.8783 0.7311 0.8527 0.6322 0.8791 0.6285 0.8575 0.6603 0.8638 0.6456
2 100 0.9008 0.6113 0.9206 0.7226 0.9129 0.6283 0.9139 0.58 0.9112 0.6384 0.9119 0.6361
2 200 0.9607 0.5938 0.9894 0.6955 0.9585 0.5937 0.959 0.6085 0.9766 0.5984 0.9689 0.618
3 10 0.812 0.6469 0.8122 0.6946 0.832 0.6702 0.832 0.6917 0.8131 0.71 0.8202 0.6827
3 30 0.8864 0.5812 0.8862 0.6656 0.9004 0.6586 0.8955 0.6888 0.8925 0.679 0.8922 0.6546
3 50 0.9091 0.5911 0.9312 0.6592 0.9378 0.6243 0.9303 0.6786 0.9393 0.6614 0.9295 0.6429
3 100 0.9731 0.6133 0.9894 0.65 0.9751 0.6112 0.9713 0.6187 0.9813 0.6591 0.9781 0.6304
3 200 1.0 0.5937 1.0 0.6337 1.0 0.6177 1.0 0.6485 0.9977 0.6283 0.9995 0.6244
4 10 0.8616 0.5462 0.8704 0.7024 0.8672 0.7166 0.8873 0.6981 0.8832 0.6659 0.8739 0.6658
4 30 0.936 0.5425 0.955 0.6989 0.9419 0.7054 0.9406 0.6194 0.9533 0.624 0.9453 0.638
4 50 0.9628 0.6109 0.9841 0.6759 0.9855 0.6348 0.9816 0.6033 0.9836 0.6424 0.9795 0.6335
4 100 1.0 0.5989 1.0 0.7122 1.0 0.588 1.0 0.6103 0.9977 0.6369 0.9995 0.6293
4 200 1.0 0.5883 1.0 0.6693 1.0 0.5971 1.0 0.631 1.0 0.6304 1.0 0.6232
5 10 0.8905 0.5857 0.8968 0.7066 0.89 0.6677 0.9221 0.6679 0.9369 0.6517 0.9073 0.6559
5 30 0.9793 0.5945 0.9921 0.626 0.973 0.6614 0.9836 0.6098 0.993 0.6352 0.9842 0.6254
5 50 1.0 0.5805 1.0 0.6172 0.9979 0.6806 1.0 0.61 1.0 0.6442 0.9996 0.6265
5 100 1.0 0.5832 1.0 0.6249 1.0 0.6087 1.0 0.6157 1.0 0.599 1.0 0.6063
5 200 1.0 0.5786 1.0 0.6169 1.0 0.6279 1.0 0.6339 1.0 0.5964 1.0 0.6107
TABLE XLV: 5-fold Cross Validation Gradient Boosting Model Results: 2 Mins Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6467 0.6599 0.6984 0.6705 0.6909 0.6471 0.7234 0.6965 0.7126 0.6165 0.6944 0.6581
1 30 0.7376 0.5933 0.746 0.7232 0.778 0.6809 0.7541 0.7019 0.75 0.6566 0.7531 0.6712
1 50 0.7521 0.6193 0.7566 0.7252 0.7842 0.6619 0.7664 0.6936 0.7617 0.6851 0.7642 0.677
1 100 0.7934 0.5637 0.8175 0.7358 0.8174 0.6202 0.8053 0.6709 0.7804 0.6672 0.8028 0.6516
1 200 0.8202 0.5778 0.8413 0.7437 0.8548 0.6928 0.8463 0.6677 0.8294 0.6516 0.8384 0.6667
2 10 0.75 0.6369 0.7751 0.7169 0.7635 0.6814 0.7869 0.7029 0.7523 0.714 0.7656 0.6904
2 30 0.8099 0.6154 0.828 0.7414 0.8361 0.6608 0.8402 0.6883 0.8107 0.6734 0.825 0.6759
2 50 0.845 0.6186 0.8757 0.7337 0.8693 0.6854 0.8648 0.6987 0.8294 0.6777 0.8568 0.6828
2 100 0.9029 0.6215 0.9365 0.7238 0.9087 0.6698 0.916 0.6255 0.9206 0.6466 0.9169 0.6575
2 200 0.9711 0.6148 0.9868 0.6871 0.9627 0.6172 0.9734 0.6909 0.9696 0.6055 0.9727 0.6431
3 10 0.7851 0.6512 0.8095 0.7318 0.8237 0.6748 0.8422 0.6814 0.8435 0.658 0.8208 0.6794
3 30 0.8967 0.6135 0.8942 0.7017 0.8983 0.629 0.9037 0.6745 0.9019 0.6609 0.899 0.6559
3 50 0.9194 0.5915 0.9418 0.7051 0.9315 0.6443 0.9262 0.669 0.9509 0.6529 0.934 0.6526
3 100 0.9814 0.6272 0.9974 0.6853 0.973 0.5967 0.9816 0.6173 0.9836 0.6438 0.9834 0.634
3 200 1.0 0.6191 1.0 0.6573 1.0 0.603 1.0 0.679 1.0 0.6074 1.0 0.6332
4 10 0.8512 0.5649 0.8651 0.7177 0.8817 0.7299 0.875 0.7019 0.8902 0.6483 0.8726 0.6725
4 30 0.9318 0.5557 0.9524 0.7357 0.9357 0.6996 0.9529 0.6233 0.9603 0.6877 0.9466 0.6604
4 50 0.9669 0.5701 0.9894 0.6982 0.971 0.6389 0.9836 0.6231 0.9813 0.66 0.9784 0.6381
4 100 1.0 0.61 1.0 0.6551 1.0 0.6119 1.0 0.6015 0.9977 0.6268 0.9995 0.6211
4 200 1.0 0.6168 1.0 0.6637 1.0 0.642 1.0 0.6332 1.0 0.6135 1.0 0.6338
5 10 0.8802 0.5689 0.9048 0.6744 0.9066 0.6909 0.9098 0.6941 0.9463 0.6428 0.9095 0.6542
5 30 0.9793 0.5387 0.9815 0.5876 0.971 0.6608 0.9836 0.6678 0.993 0.6574 0.9817 0.6225
5 50 0.9979 0.6 1.0 0.5788 0.9938 0.6655 1.0 0.656 0.9977 0.6502 0.9979 0.6301
5 100 1.0 0.5919 1.0 0.6036 1.0 0.639 1.0 0.6193 1.0 0.6268 1.0 0.6161
5 200 1.0 0.602 1.0 0.594 1.0 0.6431 1.0 0.6637 1.0 0.5879 1.0 0.6181
TABLE XLVI: 5-fold Cross Validation Gradient Boosting Model Results: 3 Mins Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6446 0.6622 0.6984 0.6702 0.6909 0.6471 0.7213 0.6987 0.7103 0.6043 0.6931 0.6565
1 30 0.7355 0.5921 0.7513 0.7198 0.7759 0.6812 0.7439 0.6813 0.7453 0.6505 0.7504 0.665
1 50 0.7583 0.618 0.7566 0.7272 0.7884 0.6704 0.752 0.6884 0.7617 0.6643 0.7634 0.6737
1 100 0.7975 0.5735 0.8016 0.7007 0.8091 0.5985 0.7951 0.6787 0.778 0.674 0.7963 0.6451
1 200 0.8182 0.5795 0.8492 0.7382 0.8423 0.6746 0.8504 0.6548 0.8224 0.5972 0.8365 0.6489
2 10 0.7603 0.6855 0.7751 0.7121 0.7656 0.6793 0.7664 0.7095 0.736 0.6918 0.7607 0.6956
2 30 0.8182 0.6145 0.8333 0.7033 0.8195 0.6564 0.8422 0.6797 0.8084 0.6513 0.8243 0.661
2 50 0.8595 0.6232 0.8571 0.7067 0.8734 0.6289 0.875 0.6616 0.8481 0.6188 0.8626 0.6479
2 100 0.9091 0.6212 0.9286 0.6813 0.9191 0.6501 0.9303 0.6383 0.9019 0.5814 0.9178 0.6345
2 200 0.9669 0.6231 0.9894 0.6827 0.9668 0.6365 0.9734 0.6391 0.9673 0.5764 0.9728 0.6316
3 10 0.8244 0.627 0.8175 0.7219 0.8237 0.6263 0.8443 0.6865 0.8341 0.6407 0.8288 0.6605
3 30 0.8884 0.5961 0.8889 0.6597 0.8983 0.6363 0.8996 0.6605 0.8949 0.6098 0.894 0.6325
3 50 0.9277 0.6165 0.9339 0.6485 0.9357 0.5968 0.9344 0.6662 0.9322 0.5954 0.9328 0.6247
3 100 0.9773 0.6065 0.9815 0.6215 0.9813 0.6197 0.9836 0.6192 0.9836 0.6023 0.9815 0.6138
3 200 1.0 0.5616 1.0 0.6155 1.0 0.6006 1.0 0.6548 1.0 0.5418 1.0 0.5949
4 10 0.8533 0.5755 0.8598 0.69 0.8755 0.6514 0.8791 0.693 0.8808 0.6335 0.8697 0.6487
4 30 0.9421 0.5879 0.955 0.7026 0.9357 0.6485 0.9467 0.6159 0.9579 0.6211 0.9475 0.6352
4 50 0.969 0.5912 0.9921 0.64 0.9813 0.6341 0.9836 0.6077 0.9813 0.6058 0.9815 0.6158
4 100 1.0 0.5456 1.0 0.6245 0.9959 0.6416 1.0 0.6358 1.0 0.6189 0.9992 0.6133
4 200 1.0 0.5438 1.0 0.6185 1.0 0.6159 1.0 0.643 1.0 0.6153 1.0 0.6073
5 10 0.907 0.512 0.9101 0.6497 0.9004 0.6436 0.9201 0.6881 0.9206 0.6272 0.9116 0.6241
5 30 0.9897 0.563 0.9788 0.604 0.971 0.6112 0.9857 0.6009 0.986 0.5855 0.9822 0.5929
5 50 1.0 0.5948 1.0 0.5798 1.0 0.6052 1.0 0.5943 0.9977 0.5817 0.9995 0.5912
5 100 1.0 0.5793 1.0 0.5913 1.0 0.6232 1.0 0.6085 1.0 0.5673 1.0 0.5939
5 200 1.0 0.5546 1.0 0.6195 1.0 0.6069 1.0 0.6066 1.0 0.5708 1.0 0.5917
TABLE XLVII: 5-fold Cross Validation Gradient Boosting Model Results: 4 Mins Before Food Purchasing
Tree Depth Num. Tree fold1 fold2 fold3 fold4 fold5 averageTrain Valid. Train Valid. Train Valid. Train Valid. Train Valid. Train Valid.
1 10 0.6364 0.6539 0.6984 0.6702 0.6909 0.6467 0.7193 0.7091 0.6799 0.6272 0.685 0.6614
1 30 0.7231 0.6589 0.746 0.7233 0.778 0.6792 0.7418 0.7052 0.743 0.6474 0.7464 0.6828
1 50 0.7479 0.6174 0.746 0.7286 0.7905 0.6975 0.748 0.7053 0.757 0.6467 0.7579 0.6791
1 100 0.7975 0.609 0.8069 0.6988 0.8133 0.6425 0.7889 0.6599 0.785 0.6597 0.7983 0.654
1 200 0.8244 0.5824 0.8492 0.7417 0.8423 0.6592 0.8443 0.6668 0.8294 0.6089 0.8379 0.6518
2 10 0.75 0.6823 0.7646 0.7145 0.7656 0.6789 0.7643 0.7124 0.743 0.6838 0.7575 0.6944
2 30 0.8079 0.6102 0.836 0.7107 0.8154 0.6494 0.8422 0.6843 0.8154 0.6443 0.8234 0.6598
2 50 0.8595 0.5932 0.8757 0.6907 0.8734 0.6286 0.873 0.6379 0.8481 0.6304 0.8659 0.6362
2 100 0.9153 0.5566 0.9286 0.6827 0.9149 0.6483 0.9201 0.6048 0.9065 0.5883 0.9171 0.6161
2 200 0.969 0.5689 0.9921 0.6559 0.9689 0.6425 0.9631 0.6018 0.9673 0.5713 0.9721 0.6081
3 10 0.8099 0.5836 0.8016 0.7242 0.8299 0.6456 0.8381 0.6901 0.8271 0.6374 0.8213 0.6562
3 30 0.8967 0.5948 0.8942 0.7141 0.9025 0.67 0.8975 0.6879 0.8738 0.6386 0.8929 0.6611
3 50 0.9318 0.582 0.955 0.6885 0.9295 0.6154 0.9283 0.6808 0.9369 0.6171 0.9363 0.6367
3 100 0.9814 0.5256 0.9894 0.6584 0.9772 0.6311 0.9693 0.6619 0.979 0.6173 0.9792 0.6188
3 200 1.0 0.5565 1.0 0.6382 1.0 0.5779 1.0 0.6454 1.0 0.5713 1.0 0.5979
4 10 0.8554 0.5614 0.8704 0.718 0.8651 0.6374 0.873 0.674 0.8808 0.6476 0.8689 0.6477
4 30 0.9483 0.5549 0.9577 0.6811 0.944 0.6215 0.9406 0.6017 0.9533 0.6463 0.9488 0.6211
4 50 0.9773 0.5834 0.9894 0.6655 0.9834 0.6319 0.9795 0.5715 0.9813 0.6241 0.9822 0.6153
4 100 1.0 0.5566 1.0 0.6304 0.9979 0.602 1.0 0.5951 0.9977 0.6185 0.9991 0.6005
4 200 1.0 0.5549 1.0 0.6421 1.0 0.5924 1.0 0.6349 1.0 0.5876 1.0 0.6024
5 10 0.8967 0.56 0.9153 0.6772 0.9004 0.6314 0.9098 0.661 0.9229 0.6401 0.909 0.634
5 30 0.9876 0.5808 0.9894 0.6176 0.9689 0.6191 0.9734 0.6462 0.9836 0.6514 0.9806 0.623
5 50 1.0 0.5355 1.0 0.6301 0.9959 0.6054 0.998 0.6236 0.9977 0.6131 0.9983 0.6016
5 100 1.0 0.5283 1.0 0.6651 1.0 0.6492 1.0 0.607 1.0 0.575 1.0 0.6049
5 200 1.0 0.548 1.0 0.6622 1.0 0.636 1.0 0.6399 1.0 0.574 1.0 0.612
