age of trials in which the comparison frequency f 2 was called higher than the base f 1 , as a function of f 2 . For this, only trials in which f 1 ϭ 20 Hz were used. Examples of psychometric curves are shown in Figures 2C and 2F. Points near 0% or 100%, where f 1 and f 2 are very different, correspond to easy discriminations, whereas points near 50%, where f 1 and f 2 are very similar, correspond to difficult discriminations. The discrimination threshold is inversely proportional to the maximum steepness of the fitted curve (see Experimental Procedures).
Next, we computed a neurometric function for each neuron using methods from signal detection theory ( ). In our case, the observer applied the following rule: if the number of spikes evoked during f 2 is higher than during f 1 , then the answer should be f 2 Ͼ f 1 ; otherwise, f 2 Ͻ f 1 . Using this rule, the observer's responses may be graphed in the same way as the monkey's. Thus, one may compare neuronal and psychophysical performance in the same sets of trials. Figure 2C shows an example. In this case, the neuron's performance was considerably worse than the animal's, as quantified by the discrimination thresholds: the criteria for selecting the neurons were the same. This means that the ideal observer performs significantly worse when solving the discrimination task based on the neurons (57%), the firing rate increased with increasing S2 responses than when he listens to the S1 responses. f 1 and f 2 , while in the other 43 (43%) the rate decreased Hence, there is a loss of information from S1 to S2, with increasing f 1 and f 2 . Examples of these responses consistent with previous analyses (Salinas et al., 2000 . Continuous curves are sigmoidal fits ( 2 , p Ͻ 0.001) to the data points for 11 pairs of stimulus frequencies in which f 1 was fixed at 20 Hz. y axis is equivalent to the probability that f 2 is judged higher than f 1 . Gray line is psychometric function (subject's performance); black line is neurometric function (ideal observer's performance 
This expression determines the best strategy for the observer.
To compare different strategies, first suppose the variabilities are equal, so ϩ ϭ Ϫ ; this does not alter the original responses have identical slopes (s Ϫ ϭ s ϩ ), the optimal strategy is to add them (C opt ϭ 1), such that erating both types of responses should have some func-
tional advantage, and it would be surprising if this secondary sensory representation were notoriously less efficient than the primary one.
But if the slopes have opposite signs (s Ϫ ϭ Ϫs ϩ ), the On the other hand, the apparent loss of information optimal strategy is to subtract (C opt ϭ Ϫ1), such that arises when neurons are analyzed one at a time. This loss could be compensated by population mechanisms 46.3 Ϯ 11.8, and Ϫ ϭ 6.7 Ϯ 2.1, with all rates in spikes/s assume that r ϩ and r Ϫ are correlated, as measured by and frequencies in Hz. The greatest departure from the their linear correlation coefficient . Now suppose an theoretical model considered above is that the deviaobserver tries to solve the discrimination task by comtions ϩ and Ϫ had a weak dependence on stimulus bining r ϩ and r Ϫ linearly in each trial. That is, he computes frequency. However, using multiplicative rather than additive noise in Equations 1-2 leads essentially to the R ϭ Ar ϩ ϩ Br Ϫ , Table 1 . Regardless of the criteria for selecting the pairs, the means of all three correlation types, ϩϩ , ϪϪ , When positive correlations are present, the capacity to subtract pairs of neuronal responses is also advantaand ϩϪ , were always positive, which is the key for the analysis presented here. Based on the mean numbers geous for combining units with a wide range of sensitivities; here we mean that C may be negative, although from the 99 linearly tuned neurons, optimal discrimination occurs when C opt ϭ Ϫ0.93, although practically the not necessarily equal to Ϫ1. For instance, consider an extreme case: one neuron with a positive slope and same threshold is obtained with a one-to-one subtraction (C ϭ Ϫ1).
another with zero slope that is nevertheless correlated with the first one. By itself, the second neuron is useless Figure 4 illustrates the effect of subtraction on two for discrimination because the average rate does not neurons recorded simultaneously. One unit had a posivary with frequency. However, subtracting the second tive slope: its rate increased with increasing stimulus response from the first one has a beneficial effect: the frequency ( Figure 4A ). The other unit had a negative common noise is eliminated (assuming equal variabilslope ( Figure 4C ). Their firing rates had a linear correlaities, C opt ϭ Ϫ, and DT decreases by a factor of tion coefficient of Ϫ0.07 (not significant). quencies. As expected, the resulting mean discrimination threshold became larger ( Figure 5B ; p Ͻ 0.01, onetailed permutation test for paired samples; Siegel and Castellan, 1988) . This is a key result, because it confirms that positive correlations may have a favorable effect on discrimination performance.
The Linearity Assumption
A critical question here is how optimal is the linear operation itself; that is, maybe there is a nonlinear function of r ϩ and r Ϫ that is much more efficient as a discrimination signal than R in Equation 3. This, however, is not the case. We computed the mutual information, as defined by Shannon ( We then repeated the procedure using only the 18 neurons typically have positive correlations, and thus their proper combination produces a signal that is actupairs of neurons that were recorded simultaneously and had slopes with opposite signs (Figure 5A ). In this case, ally better than would be obtained in the absence of these correlations. Here we only considered pairs of the average threshold ratio was also close to 1. Finally, threshold ratios were calculated for the same 18 pairs neurons, but in general, if there are two populations of oppositely tuned neurons whose responses are subbut with the correlations removed. This was done by randomly shuffling trials with identical stimulation fretracted, positive correlations across types offset, at least in part, the loss in accuracy caused by positive intrinsically better in a pair of neurons with opposite correlations within types (see Experimental Proceslopes as compared to a pair of neurons with similar dures). The subtraction of responses with opposite slopes. Both have to be combined properly-by subslopes is beneficial not only because it enhances the traction and addition, respectively-to generate a signal signal, which the addition of responses with similar that is useful for discrimination. However, we found that slopes can do as well, but also because it reduces posithe responses of oppositely tuned neurons are, on avertively correlated noise, which addition cannot do. Thus, age, positively correlated, and this gives a distinct adit works much like common-noise rejection in differential vantage to the subtraction scheme; using this strategy, amplifiers used in electronic circuits. All this suggests that discrimination performance becomes more accurate. In a subtraction must take place downstream from S2. this condition, correlations become beneficial. Also, The activity observed during later stages of the disthere is evidence suggesting that a subtraction is indeed crimination process is consistent with this idea. This is carried out during the task. Exactly how this happens is based on two observations. First, note that we have still an open question that may be key for understanding focused on the subtraction of two different response how sensory and motor processes interact during tactile types, but recall that the ideal observer takes into acdiscrimination. count both stimulation periods, so his optimal response The actual response of the ideal observer depends on the differAverage correlation values computed from responses during the ence R(f 2 ) Ϫ R(f 1 ). When C ϭ Ϫ1, this quantity is (s ϩ Ϫ s Ϫ )(f 2 Ϫ f 1 ) ϩ first or second stimulation periods were virtually the same. To verify ⑀, where ⑀ is the total Gaussian noise, and can be decomposed as that these correlations were not due to slow changes in motivation the difference between s ϩ (f 2 Ϫ f 1 ) ϩ b ϩ ⑀ 1 and s Ϫ (f 2 Ϫ f 1 ) ϩ b ϩ ⑀ 2 , or awareness, we computed a second correlation coefficient for where b is an arbitrary constant. When s ϩ is positive and s Ϫ is which the standardized scores were further renormalized in blocks negative, these two quantities correspond to the firing rates of "difof 10 trials (Zohary et al., 1994) . This procedure removes correlations ferential" neurons preferring the conditions f 2 Ͼ f 1 and f 2 Ͻ f 1 , respecarising from slow drift in overall responsiveness but has little effect tively. Thus, for C ϭ Ϫ1, the response of the ideal observer is equivaon the single-trial cofluctuations. Average correlation values calculent to the subtraction or comparison between these two differential lated using this method were statistically indistinguishable (permusignals. tation test p Ͼ 0.08) from the original ones, which are reported.
The response R above is based on two neurons, one of each type (ϩ or Ϫ). With more neurons of each type, the correlations between same-type units need to be taken into account. Consider two groups Neurometric Curves of N neurons each, with units of the same type having identical We calculated the probability with which, based on the responses slopes and variances. In that case, of an S2 neuron, an ideal observer would determine correctly whether f 2 Ͼ f 1 . This was done for each combination of f 2 and f 1 .
The following simple rule, applied in each trial, provides an optimal comparison (Green and Swets, 1966; Dayan and Abbott, 2001): if the number of spikes evoked during f 2 is higher than the number Note that when C ϭ Ϫ1, the term with ϩϪ counteracts the effect evoked during f 1 , then the answer should be f 2 Ͼ f 1 ; otherwise, of the other two correlations, which always decrease the discriminaf 2 Ͻ f 1 . Assuming that responses to f 1 and f 2 are independent, each bility. response to f 1 may be paired with all responses to f 2 , producing a more robust estimate of the probability of calling f 2 Ͼ f 1 . This probaAcknowledgments bility is equivalent to the area under the ROC curve (receiver operating characteristic), which is the better-known measure of optimal R.R. 
