The formation thermodynamics and migration properties of self-interstitials in aluminum and nickel are investigated as a function of temperature using atomistic simulation techniques and embedded-atom-type interatomic potentials. Molecular dynamics and nonequilibrium free-energy techniques are employed to investigate anharmonic effects on the H O ͗100͘ dumbbell formation properties. The equilibrium concentration of this defect is compared to those of vacancies and divacancies. The results are then analyzed in the framework of the interstitialcy model, according to which very high vibrational formation entropies should be expected for self-interstitials at high temperatures. The kinetics of self-interstitial migration is also investigated using different atomistic techniques, revealing the simultaneous activity of more than one distinct interstitial configuration as the temperature increases.
I. INTRODUCTION
Knowledge of the structural and thermodynamic properties of point defects is of fundamental importance to understand different microstructural processes in crystalline solids. It is well known that the concentration of thermally formed vacancies in metals by far exceeds that of self-interstitial atoms ͑SIA's͒. According to thermodynamics, the thermal equilibrium concentration of an intrinsic defect in a crystal at temperature T is given by c = g exp− ͑H f − TS f ͒ / k B T, where H f and S f are the enthalpy and entropy of formation, respectively, g is a geometrical factor, and k B is the Boltzmann constant. The formation enthalpy of vacancies is relatively small compared to that of SIA's, which are of the order of several eV. In this case, assuming formation entropy values of similar magnitude, about a few k B , the SIA's equilibrium concentration is expected to be much lower than the experimental detection limits, rendering vacancies the overwhelmingly dominant point-defect type in thermal equilibrium. 1 On the other hand, Granato 2 in the interstitialcy theory of simple condensed matter states predicts that the interstitial concentration just below the melting temperature in the crystalline state should only be an order of magnitude smaller than the vacancy concentration, contrary to the usual assumption. The corresponding explanation points to the SIA's formation entropy value, which, according to estimates by Gordon et al., 3, 4 could be as high as ͑10-20͒k B . In fcc metals the most stable self-interstitial configuration is the H O ͗100͘ dumbbell, 5 also called interstitialcy. Its tetragonal symmetry and strong coupling to its nearest neighbors give rise to a vibrational spectrum with high-frequency localized modes and low-frequency resonant modes. 6 The latter lead to an unusually large entropy per defect. In addition, a large diaelastic softening of the shear modulus with defect concentration is derived, which leads to a decrease of its formation energy. 2, 7 According to Gordon et al., 3 the predictions of the interstitialcy model have been verified for krypton using lattice parameter measurements leading to an interstitial concentration of 7 ϫ 10 −4 near the triple point, and a formation entropy of approximately 16k B . More recently for aluminum, using elastic constant measurements, 4 an interstitial concentration of ͑1.7± 0.6͒ ϫ 10 −4 was obtained just below the melting temperature, leading to the estimates H f = 2.5± 0.5 eV and S f =22k B for the formation enthalpy and entropy, respectively.
The explicit temperature dependence of the formation enthalpy ͑and entropy͒ of point defects has been considered in different ways in the last decades, ranging from the simple linear for the enthalpy 8 to a stronger nonlinear dependence. 9 Recent progress in simulation techniques has come to show the importance of anharmonic effects in the properties of point defects. In particular, using atomistic simulation techniques that fully account for such anharmonic effects, the formation thermodynamics of vacancies and divacancies in Cu, 10 Al, [11] [12] [13] [14] [15] and Ni, 14, 15 represented by empirical manybody potentials, were investigated. For the case of Al and Ni, for instance, the vacancy formation enthalpies at the melting point were found to be about 10% and 20% larger compared to their room-temperature values. An even stronger temperature dependence was observed for the formation entropies, which at the melting point were found to be a factor 2-3 times larger than the corresponding low-temperature values. 14 Nordlund and Averback 16 have recently studied the formation of point defects in Cu through a direct counting approach along with molecular dynamics ͑MD͒ simulations. In their simulations, they used the empirical many-body potential of Sabochick and Lam, 17 which reproduces a wide range of vacancy and interstitial experimental properties. They obtain a reasonable value of a few eV for the interstitial formation enthalpy and a formation entropy value of ͑15± 2͒k B , in agreement with the estimation of Granato. As a result, for temperatures close to the melting point, the interstitial concentration is found to be as high as one-tenth of the vacancy concentration. The authors find that this trend is also reproduced in Cu and Au represented by the Foiles et al. embedded-atom-model ͑EAM͒ potential. 18 A direct consequence of the high interstitial concentration may be its contribution to the self-diffusion data at elevated temperatures. This point is particularly interesting in relation to the well-known upward curvature observed in the Arrhenius plots of some fcc metals like Al. 8 Although such a curvature has traditionally been attributed to the contribution of divacancies, this explanation has been recently put in doubt as ab initio calculations indicated the unstable character of the divacancy in Al. [11] [12] [13] Complementary to the divacancy contribution, the explicit anharmonic effects in the vacancy formation free energies at high temperatures [10] [11] [12] [13] [14] [15] and the occurrence of multiple vacancy jumps, in addition to the single ones, have also been considered recently. 19 In this context, the results of Nordlund and Averback 16 point to the contribution of self-interstitials as another possible explanation of the observed curvature in the self-diffusion Arrhenius plot. In fact, they find that the contribution of interstitials at the melting point is approximately seven times larger than that of divacancies. However, Sandberg et al. 12 combine several theoretical methods to show that the self-diffusion in Al is solely due to vacancy migration for all temperatures up to the melting point. They found that the deviations from single Arrhenius dependence are due to anharmonicity and that the contribution from divacancies and interstitials is less than 1% of that from vacancies at the melting point.
The purpose of the present paper is to analyze thermal effects on the SIA properties by investigating the formation thermodynamics and migration properties of self-interstitials in Al and Ni as a function of temperature using atomistic simulation methods. As a first step, we use molecular statics ͑MS͒ to calculate the energies, volumes, and vibrational entropies associated with the formation of interstitials at 0 K. Then we apply standard thermodynamic integration ͑TI͒ and reversible-work ͑RW͒ methods to evaluate the interstitial formation free energies as a function of temperature. Moreover, we carry out MS and MD simulations to study the kinetics of interstitial migration. In particular, we compute the tracer self-diffusion coefficient through the Einstein relation. During the runs, all the atomic jump mechanisms are recorded and analyzed to determine their relative contributions at high temperatures.
To the best of our knowledge, no previous theoretical results on the thermal behavior of SIA's in Ni have been reported. The case of Al has already been studied by Sandberg et al. 12 and we reconsider their results by comparing them to the present RW predictions for the formation free energy.
The remainder of the paper has been organized as follows. Section II describes the details of the applied simulation methods. Section III presents the obtained results, followed by our conclusions in Sec. IV.
II. METHODOLOGY AND COMPUTATIONAL PROCEDURES

A. Molecular statics simulations
We utilize MS simulations, based on conjugate-gradient minimization, to compute the defect energies and relaxation volumes in crystallites subject to standard periodic boundary conditions under zero pressure. Perfect crystallites of N = 256 atoms and defective crystallites of 257 atoms, the latter composed of 255 atoms initially located at their perfect lattice sites, and an H O ͗100͘ dumbbell interstitial, are used. Many-body potentials of the embedded-atom-model type are used to represent the interatomic interactions. We use the Ercolessi and Adams ͑EA͒ model for Al, 20 ͑note that the same potential is used in Refs. 11-14͒ and that due to Voter and Chen for Ni. 21 Both potentials predict a reasonable thermal behavior over a wide temperature range.
The vibrational formation entropies are calculated in the harmonic approximation ͑HA͒ by
where the eigenfrequencies i,␣ 0 and i,␣ are the eigenvalues of the second-order force-constant matrix for the perfect lattice and the defect equilibrium configuration, respectively. In order to compare the same number of eigenfrequencies, the contribution of the perfect lattice is suitably renormalized. The force constants are evaluated according to Eq. ͑22͒ of Finnis and Sinclair 22 and the coupled oscillator 23 ͑or determinant͒ approximation. The atomic interactions with periodic images of the atoms that belong to the crystallite are also taken into account in the force-constant construction. Note that, although Eq. ͑1͒ is strictly valid at the classical limit of high temperatures, it is applied to zero-temperature defect relaxed configurations following standard practices. [10] [11] [12] [13] [14] [15] 19, 23 
B. Thermodynamic integration
In the standard thermodynamic integration method, 24 the temperature variation of the formation entropy S f is obtained by integrating the thermodynamic relationship
where P is the pressure and the other quantities have been previously defined. To carry out the integration process, H f is computed at different temperatures, using independent equilibrium simulations for both computational cells, with and without the defect. For the self-interstitial case, the formation enthalpy is then computed as
where H crystal and H d are the enthalpy of the perfect and defective lattices respectively. Constant-NPT MD simulations based on the Berendsen thermostat 25 have been carried out in the temperature range between 0 and 900 K for Al, and between 0 and 1700 K for Ni. In the simulations the samples remain crystalline. Average values of the enthalpies were measured along 13 ns MD trajectories. To evaluate the associated formation entropy variation with temperature the formation enthalpies have been fitted to fourth-order polynomials allowing straightforward integration of Eq. ͑2͒.
In order to obtain the absolute formation entropy S f at different temperatures and the corresponding free energy G f = H f − TS f , the integration constant ͑S 0 ͒ must be known. It is common practice to adopt the HA for this purpose, assuming that the potential energy surface explored at low temperatures can be accurately represented by a second-order expansion in terms of the atomic displacements from the equilibrium positions. 14, 15 However, due to the loss of inversion symmetry at a defect site, the expansion may involve non-negligible higher-order terms that are of the same order of magnitude as the second-order terms in the harmonic expansion. 26 In this case the HA may give incorrect results, even for low temperatures. To evaluate this situation, we adopt a direct free-energy difference method that gives "exact" results, subject to statistical errors only.
C. Reversible work calculations
In addition to the standard TI scheme, we utilize the reversible-work method to obtain a direct estimate of the formation free energy at any temperature. The method is based on the introduction of a coupled potential energy function V, which, aside from the particle positions, depends on an "artificial" coupling parameter 24 as follows:
Above, V syst is the potential energy function of the system of interest and V ref is the potential energy function of a reference system ͑for instance an Einstein crystal͒. In this manner, V͕͑r ជ i ͖ , ͒ describes a continuous thermodynamic path coupling the system of interest to the reference. Analysis of the partition function of the system based on the potential in Eq. ͑4͒ then shows that the free-energy difference between the system of interest and the reference is given by
where the angular brackets indicate an ensemble average for the coupled system at a particular value of . Accordingly, the difference between the free energies of the system of interest and reference can be determined by computing the integral on the right-hand side of Eq. ͑5͒, which represents the reversible work required to transform the system of reference into the system of interest. Typically this is accomplished in the same fashion as in the TI method described above, running a number of independent equilibrium simulations for values between 0 and 1, computing the corresponding ensemble averages ͗‫ץ‬V / ‫,͘ץ‬ and then estimating the integral numerically. In contrast to the HA, this method is "exact" in that it explicitly includes all anharmonic effects. An alternative approach to computing the integral in Eq. ͑5͒ is to replace the set of independent equilibrium simulations at different values of by a single simulation in which the coupling parameter is varied dynamically between 0 and 1. 14, 15, 27 In this fashion, the free-energy difference is estimated according to
where t s is the simulation time over which varies between 0 and 1 and the integration is done over instantaneous values of the phase function ‫ץ‬V / ‫.ץ‬ Although the process is intrinsically irreversible and subject to dissipative entropy production, the results ͓i.e., the integral in Eq. ͑6͔͒ usually converge quickly with increasing t s , allowing an accurate calculation of the free-energy difference from a relatively short simulation.
In the particular case of point-defect formation free energies, we utilize a coupled potential energy function different from the one in Eq. ͑4͒ and compute the reversible work required to reversibly remove or insert an atom in an otherwise perfect crystal. For this purpose, for the EAM potentials used in this work, we introduce the functional form
with the pair potential, the electron density, and U the embedding function. For instance, in order to continuously switch off one atom within this functional form we introduce a set of coupling parameters i for each atom, which measure the strength of the interactions between an atom and its neighbors. If all i = 1, the system is fully interacting. But if we set i =1 " i k , k = 0, atom k does not interact with the remainder of the system. In this manner, a vacancy on lattice site k ͑or an interstitial on interstitial site k͒ is created by slowly switching k from 1 to 0 ͑or from 0 to 1͒ while keeping all others equal to unity. By measuring the reversible work using ͑5͒ or ͑6͒ ͑with ‫ץ‬V / ‫ץ‬ k ͒ one can then compute the reversible work at constant volume or pressure at a fixed temperature. This value represents the work necessary to remove ͑add͒ one atom from ͑to͒ the system. However, the formation free energy is defined as the difference between the system with the defect, and a perfect crystal with the same numbers of atoms. One must therefore still subtract ͑for the vacancy͒ or add ͑for the interstitial case͒ the free energy of one atom in the perfect crystal. This free energy can be computed very effectively using the reversible-scaling technique. 27 More details about this method can be found in Refs. 14 and 15.
D. Defect migration
To study self-interstitial migration, MD simulations are performed to evaluate the temperature dependence of the tracer diffusion coefficient D T and obtain information about the jump mechanism. The atomic migration contribution to D T is calculated through the Einstein relation
where ͗r 2 ͑t͒͘ is the mean-square displacement of all the atoms at time t. The size of the computational cells employed for these calculations is similar to those used for the previously described methods.
As will be shown in the next section, the H O ͗100͘ dumbbell is found to be the most stable SIA configuration for both EAM used in this work. For each temperature we first equilibrate the defect system, as well as the perfect lattice reference system, within the zero-pressure isobaric-isothermal ensemble. Subsequently, we follow the system's evolution under these conditions for a time interval that is sufficiently long to obtain reasonable jump statistics. Typically, several hundreds of jumps were observed for each temperature in simulations of up to 3 ns, the lower simulated temperatures being 300 K for Al and 400 K for Ni. The jumps are identified by checking, at each time step, the occupation number of the Wigner-Seitz cells in the reference lattice. Every time the occupation number changes, a jump is produced. Correlated jump sequences that do not effectively contribute to diffusion such as oscillations, in which an atom leaves its lattice site but almost immediately returns to it, are filtered out. 19 In this way, the associated defect migration energy can be evaluated from both the Arrhenius plot of D * as a function of temperature as well as from the jump frequency
where is the attempt frequency, S m and H m are the defect migration entropy and enthalpy, respectively, and k is the jump multiplicity.
In addition to the MD simulations we also use a standard MS procedure, the quasistatic approximation, to determine the defect migration enthalpy by locating the saddle point configuration. For this purpose, we generated a fcc crystallite containing some thousands of atoms ͑around 8000͒ and organized it into two regions. In the inner region ͑around 3500 atoms͒, which contains the defect, the atomic coordinates are free to relax ͑possibly subject to a given constraint, as in the present case͒, while the atoms in the outer region are held fixed at their perfect lattice sites. A brief description of the quasistatic approximation applied to H O ͗100͘ dumbbell migration is the following. We consider the case in which the defect jumps from site ͑000͒, where its orientation is ͓100͔, to site ͑a /2,0,a /2͒ where its orientation is ͓001͔. Configurations with different orientations along ͗100͘ directions are equivalent. To locate the saddle point configuration we define a straight line connecting the coordinates of the migrating atom ͑one of the dumbbell atoms͒ in the two adjacent relaxed dumbbell configurations. Describing the coordinates of the migrating atom in the first configuration by the vector R i = ͑x i ,0,0͒ and in the second configuration by R f = ͑a /2,0,z f ͒, the path is given by ⌬ = R f − R i . Starting from the first relaxed configuration, we take a small step along ⌬, and then perform a constrained energy minimization in which only the 3N + 2 degrees of freedom perpendicular to ⌬ are allowed to relax. This procedure is then repeated successively, until the second configuration is reached. Note that the rigid boundary of the crystallite prevents the displacement of the whole lattice while the migrating atom is displaced along the path. Finally, the configuration corresponding to the maximum in the curve of energy vs displacement is associated with the saddle point, for which, in the present case, the forces on all of the atoms were found to be less than 10 −6 eV/ Å. Also, due to the high symmetry of the saddle point configuration, it is straightforward to reproduce it in a smaller cell subjected to constant ͑null͒ pressure and periodic boundary conditions, allowing an explicit verification of the saddle point character of the configuration in question. To this end, we computed the second-order force-constant matrix according to the procedure described in Ref. 19 and detected the presence of a unique unstable mode ͑negative eigenvalue͒. The unstable mode is along the migration path and the corresponding imaginary eigenfrequency, calculated for crystallites of different sizes up to 865 atoms, is seen to be well converged. It is worthwhile to note that the dumbbell migration takes place between nearest-neighbor sites by the combination of a translation and 90°rotation ͑reorientation͒. 1,5
III. RESULTS
A. Interstitial formation properties
We have carried out MS structural optimizations for the six SIA configurations usually considered in the literature for the fcc structure. 5 The resulting formation enthalpy values are reported in Table I .
The results agree with experimental data ͑for example see Refs. 28 and 1͒, which indicate that in both metals the H O ͗100͘ structure is the most stable SIA configuration. For Al, the corresponding experimental value has been calculated according to H i f = H F f − H v f where the right-hand side represents the difference between the Frenkel pair formation enthalpy and the vacancy formation enthalpy. The value obtained in this manner ranges between 3.0 ͑Ref. 29͒ and 3.6 eV. 30 The calculations of Lam et al. 31 based on longrange pair potentials give 2.89 eV for the H O ͗100͘ structure, while Gao et al. 32 obtain 2.71 eV with a modified version of the many-body potentials developed by Vitek et al. 33 which, although used for pure Al, are more appropriate for alloys. More recently, density functional theory calculations give 2.43 eV, 12 in excellent agreement with the present EA potential prediction ͑2.46 eV in Table I͒ In summary, most of the calculations in the literature agree that the H O ͗100͘ configuration is the SIA with the lowest formation energy, although the specific formation- enthalpy value is potential dependent. On the other hand, there is some disagreement with respect to the relative ranking of the other SIA configurations. For example, Table I shows essentially the same order of increasing SIA formation energy for both Ni and Al. For Al the ranking agrees with the findings of Foiles et al., 18 for which the H c configuration has the second-lowest formation energy. In contrast, the observations of Ackland et al. 35 suggest that this structure is not even metastable.
As a final consideration regarding the SIA's formation enthalpies, it is concluded that the calculations carried out in Al at zero temperature underestimate the experimental values. However, a reasonable agreement is obtained when considering temperatures close to the melting point. In this case, a formation enthalpy of 2.90 eV ͑see Fig. 1 12, 14, 19 is quoted. Unfortunately, the information given in Ref. 12 is insufficient to clarify the mentioned differences. In particular, in Ref. 13 it is specified that the dynamical matrix is obtained by displacing the atoms in all three directions, this procedure giving 1.31k B and 1.97k B for the vacancy and divacancy formation entropy, respectively. As we will show later, HA results are significantly different from the ones obtained through the RW method.
The H O formation enthalpies as a function of temperature obtained from MD simulations are shown in Fig. 1 . The enthalpy and temperature axes have been scaled by, respectively, the 0 K formation enthalpy values ͑see Table I͒ 12, and 10% for Ni ͑curiously the corresponding percentages for the vacancy are the opposite, 10% for Al and 20% for Ni͒. Concerning the H O relaxation volume, this increases up to 30%, which is seven times higher than the corresponding increase for the vacancy case. 12 These results are indicative of the role of anharmonic effects in the defect configuration properties. In addition, more than one interstitial configuration was found to play a role at high temperatures. In this situation, instead of the well-defined H O formation enthalpy shown in Fig. 1 , one would be measuring an effective formation enthalpy corresponding to the relative contributions of the different active configurations.
By using the analytical expressions for the enthalpies obtained from the fitting procedure, we integrate Eq. ͑2͒ to obtain the formation entropies as a function of temperature. As reference formation entropies ͑S 0 ͒, we use the values given by the HA for the 0 K relaxed defect structures. In this way, the formation free energy predicted by thermodynamic integration can be obtained ͑see TI HA in Fig. 2͒ . In addition to the TI procedure we also compute the formation free energy directly by using the fully anharmonic RW switching method ͑also shown in Fig. 2 by the symbols͒. While in the case of Ni we find very good agreement between both computational techniques, there is a significant discrepancy for the case of Al. Following Ref. 14, this can be attributed to the chosen S 0 value. Effectively, in addition to the HA, S 0 can also be obtained from the slope of the formation free-energy curve calculated with the RW method at low temperatures. In this way, S 0 results as ͑3.6± 0.8͒k B for Al and ͑13.1± 0.5͒k B for Ni. Note the rather large discrepancy ͑Ϸ60% ͒ between the S 0 predicted by both HA and RW methods for the case of Al. The origin of this discrepancy appears to be the same as that found in Ref. 14, and is related to the fact that the force constants involving the nearestneighbor atoms of the defect show anomalous behavior for displacements below 0.02 Å, most likely due to an artifact of the Ercolessi-Adams potential. Such irregular behavior is absent for the Voter-Chen Ni potential. Finally, if instead of the HA value, the low-temperature RW estimate for the formation entropy is used in the TI procedure, the agreement between the resulting TI curve ͓shown as the full line in Fig.  2͑a͔͒ and the RW data becomes very good. Note that the SIA formation free energy shows a nonlinear temperature dependence for both materials, with more pronounced curvature for Al than for Ni. It is considered that, in addition to the anharmonic effects, several SIA configurations may be active at high temperatures, rendering the interpretation of the formation thermodynamics properties in terms of a unique and well-identified defect structure difficult.
B. Interstitial migration properties
The temperature dependence of the self-interstitial diffusion process is evaluated by MD. For this purpose we calculate the time evolution of the mean-square displacement to obtain D * as a function of temperature according to Eq. ͑8͒. From the slopes of the corresponding Arrhenius plots ͑shown in Fig. 3͒ , the effective migration energies can be evaluated. For Al, a straight plot with a migration energy value of 0.149± 0.004 eV is obtained for temperatures up to 900 K. However, for simulations at temperatures higher than melting, a slight upward curvature seems to appear in the overheated crystal, implying an increase in the effective migration energy. For Ni, the observed upward curvature allows one to consider two different temperature ranges. For the low one ͑400-900 K͒ a migration energy of 0.11± 0.01 eV is obtained, while for the high one ͑950-1700 K͒ the energy is seen to increase to 0.154± 0.003 eV. On the other hand, by applying the quasistatic approximation we obtain migration energy values of 0.16 eV ͑in agreement with Ref.12͒ and 0.13 eV for Al and Ni, respectively. Previous calculations, based on pair interatomic potentials, led to migration energies of 0.15 eV for both metals, showing consistency with the present results ͑see Refs. 31 for Al and 34 for Ni͒. In Al, experimental data available from electrical resistivity recovery measurements performed after low-temperature irradiation, as well as from elastic after-effect measurements, give 0.112 and 0.115 eV, respectively. 5 For Ni, electrical resistivity and magnetic after-effect measurements both estimate a migration barrier of 0.15 eV. 5 In addition, we also carried out a detailed analysis of the interstitial jumps recorded from the MD runs to determine the jump frequencies and the involved jump mechanisms. Around 250 jumps were analyzed at each temperature for a reduced range, namely up to 700 and 900 K for Al and Ni, respectively. For Al it was found that the H O ͗100͘ configuration mainly migrates by the previously described single jumps. Only about 2.5% of the total jumps are double and triple, which are counted as two or three single jumps, respectively. Also, for about 2% of the cases, the dumbbell center of mass is seen to jump across distances that are larger than that for the single jumps via a different mechanism. After filtering out the oscillations that do not contribute to diffusion, the obtained jump frequency is plotted as a function of temperature in Fig. 4 . The migration energy that results from this frequency plot is 0.147± 0.002 eV. The good agreement between the migration energy values obtained from meansquare displacement, molecular statics, and the frequency Arrhenius plot suggests that, in the explored temperature region ͑300-900 K͒, the migration process is controlled by one defect type only, namely, the H O ͗100͘ dumbbell. Moreover, close inspection of the atomic coordinates for low temperatures and short simulation times reveals that the dumbbell remains oriented along directions of the ͗100͘ type most of the time. Accordingly, the TI calculations performed to evaluate the ͗100͘ dumbbell formation free energies in Fig. 2 are expected to be reliable.
For Ni, the jump frequency Arrhenius plot depicted in Fig. 4 for a reduced low-temperature range corresponds to a defect migration energy of 0.104± 0.006 eV, in close agreement with mean-square displacement and molecular static calculations. In this case, other interstitial configurations in addition to H O are found to contribute to the dynamics as the temperature increases. By inspection of the atomic coordinates it is observed that, although the defect spends most of the time in the H O ͗100͘ dumbbell configuration, it also samples other intermediate configurations that, for example, have the H C ͗110͘ ͑or equivalent͒ character for relevant periods of time. The relative importance of these intermediate configurations increases with temperature, being around 10% at 600 K and 35% at 900 K. The complexity associated with these intermediate configurations precluded us from evaluating well-defined jump frequencies at higher temperatures. Correspondingly, the interstitial migration enthalpy obtained from mean-square displacement calculations, slightly higher than that for the low-temperature range, represents an effective value that averages the contributions of the various intermediate configurations. In a similar fashion, the TI calculations for high temperatures presented in the section above should be expected to represent an effective formation free energy, involving an average over several distinct interstitial configurations.
IV. DISCUSSION AND CONCLUSIONS
The enthalpy, volume, entropy, and Gibbs free energy values associated with the formation of the H O ͗100͘ dumbbell in Al and Ni have been computed as a function of temperature using different atomistic techniques. A comparison with previous calculations and experimental results is also presented.
The formation free energy has been calculated using both thermodynamic integration and reversible work methods. The first requires a reference entropy value S 0 that is usually calculated within the harmonic approximation. In the case of Ni the formation free energies obtained with TI are in excellent agreement with those predicted by the RW method. For Al, however, a significant discrepancy is observed similarly to that previously found for the vacancy case when the same interatomic potential is used.
14 Its origin may lie in the fact that the force constants connecting the nearest-neighbor atoms of the defect show anomalous behavior for displacements below 0.02 Å, while for Ni, the corresponding behavior is more regular. As a consequence, the harmonic lowtemperature formation entropy S 0 might not be reliable for the Ercolessi-Adams potential. Specifically, the fully anharmonic result obtained with the RW method is ͑3.6± 0.8͒k B whereas the HA value is estimated to be 5.9k B . For Ni there is no such discrepancy, and both techniques are in close agreement for the low-temperature formation entropy ͓12.7k B for the HA and ͑13.1± 0.5͒k B for the RW method͔.
At the melting point, the interstitial formation entropies are seen to increase by factors of approximately 3.5 and 1.5, being 12.9k B and 17.6k B , respectively, for Al and Ni. The present result for Al is approximately 40% higher than that of Ref. 12 . The increase of the entropy reveals the role of the anharmonic effects and is consistent with the predictions of the interstitialcy theory, according to which values in the range ͑10-20͒k B should be expected [2] [3] [4] 7, 16 for the selfinterstitials.
A comparison between the present calculations and those reported in Ref. 14 suggests that the vacancy concentration in Al near melting is 3.2ϫ 10 −4 , whereas that of the interstitial is around 7 ϫ 10 −11
. The corresponding values for Ni are 3 ϫ 10 −4 and 2.9ϫ 10 −7 , respectively. These results imply that, although larger than usually assumed, the interstitial concentration near melting is still relatively low compared to the thermal-equilibrium vacancy concentration. In addition, the corresponding equilibrium concentration of divacancies calculated according to the results from Ref. 14, 1.6ϫ 10 −6 for Al and 2.5ϫ 10 −6 for Ni, are also higher than those for 
