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I. INTRODUCTION
Across OECD countries, in recent years, the question of whether or not smartphone use (i.e. the time that an individual is active on her/his smartphone per day or per week) affects performance and quality of life has occupied an important place in social debate (see, e.g., Eliahu, 2014; OECD, 2017; Samuel, 2017) . This debate is fuelled by a multidisciplinary scientific literature that not only relates smartphone use to reduced performance during driving, walking, and working, but also to poorer study results (Abouk and Adams, 2013; Andreassen, 2015; Bhargava and Pathania, 2013; Lepp et al., 2013; Levine et al., 2012) .
Scholars' interest in the connection between smartphone use and the latter outcome (poorer study results) is not surprising. Smartphone use in the OECD region has increased massively during the past decade (Lepp et al., 2015; Vanhaelewyn and De Marez, 2017) , such that its potential adverse effect on educational performance may have a major societal impact. In the present study, we contribute to this literature concerning the interplay between (general) smartphone use and educational performance.
There are several theoretical mechanisms that support a causal effect of smartphone use on educational performance. On the one hand, the use of a smartphone may improve the efficiency of students' study activities by allowing them to continuously search for (study-related) information and by facilitating teamwork (Chen and Yan, 2016; Hawi and Samaha, 2016) . On the other hand, research has shown that students see their smartphones primarily as sources of entertainment, rather than as study tools Lepp et al., 2013) . As a result, a trade-off, in terms of time use à la Becker (1965) between smartphone use and study activities can be expected (Chen and Yan, 2016; Lepp et al., 2015) . Apart from this trade-off in time use, there are two other theoretical reasons why a negative relationship could be expected, both of which are related to multitasking behaviour. Firstly, the desire to use one's smartphone in order not to miss anything that is happening online-nowadays often referred to as 'FOMO' (fear of missing out)-and to continuously interact with the rest of the world may lead to a lack of the kind of focus necessary to achieve good study performance (Chen and Yan, 2016; Firat, 2013) . Secondly, the constant switching back and forth between study-related and social activities on the smartphone could result in cognitive overload and inefficiency (Chen and Yan, 2016; Compernolle, 2014; Oulasvirta et al., 2012) .
The recent empirical literature on this phenomenon is in line with the dominance of mechanisms that predict a negative relationship between smartphone use and educational performance. We are aware of seven studies that directly investigated their empirical association: Chen and Ji (2015) , Lepp et al. (2014) , Lepp et al. (2015) , Li et al. (2015) , Ng et al. (2017) , Olufadi (2015) , and Wentworth and Middleton (2014) . More specifically, analysing survey data from the United States, Lepp et al. (2014 Lepp et al. ( , 2015 and Li et al. (2015) found a negative association between total smartphone use and the actual or self-reported grade point average (GPA) of college students, while Wentworth and Middleton (2014) concluded that there was no such association in their data. In addition, Ng et al. (2017) and Olufadi (2015) determined a negative association between mobile phone use during tertiary education and GPA in Malaysia and Nigeria, respectively. Finally, Chen and Ji (2015) reported that university students in Taiwan who used their personal electronic device(s) more for non-educational pursuits, had a lower first-year GPA. We refer to Amez et al. (2018) for a thorough review of this literature. 1 As several of these studies themselves indicated, however, no causal interpretation can be given to any of their results. This is due to an endogeneity problem. The studies' results were obtained through correlation analyses and/or (multiple) linear or logistic regression analyses based on cross-sectional data. As a consequence, the measured non-positive association between smartphone use and academic performance might reflect variation in unobserved personal characteristics, such as intelligence, general ability, and motivation, which these studies did not control for, but which could affect both smartphone use and 1 In addition, a few other articles relate smartphone addiction (instead of general use) to educational underperformance Samaha and Hawi, 2016) . Besides this literature on the association between general smartphone use (and addiction) and educational performance, a further few articles exist that examine the association between the use of specific electronic applications (via one's smartphone and/or other devices) and study performance. For example, previous research investigated the association between study performance and the extent to which people call (Jacobsen and Forste, 2011) and check Facebook (Lee, 2014) .
However, these studies ignore the fact that the use of electronic devices for a particular application is strongly correlated with their use for other activities (Chen and Yan, 2016; Lepp et al., 2015) , potentially resulting in an omitted variable bias. Finally, work has been done on the effectiveness of smartphone ban interventions in classrooms (Beland and Murphy, 2015) . academic performance. This is an important limitation. As long as there is uncertainty as to whether the negative association between smartphone use and educational performance reflects a causal relationship (and not merely a correlation via confounding factors), there is no solid basis for interventions such as the smartphone ban in French schools (Samuel, 2017 ).
This study is the first to attempt to measure the causal impact of (overall) smartphone use on educational performance. To this end, we exploit data from 696 first-year students at two Belgian universities, who were surveyed in December 2016 using multiple scales on smartphone use as well as predictors of this smartphone use and a battery of questions concerning (potential) other drivers of success at university. This information is merged with the students' scores on their first exams, taken in January 2017. We analyse the merged data by means of instrumental variable estimation techniques. More concretely, to be able to correctly identify the influence of smartphone use on academic achievement, in a first stage, the respondents' smartphone use is predicted by diverging sets of variables that are highly significantly associated with smartphone use, but not directly associated with educational performance. In a second stage, the exam scores are regressed on this exogenous prediction of smartphone use and the largest set of control variables used in the literature to date.
The remainder of this article is structured as follows. In Section 2, we inform the reader about the data gathered to meet our research goals and about our approach to the making of causal inferences based on these data. Then, in Section 3, we discuss the findings of our main analyses and provide some robustness checks. The final section states our conclusions, with a preview for potential further research.
II. Methods

Research Population
The data used to investigate the effect of smartphone use on academic performance comes from merging unique survey data from first-year university students in Belgium with their first university exam scores. Our survey took place at the end of their first semester, in December 2016, i.e. just before the start of the Christmas holidays. Students use these holidays to prepare for their first semester exams, which take place immediately after the Christmas holidays. More concretely, we surveyed all students attending the last lecture of a first-semester course in all 11 Bachelor programs in three faculties at Ghent University and University of Antwerp, i.e. the two main universities in the two largest cities in Flanders, In total, 1,117 students attended the classes at the start of which we gathered our survey data. This was done by means of a paper-and-pencil questionnaire. Among these students, 767 indicated, as a part of the survey, that they were in their first year at university (the other ones had had to resit the course, or were taking it as an elective course in the context of another program). We retained only this homogeneous group of first-year students.
2 At the end of the survey, the attending students were asked whether they consented to their answers being merged with their first-semester exam scores by a third party, and 747 of the 767 first-year students consented. For 17 of them, no exam scores were observed, as they had dropped their courses by the end of the exam period. Finally, we had to exclude 18 students who indicated that they did not have smartphones, and 16 students with missing or inconsistent information. Consequently, our analyses are based on a sample of 696 firstyear students with complete information.
2 An important advantage of excluding other students is that all first-year students in the same program took exactly the same courses, so that comparing their average exam result is more adequate than comparing the average results of students with a different set of exams. As we only observe the exam scores for the first-year courses, we are not able to control for the program composition of non-freshmen. Nevertheless, in Section 3.2, we report a robustness check in which non-freshmen are included in the sample.
Data
We surveyed smartphone use by means of three indicators. Firstly, we let the participants fill in the Smartphone Usage Subscale of Rosen et al. (2013) . This scale comprises nine items in which respondents indicate the frequency with which they use their smartphone for nine activities (such as 'making and receiving mobile phone calls' and 'checking for text messages'), rated on a 10-point frequency scale (ranging from 'never' to 'all the time').
These items were averaged to derive a scale from 1 to 10, with higher scores indicating more frequent smartphone use. The Cronbach's alpha on this scale for our sample was 0.746. In the remainder of the present manuscript, we refer to this scale as 'overall smartphone use'.
In addition, by analogy with Rosen et al. (2016) , we surveyed the participants on their smartphone use during classes and during study activities by means of the following items:
'During a typical class period, how often do you check your smartphone for something other than the time?' and 'During a typical hour of studying, how often do you check your smartphone for something other than the time?'. These had to be scored on a 7-point frequency scale (ranging from 'never' to 'more than eight times'; Rosen et al., 2016 With respect to (additional) control variables for our analyses, firstly, we constructed indicator variables of the programs in which the data were gathered. In addition, we surveyed the respondents on the socioeconomic determinants of exam scores proposed in Baert et al. (2015) : gender, age, (foreign) origin, language spoken at parental home, paternal education-we also surveyed maternal education, but this turned out to be heavily correlated with paternal education, so that we did not retain this construct for our analyses-household composition, relationship status, general health, living in a student room (versus at home), distance between home and university, and prior educational attainment. In addition, we let the respondents fill in the 28 items of the College Version of the Academic Motivation Scale of Vallerand et al. (1992) , yielding a motivation score between 1 and 7, and the six items of the Webexec scale of Buchanan et al. (2010) , yielding a measure of executive functioning problems between 1 and 5. A final control variable captured by our survey was whether or not the respondents used their laptop (versus paper and pencil) to take notes during classes most of the time. As shown in Panel C of Table 1, the subsample of individuals with a relatively high smartphone use particularly comprises more students (i) in the Political Science program, (ii) with a migration background, (iii) in (fairly) bad health, (iv) using their laptop to take notes in class, (v) living close to university, and (vi) having graduated from secondary education with low marks. As these factors are also likely to affect academic performance, controlling for them is desirable when identifying the impact of smartphone use on exam scores.
Finally, Panel D of Table 1 presents statistics on the three academic outcome variables we constructed based on the respondents' exam scores for their first semester at university. Table 1 , nor on the unobservable characteristics that may correlate with both smartphone use and academic performance. The instrumental variable regression approach we discuss in the following subsection deals with this double endogeneity problem.
Empirical Approach
Our main strategy for tackling the endogeneity of smartphone use (as captured by one of the variables in Panel A of Table 1 ) and academic performance (as captured by one of the variables in Panel D of Table 1 ) is to rely on an instrumental variable regression framework (Angrist and Pischke, 2008; Baert et al., 2015) . In the first stage of this two-stage least squares (2SLS) approach, the respondents' smartphone use is predicted by (a selection of) the instrumental variables included in Panel B of With respect to the exogeneity of our instruments, one might wonder why some of them (the one capturing whether the respondent pays her/his smartphone costs herself/himself in particular) are not directly associated with exam outcomes via household wealth. With respect to this concern, it is important that in our analyses we control for factors related to household wealth such as paternal education level and an indicator for broken households.
Moreover, this concern should be looked at from the perspective of today's availability of and accessibility to smartphones irrespective of one's background characteristics (at least in the OECD countries). Indeed, literature on the relationship between socio-economic background and smartphone use seems to suggest that while there are differences in how smartphones are used across individuals from different backgrounds, this background is unrelated to smartphone accessibility (Frias-Martinez and Virsesa, 2012; Rahmati et al., 2012) . 4 In addition, both assumptions on which the causal interpretation of our results is based (relevance and exogeneity) are tested empirically. Firstly, with respect to the strength of our instrumental variables (i.e. their predictive power concerning smartphone use), we conduct F-tests of their joint significance in the first stage of the 2SLS regressions. Secondly, with respect to exogeneity of our instrumental variables, we present overidentification tests (Basmann, 1960; Sargan 1958) . Besides these empirical tests, we conduct (i) a robustness check with a limited information maximum likelihood (LIML) approach instead of our benchmark 2SLS approach to overcome a potential weak instrument problem (Wooldridge, 2010) and (ii) a robustness check in which alternative combinations of instrumental variables are used to prove that our identification does not hinge on a particular instrument combination.
Besides being the first study in the literature on (general) smartphone use and educational performance to apply a statistical technique that controls for unobserved determinants of academic success, in our analyses we also control for a set of individual performance determinants that is larger than those used in the previous research mentioned in Section 1. Consequently, we minimise the number of factors influencing both smartphone use and academic performance that are omitted from the regression analysis and estimate the effect of smartphone use within homogeneous subgroups of individuals.
Thereby, the ordinary least squares (OLS) estimates to which we compare our 2SLS
estimates should already approximate the true effect of smartphone use on educational performance (for our sample) more closely than the corresponding estimates reported in previous studies. Table 2 presents the main estimation results of our benchmark analysis. This analysis comprises six regressions in which our main outcome variable, i.e. the respondent's average score on her/his completed exams, is explained by diverging independent variables (i.e. the overall smartphone use scale in models (1) and (2), smartphone use while attending class in models (3) and (4), and smartphone use while studying in models (5) and (6)) and all control variables mentioned in Panel C of Table 1 . In columns (1), (3), and (5), we present OLS estimates, while in columns (2), (4), and (6), we present-our preferred-2SLS estimates exploiting the variation in all instruments listed in Panel B of It is well established in the literature that even small increases in pupil achievement can have important impacts in the long term, for instance with respect to their future earnings, but also with respect to economic growth (Jamison et al., 2007; Marconi, 2018; Mulligan, 1999; Murnane et al., 2000) . In particular, based on data from the United States, Murnane et al. (2000) estimated, that an increase in high school seniors' math test scores by one quarter of a SD results in an annual earnings increase of 3.7% at the age of 30. If, therefore, we assume that also a reduction in average exam score by 1.061 (which is slightly higher than one fourth of the SD of the average exam result, i.e. 3.203) due to a higher smartphone use results in a gross annual earnings decrease of 3.7% at the age of 30, and if this earnings decrease were constant for each of the following 35 years until retirement age of 65, then, following our back-of-the-envelope calculation, the present discounted value of the gross earnings decrease would be approximately €25,000, which is not a negligible amount.
III. Results
Main Analysis
5
In addition, a one-standard-deviation increase on the scales with respect to smartphone use while attending class (SD = 1.724) and studying (SD = 1.586) yields a decrease in the average exam score with 0.512 (i.e. 0.883/1.724) and 0.449 (i.e. 0.712/1.586) points, respectively.
5 The "back-of-the-envelope" estimate of a €25,000 present discounted value is calculated as follows. The average yearly annual gross earnings at age 30-34 in Belgium, for both men and women, is approximately €36,000 (source: Statbel, the Belgian statistical office). A decrease of 3.7 percent amounts to €1,332. Assuming this decrease in gross annual earnings is constant over 35 years and assuming a real discount rate of 0.040, the present discounted value is about €25,000.
Interestingly, the magnitude of these 2SLS estimates is more than twice that of the corresponding OLS estimates. This suggests that university students with a relatively high smartphone use are a negatively selected subpopulation-negatively selected with respect to unobserved success determinants of academic performance-of the overall population of university students. 6 The need to control for unobserved heterogeneity in this context is also revealed by the p-values of the Hausman endogeneity tests we performed based on models (2), (4), and (6). Exogeneity of the adopted smartphone use indicators is, even after controlling for a large set of controls, rejected at the 5% significance level for model (4), rejected at the 10% significance level for model (6), and close to rejection at the 10% significance level for model (2). Moreover, Table 2 provides empirical support for the two crucial assumptions underlying our 2SLS approach mentioned in Section 2.3. Firstly, the used instruments are significant predictors of our smartphone use indicators-the p-value of the related F-test is always 0.000. Secondly, the Basmann overidentification test is never (close to) significant, supporting the exogeneity of the used instruments with respect to exam scores.
We briefly discuss some secondary results concerning the other determinants of academic success adopted in our models as controls. Table A1 shows that exam scores are higher among those students (i) starting university at a younger age (ergo, with less or no grade retention during their secondary education), (ii) having Dutch as the main language spoken at home, (iii) not having divorced parents, (iv) showing a higher academic motivation, (v) living in a student room, (vi) living closer to the university, and (vii) having graduated from secondary education with high marks. A structural interpretation of the coefficients for these control variables is hazardous, however, as they might be endogenous to educational performance.
Robustness Checks
In what follows, we report on the results of several analyses performed to check the robustness of our benchmark analysis. Firstly, we test the robustness of our results for the use of alternative outcome variables, i.e. the respondents' average scores on their potential exams (instead of completed exams) and the fraction of completed exams they pass. The OLS and 2SLS estimates with respect to the former alternative outcome variable are presented in columns (3) and (4) of Table 3 , respectively, while the corresponding estimates with respect to the latter alternative outcome variable are presented in columns (5) and (6).
To facilitate comparison between these estimation results and those in our benchmark analysis, we adopt columns (1) and (2) of Table 2 as columns (1) and (2) Table A2 in online Appendix, we present the main estimation results of six 2SLS models, in which, starting from the specification of model (2) in our benchmark analysis, two out of four (clusters of) instruments are dropped. Stated otherwise, identification of regressions (2) to (7) of Table A2 is based on two out of the four (clusters of) instruments used in model (2) of Table 2 only. 7 However, our findings turn out to be fairly independent of which set of instruments we used. 8 Thirdly, we approach the endogeneity problem in an alternative way, starting from our OLS model instead of relying on our 2SLS estimates. More concretely, we run tests for selection on unobservables for the OLS results by analogy with Oster (2017) and Galletta (2017) . The results are presented in Table 4 . The crucial parameter in this table is δ, which indicates how large the selection on unobservables (relative to the selection on the included 7 Also regressions where only one (cluster of) instrument(s) is used, yield the same conclusion of a negative effect, albeit somewhat less precisely estimated. 8 The somewhat lower significance of the effect of smartphone use in Column (6) and Column (7) of Table A2 may be related to a weak instrument problem (as supported by the p-value of the F-test, which is in these cases slightly higher than 0.000; Angrist and Pischke, 2008) . We return to this point below.
variables) has to be for the independent variable to become 0. As can be seen, the computed δ with respect to the overall smartphone use is 5.622 such that the effect of the unobservables needs to be 5.622 times stronger than that of observables to completely nullify the effect of overall smartphone use, which is not likely. In general, a value for δ higher than 1 is the threshold usually considered labelling results as robust (Galletta, 2017; Oster, 2017) . This is the case for all regressions of our benchmark analysis.
<Table 4 about here> Fourthly, to cope with a potential bad control problem, we replicate Table 2 after dropping the insignificant controls, regression by regression. The main estimation results can be found in Table A3 in online Appendix. However, these results are very similar to those in Table 2 . Fifthly, although there is no indication of a weak instrument problem in our benchmark analysis, we estimate LIML regressions, of which the main results are presented in Table A4 . Also these estimates are similar to those in Table 2 although the magnitude of the estimated treatment effects is somewhat higher. Finally, Table A5 presents the results of replicating Table 2 after extending the sample with the surveyed individuals not being in their first year at the university. This yields treatment effects that are somewhat higher in magnitude. Moreover, after including these individuals, exogeneity of the smartphone use indicators is rejected at a higher significance level, supporting our 2SLS approach even more.
Heterogeneous Treatment Effects
To explore the mechanisms at play, we extend model (1) of our benchmark analysis with interactions between overall smartphone use and the control variables (except for the program indicators). Firstly, in models (1) to (5) of Table 5 , we introduce these interactions cluster-by-cluster: interactions with sociodemographic characteristics in (1), with health, motivation and functioning problems in (2), with laptop use in (3), with place of living in (4), and with secondary school outcomes in (5). Secondly, in model (6), all interactions are included jointly. Three interactions are statistically significant at the 5% significance level. That is, the negative association between smartphone use and exam results is more outspoken for students (i) with highly educated fathers, (ii) with divorced parents and (iii) who are in good health.
10 <Table 5 about here> While, in our opinion, the first significant interaction, i.e. with paternal education level,
is not an argument in favour or against any of the theoretical mechanisms discussed in Section 1-students from richer families may just use their smartphone in another waythe second and third interaction are in line with the mechanisms related to multitasking behaviour. More concretely, students raised by divorced parents might experience a higher need to strong social relationships. This need can raise the FOMO and, therefore, increase smartphone multitasking (Chen and Yan, 2016) . This stronger tendency to multitasking behaviour might lie behind the higher association between smartphone use and academic performance for these students. In addition, students with a poorer health might focus completely (or at least more) on their primary task, that is studying, because they are aware of their lower energy. Due to this awareness, those students may engage less in multitasking behaviour. As such, students with poorer health will experience a smaller negative association between smartphone use and academic performance.
To further explore the driving factors underlying the negative association between smartphone use and exam results, we run OLS regressions with alternative independent variable combinations. 11 The main estimation results can be found in Table A6 in online Appendix. Firstly, we present the main estimation results after including the three smartphone use variables of our benchmark analysis jointly. In model (1) we include all controls, in model (2) only the significant controls of model (1) are adopted. We find that high overall smartphone use and high smartphone use while attending class are independently associated with bad exam results (at the 1% significance level). However, the association between smartphone use while studying and exam results becomes virtually 0 after including the two other indicators. 12 This suggests that sensitising students to moderate their smartphone use while attending class makes sense. In addition, the fact that overall smartphone use remains significant after controlling for smartphone use while attending class and while studying, can be seen as suggestive evidence for the trade-off in time use mechanism.
Secondly, instead of using the overall smartphone use scale as the single independent variable, as in our benchmark analysis, in model (3) and model (4) of Table A6 , we adopt all nine items comprised by this scale separately. The main estimation results indicate that taking pictures is the activity with the strongest independent association with exam results.
Again, this is in line with the trade-off in time use mechanism, i.e. students who use their smartphone for fun experience a more negative association between this use and exam results.
IV. Conclusions
In this study, we contributed to recent literature concerning the association between smartphone use and educational performance by providing estimates of the effect of the former on the latter based on instrumental variable estimation techniques. To this end, we analysed unique data on 696 first-year university students in Belgium. We found that a onestandard-deviation increase in their overall smartphone use yields a decrease in their average exam score of about one point (out of 20). This negative relationship is robust to the use of alternative indicators of smartphone use and academic performance. The negative association between smartphone use and exam results is more outspoken for students (i) with highly educated fathers, (ii) with divorced parents and (iii) who are in good health.
As our results add to the literature evidence for heavy smartphone use not only being associated with lower exam marks but also causing lower marks, we believe that policymakers should at least invest in information and awareness campaigns of teachers and parents to highlight this trade-off. In particular, smartphone use in class might be discouraged since secondary analyses showed that it is highly significantly associated with lower exam results even after controlling for overall smartphone use and smartphone use while studying. Recent announcement of mobile phone ban for French school students, followed by the debates on the issue in Denmark, Sweden and the United Kingdom, suggest that the use of mobile phones in schools and universities needs to have a proper conversation among the policy makers.
13
We end this article by acknowledging its main limitations, which also point to future research possibilities. Firstly, we measured the impact of smartphone use on exam scores for first-year university students attending classes in 11 study programs at three faculties in Belgium. Although we have no a priori reasons to expect that the relationship between smartphone use and academic performance would be different for other groups of students and/or other regions, our results cannot be automatically generalised to these other groups.
Therefore, we are in favour of studies complementing our findings via similar investigations based on data from other kind of students and other regions.
Secondly, as discussed extensively, the causal interpretation of our regression results is conditional on the validity of the instrumental variables used in our statistical framework. In this respect, it should be acknowledged that our instruments do not capture real exogenous shocks affecting smartphone use but rather cross-sectional variation that is assumed (and tested) not to directly affect (or be directly affected by) academic performance. In addition, some of these instruments might rather predict smartphone use length instead of smartphone use frequency, as captured by our independent variables. However, it is important to recall that our estimations were fairly independent of which set of two out of six potential instruments were used. In addition, we believe that by comparing ordinary least squares estimations-as relied on in the former contributions to this literature-with results from instrumental variable regressions, we put a step forward in the investigation of the genuine relationship between smartphone use and academic performance. The fact that our more complex analyses confirm the (direction of) the correlational analyses of former contributions is, in our opinion, a valuable input, for both scholars and policy makers. Future research could rely on (quasi) experimental evidence, less prone to the issues mentioned above.
Thirdly, even when instrumental variables are valid-and empirical tests supported that this was the case in our analyses-2SLS estimations always only isolate a local average treatment effect (LATE; Angrist and Pischke, 2008) . That is, the effect of smartphone use measured in this study was identified based only on the respondents whose smartphone use was affected by the included instrumental variables. This is an alternative explanation for our 2SLS estimates being of a higher magnitude than the corresponding OLS estimates.
In this respect, however, it is important to recall that the higher smartphone use effects found based on our preferred approach were independent of which particular set of instruments was adopted. Nevertheless, we look forward to future work measuring the causal impact of smartphone use on academic performance using other statistical approaches (e.g. fixed-effects estimations exploiting longitudinal data). Notes. See Section 2.2 for a description of the data. T-tests are performed to test whether the differences presented in Column (3) are significantly different from 0. *** (**) ((*)) indicates significance at the 1% (5%) ((10%)) significance level. T-statistics are between brackets. Note. OLS (2SLS) stands for ordinary least squares (two-stage least squares). See Section 2.2 for a description of the data. See Table A1 for the full regression results of model (2). The presented results are coefficient estimates, with standard errors in parentheses. *** ( ** ) (( * )) indicates significance at the 1% (5%) ((10%)) significance level. Note. OLS (2SLS) stands for ordinary least squares (two-stage least squares). See Section 2.2 for a description of the data. The presented results are coefficient estimates, with standard errors in parentheses. *** ( ** ) (( * )) indicates significance at the 1% (5%) ((10%)) significance level. Note. OLS stands for ordinary least squares. See Section 2.2 for a description of the data. The presented results are the coefficient estimates from the corresponding regressions in Table 2 . δ is calculated by analogy with Oster (2017), using the Psacalc Stata module by Emily Oster. In particular, Rmax (i.e. the hypothetical R² from a regression of the outcome variable on the smartphone use indicator and both the observed and unobserved controls) is set to be 1.3 times R² from the regression of the outcome variable on the smartphone use indicator and the observed controls only (as presented in this table). δ tells how large the selection on unobservables has to be such that the coefficient of the smartphone use indicator (β) is 0 in the true model. A value for δ higher than 1 is the threshold usually considered to label results as robust (Galletta, 2017; Oster, 2017) . 
