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PATTERN FORMATIONS OF 2D RAYLEIGH–BE´NARD
CONVECTION WITH NO-SLIP BOUNDARY
CONDITIONS FOR THE VELOCITY AT THE
CRITICAL LENGTH SCALES
TAYLAN SENGUL, JIE SHEN, SHOUHONG WANG
Abstract. We study the Rayleigh-Be´nard convection in a 2-D
rectangular domain with no-slip boundary conditions for the ve-
locity. The main mathematical challenge is due to the no-slip
boundary conditions, since the separation of variables for the linear
eigenvalue problem which works in the free-slip case is no longer
possible. It is well known that as the Rayleigh number crosses a
critical threshold Rc, the system bifurcates to an attractor, which
is an (m− 1)–dimensional sphere, where m is the number of eigen-
values which cross zero as R crosses Rc. The main objective of
this article is to derive a full classification of the structure of this
bifurcated attractor when m = 2. More precisely, we rigorously
prove that when m = 2, the bifurcated attractor is homeomor-
phic to a one-dimensional circle consisting of exactly four or eight
steady states and their connecting heteroclinic orbits. In addition,
we show that the mixed modes can be stable steady states for small
Prandtl numbers.
1. Introduction
The Rayleigh-Be´nard convection problem is one of the fundamental
problems in the physics of fluids. The basic phenomena of the Rayleigh-
Be´nard convection in horizontally extended systems are widely known.
The influence of the side walls, although not studied as throughly as the
horizontally extended case, is of practical importance for engineering
applications.
In this paper we study the Rayleigh-Be´nard convection in a 2-D
rectangular domain with no-slip boundary conditions for the velocity.
This problem is also closely related to the problem of infinite channel
with rectangular cross-section which has been studied by Davies-Jones
[DJ70], Luijkx–Platten [LP81] and Kato–Fujimura [KF00] among oth-
ers.
The linear aspects of the problem we consider in this paper have
been studied by Lee–Schultz–Boyd [LSB89], Mizushima [Miz95] and
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Gelfgat [Gel99]. In these papers, the critical Rayleigh number and the
structure of the critical eigenmodes have been studied for small aspect
ratio containers.
From dynamical transition and pattern formation point of view, Ma
and Wang [MW04, MW07] proved that under some general bound-
ary conditions, the problem always undergoes a dynamic transition to
an attractor ΣR as the Rayleigh number R crosses the first critical
Rayleigh number Rc. They also proved that the bifurcated attractor,
homological to Sm−1, where m is the number of critical eigenmodes.
In the 2-D setting that we consider, m is either 1 or 2 and the latter
case can only happen at the critical length scales where two modes with
wave numbers k and k+1 become critical simultaneously. Whenm = 1,
the structure of ΣR is trivial which is merely a disjoint union of two
attracting steady states. Thus our task in this paper is to classify the
structure of the attractor when m = 2. This has been studied recently
in [SW13] for the 3D Rayleigh-Be´nard problem where the boundaries
were assumed to be free-slip for the velocity and the wave numbers of
the critical modes were assumed to be equal.
The main mathematical challenge in this paper is due to the no-
slip boundary conditions since the separation of variables for the linear
eigenvalue problem which works in the free-slip case is not possible any-
more. To overcome this difficulty, the main approach for our study is
to combine rigorous analysis and numerical computation using spectral
method.
As we know, spectral methods have long been used to address the hy-
drodynamic instability problems. In fact, in his seminal work [Ors71],
Orszag studied the classical Orr-Sommerfeld linear instability problem
using a Chebyshev-tau method. In this paper, to treat the linear eigen-
value problem, we employ a Legendre-Galerkin method where compact
combinations of Legendre polynomials, called generalized Jacobi poly-
nomials, satisfying all the boundary conditions are used as trial func-
tions. The main advantage of our Legendre-Galerkin method is that
the resulting matrices are sparse which allows a very efficient and accu-
rate solution of the linearized problem; see also Hill–Straughan [HS06]
and Gheorghiu–Dragomirescu [GD09].
Once the eigenpairs of the linear problem are identified, the transi-
tion analysis is carried out by reducing the infinite dimensional system
to the center manifold in the first two critical eigendirections. The co-
efficients of this reduced system are calculated numerically. Our main
results are described below.
We first classify the eigenmodes into four classes according to their
parities using the symmetry of the problem. Then we numerically show
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that the first two unstable modes are always parity class one or two.
Then we study the transition near the critical length scales where two
eigenvalues become positive simultaneously. Next, we rigorously prove
that the local attractor at small supercritical Rayleigh numbers is in
fact homeomorphic to the circle which has four or eight steady states
with half of them as stable points and the rest as saddle points. The
critical eigenmodes are always bifurcated steady states on the attractor
and when the attractor has eight steady states, the mixed modes which
are superpositions of the critical eigenmodes are also bifurcated.
Second, let β1 and β2 denote the two largest eigenvalues of the lin-
earized problem. We find that a small neighborhood of β1 = β2 = 0
in the β1–β2 plane can be separated into several sectors with different
asymptotical structures. In particular, we find that there is a critical
Prandtl number Prc for the first two critical length scales L = 1.5702
and L = 2.6611, such that for Pr < Prc, there is a sector in this plane
for which mixed modes are stable fixed points of the attractor. For
Pr > Prc, the mixed modes are never stable and instead there is a
sector in this plane in which both of the critical eigenmodes coexist as
stable steady states. In this case, the initial conditions determine which
one of these eigenmodes will be realized. The critical Prandtl number
is around 0.14 for the first critical length scale L = 1.5702 and around
0.05 for the second critical length scale L = 2.6611. For higher critical
length scales we found that mixed modes are never stable points of the
attractor.
Third, recently Ma–Wang has developed the dynamic transition the-
ory to study transition and bifurcation problems in nonlinear sciences;
see [MW]. This paper is a first attempt to combine this theory with the
numerical tools of the spectral methods to study the detailed structure
of the transition and pattern formation.
The paper is organized as follows. In Section 2, the governing equa-
tions and the functional setting of the problem is discussed. In Section
3, linear eigenvalue problem is studied. Section 4 states the main theo-
rem. Section 5 is devoted to the proof of the main theorem. In Section
6, we demonstrate a method to compute the coefficients of the reduced
system. And the last section discusses the results obtained by our
analysis.
2. Governing Equations and the Functional Setting
Two dimensional thermal convection with no-slip, perfectly conduct-
ing boundaries can be modeled by the Boussinesq equations. The gov-
erning equations on the rectangular domain Ω = (0, L) × (0, 1) ∈ R2
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read as
(1)
∂u
∂t
+ (u · ∇)u = −Pr(∇p+∆u) +
√
R
√
Pr θ k,
∂θ
∂t
+ (u · ∇)θ =
√
R
√
Prw +∆θ,
∇ · u = 0.
Here u = (u, w) is the velocity field, θ is the temperature field and p
is the pressure field. These fields represent a perturbation around the
motionless state with a linear temperature profile. The dimensionless
numbers are the Prandtl number Pr and the Rayleigh number R which
is also the control parameter. k represents the unit vector in the z-
direction.
The equations (1) are supplemented with no-slip boundary condi-
tions for the velocity and perfectly conducting boundary conditions for
the temperature.
(2) u = θ = 0, on ∂Ω.
For the functional setting, we define the relevant function spaces:
(3)
H =
{
(u, θ) ∈ L2 (Ω,R3) : ∇ · u = 0,u · n |∂Ω= 0} ,
H1 =
{
(u, θ) ∈ H2 (Ω,R3) : ∇ · u = 0,u |∂Ω= 0, θ |∂Ω= 0} .
For φ = (u, θ), let G : H1 → H and LR : H1 → H be defined by
(4)
LRφ =
(
P(Pr∆u+
√
R
√
Pr θk),
√
R
√
Prw +∆θ
)
,
G(φ) = − (P(u · ∇)u, (u · ∇)θ)) ,
with P denoting the Leray projection onto the divergence-free vectors.
The equations (1)–(2) supplemented with initial conditions can be
put into the following abstract ordinary differential equation:
(5)
dφ
dt
= LRφ+G(φ), φ(0) = φ0.
For results concerning the existence and uniqueness of solutions of
(5), we refer to Foias, Manley, and Temam [FMT87].
Finally for φi = (ui, θi), ui = (ui, wi), i = 1, 2, 3 we define the
following trilinear forms.
(6)
G(φ1, φ2, φ3) = −
∫
Ω
(u1 · ∇)u2 · u3dxdz −
∫
Ω
(u1 · ∇)θ2 · θ3dxdz,
Gs(φ1, φ2, φ3) = G(φ1, φ2, φ3) +G(φ2, φ1, φ3).
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3. Linear Analysis
We first study the eigenvalue problem LRφ = βφ which reads as
(7)
Pr(∆u− ∂p
∂x
) = βu,
Pr(∆w − ∂p
∂z
) +
√
R
√
Pr θ = βw,
∆θ +
√
R
√
Prw = βθ,
divu = 0,
u = θ = 0, at ∂Ω.
Below we list some of the properties of this eigenvalue problem.
1) The linear operator LR is symmetric. Hence the eigenvalues βi
are real and the eigenfunctions φi are orthogonal with respect
to L2–inner product. Moreover there is a sequence
0 < R1 ≤ R2 ≤ · · ·
such that βi(Ri) = 0. Ri is found by setting β = 0 in (7). In
this case the problem becomes an eigenvalue problem with
√
R
as the eigenvalue.
2) We have
βi(R)
>
=
<
0 if R
>
=
<
Ri,
which can be seen by computing the derivative of βi with respect
to R at R = Ri.
(8)
dβi
dR
|R=Ri=
1√
Ri
√
Pr
∫
Ω
θiwi∫
Ω
u2i + w
2
i + θ
2
i
,
where (ui, wi, θi) is the ith eigenfunction. Also at R = Ri, by
the third equation in (7), wi = −R−1/2i Pr−1/2∆θi as βi(Ri) = 0.
Plugging these into (8) and integrating by parts, we see that
dβi
dR
|R=Ri=
∫
Ω
|∇θi|2dx
Ri
∫
Ω
(|ui|2 + |wi|2 + |θi|2)dx > 0
3) We denote the critical Rayleigh number Rc = R1. That is
(9)
βi(R)


< 0 if R < Rc,
= 0 if R = Rc,
> 0 if R > Rc.
i = 1, . . . , m
βi(Rc) < 0, i > m.
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Class 1 Class 2 Class 3 Class 4
ψ(e, e), θ(o, e) ψ(o, e), θ(e, e) ψ(e, o), θ(o, o) ψ(o, o), θ(e, o)
Table 1. Possible parity classes of the eigenfunctions
of the linear operator.
m in (9) does not depend on the Prandtl number Pr but only on
L. To see this, one makes the change of variable θ =
√
Pr θ′ so
that the solution of (7) for the eigenvalue of β = 0 is indepen-
dent of Pr. By simplicity of the first eigenvalue (see Theorem
3.7 in Ma–Wang [MW05]), for almost every value of L except
a discrete set of values, m in (9) is 1.
Introducing the streamfunction ψz = u, ψx = −w, we can eliminate
the pressure p from the linear eigenvalue problem (7).
(10)
Pr∆2ψ −
√
R
√
Prθx = β(R)∆ψ,
−
√
R
√
Prψx +∆θ = β(R)θ,
ψ =
∂ψ
∂n
= θ = 0 on ∂Ω.
The linear equations (7) satisfy several discrete symmetries which
may be found from the known non-trivial groups of continuous Lie
symmetries of the field equations (1); see (Hydon[Hyd00], Marques–
Lopez–Blackburn [MLB04]). However, for the problem we consider, it
can be easily verified that the linear equations have reflection symme-
tries about the horizontal and vertical mid-planes of the domain. Thus
we can classify the solutions of the linear problem into four classes
with different parities which are as defined in Table 1 where, for ex-
ample, ψ(o, e) means that ψ is odd in the x-direction and even in the
z-direction.
We will employ a Legendre-Galerkin method (cf. Shen [She94],
Shen–Tang–Wang [STW11]) to solve the linear eigenvalue problem
(10). For this, first we transform the domain with the change of vari-
able
(x, z) ∈ (0, L)× (0, 1)→ (X,Z) = (2x
L
− 1, 2z − 1) ∈ (−1, 1)2.
The approximate solutions (ψN , θN) of (10) will be sought in the finite
dimensional space
XN = span{(ej(x)ek(z), fl(x)fm(z)) | j, k, l,m = 0, 1, . . . , N − 1},
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where ej and fj are generalized Jacobi polynomials (cf. Guo–Shen–
Wang[GSW06], Shen–Tang–Wang [STW11]) which satisfy the bound-
ary conditions
ei(±1) = Dei(±1) = fi(±1) = 0.
Here D denotes the derivative. The polynomials ei and fi are defined
as in Chapter 6 of Shen–Tang–Wang [STW11],
(11) fi(z) = Li(z)− Li+2(z),
(12) ei(z) =
Li(z)− 4i+102i+7 Li+2(z) + 2i+32i+7Li+4(z)
(2i+ 3)(4i+ 10)1/2
,
where Li is the i
th Legendre polynomial. The coefficient of ei guarantees
that (D2ei, D
2ej) = δij .
We write the approximate solutions of the equation (10) with coef-
ficients to be determined by
(13) ψN =
Nx−1∑
j=0
Nz−1∑
k=0
ψ˜Njkej(x)ek(z), θ
N =
Nx−1∑
j=0
Nz−1∑
k=0
θ˜Njkfj(x)fk(z).
Here N = 2NxNz denotes the total degrees of freedom.
Let us define for i, j = 0 . . . , m− 1,
(Am1 )ij = (D
2ei, D
2ej) = δij, (A
m
2 )ij = (D
2ei, ej) = −(Dej , Dei),
(Am3 )ij = (ei, ej), (A
m
4 )ij = (ei, fj),
(Am5 )ij = (D
2fi, fj), (A
m
6 )ij = (fi, fj),
(Am7 )ij = (Dfi, ej),
and for j = 0, . . . , Nx − 1, k = 0, . . . , Nz − 1,
ψ˜N = {ψ˜Njk}, θ˜N = {θ˜Njk}.
Using the following property of the Legendre polynomials
(14) (2i+ 3)Li+1 = D(Li+2 − Li),
it is easy to see that:
(15)
Dei(z) =
Li+3 − Li+1√
4i+ 10
, D2ei(z) =
√
2i+ 5
2
Li+2(z), Dfi = −(2i+3)Li+1.
By (15), it is easy to determine the elements of the matrices Ak by the
orthogonality of the Legendre polynomials. In particular, the matrices
Am1 , . . . A
m
7 are banded, and except for A
m
4 and A
m
7 , they are symmetric.
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Putting (13) into (10), multiplying the resulting equations by em(x)en(z)
and fm(x)fn(z) respectively and integrating over −1 ≤ x ≤ 1, −1 ≤
z ≤ 1 to obtain
(16) BN x¯N −
√
RCN x¯N = βN(R)DN x¯N .
Here:
(17)
BN =

 PrX1 0
0 X3


N×N
, CN =

 0 √PrX2
−√PrXT2 0


N×N
,
DN =

 X4 0
0 X5


N×N
, x¯N =

 vec(ψ˜N)
vec(θ˜N)


N×1
,
where
(18)
X1 =
24
L4
ANz3 ⊗ANx1 +
25
L2
ANz2 ⊗ANx2 + 24ANz1 ⊗ ANx3 ,
X2 =
2
L
ANz4 ⊗ (ANx7 )T , X3 =
22
L2
ANz6 ⊗ANx5 + 22ANz5 ⊗ ANx6 ,
X4 =
22
L2
ANz3 ⊗ANx2 + 22ANz2 ⊗ ANx3 , X5 = ANz6 ⊗ ANx6 .
In (17) and (18) we use the following notations. For a m × k matrix
M , vec(M) is the mk×1 column vector obtained by concatenating the
columns Mi of M , i.e.
vec(
[
M1 M2 · · · Mk
]
) =
[
M1 M2 · · · Mk
]T
.
0 stands for the zero matrix and A⊗ B = {aijB}i,j=0,1,...,q is the Kro-
necker product of A and B. To obtain (16), we used the following
properties of the Kronecker product.
vec(AXB) = (BT ⊗ A)vec(X), (A⊗B)T = AT ⊗BT .
We note that the matrices BN , CN and DN in (16) are sparse, BN
and DN are symmetric while CN is skew-symmetric.
From our linear analysis, we find the following results.
• Our numerical analysis suggest that Nx = 6+ 2k ≈ 6+ 2L and
Nz = 8 is enough to resolve the critical Rayleigh number and the
first critical mode which has k rolls in its stream function. We
have checked that increasing Nx and Nz by two only modifies
the fourth or fifth significant digit of the result.
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ψ
−1
1
θ
−1 1−1
1
−2 2 −3 3 −4 4 −5 5
Figure 1.
ψ (on top) and θ (on bottom) of the first critical mode on
(−L, L)× (−1, 1) for L = 1, . . . , 5.
x
z
−1 0 1−1
−0.5
0
0.5
1
−1 −0.9 −0.8 −0.7−1
−0.9
−0.8
−0.7
Figure 2.
The left figure shows the plot of the first critical stream function for
L = 1 (the top left plot in Figure 1). The right figure shows the
enlarged plot at the corner.
• In Figure 1, the first critical mode is shown for the length scales
L = 1, . . . , 5. Note that the first critical stream function and
the temperature distribution has always even parity in the z-
direction while their x-parity alternates between odd and even
as the length scale increases. As observed in Mizushima [Miz95],
we also verify the existence of the Moffatt vortices on the corners
of the domain which are due to corner singularities as shown in
Figure 2.
• For L < 21 we observed that m in (9) is either 1 or 2. More-
over, m = 2 only at the critical length scales which are given
in Table 2. The results found are in agreement with those in
Mizushima [Miz95] and Lee-Schultz-Boyd [LSB89].
• The marginal stability curves of the first few critical eigenvalues
are given in Figure 3. The figure demonstrates that the parities
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Lc k Rc Nx Lc k Rc Nx
1.5702 1 3086.6554 8 6.7711 6 1764.3754 18
2.6611 2 2113.776 10 8.7992 8 1740.9174 22
3.7048 3 1906.3395 12 10.8229 10 1729.5398 26
4.7329 4 1826.4099 14 15.8738 15 1717.805 36
5.7541 5 1786.8833 16 20.9197 20 1713.5226 46
Table 2. At L = Lc, two modes become unstable. One
of the modes has k and the other one has k+1 rolls in x-
direction in their stream functions. The critical Rayleigh
number at this length scale is Rc. Nx and Nz = 8 are
the number of polynomials used in the x and z directions
respectively.
1 2.5 40
1.1
2.2x 10
4
R
L
 
 
parity 1
parity 2
parity 3
parity 4
Figure 3. The marginal stability curves of the first few
eigenvalues with eigenfunctions of different parity classes.
of the first two critical modes can only be of parity class one or
two as given by Table 1.
Also it is seen in these figures that there is a repulsion of
the eigenvalues. Namely the neutral stability curves of the
same parity type do not intersect each other. Such a repulsion
does not occur for free-slip boundary conditions. This repulsion
arises from a structural instability of the transform of matrices
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into a Jordan canonical form and a detailed analysis can be
found in Mizushima–Nakamura [MN02].
4. Main Theorem
Let m be the number of modes which become critical as the first
Rayleigh number Rc is crossed as given by (9). Ma and Wang [MW04,
MW07] proved that under some general boundary conditions, the prob-
lem has an attractor ΣR which bifurcates from (0, Rc) as R crosses
Rc. They also proved that the dimension of the bifurcated attractor is
m − 1 ≤ dim(ΣR) ≤ m. When m = 1, the structure of ΣR is trivial
which is merely a disjoint union of two attracting steady states.
As stated before, in our problem m is either 1 or 2. And the latter
case can only happen at a critical length scale Lc where two eigenmodes
with consecutive wave numbers become critical.
Numerically, it turns out that the critical Rayleigh numbers for
modes with parity 3 or 4 are much greater than those for modes with
parity 1 or 2. This can be seen from the Figure 3.
We will assume the following.
(19)


1. (β1, φ1), (β2, φ2) are the first two critical eigenpairs.
2. φ1 has wave number k, φ2 has wave number k + 1
where k is a positive integer.
3. One of the eigenmodes {φ1, φ2} is of parity class 1,
while the other is of parity class 2 as given in Table 1.
Let y1 and y2 be the amplitudes of φ1 and φ2 respectively. Then
in the proof of the main theorem, we show that the dynamics of the
system close to R = Rc and L = Lc is governed by the equations
(20)
dy1
dt
= β1y1 + y1(a11y
2
1 + a13y
2
2) + o(3),
dy2
dt
= β2y2 + y2(a22y
2
1 + a24y
2
2) + o(3).
Here βi is the eigenvalue corresponding to mode i, and o(3) denotes
o(3) = o(|(y1, y2)|3) +O(|(y1, y2)|3max
i=1,2
|β(R)|).
Let us define
(21) D1 = a22β1−a11β2, D2 = a13β2−a24β1, D3 = a11a24−a13a22.
To state our main theorems, we assume the following non-degeneracy
conditions
(22) a11 6= 0, a24 6= 0, D1 6= 0, D2 6= 0, D3 6= 0.
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j5
j6j7
j8
j4
j3
j2
j1
y1
y2
(a) D1 < 0, D2 <
0, D3 < 0
j5
j6j7
j8
j4
j3
j2
j1
y1
y2
(b) D1 > 0, D2 >
0, D3 > 0
j4
j3
j2
j1
y1
y2
(c) D1 < 0, D2 > 0
j4
j3
j2
j1
y1
y2
(d) D1 > 0, D2 <
0
Figure 4. Transition Scenarios.
Finally, let us define the following.
(23)
ϕi = (−1)iφ1, i = 1, 2, (modes with wavenumber k)
ϕi = (−1)iφ2, i = 3, 4, (modes with wavenumber k + 1)
ϕi = ciφ1 + diφ2, i = 5, 6, 7, 8, (mixed modes)
where c5 = c6 = −c7 = −c8 and d5 = −d6 = d7 = −d8.
Theorem 4.1. Under the assumptions (19) and (22), there is an at-
tractor ΣR bifurcating as R crosses Rc which is homeomorphic to the
circle S1 when L is sufficiently close to a critical length scale Lc. More-
over, ΣR consists of steady states and their connecting heteroclinic or-
bits. Let n(ΣR) denote the number of steady states on ΣR, S denote the
stable steady states and U denote the unstable steady states on ΣR upto
topological equivalency. Then we have the following characterization of
ΣR which is also illustrated in Figure 4.
(i) If D1 < 0, D2 < 0, D3 < 0, n(ΣR) = 8, S = {ϕi | i = 1, 2, 3, 4},
U = {ϕi | i = 5, 6, 7, 8}.
(ii) If D1 > 0, D2 > 0, D3 > 0, n(ΣR) = 8, S = {ϕi | i = 5, 6, 7, 8},
U = {ϕi | i = 1, 2, 3, 4}.
(iii) If D1 < 0, D2 > 0, n(ΣR) = 4, S = {ϕi | i = 1, 2}, U = {ϕi |
i = 3, 4}.
(iv) If D1 > 0, D2 < 0, n(ΣR) = 4, S = {ϕi | i = 3, 4}, U = {ϕi |
i = 1, 2}.
According to Theorem 4.1, the structure of the attractor depends
on D1, D2 and D3 which in turn depends on the coefficients of the
reduced equations. By (21), D3 has a definite sign whereas D1 and D2
vanish at the criticality β1 = β2 = 0. In the proof of Theorem 4.1, we
analytically prove that the coefficients a11, and a24 are negative. Our
numerical computations indicate that a13 is also always negative. We
observed that a22 and D3 can be both positive and negative.
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Equilibrium 
solution
stable
β
1
β
2
D=0
2
Mixed
modes
stable
Second
eigenmode
stable
Second
eigenmode
stable
First
eigenmode
stable
(a) a22 > 0
Equilibrium 
solution
stable
β2
β
1
D=0
1
D=0
2Second
eigenmode
stable
First
eigenmode
stable
Mixed
modes
stable
Second
eigenmode
stable
First
eigenmode
stable
(b) a22 < 0, D3 > 0
Equilibrium 
solution
stable
β
2
β
1
D=0
1
D=0
2
Second
eigenmode
stable
First
eigenmode
stable
Both
eigenmodes
stable
Second
eigenmode
stable
First
eigenmode
stable
(c) a22 < 0, D3 < 0
Figure 5. The transition scenarios in β1–β2 plane. In
the above cases we assume that a13 < 0 which is due
to our numerical observations. The arrows on the lines
D1 = 0, D2 = 0 indicate in which directions D1 and D2
increase. First and second eigenmodes correspond to the
eigenmodes with wavenumber k and k + 1 respectively.
That gives three possible cases depending on the signs of a22 and
D3. In Figure 5, we classify these cases in a small neighborhood of
β1 = β2 = 0 in the β1–β2 plane according to our main theorem and the
following observations.
• If a22 > 0 then D3 > 0, D1 > 0 but D2 changes sign in the first
quadrant.
• If a22 < 0 and D3 > 0 then D1 and D2 changes sign in the first
quadrant. Moreover the case where both D1 < 0 and D2 < 0 is
not possible.
• If a22 < 0 and D3 < 0 then again D1 and D2 changes sign in
the first quadrant. This time the case where both D1 > 0 and
D2 > 0 is not possible.
5. Proof of the Main Theorem
We will give the proof in several steps.
STEP 1. The reduced equations. When there are two critical
modes φ1, φ2, the center manifold is a two dimensional manifold embed-
ded in the infinite dimensional space. We denote the center manifold
function by:
Φ = y21Φ1 + y1y2Φ2 + y
2
2Φ3 + o(y
2), Φi = (Ψi,Θi)
T .
To study the dynamics on the center manifold, we plug in
(24) φ = y1φ1 + y2φ2 + y
2
1Φ1 + y1y2Φ2 + y
2
2Φ3 + o(2),
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into (5), take the inner product with φ1, φ2 and use the orthogonality of
the eigenvectors, thanks to the self-adjointness of the linear operator.
The reduced equations read
(25)
dyi
dt
= βi(R)yi +
1
(φi, φi)
(G(φ), φi), i = 1, 2
We normalize the first two eigenfunctions so that
(φ1, φ1) = (φ2, φ2) = 1.
Now if we expand the nonlinear terms in (25), we get
(26)
dy1
dt
= β1y1 + (a11y
3
1 + a12y
2
1y2 + a13y1y
2
2 + a14y
3
2) + o(3),
dy2
dt
= β2y2 + (a21y
3
1 + a22y
2
1y2 + a23y1y
2
2 + a24y
3
2) + o(3),
where
(27)
ak1 = Gs(φ1,Φ1, φk), ak2 = Gs(φ1,Φ2, φk) +Gs(φ2,Φ1, φk),
ak4 = Gs(φ2,Φ3, φk), ak3 = Gs(φ1,Φ3, φk) +Gs(φ2,Φ2, φk).
STEP 2. Parities of the center manifold functions. To com-
pute the center manifold approximation, we will use the the following
formula which was introduced in Ma–Wang [MW05].
(28)
− LRΦ1 = P2G(φ1, φ1),
− LRΦ2 = P2[G(φ1, φ2) +G(φ2, φ1)],
− LRΦ3 = P2G(φ2, φ2).
Here
P2 : H → E2, LR = LR|E2 : E2 → E¯2,
E1 = span{φ1, φ2}, E2 = E⊥1 .
LetX = {f ∈ C(Ω) | f(−x, z) = ±f(x, z) and f(x,−z) = ±f(x, z)}
and let s : X → {±1}2 denote the parity function:
s(f) = (sx(f), sz(f)),
where
sx(f) = ±1 if f(−x, z) = ±f(x, z), sz(f) = ±1 if f(x,−z) = ±f(x, z).
Let us define for φi = (ui, wi, θi), i = 1, 2 the following.
(29) G(φi, φj) =


g1(φi, φj)
g2(φi, φj)
g3(φi, φj)

 =


−ui ∂uj∂x − wi ∂uj∂z
−ui ∂wj∂x − wi ∂wj∂z
−ui ∂θj∂x − wi ∂θj∂z

 .
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The following lemma can be proved using the basic properties of
parities.
Lemma 5.1. If φi = (ui, vi, θi) ∈ X3 ∩ H1, i = 1, 2 then for i, j, k =
1, 2,
1) −s(g1(φi, φj)) = s(g2(φi, φj)) = s(g3(φi, φj)) = (sx(wiwj),−sz(wiwj)).
2) s(gk(φi, φj)) = s(gk(φj, φi)).
Hereafter without loss of generality we will assume
(30) φ1 is of parity class 1 and φ2 is of parity class 2,
which are as given in Table 1.
Using the Lemma 5.1, we can prove
Lemma 5.2. Under the assumption (30),
s(g2(φ1, φ1)) = s(g2(φ2, φ2)) = (1,−1), s(g2(φ1, φ2)) = (−1,−1).
Lemma 5.3. Under the assumption (30), P2G(φi, φj) = G(φi, φj) for
i, j = 1, 2.
Proof. Note that P2G(φi, φj) = G(φi, φj) if (G(φi, φj), φk) = 0 for
i, j, k = 1, 2. Now
(31)
(G(φi, φj), φk) =
∫
Ω
(g1(φi, φj)uk + g2(φi, φj)wk + g3(φi, φj)θk) dxdz
By Lemma 5.1 and Lemma 5.2, g1(φi, φj) is even in the z-direction
while g2(φi, φj) and g3(φi, φj) are odd in the z-direction. Since uk is
odd and wk and θk are even in the z-direction, the integral in (31) must
vanish over Ω. 
Thus by the Lemma 5.3 and the equation (28), Φi = (Ui,Wi,Θi),
(i = 1, 2, 3) are solutions of
(32)
− LRΦ1 = G(φ1, φ1),
− LRΦ2 = G(φ1, φ2) +G(φ2, φ1),
− LRΦ3 = G(φ2, φ2).
Using the streamfunction Ψz = U , Ψx = −W , one can eliminate the
pressure from these equations to obtain
(33)
Pr∆2Ψ−
√
R
√
Pr
∂Θ
∂x
= h1 := −∂g1
∂z
+
∂g2
∂x
,
−
√
R
√
Pr
∂Ψ
∂x
+∆θ = h2 := −g3,
Ψ =
∂Ψ
∂n
= Θ = 0 on ∂Ω.
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φ1 φ2 Φ1 Φ2 Φ3
ψ1 θ1 ψ2 θ2 Ψ1 Θ1 Ψ2 Θ2 Ψ3 Θ3
(e,e) (o,e) (o,e) (e,e) (o,o) (e,o) (e,o) (o,o) (o,o) (e,o)
Table 3. Parities of the first two critical modes and
the center manifold functions.
Lemma 5.4. Under the assumption (30), the center manifold func-
tions have the parity as given in Table 3.
Proof. We can eliminate Θ from the first equation of (33) to obtain
(34)
Pr∆3Ψ−RPr∂
2Ψ
∂x2
= ∆h1 +
√
R
√
Pr
∂h2
∂x
,
∆Θ = h2 +
√
R
√
Pr
∂Ψ
∂x
.
Now using Lemma 5.1 and Lemma 5.2, we see that s(Ψ) = (−sx(g2), sz(g2))
and s(Θ) = s(g2). 
Using Table 3 we find that the integrands in a12, a14, a21, a23 are all
odd functions of z and hence we have the following.
Lemma 5.5. Under the assumption (30), in (27) we have
a12 = a14 = a21 = a23 = 0.
As a result of Lemma 5.5, we obtain the reduced equations (20).
STEP 3. The attractor bifurcation. Now, we will prove that
the bifurcated attractor is homeomorphic to S1. For this we will need
the following result.
Theorem 5.6 (Ma–Wang [MW05]). Let v be a two dimensional Cr (r ≥
1) vector field given by
(35) vλ(x) = β(λ) x− h(x, λ),
for x ∈ R2. Here β(λ) is a continuous function of λ satisfying β(λ) >=
<
0
for λ
>
=
<
λ0 and
h(x, λ) = hk(x, λ) + o(|x|k), C1|x|k+1 ≤ (hk(x, λ), x),
for some odd integer k ≥ 3 where hk(·, λ) is a k-multilinear field, and
C1 > 0 is some constant. Then the system
dx/dt = vλ(x), x ∈ R,
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bifurcates from (x, λ) = (0, λ0) to an attractor Σλ, which is homeomor-
phic to S1, for λ0 < λ < λ0+ǫ, for some ǫ > 0. Moreover, either (i) Σλ
is a periodic orbit, or (ii) Σλ consists of an infinite number of singular
points, or, (iii) Σλ contains at most 2(k+1) singular points, consisting
of 2N saddle points, 2N stable node points and n(≤ 2(k + 1) − 4N)
singular points with index zero.
Now let
h(y1, y2) =
{
y1(a11y
2
1 + a13y
2
2), y2(a22y
2
1 + a24y
2
2)
}T
.
Lemma 5.7. Assume that Φi 6= 0 for i = 1, 2, 3. Then for any y =
(y1, y2),
(36) (h(y), y) = a11y
4
1 + (a13 + a22)y
2
1y
2
2 + a24y
4
2 ≤ C|y|4,
where C < 0.
Proof.
a11 = Gs(φ1,Φ1, φ1) = G(φ1,Φ1, φ1) +G(Φ1, φ1, φ1)
= G(φ1,Φ1, φ1) = −G(φ1, φ1,Φ1) = (LRΦ1,Φ1).(37)
Here we used (32) and the following properties of Navier-Stokes non-
linearity
(38) (i)G(φ, φ˜, φ∗) = G(φ, φ∗, φ˜), (ii)G(φ, φ˜, φ˜) = 0,
and −LRΦ1 = G(φ1, φ1) which is due (32).
If we write
Φj =
∞∑
k=3
cj,kφk, j = 1, 2, 3,
then for j = 1, 2, 3,
(39) (LRΦj,Φj) =
∞∑
k=3
c2j,kβk||φk||2 < 0.
since βk < 0 for k ≥ 3 and by assumption there exists k ≥ 3 such that
c1,k 6= 0. In particular, a11 < 0. As in (37), we can show that
a24 = Gs(φ2,Φ3, φ2) = (LRΦ3,Φ3) < 0.
Now if a13+a22 < 0 then it is easy to prove (36). Assume otherwise.
Using (38) and (32), we can write
a13 = Gs(φ1,Φ3, φ1) +Gs(φ2,Φ2, φ1)
= G(φ1,Φ3, φ1) +G(Φ3, φ1, φ1) +Gs(φ2,Φ2, φ1)
= −(G(φ1),Φ3) +Gs(φ2,Φ2, φ1)
= (LRΦ1,Φ3) +Gs(φ2,Φ2, φ1).
(40)
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A similar computation shows
(41) a22 = (LRΦ3,Φ1) +Gs(φ1,Φ2, φ2).
Let us define
(42) α = Gs(φ1,Φ2, φ2) +Gs(φ2,Φ2, φ1).
By (38) and (32),
(43) α = −(G(φ1, φ2) +G(φ2, φ1),Φ2) = (LRΦ2,Φ2)
Note that α < 0 by (39). Using Cauchy-Schwarz inequality and the
orthogonality of the eigenfunctions,
(LRΦ1,Φ3) =
∞∑
k=3
βkc1,kc3,k||φk||2
≤
(
∞∑
k=3
−βkc21,k||φk||2
)1/2( ∞∑
k=3
−βkc23,k||φk||2
)1/2
=
√
a11a24.
(44)
Since, (LRΦ3,Φ1) = (LRΦ1,Φ3), we have by (40)–(44),
a13 + a22 < 2
√
a11a24 + α,
where α < 0 is given by (42). Thus, there exists 0 < ǫ1 < −a11,
0 < ǫ2 < −a24 such that
a13 + a22 < 2
√
a11a24 + α < 2
√
(a11 + ǫ1)(a24 + ǫ2).
Since 2ab < a2 + b2, we have,
2
√
(a11 + ǫ1)(a24 + ǫ2)y
2
1y
2
2 ≤ −(a11 + ǫ1)y41 − (a24 + ǫ2)y42.
Now, let C = max{−ǫ1,−ǫ2}. Then C < 0 and we have
(h(y), y) ≤ a11y41 + (a13 + a22)y21y22 + a24y42 ≤ C(x2 + y2)2.
That finishes the proof. 
Thus by Theorem 5.6 and Lemma 5.7, ΣR is homeomorphic to S
1.
Now we will describe the details of its structure by determining the
bifurcated steady states and their stabilities.
STEP 4. The steady states and their stabilities. The possible
equilibrium solutions of the truncated equations of (20) are as follows.
(45) R1 = (
√
β1
−a11 , 0), R2 = (0,
√
β2
−a24 ), M = (
√
D2
D3
,
√
D1
D3
),
where D1, D2 and D3 are given by (21).
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Due to the invariance of the equations (20) with respect to (x, y)→
(−x, y) and (x, y) → (x,−y), we only consider the positive solutions
when writing (45).
The eigenvalues λ1, λ2 of the truncated vector field at the steady
states R1, R2 are
λR11 = −2β1, λR12 = −D1/a11, λR21 = −2β2, λR22 = −D2/a24.
Note that Ri is always bifurcated for βi > 0, i = 1, 2. Moreover Ri
is a stable steady state for βi > 0 if Di < 0 for i = 1, 2. The trace
Tr and the determinant Det of the Jacobian matrix of the truncated
vector field at the mixed states M are
(46) Tr =
2
D3
(a24D1 + a11D2), Det =
4
D3
D1D2.
Notice that the steady states M are bifurcated only when D1, D2, D3
have the same sign. Since a11 and a24 are both negative as shown in
Lemma 5.7, according to trace-determinant plane analysis, they are
saddles if D1 < 0, D2 < 0, D3 < 0 and are stable if D1 > 0, D2 > 0,
D3 > 0.
Finally, only the four cases stated in our main theorem can occur.
To see this, note that according to the Theorem 5.6 and (45)–(46), the
case D1 < 0, D2 < 0, D3 > 0 is not possible since that would lead to
only 4 steady states on the attractor which are all stable. Similarly the
case D1 > 0, D2 > 0, D3 < 0 is not possible either which would lead
to 4 steady states which are all unstable.
6. Numerical approximation of the coefficients of the
reduced equations
To compute the coefficients of the reduced equations (20), we fix L,
Pr and R to compute all the eigenvalues βNi and the corresponding
eigenvectors of (16).
Numerical computation of the center manifold functions.
Now we will numerically approximate Φ1, Φ2 and Φ3 which are the
solutions of the equations (28). We will illustrate the method to ap-
proximate Φ1 since Φ2, Φ3 can be approximated similarly. To determine
Φ1, we have to find its stream function Ψ and its temperature function
Θ which are determined by equations (33).
Since we do not have h1 and h2 in (33) exactly, we approximate them
by hN1 , h
N
2 as below
(47)
hN1 = −
∂gN1
∂z
+
∂gN2
∂x
, hN2 = ψ
N
1,zθ
N
1,x − ψN1,xθN1,z,
gN1 = −ψN1,zψN1,xz + ψN1,xψN1,zz, gN2 = −ψN1,zψN1,xx + ψN1,xψN1,xz.
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Here (ψN1 , θ
N
1 ) is the first critical eigenfunction of the discrete problem
(16).
(48) {ψN1 , θN1 } =
Nx−1∑
m=0
Nz−1∑
n=0
{
ψ˜N1,mnem(x)en(z), θ˜
N
1,mnfm(x)fn(z)
}
.
The Legedre-Galerkin approximation of the problem (33).
As in the linear eigenvalue problem, we discretize the equations (33)
using the generalized Jacobi polynomials (11)–(12).
(49) {ΨN ,ΘN} =
Nx−1∑
m=0
Nz−1∑
n=0
{
Ψ˜Nmnem(x)en(z), Θ˜
N
mnfm(x)fn(z)
}
.
We plug in ΨN , ΘN , hN1 , h
N
2 for Ψ, Θ, h1, h2 in (33) and multiply
the resulting equations by Jacobi polynomials ej(x)ek(z), fj(x)fk(z)
and integrate over −1 ≤ x ≤ 1, −1 ≤ z ≤ 1 to reduce (33) to the
following finite dimensional linear equation
(50) (BN −
√
RCN)x¯ = b¯.
Here BN and CN are given by (17) and
(51) x¯ =
[
vec(Ψ˜N) vec(Θ˜N)
]T
N2×1
, b¯ =
[
vec(B1) vec(B2)
]T
.
For 0 ≤ j ≤ Nx − 1, 0 ≤ k ≤ Nz − 1,
(52)
(B1)jk =
∫ 1
−1
∫ 1
−1
hN1 (x, z)ej(x)ek(z)dxdz,
(B2)jk =
∫ 1
−1
∫ 1
−1
hN2 (x, z)fj(x)fk(z)dxdz.
Now ej is a polynomial of degree j + 4 and by (47) and (48), h
N
i is
a polynomial of degree at most (2Nx + 6, 2Nz + 6). Thus the above
integrands are of degree at most (3Nx+9, 3Nz+9). Since the Legendre-
Gauss-Lobatto quadrature with N + 1 quadrature points is exact for
polynomials of degree less or equal than 2N − 1, the integrals in (52)
can be replaced by the following discrete inner products.
(53)
(B1)jk =
3
2
Nx+5∑
m=0
3
2
Nz+5∑
n=0
hN1 (xm, zn)ej(xm)ek(zn)ω
x
mω
z
n,
(B2)jk =
3
2
Nx+5∑
m=0
3
2
Nz+5∑
n=0
hN2 (xm, zn)fj(xm)fk(zn)ω
x
mω
z
n.
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Here {xj , wxj }
3
2
Nx+5
j=0 and {zj , wzj}
3
2
Nz+5
j=0 are the Legendre-Gauss-Lobatto
points and weights in the x-direction and the z-direction.
Solution of (50). The solution x¯ of (50) can be obtained by invert-
ing the matrix (BN −√RCN). But this matrix has a large condition
number. Thus we show a method to obtain the solution inverting the
matrix DN given by (17) which has a much smaller condition num-
ber. For example, for Nx = 10, Nz = 8, the condition number of
(BN−√RCN) is O(1016) while the condition number of DN is O(108).
Since Φ1 ∈ E2 = span{φ1, φ2}⊥, we look for a solution of (50) in the
form
(54) x¯ =
N∑
i=3
xix¯i,
where x¯i are the eigenvectors of
(55) BN x¯i −
√
RCN x¯i = βi(R)D
N x¯i.
If we multiply (50) by (DN)−1 and use (55), the left hand side of (50)
becomes
(56)
N∑
i=3
xiβi(R)x¯i = (D
N)−1(BN −
√
RCN )x¯ = (DN)−1b¯ := f¯ .
We determine f¯ from DN f¯ = b¯ using Gaussian elimination. Once
again using Gaussian elimination, we can find the coefficients fi in the
expansion
(57) f¯ =
N∑
i=1
fix¯i.
In (57), we see that f1 = f2 = 0 is necessary for the existence of
a solution of (50). From (56) and (57), one finds xi = fi/βi(R), i =
3, 4, . . . , N . Thus the Jacobi expansion coefficients in (49) of the center
manifold are given by
vec(Ψ˜N) =
N∑
i=3
fi
βi(R)
vec(ψ˜Ni ), vec(Θ˜
N) =
N∑
i=3
fi
βi(R)
vec(θ˜Ni ).
Numerical computation of aij in (27). We approximate a11 by
(58) aN11 = Gs(φ
N
1 ,Φ
N
1 , φ
N
1 ).
The integrands in Gs(φ
N
1 ,Φ
N
1 , φ
N
1 ) are polynomials of degree at most
(3Nx+9, 3Nz+9). Thus to replace the integrals in (58), one needs again
(3
2
Nx+5,
3
2
Nz+5) quadrature points and nodes in the numerical inner
product. The other coefficients aij in (27) are approximated similarly.
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Remark 6.1. We observed that increasing Nx and Nz above Nx =
10+2k and Nz = 8 only changes a
N
ij in the seventh digit when the first
critical mode which has k rolls and the second critical mode has k + 1
rolls in their stream functions.
7. Numerical Results and Discussion
We computed coefficients of the reduced equations for various Pr
values ranging from 0.1 to 103 at the first three critical length scales
and at the critical Rayleigh numbers which are given in Table 2.
As proved in Theorem 4.1, the coefficients a11 and a24 are always
negative. In our numerical calculations, we encountered that a13 is
also always negative. But the sign of a22 and the sign of D3 depends
on L and Pr and are given in Table 4.
For the first critical length scale Lc = 1.5702, we found that a22 and
D3 changes sign from positive to negative between 0.04 < Pr < 0.05
and 0.14 < Pr < 0.15 respectively. Thus the transition is as described
in Figure 5(a) for Pr < 0.04, as in Figure 5(b) for 0.05 < Pr < 0.14
and as in Figure 5(c) for Pr > 0.15. Thus the mixed modes can be
stable when Pr < 0.14 but only the pure modes are stable points of the
attractor when Pr > 0.15.
For the second critical length scale Lc = 2.6611, we always observed
that a22 < 0. However, D3 changes sign between 0.05 < Pr < 0.06.
Thus the transition is as described in Figure 5(b) for Pr < 0.05 and as
described in Figure 5(c) for Pr > 0.06. In particular, the mixed modes
can be stable when Pr < 0.05 but only the pure modes are stable steady
states when Pr > 0.06.
For higher critical length scales (third and beyond), we found that
a22 < 0 and D3 < 0 for the Prandtl numbers we considered. Thus the
transition is as described in Figure 5(c). For this length scale, either
the critical Prandtl number that was observed for the first two critical
length scales is now very close to zero or it does not exist at all.
The above analysis depends on the coefficients aij of the reduced
equations and predicts the transitions when both eigenvalues β1, β2
are close to zero. Now we present an analysis depending on the di-
rect computation of the numbers D1, D2 (both of which vanish when
β1 = β2 = 0) and D3. We computed D1, D2 and D3 for L and
R values around (but not necessarily very close to) the criticality
(L,R) = (Lc, Rc) for the first three critical length scales and for Prandtl
numbers Pr = 0.1, 0.71, 7, 130. The results are shown in Figure 6. Al-
though we might have omitted the smallness assumptions of |L − Lc|
and |R − Rc| where our main theorem is valid, these figures help us
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1995.1
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2.656 2.661 2.666
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2.656 2.661 2.666
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Pr =130
 
 
2.656 2.661 2.666
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D1<0, D2>0 D1>0, D2<0 D1>0, D2>0, D3>0D1<0, D2>0 D1>0, 2 D1<0, 2< 3
Figure 6. The signs of D1, D2 and D3 in the L–R
plane. In each subfigure, the x and y axes denote the
length scale L and the Rayleigh number R respectively.
For each column, the Prandtl number is given above.
predict the transitions in the L − R plane. The results we obtain are
as follows.
For Pr = 0.71, Pr = 7, Pr = 130, transitions are qualitatively same
in the L–R plane. For L > Lc, the basic motionless state loses its
stability to the eigenmode with wavenumber k + 1 as the Rayleigh
number crosses the first critical Rayleigh number and further increase
of the Rayleigh number does not alter the stability of this steady state.
This is in contrast to the situation L < Lc where there is a transi-
tion of stabilities as the Rayleigh number is increased. Namely, as the
Rayleigh number crosses the first critical Rayleigh number, the eigen-
mode with wavenumber k becomes stable. As the Rayleigh number is
further increased, both eigenmodes coexist as stable steady states and
the initial conditions determine which one of these steady states will
be realized. Finally as the Rayleigh number is further increased, the
eigenmode with wavenumber k + 1 becomes stable.
The transition at Pr = 0.1 is essentially different than for those
at Pr = 0.71, 7, 130. In particular, for the first critical length scale
Lc = 1.5702, for L < Lc, subsequently mode with wavenumber k,
mixed modes and finally mode with wavenumber k+1 will be realized
as the Rayleigh number is increased while for L > Lc, k + 1 mode is
the only stable steady state.
24 TAYLAN SENGUL, JIE SHEN, SHOUHONG WANG
Lc = 1.5702 Lc = 2.6611 Lc = 3.7048
Pr a22 × 102 D3 × 105 a22 × 102 D3 × 105 a22 × 102 D3 × 105
0.01 7.6492 2559.8276 -23.7252 140.2894 -20.5185 -15.6696
0.04 0.1313 93.3662 -6.0784 3.6690 -5.3093 -1.4416
0.05 -0.4546 50.5609 -5.0374 1.0455 -4.4332 -1.1525
0.06 -0.8740 29.9252 -4.3902 -0.2713 -3.8966 -1.0122
0.14 -2.3697 0.6458 -3.0486 -2.3788 -2.8749 -0.9899
0.15 -2.4662 -0.0707 -3.0218 -2.4414 -2.8641 -1.0182
0.71 -3.2469 -9.5827 -2.8940 -2.5437 -2.8848 -1.4316
7 -0.8551 -0.8348 -0.7484 -0.1610 -0.7444 -0.0987
100 -0.0687 -0.0055 -0.0599 -0.0010 -0.0595 -0.0006
1000 -0.0069 -0.0001 -0.0060 -0.00001 -0.0060 -0.000006
Table 4. The coefficients of the reduced equations for
various Pr values at the first three critical length scales.
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