The 2007 National Research Council Report "Toxicity Testing in the 21st Century: A Vision and A Strategy" recommended an integrated, toxicity pathway-oriented approach for chemical testing. As an integral component of the recommendation, computational dose-response modeling of toxicity pathways promises to provide mechanistic interpretation and prediction of adverse cellular outcomes. Among the many toxicity pathways, the DNA damage response is better characterized and thus more suited for computational modeling. In the present study, we formulated a minimal mathematical model of this pathway to examine the dose response for etoposide (ETP), an anticancer drug that causes DNA double strand breaks (DSBs). In the model, DSB results from inhibition of topoisomerase by ETP and p53 is activated by a bistable switch composed of a positive feedback loop between ATM and γH2AX. Our stochastic model recapitulated the dose response for several molecular biomarkers measured with flow cytometry in HT1080 cells, including phosphorylated p53, ATM, γH2AX, and micronuclei. Model simulations were consistent with a bimodal pattern of p53 activation and a graded population-averaged response at high ETP concentrations. The graded response was a result of heterogeneous activation of individual cells due to molecular stochasticity. This work shows the value of combining data collection on single cell responses and mechanistic, stochastic modeling to develop and test hypothesis for the circuitry of important toxicity pathways. Future studies will determine how well this initial modeling effort agrees with a broader set of experimental studies on pathway responses by examining a more diverse group of DNA-damaging compounds.
The 2007 U.S. National Research Council Report, "Toxicity Testing in the 21st Century: A Vision and A Strategy" (TT21C), called for a paradigm shift in toxicity testing from the traditional whole animal-based approach to a multidisciplinary systems biology-based methodology integrating suites of in vitro cell assays and computational modeling (NRC, 2007 ).
An anchoring concept in the recommendation is toxicity pathways, which are preexisting biochemical pathways in cells that, when sufficiently perturbed, can lead to adverse health outcomes. A key direction of future research is to organize and make sense of quantitative cell-based data around underlying toxicity pathways. This would require efforts going beyond the empirical curve-fitting practice to a mechanistically based approach. Mechanistic interpretation of in vitro data, including shape of dose-response curves and threshold effects, would rely on computational systems biology pathway (CSBP) models capturing the inherent nonlinearity of signal processing in toxicity pathways (Zhang et al., 2010a) . The in vitro concentrations of chemicals calculated or predicted by CSBP models can then be fed to reverse dosimetry models to derive in vivo exposure doses for chemical safety assessment. Toward this goal, case studies with prototype toxicity pathways and relevant chemical compounds are necessary first steps (Andersen et al., 2011) . The iterative research process of assay design, experimental implementation, and mathematical model evaluation leading to prediction of pathway responses can be particularly aided by examining toxicity pathways that are relatively well characterized and prototype compounds whose modes of action (MOA) are well defined (Andersen et al., 2011) .
An extensively studied toxicity pathway, useful in the safety assessment of genotoxic chemicals, is the DNA damage response involving activation of p53 (Chen et al., 1996; Efeyan and Serrano, 2007; Lane, 1992) . Tumor suppressor protein p53 controls genomic integrity in mammalian cells. In response to DNA damage, such as double strand breaks (DSBs), p53 is activated through multiple forms of posttranslational modification (eg, ser15-phosphorylation) to regulate expression of downstream genes and activity of relevant biochemical processes (Rashi-Elkeles et al., 2011) . p53 and its regulated targets function cooperatively to make appropriate cell fate decisions depending on the severity of DNA damage (Zhang et al., 2009) . One crucial function of p53 is direct participation toxicological sciences 137(2), 371-384 2014 doi:10.1093/toxsci/kft259 Advance Access publication November 16, 2013 in the DNA repair process (Al Rashid et al., 2005; Smith et al., 1994) . Activated p53 also delays or arrests the cell cycle at various phases to allow more time for repair (Tanaka et al., 2000) . When the DNA damage is too severe, p53 triggers apoptosis (Chen et al., 1996) or cell senescence (Vigneron and Vousden, 2010) , so that the damaged DNA will not propagate through cell division to become heritable mutations.
Etoposide (ETP) is a chemotherapeutic agent that induces DSBs by inhibiting DNA topoisomerase II (TopII) enzymes (Yang et al., 2009) . TopII enzymes manipulate DNA structure during DNA replication (TopII α) and transcription (TopII β) by cutting DNA strands to allow one strand to pass over the other to release the torque-tension and then religating the cleavage site (Deweese and Osheroff, 2009) . ETP has very low affinity for intact DNA, but can readily insert into the DNA cleavage site formed by the TopII enzyme, where it interacts with both DNA and TopII, preventing TopII from religating the cleavage site (Wu et al., 2011) . As a result, transient DNA adducts comprising DSB, TopII, and ETP can be formed. TopII can then be cleared via proteasomal degradation from the DNA adducts (Zhang et al., 2006a) , leaving exposed naked DSBs. Because DSBs can be induced by ETP through inhibiting both TopII α and β (Yang et al., 2009) , ETP-induced DSB formation can have both cell cycle-dependent and -independent components (Muslimović et al., 2009) .
In the present study, we developed a CSBP model to describe the dose response for activation of p53 and the formation of micronuclei (MN) in a population of cells exposed to a wide range of ETP concentrations. The computational model was based on the following hypothesis. Cells are capable of clearing low-level DNA damage with existing repair capacity; however, when the number of DSBs exceeds a certain value, ATM and p53 become fully activated through a reversible bistable-switch mechanism, leading to significantly elevated repair capacity. Once the excess of DSBs are cleared, the bistable switch is turned off and the DNA repair capacity returns to the basal level. Random fluctuations of low-abundance molecular species (eg, DSBs) can lead to heterogeneous activation of p53 among individual cells. In the study, dose-response data were collected in HT1080 human fibrosarcoma cells for several key proteins in the p53 pathway and MN by using high-throughput flow cytometry. Our CSBP model quantitatively captured the dose-response relationships observed with ETP, showing consistency of model outputs and laboratory results. Further targeted experimental work will assist in determining the validity of the bistable switch in the current model and evaluate the applicability of this model for compounds causing other types of DNA damage.
Protein assays using high-throughput flow cytometry. HT1080 cells were plated into optically clear 96-well plate (ThermoFisher Scientific) at 20000/well and incubated for 24 h. Cells were then treated with ETP (LKT Laboratories, St Paul, MN) for 24 h. Based on cell viability and preliminary p53 data, 18 concentrations of ETP (0, 0.003, 0.006, 0.01, 0.02, 0.03, 0.06, 0.1, 0.2, 0.3, 0.6, 1, 2, 3, 10, 15, 20, and 30µM) were chosen for measuring ser1981-phosphorylated ATM, ser15-phosphorylated p53, total p53, and γH2AX. Three additional concentrations of ETP (0.06, 0.1, and 0.2nM) were also used for phosphorylated ATM measurement. ETP was dissolved and diluted in dimethyl sulfoxide (DMSO, Sigma-Aldrich, St Louis, MO). The final DMSO concentration in culture media was 0.1% across all ETP concentrations and controls. All treatments were performed with at least 3 biological and 3 technical replicates.
Immediately after 24-h chemical treatment, cells were harvested and transferred to 96-well v-bottom plates (ThermoFisher Scientific). Cells were then fixed with 4% formaldehyde (Ricca Chemical Company, Arlington, TX), followed by incubation with 90% methanol (ThermoFisher Scientific) on ice for 30 min or in a −20°C freezer for up to 2 weeks. Methanol was removed and plates were washed with PBS (Invitrogen) once. Cells were permeabilized with 0.1% Triton X-100 for 10 min and blocked by incubation buffer (0.5% bovine serum albumin in 0.1% Triton X-100) for another 15 min.
Plates were subsequently incubated with primary antibodies diluted in incubation buffer at 4°C overnight, followed by incubation of secondary antibodies and/or conjugated primary antibodies plus Hoechst 33342. Plates were washed twice with PBS and analyzed on a BD Canto II flow cytometer equipped with High-Throughput Module (Becton Dickinson, Franklin Lakes, NJ). Phosphorylated p53, total p53, and γH2AX were assessed as multiplex, whereas phosphorylated ATM was separately measured as singleplex. Micronuclei assay using high-throughput flow cytometry. HT1080 cells were plated into optically clear 96-well plates (ThermoFisher Scientific) at 6000 per well and incubated for 24 h. Then cells were treated with ETP (LKT Laboratories) at various concentrations (0, 0.0003, 0.0006, 0.001, 0.002, 0.003, 0.006, 0.01, 0.02, 0.03, 0.06, 0.1, 0.2, 0.3, 0 .6, 1, 1.5, 2, and 3µM) for 24 h. Cell staining and lysis were performed with kit reagents according to manufacturer recommendations (In Vitro MicroFlow Kit Manual, v100223; Litron Laboratories, Rochester, NY). After treatment, media were removed and kitsupplied ethidium monoazide bromide (EMA) solution was added, and after a photoactivation step, the plates were centrifuged for 5 min at 300 × g. During centrifugation, one drop of green fluorescent counting beads (6 μm, cat. no. P14828, Invitrogen) was added to 10 μl Lysis Solution II. Supernatants were removed and 75 μl of Lysis Solutions I and II each were successively added to each well by using a multichannel pipettor. The Lysis Solutions contain a nonionic detergent, pan-nucleic acid dye SYTOX Green, and RNase. After lysis, the samples were stored for 3 days at 4°C before flow cytometry analysis was performed. Flow cytometry scoring of MN was performed according to MicroFlow Kit recommendations. Room temperature-equilibrated plates were analyzed with a FACSCanto II flow cytometer (BD Biosciences, San Jose, CA) running Diva v6.1.1 and equipped with a BD High-Throughput Module (HTS). The following excitation lasers and emission filters were used: SYTOX Green (Ex 488; Dichrsoic 502 LP; Ex 530/30 (FITC channel)) and EMA (Ex 488; Dichrsoic 655 LP; Ex 670 LP (Percp channel)). Based on the acquisition of at least 10000 EMA-negative/SYTOX Green-positive ("healthy") nuclei per well, percentage MN and beads ratio of living cells (cell viability) were calculated and analyzed.
Computational model formulation. The computational toxicity pathway model contained components and interactions that conform to a general understanding of p53 activation by DSBs and MOA of ETP (Fig. 1) . Specific molecular species (ie, model state variables) and biochemical processes are described below.
Mammalian chromatins contain both DNA and histone. Following DNA damage, histone proteins attached nearby can be posttranslationally modified at specific amino acid residues. Histone H2AX contains, at the C terminal, a conserved serine/glutamine motif that is subjected to modification by protein kinases (Fernandez-Capetillo et al., 2004) . A suite of phosphoinositide 3-kinase-related protein kinases including ATM, which can be activated as a result of chromatin structural changes due to DNA damage, are able to phosphorylate the serine residues of the H2AX molecules flanking the DNA break site (Tanaka et al., 2006) . Under severe genotoxic stress, the number of phosphorylated H2AX (termed γH2AX) foci can correspond with the number of DSBs (Sedelnikova et al., 2002) , suggesting that H2AX at most of the DSB foci are phosphorylated at these stress levels. Because DNA and H2AX protein do not appear to separate from each other in the process, we treat DSB flanked by H2AX as a single state variable, termed DSB H2AX , and refer to DSB flanked by γH2AX as DSB γH2AX . Thus DSB H2AX represents the freshly formed, transient DSB foci where the nearby attached H2AX has yet to be phosphorylated, and DSBs are constantly formed even in basal, unstressed conditions, due to normal cell metabolism and transient breakage of DNA strands by TopII during DNA synthesis, cell division, and transcription. The number of DSBs produced in each cell cycle in normal human cells was estimated to be approximately 50 (Vilenchik and Knudson, 2003) . We modeled basal DSB production as 2 separate zero-order processes: one dependent on TopII (R1 in Fig. 1 ) and the other independent of TopII (R6). In the former process, a DSB complex containing a TopII molecule ( TopII DSB H2AX ) is transiently formed. It can be religated and thus resolved by TopII itself (R2) or cleared by a TopII-independent process (R3). TopII in the TopII DSB H2AX complex may be degraded proteasomally, forming naked DSB H2AX (Zhang et al., 2006a) , a conversion step modeled as a first-order process (R4). The newly formed DSB H2AX can be resolved through multiple mechanisms (Mandraju et al., 2011; Shrivastav et al., 2008; Vilenchik and Knudson, 2003) . Because TopII is also implicated in DSB repair as it religates breaks (Mandraju et al., 2011) , we modeled the clearance of DSB H2AX as 2 separate processes: a basal removal independent of TopII (R10), and a process dependent on TopII (R9), which is subjected to inhibition by ETP. The conversion of DSB H2AX to DSB γH2AX was modeled as processes dependent (R11) or independent (R7) of active ATM (ATMp). DSB γH2AX is then dephosphorylated to DSB H2AX by a first-order process catalyzed by a phosphatase not explicitly considered here (R8) (Macurek et al., 2010) . Because γH2AX plays important roles in facilitating DNA damage repair by recruiting a variety of repair factors to the break site (Paull et al., 2000; Redon et al., 2003; Sonoda et al., 2007; Stucki et al., 2005) , the clearance of DSB γH2AX in the model proceeds with a higher efficiency than DSB H2AX . ETP also inhibits clearance of DSB γH2AX (R13) (Mandraju et al., 2011; Yang et al., 2009) . Moreover, active, phosphorylated p53 (p53p) promotes the clearance of DSB γH2AX (R14) (Al Rashid et al., 2005) .
Upon DNA damage, chromatin structural changes cause recruitment of ATM, along with other accessory proteins, to the break site followed by ATM autophosphorylation. Then the 2 monomeric subunits of the dimeric ATM dissociate from each other (Bakkenist and Kastan, 2003; Kozlov et al., 2006) . Phosphorylated ATM monomers are active kinases, which can phosphorylate DSB H2AX into DSB γH2AX (Lavin and Kozlov, 2007) . DSB γH2AX then recruits a number of mediator proteins and protein complexes including MDC1, MRN, and DNA-PK to the break site, which promote further chromatin structural change and remodeling and recruit more ATM to the foci for autophosphorylation (Guirouilh-Barbat et al., 2008; Kinner et al., 2008; Lou et al., 2006; Podhorecka et al., 2010) . As a result, there is a potential positive feedback loop between DSB H2AX /DSB γH2AX and ATM/ATMp-a process that could provide the biological basis for observed switching of p53 from inactivation to activation, as p53 is a known target of ATM kinase (Banin et al., 1998) . We incorporated this positive feedback loop in the following manner. For simplicity, we described ATM as a single entity without the monomer-dimer kinetics and excluded the mediator proteins contributing to the feedback loop. Upon DSB formation, free ATM in the nucleus was recruited to the DNA damage site as a reversible process (R16 and R18). DSB H2AX promotes phosphorylation of ATM to form ATMp (R17), which in turn phosphorylates DSB H2AX to form DSB γH2AX (R11). DSB γH2AX then promotes phosphorylation of ATM at an ever higher rate than DSB H2AX does (R17). This postulated positive feedback loop serves as the basis of a potential bistable switch. Finally, dephosphorylation of ATMp recycles this protein to the free ATM pool (R19).
One substrate of active ATM is p53 (Banin et al., 1998) . Phosphorylation of p53 at serine 15 releases p53 from its cytosolic binding partner (MDM2) and promotes stability and translocation of p53 to the nucleus, where it has both transcriptional and posttranslational activities. Although there are many potential modifications of p53 that are associated with specific p53 functions, serine 15 phosphorylation represents an early event that is vital for nuclear localization and is often used as a marker of p53 activation (Kruse and Gu, 2009; Rashi-Elkeles et al., 2011) . In the present model, serine 15-phosphorylated p53 (p53p) represents activation of p53 and induction of DNA repair activity. Synthesis of p53 protein was described as a zero-order process (R20). p53 is phosphorylated to p53p by ATMp (R22) or independently of ATMp (R23). p53p can then be dephosphorylated by phosphatases, such as Wip1 (R21).
The rates of degradation for p53 and p53p are from published data: at basal conditions where p53 is primarily dephosphorylated, its half-life is 20 min (R24), and under stress conditions, where p53p is predominant, the half-life is 200 min (R25) (Stommel and Wahl, 2004) . Phosphorylated p53 promotes DSB repair either directly by being recruited to the DSB sites facilitating other repair enzymes (Al Rashid et al., 2005) or indirectly by upregulating transcription of repair enzymes (Rashi-Elkeles et al., 2011; Smith et al., 1994; Tanaka et al., 2000) . Here, we implement p53p-mediated repair as a single step in which p53p directly promotes the clearance of DSB γH2AX (R14).
ETP inhibits religation of DSBs by TopII enzymes (Yang et al., 2009 ). In the model, ETP affects steps R2, R9, and R13, all of which describe TopIIdependent DSB clearance. Thus, blocking TopII-mediated religation increases levels of various DSB species, including TopII DSB H2AX , DSB H2AX , and DSB γH2AX . If DSBs are not repaired prior to cell division, fragmented chromosomal pieces may form MN, which, as a biomarker of DNA damage, are small membranebound DNA fragments that are unable to migrate with chromosomes during cell division. Because both H2AX and γH2AX have been found in MN (Xu et al., 2011) , the model allows MN formation from all DSB species: TopII DSB γH2AX , DSB H2AX , and DSB γH2AX (R5, R12, and R15).
Modeling tools. Because the number of DSBs under basal and moderate stress conditions is small, events involving DSBs, ie, DSB production, repair, formation of MN, and activation of ATM, are likely to occur in a stochastic manner (Cai and Yuan, 2009; Kepler and Elston, 2001; McAdams and Arkin, 1997) . Stochasticity can produce heterogeneity in the response of individual cells exposed to identical genotoxic insult. In particular, the proposed bistable switch from the positive feedback loop comprising DSB H2AX /DSB γH2AX and ATM/ATMp may be turned on or off stochastically, leading to a dichotomous cell population. Such variations can be an important factor determining the steepness of dose-response curves for a population of cells (Kepler and Elston, 2001; Maamar et al., 2007; Zhang et al., 2010b) . To examine expected consequences of stochastic variability, we implemented both deterministic and stochastic versions of the model. The deterministic model was run in Berkeley Madonna (University of California, Berkeley, CA) using the "auto-stepsize" control ordinary differential equation solver. XPP-AUT was used to generate bifurcation diagrams (Ermentrout, 2002) . BioNetS, a software tool that implements Gillespie's exact-method algorithm, was used for stochastic simulations (Adalsteinsson et al., 2004; Gillespie, 1977) .
Rate equations, default parameter values, and references and rationales for the choice of parameter values are provided in Supplementary Tables S1  and S2 . Parameter values were derived, whenever possible, from the literature; for those unknown parameter values, they were constrained by relevant processes and estimated to make the model output fit the experimental data. Unless otherwise indicated, the unit of abundance of state variables is number of molecules per cell. To account for intercellular variations of p53 and ATM protein abundance, Monte Carlo simulations were performed in MATLAB (The Mathworks, Inc, Natick, MA). For p53, the synthesis rate constant (k10) was drawn from a log-normal distribution with mean equal to the default value and coefficient of variation (CV) equal to 0.5. The CV value allowed matching of simulated p53 distribution to the flow cytometry fluorescence intensity data of control cells. For ATM, the total abundance was drawn from a lognormal distribution with mean equal to the default value (4000) and CV equal to 0.5. In total, 26 concentrations of ETP were simulated in accordance with the experimental setup and for each concentration, 5000 cells were simulated. All stochastic simulation outputs were analyzed in MATLAB for histograms and concentration-response curves.
In order to compare model-simulated p53p and γH2AX abundance with fluorescence intensity measurements for these species, their abundance was converted to fluorescence intensity based on proportionality. Based on model fit to data, every 8 p53p molecules equates 1 unit of fluorescence. At the basal condition, model-simulated γH2AX was close to zero per cell, consistent with literature reports (Sedelnikova et al., 2002 ); yet there was background fluorescence intensity in HT1080 cells. To accommodate background fluorescence, we assigned the distribution of DSB γH2AX with a background fluorescence, which was drawn for each cell from a log-normal distribution with mean of on this background, 100 unit of fluorescence intensity is produced by every simulated DSB γH2AX molecule.
RESulTS AND DISCuSSION

Deterministic Behavior of the Computational Model
In the model implementation, the cellular DNA repair capacity switches from basal to highly induced levels depending on the amount of DSBs. This behavior is formally captured by the saddle-node bifurcation diagrams, which depict how the steady-state levels of relevant model variables change with respect to ETP concentrations (Fig. 2) . At the basal condition, ATMp and p53p are at low levels and DSBs exist primarily in the form of DSB H2AX . DSB γH2AX is low because the ATMp level is low. As the concentration of ETP increases, the number of DSB H2AX rises ( Fig. 2A) . Before a threshold ETP concentration is reached, ATMp and p53p essentially remain close to their basal levels (Figs. 2C and 2D ). When ETP concentration reaches a threshold (at about 0.3µM), the bistable switch underpinned by the positive feedback loop between DSB H2AX /DSB γH2AX and ATM/ATMp becomes activated. As a result, ATMp rises abruptly to a substantially higher level, and in response, p53p is also elevated. The dramatically elevated ATMp phosphorylates DSB H2AX into DSB γH2AX , leading to an abrupt drop of DSB H2AX and correspondingly an abrupt rise of DSB γH2AX (right vertical arrows in Figs. 2A and 2B ). DSB γH2AX is more efficiently cleared than DSB H2AX and elevated p53p further enhances the overall DNA damage repair capacity, which clears DSB γH2AX at a faster rate. As a result, although DSB γH2AX continues to rise with higher concentrations of ETP beyond the threshold, the increase is much less steeper than the increase in DSB H2AX at subthreshold ETP concentrations (compare Figs.  2A and 2B) . As a result of the enhanced repair capacity, the combined amount of DSB H2AX and DSB γH2AX also rises at a slower rate beyond the threshold (simulation result not shown).
Here the bistable switch functions to ensure that once ATM and thus p53 is activated, the cell can be locked in the high repair capacity state even as the concentration of ETP drops below the activation threshold. This hysteretic mode of activation and deactivation of ATM and p53 prevents the cell from flipping back and forth between low and high repair capacity states in response to potentially fluctuating ETP and/or DSB (H2AX in subscript) ; B, DSBrH2AX (rH2AX in subscript); C, ATMp; D, p53p. In each panel, the solid segments of the curve are the OFF or ON stable steady states, and the dotted segment is the unstable steady state. Starting from the basal OFF state, as etoposide (ETP) concentration increases, the number of DSB H2AX gradually increases until ETP researches a threshold (about 0.3µM ETP). Then the amount of DSB H2AX drops and DSB γH2AX increases sharply due to the switch-like activation of ATMp, converting DSB H2AX to DSB γH2AX . The bifurcation curve of p53p follows that of ATMp. Once ATM and p53 are activated, decreasing ETP concentration does not cause their immediate deactivation. ATMp and p53p remain elevated until ETP concentration reaches a deactivation threshold (about 0.001µM) where ATMp and p53p are switched off, DSB γH2AX drops, and DSB H2AX returns to the basal level. Arrows in each panel indicate the hysteretic nature of the switch. levels and allows the cell to consistently deal with persistent genotoxic stress. However, when ETP concentration decreases further lower, to about 0.001µM, ATMp and p53p are deterministically switched off. Conceivably, DSB γH2AX has now dropped to a low level such that a high cellular repair capacity is no longer needed.
Stochastic Behavior of the Computational Model
In our model formulation, the basal levels of DSB H2AX and DSB γH2AX are low, averaging about 5 DSBs per cell. In addition, the active form of ATM (ATMp) is also low (less than 20 molecules per cell, typically) (Lavin and Kozlov, 2007) . Due to the stochastic nature of biochemical reactions, the abundance of molecular species with small copy numbers can fluctuate around their long-term means even the system is at steady state (Pahle, 2009; Rao and Arkin, 2003) . These stochastic fluctuations will generate variability in the cellular state at both basal and stimulated conditions (Zhang et al., 2010b) . To capture such behaviors, we conducted simulations with the Gillespie's stochastic algorithm (Gillespie, 1977) . The Gillespie's algorithm is essentially a Monte Carlo simulation where the probabilities of when and which particular reaction in a system will occur next are based on distributions determined by the abundance of reactants and rate constants. Simulations predicted that at the basal condition, the abundance of DSB H2AX , DSB γH2AX , and ATMp in individual cells fluctuate significantly (Figs. 3A-C) . Other state variables such as p53 and p53p exhibit much less variations (much lower CV) due to high abundance (Figs. 3D-F) .
The reversible bistable switch, as described by the saddlenode bifurcation diagram (Fig. 2) , indicates that the feedback model system is monostable at the basal condition (ETP = 0). Stochastic fluctuations in DSB H2AX , DSB γH2AX , and ATMp thus should not activate the bistable switch in the absence of ETP. Yet in our stochastic simulations, we found there were occasional large, transient pulses of DSB γH2AX , ATMp, and p53p (Fig. 4) . This transient activation appears to be a result of the differential timescale in which the DSB H2AX /DSB γH2AX and ATM/ATMp positive feedback loop and p53p-mediated negative feedback loop operate. The positive feedback loop, involving phosphorylation events, acts on a fast timescale (minutes); in contrast, activation of p53 by ATMp is slower, involving accumulation of p53 due to enhanced protein stability (hours). Therefore, the dynamic response of the positive feedback loop may reach a quasi-steady state well before p53, which exerts a negative regulation on DSB γH2AX , becomes significantly elevated. Bifurcation analysis (Fig. 5) (H2AX in subscript) ; B, DSBrH2AX (rH2AX in subscript); C, ATMp; D, p53; E, p53p; F, total p53. The intrinsic random fluctuation of low-abundance species such as DSB H2AX and DSB γH2AX can trigger the bistable switch, causing activation of ATMp and p53p. Accelerated clearance of DSB γH2AX by p53p exerts a negative feedback, which turns the bistable switch off, leading to transient activation pulses. subsequent increase in p53p due to both phosphorylation by ATMp and ensuing protein stabilization would render the transiently irreversible bistable switch reversible again, as a result of increased clearance of DSB γH2AX by p53p (ie, the bifurcation changes from Fig. 5 back to Fig. 2) . The switch would turn off once DSB γH2AX is sufficiently cleared. Such dynamics would give rise to transient, pulsatile activation of DSB γH2AX , ATMp, and p53p. Removing the inducible repair eliminated the pulses at the basal condition (simulation results not shown). Stochastic pulsatile activation of ATM and p53 has been observed previously in cells maintained at basal conditions (Loewer et al., 2010) . Transient, pulsatile activation of ATM and p53 was also predicted for nonzero ETP concentrations in our simulation (Supplementary Figure S1) . Noisy pulses of p53 observed experimentally in cells exposed to γ-radiation or other radiomimetic chemicals have been thought to result from negative feedback loops between p53, Mdm2, and other protein components (Batchelor et al., 2008) . As an alternative, the pulsing mechanism we propose here is similar to the bistable switch coupled with a negative feedback loop seen in bacteria, which drives cells to go through excitable, transient excursions from the vegative to competent states (Süel et al., 2006) .
Evaluation of Stochastic Model With Experimental Data
The intracellular abundance of key protein species (ie, ATMp, p53p, total p53, and γH2AX) was monitored by flow cytometry and reported as histograms of fluorescence intensity and/or fold change in mean fluorescence intensity (MFI). These data were used to test the ability of the stochastic model to describe the response behavior of key proteins across various concentrations of ETP. After treatment with ETP for 24 h, p53p in HT1080 cells was found to exhibit a bimodal distributioncells showed either low or high levels of p53p (Fig. 6A) . As the concentration of ETP increased, the percentage of cells with low p53p levels decreased, whereas the percentage of cells with high p53p levels increased, indicating more cells were switching from the OFF to ON states. Our stochastic simulations of the model were able to recapitulate the bimodality of p53p (Fig. 6B ). Although the model and data do not match exactly in terms of ETP concentrations, the same qualitative trend, ie, the emergence of bimodality with increasing ETP concentrations, was observed. The seemingly wider ETP concentration range associated with the experimentally observed bimodality may be due to, in addition to stochastic noise, other sources of cellto-cell variability not described by the computational model. Additionally, the switch-like activation of p53p may also result (H2AX in subscript) ; B, DSBrH2AX (rH2AX in subscript); C, ATMp; D, p53p. In each panel, the solid segments of the curve are the OFF or ON stable steady states and the dotted segment the unstable steady state. In comparison to the system complete with the p53p-mediated negative feedback (Fig. 2) , the activation threshold of etoposide (ETP) remains largely unchanged, ie, at about 0.3µM. However, without the p53p-mediated negative feedback, the bistable switch becomes irreversible, ie, there are no positive ETP concentrations that can turn the switch off once activated. The irreversible bistable switch, as described by the bifurcation diagrams here, only exists transiently in the complete model before p53p is significantly upregulated by ATMp. from protein components not included in the current computational model. For instance, in addition to its direct interaction with p53, ATM may phosphorylate other DNA kinases (eg, Chk1, Chk2 kinase) that can also phosphorylate p53 at serine 15. The potential signal amplification through the kinase cascade could contribute to the switch-like behavior observed with p53p. Further experiments are required to better define the key proteins involved in p53 activation and refine the model. Nonetheless, the ability of the model to recapitulate the phosphorylation of p53 using a bistable switch is consistent with the general mechanism of p53 activation in response to DSBs.
Because DSB γH2AX is part of the bistable switch, the formation of DSB γH2AX was also expected to follow an all-or-none pattern. However, experimentally we only observed a single peak of γH2AX, which broadened and shifted gradually to the right as the concentration of ETP increased (Fig. 7A) . Although this graded fluorescence signal suggests a similar graded mode of change in the abundance of γH2AX molecules in individual cells, it is also possible that the sensitivity of measuring γH2AX-specific fluorescence signal with flow cytometry was not high enough to clearly distinguish the γH2AX peak from the background fluorescence peak in the histogram. The relative low abundance of DSB foci (in the order of tens or higher) and associated γH2AX are not helpful either to make the γH2AX-specific signal stand out when measured with flow cytometry. As a result, as we indicated previously (Zhang et al., 2006b ), a single, broadening histogram peak, instead of two, may appear, even though the underlying mode of activation of γH2AX is switch-like. By simulating with model parameters that give rise to a relative weak γH2AX-specific fluorescence signal, our stochastic model qualitatively reproduced the single-peaked histograms of γH2AX observed in ETP-exposed cells (Fig. 7B) . Methods that can detect γH2AX-specific signal with enhanced sensitivity are needed to improve the resolution.
A key intermediate goal in the TT21C vision is to develop in vitro assays that allow dose-response evaluation of the underlying toxicity pathways and provide mechanistic interpretations for the dose-response relationships based on the understanding of pathway dynamics. Our stochastic model, after calibration, not only recapitulated the all-or-none behavior of p53 379 activation observed in individual cells but also produced doseresponse outputs that well match the measured endpoints, ie, the fold changes in MFI of ATMp, DSB γH2AX , p53p, total p53, and MN (Fig. 8 ). An emerging trend of these responses is that at low concentrations of ETP, the measured fold change does not appear to depart significantly from the control, whereas at high concentrations of ETP, the responses increase in a graded manner.
These dose-response patterns can be explained largely by the operation of the bistable switch in a stochastic environment. For ETP concentrations, which are far below the deterministic ON-threshold of the saddle-node bifurcation (at about 0.3μM, see Fig. 2 ), stochastic fluctuations in the system activate the bistable switch rarely. As a result, at low ETP concentrations, the majority of cells will remain silent without ATM and p53 activated. However, as the ETP concentration approaches the deterministic ON-threshold, the distance between the OFF state and the metastate (dashed lines in Fig. 2) , which has to be crossed to reach the ON state, becomes shortened. As a result, stochastic fluctuations of the low-abundance molecular species (eg, DSB H2AX , DSB γH2AX , and ATMp) are more likely to push some cells through the metastate to the ON state even though the concentration of ETP has not reached the deterministic ON-threshold yet. The closer the ETP concentration is to the ON-threshold, the more cells will be stochastically switched on. The gradual increase in the MFI of ATMp, DSB γH2AX , p53p, and total p53 observed experimentally with higher ETP concentrations (Fig. 8) appears to be related to two underlying processes: (1) an increasing number of cells have turned on the bistable switch with higher ETP concentrations, and (2) in those activated cells, the levels of ATMp, DSB γH2AX , p53p, and total p53 continue to increase with higher ETP concentrations, as indicated by the rising branches of the bifurcation diagrams (Fig. 2) . The probabilistic nature of stochastic switching makes only a fraction of cells respond to a particular concentration of ETP, thus spreading out the population-averaged response across a wide range of ETP concentrations. The MFI of ATMp, p53p, and total p53 eventually levels off after most cells are switched on and these protein species in those activated cells are maximally activated (Figs. 8B-D) . In contrast, DSB γH2AX still increases even at very high ETP concentrations (Fig. 8A) . This is because at high ETP concentrations DSB H2AX is still produced, which is subsequently phosphorylated by ATMp into DSB γH2AX . Although cell viability as measured by ATP production was reduced at high ETP concentrations, actual cell death via apoptosis and necrosis was not high (Supplementary Figure  S2) . Therefore, the CSBP model of the DNA damage response as developed here provides a reasonable mechanistic interpretation, at least in the low to intermediate ETP concentration range, of the general patterns of the concentration-response curves of multiple key pathway nodes.
Two different parameter subsets (k 16 and k 21 ) successfully fit the population-averaged MN response (Figs. 8E and 8F) . The parameters differ in the contribution of DSB γH2AX and TopII DSB H2AX to the formation of MN. In the first parameter subset (Fig. 8E) , there was a higher rate constant for the flux to MN from TopII DSB H2AX (k 21 = 3.5 × 10 ). In the second subset (Fig. 8F) , there was a higher rate constant for the DSB γH2AX to MN flux (k 16 = 4 × 10 ). Because DSB γH2AX is the form of DSBs that can be more efficiently cleared and is thus less likely to produce MN (Muslimović et al., 2009; Xu et al., 2011) , the first parameter subset is likely to be more reasonable.
Overall, the computational model with the bistable switch formed between DSB H2AX /DSB γH2AX and ATM/ATM p has provided a reasonable and mechanistic interpretation of the distributions and dose responses of measured molecular endpoints. The idea that bistable switching underlies all-or-none cellular responses has been well documented (Ferrell, 2002; Keller, 1995; Kobayashi et al., 2004; Ozbudak et al., 2004; Zhang et al., 2010b) . In addition to bistable switching, a bimodal distribution of a population of cells may also result from transcriptional bursts due to discrete transition of a gene from the inactive to active states (Hofer and Rasch, 2005) , stochastic fluctuation coupled with short-lived transcription factors (To and Maheshri, 2010) , and heterogeneity of genetic materials among subpopulations of cells (Shu et al., 2011) . Because activation of p53 primarily occurs at the posttranslational level through covalent modification, these transcription-mediated mechanisms of bimodality are less likely to account for the bimodal p53p distribution. Additionally, a steeply sigmoid response with large variations in the input signal also has the potential to generate bimodal distributions in the output (Birtwistle et al., 2012; Louis and Becskei, 2002) . In our case, a source of variation in the input may originate from the ETP concentration individual cells exposed to. Yet our simulations (results not shown) suggested that this scenario is unlikely as it would require an unrealistic cell-to-cell variation in ETP concentration across 3 orders of magnitude to produce both bimodal p53p distribution and graded population-averaged dose response.
In the present study, the largely muted response to low ETP concentrations (Fig. 8) is accounted for by the existence of a threshold in the bistable switch. However, a bistable switch is not the only mechanism that can resist low-level perturbations. Both integral negative feedback control and incoherent feedforward loop are alternative pathway circuits that can mediate perfect cellular adaptation to mild external stresses (Ma et al., 2009) . As a matter of fact, in addition to the p53-mediated negative feedback for DSB repair that is included in the model, negative feedback regulations involving other protein species such as Mdm2 and Wip1 also exist in the DNA damage response protein network (Batchelor et al., 2008) . However, negative feedback alone is unable to produce all-or-none responses to account for the bimodal p53p activation pattern (Zhang and Andersen, 2007) . It is certainly possible that the scope of the p53-mediated protein network that is activated is not fixed but is flexibly dependent on the type of genotoxic stress, producing different dynamic responses (Batchelor et al., 2011) . With targeted data collection and a quantitative computational model of the p53 signaling pathway, these alternative hypotheses may be further tested. Using ETP as a prototype chemical, the current model represents an important first step in a coordinated effort to quantitatively describe the dose response for p53 activation and DNA damage.
CONCluSIONS
The integrated in vitro and computational approach employed in the present study is well aligned with the recommendation that CSBP modeling be a part of toxicity testing in the 21st century. We used human cell lines and imaging technologies to measure a variety of biomarkers in response to the prototype DNA-damaging agent ETP. We then developed a computational model of p53 activation to explore the potential toxicity pathway mechanisms responsible for the dose-response patterns observed experimentally. Despite its relative simplicity, our model recapitulated the cellular responses, including both protein distributions and population averages of several key endpoints including p53p, total p53, γH2AX, ATMp, and MN. The model is still provisional and adding a larger number of biomarkers to the model structure should allow more rigorous testing of the underlying bistable interactions in this DNA damage response network. For instance, measurement of cell proliferation and incorporation of a cell cycle circuit to the existing model will provide a more comprehensive assessment of the perturbation of the DNA damage response pathway by ETP. Similar approaches are also needed for other DSB-producing agents and agents producing other types of DNA damage, eg, single strand breaks, UV-induced nucleotide dimer formation, and base alkylation. Ideally, the testing will be expanded to cell lines or primary cell cultures that more closely resemble human cells maintained under physiological conditions. MOA-based mechanistic models, which simulate DNA damage response toxicity pathways and are calibrated iteratively with diverse experimental data, should serve as a critical centerpiece of risk assessment for genotoxic compounds in future. These models, used together with in vitro cell cultures that mimic closely the native tissue environmental in vivo, would produce doseresponse predictions that allow identification of the concentration range of tested chemicals where the cellular perturbations are not associated with apical endpoint alterations. Then with the aid of reverse dosimetry or in vitro to in vivo extrapolation pharmacokinetic models, these "safe" in vitro concentrations can be used to predict safe environmental exposure limits.
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