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Abstract
In this thesis, we propose a recurrent FIR neural network, develop a constrained for-
mulation for neural network learning, study an efficient violation guided backpropagation
algorithm for solving the constrained formulation based on the theory of extended saddle
points, and apply neural network learning for predicting both noise-free time series and
noisy time series. The recurrent FIR neural-network architecture combines a recurrent
structure and a memory-based FIR structure in order to provide a more powerful mod-
eling ability. The constrained formulation for neural network learning incorporates the
error of each learning pattern as a constraint, a new cross-validation scheme that allows
multiple validations sets to be considered in learning, and new constraints that can be
expressed in a procedure form. The violation-guided back propagation algorithm first
transforms the constrained formulation into an l1-penalty function, and searches for a
saddle point of the penalty function.
When using a constrained formulation along with violation guided backpropagation
to neural network learning for near noiseless time-series benchmarks, we achieve much
improved prediction performance as compared to that of previous work, while using less
parameters. For noisy time-series, such as financial time series, we have studied system-
atically trade-offs between denoising and information preservation, and have proposed
three preprocessing techniques for time-series with high-frequency noise. In particular,
we have proposed a novel approach by first decomposing a noisy time series into different
frequency channels and by preprocessing each channel adaptively according to its level of
noise. We incorporate constraints on predicting low-pass data in the lag period when a
low-pass filter is employed to denoise the band. The new constraints enable active train-
iii
ing in the lag period that greatly improves the prediction accuracy in the lag period.
Extensive prediction experiments on financial time series have been conducted to exploit
the modeling ability of neural networks, and promising results have been obtained.
iv
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Chapter 1
Introduction
1.1 Motivations of this research
A time series is an ordered sequence of observations made through time. Time series
occur everywhere in our daily life. For example, they are observed in financial markets
(such as stock prices, bond values, and foreign exchange rates), in marketing statistics
(such as daily sales revenues, daily gasoline prices, and monthly demand and supply), in
physical science (such as daily temperatures in a city, yearly sunspots in solar activity,
and scientific experiments), in social science (such as community population and crime
rates), and in many other areas. An example of real-world stock market time series (daily
closing prices for IBM stock) is plotted in Figure 1.1.
A time-series prediction problem entails the estimation of values of a certain number
of future observations. It is important in many applications if one can predict a time
series to a certain degree of accuracy. For example, if an investment firm is able to predict
a certain financial time series slightly better than random guesses, then there is a good
opportunity to profit. If a company can predict its monthly sales and customer demands
accurately, it will be much easier to arrange its business plan efficiently. To predict a
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Figure 1.1: An example of real-world time series: IBM daily closing prices for 200
trading days starting from January 2, 1990 to October 15, 1990.
time series is to forecast the future. If one is able to forecast a time series accurately,
he/she will always be in a better position in a competition or in a good position to plan
for future events. Due to its great benefits, great efforts have been devoted in time-series
analysis and forecasting in recent years.
Unfortunately, the underlying dynamics that governs a time series is generally un-
known. This is where neural networks can help. A neural-network model is a nonlinear
model that can model any continuous nonlinear function. Moreover, neural-network
models do not impose any assumption, stochastic or deterministic, on the underlying
dynamic process that generates the time series. Instead, neural network models detect
the underlying mathematical function by “learning” from history and predict the future,
based on information learned through history. As a result, neural-network models are
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natural tools for modeling time series. Due to this reason, neural-network models have
gained popularity in time-series analysis and prediction [173].
However, learning has always being a challenge in neural-network models. It is well-
known that there are many local minima in the search space of a neural-network model
in such a way that it is very hard to find good solutions in practice [162]. Although a
variety of learning algorithms have been proposed, escaping from local minima effectively
is largely unsolved [137]. One fundamental problem common to existing learning algo-
rithms is that they all try to minimize the mean square errors of neural-network outputs;
i.e., these algorithms only care about the overall average effect. In fact, the individual
pattern’s behavior is also very important. Consider the case when a search is stuck in a
local minimum but not the global minimum. At that point, there must exist some pat-
terns that still have nonzero errors. But the traditional mean-square-error formulation
never identifies those patterns with nonzero errors and does not provide guidance on the
search. Consequently, a new neural-network model that considers individual pattern’s
behavior would be very helpful.
Another motivation for this research is that neural networks have not been as popular
in financial and economic time-series modeling as in many other applications [88, 89, 90].
One of the goals in this thesis is to provide a comprehensive study in this field by applying
neural-network learning in financial stock-market time-series predictions. We also hope
that our study will provide a stepping stone for future research in this area.
1.2 Problems addressed
The time-series prediction problem studied in this work is defined as follows. Given
R(t), t = 1, · · · , t0, a sequence of time-series data from time t = 1 to the current time
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t = t0, a time-series prediction problem entails the prediction of future data R(t0 + h)
with h > 0. Here h is called prediction horizon, and each element of this horizon is a
prediction step. R(t) can be expressed in the form of a vector or a scalar. When R(t)
is a scalar, the time series is called a uni-variate time series; otherwise, it is called a
multi-variate time series. R(t) can be either discrete or continuous.
Time series can be generated by many physical forces at the time. In practice, some
critical domain-specific information may not be available or incomplete; the observed
outputs can take a numerical or a symbolic format that is hard to be represented math-
ematically; and the underlying dynamics that governs the generating process may be
deterministic or stochastic. Therefore, a lot of time series are not predictable based
on information collected. In our work, we are only interested in time series that are
deterministic and predictable.
In order to predict future data values, a time-series sequence must contain historical
observations that are related to future observations [16]. If there is no historical data,
one cannot build a sound model to predict the future. On the other hand, if most of
the observations are independent (unrelated to future observations), then it is difficult
to infer future data values from historical data, as they are uncorrelated. In this thesis,
we only consider time series consisting of dependent observations.
To predict a time series, five steps are usually followed.
• Step 1. Collect and prepare the historical data of a time series to be modeled.
This step has to be done carefully in order to prevent errors to propagate from one
step to another. In this step, one may also need to consider the number of past
data items to be used to fit a time-series model.
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• Step 2. Select an appropriate time-series model. In this case, application-specific
domain knowledge may greatly help make the decision on which model to use. For
example, if one is certain that it is a linear time series, then a linear model is a
better choice than a complicated nonlinear model. In this step, one has to identify
the properties of the time series (e.g. linearity, stationarity, and noise) in order to
choose an appropriate model.
• Step 3. Train the selected time-series model with historical data produced in
Step 1 in order to find a good set of parameters for the model selected. This
step, called model learning, is the most difficult step. The learning problem is
normally formulated as an optimization problem and solved using optimization
algorithms. The solution is a set of optimal or near optimal parameters for the
model selected. More often than not, the optimization problem resulted from the
time-series model is a complicated optimization problem, either due to its large
size or nonlinearity, and often it is very hard to find optimal solutions or even good
sub-optimal solutions.
• Step 4. After a model has been fit against the historical data, one would be
interested to see if the model can generalize well before applying it to predict future
data. This step is called cross-validation. Normally, the part of the historical data
reserved for validation is not used in Step 3 to fit the model.
• Step 5. Apply the trained time-series model to predict future data values. This
step is normally straightforward. Further actions (such as postprocessing) can be
taken according to the prediction results in some applications.
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Steps 3 and 4 are sometimes merged into a single step in which learning and cross-
validation are applied simultaneously.
1.2.1 Chaotic time series
As stated before, we are only interested in time series that are deterministic and pre-
dictable. This kind of time series is generated by a deterministic dynamic system which
can be described by a set of differential equations in general. There are three types
of dynamic systems: catastrophic, stable, and chaotic [81]. A catastrophic process has
a trajectory that is unbounded, such as the explosion of an atomic bomb or the Big
Bang. A stable process has a trajectory that is periodic or quasi-periodic. There are
plenty of examples of stable processes, such as planets rotating along a fixed orbit and
trains moving on tracks. A chaotic process has a trajectory jumping between different
sub-paths.
A chaotic process behaves very similar to a random process but is deterministic.
Regarding the behavior of a chaotic process, consider the following equation:
xn+1 = 2xn(1− xn) (1.1)
with initial value x0 ∈ [0, 1]. This equation gives successive data values by iterating itself
from a given initial value x0. It is easy to show that it has two fixed points x = 0.5
and x = 0; that is, once xk = 0.5 (or xk = 0), then xi = 0.5 (or xi = 0) for all i > k.
Table 1.1 shows several different sequences of x’s with different starting points. One can
see that although both x = 0.5 and x = 0 are fixed points, only x = 0.5 is a stable fixed
point, whereas x = 0 is an unstable fixed point. In other words, when the value of x is
slightly different from x = 0, then the trajectory moves away from x = 0; whereas for all
x ∈ (0, 1), it converges towards 0.5. An unstable fixed point is called a repellor. We call
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Table 1.1: Data series for different starting points according to (1.1).
x0 x1 x2 x3 x4 x5 x6 x7 · · ·
−0.0100 −0.0202 −0.0412 −0.0858 −0.1864 −0.4423 −1.2757 −5.8066 · · ·
0.0100 0.0198 0.0388 0.0746 0.1381 0.2381 0.3628 0.4623 · · ·
0.4000 0.4800 0.4992 0.5000 0.5000 0.5000 0.5000 0.5000 · · ·
0.6000 0.4800 0.4992 0.5000 0.5000 0.5000 0.5000 0.5000 · · ·
a time series chaotic if there are more than one repellors presenting in the time-series
process, and the observed values bounce back and forth between repellors [143]. The
long-term mean and variance for a chaotic process are stable, although the mean and
variance can change over a short time period.
According to Takens Theorem [146, 2, 1, 14], given a time series [x(1), x(2), · · · , x(T )]
sampled from a chaotic system, the state of the underlying system can be reconstructed
from windows [x(t), x(t− τ), · · · , x(t− (m− 1)τ)], ∀t = ((m− 1)τ + 1), · · · , T , where m
is called the embedding dimension and τ is called the embedding delay. According
to Takens’ theorem, one can express time-series value x(t + 1) as
x(t+ 1) = f(x(t), x(t− τ), · · · , x(t− (m− 1)τ)), (1.2)
where h is the prediction horizon [146, 1, 14].
The study on chaotic systems are mainly in three areas, namely, identification of
chaotic behavior, modeling and prediction, and control [78, 82]. In this thesis, we are only
interested in modeling and prediction. In the first area, it concentrates on how to identify
chaotic systems from stochastic ones, and provides estimates of embedding dimension m
and embedding delay τ . τ can be determined by the autocorrelation function [2], and m
can be determined by False Nearest Neighbors which can be found in [1, 3]. More work
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on finding the embedding delay and the embedding dimension can be found in [78, 82].
In the area of control, it involves the control of a chaotic system. To be more specific,
one may take advantage of the chaotic behavior to obtain a “large” desired effect using
a “small” control signal [30, 141]. Since (1.2) can be generalized to
x(t + 1) = f(x(t), x(t− 1), x(t− 2), · · · , x(t− n)), (1.3)
we can leave all the work of figuring out τ , m, and function f to the chaotic time series
model itself. When it is hard to find the embedding delay and the embedding dimension
accurately, there is no much difference between modeling (1.2) and modeling (1.3). In
our work, we simply skip the identification phase and directly model (1.3).
Chaotic time series is the center piece of this thesis, and the new time series model
presented in this thesis is used to predict chaotic time series. In order to apply our
approach on time series that is not chaotic, we propose a new preprocessing approach in
order to convert it to one or multiple sets of (near) chaotic time series.
1.2.2 Characteristics of time series
Although a linear stationary noise-free time series is relatively easy to model and predict,
a general time series is more difficult to predict because it may exhibit nonlinearity, non-
stationarity, and possibly periodic behavior such as seasonality. More often than not,
observations may be contaminated by noise. Figure 1.2 illustrates a noisy nonstationary
periodic time series. The four main characteristics of a general time series are described
as follows.
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Figure 1.2: An example of a nonstationary periodic noisy time series. This time series
has a long-term growing trend (nonstationarity), regular alternation of peaks and valleys
(periodicity), and small local fluctuations (noise).
1.2.2.1 Nonlinearity
Consider R(t0 + h) as a function of historical values:
R(t0 + h) = f(R(t0), R(t0 − 1), · · · ). (1.4)
We say that a time series is linear if f() is a linear function, and a nonlinear time-series
otherwise. Linear time series have been well studied by Box and Jenkins using a class
of linear stochastic processes [16], which led to the well-known ARIMA models. In this
thesis, we are interested in developing general models that can represent nonlinear time
series governed by an arbitrary continuous function.
1.2.2.2 Seasonality
A time series with dominant periodic components will exhibit regular periodic variations.
Such behavior can often be found in annual electricity consumption, merchandise sales,
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Figure 1.3: Laser time series data.
and many other events that fluctuate with respect to seasons. Periodicity is a relatively
well-studied property and can be eliminated effectively by differencing techniques [16, 21].
The chaotic model is then applied to the differenced time series, assuming the differenced
time series is chaotic.
1.2.2.3 Piecewise chaos
A time series is piecewise chaotic if it consists of several regimes in which each regime
corresponds to a chaotic process, and the overall time series is a collection of multiple
chaotic regimes. An example of such a time series is the laser time series shown in
Figure 1.3. To apply a chaotic time-series model, one needs to identify regime shifts
correctly before applying properly trained chaotic time-series models.
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1.2.2.4 Nonstationarity
A time series is called stationary if its mean is constant and its auto-covariance function
depends only on the lag (distance) [21, 22]; namely,
E[R(t)] = µ (1.5)
is constant over time t and
Cov[R(t), R(t+ τ)] = γ(τ) (1.6)
is dependent only on lag τ . Here E[X] is the expectation of random variable X, and the
auto-covariance is defined as:
γ(τ) = Cov[R(t), R(t+ τ)] = E[(R(t)− µ)(R(t+ τ)− µ)]. (1.7)
In practice, autocorrelation, which is autocovariance normalized by γ(0), is often used:
ρ(τ) = γ(τ)/γ(0). (1.8)
In general, nonstationarity is hard to model, as its future behavior may be unpre-
dictable. In this thesis, we try to transform a nonstationary time series into a chaotic
time series by using a new preprocessing approach.
1.2.2.5 Noise
Noise can be present in the entire or some parts of the frequency spectrum of a time
series. Since random noise cannot be predicted, we perform denoising before fitting a
time-series model. In this thesis we only study time series with high frequency noise.
Typical examples of time series contaminated by high frequency noise are daily prices
of instruments (stocks, bonds, options, etc.) in financial markets. Again, we try to
transform noisy time series to one or multiple sets of chaotic time series in our work.
11
We review existing work on handling nonlinearity, nonstationarity, seasonality, and
noise in time series in Chapter 2.
1.2.3 Assumptions on time series studied in this thesis
In this thesis, we only study time series that fall into following categories:
1. Noiseless or near noiseless nonlinear time series that is chaotic or near chaotic.
Examples of such time series are the Mackey-Glass(17) time series (Figure 1.4) and
the sunspots time series (Figure 1.5).
2. Noiseless or near noiseless piece-wise chaotic nonlinear time series, such as laser
time series shown in Figure 1.3.
3. Financial time series that is nonstationary and noisy but can be transformed into
one or multiple sets of near chaotic time series. The stock-market time series shown
in Figure 1.1 is an example. This type of time series contains high-frequency noise
and exhibits nonstationarity, which makes the prediction task very difficult.
4. We assume that a denoised financial time series is not a random walk and that the
denoised future value is highly correlated to its historical values. In this thesis, we
focus on exploring variations in the values of a financial time series alone and ignore
other quantitative factors. Hence we are only interested in univariate models for
financial time series.
5. Noise in financial time series is mainly high frequency noise. Predictions are feasible
when the signal-to-noise ratio of the series is considerably high. Consequently, we
don’t study penny stocks whose signal-to-noise ratio is usually low.
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Figure 1.4: Mackey-Glass(17) time series.
-200
-150
-100
-50
 0
 50
 100
 150
 200
1700 1750 1800 1850 1900 1950 1994
N
um
be
r o
f s
un
sp
ot
s
Year
Figure 1.5: Sunspots time series. The dashed vertical line divides the training and the
test sets.
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1.3 Metrics
In this section, we present the metrics for measuring the behavior of time series studied
in this thesis. We divide these metrics into three categories: property metrics, general
performance metrics, and special performance metrics for financial time series.
1.3.1 Metrics for properties
Each time series has certain properties that somehow indicate how easy or difficult it can
be predicted. Here we present two standardized measures: the autocorrelation measure
and the predictability concept. Autocorrelation is widely used in time-series analysis,
whereas predictability is a relatively new term [119, 120, 86].
1.3.1.1 Autocorrelation
Autocorrelation has been defined in (1.8). For convenience, we rewrite its definition in a
single equation for time-series X(t) as follows:
ρ(τ) =
E[(X(t)− µX)(X(t− τ)− µX)]
σ2X
, t=, 0, 1, · · · (1.9)
where σ2X is the variance of X(t) [15, 21, 22].
1.3.1.2 Predictability
Before defining predictability, we review some basic concepts used in information the-
ory [119, 120, 86].
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Consider random variable X that takes N discrete values {x1, x2, · · · , xN−1, xN} with
probability {p1, p2, · · · , pN−1, pN}. The entropy of X is defined as [64, 86]:
H(X) = −
N∑
i=1
pilog2pi. (1.10)
The entropy of random variable X can be interpreted as a measure of its uncertainty;
the larger the value H(X) is, the more uncertain it will be to determine the next value
of X.
The joint entropy [120, 86] between two discrete random variables X and Y defines
the uncertainty of the joint pair of (X, Y ). Assuming that random variable Y takes
M discrete values {y1, y2, · · · , yM−1, yM}, and that the joint probability distribution of
{X, Y } is p(xi, yj) for all i = 1, 2, · · · , N and j = 1, 2, · · · ,M , then the joint entropy
between X and Y is defined as:
H(X, Y ) = −
N∑
i=1
M∑
j=1
p(xi, yj)log2p(xi, yj). (1.11)
The mutual information [120, 86] between discrete random variables X and Y is
defined as:
I(X;Y ) = H(X) +H(Y )−H(X, Y ), (1.12)
where I(X;Y ) reflects the common information between X and Y . Here, the semicolon
“;” notation is used as is in Palus’s paper [120]. Mutual information I(X;Y ) achieves
the minimum value of 0 when X and Y are independent, and achieves the maximum
value of H(X) when X = Y . Hence I(X;Y ) reflects the common information between
X and Y and is, therefore, called mutual information.
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We can now define the predictability [120, 86] of a time series for a horizon τ as:
Pτ (X) =
I(X(t);X(t+ τ))
H(X)
, (1.13)
where H(X) is used to normalize the predictability in order for Pτ (X) to be between 0
and 1 [120].
Since the predictability defined above is for discrete random variables, we need to
extend it to continuous time series. One approach is to discretize a continuous time
series into a discrete one. Further, predictability can only be applied to stationary or
near stationary time series because a nonstationary trend cannot be considered random.
For example, a long-term nonlinear trend in a financial time series must first be removed
by differencing before its predictability can be assessed. In this case, one is interested in
predicting the differenced series rather than the original time series. Based on the above
discussion, Figure 1.6 presents the algorithm for computing predictability.
In the algorithm presented in Figure 1.6, we use a method called box-counting [119]
to compute (1.10) – (1.13). The reason to perform box-counting is to avoid over-
quantization, since over-quantization leads to a small number of data item in some
quantized boxes. Statistically, when the number of data items is too small, the esti-
mation of its probability is meaningless. Box-counting requires the data length N and
the quantization level Q to satisfy the following inequality [119, 120, 64, 86]:
Q3 ≤ N, (1.14)
and the box boundaries to be determined in such a way that the number of data elements
in each box is approximately the same.
Applying (1.10) – (1.13) to the IBM daily stock prices plotted in Figure 1.1, it results
in an entropy of 1.791361 for the differenced series and a joint entropy (resp, mutual in-
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Step 1. Perform differencing if needed to remove long-term trend;
Step 2. Find quantization boundaries such that the number of data falling
into each quantization interval is approximately the same;
Step 3. Compute p(i) in (1.10) by counting the number of data items falling
into each interval, and calculate entropy H(x(t));
Step 4. Compute p(i, j) in (1.11) by counting the number of data pairs
(x(t), x(t + τ)) falling into each 2-D grid (i, j) formed by quantiza-
tion boundaries, and calculate joint entropy H(x(t), x(t+ τ));
Step 5. Compute predictability Pτ according to (1.13)
Figure 1.6: Algorithm for predictability computation.
formation) of 3.468043 (resp, 0.114679) between the differenced series and the differenced
series lagging by one day. Therefore, the predictability for the series is 0.064018. This
predictability measure is extremely low and it indicates that the stock-price time series
is hard to predict directly.
1.3.2 General performance metrics
The metrics described in this section can be used to measure the performance of a general
time series. In this category, we introduce the normalized mean squared error and its
variants, as well as the correlation between the predicted and the actual desired values.
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1.3.2.1 Normalized mean square errors
The normalized mean square error (nMSE) is defined as follows:
nMSE =
1
σ2N
t1∑
t=t0
(o(t)− d(t))2, (1.15)
where o(t) and d(t) are, respectively, the actual and desired outputs at time t; σ2 is the
variance of the targeted time series in period [t0, t1]; and N = t1 − t0 + 1 is the number
of patterns tested.
Variants of nMSE include the mean square error (MSE):
MSE =
1
N
t1∑
t=t0
(o(t)− d(t))2, (1.16)
mean absolute error (MAE):
MAE =
1
N
t1∑
t=t0
|o(t)− d(t)| , (1.17)
and relative mean absolute error (RMAE):
RMAE =
1
N
t1∑
t0
|(o(t)− d(t))|
d(t)
. (1.18)
Here, RMAE is the average of the absolute difference between the desired data value
and the actual data value normalized by the desired data value. It is applicable only to
time series with positive values, such as financial time series.
One can see that the normalized mean squared error and its variants emphasize more
the average behavior of the predictions rather than the behavior of individual patterns,
as large errors in a few patterns may be scaled down significantly when N is large.
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1.3.2.2 Correlation between predicted and actual data
Let µX be the mean of random variable X. Similar to (1.7) and (1.8), the covariance
between the predicted value o(t) and the target value d(t) is:
Cov(o(t), d(t)) = E[(o(t)− µo)(d(t)− µd)], (1.19)
and the correlation between the predictions and the targets is:
γ(o(t), d(t)) =
Cov(o(t), d(t))
σoσd
, (1.20)
where σo and σd are, respectively, the standard deviations of o(t) and d(t). The correlation
is always in the range [−1, 1] and emphasizes the similarities between the predicted
stream and the target stream. For example, if one multiplies o(t) by a constant, then the
correlation stays unchanged. Hence, if the prediction stream has exactly the same shape
but with different mean or scale as compared to the target stream, then their correlation
will be 1.
1.3.3 Performance metrics for financial time series
The performance metrics presented in this section are suitable only for evaluating fi-
nancial time series. The metrics introduced in Section 1.3.3.1 are used for an overall
coarse-level performance evaluation and are strategy-related, whereas the metrics in Sec-
tions 1.3.3.2 to 1.3.3.4 provide fine-level performance evaluation.
1.3.3.1 Annual/monthly return
The annual/monthly return is related to the trading strategy used. For example, the
annual return of a stock is related to its buy-and-hold strategy. It measures how fast one
19
can increase his/her asset under a certain strategy. Suppose M(t0) is the total asset in
a portfolio at the beginning of the horizon t0, and M(t1) is the total asset at the end of
the horizon t1, then the corresponding return over this period is defined as:
Rm =
M(t1)−M(t0)
M(t0)
∣∣∣∣
S
, (1.21)
where S is the trading strategy used. This metrics is useful for evaluating performance
over a fixed period, such as one year or one month. If the fixed period is one year (resp.
one month), then the resulted return is the annual return (resp. monthly return).
1.3.3.2 Up/down trend
The daily stock price in day t can be summarized in four values, namely, daily low price
Rl(t), daily high price Rh(t), daily opening price Ro(t), and daily closing price Rc(t). At
day t, let Pt(t+h) be the predicted price for trading day t+h. The metrics for up/down
trend prediction is defined as:
Dt(t+ h) =


+1, if Pt(t+ h) > Rc(t) and Rh(t+ h) ≥ Rc(t),
−1, if Pt(t+ h) > Rc(t) and Rh(t+ h) < Rc(t),
+1, if Pt(t+ h) < Rc(t) and Rl(t+ h) ≤ Rc(t),
−1, if Pt(t+ h) < Rc(t) and Rl(t+ h) > Rc(t),
0, if Pt(t+ h) = Rc(t).
(1.22)
Obviously, Dt(t+h) = 1 indicates a prediction in the correct direction (trend) for horizon
h, and Dt(t + h) = −1 indicates a prediction in the wrong direction for horizon h.
Figures 1.7(a)-(e) illustrate the five cases listed in (1.22) in the same order, and Figure 1.7f
shows the notations used in these graphs.
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Figure 1.7: Illustration of the up/down-trend metric. The model predicts an up trend
when the predicted price Pt(t+h) is higher than the closing price of the current day, and
a down trend when Pt(t + h) is lower than the current closing price. The performance
of the predicted trend is defined by (1.22). A ∗ in panel (a) – (e) indicates closing price
Rc(t); an o sign represents predicted price Pt(t+h); and the bar stands for daily low/high
prices. (a) and (b) predict an up trend; (c) and (d) predict a down trend; (e) shows a
flat trend; and (f) shows the notations used in these graphs.
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Figure 1.8: Illustration of prediction errors εt(t+ h) w.r.t. the low/high price range.
1.3.3.3 Errors with respect to low/high price range
When a prediction for stock price at day t + h is made, the predicted price consists
of a single value but the daily price is a four tuple. In this section, we consider a
prediction to be accurate when it falls between the daily low and high price range;
otherwise, we measure the error by how far the prediction is from the low/high price
range. Mathematically, the error with respect to the low/high price range is defined as
follows:
εt(t+ h) =


0 if Rl(t+ h) ≤ Pt(t + h) ≤ Rh(t+ h)
Pt(t+ h)− Rh(t+ h) if Pt(t+ h) > Rh(t+ h)
Pt(t+ h)− Rl(t + h) if Pt(t+ h) < Rl(t+ h).
(1.23)
Figures 1.8(a)–(c) illustrate the three cases listed in (1.23). Panel (a) shows a perfect
prediction without error, as the predicted value falls between the daily low and high price
range at time t + h. Panel (b) shows the case that over-predicts the price at time t + h
and incurs a positive error of Pt(t+h)−Rh(t+h). On the contrary, Panel (c) shows the
case that under-predicts the price and leads to a negative error of Pt(t+ h)−Rl(t+ h).
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1.3.3.4 Errors with respect to potential buy/sell actions
At day t, if we predict that Pt(t+h), the future price at day t+h, will be lower than the
current daily closing price, then day t + h is potentially a good day for buying. We set
the target for a potential buy at t + h to be Pt(t + h). On the other hand, if we predict
that the stock price after h days Pt(t + h) will be higher than the current daily closing
price Rc(t), then we will consider to set the target for a potential sell at day t+ h at the
predicted price Pt(t + h). The prediction error with respect to the potential buy or sell
is defined as follows:
Gt(t+ h) =


0 if Rl(t + h) ≤ Pt(t + h) ≤ Rh(t + h)
and Pt(t + h) < Rc(t)
Pt(t + h)−Ro(t + h) if Pt(t + h) > Rh(t + h) and Pt(t + h) < Rc(t)
Pt(t + h)−Rl(t + h) if Pt(t + h) < Rl(t + h) and Pt(t + h) < Rc(t)
0 if Rl(t + h) ≤ Pt(t + h) ≤ Rh(t + h)
and Pt(t + h) > Rc(t)
Rh(t + h)− Pt(t + h) if Pt(t + h) > Rh(t + h) and Pt(t + h) > Rc(t)
Ro(t + h)− Pt(t + h) if Pt(t + h) < Rl(t + h) and Pt(t + h) > Rc(t).
(1.24)
The error can be explained as follows. When Pt(t+ h) < Rc(t), if the predicted price
Pt(t+h) happens to fall within the daily low/high range for that day, then the stock can
be bought at exactly the predicted price, and Gbuyt (t+ h) = 0 (Figure 1.9a). If the daily
high price at t+ h is below the predicted price at t+ h, then we will be able to buy the
stock at the opening price, which means that we use less money than expected to buy the
stock, and that the error is positive (Figure 1.9b). Last, if the daily low price at t+ h is
higher than the predicted price at t+h, then we will need to pay more than our targeted
price to buy the stock, resulting in a negative prediction error of Pt(t + h) − Rl(t + h)
(Figure 1.9c).
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Figure 1.9: Illustration of prediction errors w.r.t. potential buy signal when Pt(t+h) <
Rc(t). The bars represent the daily low/high prices, ∗ stands for the prediction Pt(t+h),
and o indicates the opening price.
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Figure 1.10: Illustration of prediction errors w.r.t. potential sell signal when Pt(t+h) >
Rc(t). The bars represent the daily low/high prices, ∗ stands for the prediction Pt(t+h),
and o indicates the opening price.
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Similarly, when Pt(t+h) > Rc(t), the errors can be explained in Figure 1.10 as above.
If the predicted price falls within the daily low/high range for t + h, then the stock can
be sold at exactly the predicted price and Gsellt (t + h) = 0 (Figure 1.10a). If the daily
high price at t + h is below the predicted price Pt(t + h), then we will have to sell the
stock for less money than our targeted price, and the prediction error at t+h is negative
(Figure 1.10b). Last, if the daily low price at t + h is higher than the predicted price
Pt(t+ h), then we can sell the stock at the opening price to achieve at least the targeted
price, and the error is positive (Figure 1.10c). Our goal in predictions is to limit and
minimize negative errors.
1.4 Proposed approaches of time-series predictions
In this section, we describe briefly the work in this thesis that consists of three main parts:
preprocessing of time series, neural-network learning using a constrained formulation, and
postprocessing for noisy stock time series.
1.4.1 Preprocessing of financial time series
Preprocessing is needed in financial time series in order to remove unpredictable noise.
Traditional preprocessing approaches use low-pass filtering to reduce the noise. This
approach has been well covered in the literature, and we will show its drawbacks in
Chapters 2 and 3.
In our proposed approach, we decompose a time series into several channels using
redundant wavelet decomposition. We then apply low-pass filtering to each sub-band
when we detect that it has more noise than what can be tolerated in our predictor.
The low-pass decomposed channel absorbs the majority of nonstationarity and is then
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transformed into a near chaotic time series. The low-pass filter for each high-frequency
channel can be different according to the property of the individual channel.
1.4.2 Learning and prediction
We propose a new neural-network architecture that combines a recurrent structure and
an explicit memory into one unified system. Our new system unifies many existing
architectures, such as recurrent networks, FIR networks, time-delayed networks, and
others. We also develop a unified epoch-wise backpropagation algorithm for the new
architecture.
The key component in this research is the constrained formulation for neural-network
learning. In this new learning approach, we propose to treat learning errors for individual
patterns as additional constraints and increase the penalties of violated patterns during
learning. In this way, we will be able to use an individual pattern’s violation level to
guide our search. We also propose to model cross-validation errors as constraints and
allow multiple cross-validation sets, while at the same time, utilizing all historical data for
learning. New constraints available in the future can be integrated easily in our proposed
formulation.
In order to solve the constrained formulation, we have developed a new algorithm
called violation-guided back-propagation (VGBP) which is based on the Theory of Ex-
tended Saddle Points [23, 164, 153, 155]. By transforming the constrained formulation
into an l1-penalty function, we search for extended saddle points of the penalty func-
tion. These extended saddle points have been proved to be equivalent to local optimal
solutions of the constrained formulation. We generate approximate gradient directions of
the penalty function in order to perform descents in the weight subspace of the penalty
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function. Periodically, we modify the penalties in order to emphasize those patterns with
large violations. To facilitate the convergence of VGBP learning, we also propose the
relax-and-tighten strategy.
To address the lag effect caused by low-pass filtering discussed in Chapters 2 and 3,
we propose a linked neural network in order to use the information in the lag period to
provide active training.
1.5 Benchmarks studied
We list the properties of benchmarks on noiseless/near-noiseless time-series and noisy
financial time series studied in this thesis.
1.5.1 Noiseless or near noiseless time-series benchmarks
Table 1.2 lists the noiseless or near noiseless time-series benchmarks studied in this work
and their properties on nonlinearity, stationarity, and noise. We have selected these time
series because all of them have been well studied in the literature [8, 168, 169, 173] and
can be used as benchmarks for meaningful comparisons.
1.5.2 Noisy time series: stock-market time series
The noisy time-series benchmarks studied in this thesis are all financial time series. Ten
stocks are selected from a variety of economic sectors as shown in Table 1.3. The daily
stock-price data were downloaded from the Yahoo Website [177]. We have selected the
ten stocks in order to cover broadly different sectors, different capitalization, and different
histories. We have also avoided penny stocks in order to ensure a high signal-to-noise
ratio.
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Table 1.2: Properties of noiseless or near noiseless nonlinear time series studied in this
thesis.
Benchmark
Properties
Nonlinearity Stationarity Noise
Sunspots Yes Yes Small amount
Laser Yes Piecewise chaotic Very little
Mackey-Glass (17) Yes Yes No
Mackey-Glass (30) Yes Yes No
Henon Yes Yes No
Lorentz Yes Yes No
Ikeda Yes Yes No
Table 1.3: Stocks studied in this thesis.
Symbol Company Sector Duration Price Range ($)
AMR AMR Inc. Transportation 01/02/91 to 03/28/03 [2.25, 89.94]
C Citigroup Financial 01/02/91 to 03/28/03 [1.43, 53.08]
GE General Electric Industrial 01/02/91 to 03/28/03 [3.37, 57.28]
IBM Int’l Bus. Mach. Info. Tech. 01/02/91 to 03/28/03 [10.10, 138.36]
MNTR Mentor Health Care 01/02/91 to 03/28/03 [1.89, 22.69]
NYT New York Times Consumer 01/02/91 to 03/28/03 [7.59, 52.55]
PFGI Provident Fin. Group Financial 01/08/92 to 03/28/03 [5.93, 48.45]
PSS Payless ShoeSource Consumer 04/18/96 to 03/28/03 [6.67, 26.07]
XOM Exxon-Mobil Energy 01/02/91 to 03/28/03 [12.24, 47.09]
YHOO Yahoo Info. Tech. 04/12/96 to 03/28/03 [1.29, 250.07]
28
1.6 Contributions of this thesis
The main contributions of this thesis are as follows.
• The RFIR architecture and its learning algorithm [159, 158]. Our proposed RFIR
architecture combines a recurrent and a memory-based FIR structure. The new
architecture provides a more powerful model for time-series predictions because it
generalizes traditional recurrent neural networks (RNN), nonlinear autoregressive
networks with exogenous inputs (NARX), time-delayed neural networks (TDNN),
and FIR neural networks. Our single architecture contains all those aforemen-
tioned structures as special cases and provides the flexibility of selecting a desired
architecture according to problem-specific needs.
• A new constrained formulation for neural-network learning [156, 157, 158]. To
improve the quality during learning while minimizing normalized mean squared
errors, we have incorporated a variety of constraints into our neural-network models
in order to meet additional learning requirements. Our constrained formulation is
flexible in including more than one necessary criteria in learning and can incorporate
helpful prior knowledge. The constrained formulation not only can be used in
neural-network learning for time-series predictions, but also can be used in neural-
network learning for pattern classification [156].
• A new cross-validation method on multiple validation sets [157, 158]. Our approach
is more general than previous approaches that allow only one cross validation set at
a time. It can handle piecewise chaotic time series effectively and does not require
a certain portion of historical data to be reserved for validation. Hence, it provides
the most effective learning by using all available patterns for learning.
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• A violation-guided back-propagation algorithm (VGBP) [158, 159]. Based on the
theory of extended saddle points for continuous constrained optimization, we have
developed an efficient algorithm that guides the search more effectively in our con-
strained formulation. Moreover, it provides fast convergence using a relax-and-
tighten strategy, which exploits certain convergence behavior during the search
process.
• A Systematic study of edge effects in low-pass filtering of noisy time series [161].
We have identified some issues in existing approaches, such as flat extension and
mirror extension, that impose some restricted assumptions on future data. We have
further proposed new approaches to alleviate the issues.
• An approach that incorporates constraints on predicted low-pass data in the lag
period for financial time series prediction. These new constraints enable active
training in the lag period, which greatly improves our prediction accuracy in the
lag period [161, 160].
• Decomposition of noisy financial time series and channel-specific preprocessing to
improve predictability. The decomposed low-frequency channel exhibits mainly
nonstationarity, and high-frequency channels are close to chaotic time series but
contaminated by noise. A special transformation is applied to the low-frequency
channel to convert it into a near chaotic time series. For high-frequency chan-
nels, since different channels may have a different level of noise, we have studied
a channel-specific adaptive denoising method to remove high-frequency noise while
incurring as short a lag as possible.
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1.7 Outline of this Thesis
This thesis is organized as follows. In Chapter 2, we survey existing work on time-series
models. We classify time-series models based on their assumptions used and point out the
issues in existing models when applied to predict a general nonlinear noisy nonstationary
time series. Among existing models, we are especially interested in neural-network models
and provide a more detailed survey of existing neural-network models.
Chapter 3 addresses preprocessing for noisy time series. We first study trade-offs be-
tween denoising and information loss in traditional low-pass filtering approaches. We then
present our new preprocessing approach that combines wavelet decomposition, transform-
ing a nonstationary series into a near chaotic series, and channel-specific denoising.
In Chapter 4, we present our new recurrent FIR architecture (RFIR), along with
our generalized epochwise backpropagation-through-time algorithm. We also show how
this new architecture unifies a class of existing neural-network architectures. Based on
this architecture, we introduce a new neural-network learning model with a unique con-
strained formulation. This is different from traditional models that use an unconstrained
formulation. We introduce new constraints to improve learning under multiple objectives,
which is not possible in a traditional unconstrained formulation with a single objective.
To solve the constrained formulation, we have developed an efficient learning algorithm
called violation-guided backpropagation, using information on violations from individ-
ual patterns to guide the search in order to find improved solutions. We further apply
the relax-and-tighten strategy in order to accelerate search convergence. At the end of
the chapter, we present the study on the effect of parameter selection in the learning
algorithm.
31
In Chapter 5, we apply our constrained formulation and our violation-guided back-
propagation algorithm to solve applications in noiseless or near noiseless nonlinear time
series. Significant improvements over previous work have been achieved on all the bench-
marks tested.
We dedicate Chapter 6 to address noisy financial time series. We compare the pre-
diction performance between our new preprocessing approach and traditional low-pass
preprocessing. We also compare the prediction performance between our ANN model
and the traditional autoregressive model.
Finally, in Chapter 7, we conclude this thesis and point out future research directions.
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Chapter 2
Previous Work
In this chapter, we review existing work on time-series predictions discussed in Chap-
ter 1. We examine how different models are used in modeling time series of different
characteristics. We also examine how certain time series can be transformed to another
that can be solved by existing models. We further point out issues in existing models
after each review.
2.1 Previous work on predicting chaotic time-series
As stated in Chapter 1, we are not interested in identifying of chaotic behavior (finding
embedded dimension and embedded delay) or chaotic control. We are only interested in
modeling and predicting general nonlinear chaotic time series.
A variety of time-series models have been proposed and studied in the last four
decades. In this section, we review briefly some existing models and present their po-
tential issues when applied to general nonlinear chaotic time series. Unless otherwise
explicitly specified, we call a nonlinear chaotic time series simply as a nonlinear time
series. We classify existing time-series models into linear and nonlinear [22] (Figure 2.1),
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based on whether certain linearity assumptions are used or not. Linear models are further
divided into three sub-classes that include the ARMA model and its variants [16], expo-
nential smoothing, and state space models [7, 22]. Last, nonlinear models are classified
into assumption-based and learning-based models.
2.1.1 Linear models
Linear models work well for linear time series but may fail otherwise. Those models gen-
erally assume that the time series under consideration is generated by a linear process
in which the value of a future observation is linearly dependent on some historical ob-
servations. There are three types of linear models that are widely used: ARMA models,
exponential smoothing, and state-space models. One chooses to apply linear models to
nonlinear time series because linear models are easy to use and understand, and their
results are easy to interpret. Moreover, in many cases a linear process can be a good
approximation to a nonlinear process in most local regions.
2.1.1.1 ARMA models and their variations
ARMA models [16, 17, 65] and their variations, such as autoregression (AR) and moving
average (MA), are the most well-studied models in the literature. An ARMA model
describes future data as a linear combination of some historical data and a random
process as follows.
Xt = α1Xt−1 + α2Xt−2 + · · ·+ αpXt−p + Zt + β1Zt−1 + · · ·+ βqZt−q, (2.1)
where Xt is the observed time-series process; Zt is a purely random process with a mean
of 0 and a variance of σ2Z ; p is the order of autoregression; and q is the order of the
moving average. When p 6= 0 and q = 0, the ARMA model becomes an autoregressive
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Figure 2.1: A classification of linear and nonlinear time-series models.
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model (AR(p)); when p = 0 and q 6= 0, it becomes the moving average model (MA(q)).
(2.1) is normally denoted as ARMA(p, q).
Define backward shift operator B as:
BkXt = Xt−k, for all t. (2.2)
In a linear model, (2.1) can be expressed as:
φ(B)Xt = θ(B)Zt, (2.3)
where
φ(B) = 1− α1B − α2B
2 − · · · − αpB
p, (2.4)
and
θ(B) = 1 + β1B + β2B
2 + · · ·+ βqB
q. (2.5)
For an AR process to be stationary, the roots of the equation
φ(B) = 1− α1B − α2B
2 − · · · − αpB
p = 0 (2.6)
must lie outside the unit circle, as shown by Box and Jenkins [15]. Further, for an MA
process to be invertible (which ensures that there is a unique MA process for a given set
of autocorrelation functions), the roots of the equation
θ(B) = 1 + β1B + β2B
2 + · · ·+ βqB
q = 0 (2.7)
must lie outside the unit circle as well [15].
To fit an AR(p), one has to decide on the order of the model (namely, the value of
p), and the algorithm to estimate the α’s. Although there is no theoretical guideline on
how to choose p, p is chosen empirically based on how fast the autocorrelations of the
time series decrease towards zero [15, 21]. To estimate the α’s, a least-square fit can be
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applied. Many statistical software packages provide AR models, such as TISEAN [58]
and Financial time-series Toolbox for Matlab [98, 97].
To fit an MA(q) process, one also needs to consider the order of the model and the
estimation algorithm. Unlike estimating p in AR(p), the choice on q is relatively clear
in MA(q) because the theoretical ACF (autocorrelation function) of an MA(q) process
has a very clear “cut-off” at lag q [21, 22]. However, the estimation of the β’s is much
more difficult because it is based on minimizing
∑
Z2t [21]. In practice, an iterative
optimization procedure may need to be employed in order to find the optimal β’s [15, 21]
when solving this quadratic optimization problem.
The estimation of parameters of an ARMA model is similar to that of a MA process
in the sense that an iterative optimization procedure has to be applied in order to find
the optimal α’s and β’s that minimize
∑
Z2t [126, 72].
In practice, most time series are not stationary, which means that ARMA models
cannot be applied directly. However, some nonstationary time series can be transformed
into stationarity ones by simple differencing:
Yt = ∇
dXt = (1− B)
dXt. (2.8)
Then the ARMA models can be applied to the differenced series Yt as follows:
φ(B)Yt = θ(B)Zt, (2.9)
or
φ(B)(1− B)dXt = θ(B)Zt. (2.10)
Eq. (2.10) is called an autoregressive integrated moving average process (ARIMA) [15, 21].
The parameter estimation of ARIMA models are the same as that of ARMA models once
differencing is performed.
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2.1.1.2 Exponential smoothing
Exponential smoothing [18, 42] models estimate Xt+1 as a linear combination of current
observation Xt and the previous estimate for Xt. Denote the estimate for Xt+1 as Xˆt+1.
Exponential smoothing can be expressed as:
Xˆt+1 = αXt + (1− α)Xˆt, 0 < α ≤ 1, (2.11)
where α is the single parameter in the model. The reason it is called exponential smooth-
ing is because (2.12) can be rewritten as:
Xˆt+1 = αXt + α(1− α)Xt−1 + α(1− α)
2Xt−2 + · · · (2.12)
The error of the estimation is:
et+1 = Xt+1 − Xˆt+1. (2.13)
Estimating parameter α requires finding α that minimizes
∑
i≤t
e2i .
The exponential smoothing model described by (2.12) is very simple. However, it
cannot be applied to time series exhibiting trends and seasonality. In the literature, a lot
of extensions have been made in order to handle linear trends and seasonality, such as
double exponential smoothing and the Holt-Winters forecasting procedure [42, 43, 20, 21,
19]. In these extensions, both local trends and seasonality are modeled using exponential
smoothing in forms similar to (2.12). However all these ad hoc extensions require some
linear property in both the local trend and seasonality and, therefore, are not suitable to
deal with nonlinear trends, irregular seasonality, and other forms of nonlinearity.
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2.1.1.3 State-space models
State-space models [7, 115, 53, 84] represent a time series using two sets of linear equations
called observation equation and transition equation. For a univariate time series {Xt},
the observation equation is:
Xt = h
T
t θt + nt, (2.14)
where θt and ht are m× 1 state vectors, and nt denotes the observation error at time t.
The state vector evolves over time and is depicted by the transition equation as follows:
θt = Gtθt−1 + wt, (2.15)
where Gt is an m ×m transition matrix, and wt is an m× 1 vector of transition errors.
Since both (2.14) and (2.15) are linear, state-space models belong to the class of linear
models.
In state-space models, both ht and Gt are assumed to be known a priori. In practice,
a variety of tools, including external knowledge, are used to help choose appropriate ht
and Gt [53, 21]. Another difficulty in using state-space model is that the error variance of
nt and wt are not known a priori. This means that these parameters have to be updated
constantly.
After ht, Gt, and the variances for nt and wt are chosen, we need to estimate state
vector θt. A Kalman filter is generally used for estimating the state vector [101, 102,
4, 7, 53] in two stages: the prediction stage and the updating stage. A Kalman filter
first predicts the next state based on (2.15) with wt set to zero. When the new data is
available, it computes the prediction error and updates the state vector as well as other
related parameters.
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In short, linear models work well for many processes that exhibit linear properties, but
do not work well for processes exhibiting nonlinear properties, such as financial-market
time series. In those cases, linear models may fail to give accurate predictions when the
linearity assumption does not hold [40].
2.1.2 Models for nonlinear stationary time series
Nonlinear models can be classified into assumption-based models and learning-based
models. Assumption-based models assume that a time series can be described by a spe-
cific nonlinear function chosen a priori, and that historical data is used only to estimate
the parameters in the selected nonlinear function. On the other hand, learning-based
models do not assume any specific function. Instead, they employ certain training al-
gorithms using historical data in order to learn the underlying dynamics through the
training process. Historical data in learning-based models plays a role of teaching the
model on how to respond to different inputs.
2.1.2.1 Assumption-based models
In assumption-based models, a specific form of nonlinear function is pre-selected for fitting
the historical data, before parameter estimation takes place. Models falling into this class
include nonlinear autoregressive models [116, 74, 21], bilinear models [49, 131, 127, 50],
threshold autoregressive models (TAR) [150, 149, 148, 142], and the ARCH and GARCH
models [13, 54, 147].
Nonlinear autoregressive models (abbreviated as NLAR) take a form of:
Xt = f(Xt−1, Xt−2, · · · , Xt−p) + Zt, (2.16)
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where f() is a nonlinear function, p is the order of the model, and Zt is a pure random
process. The NLAR with an order of p is generally denoted as NLAR(p). Obviously,
AR(p) is a special case of NLAR(p) in which f() is a linear function. A more general
form of NLAR incorporates Zt inside the f() function. Before using NLAR, one has to
decide on the specific f() to be used and may require domain-specific knowledge.
Bilinear models are considered to be nonlinear extensions of ARMA models. This
class of models include product terms of lagged values of time-series {Xt} and the random
process {Zt}. For example, a simple bilinear model can be:
Xt = αXt−1 + βXt−1Zt−1 + Zt, (2.17)
where both α and β are constants. Bilinear models can usually provide a good fit for
data but generally do not give good long-term forecasts [127, 29, 22]. They are also
“not particularly helpful in providing insight into the underlying generating mechanism,”
as other assumption-based nonlinear models do [21]. In practice, bilinear models are
relatively less frequently used.
Threshold autoregressive models express a process in a piecewise linear AR model.
For example,
Xt =

 α
1
1Xt−1 + α
1
2Xt−2 + · · ·+ α
1
p1
Xt−p1 if Xt−1 > r
α21Xt−1 + α
2
2Xt−2 + · · ·+ α
2
p2
Xt−p2 if Xt−1 ≤ r,
(2.18)
where {α1} = [α11, α
1
2, · · · , α
1
p1
]T and {α2} = [α21, α
2
2, · · · , α
2
p1
]T are constant vectors,
and r is a threshold. Note that a transition from one linear AR model to another is
not smooth. Later, smooth threshold autoregressive models (STAR) were introduced in
order to provide a smooth and continuous transition between two linear AR models [148].
TAR and STAR models had some success in its early development stage, but were found
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to have little improvement in forecasting later. TAR models usually need great insights
into the time-series process, such as the proper choice of r [149, 21].
ARCH models are formally called autoregressive conditionally heteroscedastic models.
Unlike the three classes of nonlinear models discussed above, ARCH models are primarily
used for modeling changes of variance (or volatility) of a series. The series modeled
(denoted as {Yt}) by ARCH models may be a differenced series or a series of residuals
from an autoregressive model. An ARCH model can be depicted as follows:
Yt = σtt, (2.19)
where {t} represents a sequence of identical and independent distributed (i.i.d.) random
variables with zero mean and unit variance, and σt is the local conditional standard
deviation of the process that takes the following form:
σt = γ + δ1y
2
t−1 + δ2y
2
t−2 + · · ·+ δpy
2
t−p. (2.20)
Here yt−j is the observed value of series Yt at time t − j, p is the order of the ARCH
model, and δi and γ are constant parameters similar to the parameters in MA(p). Eq
(2.20) is normally referred to as the ARCH(p) model. ARCH models only depend on
past values of the series. The generalized autoregressive conditionally heteroscedastic
(GARCH) model of order p and q (denoted as GARCH(p, q)) is given by:
σt = γ + δ1y
2
t−1 + δ2y
2
t−2 + · · ·+ δpy
2
t−p + β1σ
2
t−1 + βqσ
2
t−2 + · · ·+ βqσ
2
t−q. (2.21)
The GARCH(p, q) model depends not only on previous values of the series {yt} but also
on previous values of the variances {σ2t }. Here βi are parameters similar to parameters
in AR(q). The ARCH/GARCH models are not focused on forecasting future values of a
series; instead, they estimate changes of variance (volatility) of a series over time, which
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sometimes is very important, especially in financial-market series (e.g., risk management
in portfolio management). In general, choosing between different ARCH/GARCH models
is difficult, especially when domain knowledge is absent. In our work, since we emphasize
on forecasting a time series instead of the estimation of its variances, we do not study
ARCH/GARCH models.
Assumption-based model are effective if one has a priori knowledge about the behavior
of the time series under investigation. When domain knowledge is absent or when the
domain is too complex to extract certain useful information, these models are very hard
to use.
2.1.2.2 Learning-based models
Machine learning can handle nonlinear time series because it learns a nonlinear model
without assuming the specific form of nonlinearity. Learning-based methods that can
model a time series include statistic learning (such as k-nearest-neighbor (kNN) [26,
33, 27, 106, 87]), reinforcement learning (such as Q-learning [170, 172, 136, 71, 83]),
unsupervised learning (such as clustering methods [37, 38, 118, 67, 110, 66]), and su-
pervised learning (such as decision trees [128, 104, 69] and artificial neural networks
(ANNs) [132, 133, 36, 57, 46]).
In a k-nearest neighbor method, the distances between historical data sequences with
a length of k and the most recent data sequence of the same length are computed. The
historical sequence with the shortest distance to the current sequence is considered a
match, and future values are forecast by looking at the “future values” following the
matched historical sequence. The main task in kNN involves the identification of the
distance between vector x = (x1, x2, · · · , xk)T and vector y = (y1, y2, · · · , yk)T , which is
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generally defined by the square root of the weighted squared differences:
d(x, y) =
√√√√ k∑
i=1
wi(yi − xi)2, (2.22)
where wi’s are the weights to be determined through learning.
In reinforcement learning, there are a set of actions and states. By penalizing or
by rewarding each action under a state, reinforcement learning tries to maximize the
rewards achieved in the given training set. It has been applied in robot planning and
trading rule/strategy development in financial markets.
Clustering methods group time-series data into clusters. Data patterns inside a cluster
are considered to be similar, and data patterns in different clusters are considered to be
dissimilar. After clustering, data inside a cluster can be trained using an appropriate
model (including linear models) to simplify learning. Clustering methods are useful in
modeling epoch-wise chaotic time series discussed later.
Artificial neural networks are mainly supervised learning models that are widely ap-
plied in time-series modeling. Since they are the basis for our proposed model, we review
them separately in Section 2.6.
Learning-based methods learn a model of the expected outputs when given the input
and the current state (if any) of the model. In general, a learning-based model for a
given learning set uses a single nonlinear objective and does not use individual patterns
to help escape from local optima [140, 156]. Since machine learning problem is a complex
nonlinear optimization problem with many local minima, any search algorithm may get
stuck in sub-optimal solutions. With a single objective in traditional machine learning
approaches, one has no way to control how well individual patterns can be trained, and
there is no way to incorporate domain knowledge in learning. In this research, we propose
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a constrained formulation for ANN learning that adds constraints on individual patterns
and that uses violated constraints to help guide learning. Such formulations are general
and can be applied to other learning methods.
2.2 Previous work on seasonal chaotic time series
Many time series, especially economic time series, exhibit seasonality. When seasonality
is present in a time series, it is always helpful to remove the seasonality before modeling
the time series. Here we review existing work on seasonality detection and seasonality
elimination. We only consider additive seasonality, as multiplicative seasonality can be
easily transformed into additive seasonality by a logarithmic transformation.
2.2.1 Seasonality detection
In practice, correlograms and spectral plots can be employed to detect seasonality. A cor-
relogram is a plot of autocorrelation of a sequence of time series [22, 41]. If a seasonality
with period L is present in a time series, then there will be a large jump of autocorrela-
tion at lag L in the correlogram. For example, Figure 2.2 gives the correlogram of the
time series in Figure 1.2. Peaks are clearly displayed at lags of 10, 20, and 30. This
correlogram strongly indicates that there is a seasonality with period of 10 embedded
in the time series. A spectrum can also be used to detect seasonality [96]. A spectrum
shows how much each frequency contributes to the whole time series. The frequency
that corresponds to the period of seasonality in the time domain will stand out from its
neighboring frequencies in the spectrum.
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Figure 2.2: Correlogram of the time series in Figure 1.2 that displays seasonality. The
correlogram shows the autocorrelation peaks at lags of 10, 20, and 30, respectively.
2.2.2 Seasonality Elimination
When the period of seasonality is detected, the simplest way to remove the seasonality is
to difference the original time series [15, 91, 92] at a distance of the detected periodicity.
Suppose the period of seasonality detected is L. In their seasonal autoregressive moving
average model (SARMA), Box and Jenkins applied L-order differencing on the original
time series Xt first before the ARMA model was applied. Define the L-order differencing
operation as follows:
∆LXt = Xt −Xt−L. (2.23)
The ARMA model expressed in (2.3) can be extended to the seasonal autoregressive
moving average (SARMA) model as follows:
φ(B)∆LXt = θ(B)Zt. (2.24)
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The following procedure can be applied to decompose a time series into its seasonal
and nonseasonal components [91, 92]. First the time series of the moving average with
a window of L is applied to the original series. In the resulting moving averages, the
seasonal component is removed. Then the seasonal component can be obtained by sub-
tracting the series of moving averages from the original series.
2.2.3 Prediction
After modeling a preprocessed time series, one can predict the future values of the pre-
processed series by training a prediction model. The prediction of the original time series
can be obtained by adding the predicted values for the preprocessed (differenced) series
to the original time-series values L steps earlier.
2.3 Previous work on piecewise chaotic time series
One may be able to find many models for chaotic time series, but there is relatively few
work on piecewise chaotic time series. The main difficulty is that it is hard to figure out
which chaotic behavior the time series is exhibiting.
2.3.1 Regime transition detection
The detection of regime transition is an approximation at best since there are no clear
boundaries between regimes. Similar to the detection of seasonality, the detection of a
regime switch is mainly done graphically and, therefore, very subjective. In practice,
one detects visually whether different segments behave differently in a time series. If the
plot shows plausible transitions between segments, then a moving mean and variance are
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computed to see if there are regions where the mean and the variance behave significantly
differently from those before and after.
2.3.2 Models for piecewise chaotic time series
Time series with piecewise chaotic regimes has been studied extensively. There are two
categories of models for piecewise chaotic time series. Models in the first category try
to identify regime transition first, before applying an appropriate model specific for that
regime. Models in the second category perform transition identification and model learn-
ing together. We classify models for piecewise chaotic time series in Figure 2.3. In the
classification, the branch for machine learning is the same as that in Figure 2.1, as most
existing approaches, except for Wan [169], just leave the learning of regime shifts to a
learning-based model without an explicit mechanism to handle these shifts.
2.3.2.1 Regime-identification based models
Models using this approach include regime switching models [32, 109, 75, 45] and hidden
Markov models [130, 129, 76, 70].
In a regime-switching model, more than one time-series models are trained before-
hand using historical data. At prediction time, some strategies are used to determine
which pre-trained model should be used, or a new model should be trained in case all
pre-trained models do not work well. These strategies are based on either statistical
or performance measures, where a statistical measure attempts to identify changes in
the data distribution by certain statistical techniques, such as the χ2 test and the K-S
tests [32]; and a performance measure evaluates the recent prediction accuracy for dif-
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Figure 2.3: A classification of time-series models for handling piecewise stationarity.
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ferent models. If all existing models in use do not give satisfactory performance, then a
new model is launched [32, 109, 75].
Hidden Markov models are actually a special class of regime switching models. Since
these models are given heavy consideration in the literature, we list them as separate
models from other regime switching models. In hidden Markov models, n hidden Markov
models are selected; the probability of transition from the current model to another model
is computed; and the model that maximizes the probability of the observed sequence is
selected [76, 118]. Clustering methods can be employed to determine the number of
hidden Markov models to be used. These regime-identification based models are limited
because they do not work well unless the change-over points can be identified correctly.
Moreover, the prediction of change-over points may be as hard as the prediction problem
itself.
2.3.2.2 Learning-based models
Without separating the entire learning process into regime identification and intra-regime
modeling, machine learning try to learn regime transitions by reserving patterns in each
regime change to be verified in a cross-validation set. However, traditional learning
approaches using a single objective may have difficulties in handling cross validations for
multiple regime changes. This happens because the single objective containing the sum
of the errors in all the cross-validation sets does not provide guidance in learning, and
the model has no indication on which transition regions are not sufficiently trained. To
address this issue, a constrained formulation can be used to constrain the error in each
validation set to be satisfied during learning. We show such an approach in Chapter
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5.1.2 when ANN learning is applied to predict the laser time series and its successful
prediction of regime changes in testing.
The previous work on learning-based models has already been covered in Section 2.1.2.2
and is not repeated here.
2.4 Previous work on handling nonstationarity
Almost all methods of time-series analysis, linear or nonlinear, require some kind of
stationarity. In most literature, it emphasizes on how stationarity can be established;
and if nonstationarity is detected, “often the time series was discarded as unsuitable for
a detailed analysis, or it was split into segments that were short enough to be regarded
as stationary” [138] or it was differenced once to twice to remove trends [96].
The differencing methods assume that a linear trend is mainly the cause of nonstation-
arity, which is not the case for general nonstationary time series. Also, when performing
predictions on the original nonstationary time series, one needs to undo differencing. Un-
doing differencing may introduce severe instability as the prediction accuracy on a long
horizon relies on the prediction accuracy on its component horizons [96].
Another type of methods is to split the original time series into local stationary
segments [126, 127, 152] before performing time-series analysis. To identify the non-
stationarity, one first estimates certain parameters (such as mean and variance) using
different segments (windows) of the time series under study. If the observed variations
on the estimated parameters are found to be significant, then the time series within that
segment is considered to be nonstationary. In this case, the local stationary window
should be smaller than the window used. To apply a stationary time-series model, one
has to study the time series within each local stationary window. An implicit assump-
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tion used in the methods based on local stationarity is that the time series studied must
exhibit local stationary. The assumption may not be true in general nonstationary time
series. Also, for models based on local stationarity to work well, one has to be able to
identify local stationary windows accurately. Further, the pattern at the end of current
local stationary window has to either appear in previous local stationary windows (which
are included in the training data) or appear in current local stationary window. On the
other hand, one should not include too many irrelevant local stationary windows in the
training set, which may distract learning. Because of those requirements, one has to
conduct additional work to make sure appropriate local stationary windows are included
in the training set.
In general, the general nonstationarity problem cannot be solved without knowing
mathematic equations governing the nonstationarity [96]. In our work, we are only
interested in nonstationarity presented in financial time series. For such time series, it
is possible to apply a transformation-based method to convert a nonstationary low-pass
time series into a chaotic time series in Chapter 3.
2.5 Previous work on handling noisy time series
Random noise is uncorrelated, has zero mean, and is not predictable due to its uncorre-
lated nature. As its presence in a time series distracts a model from learning useful and
clean information, especially when the signal-to-noise ratio is relatively low, it is neces-
sary to eliminate such noise before learning. Although noise can be present in different
frequency channels, we are only interested in time series with high frequency noise in this
thesis.
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2.5.1 High frequency noise detection
To detect high frequency noise, one can first decompose signals into a low-frequency
channel and a high-frequency channel using FFT. The cut-off frequency for the high-
frequency channel is the parameter to be found in the following detection procedure [95,
96].
Step 1 Select a low enough cut-off frequency f0 for time series {X}.
Step 2 Obtain frequency space coefficients {Y }.
Step 3 Perform Kolmogorov-Smirnov (KS) test to determine whether the coefficients
corresponding to frequencies higher than f0 are evenly distributed in frequency
band [f0, 1].
Step 4 If KS test succeeds, then there is high frequency noise above cut-off frequency
f0; otherwise, increase f0 and go back to Step 2. If f0 is close enough to 1, then
there is no high frequency noise.
In practice, it is up to a user to determine at which level a KS test is to be accepted or
rejected. We can apply this procedure to the financial time series studied in this thesis.
Figure 3.7 plots spectra for ten stock-price time series studied in our work. It is clear that
the spectra have relatively small magnitudes and are evenly distributed when frequency
f > 0.15. So we can consider frequency above 0.15 mainly noise. For frequencies between
0.05 and 0.15, it all depends on the confidence level used in the procedure in order to
determine if they are evenly distributed. Because of those observations, we will use filters
with a cut-off frequency between 0.05 and 0.15 for financial time series preprocessing in
Chapter 3.
53
2.5.2 Preprocessing: denoising
2.5.2.1 Low-pass filtering
In the literature, de-noising is usually done by low-pass filtering or wavelet transforms [96,
179]. Figure 2.4 illustrates the use of a symmetric FIR filter to generate de-noised data
S(t):
S(t) =
L∑
j=−L
R(t+ j)g(j), (2.25)
where g(j) is the jth filter coefficient, 2L is the number of filter taps, and R(t) is the raw
data in the noisy time-series.
A symmetric FIR filter is a non-causal filter because its current filtered output depends
on future inputs. For example, the filtered output of a 2L-tap symmetric filter ends at
t0 − L because it depends on raw data that ends at t0. Such dependencies on future
data lead to lags (sometimes called edge effects) in the filtered data. Figure 2.5 shows a
10-day lag in both the low-pass and high-pass data of the closing stock prices of IBM,
when filtered by a 20-tap symmetric FIR filter.
2.5.2.2 Handling edge effects (flat/mirror/zero-padding extension)
An edge effect is not a unique artifact of non-causal filters but also occurs when causal
filters are used. Although the outputs of causal filters do not depend on future inputs,
they reflect a delayed behavior of the original time series and amount to a lag similar to
that in non-causal filters.
To overcome edge effects in a time series, a predictor has to first predict missing
filtered data in the lag period before predicting into the future. In a time series with
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Figure 2.4: A symmetric FIR filter with 2L taps. q−1 is a delay operator which transforms R(t+ i) to R(t+i-1).
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Figure 2.6: Four techniques for handling edge effects in order to compensate for missing
data in the lag period. Solid lines represent actual raw data, and dashed lines stand for
extended data.
high-frequency random noise, such predictions will be limited to those of low-pass data,
as the auto-correlations between high-frequency samples at distances longer than the lag
period will be low (Figure 2.5). As a result, we focus on the predictions of low-pass data
in this chapter.
Existing approaches on predicting missing low-pass data in a lag period typically
impose some assumptions on the future raw data. Figure 2.6 shows four example ap-
proaches [96, 111, 178]. Here, a flat extension assumes that future raw data R(t0 + j),
j = 1, 2, . . . , is the same as the latest observed raw data R(t0); a mirror extension assumes
that future raw data is a mirror image of history data, that is, R(t0 + j) = R(t0− j + 1);
a wraparound assumes that after a period of T , the time series repeats itself; and a zero
extension assumes future data R(t0 + j) to be zero. Using the extended raw data, low-
pass filtering is then applied to obtain the de-noised data in the lag period. In our work,
we do not consider wraparound and zero extension, as they are applicable only when the
time series is stationary and has zero mean.
Figure 2.7 shows the mean absolute errors between the true low-pass data of the
closing stock prices of IBM and its corresponding predicted low-pass data using flat and
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Figure 2.7: The average absolute errors diverge quickly when predicting missing low-
pass data in the lag period of ten days.
mirror extensions. Although flat extension performs slightly better than mirror extension
in this case, both show that the average errors of low-pass data in the last three days
are considerably larger than those in the rest of the lag period. As the low-pass values
in the first seven days of the lag period are quite accurate, they can be used as training
patterns as if they were true low-pass values. In our approach described in Chapter 4, we
design a special architecture for lag-period prediction and predict patterns in the latter
part of the lag period and beyond. We further use constraints on the raw data in the lag
period in order to have more accurate predictions in the lag period.
2.6 Artificial Neural Networks
It is well-known that artificial neural networks (ANNs) are universal function approxima-
tors, and that they do not require a priori knowledge on the process under consideration.
ANNs are also well-known for their ability to model nonlinear systems. As these prop-
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erties are exactly what people are looking for in modeling nonlinear time series with
unknown or very complex nature, ANNs are becoming more attractive as tools for time-
series predictions.
The ANNs studied in this thesis are mainly multilayer perceptrons (MLP), including
time-delayed neural networks (TDNN), FIR neural networks (FIR-NN), recurrent neural
networks (RNN), and simple feedforward networks [56]. MLPs and radial-basis-function
neural network (RBF) [125, 124] are arguably two of the most popular types of neural
networks that have been shown to be universal approximators [62, 124].
2.6.1 ANN architectures for time-series modeling
ANNs for modeling time series generally have special structures that store temporal
information either explicitly using time-delayed structures or implicitly using feedback
structures. Examples of the first class include time-delayed neural networks (see Figure
2.8) (TDNN) [80, 166, 165, 135] and FIR neural networks (FIR-NN) [168, 169], whereas
examples of the latter include recurrent neural networks (RNN, see Figure 2.9) [121, 34,
175, 139]. Other architectures, such as radial-basis-function networks (RBF) [105, 113,
112, 63] and support vector machines [68, 108], store approximate history information in
either radial-basis functions or the so-called support vectors.
In a time-delayed neural network, historical information is stored in its input layer
explicitly. In practice, it is hard to determine how long this memory should be. An FIR
neural network is a feedforward network just like TDNN, but differs in its connections.
In a TDNN, the connection between two nodes is always a single connection with a single
weight; whereas in an FIR network (Figure 4.1), the connection is modeled by a finite
impulse-response (FIR) filter that may contain more than one weights. Both TDNN and
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Figure 2.8: Structure of a time-delayed neural network (TDNN).
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Figure 2.9: Structure of a recurrent neural network (RNN). Here q−1 is the delay
operator that delays x(t) by one unit time.
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FIR NN use an explicit memory to store historical information. Although such a memory
gives 100% accurate historical information, its size is always limited because an increase
in memory size increases significantly the complexity of the structure and makes learning
much more difficult.
Figure 2.9 gives a frequently used structure of recurrent networks. It differs from a
general feedforward network in its feedback structure. A feedback connection enables
information to be stored implicitly inside the network because the outputs of a layer
closer to the output layer are fed back to an earlier layer. The recurrent structure make
it possible to use an infinitely long history in modeling a time series. However, its
drawback is that the historical information is not always accurate and errors may be
amplified in the closed-loop iterative structure.
A radial-basis-function network is different from TDNN in terms of the transfer func-
tions used in its hidden nodes. The transfer function in a TDNN is a univariate function
(such as a sigmoidal or a tanh function), whereas the transfer function in an RBF net-
work is a multivariate function called the radial basis function (e.g. Gaussian function)
in which each variable corresponds to an input. The parameters in a radial basis function
are a vector having the same dimension as the input vector. The radial basis function
computes the distance between the input vector and its parameter vector and performs a
nonlinear transformation. RBF network is a local approximator that stores history input
patterns in its radial basis approximately. As a result, it may require a lot of radial basis
if the time series has little periodicity and is highly nonlinear.
Support vector machines try to find optimal hyperplanes to separate input patterns.
Since they are quite different from the architectures studied in this thesis, we will not
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discuss them in details. Readers can refer to Haykin’s book [57, 68, 108] for further
reading.
2.6.2 Learning of traditional ANNs
Time-series predictions using ANNs have traditionally been formulated as unconstrained
optimization problems that minimize the mean squared errors (MSE) defined as follows:
min
w
E(w) =
n∑
t=1
No∑
i=1
(oi(t)− di(t))
2, (2.26)
where No is the number of output nodes in the ANN, o(t) and d(t) are, respectively, the
actual and desired outputs of the ANN at time t; w is a vector of all the weights; and
the training data consists of patterns observed at t = 1, · · · , n.
Extensive past research has been conducted on designing learning algorithms using
an unconstrained formulation in order to lead to ANNs with a small number of weights
that can generalize well. However, such learning algorithms have limited success because
little guidance is provided in an unconstrained formulation when a search is stuck in a
local minimum of the weight space. In this case, the unconstrained objective in (4.1) (to
be discussed later) does not indicate which patterns are violated and the best direction
for the trajectory to move.
Figure 2.10 illustrates a search getting stuck with a lack of guidance when an uncon-
strained formulation is used. In this example, an ANN was trained by backpropagation
to predict the Sunspot time series. Figure 2.10a shows that the MSE in training decreases
quickly in the first 1000 iterations but has little improvement after 2000 iterations. Fur-
ther examination of the weights shows that they are almost frozen after 2000 iterations,
and the gradients in all the iterations thereafter are very small. Yet the pattern errors
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in Figure 2.10b show that there are still considerably large errors for some patterns, and
that these violated patterns are not identified in an unconstrained formulation. To ad-
dress this issue, we propose in Chapter 4 a constrained formulation with a constraint on
each pattern, and an efficient algorithm for searching in constrained space.
Besides minimizing training errors, cross validations have been used to prevent over-
fitting in ANN training. Traditional learning involving cross validations generally divides
the available historical data into two disjoint training and validation sets and uses the
MSE of the validation set as the sole objective. The reason for using only one valida-
tion set is due to the limitation of unconstrained formulations that can handle only one
objective function.
A problem faced in traditional validations is in choosing a proper cross-validation
set. Although there is no defined way on how long and where the validation set should
be, one prefers to reserve the last portion of the historical data for validation in order
for the ANN to generalize well into the future. Since the training and validations sets
are disjoint, the use of the last portion of patterns as a validation set prevents them
from being used as training patterns. As a result, the ANN learned does not have access
to the most recent patterns in a time series that are usually the most important for
predicting into the future. This is the dilemma in traditional cross validations when used
in time-series predictions.
Another problem faced in traditional validations is related to piecewise chaotic time
series. Since piecewise chaotic time series behave differently at change-over points, these
points need to be learned specifically in order for the learned system to generalize well.
For example, the Laser time series [173] in Figure 2.11 is a piecewise chaotic time series
with two change-over points at 180 and 600, respectively. To learn these change-over
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Figure 2.11: Laser is a piecewise chaotic time-series that requires at least three valida-
tion sets: two for the regime change-over sections and another at the end of training.
points, we like to have two validation sets using the segment around t = 200 and the
segment around t = 600, and another validation set on the segment right before the
end of the training set, say from t = 900 to t = 1000. Such multi-objective learning
cannot be handled by traditional single-objective formulations but can be modeled in
a constrained formulation that considers the error of each cross-validation set as an
additional constraint.
2.6.3 Remarks on existing work on ANNs
Because traditional ANNs can only handle a single objective function, the average learn-
ing error (or the maximum learning error in some cases) in traditional ANNs is the only
criterion in learning algorithms developed for traditional ANNs. As a result, these ANNs
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have difficulty in dealing with problems that require more than one objectives. To this
end, learning based on a constrained formulation can be more effective.
2.7 Summary
Some existing time-series models assume a specific form of nonlinearity (including linear
form) on the time series under consideration. Those models fail when the assumptions
made do not hold. Other existing time-series models that make no assumption cannot
handle multiple objectives that are essential in learning and they often get stuck in
suboptimal solutions. Existing work on handling noisy time series incurs lags, and the
ways the lags are handled lead to certain edge effect. A new constrained formulation
will address these limitations by allowing multiple objectives and user-specified domain-
dependent constraints to be incorporated.
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Chapter 3
Proposed Preprocessing Approaches
In this thesis, we are only concerned with the preprocessing of financial time series. It
is well-known that financial time series is noisy (mainly containing high-frequency noise)
and nonstationary. In this chapter, we propose a new preprocessing approach to handle
both high-frequency noise and nonstationarity.
As discussed in Chapter 2, a time series contaminated with noise is very hard to model
if the noise level is high. By performing preprocessing to remove noise and unnecessary
information that confuses or complicate the modeling process, we can reveal important
information in the time series that can be predicted. On the other hand, preprocessing
may also lead to the loss of predictable, useful information. In this chapter, we study
trade-offs between information loss and noise reduction.
Traditionally, there are two types of denoising approaches, namely, frequency-based
denoising and coefficient-based denoising. Frequency-based denoising approaches [95, 96,
179, 176] assume that noises are present only in certain frequency channels. Based on this
assumption, a time series is decomposed into different frequency channels using either low-
pass filters or wavelet decomposition, and channels contaminated by noise are discarded.
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On the other hand, coefficient-based denoising approaches [25, 31, 24, 122, 123] assume
that noise has a small magnitude in a transformed domain (e.g. frequency or wavelet
space). Based on this assumption, a time series is transformed into a different domain
(frequency or wavelet domain), and small coefficients are removed in that domain.
Financial time series, such as stock-price time series often experience very short term
event-driven price jumps/drops, and noisy small transactions but large price changes on
false information. Such price movements cannot be predicted well. Since the price returns
to its normal level very soon, those movements should be considered as noise. As those
movements belong to high frequency components with considerable large magnitudes,
they will not be eliminated by coefficient-based denoising. As a result, coefficient-based
denoising will make both training and predictions more difficult. In this case, low-pass
filtering is more suitable to remove high-frequency noise. However, the low-pass filtering
always incurs lags in time-series predictions. To predict the future, one has to overcome
the lag. In this chapter, we introduce a new approach to achieve a similar effect of
low-pass filtering while incurring as little lags as possible.
As to nonstationarity, we will introduce a transformation called pattern-wise stan-
dardization to convert nonstationary components into a near chaotic series.
3.1 The need for preprocessing
There are two main goals in time-series preprocessing. The first goal is to make sure
that preprocessing will output a set or multiple sets of predictable time series with little
high-frequency noise, whereas the second is to convert a nonstationary time series into
signals that are almost chaotic.
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To achieve the first goal, we need to make sure that the preprocessed time series is
predictable. In this case, we need to assess the predictability of the time series using
both the autocorrelation and predictability metrics defined in Chapter 1. To make sure
that the preprocessed time series has little noise, the techniques presented in Section 2.5
should be applied.
The second goal is to remove nonstationarity and convert a time series to a near-
chaotic one so that ANN models developed for predicting chaotic time series can be
applied. Since a financial time series has clear long-term nonstationarity, what has been
learned from historical behavior does not always apply to the future. In this chapter, we
discuss methods to extract the majority of nonstationary components from a financial
time series and convert the time series into a chaotic one.
Throughout this chapter, we use stock price time series as examples to illustrate our
proposed preprocessing techniques.
To determine whether the first goal is achieved, one has to determine if the resulting
signals are predictable or not. To this end, one has to train a predictor and perform in-
sample predictions to see if the predictions are satisfactory. But this is a time consuming
process. One shortcut is to compute the autocorrelation and predictability measures de-
scribed in Section 1.3 for the resulting signals. Assume that preprocessed time series A
with predictability P1(A) and autocorrelation ρ1(A) is not predictable. Then, if prepro-
cessed time series B (obtained through a different set of preprocessing parameters) with
predictability measure P1(B) < P1(A) and autocorrelation ρ1(B) < ρ1(A), then B is not
predictable either. This property facilitates the selection of parameters in our time-series
preprocessing. For example, it helps us exclude certain filters from consideration without
training the resulted time series. Here, we only look at one step in the horizon because,
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Figure 3.1: Predictability of ten stock-price benchmarks (average price of daily low and
high prices) at different prediction horizons.
if a time series does not have a high predictability for one step in the horizon, then it
cannot be predicted well for longer steps in the horizon.
Figure 3.1 shows the predictability of ten stock-price benchmarks presented in Chapter
1. The upper panel in Figure 3.2 shows large correlations of raw stock-price time series,
and the lower panel shows small correlations of the corresponding differenced series (dif-
ference between two consecutive values of the average of daily low and high prices). The
upper panel indicates that the overall price levels are predictable. This is not surprising
because the price level of mature stocks, such as GE, changes little from day to day. The
lower panel indicates that price movements are not predictable for raw stock-price time
series. The low predictability P1(X) of stock-price time series is easily connected to the
random walk behavior of stock prices. In fact, this observation is consistent with some
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Figure 3.2: Upper panel: autocorrelation of the average daily low and high prices for ten
stocks at different prediction horizons. Lower panel: autocorrelation of the differenced
series for the average daily low and high prices for the same stocks.
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Figure 3.3: Averaged daily low and high prices for IBM stock
findings in the literature [88, 89, 90]. Our measurements on predictability on stock-price
time series further verify that the raw stock prices are hard to predict.
The discussion above shows that stock-price time series has very low predictability. To
this end, preprocessing can be of great help. Preprocessing can improve the predictability
of a time series in order to make modeling and prediction easier. First, consider an
example of stock-price time-series preprocessing.
Figure 3.3 plots the averaged daily low/high IBM stock prices, which exhibits a noisy
behavior from day to day. Figure 3.4 shows the frequency response of a 10-tap low-
pass filter used for low-pass filtering, and the frequency response of the corresponding
high-pass filter to generate the residue noise. The low-pass filtered data is plotted in
Figure 3.5(a), and the corresponding noise data is plotted in Figure 3.5(b). Compared
with the original raw time series, the low-pass data are much smoother, and the residue
data are dominated by high frequency noise. Figure 3.6 shows the predictabilities and
autocorrelations for both the low-pass and high-pass data. P1 and ρ1 for the high-pass
data are relatively low when compared to P1 and ρ1 for the low-pass data. Hence, it is
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Figure 3.4: Frequency response of a 10-tap low-pass FIR filter (solid line) and the
corresponding high-pass FIR filter (dashed line).
possible that the low-pass data is predictable, whereas the high-pass data may not. On
the other hand, there may also be some useful information buried in the high-pass data.
This can be seen from the fact that ρ1 for high-pass data is close to 0.4 for one step in
the horizon. In short, the balance between improving predictability and information loss
is the main topic in preprocessing.
For the second goal of handling nonstationarity, a popular technique is differencing
[95, 96, 59]. However, as seen in Figures 3.1 and 3.2, a differenced time series is also very
hard to predict if it can be predicted at all. On the other hand, noise in stock price is
mainly of high frequency; therefore, it will be helpful if we can decompose the original
raw time series (called signals) into different frequency bands. The noise resides mainly
in the high-frequency band, and the low-frequency band consists of mainly predictable
signals. This property enables us to treat different frequency bands differently and to
prevent information loss in the low-frequency band. In our work, we extract the majority
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Figure 3.5: Low-pass filtered data (left panel) and high-pass filtered data (right panel)
for the averaged daily low and high prices for the IBM stock shown in Figure 3.3.
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Figure 3.6: Predictabilities and autocorrelations of the low-pass and high-pass data.
Both low-pass and high-pass filters have 10 taps (i.e. 11 filter coefficients).
73
of nonstationary components into one channel and then transform the nonstationary
component into a near chaotic series.
In summary, preprocessing is a process in which one employs a variety of methods
to remove unpredictable components by using techniques such as denoising, or to im-
prove predictability by decomposing a time series into different components so that each
component can be better predicted.
In this chapter, we first study systematically the traditional simple low-pass filtering
approach and select three representative low-pass filters. In a simple low-pass filtering
approach, an input time series is passed through a low-pass filter to obtain a preprocessed
time series. We discuss how filters are selected in this approach. We then present our new
preprocessing approach that combines wavelet decomposition with low-pass filtering. The
wavelet decomposition decomposes a time series into several different frequency channels.
The majority of nonstationarity (in terms of magnitude) is absorbed into one channel,
and the majority of noise is distributed into other channels with smaller magnitudes
and close to chaotic. The nonstationary channel is then transformed into near chaotic
signals, and the noisy channels are passed through channel-specific filters. The result is
a collection of time series of different characteristics.
3.2 Traditional low-pass filtering
In this section, we study traditional low-pass filtering and trade-offs between noise re-
duction and information loss. We then select three representative low-pass filters as
benchmarks (targets) for our new preprocessing approach.
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As discussed in Section 3.1, the main goal for time-series preprocessing is to improve
predictability while minimizing information loss. Throughout this and the next section,
we assume that stock-price time series is contaminated mainly by high-frequency noise.
Low-pass filtering may remove both noise and valuable information. If the cut-off
frequency for a filter is much lower than what is necessary to remove high frequency
noise, then there will be information loss. However, if the cut-off frequency is too high,
then the noise remaining in the time series will make it difficult to predict. Since in reality,
we have no idea on the optimal cut-off frequency, we keep three representative filters with
low/medium/high cut-off frequencies in our approach. To obtain the three representative
filters, we compare the performance of different filters designed in Matlab with different
cut-off frequencies and number of filter taps. The selected representative filters should
be relatively well-balanced between noise reduction and information preservation when
compared to their peer filters. Note that our approach is specific to stock-price time
series, and the filters selected may not generalize well to other noisy time series.
Consider the frequency spectra for the ten benchmark stocks studied. The frequency
spectra for the averaged daily low and high prices are plotted in Figure 3.7. Those graphs
show that the spectra are similarly distributed in terms of their relative magnitudes over
different frequency bands. They show that a proper preprocessing approach for one stock
is most likely also a proper one for another stock in the benchmark set.
3.2.1 Filter selection
Since low-pass data is the result of denoising, we expect that there will be a certain
fraction of data outside the daily low/high price range. It is reasonable to expect that
the ratio of low-pass data within the daily low/high price range to be high. Consider
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Figure 3.7: Spectra for the averaged daily low and high prices for the ten benchmark
stocks in Table 1.3. The horizontal label for each graph is frequency and the vertical
label for each graph is the magnitude for the frequency in the frequency space.
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the notations used in Section 1.3.3, and define the low/high hit ratio α0, over-hit ratio
α+, and under-hit ratio α−. Let s(t) be the low-pass data, A0 be the set {t|Rl(t) ≤
s(t) ≤ Rh(t) for all t ∈ [t0, t1]}, A+ be the set {t|s(t) > Rh(t)}, and A− be the set
{t|s(t) < Rl(t)}. A0 consists of all the days when the corresponding low-pass data is
within the daily low/high price range of that day; A+ consists of all the days when the
corresponding low-pass data is higher than the daily high price of that day; and A−
consists of all the days when the corresponding low-pass data is lower than the daily low
price. The hit ratio α0, over-hit ratio α+, and under-hit ratio α− are then defined as:
α0 =
||A0||
t1−t0+1
,
α+ =
||A+||
t1−t0+1
,
α− =
||A−||
t1−t0+1
.
(3.1)
Hit ratio α0 shows the ratio of the low-pass data falling inside the low/high price range,
and over-hit ratio α+ (resp. under-hit ratio α−) shows the ratio of the low-pass data
higher (resp. lower) than daily high (resp. low) price. These ratios show how good the
low-pass data follows the raw price data. Hit ratios w.r.t. daily low/high price range is
extensively used in performance evaluation in Chapter 6.
The ratios of low-pass data with respect to potential buy/sell signals (Section 1.3.3.4)
indicate the success ratio of a potential buy or sell transaction when the bid at the
predicted price is to be placed. In case of a potential buy signal is given, we can define
ratios w.r.t. buy/sell signals similar to Equation (3.1). Let B0 be the set {t|Gt(t+1) = 0}
with Gt(t+ 1) defined by (1.24), B+ = {t|Gt(t+ 1) > 0}, and B− = {t|Gt(t+ 1) < 0}.
β0 =
||B0||
t1−t0+1
,
β+ =
||B+||
t1−t0+1
,
β− =
||B−||
t1−t0+1
.
(3.2)
77
β0 is the ratio that one can buy/sell stock at the exact predicted prices. β+ represents
the ratio that one can buy (resp. sell) stock at lower (resp. higher) than the predicted
prices. β− represents the ratio that one can only buy (resp. sell) stock at higher (resp.
lower) than the predicted prices in order to complete the signaled transactions.
To select a proper filter, we first design a set of filters with a wide range of cut-
off frequencies in order to make sure the frequency band contaminated by noise will
be covered in the high frequency band and removed by the low-pass filter. According to
discussion in Section 3.1, we then select suitable filters that satisfies the following criteria:
Criterion 1 The low-pass data should have relatively high predictabilities and ACF as
compared to those of the raw data.
Criterion 2 The low-pass data should have considerably high ratios of data inside the
low/high range; for example, a ratio of 60% to 70%.
Criterion 3 The low-pass data should have considerably high ratios of data consistent
with the buy/sell signals.
Criterion 4 The selected filter should incur as short a lag as possible.
Next, we consider the filter design procedure and each criterion in more details.
We use the Matlab filter design function fircls [99] in our work. This filter design
function uses a constrained least mean squared error to design FIR filters. A user can
specify cut-off frequency f0 and the number of filter taps T . A lower cut-off frequency
will lead to a smoother preprocessed data and more information loss, whereas the number
of filter taps determines the number of filter coefficients. A larger number of taps leads
to a sharper cut-off edge in its frequency response but also incurs more lags. A filter will
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Figure 3.8: Frequency response of filters with cut-off frequency of 0.05, 0.10, 0.15, 0.20,
and 0.25, respectively. (a) 6-tap filters. (b) 8-tap filters. (c) 10-tap filters. (d) 12-tap
filters.
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Table 3.1: Coefficients for the filters studied. All the filters are symmetric, and only
the first 1 + T
2
coefficients are listed for a T -tap filter.
Filter Taps Coefficients
6/0.05 6 0.0628, 0.1294, 0.1961, 0.2233
6/0.10 6 0.0496, 0.1256, 0.2052, 0.2392
6/0.15 6 0.0442, 0.1232, 0.2092, 0.2467
6/0.20 6 0.0412, 0.1217, 0.2115, 0.2512
6/0.25 6 0.0394, 0.1206, 0.2129, 0.2541
8/0.05 8 0.0419, 0.0794, 0.1264, 0.1635, 0.1777
8/0.10 8 0.0312, 0.0735, 0.1275, 0.1727, 0.1903
8/0.15 8 0.0270, 0.0704, 0.1276, 0.1768, 0.1963
8/0.20 8 0.0249, 0.0685, 0.1275, 0.1792, 0.1998
8/0.25 8 0.0131, 0.0605, 0.1260, 0.1916, 0.2176
10/0.05 10 0.0307, 0.0533, 0.0857, 0.11689, 0.1395, 0.1478
10/0.10 10 0.0221, 0.0476, 0.0835, 0.1201, 0.1477, 0.1580
10/0.15 10 0.0189, 0.0448, 0.0821, 0.1214, 0.1515, 0.1628
10/0.20 10 0.0103, 0.0398, 0.0779, 0.1242, 0.1608, 0.1742
10/0.25 10 -0.0060, 0.0102, 0.0556, 0.1283, 0.1983, 0.2274
12/0.05 12 0.0240, 0.0383, 0.0611, 0.0853, 0.1066, 0.1214, 0.1267
12/0.10 12 0.0169, 0.0333, 0.0578, 0.0853, 0.1106, 0.1286, 0.1351
12/0.15 12 0.0144, 0.0310, 0.0561, 0.0850, 0.1122, 0.1318, 0.1389
12/0.20 12 -0.0035, 0.0101, 0.0362, 0.0779, 0.1257, 0.1642, 0.1790
12/0.25 12 -0.0138, -0.0177, 0.0007, 0.0558, 0.1382, 0.2142, 0.2452
B2 2 14 ,
1
2
B3 4 116 ,
1
4 ,
3
8
B4 6 164 ,
3
32 ,
15
64 ,
10
32
B6 10 11024 ,
10
1024 ,
45
1024 ,
120
1024 ,
210
1024 ,
252
1024
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be referred to Filter T/f0 unless otherwise specified. Table 3.1 lists the coefficients for
all the filters studied along with the B-spline filters used in the next section.
• Figure 3.8(a) shows five 6-tap filters with cut-off frequencies of 0.05, 0.10, 0.15, 0.20,
and 0.25, respectively.
• Figure 3.8(b) shows five 8-tap filters with cut-off frequencies of 0.05, 0.10, 0.15, 0.20,
and 0.25, respectively.
• Figure 3.8(c) shows five 10-tap filters with cut-off frequencies of 0.05, 0.10, 0.15, 0.20,
and 0.25, respectively.
• Figure 3.8(d) shows five 12-tap filters with cut-off frequencies of 0.05, 0.10, 0.15, 0.20,
and 0.25, respectively.
In practice, it is very hard to overcome a large number of lags incurred by low-pass
filtering due to the nonstationarity of stock market prices. Hence, we would like to select
filters with a small number of taps among a group of filters with similar performance.
We also already exclude filters with cut-off parameter above 0.25, as we have found that
the resulting signals are hard to predict when filtered by cut-off parameters of 0.25.
Moreover, filters with cut-off parameters above 0.25 lead to lower autocorrelation and
lower predictability. We list the measured metrics for low-pass data for the ten selected
benchmarks in Table 3.2. We measure the ACF, predictability, RMSE, and error w.r.t.
low/high range.
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Table 3.2: Performance for low-pass filtered stock-price time series using different filters.
ACF and P indicate autocorrelation and predictability. “Hit Ratios” shows ratios w.r.t.
the daily low/high price (α0/α+/α−) defined by (3.1) in Section 3.2.1. ”Buy/Sell” shows
the ratios w.r.t. potential buy/Sell signals (β0/β+/β−) defined by (3.2) in Section 3.2.1.
American Airline (AMR)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.921 0.398 0.018 0.733/0.135/0.132 0.726/0.119/0.155
6/0.10 0.912 0.378 0.017 0.751/0.125/0.124 0.742/0.114/0.144
6/0.15 0.906 0.367 0.017 0.761/0.122/0.117 0.751/0.114/0.135
6/0.20 0.903 0.363 0.017 0.764/0.120/0.116 0.754/0.113/0.134
6/0.25 0.901 0.354 0.017 0.767/0.118/0.115 0.757/0.111/0.132
8/0.25 0.927 0.414 0.019 0.728/0.137/0.135 0.721/0.120/0.159
10/0.25 0.922 0.400 0.018 0.737/0.132/0.131 0.729/0.118/0.153
12/0.25 0.914 0.376 0.017 0.758/0.125/0.117 0.747/0.118/0.136
8/0.05 0.949 0.474 0.021 0.667/0.168/0.165 0.660/0.141/0.199
8/0.10 0.944 0.449 0.020 0.688/0.157/0.155 0.680/0.133/0.186
8/0.15 0.941 0.437 0.020 0.697/0.151/0.151 0.690/0.130/0.180
8/0.20 0.939 0.434 0.020 0.699/0.151/0.150 0.691/0.130/0.178
10/0.20 0.953 0.483 0.022 0.654/0.176/0.170 0.647/0.147/0.206
12/0.20 0.950 0.475 0.021 0.666/0.169/0.166 0.657/0.143/0.200
10/0.10 0.960 0.526 0.023 0.633/0.185/0.182 0.625/0.151/0.223
10/0.15 0.958 0.518 0.023 0.640/0.182/0.179 0.632/0.150/0.218
10/0.05 0.964 0.544 0.024 0.611/0.197/0.192 0.610/0.152/0.238
12/0.05 0.972 0.575 0.027 0.565/0.222/0.214 0.569/0.160/0.271
12/0.10 0.970 0.562 0.026 0.587/0.209/0.204 0.588/0.156/0.256
12/0.15 0.969 0.554 0.026 0.594/0.204/0.202 0.593/0.155/0.252
continued on next page
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Citigroup Stock
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.911 0.375 0.011 0.738/0.128/0.134 0.729/0.117/0.154
6/0.10 0.903 0.365 0.010 0.760/0.116/0.124 0.753/0.106/0.141
6/0.15 0.898 0.356 0.010 0.767/0.113/0.121 0.760/0.103/0.137
6/0.20 0.895 0.347 0.010 0.772/0.109/0.119 0.766/0.100/0.134
6/0.25 0.894 0.346 0.010 0.777/0.106/0.117 0.771/0.097/0.133
8/0.25 0.917 0.395 0.011 0.728/0.132/0.141 0.720/0.116/0.164
10/0.25 0.912 0.382 0.010 0.743/0.124/0.132 0.735/0.113/0.152
12/0.25 0.904 0.363 0.010 0.767/0.111/0.122 0.758/0.104/0.138
8/0.05 0.941 0.450 0.012 0.670/0.163/0.167 0.667/0.129/0.204
8/0.10 0.934 0.424 0.012 0.687/0.156/0.157 0.683/0.128/0.190
8/0.15 0.931 0.419 0.012 0.696/0.151/0.153 0.692/0.126/0.182
8/0.20 0.929 0.421 0.011 0.703/0.148/0.149 0.699/0.124/0.177
10/0.20 0.944 0.467 0.013 0.662/0.168/0.171 0.661/0.131/0.208
12/0.20 0.942 0.452 0.012 0.670/0.162/0.168 0.667/0.129/0.205
10/0.10 0.954 0.493 0.013 0.632/0.180/0.187 0.631/0.136/0.233
10/0.15 0.951 0.489 0.013 0.640/0.177/0.183 0.637/0.136/0.227
10/0.05 0.959 0.506 0.014 0.610/0.193/0.196 0.614/0.141/0.245
12/0.05 0.971 0.547 0.015 0.571/0.216/0.213 0.589/0.140/0.271
12/0.10 0.967 0.535 0.015 0.584/0.208/0.208 0.602/0.137/0.262
12/0.15 0.965 0.537 0.014 0.591/0.206/0.203 0.605/0.139/0.256
continued on next page
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General Electric (GE)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.921 0.398 0.018 0.733/0.135/0.132 0.726/0.119/0.155
6/0.10 0.912 0.378 0.017 0.751/0.125/0.124 0.742/0.114/0.144
6/0.15 0.906 0.367 0.017 0.761/0.122/0.117 0.751/0.114/0.135
6/0.20 0.903 0.363 0.017 0.764/0.120/0.116 0.754/0.113/0.134
6/0.25 0.901 0.354 0.017 0.767/0.118/0.115 0.757/0.111/0.132
8/0.25 0.927 0.414 0.019 0.728/0.137/0.135 0.721/0.120/0.159
10/0.25 0.922 0.400 0.018 0.737/0.132/0.131 0.729/0.118/0.153
12/0.25 0.914 0.376 0.017 0.758/0.125/0.117 0.747/0.118/0.136
8/0.05 0.949 0.474 0.021 0.667/0.168/0.165 0.660/0.141/0.199
8/0.10 0.944 0.449 0.020 0.688/0.157/0.155 0.680/0.133/0.186
8/0.15 0.941 0.437 0.020 0.697/0.151/0.151 0.690/0.130/0.180
8/0.20 0.939 0.434 0.020 0.699/0.151/0.150 0.691/0.130/0.178
10/0.20 0.953 0.483 0.022 0.654/0.176/0.170 0.647/0.147/0.206
12/0.20 0.950 0.475 0.021 0.666/0.169/0.166 0.657/0.143/0.200
10/0.10 0.960 0.526 0.023 0.633/0.185/0.182 0.625/0.151/0.223
10/0.15 0.958 0.518 0.023 0.640/0.182/0.179 0.632/0.150/0.218
10/0.05 0.964 0.544 0.024 0.611/0.197/0.192 0.610/0.152/0.238
12/0.05 0.972 0.575 0.027 0.565/0.222/0.214 0.569/0.160/0.271
12/0.10 0.970 0.562 0.026 0.587/0.209/0.204 0.588/0.156/0.256
12/0.15 0.969 0.554 0.026 0.594/0.204/0.202 0.593/0.155/0.252
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International Business Machine (IBM)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.931 0.396 0.009 0.749/0.118/0.133 0.749/0.103/0.147
6/0.10 0.923 0.383 0.009 0.770/0.108/0.122 0.771/0.095/0.134
6/0.15 0.919 0.378 0.009 0.780/0.104/0.116 0.781/0.093/0.126
6/0.20 0.916 0.365 0.009 0.782/0.102/0.116 0.783/0.092/0.125
6/0.25 0.914 0.365 0.009 0.786/0.101/0.113 0.787/0.092/0.121
8/0.25 0.937 0.419 0.010 0.738/0.125/0.136 0.739/0.109/0.151
10/0.25 0.931 0.404 0.009 0.753/0.116/0.130 0.754/0.102/0.144
12/0.25 0.925 0.381 0.009 0.786/0.104/0.110 0.786/0.095/0.118
8/0.05 0.956 0.475 0.011 0.686/0.150/0.165 0.686/0.122/0.192
8/0.10 0.951 0.458 0.011 0.705/0.140/0.155 0.704/0.117/0.178
8/0.15 0.948 0.441 0.010 0.710/0.137/0.153 0.709/0.117/0.174
8/0.20 0.947 0.436 0.010 0.715/0.136/0.149 0.715/0.116/0.169
10/0.20 0.960 0.483 0.011 0.679/0.152/0.169 0.679/0.123/0.198
12/0.20 0.959 0.481 0.011 0.688/0.146/0.166 0.687/0.120/0.193
10/0.10 0.967 0.508 0.012 0.651/0.166/0.182 0.654/0.128/0.218
10/0.15 0.965 0.498 0.012 0.658/0.164/0.179 0.661/0.128/0.211
10/0.05 0.970 0.521 0.013 0.636/0.172/0.192 0.640/0.129/0.231
12/0.05 0.979 0.567 0.014 0.592/0.195/0.212 0.604/0.135/0.261
12/0.10 0.976 0.554 0.013 0.611/0.185/0.204 0.619/0.132/0.249
12/0.15 0.975 0.544 0.013 0.622/0.181/0.197 0.629/0.132/0.239
continued on next page
85
continued from previous page
Mentor (MNTR)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.917 0.390 0.010 0.814/0.099/0.087 0.821/0.077/0.101
6/0.10 0.906 0.371 0.010 0.829/0.091/0.080 0.835/0.072/0.093
6/0.15 0.900 0.363 0.009 0.835/0.088/0.077 0.840/0.070/0.090
6/0.20 0.897 0.359 0.009 0.839/0.086/0.074 0.843/0.071/0.086
6/0.25 0.894 0.357 0.009 0.842/0.085/0.073 0.845/0.070/0.085
8/0.25 0.923 0.405 0.010 0.806/0.106/0.088 0.814/0.083/0.103
10/0.25 0.916 0.398 0.010 0.817/0.098/0.086 0.823/0.077/0.100
12/0.25 0.910 0.383 0.010 0.833/0.087/0.080 0.837/0.071/0.092
8/0.05 0.947 0.465 0.012 0.748/0.132/0.119 0.760/0.096/0.143
8/0.10 0.941 0.451 0.011 0.767/0.125/0.108 0.779/0.091/0.129
8/0.15 0.937 0.440 0.011 0.776/0.120/0.104 0.788/0.088/0.124
8/0.20 0.935 0.435 0.011 0.781/0.118/0.101 0.792/0.088/0.120
10/0.20 0.950 0.480 0.012 0.741/0.135/0.124 0.753/0.097/0.150
12/0.20 0.948 0.480 0.012 0.749/0.132/0.119 0.761/0.095/0.143
10/0.10 0.958 0.510 0.013 0.708/0.149/0.142 0.722/0.104/0.173
10/0.15 0.956 0.501 0.013 0.721/0.144/0.135 0.734/0.102/0.164
10/0.05 0.961 0.526 0.013 0.691/0.160/0.149 0.709/0.108/0.183
12/0.05 0.971 0.558 0.015 0.650/0.181/0.169 0.674/0.114/0.212
12/0.10 0.968 0.551 0.014 0.667/0.171/0.163 0.689/0.108/0.203
12/0.15 0.967 0.544 0.014 0.674/0.168/0.158 0.695/0.109/0.196
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New York Times (NYT)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.918 0.378 0.007 0.773/0.115/0.112 0.771/0.101/0.129
6/0.10 0.909 0.358 0.007 0.793/0.104/0.103 0.788/0.094/0.118
6/0.15 0.905 0.349 0.007 0.800/0.100/0.100 0.796/0.090/0.114
6/0.20 0.902 0.345 0.007 0.804/0.098/0.097 0.800/0.090/0.110
6/0.25 0.900 0.337 0.007 0.808/0.097/0.095 0.803/0.089/0.108
8/0.25 0.924 0.401 0.008 0.765/0.119/0.116 0.764/0.103/0.132
10/0.25 0.917 0.375 0.007 0.778/0.113/0.110 0.775/0.098/0.126
12/0.25 0.910 0.361 0.007 0.801/0.099/0.100 0.796/0.090/0.113
8/0.05 0.947 0.443 0.008 0.711/0.145/0.145 0.711/0.118/0.170
8/0.10 0.941 0.429 0.008 0.732/0.136/0.132 0.734/0.112/0.154
8/0.15 0.937 0.426 0.008 0.740/0.131/0.130 0.742/0.108/0.150
8/0.20 0.935 0.422 0.008 0.743/0.128/0.130 0.743/0.107/0.150
10/0.10 0.959 0.481 0.009 0.674/0.161/0.165 0.681/0.122/0.197
10/0.15 0.957 0.472 0.009 0.683/0.156/0.160 0.690/0.119/0.191
10/0.20 0.950 0.456 0.009 0.703/0.148/0.149 0.706/0.118/0.176
12/0.20 0.949 0.455 0.008 0.711/0.143/0.146 0.712/0.116/0.172
10/0.10 0.959 0.481 0.009 0.674/0.161/0.165 0.681/0.122/0.197
10/0.15 0.957 0.472 0.009 0.683/0.156/0.160 0.690/0.119/0.191
10/0.05 0.963 0.494 0.009 0.657/0.171/0.172 0.666/0.127/0.207
12/0.05 0.974 0.528 0.010 0.619/0.187/0.194 0.636/0.125/0.239
12/0.10 0.971 0.525 0.010 0.635/0.179/0.186 0.648/0.126/0.226
12/0.15 0.969 0.518 0.010 0.644/0.176/0.180 0.656/0.126/0.219
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Provident Financial Group (PFGI)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.919 0.415 0.008 0.790/0.114/0.097 0.792/0.099/0.109
6/0.10 0.911 0.395 0.007 0.805/0.107/0.089 0.808/0.094/0.098
6/0.15 0.906 0.387 0.007 0.812/0.103/0.085 0.815/0.093/0.093
6/0.20 0.903 0.381 0.007 0.816/0.101/0.083 0.819/0.091/0.090
6/0.25 0.901 0.373 0.007 0.818/0.100/0.082 0.821/0.090/0.089
8/0.25 0.927 0.439 0.008 0.783/0.117/0.099 0.787/0.100/0.113
10/0.25 0.919 0.425 0.008 0.793/0.111/0.096 0.795/0.098/0.107
12/0.25 0.909 0.399 0.007 0.822/0.097/0.081 0.823/0.088/0.089
8/0.05 0.950 0.481 0.009 0.741/0.137/0.122 0.747/0.109/0.143
8/0.10 0.944 0.472 0.008 0.753/0.131/0.116 0.759/0.107/0.135
8/0.15 0.940 0.465 0.008 0.761/0.128/0.111 0.766/0.105/0.129
8/0.20 0.938 0.457 0.008 0.763/0.126/0.111 0.769/0.103/0.128
10/0.20 0.953 0.490 0.009 0.737/0.138/0.125 0.745/0.107/0.148
12/0.20 0.950 0.483 0.009 0.742/0.137/0.122 0.748/0.109/0.143
10/0.10 0.962 0.531 0.010 0.713/0.150/0.136 0.726/0.112/0.162
10/0.15 0.960 0.523 0.009 0.722/0.147/0.132 0.734/0.110/0.156
10/0.05 0.966 0.553 0.010 0.696/0.161/0.143 0.711/0.116/0.173
12/0.05 0.975 0.593 0.011 0.660/0.176/0.164 0.677/0.120/0.203
12/0.10 0.972 0.579 0.011 0.673/0.171/0.156 0.690/0.119/0.191
12/0.15 0.971 0.572 0.010 0.677/0.170/0.153 0.693/0.120/0.188
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Payless ShowSource (PSS)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.929 0.415 0.007 0.747/0.133/0.120 0.735/0.116/0.149
6/0.10 0.923 0.388 0.007 0.765/0.126/0.109 0.753/0.115/0.132
6/0.15 0.920 0.383 0.007 0.770/0.125/0.105 0.758/0.114/0.128
6/0.20 0.918 0.378 0.007 0.776/0.122/0.102 0.762/0.113/0.124
6/0.25 0.916 0.377 0.007 0.777/0.120/0.102 0.764/0.112/0.124
8/0.25 0.935 0.426 0.007 0.732/0.141/0.126 0.722/0.121/0.158
10/0.25 0.930 0.412 0.007 0.751/0.132/0.117 0.742/0.114/0.144
12/0.25 0.923 0.397 0.007 0.775/0.117/0.108 0.762/0.108/0.130
8/0.05 0.953 0.485 0.008 0.664/0.176/0.159 0.657/0.141/0.202
8/0.10 0.948 0.458 0.008 0.682/0.169/0.148 0.675/0.139/0.187
8/0.15 0.945 0.451 0.008 0.695/0.163/0.142 0.688/0.134/0.178
8/0.20 0.944 0.451 0.008 0.701/0.158/0.140 0.691/0.133/0.176
10/0.20 0.956 0.494 0.009 0.649/0.183/0.168 0.643/0.147/0.210
12/0.20 0.954 0.491 0.008 0.660/0.177/0.163 0.654/0.142/0.204
10/0.10 0.963 0.520 0.009 0.617/0.196/0.187 0.612/0.150/0.237
10/0.15 0.961 0.511 0.009 0.624/0.192/0.184 0.617/0.150/0.233
10/0.05 0.966 0.532 0.009 0.599/0.208/0.193 0.598/0.155/0.248
12/0.05 0.974 0.563 0.010 0.565/0.225/0.210 0.577/0.146/0.278
12/0.10 0.972 0.547 0.010 0.574/0.221/0.205 0.580/0.153/0.268
12/0.15 0.970 0.546 0.010 0.579/0.217/0.204 0.581/0.154/0.265
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Exxon-Mobil (XOM)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.901 0.387 0.007 0.796/0.104/0.100 0.788/0.098/0.114
6/0.10 0.891 0.366 0.006 0.812/0.096/0.092 0.803/0.093/0.105
6/0.15 0.885 0.360 0.006 0.817/0.095/0.088 0.808/0.093/0.099
6/0.20 0.882 0.357 0.006 0.821/0.093/0.086 0.812/0.091/0.098
6/0.25 0.880 0.353 0.006 0.822/0.093/0.085 0.813/0.090/0.097
8/0.25 0.909 0.405 0.007 0.789/0.108/0.103 0.780/0.101/0.118
10/0.25 0.902 0.391 0.007 0.801/0.101/0.098 0.793/0.096/0.111
12/0.25 0.894 0.376 0.006 0.818/0.092/0.090 0.810/0.089/0.102
8/0.05 0.935 0.442 0.008 0.739/0.129/0.132 0.732/0.114/0.153
8/0.10 0.929 0.431 0.007 0.756/0.121/0.123 0.747/0.111/0.142
8/0.15 0.925 0.428 0.007 0.763/0.118/0.119 0.753/0.109/0.138
8/0.20 0.923 0.423 0.007 0.766/0.117/0.117 0.756/0.108/0.136
10/0.20 0.940 0.459 0.008 0.736/0.131/0.134 0.729/0.115/0.155
12/0.20 0.937 0.446 0.008 0.742/0.127/0.131 0.736/0.112/0.153
10/0.10 0.950 0.478 0.008 0.709/0.144/0.147 0.705/0.123/0.172
10/0.15 0.948 0.470 0.008 0.719/0.138/0.143 0.713/0.119/0.168
10/0.05 0.955 0.494 0.009 0.692/0.153/0.155 0.691/0.124/0.185
12/0.05 0.967 0.538 0.009 0.653/0.173/0.175 0.658/0.130/0.212
12/0.10 0.964 0.527 0.009 0.669/0.164/0.166 0.675/0.124/0.201
12/0.15 0.962 0.521 0.009 0.677/0.160/0.163 0.681/0.123/0.196
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Yahoo (YHOO)
Filter ACF P RMAE Hit Ratios Buy/Sell
6/0.05 0.909 0.402 0.020 0.769/0.122/0.109 0.777/0.097/0.126
6/0.10 0.900 0.389 0.019 0.780/0.116/0.104 0.787/0.095/0.119
6/0.15 0.895 0.377 0.018 0.792/0.111/0.097 0.798/0.092/0.110
6/0.20 0.893 0.371 0.018 0.799/0.107/0.094 0.805/0.089/0.106
6/0.25 0.891 0.367 0.018 0.800/0.107/0.093 0.806/0.089/0.105
8/0.25 0.918 0.417 0.020 0.762/0.127/0.111 0.773/0.098/0.129
10/0.25 0.914 0.407 0.019 0.772/0.120/0.108 0.780/0.096/0.124
12/0.25 0.907 0.394 0.019 0.791/0.111/0.098 0.793/0.098/0.109
8/0.05 0.939 0.480 0.023 0.706/0.152/0.142 0.714/0.116/0.170
8/0.10 0.934 0.462 0.022 0.726/0.142/0.132 0.736/0.108/0.157
8/0.15 0.931 0.452 0.022 0.733/0.139/0.128 0.742/0.106/0.152
8/0.20 0.929 0.444 0.021 0.738/0.139/0.123 0.748/0.107/0.145
10/0.20 0.944 0.492 0.023 0.697/0.155/0.148 0.705/0.117/0.178
12/0.20 0.943 0.481 0.023 0.707/0.151/0.142 0.715/0.115/0.170
10/0.10 0.952 0.519 0.025 0.666/0.172/0.162 0.679/0.126/0.195
10/0.15 0.950 0.514 0.024 0.675/0.166/0.159 0.685/0.123/0.192
10/0.05 0.955 0.526 0.026 0.649/0.184/0.167 0.666/0.128/0.206
12/0.05 0.966 0.568 0.028 0.607/0.206/0.187 0.635/0.131/0.234
12/0.10 0.964 0.556 0.027 0.625/0.195/0.180 0.646/0.129/0.225
12/0.15 0.962 0.554 0.027 0.632/0.193/0.176 0.651/0.130/0.218
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Table 3.2 shows the consistent results that if a filter leads to higher ACFs and pre-
dictabilities, then it has relatively lower RMAE and hit ratios, and vice versa. We group
the filters studied into three categories (separated by horizontal lines in the tables). The
first group has the lowest ACFs/predictabilities but the highest RMAEs and hit ratios.
The third group has the highest ACFs/predictabilities but the lowest RMAEs and hit
ratios. And the second group is in between. Last, we select a representative filter from
each group to be used for our financial time-series preprocessing. The selected filters are
listed below.
• Filter 6/0.15: low ACF and predictability, good RMAE, high ratios w.r.t. high/low
price range and buy/sell signals, and short lags incurred. It represents a filter with
high cut-off frequency.
• Filter 10/0.05: high ACF and predictability, poor RMAE, low ratios w.r.t. high/low
price range and buy/sell signals, and short lags incurred. It represents a filter with
low cut-off frequency.
• Filter 8/0.10: relative high ACF and predictability, medium level of RMAE and
ratios w.r.t. high/low price range and buy/sell signals, and short lags incurred. It
represents a filter with a medium cut-off frequency.
It’s clear from the ten tables that the relative performance of low-pass filters is very
consistent for the ten sets of financial time-series studied. We select three filters here and
leave them for ANN training to determine which filter is to be used.
The traditional low-pass filtering approach incurs lags for all frequency components,
even though certain frequency bands are noise free. Another important characteristics
of financial time series is its stationarity, which is left untouched in low-pass filtering.
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3.3 Wavelet decomposition
As discussed in Section 3.1, financial time series is contaminated mainly by high frequency
noise. Hence, when low-pass filtering is applied to reduce high-frequency noise, it may also
remove useful information in the low-frequency end. To prevent such loss of information,
we need to decompose a financial time series into multiple frequency channels and perform
denoising adaptively for each channel if needed. Both wavelet decomposition and multi-
band filter decomposition can decompose signals into multiple frequency bands [6, 28,
93, 60, 151, 35, 10, 111, 114]. In our work, we use wavelet decomposition, with the
understanding that our approach can be extended to multi-band filtering as well.
We are interested to design a new preprocessing approach by combining wavelet de-
composition and channel-specific denosing in order to outperform traditional low-pass
filtering. In our case, a preprocessing approach outperforms a given low-pass filter if it
generates similar preprocessed signals while incurring less lags as compared to the target
low-pass filter. In this section, we use the three low-pass filters obtained in the previous
section (Filter 6/01.5, Filter 8/0.10, and Filter 10/0.05) as our target low-pass filters.
3.3.1 Redundant wavelet decomposition
Wavelet decomposition is equivalent to multiple-band filtering with appropriate filters.
It decomposes signals into multiple channels using a single filter (called the mother filter)
at different scales. At the lowest scale (level 0), the mother filter is convolved directly
with the signals. At a higher scale (level l), the mother filter is convolved with equally
spaced signals (separated by 2l data points). In a conventional wavelet decomposition,
decimation is performed at each level of decomposition, and the mother filter is generally
a non-causal FIR filter. For a set of signals {x1, x2, x3, · · · , x2n}, if we keep either the
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set {x1, x3, · · · , x2n−1} or the set {x2, x4, · · · , x2n} and discard the other set, then we call
the process decimation. The number of data elements after decimation is reduced by
half. Further, because of the non-causal FIR filters used, there are delays incurred in
the decomposed bands. The more bands are generated, the longer the delay the process
causes.
A redundant wavelet decomposition, on the other hand, performs no decimation, and
an asymmetric causal mother filter g(k) is normally used. Here, we call a filter g(k) causal
if g(k) = 0 for all k < 0. Because of the use of a causal filter, the process does not need
future data for filtering and incurs no delay. Also, when compared with conventional
wavelet decomposition, redundant wavelet decomposition is shift invariant, which means
that the original signal at time t can be reconstructed from and only from the decomposed
signals at time t. Due to shift invariance, there is no error propagation when performing
reconstruction from individual channels. Redundant wavelet decomposition, however,
requires more memory, since each decomposed channel has the same number of data
elements as the original signals. This is not an issue in time-series predictions because
the number of data elements involved is small. Given the shift invariance property,
redundant wavelet decomposition is, therefore, more suitable for time-series predictions
than conventional wavelet decomposition.
The mother filters we use in our work belong to the B-spline filter family defined as
follows:
g(l) =


1
2N

 N
l

 , if l = 0, 1, 2, · · · , N.
0 otherwise.
(3.3)
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set c0(t) = x(t); select a low-pass filter g(k);
set total number of bands to be M + 1;
for j ← 1 to M do
cj(t) =
T∑
l=0
g(l)cj−1(t− 2j−1l);
wj(t) = cj−1(t)− cj(t);
end for
Figure 3.9: Algorithm for redundant wavelet decomposition using a mother filter of
g(k). The algorithm decomposes x(t) into M + 1 bands: w1(t), w2(t), · · · , wM(t) and
cM(t) [111, 178, 179].
The B-spline family are compact, analytical, and easy to implement. They are good for
decomposing discrete time series. In our work, we use the B2, B3, B4, and B6-spline
filters (Table 3.1) in our wavelet decomposition.
Mathematically, a redundant wavelet decomposition decomposes the original signal
c0(t) into M channels of high-frequency signals wj(t) (j = 1, 2, · · · ,M) and a low fre-
quency channel cM(t) as follows.
c0(t) = cM(t) +
M∑
j=1
wj(t). (3.4)
The signals wj(t) and cM(t) are computed iteratively as depicted in Figure 3.9.
To further illustrate redundant wavelet decomposition, consider two wavelet decom-
position scenarios with causal filters and non-causal filters.
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First, when a non-causal B2-spline mother filter (g(−1) = 0.25, g(0) = 0.5, g(1) =
0.25) is used, Figure 3.10 shows 2 units of delay in w1, 6 units of delay in w2, and 14
units of delay in w3 and c3.
Second, when a causal B2-spline mother filter (g(0) = 0.25, g(1) = 0.5, g(2) = 0.25)
is used, Figure 3.11 shows no delay in all channels. The main difference between Figures
3.10 and 3.11 is that the latter has no delay incurred in the redundant wavelet transfor-
mation using causal filters. Because of this property, we will only use redundant wavelet
decomposition with causal filters in our work.
Figure 3.12 demonstrates the results using a causal B3-spline wavelet decomposition
and M = 2. It’s clear that the low-pass channel is very smooth, that the high frequency
channel (Channel H) is very noisy, and that Channel LH is in between. Further, the
low-pass channel (Channel LL) dominates the other two channels in terms of magnitude.
As mentioned before, wavelet transformation is equivalent to multi-band filtering. In
multi-band filtering, we obtain the frequency response for each band readily by perform-
ing an FFT using the filter coefficients for each channel. To understand each channel
in the wavelet decomposition, we would like to derive the frequency response and the
frequency coefficients for each channel. Consider the recursive relationship between cj(t)
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. . . . . . . . . . .
2 units
6 units
14 units
14 units
Lag prediction
w1
w2
w3
c3
c0
M = 3
c2
c1
c3
Figure 3.10: Redundant wavelet decomposition using symmetric non-causal B2-spline
filters. It causes different lags in different channels. c0 is the original signal to be decom-
posed. c1, c2 and c3 are low-pass signals obtained using a B2-spline filter convolved with
the previous channel. The links between two consecutive channels indicate which three
data elements in Channel l are used to obtain the new data element in Channel l + 1.
wl is computed as wl(t) = cl+1(t)− cl(t). Because of the use of a non-causal filter, cl has
delay over cl−1, and therefore, wl also has delay over cl−1 or wl−1. The lightly shaded
segments in each bar indicates the number of lags incurred due to the use of symmetric
mother filters, and the darkly shaded segment shows the prediction horizon.
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Figure 3.11: Redundant wavelet decomposition using an asymmetric causal B2-spline
mother filter. It does not incur any lag for all channels. See Figure 3.10 for an explanation
of the graph.
and cj+1(t) described in Figure 3.9.
cj+1(t) =
T∑
lj=0
g(lj)cj(t− 2
jlj)
=
T∑
lj=0
g(lj)
T∑
lj−1=0
g(lj−1)cj−1(t− 2jlj − 2j−1lj−1)
=
T∑
lj ,lj−1=0
g(lj)g(lj−1)cj−1(t− 2jlj − 2j−1lj−1)
= · · ·
=
T∑
lj ,lj−1,··· ,l0=0
g(lj)g(lj−1) · · · g(l0)c0
(
t−
j∑
k=0
2klk
)
.
=
T∑
lj ,lj−1,··· ,l0=0
(
j∏
m=0
g(lm)
)
c0
(
t−
j∑
k=0
2klk
)
.
(3.5)
Eq (3.5) shows that the most historical and most recent c0’s involved are c0(t −
j∑
k=0
2kT ) = c0(t − (2j+1 − 1)T ) and c0(t), respectively. Hence, the filter coefficients for
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Figure 3.12: Redundant wavelet decomposition using B3-spline causal mother filter. (a)
Raw time series: average of daily low/high prices for IBM stock; (b) Channel H: w1(t);
(c) Channel LH: w2(t); (d) Low-pass channel: c2(t).
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channel j have non-zero values from g(0) to g((2j − 1)T ). To compute individual filter
coefficients, e.g. gj(k), one should expand the right side of (3.5) to find the coefficient
for the term c0(t− k). We have:
cj+1(t) =
(2j+1−1)T∑
k0=0
h(k)c0(t− k), (3.6)
with h(k) being the causal filter obtained though the method stated above.
After obtaining gj(k), one can calculate the frequency response by either using Mat-
lab function freqz [99] or apply discrete FFT. The frequency response for each channel
for the redundant wavelet decomposition using, respectively, the B3, B4, and B6-spline
mother filters are plotted in Figure 3.13. When the B3-spline filter is used, Channel LL
retains a considerable amount of frequency components of 0.2, and Channel LH contains
a significant amount of frequency components as high as 0.4. When the B4-spline filter
is used, Channel LL takes very little frequency components around 0.2, and Channel LH
allows very little frequency components above 0.3. When the B6-spline filter is used,
the frequency responses for Channels LL and LH are shifted further towards the lower
frequency end.
3.3.2 Transformations on low-frequency channels
Figure 3.12(d) clearly shows that the low-frequency channel has a long term trend, which
is nonstationary. Since the ANN model we have developed is more suitable for chaotic
time series, we need to transform the nonstationary signals into near chaotic signals
before ANN learning can be performed.
In order to transform nonstationary low-pass signals into near chaotic signals, we
perform the following pattern-wise transformation. Assume the input data are (x(t−n+
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Figure 3.13: Frequency response of the three bands obtained by wavelet decomposi-
tion using a B2-, B3-, B4-, and B6-spline mother filters in Panels (a), (b), (c), and (d)
respectively.
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1), x(t− n+ 2), · · · , x(t)) and the desired output is x(t + 1). We define:
µ = 1
n
0∑
i=n−1
x(t− i),
a = min
0≤i≤n−1
{x(t− i)},
b = max
0≤i≤n−1
{x(t− i)},
s = max{µ− a, b− µ}.
(3.7)
Then the transformed signals are given by
y(t− i) = (x(t− i)− µ)/s, for all i = n− 1, n− 2, · · · , 0,−1. (3.8)
The transformation in (3.8) confines the transformed input patterns in the range of
[−1, 1] with a mean of 0. Note that the transformation is completely determined by the
input patterns, and the transformed desired output may be outside the range [−1, 1].
Figure 3.14 illustrates the transformation. It shows that two patterns of the same shape
will be transformed to identical patterns in term of the resulting transformed values,
regardless of the the absolute level (µ) of the input pattern and the magnitude of the
variations within the input patterns (captured by s). What really matters is the shape
of the input pattern.
Figure 3.15 presents the desired output for each t before and after the transformation
for Citigroup, IBM, and Exxon-Mobil stock prices. Clearly, the nonstationarity, especially
the long term trend, is removed. The resulting signals resemble MacKey-Glass (30)
(Fig 5.3(b)) to some degree. The transformed signals can be trained and predicted by
ANN models developed for chaotic time series.
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Figure 3.14: Transforming a nonstationary series into a chaotic series by performing
standardization on input patterns.
3.3.3 Denoising on high-frequency channels
As mentioned above, there is high-frequency noise in financial time series. The presence
of noise makes training more difficult, and generalization even more difficult because
noise learned during training cannot be generalized. Hence, denoising on each high-
frequency channel is needed. Since each high-frequency channel may have a different
noise level, we need to find an appropriate filter for each. In our decomposed signals,
the most important band, i.e., the low frequency band, does not need any filtering, and,
therefore, incurs no additional delay. On the other hand, high-frequency channels may
require a low-pass filter with a large number of taps, and, therefore, incur more delays.
The preprocessing approach of combining wavelet decomposition and low-pass filtering
is illustrated in Fig 3.16. In our case, Channel m, the low-frequency channel, does not
require any low-pass filtering.
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Figure 3.15: Signals before (left panels) and after (right panels) performing input pat-
tern standardization for a) Citigroup, b) IBM, and c) Exxon-Mobil.
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Figure 3.16: Wavelet decomposition is performed first, then different low-pass filters
can be applied to the decomposed bands according to the noise level in each band.
Figure 3.17 shows the filter coefficients for each channel in a 3-channel wavelet de-
composition with a B3-spline mother filter, and the coefficients of the low-pass filter for
each high-frequency channel.
After individual channels are low-pass filtered, the overall preprocessed signal can
be reconstructed by summing the preprocessed signals from individual channels. The
resulting signals can be obtained by a single equivalent composite filter. The composite
filter equivalent to the process in Figure 3.17 is plotted in Figure 3.18. The procedure of
obtaining the coefficients of the composite filter is given as follows.
Step. 1 Let the original signal be x(t), and the coefficients of the wavelet decomposed
signal in Channel k be
Ck(t) =
nk∑
l=mk
gk(l)x(t− l), k = 1, 2, · · · , B (3.9)
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Figure 3.17: Wavelet decomposition and low-pass filtering on channels H and LH.
The left panels plot the filter coefficients for each wavelet channel. The right panels
plot the coefficients of the low-pass filters applied to the two high-frequency channels.
The horizontal axes represent the indices for filters and the vertical axes are for filter
coefficients.
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Step. 2 Low-pass filtering on the decomposed Band k yields:
yk(t) =
Nk∑
L=Mk
Gk(L)C(t− L) =
Nk∑
L=Mk
nk∑
l=mk
Gk(L)gk(l)x(t− l − L). (3.10)
Step. 3 Unifying index for all B bands by setting
M = min
k
{Mk}, m = min
k
{mk}, N = max
k
{Nk}, n = max
k
{nk}
Gˆk(L) =

 Gk(L), if L ∈ [Mk, Nk]0, otherwise
gˆk(l) =

 gk(l), if l ∈ [mk, nk]0, otherwise
(3.11)
Step. 4 Adding the filtered signals from each band to construct composite signal, we
have:
S(t) =
B∑
k=1
yk(t) =
B∑
k=1
N∑
L=M
n∑
l=m
Gˆk(L)gˆk(l)x(t− l − L) (3.12)
Step. 5 By defining composite filter, we have:
S(t) =
N+n∑
j=M+m
h(j)x(t− j) (3.13)
Step. 6 Comparing (3.12) with (3.14), one has:
h(j) =
B∑
B=1
∑
L+l=j
Gˆ(L)gˆ(l), L ∈ [M,N ], l ∈ [m,n]. (3.14)
Figure 3.18 shows the coefficients of the equivalent composite filter corresponding
to the wavelet decomposition and low-pass filtering processes depicted in Figure 3.17.
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Figure 3.18: Coefficients of the equivalent composite filter for the preprocessing process
illustrated in Figure 3.17.
After the composite filter coefficients have been obtained, the corresponding frequency
response (both magnitude and phase) of the composite filter can be obtained using FFT
or the Matlab freqz function.
The magnitude (resp. phase) of the frequency response for the composite filter dis-
played in Figure 3.18 is plotted in Figure 3.19 (resp, Figure 3.20) along with Filter
6/0.15. Note that the phase distortion at the high-frequency range is not critical because
the magnitude of the frequency response is small there. In comparison, Filter 6/0.15 has
a constant 0 phase angle. The phase distortion is due to the introduction of nonlinearity
in the composite filter. When different low-pass filtering is applied in different channels,
the linearity is destroyed when the multiple channels are combined. Figure 3.20 also
shows that phase shifts happen mainly at the high frequency part. These have little ef-
fects on financial time-series preprocessing, as there is very little energy associated with
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high-frequency components (Figure 3.7). To measure the effect of nonlinearity introduced
in the composite filter, we compare in Figures 3.21 to 3.23 the optimal linear filter with
zero phase shift and the composite filter.
To show that the non-zero phase angle is not critical, we compare the preprocessed
signals using the composite filter and those using the corresponding optimal low-pass
filter with zero phase angle. An optimal low-pass filter with zero phase angle is one
that minimizes the mean square error, when compared to the preprocessed data using
the composite filter. This optimal filter can be obtained by performing a discrete FFT
on the composite filter coefficients, setting all phases to zero, and performing an inverse
FFT in order to obtain a set of coefficients of the same number as that of the original
filter. The top three panels in Figures 3.21 – 3.23 show the composite filter coefficients,
along with the corresponding optimal filters for the three composite filters used in our
work. The preprocessed data using the optimal low-pass filters are very similar to that
obtained by using wavelet decomposition with low-pass filtering. More importantly, when
the high/low price range is considered, the fractions of preprocessed data falling within
the low-high range using these two methods are almost identical.
Even though low-pass optimal FIR filters with zero phase are attractive in terms of
noise reduction, the corresponding composite filters obtained through wavelet decompo-
sition and channel-specific low-pass filtering can achieve almost an equivalent low-pass
signal. Using a single low-pass filter, delay is incurred in every frequency component.
By using redundant wavelet decomposition along with low-pass filtering on individual
channels, we can discriminatively perform preprocessing on different bands and attain
less delays in some channels. For example, the band with the lowest frequency has the
highest predictability and does not require further low-pass filtering. As a result, there
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Figure 3.21: Coefficients of composite filter B4 63 43 and its corresponding optimal
low-pass FIR filter with zero phase (upper panel) and their preprocessed IBM stock
prices.
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Figure 3.22: Coefficients of composite filter B4 82 62 and its corresponding optimal
low-pass FIR filter with zero phase (upper panel) and their preprocessed IBM stock
prices.
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Figure 3.23: Coefficients of composite filter B6 81 61 and its corresponding optimal
low-pass FIR filter with zero phase (upper panel) and their preprocessed IBM stock
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will be no additional delays incurred. Likewise, Channel LH has relatively lower fre-
quency than Channel H, and can be low-pass filtered with a smaller number of taps and
a higher cut-off frequency than the low-pass filter used for Channel H. As a result, less
delays will be incurred in Channel LH than those in Channel H. In contrast, if a single
low-pass filter is used, then the channel will incur a constant delay.
3.3.4 Parameter selection
For a given low-pass filter, we need to find an appropriate set of parameters for pre-
processing, which combines wavelet decomposition and low-pass filtering, in order to
incur less lags while achieving similar preprocessed signals as those of the low-pass filter.
The parameters in our preprocessing approach include the mother filter, the number of
channels to be decomposed, and the low-pass filters used for each channel.
3.3.4.1 Number of channels
When a mother filter is used to decompose a time series, we notice that, in order to
obtain the M + 1-channel decomposition from the M -channel decomposition, we only
need to further decompose the low-frequency channel, and the high-frequency channels
are unchanged. Hence, if the low-frequency channel in an M -channel decomposition
is predictable, then there is no need for further decomposition. At the same time, we
need to make sure the high-frequency channels are predictable as well. For the high-
frequency channels, prediction has to overcome lags introduced by the additional low-
pass filtering. A high-frequency channel may be not predictable because long lags are
introduced when using a low-pass filter with a large number of taps. It may also be
unpredictable because a substantial amount of noise exists due to the use of a short
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low-pass filter. We leave the selection of low-pass filters for high-frequency channels for
further denoising to Section 3.3.4.2. Here, we only examine the low-frequency channel to
determine the number of channels needed.
There are two observations. First, if the predictions on the low-frequency channel in
an M -channel decomposition is satisfactory, there is no need to further decompose the
signals into M +1 channels. This is true because further decompositions only decompose
the low-frequency channel. Since the low-frequency channel is already predictable, there
is no need to further decompose it. Second, the higher-order spline filter leads to easy
prediction of the low-frequency channel. This is true because a high-order spline filter
leads to a lower and sharper cut-off frequency. Based on the two observations, we only
need to find the minimum number of channels (denoted as Mmin) for our wavelet decom-
position in order to make predictions on the low-frequency channel satisfactory when B2
is used as the mother filter. An Mmin-channel decomposition using B2, B3, B4, and B6
spline mother filters will all generate a predictable low-frequency channel.
We have performed experiments on low-frequency channels in three wavelet decom-
position instances. The first one is a 2-channel decomposition with a B2-spline mother
filter. The second one uses a 3-channel decomposition, also with a B2-spline mother filter.
The third one uses a B4-spline mother filter and decomposes signals into three channels.
To predict the signals in a low-frequency channel, we first transform them by the
pattern-wise standardization method discussed in Section 3.3.2. We then train the trans-
formed signals using the ANN model developed in Chapter 4. Figure 3.24 shows the range
errors of the predictions of Horizon 1 for the low-frequency channel in three cases, and
Figure 3.25 presents the predicted values for these three cases. One can clearly see that
when we increase the number of channels from two to three, the quality in predicting the
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low-frequency channel improves. When switching from the B2-spline mother filter to the
B4-spline mother filter, there is no substantial improvement. Therefore, the 3-channel
decomposition using any mother filters of B2−, B3−, B4−, and B6−spline is sufficient
to predict the low-pass channel. We will, therefore, use the 3-channel decomposition
throughout our work. Next, we need to find out how to select low-pass filter parameters
in order to make high-frequency channels predictable.
3.3.4.2 Filter parameters
Our goals in preprocessing is to make the composite filter having similar frequency re-
sponse as the target low-pass filter, while incurring less delays at least for some frequency
bands. In order to find a good combination of wavelets and low-pass filters, we have tried
different combinations of mother filters and low-pass filters and identified several sets of
parameters that can generate similar frequency response as the target low-pass filter.
The resulting designs are listed in Table 3.3. For the mother filter, we use the B3, B4,
and B6 spline filters. For Channel H, we apply low-pass filtering with 6 to 10 taps and
a cut-off frequency of 0.05 to 0.15, whereas low-pass filters with 4 to 8 taps, and 0.05 to
0.15 cut-off frequency are applied to Channel LH. Since Channel LL has little noise, we
leave it untouched. Frequency responses (both magnitude and phase) for the composite
filters listed in the table are plotted in Figures 3.26 to 3.28.
We have collected the performance for the 11 combinations listed in Table 3.3. The
frequency response (magnitude and phase response) of those composite filters along with
the three target low-pass filters are plotted in Figures 3.26 to 3.28. The performance
for the ten benchmark stocks are presented in Table 3.4. Again, we can see the relative
performance for each combination is very consistent across different stocks. Based on
116
-0.04
-0.03
-0.02
-0.01
 0
 0.01
 0.02
 0.03
 0  200  400  600  800  1000  1200  1400  1600  1800  2000
1828/68/102
a) 2-channel decomposition using B2-spline mother filter
-0.0009
-0.0008
-0.0007
-0.0006
-0.0005
-0.0004
-0.0003
-0.0002
-0.0001
 0
 0  200  400  600  800  1000  1200  1400  1600  1800  2000
1997/0/1
b) 3-channel decomposition using B2-spline mother filter
-1
-0.5
 0
 0.5
 1
 0  200  400  600  800  1000  1200  1400  1600  1800  2000
1997/0/0
c) 3-channel decomposition using B4-spline mother filter
Figure 3.24: Range error in predicting the low-frequency channel of IBM stock price at
horizon of one using different wavelet decomposition. The numbers a/b/c in the legends
indicate the number of predictions in/above/below the daily low-high price range.
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Figure 3.25: The predicted values of the low-frequency channel of IBM stock prices at
horizon of one using different wavelet decompositions. The numbers a/b/c in the legends
indicate the number of predictions in/above/below the daily low-high price range.
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Table 3.3: Combinations of wavelet mother filter for wavelet decomposition and low-
pass filters used for channel H and LH. The notation listed in column 1 will be used in
Table 3.4. The second column lists the mother filter used for the wavelet decomposition.
The third column tells which low-pass filter is used for Channel H; the last column shows
the low-pass filter used for Channel LH. Channel LL is left unchanged.
Wavelet-
Filter
Mother Channel H Channel LH
Filter Taps f0 Taps f0
B3 63 43 B3 Spline 6 0.15 4 0.15
B4 63 43 B4 Spline 6 0.15 4 0.15
B2 63 43 B2 Spline 6 0.15 4 0.15
B3 82 62 B3 Spline 8 0.10 6 0.10
B4 82 62 B4 Spline 8 0.10 6 0.10
B2 82 62 B2 Spline 8 0.10 6 0.10
B4 82 42 B4 Spline 8 0.10 4 0.10
B3 81 61 B3 Spline 8 0.05 6 0.05
B3 81 41 B3 Spline 8 0.05 4 0.05
B6 81 61 B6 Spline 8 0.05 6 0.05
the similar criteria used in previous section (Section 3.2), we select the following three
groups of wavelets and filters that correspond to the three low-pass filters (Filter 6/0.15,
8/0.10, and 10/0.05) selected in Section 3.2:
• The first three sets of the 15 combinations in Table 3.4 cover low-pass filter 6/0.15.
These combinations have medium ACF, predictability, RMAE and hit ratios with
respect to daily low-high price ranges and buy/sell signal.
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Figure 3.26: Frequency response of the composite filter compared with the 6 tap low-
pass filter with a cut-off frequency of 0.15pi. Upper panel: magnitude response. Lower
panel: phase shift.
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Figure 3.27: Frequency response of the composite filter compared with the 8 tap low-
pass filter with a cut-off frequency of 0.10pi. Upper panel: magnitude response. Lower
panel: phase shift.
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Figure 3.28: Frequency response of the composite filter compared with the 10 tap low-
pass filter with a cut-off frequency of 0.05pi. Upper panel: magnitude response. Lower
panel: phase shift.
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• The next four of the 15 combinations in Table 3.4 cover low-pass filter 8/0.10.
These combinations have low ACF, predictability, RMAE, and high hit ratios with
respect to daily low-high price ranges and buy/sell signal.
• The last four of the 15 combinations in Table 3.4 cover low-pass filter 10/0.05.
These combinations have high ACF, predictability, and RMAE, but low hit ratios
with respect to daily low-high price ranges and buy/sell signal.
Since our predictors need to overcome lags, and each combination may incur a different
amount of lags, our measurements based on an ideal perfect predictor may not translate
into realizable accurate predictions. Therefore, we have to rely on our ANN predictors
to select the best combination.
3.4 Summary
In this chapter, we have studied the preprocessing of financial time series by examining
the autocorrelation and predictability measures. We have further studied preprocessing
using traditional low-pass filtering and have showed trade-offs between noise reduction
and information loss. Based on the autocorrelation, predictability, RMAE, and hit ratios
with respect to price range, we have selected three representative low-pass filters with
low/middle/high cut-off frequencies as our benchmarks in preprocessing. As traditional
low-pass filters incur lags in all frequency components, it leads us to design a new prepro-
cessing approach by applying different preprocessing for different frequency channels. To
this end, we have developed a new preprocessing approach by combining wavelet decom-
position and low-pass filtering. The signals are first decomposed into multiple channels
of different cut-off frequencies. For the channel with low cut-off frequency, we only need
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to handle its nonstationarity using pattern-wise standardization. For other channels, we
perform channel-specific denoising by finding appropriate low-pass filters. The new tech-
nique incurs no lag for the low-frequency channel, while incurring as little lags as possible
for each high-frequency channel. To compare with traditional low-pass filtering, we have
identified three groups of configurations that lead to similar preprocessed signals as the
ones generated by the target low-pass filters. We compare the prediction performance of
three representative configurations in Chapter 6.
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Table 3.4: Performance of preprocessed stock-prices time series using different
wavelet decompositions along with channel-specific low-pass filtering. The notations
for the filters are explained in Table 3.3. ACF indicates autocorrelation. The col-
umn labelled by P records the predictability measures. “Hit Ratios” shows hit/over-
hit/under-hit ratios w.r.t. the daily low/high price (α0/α+/α−) defined by (3.1) in
Section 3.2.1. ”Buy/Sell” shows the ratios of zero/positive/negative errors w.r.t.
potential buy/Sell signals (β0/β+/β−) defined by (3.2) in Section 3.2.1.
American Airline (AMR)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.910 0.362 0.017 0.746/0.130/0.123 0.746/0.042/0.212
B4 63 43 0.921 0.410 0.018 0.740/0.133/0.127 0.740/0.038/0.222
B2 63 43 0.887 0.328 0.016 0.769/0.115/0.116 0.769/0.045/0.186
B3 82 62 0.946 0.454 0.021 0.670/0.167/0.163 0.670/0.041/0.289
B4 82 62 0.946 0.468 0.022 0.665/0.169/0.166 0.665/0.038/0.298
B2 82 62 0.924 0.403 0.021 0.676/0.168/0.155 0.676/0.047/0.277
B4 82 42 0.940 0.453 0.023 0.646/0.180/0.174 0.646/0.040/0.314
B3 81 61 0.951 0.474 0.022 0.655/0.174/0.171 0.655/0.038/0.307
B3 81 41 0.920 0.419 0.022 0.654/0.177/0.169 0.654/0.046/0.300
B6 81 61 0.955 0.496 0.022 0.653/0.178/0.168 0.653/0.038/0.309
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Citigroup Stock
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.901 0.357 0.010 0.754/0.120/0.126 0.754/0.055/0.191
B4 63 43 0.910 0.379 0.010 0.750/0.120/0.129 0.750/0.053/0.197
B2 63 43 0.882 0.340 0.010 0.783/0.102/0.115 0.783/0.055/0.162
B3 82 62 0.938 0.452 0.012 0.674/0.160/0.166 0.675/0.053/0.272
B4 82 62 0.936 0.446 0.012 0.673/0.161/0.166 0.673/0.051/0.276
B2 82 62 0.916 0.390 0.012 0.689/0.154/0.157 0.689/0.055/0.256
B4 82 42 0.932 0.416 0.013 0.649/0.174/0.178 0.649/0.052/0.300
B3 81 61 0.944 0.463 0.013 0.651/0.171/0.178 0.651/0.052/0.297
B3 81 41 0.915 0.390 0.013 0.657/0.168/0.174 0.657/0.055/0.287
B6 81 61 0.947 0.474 0.013 0.647/0.174/0.179 0.647/0.046/0.307
General Electric (GE)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.909 0.360 0.010 0.808/0.088/0.104 0.808/0.031/0.161
B4 63 43 0.911 0.386 0.010 0.804/0.089/0.107 0.804/0.031/0.165
B2 63 43 0.889 0.318 0.009 0.833/0.072/0.095 0.833/0.037/0.131
B3 82 62 0.940 0.455 0.012 0.732/0.123/0.145 0.732/0.034/0.233
B4 82 62 0.933 0.464 0.012 0.720/0.129/0.151 0.720/0.035/0.245
B2 82 62 0.919 0.404 0.012 0.736/0.119/0.144 0.736/0.036/0.228
B4 82 42 0.930 0.449 0.013 0.702/0.137/0.161 0.702/0.031/0.268
B3 81 61 0.945 0.480 0.013 0.710/0.132/0.158 0.710/0.037/0.253
B3 81 41 0.920 0.383 0.013 0.712/0.129/0.159 0.712/0.035/0.253
B6 81 61 0.947 0.480 0.013 0.699/0.139/0.162 0.699/0.032/0.269
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International Business Machine (IBM)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.920 0.379 0.009 0.771/0.107/0.122 0.771/0.044/0.185
B4 63 43 0.929 0.403 0.009 0.763/0.113/0.124 0.763/0.043/0.193
B2 63 43 0.903 0.345 0.009 0.795/0.097/0.108 0.795/0.047/0.159
B3 82 62 0.951 0.460 0.011 0.684/0.148/0.168 0.684/0.044/0.272
B4 82 62 0.952 0.465 0.011 0.679/0.152/0.168 0.679/0.044/0.276
B2 82 62 0.935 0.409 0.011 0.697/0.145/0.158 0.697/0.046/0.257
B4 82 42 0.946 0.452 0.012 0.659/0.162/0.179 0.659/0.048/0.293
B3 81 61 0.955 0.479 0.011 0.669/0.154/0.177 0.669/0.043/0.289
B3 81 41 0.929 0.410 0.011 0.672/0.159/0.170 0.671/0.050/0.278
B6 81 61 0.960 0.471 0.012 0.667/0.159/0.174 0.667/0.038/0.295
Mentor (MNTR)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.904 0.349 0.010 0.826/0.092/0.082 0.826/0.016/0.158
B4 63 43 0.914 0.403 0.010 0.816/0.096/0.088 0.815/0.013/0.171
B2 63 43 0.879 0.324 0.009 0.849/0.079/0.072 0.849/0.017/0.134
B3 82 62 0.943 0.459 0.012 0.751/0.128/0.120 0.751/0.014/0.234
B4 82 62 0.941 0.464 0.012 0.748/0.130/0.122 0.748/0.014/0.238
B2 82 62 0.920 0.405 0.012 0.763/0.124/0.113 0.763/0.015/0.221
B4 82 42 0.934 0.457 0.013 0.728/0.139/0.133 0.728/0.014/0.257
B3 81 61 0.948 0.472 0.012 0.736/0.135/0.129 0.736/0.014/0.251
B3 81 41 0.913 0.396 0.012 0.736/0.138/0.126 0.736/0.016/0.247
B6 81 61 0.950 0.485 0.012 0.721/0.142/0.137 0.721/0.013/0.266
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New York Times (NYT)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.909 0.363 0.007 0.783/0.107/0.109 0.783/0.034/0.182
B4 63 43 0.918 0.387 0.007 0.781/0.109/0.110 0.781/0.033/0.186
B2 63 43 0.887 0.316 0.007 0.814/0.095/0.090 0.814/0.033/0.153
B3 82 62 0.944 0.433 0.009 0.704/0.146/0.150 0.704/0.030/0.266
B4 82 62 0.944 0.437 0.009 0.705/0.149/0.146 0.705/0.034/0.261
B2 82 62 0.923 0.394 0.009 0.721/0.145/0.134 0.721/0.040/0.240
B4 82 42 0.939 0.414 0.009 0.684/0.158/0.158 0.684/0.034/0.282
B3 81 61 0.950 0.452 0.009 0.689/0.154/0.157 0.689/0.030/0.281
B3 81 41 0.922 0.377 0.009 0.691/0.159/0.151 0.691/0.039/0.270
B6 81 61 0.954 0.468 0.009 0.685/0.155/0.161 0.685/0.028/0.287
Provident Financial Group (PFGI)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.907 0.399 0.007 0.808/0.101/0.091 0.808/0.040/0.153
B4 63 43 0.919 0.419 0.008 0.802/0.105/0.092 0.802/0.039/0.159
B2 63 43 0.885 0.351 0.007 0.827/0.092/0.081 0.827/0.041/0.132
B3 82 62 0.945 0.482 0.009 0.750/0.131/0.118 0.750/0.040/0.210
B4 82 62 0.945 0.479 0.009 0.745/0.132/0.123 0.745/0.037/0.218
B2 82 62 0.922 0.420 0.009 0.759/0.127/0.115 0.759/0.043/0.198
B4 82 42 0.941 0.469 0.009 0.728/0.143/0.129 0.728/0.039/0.233
B3 81 61 0.951 0.493 0.009 0.732/0.141/0.127 0.732/0.041/0.227
B3 81 41 0.922 0.416 0.009 0.735/0.139/0.126 0.735/0.043/0.222
B6 81 61 0.955 0.504 0.009 0.728/0.146/0.126 0.728/0.033/0.240
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Payless ShowSource (PSS)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.924 0.387 0.007 0.766/0.122/0.112 0.766/0.028/0.206
B4 63 43 0.930 0.421 0.007 0.753/0.127/0.120 0.753/0.026/0.221
B2 63 43 0.906 0.357 0.007 0.777/0.117/0.106 0.777/0.030/0.193
B3 82 62 0.951 0.465 0.008 0.660/0.176/0.165 0.660/0.029/0.312
B4 82 62 0.951 0.487 0.008 0.662/0.180/0.158 0.662/0.025/0.313
B2 82 62 0.934 0.421 0.008 0.687/0.158/0.155 0.687/0.029/0.285
B4 82 42 0.948 0.461 0.009 0.640/0.189/0.170 0.640/0.027/0.333
B3 81 61 0.956 0.476 0.009 0.640/0.186/0.174 0.640/0.032/0.328
B3 81 41 0.936 0.424 0.009 0.648/0.180/0.172 0.648/0.025/0.327
B6 81 61 0.960 0.496 0.009 0.643/0.184/0.173 0.643/0.028/0.329
Exxon-Mobil (XOM)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.888 0.366 0.007 0.807/0.100/0.092 0.807/0.032/0.160
B4 63 43 0.901 0.377 0.007 0.805/0.100/0.095 0.805/0.027/0.168
B2 63 43 0.864 0.312 0.006 0.824/0.091/0.085 0.824/0.034/0.143
B3 82 62 0.930 0.428 0.008 0.738/0.131/0.131 0.738/0.033/0.229
B4 82 62 0.932 0.428 0.008 0.744/0.126/0.130 0.744/0.033/0.223
B2 82 62 0.907 0.388 0.008 0.738/0.134/0.128 0.738/0.040/0.223
B4 82 42 0.925 0.419 0.008 0.707/0.148/0.145 0.707/0.037/0.256
B3 81 61 0.937 0.443 0.008 0.718/0.140/0.143 0.718/0.035/0.247
B3 81 41 0.901 0.381 0.008 0.718/0.144/0.138 0.718/0.036/0.246
B6 81 61 0.945 0.465 0.008 0.716/0.144/0.141 0.716/0.032/0.253
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Yahoo (YHOO)
Filter ACF P RMAE Hit Ratio Buy/Sell
B3 63 43 0.910 0.380 0.019 0.779/0.114/0.107 0.779/0.043/0.179
B4 63 43 0.919 0.398 0.019 0.780/0.118/0.101 0.780/0.038/0.182
B2 63 43 0.882 0.345 0.018 0.805/0.101/0.094 0.805/0.045/0.150
B3 82 62 0.946 0.463 0.023 0.701/0.154/0.144 0.701/0.036/0.262
B4 82 62 0.944 0.471 0.023 0.711/0.150/0.139 0.711/0.032/0.256
B2 82 62 0.916 0.414 0.022 0.713/0.146/0.141 0.713/0.045/0.242
B4 82 42 0.939 0.453 0.024 0.675/0.166/0.159 0.675/0.031/0.294
B3 81 61 0.952 0.479 0.024 0.681/0.163/0.155 0.681/0.037/0.282
B3 81 41 0.920 0.406 0.024 0.679/0.164/0.158 0.679/0.040/0.281
B6 81 61 0.956 0.484 0.024 0.686/0.162/0.151 0.687/0.034/0.280
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Chapter 4
Neural Network Models And
Learning Algorithms
As mentioned in Section 2.6, multi-layer perceptrons (MLPs) and radial basis functions
(RBFs) are two of the most popular types of neural networks that have been shown to
be universal approximators. In this thesis, we choose MLPs over RBFs for the following
reasons. First, an MLP normally uses less free parameters than an RBF does, since MLP
is a global approximator and RBF is a local approximator. Second, it has been suggested
that there exists certain relationship between these two types of networks according to
Maruyama, Girosi, and Poggio [94]. Specifically, an MLP network can always simulate a
RBF network arbitrarily well, and a RBF network can only approximate reasonably well
an MLP network with a sigmoid function.
In the chapter, we first overview neural network models in Section 4.1 from different
aspects, including their architecture, formulation, cross-validation, and learning algo-
rithms. We then present in Section 4.2 a new architecture, namely, the recurrent FIR
(RFIR) neural networks, along with generalized epochwise backpropagation through time
(EWBPTT) that is the building block for most gradient-based learning algorithms. We
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then present in Section 4.3 our new constrained formulation that emphasizes on violation
guidance. We further develop a new cross-validation method that can be incorporated
in learning. We then present in Section 4.4.2 our learning algorithm called violation-
guided backpropagation that is based on the Theory of Extended Saddle Point Condition
(ESPC) for continuous optimization.
4.1 Overview
Time-series predictions using ANNs have traditionally been formulated as an uncon-
strained optimization problem:
min
w
Eav(t0, t1) =
t1∑
t=t0
No∑
i=1
(oi(t)− di(t))
2, (4.1)
where No is the number of output nodes in the network, oi(t) and di(t) are, respectively,
the actual and desired outputs of the network at time t, w is a vector of all the weights,
and the training data consist of patterns observed at t = t0, · · · , t1. The unconstrained
problem is then solved by search algorithms, such as back-propagation (BP) and its
variants [134, 175, 56], simulated annealing [73] and genetic algorithms [48].
In ANN training, if the size of the network is too large, then the network does not
generalize well in its predictions. On the other hand, when the size of the network is small
(but still large enough to model the time series under investigation), then it is hard to
train it well by local search due to a lot of deep local minimum with suboptimal quality.
Extensive research has been conducted in the past on learning algorithms to design ANNs
with a small number of weights. However, these algorithms have limited success because
little guidance is provided in an unconstrained formulation. When a search is stuck in a
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suboptimal local minimum, the sum of squared errors in (4.1) does not indicate which
patterns are violated and the best direction for the trajectory to move to.
To address the issue on lack of guidance, we formulate ANN learning as a constrained
optimization problem in which the objective is to minimize the sum-of-squared errors of all
training patterns, while satisfying constraints that the error on each training pattern must
be less than a prescribed threshold [156, 157, 158]. A constrained formulation is beneficial
in difficult training scenarios because violated constraints provide additional guidance
during a search, leading the trajectory towards a direction that reduces overall constraint
violations. Another benefit of a constrained formulation is the ability to achieve even
training over the whole training set. An unevenly trained ANN that produces very small
errors in some segments of the training set and large errors in some other segments will
not generalize well to new patterns.
Cross validation entails the evaluation of errors between the actual and the predicted
outputs on a validation set during training. There are two classes of cross-validation
schemes. In open-loop single-step cross validation (or in short, single-step validation),
the external input to the ANN is always the true observed data from the validation
set, and the ANN is used to predict the next output in the validation set. In contrast,
in closed-loop iterative cross validation (or in short, iterative validation), the external
input to the ANN is the predicted output obtained in previous iteration(s). Since the
input in an iterative validation is predicted and may carry errors, a larger prediction
error is generally expected because error accumulates. The final network selected is one
that minimizes errors in either single-step or iterative validation or a function of the
two [56, 169].
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Traditional cross validations usually divide the set of training patterns into two dis-
joint subsets: one for training and another for validation. In general, the validation
set selected must be kept small, since patterns used in training and in validations are
disjoint, and it is important to use as many patterns as possible for training. However,
validations using only one set of patterns are not effective because the single set cannot
cover multiple regimes in multi-stationary time-series. To address this issue, we develop
a new cross validation approach that defines one or multiple validation sets within the
training set and that includes the error from each set as an additional constraint in a
constrained formulation.
The constrained formulation yields a constrained nonlinear programming problem
(NLP). We show in Section 4.4.1 that existing methods are not suitable for solving this
NLP when the size of the training problem is large (in terms of the number of weights
used and/or the number of patterns in the training set). To this end, we develop a new
training algorithm called violation guided back-propagation (VGBP) that exploits some
special properties of neural network training in order to improve its efficiency.
4.2 Recurrent FIR Neural Networks
In this section, we present the architecture of recurrent FIR neural networks (RFIR) used
in our work. We also present generalized epochwise backpropagation through time for
RFIR, which can be used to calculate the gradient of the learning objective in terms of
the mean squared errors.
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4.2.1 Architecture
In the literature, a variety of NN architectures have been studied for modeling time
series. Oftentimes, contradictory conclusions on which architecture is better were drawn
by different authors working on different experiments. For example, Horne and Giles [61]
concluded that “recurrent networks usually did better than TDNN except on the finite
memory machine problem”. But Hallas and Dorffner stated that “The results show that
recurrent neural networks do not seem to be able to do so (prediction) under the given
conditions” and “a simple feedforward network significantly performs best for most of
the nonlinear time series” [52]. Although a consensus on the best network may never be
reached, most researchers tend to agree that different applications may require different
architectures and suggest that “the efficiency of the learning algorithm is more important
than the network model used”[77].
The conclusions reached in previous work tell us that neither RNNs nor non-recurrent
NNs are superior to the other, and that a good training algorithm is of great importance.
These motivate us to design a new architecture called recurrent FIR neural network
(RFIR in short) that combines a recurrent structure and an explicit memory structure.
In addition, we need to design an accompanying efficient training algorithm.
A simple 3-layer RFIR is shown in upper panel in Figure 4.1. It’s similar to a regular
fully recurrent neural network except for the connection between two nodes modeled
by a multiple-tap FIR filter shown in the lower panel in Figure 4.1. The FIR structures
can explicitly store history information passing through the FIR filters, and the recurrent
structure is able to implicitly store history information for an indefinitely long period. We
believe that RFIRs are more suitable for some problems than either recurrent networks
or non-recurrent feedforward networks.
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Figure 4.1: Structure of recurrent FIR neural network (RFIR) and FIR filter. Each
thick line in RFIR represents a FIR filter. A single circle represents a regular node, a
double circle stands for a recurrent node, and a small square is a bias node with constant
input 1. A square with q−1 indicates a one-unit time delay.
There are different classes of recurrent neural networks, such as Elman’s neural net-
work (Elman), fully recurrent neural network (FRNN), and nonlinear autoregressive with
exogenous inputs (NARX). Similarly, depending on whether there is feedback from the
output layer to a previous layer and where this specific feedback goes, there are Elman-
like RFIR NNs, FRNN-like RFIR NNs, and NARX-like RFIR NNs within the general
structure of RFIR NNs. As a result, RFIR unifies many traditional MLPs, and a unified
general back-propagation algorithm for those different MLPs can be designed for the
general architecture.
The idea of combining FIR filters and a recurrent structure is not new. Aussem et al.
proposed a dynamical recurrent neural network (DRNN) [11, 8] by modeling synapses
136
as FIR filters in a fully recurrent network. There are two major differences between
RFIRs and DRNNs. First, DRNNs model a dynamic system described by differential
equations (i.e., the instantaneous change of the output of a node at time t is related to
its value at time t). As a result, in a DRNN, the output of a node is fed back without
any time delay. In contrast, the output of a node is fed back with at least one-unit time
delay in RFIRs. This difference makes the gradient computation of DRNNs much more
complicated and expensive, since it needs to find fixed equilibrium states of a series of
differential equations. Second, RFIR has a much more flexible structure than DRNN.
4.2.2 Generalized epochwise backpropagation through time
For a multilayer perceptron network, a backpropagation-like algorithm is usually pro-
vided for computing the gradient of an objective function, such as the mean squared
errors. The backpropagation-like algorithm for an RFIR network is called generalized
epochwise backpropagation through time (EWBPTT), as the errors propagate back in
time domain. Since there is no backpropagation algorithm available for RFIR networks,
and the generalized EWBPTT is the basis for our new learning algorithm presented in
Section 4.4.2, we present the generalized EWBPTT here in details.
For an L-layer RFIR, we include a bias node in each layer except the output layer. We
index bias node as Node 1, N(l) as regular nodes (see Figure 4.1) from 2 to N(l)+1, and
recurrent nodes starting from N(l) + 2. The number of taps for an FIR filter connecting
nodes between layer l and layer l+1 is denoted by T (l) with T (l)+1 coefficients. wli,j(m)
denotes the weight for the mth coefficient of the FIR filter that connects the ith node in
layer l + 1 and the jth node in layer l. The activation function for layer l is denoted by
ϕl(x). In our work, we use hyperbolic function tanh(αx) with α a constant, except that
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ϕL(x) can be a linear function in the output layer. Using these activation functions, the
derivative for y = ϕl(x) is given by
ψl(y) =

 ϕ
′
l(x) = α(1− y
2) if ϕ(x) is hyperbolic,
ϕ′l(x) = 1 if ϕ(x) is linear.
(4.2)
The output value of a node indexed as i in layer l at time t is denoted by sli(t), and
sli(t) = ψ(a
l
i(t)) for l ≥ 2 with a
l
i(t) being the input to the i
th node in the lth layer:
ali(t) = w
l−1
i,1 +
N(l−1)+1∑
j=2
T (l−1)+1∑
m=1
wl−1i,j (m)s
l−1
j (t + 1−m)+
N(l−1)+N(k)+1∑
j=N(l−1)+2
T (k)+1∑
m=1
wl−1i,j (m)s
l−1
j (t−m)
(4.3)
where k is the layer feeding back to layer l − 1. Note that when there is no recurrent
node in layer l−1, then the last term in (4.3) is dropped. The output oi(t) is same sLi (t).
Epoch-wise back-propagation through time (EWBPTT) proposed in [175] is used for
recurrent neural network training. Here, we give the generalized EWBPTT for RFIR
neural networks. Define network output error for node k at time t by
ek(t) = ok(t)− dk(t). (4.4)
The energy function over interval [t0, t1] is:
Eav(t0, t1) =
1
t1 − t0 + 1
t1∑
t=t0
N(L)∑
k=1
ek(t). (4.5)
The gradient of the energy function (4.5) over wti,j(m) can be expressed as follows:
∂Eav(t0, t1)
∂wli,j(m)
=
1
n
t1∑
t=t0
δli(t)s
l
j(t−m), (4.6)
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where n = t1 − t0 + 1. The local gradient δ
l
i(t) is computed through backpropagation as
follows:
δli(t) =


2ei(t)ψ
l+1(sl+1i+1(t)), if t = t1 and l = L− 1
(
2ei(t) +
N(l+1)∑
k=1
T (l′)+1∑
m≤t1 ,m=1
wlk,i+1+N(l)(m)δ
l′
k (t+m + 1)
)
ψl+1(sl+1i+1(t)),
if t < t1 and l = L− 1
(
N(l+2)∑
k=1
T (l+1)+1∑
m≤t1,m=1
wl+1k,i+1(m)δ
l+1
k (t +m)
)
ψl+1(sl+1i+1(t)),
if t = t1 and l < L− 1

N(l+2)∑
k=1
T (l+1)+1∑
m≤t1 ,m=1
wl+1k,i+1(m)δ
l+1
k (t+m)+
N(l+1)∑
k=1
T (l′)+1∑
m≤t1,m=1
wlk,i+1+N(l)(m)δ
l′
k (t+m+ 1)

ψl+1(sl+1i+1(t)),
if t < t1 and l < L− 1,
(4.7)
where 1 ≤ l ≤ L − 1, and index l′ is related to the recurrent node in a way that the
recurrent node in layer l is fed by the regular node in layer l′ + 1. For example, in an
FRNN-like RFIR, l′ + 1 equals l. When there is no recurrent node in layer l, then the
term involving δl
′
k is discarded.
The weights can now be updated along the negative gradient direction by means of:
∆wli,j(m) = −η
∂Eav(t0, t1)
∂wli,j(m)
, (4.8)
where η is a learning rate.
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4.3 Constrained formulation for ANN learning
Traditional ANN training for time-series predictions is formulated as an unconstrained
optimization as shown in (4.1). The unconstrained formulation can be solved by many
existing optimization algorithms, such as gradient-based methods and stochastic meth-
ods.
Gradient-based methods include backpropagation and its variants, Newton’s method
and its variants, quadratic programming, and many others. These gradient-based meth-
ods look for local optima of the objective function (e.g. mean squared errors). Once
a local optimum has been found, the search either stops or a random starting point is
provided for another local search. Hence, these methods do not have a good mechanism
to guide the search to find better solution once a local optimum has been reached.
Stochastic methods for neural network learning include simulated annealing (SA) and
genetic algorithms (GA). These methods do provide a mechanism to find global optimal
solution. But the global optimality is based on certain very restricted conditions that, in
theory, requires an infinite number of samples. When time is limited, these algorithms
can no longer guarantee to find optimal solutions. In practice, stochastic methods such
as SA and GA get trapped in local minima when run under limited time. The difficulty
of existing learning algorithms motivates us to search for a new formulation.
When the number of weights used in a network is relatively small, it is possible for
good solutions to reside in very narrow deep valleys while there may be lots of local
minima with poor solution quality in this very rugged search terrain. During a search,
those good solutions are very easily overlooked. The search is then most likely converged
to some poor local minimum and trapped there. Once the search is trapped, the objective
in (4.1) itself does not provide any guidance on which direction the search should go. On
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the other hand, when the number of weights in the network is too large, training may
become easier because there are more local minima. But when an excessive number
of parameters are used, the network tends to be overt-trained, especially when noise is
present and the generalizability of the network is poor. Generalizability is more severe
when the learning algorithm is so powerful that it fits the training data well enough to
take noise into account. In our work, we avoid over-sized neural networks, but focus on
designing efficient training algorithms.
Another disadvantage of an unconstrained formulation is uneven training. Because
the search always tries to find a point with a smaller energy function value, some parts
of the training data may be well trained, while other parts are not trained well enough.
Figure 2.10 clearly illustrates that there are some individual patterns that are signifi-
cantly under-trained when compared to most other patterns. Our experience shows that
ANNs with uneven errors in their training patterns usually perform poorly, especially in
multiple-regime stationary time series.
Due to the shortcomings of unconstrained formulations listed above, we develop a
constrained formulation for neural network training in this thesis. Using a constrained
formulation, when a search is trapped in a local minimum, those patterns that violate
constraints will provide guidance for the search. Moreover, in a constrained formulation,
we force individual patterns to achieve the same level of errors during a search.
4.3.1 Constrained formulation without cross-validation
During learning, we would like to identify those under-trained patterns and those that
do not need further training. The natural way to achieve this goal is to set a training
goal for each pattern and measure to what degree each pattern satisfies (or violates) the
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designated goal. For example, we can set the training goal for a learning pattern at time
t as follows:
hi(t) = (oi(t)− di(t))
2 ≤ τ(t), (4.9)
where oi(t) is the output of the i
th output node at time t, di(t) is the corresponding desired
output, and τ(t) is a small, positive predefined value. This inequality constraint requires
that the squared learning error for the pattern at time t not to exceed a predefined
threshold τ(t). Although τ(t) can vary with time, it is kept as a constant in most
examples presented in this work.
With a constraint on each individual training pattern, we present the simplest con-
strained formulation on ANN training for time-series predictions as follows:
minw Eav(t0, t1) =
t1∑
t=t0
No∑
i=1
max{(oi(t)− di(t))
2 − τ, 0}
s.t. ∀ i, t, hi(t) = (oi(t)− di(t))
2 ≤ τ. (4.10)
It is easy to see that for τ = 0, (4.1) and (4.10) are equivalent when training converges.
Using a non-zero τ across all patterns allows training to be done to within a uniform error
tolerance in case that smaller tolerances cannot be achieved. Other reasons on why a
non-zero τ should be used in training is addressed in Section 4.4.2.
Unlike general constrained optimization problems, the values for the constraint (oi(t)−
di(t))
2 functions in our constrained formulation have already been computed in the ob-
jective function.
In contrast to an unconstrained formulation that provides no guidance when a search
is stuck in a local minimum of the objective function, by using a constrained formulation,
the search still can use the constraints to provide guidance to escape from local minima.
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4.3.2 Cross-validation as additional constraints
Traditional cross-validations [144, 171] partition training data into two disjoint sets:
estimation subset and validation subset. The estimation subset is used for parameter
estimation or neural network learning in ANN models, whereas the validation subset
is used to prevent over-fitting. When a traditional validation process is used, the set of
weights that give the smallest validation error is selected as the parameters for the model.
A validation error can be defined by the mean squared errors or the normalized mean
squared errors in Chapter 1. For each validation set, there are two validation schemes,
each giving a validation error. One scheme is called single-step cross validation in which
the external input to the ANN is always the true observed data from the validation set.
In contrast, in iterative cross validation, the network performs predictions multiple steps
into the future. To do so, after the first iteration, the input to the ANN is the predicted
output in previous iteration(s), and the network treats the predicted data the same as
observed data.
The validation method with only one fixed validation set is called the hold-out
method [144, 145]. In this validation method, training stops when the validation er-
ror stops decreasing and begin increasing. This is also called the early stopping method
of training [107, 5]. The hold-out method is not desirable when training data is scarce.
A variant of this validation method is the multi-fold cross-validation method that uses
all the available training data for training [56] and that divides the available training
set into K subsets with K > 1. Each of the K trials of training is performed over all
subsets except one subset that is used for validation and a different subset is chosen as
the validation subset in each trial. Although this method can fully utilize all the training
patterns in training, it has the disadvantage of requiring an excessive amount of compu-
Test SetTraining Set
V1
V2
V3
Figure 4.2: Multiple validation sets in a training set. V1,V2 and V3 are three validation
sets.
tation [56]. An extreme case of the multi-fold method is the leave-one-out method in
which K is equal to number of training patterns. With only one pattern for validation
each time, this method is only useful when training data is extremely scarce.
In traditional cross-validation methods, validation is performed after a period of train-
ing and are not performed simultaneously. As a result, cross-validation does not provide
guidance on training directly, or actively, and it is only used as a stopping criterion for
training.
Another drawback for traditional validation is the use of a single objective. When the
time series studied contains multiple regimes, multiple objectives may be more desirable.
For example, one may want to minimize the mean square errors across the entire training
set, while at the same time one may also want to have a new objective for each regime
transition region in order to make sure that regime transitions are sufficiently modeled.
To overcome the drawbacks of traditional cross-validation methods, we introduce a
new cross-validation method that can utilize the whole training data for training and also
use multiple cross-validation subsets during any training epoch. Overlapped validation
sets are also allowed. Figure 4.2 illustrates the new cross-validation methods with three
validation sets, two of which are overlapped.
In our work, we use the normalized mean squared errors as our validation error. The
validation error for the ith output node from the kth, k = 1, · · · , v, validation set is
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defined as:
εk,i =
1
σ2iNk
tk,1∑
t=tk,0
(oi(t)− di(t))
2, (4.11)
where σ2k is the variance of the true time series in the period of [tk,0, tk,1], and Nk is the
number of patterns in the kth set.
The cross-validation errors are incorporated as constraints in (4.10):
min
w
Eav(t0, t1) =
t1∑
t=t0
No∑
i=1
max{(oi(t)− di(t))
2 − τ, 0}
s.t. hi(t) = (oi(t)− di(t))
2 ≤ τ, i ∈ [t0, t1]
hIk,i(w) = ε
I
k,i ≤ τ
I
k,i, k ∈ {1, 2, · · · , v} and i ∈ {1, 2, · · · , No}
hSk,i(w) = ε
S
k,i ≤ τ
S
k,i, k ∈ {1, 2, · · · , v} and i ∈ {1, 2, · · · , No}
(4.12)
where εIk,i (resp. ε
S
k,i) is the normalized mean squared errors of the iterative (resp. single-
step) validation errors on the ith validation set, and τ Ik,i and τ
S
k,i are predefined small
positive constants similar to τ .
Note that the iterative validation error is not in closed form; hence, there is no closed-
form gradient available for the iterative validation error. As a result, one cannot use the
corresponding gradient information to adjust neural-network weights, and (4.12) cannot
be solved by gradient-based optimization methods.
The constrained formulation also provides the flexibility of incorporating a priori
knowledge about the time series. For example, if we know in advance that the time
series under modeling has multiple regimes, then we can select multiple validation sets,
each corresponding to one regime.
145
Lo
w
−f
re
qu
en
cy
DAY
Low frequency target
Lag
Network output
Actual raw data
PRICE
Today
fil
te
rin
g 
en
de
d
Figure 4.3: Illustration of a constraint in the lag period for financial time-series predic-
tions. The raw data (stock price) should center around the low-pass data as well as the
ANN outputs.
4.3.3 Constraints on predictions in the lag period in noisy time
series
When low-pass filtering is applied in preprocessing noisy financial time series, the result-
ing low-pass data lags behind the original raw time series. However, in the lag period,
the raw data is available for learning. To take advantage of the available raw data and
to improve the prediction accuracy on preprocessed low-pass data, we include a special
constraint in the lag period. Let R(t) be the raw data, S(t) be the low-pass data, and
Sˆ(t) be the ANN output at time t (where t can be time during learning or time during
prediction). Since the low-pass curve is a smoothed version of the raw data curve, the raw
data in the lag period generally centers around the true low-pass curve. As the desired
output for ANN should be the low-pass data, the curve of the ANN outputs (Figure 4.3)
should also be centered by the raw data in the lag period. This observation motivates us
to add a new constraint in (4.12) on the difference between the raw data and the ANN
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outputs in the lag period [160]:
hlag =
t0∑
t=t0−m+1
Sˆ(t)−R(t) ≤ τ lag, (4.13)
where m is number of lag period data to be predicted. Note that R(t) is different from
d(t) in this problem, as d(t) is in fact a low-passed version of R(t). When hlag is small
enough, the predicted low-pass data is centered approximately around by the raw data
in the same way that the true low-pass data should be.
The constrained formulation for noisy time-series prediction is stated as follows.
min
w
Eav(t0, t1) =
t1∑
t=t0
No∑
i=1
max{(oi(t)− di(t))
2 − τ, 0}
s.t. hi(t) = (oi(t)− di(t))
2 ≤ τ,
hIk,i(w) = ε
I
k,i ≤ τ
I
k,i,
hSk,i(w) = ε
S
k,i ≤ τ
S
k,i,
hlag =
t0∑
t=t0−m+1
Sˆ(t)−R(t) ≤ τ lag.
(4.14)
Eq. (4.14) is a continuous nonlinear optimization problem with highly nonlinear con-
straints, where some of constraints do not have closed-form gradients, some constraints
are quadratic with closed-form expressions, and other constraints are in non-differentiable
closed-form. As a result, the traditional backpropagation algorithm, such as epochwise
backpropagation through time (EWBPTT), cannot be used for this constrained formu-
lation. To solve this problem, we have developed the violation guided backpropagation
algorithm in Section 4.4.2.
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4.4 Learning algorithm for constrained formulations
The learning algorithm presented in this thesis is based on the theory of Extended Saddle
Point Condition recently developed in our group [163, 154, 23, 164, 153, 155]. We first
summarize the theory for continuous constrained optimization in this section.
4.4.1 Theory of Extended Saddle Points for Continuous Non-
linear Programming
The constrained formulation (4.12) is a continuous constrained nonlinear programming
problem (NLP) with non-differentiable functions. The formulation, when applied to large
time-series predictions, cannot be handled by existing Lagrangian methods that require
the differentiability of functions.
Methods based on penalty formulations have difficulties in convergence when penalties
are not chosen properly. A recently developed Theory of Extended Saddle Point Condi-
tion for continuous constrained optimization [153] can be applied even when constraint
functions are not differentiable.
Since (4.12) is not differentiable, and may contain thousands of variables and tens
of thousands of constraints, the traditional backpropagation algorithm (and its variants)
and other gradient-based methods cannot be applied; and sample-base search algorithms,
such as genetic algorithms (GA) and simulated annealing, are too expensive in terms of
computation time when applied to solve (4.12). On the other hand, the newly devel-
oped Theory of Extended Saddle Point Condition [153] can be used to solve continuous
constrained optimization problem with non-differentiable functions. A more general con-
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tinuous nonlinear programming problem than (4.12) is defined as follows.
(Pc) : min
x
f(x) where x = (x1, · · · , xw)T ∈ Rw
subject to h(x) = 0 and g(x) ≤ 0,
(4.15)
where Rw is a w-dimensional continuous space, f(x) is continuous and differentiable,
h(x) consists of m continuous functions that may be non-differentiable, and g(x) consists
of r continuous functions that may be non-differentiable. The goal of solving Pc is to find
a constrained local minimum x? with respect to Nc(x?) = {x′ : ||x′−x?|| ≤  and ⇒ 0},
the continuous neighborhood of x?.
Traditional Lagrangian multiplier methods first transform (4.15) into following La-
grangian function:
L(x, λ, µ) = f(x) + λTh(x) + µTg(x), (4.16)
where λ = (λ1, · · · , λm)T ∈ Rm and µ = (µ, · · · , µr)T ∈ Rr. The original saddle point
condition is stated as follows ([79, 12, 85]): x? is a saddle point of Pc if there exist unique
λ? and µ? such that:
L(x?, λ, µ) ≤ L(x?, λ?, µ?) ≤ L(x, λ?, µ?) (4.17)
for all x that satisfies ||x− x?|| <  and all λ ∈ Rm and µ ∈ Rr.
The original saddle point condition (4.17) is too restricted as it requires to find the
unique λ and µ. The Theory of Extended Saddle Point Condition for (4.15) provides a
much more relaxed approach to solving (4.15). The theory can be summarized in four
definitions and one theorem.
Definition 1. Point w is a CLMc, a constrained local minimum, of Pc if x
? is feasible
and f(x?) ≤ f(x) for all x ∈ Nc(x?).
Note that in (4.12), a CLMc is the same as a feasible point.
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Definition 2. The l1-penalty function for Pc in (4.15) is defined as follows:
Lc(x, α, β) = f(x) + α
T |h(x)|+ βT max(0, g(x)), (4.18)
where |h(x)| = (|h1(x), · · · , |hm(x)|)T and max(0, g(x)) = (max(0, g1(x)), · · · ,max(0, gr(x)))T ;
and α ∈ Rm and β ∈ Rr are penalty vectors.
Definition 3. Subdifferential [153], Dx(φ(x), ~p), of function φ along direction ~p ∈ X is
defined as:
Dx(φ(x), ~p) = lim
→0
φ(x+ ~p)− φ(x)

. (4.19)
Definition 4. Constraint qualification for the extended saddle-point condition (ESPC) [153].
Solution x? meets the constraint qualification if there is no direction ~p ∈ X along which
the subdifferentials of continuous equality and continuous active inequality constraints
are all zero. That is,
@~p ∈ X such that Dx(hi(x
?), ~p) = 0 and Dx(gi(x
?), ~p) = 0∀i ∈ Ch and j ∈ Cg, (4.20)
where Ch and Cg are, respectively, the sets of indices of continuous equality and contin-
uous active inequality constrains.
Theorem 1. Necessary and sufficient extended saddle point condition on CLMc [153]
of (Pc). Suppose x
? ∈ Rw is a point in the continuous search space of Pc and satisfies
the constraint qualification condition (4.20), then x? is a CLMc of Pc if and only if there
exist finite α? ≥ 0 and β? ≥ 0 such that, for any α?? > α? and β?? > β?, the following
condition is satisfied:
Lc(x
?, α, β) ≤ Lc(x
?, α??, β??) ≤ Lc(x, α
??, β??) (4.21)
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for all x ∈ Nc(x
?) and all α ∈ Rm and β ∈ Rr. Point (y?, α??, β??) is called an extended
saddle point. In the following sections, we simply call an extended saddle point (ESPc) a
saddle point.
As the objective function in (4.12) is continuous and differentiable, and constraints
are all continuous, there is no problem in applying Theorem 1 to (4.12). To apply the
Theorem 1 to solve (4.12), we transform it into an an l1-penalty function:
L(w, β) = Eav(t0, t1) +
t1∑
t=t0
No∑
i=1
(βi(t)φ(hi(t)− τ)) +
∑
j=I,S
v∑
k=1
No∑
i=1
(
βjk,iφ(h
j
k,i − τ
j
k,i)
)
, (4.22)
where φ(x) = max{0, x}, and βi(t) and β
j
k,i are penalties for individual pattern con-
straints and other constraints, such as cross-validation constraints.
In the next section, we present an efficient algorithm to solve the l1-penalty function
(4.22) with non-differentiable terms.
4.4.2 Violation-Guided Back-Propagation
The nice feature of ESPC over the original saddle-point condition (4.17), is that, there
exist relaxed α?? and β?? instead of a unique pair as in the original saddle-point condition
(4.17). Since (4.12) only has inequality constraints, we only need to find β??. In this
section we describe an efficient algorithm to look for ESPc for (4.22). The general
framework to look for ESPc can be found in [153] and is highlighted in the shaded box
in Figure 4.4. It consists of two parts: one performing descents in w space and another
performing ascents in the penalty β space. In updating β, we start from β = 0 and
perform incremental updates in order to find β?? as discussed in [153, 155, 23]. As
indicated earlier, random sampling on continuous w is too inefficient to be applied in
a problem with a large number of weights/patterns. To overcome the inefficiency, we
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Figure 4.4: An iterative learning procedure using a constrained formulation for ANN
time-series prediction. The shaded box represents the routine to look for ESPc. R&T
stands for our relax-and-tighten strategy.
propose in Section 4.4.2.1 to use BP to compute an approximate gradient direction for
guidance. Since gradient descents may lead to infeasible local minima (i.e., points that
are local minima of the objective function but do not satisfy all the constraints), we
present a new annealing strategy in Section 4.4.2.2 to help escape from such points.
Last, we exploit special properties in the constrained formulation for ANN time-series
predictions and present in Section 4.4.3 a new relax-and-tighten strategy to successively
tighten constraints as more relaxed constraints are satisfied. The strategy is depicted
in the two boxes in the left in Figure 4.4. The strategy greatly accelerates the search
performance in practice.
4.4.2.1 Framework to look for ESPc
The w loop in Figure 4.4 performs descents in w space by generating candidates in Box
(A) and by accepting the candidates generated using deterministic or annealing rules in
Box (B). Occasionally, the β loops carries out ascents in β space by generating candidates
in β space in Box (C) and by accepting them using deterministic or annealing rules in
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Box (D). In this subsection we present the functions of Boxes (A), (C) and (D) and leave
the discussion of Box (B) to the next subsection.
For a learning problem with a large number of weights and training patterns, it is
expensive to test each point generated in Box (A). Hence, it is essential that the point
generated be a likely candidate to be accepted. Since (4.22) is not differentiable, we choose
to implement an approximate gradient direction by setting output error e
′
i(t)← βi(t)ei(t),
applying (4.6) and (4.7) to compute the gradient of the sum-of-squared errors of e
′
i(t),
and generating a trial point by an approximate gradient and step size η. In this way, a
training pattern with a large error (through its corresponding penalties) will contribute
more in the overall gradient direction, leading to an effective suppression of constraint
violations.
Step size η used in deriving a candidate point must be dynamic because the same
candidate point will be generated using a fixed η and a deterministic gradient algorithm
if the previous point is rejected. This strategy is essentially the same as a line search
used in descent algorithms such as Newton’s methods. In our algorithm, we generate
η uniformly in (0, η0) each time a candidate point is derived, and adapt η0 dynamically
based on the acceptance ratio a of candidate points generated. The reason for the latter
strategy is that a high a indicates that the current search region is promising, leading to
increases in η0 and larger step sizes. On the other hand, a low a indicates that the step
size is too large for the current search terrain, leading to decreases in η0 and smaller step
sizes. After extensive experiments, we choose to change η0 as follows:
η0 ←−


η0 ∗
(
1 + 2(a−0.7)
1−0.7
)
if a > 0.7
η0 ÷
(
1 + 2(0.5−a)
0.5
)
if a < 0.5.
(4.23)
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This rule tries to keep the acceptance ratio between 0.5 and 0.7. In this way the search
performs descent with a high probability and avoids performing pure local descent all
the time.
Box (C) in Figure 4.4 increases β as follows:
β ←− β + 1 if true violation > 1.1τ, (4.24)
where τ is the violation tolerance defined in (4.12) and (4.22). This rule penalizes a
violated constraint relative to τ . We do not generate β probabilistically because we like
their effects on guidance to take place as soon as possible. For the same reason, Box (D)
accepts every β update deterministically in order to allow the search to perform ascents
in β space.
4.4.2.2 Probabilistic acceptances in w space
Since the gradient direction computed by BP does not consider constraints on cross
validation and its step size is chosen heuristically, it is possible for a search to get stuck
in infeasible local minima. In previous studies, restarts are often used to help escape from
such points. However, our experimental results have shown that uncontrolled restarts
may lead to a loss of valuable local information collected during a search. In this paper,
we study stochastic methods to accept candidate points that lead to descents in w space.
In Box (B), we introduce an annealing strategy that decides whether to go from the
current point (w, β) to a new trial point (w′, β) according to the Metropolis probability:
AT (w
′,w)|β = exp
{
(L(w)−L(w′))+
T
}
, (4.25)
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where x+ = min{0, x}, and T is a temperature parameter introduced to control the
acceptance probability. We discuss schemes for setting T in Section 4.4.5 after presenting
the violation-guided backpropagation.
4.4.3 Relax-and-tighten (R&T) strategy
In this section, we discuss methods for setting violation tolerance τ in (4.12) and (4.22).
It is undesirable to set τ to 0 initially in a search because we do not know whether such a
violation tolerance can be achieved by the search. Moreover, setting τ to 0 will result in
considerably large violations in each pattern, leading to large β’s, a rugged search space,
and a more difficult search. On the other hand, if we set a loose τ > 0 initially, then
most constraints can be satisfied easily, and the algorithm can focus on the few patterns
with large constraint violations and increase their corresponding β’s.
Another observation is that the progress of a search differs substantially for different
fixed τ ’s. These differences are illustrated in Figure 4.5 that shows the average maximum
violations for different N (number of evaluations) over five independent runs. When
N is small, there is little difference in the maximum violations. The violation-guided
backpropagation algorithm presented in Section 4.4.4 is used in all the experiments, and
the temperature parameter is fixed as described in Section 4.4.5. As N is increased, runs
with larger τ ’s have faster decreases in the maximum violation than those with smaller τ ’s.
Eventually, all the curves level off when either all the constraints are almost satisfied using
the specified τ or further improvement is impossible using the given network topology.
The figure also shows a steeper rate of decrease of maximum violations with larger τ ’s.
Our R&T strategy exploits the different convergence behavior due to the different
τ ’s by dynamically adjusting τ during a search in order to achieve fast convergence in
155
0.03
0.1
0.3
1
3
1 10 100 1000 10000
M
ax
im
um
 V
io
la
tio
n
N (number of evaluations)
R & T
τ = 0
τ = 0.05
τ = 0.1
τ = 0.15
τ = 0.2
Figure 4.5: Decreases of the maximum violation over all training patterns for the MG17
time series when different initial violation tolerance τ ’s (broken lines) are used and when
our relax-and-tighten (R&T) strategy (solid line) is used.
the search. This is done by choosing a loose τ initially and by tightening τ ← βτ
when the true maximum violation of constraints satisfies maxi{hi(t)} ≤ (1 + γ)τ , where
0 < γ < β < 1. In this way, the search will try to use the largest possible τ at any time
and will switch to a smaller τ as the convergence behavior using the original τ levels off.
Figure 4.5 illustrates the behavior of our R&T algorithm. Initially, we set τ = 0.2,
leading to the steepest convergence behavior. When the convergence behavior levels
off, we switch to τ = 0.15 by tightening the constraints, again leading to the steepest
convergence behavior for the range of N used. By repeatedly tightening the constraints,
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the convergence behavior of R&T is effectively the envelope of the best convergence
behavior at any time.
The choice of the initial τ is not critical to convergence as long as it is large enough.
This is true because the larger the τ is, the steeper will be the curve and the shorter
the amount of time before it levels off. In this case, R&T will tighten τ quickly. In our
implementation, we set our initial τ = 0.8 maxi{hi(t)} over all the constraints, β = 0.95,
and γ = 0.1. Around those values set, convergence is not sensitive to the different β’s
and γ’s.
The R&T strategy works in a constrained formulation of ANN learning because all
the constraints are defined in the same range (limited by the activation function) and
all the constraints have similar magnitudes. In a general constrained NLP in which
constraint violations may vary in large ranges, it will be necessary but difficult to define
different amount of relaxations for different constraints. As a result, R&T does not work
well in solving general constrained NLPs. Research on applying R&T to solving general
constrained NLPs is under investigation in our group.
4.4.4 Violation-guided backpropagation algorithm
Figure 4.6 shows the violation-guided backpropagation algorithm (VGBP) with the R&T
strategy included. A detailed explanation for this algorithm is presented below.
Line 2 initializes the parameters used in VGBP. Weights w can be generated randomly
or assigned beforehand. β’s are set to zeros by default. η0 is set to be 1 and adjusted
dynamically. The default setting for T is discussed in Section 4.4.5. NS is the ratio of
the frequencies of updating w and β. The default value for NS is 20. The initial τ is set
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1 procedure VGBP
2 set initial w = (w, β), η0, T , NS, τ ;
3 run one pass of the feed-forward process;
4 while stopping condition is not satisfied do
5 for k ← 1 to NS do
6 for t← t0 to t1
7 for i← 1 to No
8 ei(t)← βi(t)ei(t)
9 end for
10 end for
11 run BP to obtain δw;
12 accept w′ ← w + δw using (4.25);
13 set τ ← 0.95τ if maxi{hi} ≤ 0.1τ
14 end for
15 adjust β according to constraint violations;
16 adjust η0 according to acceptance ratio a
17 end while
18 end procedure
Figure 4.6: Procedure of violation-guided back-propagation algorithm. Refer to Sec-
tion 4.4.4 for a detailed explanation for each line. ei(t) is error between the network
output and the desired output defined in (4.4).
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to be 0.8 times of the maximal violation of constraints on individual patterns. Other τ ’s
(e.g. τ I) can be set in a similar way. This step relaxes the constraints first.
Line 3 runs the feedforward process once in order to gather information on the objec-
tive and the constraints before testing the stopping criterion in Line 4. If the stopping
criterion is met, then training is done; otherwise, proceed to Line 5.
Lines 6 to 10 penalize the network-output error ei(t) by penalty βi(t) according to the
constraint violation of the ith pattern at time t. Lines 11 and 12 generate a new sample
in the weight subspace by using backpropagation and then determine whether to accept
the generated sample using the Metropolis probability.
Line 13 tightens the constraints if all the constraints are close to be satisfied. This is
the stage for tightening the constraints in the relax-and-tighten strategy.
After repeating the process in Lines 6 to 13 NS times, the procedure updates penalty
β’s in Line 15 according to constraint violations. It also updates step size η0 in Line 16
according to the sample acceptance ratio.
The process is repeated until the stopping criterion is met in Line 4.
4.4.5 Parameters in VGBP
In this section, we summarize the values of parameters used in VGBP.
Figure 4.7 plots the progress of the mean squared errors (MSE) defined in (4.1) of
training an ANN in order to predict the Mackey-Glass-17 time series (in short MG17)
by using two fixed temperatures: T = 1 and T =∞, respectively. (The MG17 is used as
a running example throughout this section unless otherwise specified.)
When T = ∞ is combined with restarts, the algorithm accepts every trial point
generated in the same way as traditional BP. Figure 4.7 illustrates this behavior that
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Figure 4.7: Progress of MSE defined in (4.1) for T = 1 and T =∞ during the learning
of an ANN to predict the MG17 time series.
shows the search exploring a local region in the first 4000 evaluations, getting stuck in
an infeasible local minimum, and restarting to a new point without keeping any history
information.
On the other hand, using T = 1 allows the search to accept trial points according to
(4.25) and rejects poor points with high probability. Consequently, the algorithm keeps
implicitly the history information of points searched in the past and progresses smoothly
without escaping into poor regions blindly.
In contrast to conventional annealing schedules that start a search at high tempera-
tures and that decrease the temperature to zero as time runs out, we use a fixed tempera-
ture throughout the search. Our strategy was chosen in order to de-emphasize the effect
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Figure 4.8: Decreases of the maximum violation over all constraints for the MG(17)
time series between using a fixed temperature (T = 5) and using a schedule of decreasing
temperatures (T0 = 5, Ti+1 = 0.25Ti and Ti+1 = 0.95Ti every 4000 evaluations, T∞ =
0.0003, and η0 was adjusted every 50 evaluations).
of local searches at low temperatures. At low temperatures, annealing rejects almost
every trial point with worse quality. Since backpropagation performs local descents all
the time, if it is performed at low temperatures, then the search will over-emphasize on
local searches and may miss the opportunity to escape from a local minimum. Using a
fixed temperature (but not a fixed low temperature) allows a search to always have an
opportunity to explore better regions.
Figure 4.8 compares the progress in maximum constraint violations when a fixed tem-
perature is used as compared to the progress when a dynamically decreasing temperature
161
schedule is used. At high temperatures, the maximum violation drops quickly, and there
is little difference in the performance in both two cases. This is because both a global
search and a local search are enabled at those temperatures. The difference comes at
low temperatures in a dynamic temperature schedule. In comparing the two cases in
which a dynamic temperature schedule is used, there is almost no progress since itera-
tion 21000 for the case when Ti+1 = 0.25Ti, but there is still some progress for the case
when Ti+1 = 0.95Ti. Clearly, the one using a fixed temperature outperforms the other
cases. This is due to the fact that at low temperatures, a local search is over emphasized,
and the search has little chance to explore other regions.
In VGBP, we set
T = αNpR, (4.26)
where Np is the number of training patterns and is known when training begins, R is the
range in which ANN outputs are normalized and is set to a default value of one, and α
is a constant. T should be proportional to Np because (4.22) is proportional to Np when
all the patterns have approximately the same level of violations. Likewise, T should be
proportional to R because R affects (4.22) in a similar manner.
Figure 4.9 shows the average nMSE’s over 10 runs of VGBP under different α’s for
MG17, MG30, and sunspots. Since VGBP is robust over a wide range of α ∈ [10−6, 10−2],
we set the default α to be 10−3 in our implementation.
We further set η0 in (4.23) to be 1.0. Since η0 is adjusted dynamically, its initialization
has no significant impact on performance. The setting of τ , β and γ in R&T has been
discussed in Section 4.4.3.
In short, all the parameters in VGBP are set either by default or automatically, with
no tuning required by users during training.
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Figure 4.9: Robustness of VGBP with respect to α in predicting the MG-17, MG-30,
and sunspots time series.
4.5 Summary
In this chapter, we have presented a recurrent FIR neural network that unifies a recurrent
neural network and an FIR neural network. We have also introduced a constrained
formulation for artificial neural network models. In the constrained formulation, we have
shown schemes for setting constraints on individual patterns, cross-validation sets, and
other user-defined constraints. By using constraints, we can optimize multiple objective
functions simultaneously. We have further developed a new learning algorithm called
violation-guided backpropagation based on the theory of extended saddle points. Finally,
we have studied the selection of parameters and a relax-and-tighten strategy in order to
make the search more efficient.
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Chapter 5
Experimental Results On Near
Noiseless Chaotic Time Series
In this chapter, both real-world time series, such as laser intensity and yearly sunspots,
and artificially generated chaotic time series, including Mackey-Glass-17 (MG17), Mackey-
Glass-30 (MG30), Henon map, Lorenz attractor, and Ikeda attractor, are studied using
various architectures trained by VGBP. The performance is measured by both the nMSE
of predictions and the number of ANN weights.
5.1 Real world time-series
The sunspots time series and the laser intensity time series are two sets of widely studied
standard real world time-series benchmark in the literature. In order to give a good
comparison with previous work, we study these two sets of benchmarks in our work.
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Figure 5.1: Sunspots time series. Dashed vertical lines divide the training and testing
sets.
5.1.1 Sunspots time series
Sunspots contains yearly averaged sunspots numbers from 1700-1994. In order to compare
our prediction results with previous work, in the experiments, we use data from 1700-1920
for training and evaluate single-step predictions on four durations (1921-1955, 1956-1979,
1980-1994, and 1921-1994). The architecture used in our work is an Elman recurrent
neural network with only 2 hidden units. We use only two hidden units for sunspots time
series, which may be the smallest number of hidden nodes one can use in this problem.
For the same problem, Wan used 113 weights [167] in a feedforward FIR network, and
Aussem used 30 weights [8] in a dynamical recurrent network. In those studies, the
performance before 1955 is rather accurate, but the performance degrade significantly
after 1955.
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To compare the performance of constrained formulations and our proposed cross-
validation methods with traditional formulation and traditional cross-validation, we
trained an ANN for an application using a fixed amount of time (roughly 23-25 sec-
onds on a Pentium III 450MHz machine running Solaris 7) by each of the following five
methods.
1. SA: Unconstrained formulation trained by SA (using the SIMANN [47] package
with its sample generation replaced by EWBPTT) without cross-validation,
2. SA&V1: Unconstrained formulation trained by SIMANN [47] with traditional
cross-validation, using sunspot patterns from 1901 to 1920 as the validation set,
3. VGBP(NV): Constrained formulation trained by VGBP but without cross-validation,
4. VGBP(V1): Constrained formulation trained by VGBP with traditional cross-
validation, using sunspot patterns from 1901 to 1920 as the validation set, and
5. VGBP(V2): Constrained formulation trained by VGBP with proposed cross-validation,
using sunspot patterns from 1881 to 1920 as the validation set.
For each method, we run the program multiple times in order to reach a 95% con-
fidence of the mean behavior within 10% of the values presented; i.e., the program is
repeated (with different initial weights) until the true mean nMSE a has 95% confidence
to fall into the interval of [a¯− a¯/10, a¯+ a¯/10] where a¯ is the measured average nMSE of
the prediction. The less number of runs needed to reach such a confidence interval, the
more consistence the method exhibits.
Table 5.1 compares the average test performance of the five methods. The much
better results of VGBP(NV) over SA on all four test durations (without cross-validation)
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Table 5.1: Average test performance by different formulations and cross-validation
methods on sunspot. (Each entry in the second through the fifth columns represents
a mean value with 95% confidence and ±10% of the value indicated. The last col-
umn shows the number of runs needed to achieve the required level of confidence. Bold
numbers indicate the best results. Each run took approximately 24 to 26 seconds on
a 450-MHz Pentium-III computer under Solaris 7. The ANN used has one input, two
hidden units, one output, and 11 weights.)
Method 1921-1955 1956-1979 1980-1994 1921-1994 Runs
BP 0.043286 0.085110 0.045041 0.058779 27
BP&V1 0.057859 0.106697 0.058096 0.075161 37
SA 0.052306 0.113958 0.055074 0.076735 28
SA&V1 0.081943 0.138510 0.086798 0.102199 76
VGBP(NV) 0.035385 0.061361 0.039559 0.045554 10
VGBP(V1) 0.042079 0.086607 0.051244 0.060784 18
VGBP(V2) 0.034288 0.053549 0.034236 0.040634 4
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demonstrate the merits of using constraints in the problem formulation. The table also
shows that traditional cross validation does not work well in both unconstrained and
constrained formulations. This may be attributed to the facts that the test set (20
patterns) takes up patterns in the already small training set (220 patterns), and that the
choice of the test set may not be the best. The last column of Table 5.1 illustrates the
rather erratic training behavior of SA and SA&V1 in which each method needs a large
number of runs in order to reach the specified confidence of the mean behavior within
10% of the values presented. Finally, the table shows that VGBP(V2) has the best test
performance among the five methods over the four test durations, and that it requires the
least number of runs to reach the given confidence interval. The stability of VGBP(V2)
has also been observed in 100 runs of the algorithm. In the following, VGBP stands for
VGBP(V2) which is the VGBP algorithm based on a constrained formulation using the
proposed cross-validation method.
Table 5.2 compares the prediction results of the VGBP algorithms and some previous
results. The table shows that VGBP achieves much better predictions of all prediction
periods of all four prediction durations. The prediction is especially more accurate than
predictions from previous work in the last stage (duration 1980-1994). This indicates that
the ANN we have obtained captures the underlying chaotic behavior more accurately
than models found in previous work. Several factors may contribute to this achievement.
First, we have used less weights than previous designs (especial for nonlinear models).
This may effectively prevent over-fitting and increase generalizability. Second, due to
our proposed cross-validation method, we were able to train the network using the whole
training data, without using the scarce training data only for cross-validations. Last, the
network is well trained by VGBP as shown in Table 5.2.
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Table 5.2: Single-step test performance in nMSE on sunspot for AR(12) [167],
WNet [174], SSNet [117], DRNN [8], COMM [167], ScaleNet [44], and VGBP. Boxed
numbers indicate the best results. N/A stands for data not available. n represents the
number of weights used. The second column shows the number of weights/free variables
in each method.)
Method n
Training Single-Step Testing
1700-1920 1921-55 1956-79 1980-94 1921-94
AR(12) 12 0.128 0.126 0.36 0.306 0.238
WNet 113 0.082 0.086 0.35 0.313 0.219
SSNet N/A N/A 0.077 N/A N/A N/A
DRNN 30 0.105 0.091 0.273 N/A N/A
COMM N/A 0.079 0.065 0.24 0.188 0.148
ScaleNet N/A 0.086 0.057 0.13 N/A N/A
VGBP 11 0.0559 0.0337 0.0524 0.0332 0.0397
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5.1.2 Laser intensity time series
The Laser time-series, introduced in the Sante Fe Institute Time Series Prediction and
Analysis Competition during the fall of 1991 [173], is a set of chaotic intensity pulsation
of an NH3 laser in a clean experimental environment. The laser time series is plotted in
Figure 2.11. The first 1000 data items are to be used as training data, and the next 100
are to be predicted in the competition.
There is little noise in the measurement. But as clearly seen from Figure 2.11, it
contains two regimes: the regular regime and some corruptions alternate. This a priori
knowledge can be embedded in training by choosing two validation sets: one cross-
validation set, consisting of data 590 to data 639, covers the corruption point, and the
other cross-validation set, containing the last 100 data in the training set, ensures that
the short-term prediction is reliable. The architecture we have used in this experiment is
an Elman recurrent neural network with a 20-node hidden layer. There are 461 weights
in this ANN.
In the Sante Fe Competition, Wan’s FIR-NN [169] took the first place. In the com-
petition, Wan reserved the last 100 data (data 901-1000) for cross-validation. Wan also
pointed out that the last 100 data does not contain intensity corruption, and he ran
iterative predictions starting near point 550 through point 600 in order to determine
how well the network predicted the known corruptions. Hence, Wan used multiple cross-
validation sets as we did in our study. The difference lies in how to handle multiple
cross-validation errors. In our case, we treat each validation error as a constraint. While
in Wan’s approach, the “training was halted when an acceptable iterated prediction was
achieved” [169]. We believe that our method of handling multiple cross-validation sets is
170
Table 5.3: Single-step and iterative test performance in nMSE on laser. (The test set
consists of patterns from 1001 to 1100. As a comparison, we also computed nMSE on
single-step as well as iterative predictions for patterns 1001-1050 in the test set. Boxed
numbers indicate the best results; N/A stands for data not available.)
Method
Number of Training Single-step predictions Iterative predictions
weights 100-1000 1001-1050 1001-1100 1001-1050 1001-1100
FIR network [169] 1105 0.00044 0.00061 0.023 0.0032 0.0434
ScaleNet [44] N/A 0.00074 0.00437 0.0035 N/A N/A
VGBP (Run 1) 461 0.00036 0.00043 0.0034 0.0054 0.0194
VGBP (Run 2) 461 0.00107 0.00030 0.00276 0.0030 0.0294
more systematic. After Wan’s work, Geva used multiple feedforward neural networks to
train and predict the laser time series, but he was not as successful as Wan was.
Table 5.3 lists the prediction results of the VGBP algorithm based on a constrained
formulation and our proposed cross-validation method. Wan’s result along with another
recent results are also listed in the table for comparison. Table 5.3 shows that VGBP
improves over the previous algorithms in terms of prediction quality. In this time series,
Wan used 1105 weights (on 1000 available training data) in order to capture the multiple
regimes (mainly the corruption position). In our network, only 461 weights were used,
yet we achieved better results. By embedding the turning points into cross-validation
sets, we were able to take care of multiple regimes more effectively.
Figure 5.2a shows the single-step prediction achieved by VGBP, and Figure 5.2b plots
the iterative prediction results. In single-step predictions, the prediction is remarkably
accurate until it comes to the corruption point; at that point our ANN drifts away from
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Figure 5.2: Single-step (a) and iterative prediction results of an ANN trained by VGBP
for the laser time-series. The solid line plots the actual data and the dashed line represents
the prediction data.
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the actual data a little bit; after the corruption point, our ANN regains high accuracy
quickly. For iterative predictions, before the corruption point, the predictions are very
accurate before the network successfully predicts the corruption point. The predictions
then recover from corruption but with some phase shift. Note that it is inevitable that
iterative predictions diverge from the actual time series when the prediction horizon
becomes long.
5.2 Artificial chaotic time series
In this subsection, we compare the performance of our proposed neural-network model
trained by VGBP and those of previous work, especially Wan’s work [169] and Aussem’s
work [8]. Four sets of well-known chaotic time series are studied: Machey-Glass, Henon
map, Lorenz attractor, and Ikeda attractor.
5.2.1 Mackey-Glass
The Mackey-Glass chaotic time series comes from the delay-differential equation:
dx
dt
= −0.1x(t) +
0.2x(t−∆)
1 + x(t−∆)10
. (5.1)
A fourth order Runge-Kutta technique was used to simulate the chaotic series with the
delay ∆ set to 17 and 30, respectively. The initial conditions for the differential equation
in (5.1) used in the simulation was x(t) = 0.9 for 0 ≤ t ≤ ∆, and the sampling rate
was set to τ = 6. The parameters and initial conditions used here are the same as those
used in [169, 8]. The resulting two series are called MG17 and MG30 and are plotted in
Figure 5.3.
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Figure 5.3: MacKey-Glass time series with (a) ∆ = 17 and (b) ∆ = 30.
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To train the Mackey-Glass time series, Wan used 196 weights [169], and Aussem used
197 weights [8]. The training set consists of the first 500 data; iterative predictions are
performed starting from data 501 to 600; and single-step predictions are carried out from
data 501 to 2000.
In our work, we use RFIR neural networks with a much smaller number of weights
to train the two sets of Mackey-Glass time series. A small network will lead to better
generalizability. In both time series, the same RFIR neural network architecture was
used. The node configuration is 1 : 6 : 1 (1 input node, 6 hidden nodes, and 1 output
node), and filter orders are 4 : 1 : 0 (4-tap filter connecting to the input node, 1-tap
filters for the connections between the input node and the hidden nodes, 1-tap filters in
the connections between the hidden nodes and the output node). Indeed, our VGBP
achieves much more accurate iterative predictions as compared to those of [167] and [8].
The iterative prediction nMSE for the duration 501-600 can be as small as 0.018 for MG17
and 0.0064 for MG30. The iterative prediction results are plotted in Figure 5.4 for both
MG17 and MG30. The figures show that our iterative predictions are very accurate for
as long as 100 steps. Aussem pointed out in [8] that “The less information presented at
the input, the more perturbed is the input/output mapping” and he used this reasoning
to explain why his DRNN (with 5 past inputs) had better short-term prediction and
worse long-term prediction than Wan’s FIR NN (with 9 past inputs). Aussem might
be right if none of the two networks (Wan’s FIRNN and Aussem’s DRNN) was trained
much better than the other one. We used only 5 past data (due to the use of a 4-tap FIR
filter connected to the input node) in our network but still can achieve much better long
term prediction than Wan’s network with 9 inputs. The success can be attributed to the
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facts that our network was well trained with our training algorithm and that a smaller
network was used. These lead to better long term generalizability.
Table 5.4 compares the single-step prediction performance of our VGBP for both sets
of Mackey-Glass time series with previous work. Wan’s FIR NN and Aussem’s DRNN
performed reasonably well on these two time series. Our networks were able to achieve
an nMSE near 200 times smaller than either of their results for MG17 and near 40 times
better for MG30 even with less than two third of the weights they used.
For iterative predictions, it may be hard in general for chaotic time series, since they
are unpredictable by nature. For this reason, DRNN [8] did not emphasize on its iterative-
prediction performance [9]. However, our results show that it is possible to predict at
least the first 100 steps for the Mackey-Glass time series (starting from data 501 up
to data 600). Figure 5.4 plots the iterative predictions of the ANN found by VGBP
and that by Wan’s algorithm for MG17 and MG30. The figure shows that our iterative
predictions are accurate for as many as 100 steps, while Wan’s iterative prediction after
70 steps diverged from the actual data. In Aussem’s work, significant divergence can be
observed ([9]) in the iterative prediction from roughly the 40th step. Numerically, VGBP
was able to achieve iterative-prediction nMSE’s of 0.018 for MG17 and 0.0064 for MG30,
respectively. In contrast, applying Wan’s training algorithm on FIR-NN [167] leads to
iterative-prediction nMSE’s of 0.3832 for MG17 and 0.1487 for MG30. Unfortunately
the software for Aussem’s work is not available for us to repeat his experiments (per our
personal communication with Aussem [9]).
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Figure 5.4: A comparison of 100-step iterative predictions on two sets of Mackey-
Glass time series. Solid lines represent the actual data; long dashed lines indicate the
predicted data using VGBP; and short dashed lines are prediction results by running
Wan’s FIR-NN training algorithm in [169]. Our predictions (long dashed lines) are almost
indistinguishable from the actual data for the most part of the two graphs.
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Table 5.4: Normalized mean square errors for single-step prediction errors for the
MacKey-Glass time series (1500 steps) using different prediction models.
Model
nMSE network filter Number of
∆ = 17 ∆ = 30 nodes taps weights
Linear 0.320 0.375 – – –
Poly 0.020 0.061 – – –
Rational 0.102 0.0699 – – –
Loc(1) 0.0518 0.0837 – – –
Loc(2) 0.0228 0.432 – – –
RBF 0.0194 0.0408 – – –
MLP 0.0183 0.0498 – –
FIR Network 0.00985 0.0279 1:15:1 8:2 196
DRNN 0.00947 0.0144 1:7:1 4:2:0 197
VGBP 0.000057 0.000374 1:6:1 4:1 121
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Figure 5.5: Phase plot of Henon map: x(t) versus x(t− 1).
5.2.2 Henon map
In this example, consider the bi-variate He´non equations:
x(t + 1) = 1.0− 1.4x2(t) + y(t)
y(t+ 1) = 0.3x(t).
(5.2)
The phase plot of x(t) versus x(t− 1) in Figure 5.5 reveals a remarkable structure called
the strange attractor.
We trained this time series by several architectures. One architecture used is a 3-layer
Elman recurrent neural network with 1 input, 1 output and 13 hidden nodes. There are
209 weights in this network. We also trained the series by a 185-weight RFIR network
with nodes configuration of 1 : 8 : 1 (1 input node, 8 hidden nodes, and 1 output node)
and filter taps of 3 : 1 : 0 (a 3-tap filter connecting input signals with the input node, 1-
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Table 5.5: Normalized single-step prediction errors for the He´non map time series by
using different prediction models. The number of weights includes bias weights. Both
AR and DRNN results are from [8], and FIR Network result is taken from [169].
Model Autoregressive FIR Network DRNN VGBP
nMSE 0.874 0.0017 0.0012 0.000034
Number of weights – 385 261 209
Nodes – 1:12:12:1 1:10:1 1:13:1
Taps – 3:1:1 3:1:0 1:1
tap filters connecting the input node to hidden nodes, and 0-tap filters in the connections
from hidden layer to the output node). Again, the number of weights in both networks
is considerably smaller than the ones used by Wan [169] and Aussem [8] (385 and 261
weights, respectively).
Table 5.5 shows that, with less weights, we can achieve about 35 times better predic-
tion performance in terms of nMSE with the Elman network and about 10 times better
performance with the smaller RFIR network. Note that, with more weights, we can
achieve even better prediction performance. Here, we want to demonstrate that, even
with less weights, we can still achieve much better prediction quality using our VGBP
algorithm based on a constrained formulation.
As to iterative prediction, we can achieve an nMSE of 0.1369 for the first 20 steps,
whereas Wan’s algorithm achieves an nMSE of 0.6252. No iterative prediction error is
available for Aussem’s work on Henon map.
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5.2.3 Lorenz attractor
A Lorenz system is described by the solution of the following three differential equations:
dx
dt
= −σx+ σy
dy
dt = −xz + rx− y
dz
dt = xy + bz.
(5.3)
Parameters σ = 10, r = 28, and b = 8
3
are used to generate the x and z time series.
Although there are two sets of data streams, we only used one data stream as input and
both data streams as outputs, just as were done in [167, 8]. In this way, the network
needs to learn the relationship between stream x and stream z, in addition to predicting
the future data for both streams. This is considered to be harder than when both streams
are used as inputs [169].
Like in the case of training the Henon map time series, we used two networks. One
network with a slightly smaller number of weights than the ones used in previous work
(Table 5.6) is an Elman RNN with 1 input, 2 outputs and 21 hidden nodes. Wan’s FIR
network uses over 1000 weights, which is about twice as many weights as we have used.
Aussem’s DRNN uses slightly more weights than we do.
For the single-step prediction result, Table 5.6 shows that the ANN found by VGBP
can achieve over 100 times smaller nMSE’s for both sets of data streams, while using
less weights. Figure 5.6b shows the phase plot of the iterative predictions. We can see
that our iterative predictions were able to capture the relationship between the two data
streams successfully.
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Figure 5.6: Phase plot of Lorenz time-series: x versus z. (a) Actual time series, and
(b) iteratively predicted time series. The parameters used to generate (b) are listed in
Table 5.6.
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Table 5.6: Normalized single-step prediction errors for Lorenz equations by using dif-
ferent prediction models. The results on autoregressive and DRNN are taken from [8],
and the results on FIR Netowork are taken from [169].
Model Autoregressive FIR Network DRNN VGBP
nMSE
x 0.036 0.0070 0.0055 0.000033
z 0.090 0.0095 0.0078 0.000039
Number of weights – 1070 542 527
Nodes – 1:12:12:2 1:10:2 1:21:2
Taps – 2:5:5 30:1:0 0:0:0
5.2.4 Ikeda attractor
Ikeda attractor is described by the following complex plane equation:
z(t + 1) = a + bz(t)exp{i[φ − c/(1 + |z(t)|2)]}, (5.4)
with a = 1.0, b = 0.9, c = 6, and φ = 0.4. The Ikeda map corresponds to the plane-wave
interactivity in an optical ring laser. The real and the imaginary parts of the Ikeda series
are shown in Figure 5.7a.
Just as in the Lorenz attractor time series, there are two data streams to be predicted
in this time series. Here, we need only one stream (the real part) as input, and the
prediction was made on both real and the imaginary streams for the same reason stated
in the Lorenz series.
Again, in existing work, we used the linear AR model, DRNN, and FIR Networks.
One is an DRNN that contains less number of weights in the network than the FIR
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Figure 5.7: Phase plot of the Ikeda map time series: real part Re[z] versus imaginary
part Im[z]. (a) Original Ikeda attractor phase plot. (b) Predicted Ikeda attractor phase
plot. Parameters used to generate (b) are listed in Table 5.7.
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Table 5.7: Normalized single-step prediction errors for the Ikeda map by using different
prediction models. Results for Autoregressive and DRNN are taken from [8], and results
for the FIR Netowork are taken from [169].
Model Linear Model FIR Network DRNN VGBP
nMSE
Re[z] 0.640 0.0080 0.0063 0.00023
Im[z] 0.715 0.0150 0.0134 0.00020
Number of weights – 2227 587 558
Nodes – 1:25:25:2 1:15:2 1:22:2
Taps – 5:2:2 5:1:0 0:0
network shown in Table 5.7. Our network is a RFIR network with the smallest size as
compared to DRNN and FIRNN used for this problem.
For Ikeda, Table 5.7 shows that RFIR trained by VGBP can achieve about 30 times
better nMSE in the real part and more than 60 times better in the imaginary part, while
using slightly less number of weights than DRNN, and about one fourth of the number
of weights used by Wan’s FIR network.
Figure 5.7b shows the phase plot (predictions on the real part versus predictions on
the imaginary part) of our iterative prediction. It is hard to distinguish Figure 5.7a
(which is the phase plot on real data) from Figure 5.7b (which is the phase plot on
predictions). Hence, we conclude that our iterative predictions capture the relationship
between the real and the imaginary parts remarkably well.
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5.2.5 Summary of chaotic time-series benchmarks
In all the four chaotic time-series benchmarks studied, we have used less number of
weights than both Wan’s FIR network and Aussem’s DRNN network. Table 5.8 compares
the single-step performance of our RFIR network trained by VGBP for all four sets of
time series with respect to results in previous work. For a more complete comparison,
we also include the results of carbon-copy (C.C.) in Table 5.8. Carbon-copy simply
predicts the next data value to be the same as the current data value. Throughout all
the experiments conducted, the three sophisticated predictors (Wan’s, Aussem’s, and
our predictors) perform much better than the two simple predictors (AR and C.C.) (also
provided by Wan [169]). Our results show that it is worthwhile to use more sophisticated
models in nonlinear time-series predictions. Wan’s FIR NN and Aussem’s DRNN did
reasonably well on these two sets of time series. But with significantly less weights, our
proposed network can consistently achieve much smaller nMSE than both of their results.
The extremely encouraging results on noiseless time-series benchmarks gave us great
confidence in applying our proposed neural network in more challenge financial time-series
predictions.
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Table 5.8: Comparison of single-step-prediction performance in nMSE using five methods:
Carbon copy (C.C), a linear model (AR), FIR [169], DRNN [8], and VGBP. Carbon copy simply
predicts the next time-series data to be the same as the proceeding data (x(t+1) = x(t)). The
training (resp. testing) set indicates patterns used for learning (resp. testing). Lorenz attractor
has two data streams labeled by x and z, respectively, whereas Ikeda attractor has two streams
– real (Re(x)) and imaginary (Im(x)) parts of a plane wave. Boxed numbers indicate the best
results. N/A stands for data not available.
Bench- Training Testing Performance Design Methods
Mark Set Set Metrics C.C. AR FIR DRNN VGBP
MG17 1-500
501-
2000
nMSE 0.6686 0.320 0.00985 0.00947 0.000057
# of weights 0 N/A 196 197 121
MG30 1-500
501-
2000
nMSE 0.3702 0.375 0.0279 0.0144 0.000374
# of weights 0 N/A 196 197 121
Henon 1-5000
5001-
10000
nMSE 1.633 0.874 0.0017 0.0012 0.000034
# of weights 0 N/A 385 261 209
Lorenz 1-4000
4001-
5500
nMSE
x 0.0768 0.036 0.0070 0.0055 0.000034
z 0.2086 0.090 0.0095 0.0078 0.000039
# of weights 0 N/A 1070 542 527
Ikeda
1-
10000
10001-
11500
nMSE
Re(x) 2.175 0.640 0.0080 0.0063 0.00023
Im(x) 1.747 0.715 0.0150 0.0134 0.00022
# of weights 0 N/A 2227 587 574
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Chapter 6
Predicting Stock-Market Time
Series
In the past twenty years, there were three Makridakis competitions (also known as M-
Competitions [88], M2-Competitions [89] and M3-Competitions [90]) held to test fore-
casting accuracy, including financial and economic time series. A variety of models were
tested in those competitions. In those three competitions, results from many different
models were submitted. Models employed include ARIMA, exponential smoothing, kNN,
GARCH, ANNs, and also expert systems. An expert system may employ a collection
of models, including exponential smoothing methods, ARIMA methods and moving av-
erage, develop a set of rules for selecting a specific method [39, 103], and select one for
activation when certain conditions are satisfied. The conclusions reached were rather
consistent. We list below some related conclusions drawn from these competitions and
the literature [51, 59, 100].
(a) No single method is clearly superior to other methods in most time series tested.
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(b) Existing methods do not out-perform random-walk models significantly and sta-
tistically in terms of both prediction accuracy and prediction directions (up/down
trends). In some cases, they are even worse than random walks.
In this chapter, we apply our neural network model, which has been successful in pre-
dicting chaotic and piecewise chaotic time series, to financial time series to see whether
it can predict financial market better than random walk.
6.1 Experiments setup
In this chapter, we first show the effect of our proposed preprocessing approaches. To
do that, we conduct experiments based on traditional low-pass preprocessing and ex-
periments based on our proposed channel-specific preprocessing. Next, to show that
our proposed ANN model out-performs traditional statistical models, we also conduct
experiments using an autoregressive model (served as a benchmark predictor).
6.1.1 Predictors compared
We compare our proposed ANN model-based channel-specific preprocessing approach
to ANN model based on traditional low-pass filtering preprocessing and autoregressive
model.
1. Predictor AR. We apply the autoregressive model discussed in Section 2.1.1.1 to
predict future stock prices. The software used to train the AR model was developed
by Hegger and Schreiber in the TISEAN software package [58]. We tried a variety
of AR models with different orders n in order to find the best AR(n) for predicting
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stock-price time series directly. The performance of AR model (Predictor AR) will
be served as the benchmark for experiments conducted in this chapter.
2. Predictor CNN-LP. It is an ANN model trained by VGBP based on traditional low-
pass preprocessing. We first perform preprocessing on stock-price time series using
low-pass filters designed in Section 3.2. We then apply the ANN model developed
in this work on each set of preprocessed signals and train the ANN model by VGBP.
Three low-pass filters considered are listed in Table 6.1: a filter with 6 taps and
cut-off frequency of 0.15, a filter with 8 taps and cut-off frequency of 0.10, and a
filter with 10 taps and cut-off frequency of 0.05.
3. Predictor CNN-CSP. ANN trained by VGBP based on channel-specific prepro-
cessing. We first perform preprocessing on stock-price time series using the new
channel-specific preprocessing approach presented in Section 3.3, which combines
wavelet decomposition and channel-specific preprocessing on the resulting individ-
ual channels. The alternatives on different combinations of wavelet and low-pass
filters to be used in our preprocessing are given in Section 3.3.4.2. We then apply
ANN learning on each preprocessed channel and train the ANN model by VGBP.
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Table 6.1: Three representative traditional low-pass filters and their corresponding
combinations of wavelets and low-pass filters used in channel-specific preprocessing.
(a) Target low-pass filter 6/0.15
ID Mother Filter
Filter for Channel H Filter for Channel LH
Taps fcutoff Taps fcutoff
B3 63 43 GB3 6 0.15 4 0.15
B4 63 43 GB4 6 0.15 4 0.15
B2 63 43 GB2 6 0.15 4 0.15
(b) Target low-pass filter 8/0.10
ID Mother Filter
Filter for Channel H Filter for Channel LH
Taps fcutoff Taps fcutoff
B3 82 62 GB3 8 0.10 6 0.10
B4 82 62 GB4 8 0.10 6 0.10
B2 82 62 GB2 8 0.10 6 0.10
B4 82 42 GB4 8 0.10 4 0.10
(c) Target low-pass filter 10/0.05
ID Mother Filter
Filter for Channel H Filter for Channel LH
Taps fcutoff Taps fcutoff
B3 81 61 GB3 8 0.05 6 0.05
B3 81 41 GB3 8 0.05 4 0.05
B6 81 61 GB6 8 0.05 6 0.05
B6 81 41 GB6 8 0.05 4 0.05
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6.1.2 Performance measures
We continue to use hit ratios defined in Eq. (3.1) and (3.2) to measure the performance of
predictions, but with real predictors (AR, CNN-LP, and CNN-CSP) replacing the ideal
(perfect) predictor. In CNN-CSP, we apply different combinations of parameters on the
IBM stock-price time series and determine which combination is to be used. The selected
combination will be generalized to the remaining nine sets of stock-price time series. As
the spectra of the ten stock-price time series are very similar (see Section 3.2), we expect
similar performance to hold on other nine benchmarks.
We present a simple trading strategy based on the predicted time series and measure
the cumulative returns obtained when different predictors are used. The simple trading
strategy is described as follows.
Initially, we have a certain amount of cash in our portfolio. We assume that the
daily low/high prices are already known a few minutes before market closes at day t0.
Right before the market closes, the prediction on the stock price is performed. If the
predicted price for t0 +1 is higher than the daily high price for t0, then we buy the stock
if cash is available; if the predicted price for t0 + 1 is lower than the daily low price,
then we sell the stock if there are shares in the portfolio. Then, right at the moment the
market opens in day t0 + 1, we immediately buy (resp. sell) as many shares of stocks
as possible if the predicted price for t0 + 1 is higher (resp. lower) than the opening
price. We perform this simple trading simulation over the entire time period used in
our experiments and compute the annual return of the portfolio according to (1.21) in
Section 1.3.3.1. Table 6.2 illustrates the trading strategy over a period of 7 days.
In our experiments for stock-price time-series predictions, we only predict one day into
the future, although we need to predict multiple days in the lag period when low-pass
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Table 6.2: Illustration of the simple trading strategy used in our study. Column la-
beled by “Tx” represents the buy/sell transaction, and PL/PH/PO/PC stand for daily
low/high/open/close prices.
Prices At t0 opening At t0 closing
t0 PL/PH/PO/PC Pt(t0 + 1) Tx Cash Shares Tx Cash Shares Portfolio
1 9.8/10.2/10.1/9.9 10.1 – 10000 0 – 10000 0 10000
2 9.7/10.1/10.0/9.9 10.2 Buy 0 1000 – 0 1000 10050
3 10.0/10.4/10.1/10.2 10.3 – 0 1000 – 0 1000 10200
4 10.0/10.3/10.2/10.1 10.2 – 0 1000 – 0 1000 10100
5 9.8/10.2/10.0/10.1 9.9 – 0 1000 Sell 10050 0 10050
6 10.0/10.2/10.0/10.1 10.2 – 10050 0 Buy 5 995 10050
7 10.1/10.4/10.4/10.2 10.2 Sell 10348 0 – 10348 0 10348
filtering is used. Due to nonstationarity, in predicting longer horizons, it is important to
ensure that prediction errors do not propagate in the iterative predictions.
6.2 Experimental results on preprocessing
In order to identify the effect of preprocessing, we compare the prediction performance
using traditional low-pass preprocessing represented by low-pass filters to the predic-
tion performance using the corresponding channel-specific preprocessing approach. We
list in Table 6.1 the representative traditional low-pass filters selected in Section 3.2,
along with the alternative combinations of wavelet and low-pass filters selected for their
corresponding channel-specific preprocessing in Section 3.3.
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6.2.1 ANN Prediction on individual channels using channel-
specific preprocessing
When traditional low-pass preprocessing is used, we need overcome the lags incurred
by low-pass filtering and predict the preprocessed low-pass signals into the future. On
the other hand, when channel-specific preprocessing is used, we need to predict three
sets of preprocessed signals and combine three sets of predictions in order to obtain
the predictions for the original time series. Due to the shift-invariant property of the
redundant wavelet decomposition, we obtain the prediction of original signal Ph(t) by
applying the following equation
Ph(t) = P
1
h (t) + P
2
h (t) + P
3
h (t), (6.1)
where P ih(t) is the prediction for horizon h of the i
th channel.
As mentioned in Section 3.3, the prediction on the low-pass channel is rather accurate.
However, the high-frequency channels account for a large portion of prediction errors
when channel-specific preprocessing is used. As an example, consider the prediction of
the IBM stock-price time series using the parameter combination of B3 82 62, i.e., using
a mother filter of the B3-spline filter, the low-pass filter in Channel H with 8 taps and
cut-off frequency of 0.10 (along with 4-day lag), and the low-pass filter in Channel LH
with 6 taps and cut-off frequency of 0.10 (along with 3-day lag).
To show the channel that pose the biggest challenge in overall prediction, we present
the prediction results in an additive way. Specifically, we first present the prediction re-
sults for Channel LL (i.e., P LLh (t)). We then add the prediction results for both Channels
LL and LH (i.e., P LLh (t) +P
LH
h (t)). Finally, we add up the prediction results of all three
channels (i.e., PHh (t) + P
LH
h (t) + P
LL
h (t)).
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6.2.1.1 Predictions for Channel LL
The predictions of the low-pass channel (Channel LL) is rather accurate as mentioned in
Section 3.3. Consider the predictions of Channel LL of the wavelet decomposition using
the B3-spline wavelet. As Channel LL is a low-pass channel obtained directly from an
appropriate low-pass filter. We can obtain the corresponding daily low/high prices by
performing the same wavelet decomposition on the daily low/high prices.
To predict Channel LL, we use an FIR neural network with a structure of 1:20:1 (i.e.,
1 input node, 20 hidden nodes, and 1 output node), and the filter structure of 15:0:0
(i.e., 15-tap filter coming into the input node, and no FIR filters for connections between
the input and the hidden layers and between the hidden and the output layers). The
activation function for the hidden nodes are the tanh(x) functions, and the output node
uses a linear function of y = x. To predict future price values, the 200 most recent prices
are used for training.
Figures 6.1(a) and 6.1(b) show the one-step prediction performance in terms of errors
w.r.t. potential buy/sell signals and errors w.r.t. daily low/high prices. Figure 6.1(c)
shows the actual prediction values. The graphs show that the one-step prediction on
Channel LL is very accurate w.r.t. Channel LL of the daily low/high prices. In fact,
there is no error w.r.t. daily low/high prices and potential buy/sell signals from Feb 27,
2001 up to Feb 28, 2003. As a result, there is no data point shown in these two graphs.
Figure 6.1(c) clearly shows that the predicted values are well confined by the low/high
prices.
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(a) Prediction errors w.r.t. potential buy/sell signals
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(b) Prediction errors w.r.t. the Channel LL of daily low/high prices
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(c) Prediction values when compared with daily low/high prices
Figure 6.1: Prediction performance on Channel LL of IBM stock-price time series after
3-channel wavelet decomposition with a mother filter of B3-spline filter. The relative
error is the prediction error divided by the actual price.
196
6.2.1.2 Predictions on Channel L (a combination of Channel LH and LL)
Channel LH’s daily low (resp. high) price time series is the Channel LH of the wavelet
decomposition of daily low (resp. high) price time series using the same wavelet decom-
position. Since Channel LH’s daily low and high prices cross each other, there are no
meaningful hit ratios for the predictions on this channel alone. As a result, we will not
evaluate predictions on Channel LH directly. Instead we combine Channels LL and LH
into a single Channel L and present the predicted values in the lag period along with
horizon 1 for Channel LH.
Note that the combination of Channels LH and LL is in fact the low-frequency channel
(Channel L) of the same wavelet decomposition but with only 2 channels. Therefore, the
corresponding low/high prices for the combination of Channels LH and LL is Channel L
of the wavelet decomposition on the original daily low/high prices. When low-pass filter
6/0.10 is applied to Channel LH, a 3-day lag is incurred. To predict Channel LH, we
have to overcome the 3-day lag. Here we give the prediction results in Lags 1 to 3 to
show the prediction performance in the lag period.
To predict Channel LH, we use an FIR neural network with a node structure of 1:12:1
(i.e., 1 input node, 12 hidden nodes, and 1 output node), and a filter structure of 15:0:0
(i.e., 15-tap filter coming into the input node, and no FIR filters used for connections
between the input and the hidden layers and connections between the hidden and the
output layers). The activation function for hidden nodes is the tanh(x) function, and the
output node uses a linear function of y = x. To predict future price values, the 120 most
recent data are used for training. We have tried window sizes between 100 and 200, and
found that there is no single window size that performs much better than other.
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(a) Prediction for Channel LH at Lag=1
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(b) Prediction for Channel LH at Lag=2
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(c) Prediction for Channel LH at Lag=3
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(d) Prediction for Channel LH at Horizon of 1
Figure 6.2: Predicted values for 3 lags and horizon 1 of Channel LH.
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Figures 6.2(a) to 6.2(c) show that the predictions for all three lags are fairly accurate.
Figure 6.2(d) shows that the predictions at horizon of 1 are not synchronized with the
original Channel LH data; i.e. there are lags in the predictions of horizon 1. This is the
price we have to pay because we have introduced 3 lags by applying a 6-tap non-causal
filter to perform denoising in Channel LH.
Figure 6.3(a) shows there are 208 predictions without errors w.r.t. potential buy
signals, as compared to 6 positive prediction errors and 38 negative prediction errors.
Meanwhile, there are 205 predictions without error w.r.t. potential sell signals as com-
pared to 1 positive prediction error and 40 negative prediction errors. Overall, the ratio of
predictions without error is 208+205
208+6+38+205+1+40
= 82.9%. Figure 6.3(b) shows the number
of zero/positive/negative prediction errors w.r.t. daily low/high prices are 413/46/39,
which also confirms that there are 82.9% predictions without error. Figure 6.3(c) shows
that the predictions generally fall into the daily low/high price range. However, the
predictions may fall out of the low/high price range in the turning points of the time
series. This is understandable as the patterns around the turning points might not be
anticipated by the ANN model trained. Overall, the predictions on the combined LH
and LL channels are still rather accurate.
6.2.1.3 Predictions on all 3 channels combined
Channel H’s daily low (resp. high) price time series is the Channel H of the wavelet
decomposition on the daily low (resp. high) price time series using the same wavelet
decomposition. Also, for the same reason as discussed for Channel LH, there are no
meaningful hit ratios for the predictions on Channel H alone. Hence, we will not eval-
uate the predictions on Channel H directly. But instead we always combine all three
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(c) Prediction values compared with daily low/high prices
Figure 6.3: Prediction performance on combined Channels LH and LL of IBM stock-
price time series after 3-channel wavelet decomposition with a B3-spline mother filter.
channels (LL, LH, and H) when evaluating Channel H. Since Channel H contains a lot
of high-frequency noise, we apply a low-pass filter 8/0.10 to perform denoising, thereby
introducing a 4-day lag. To predict Channel H, the same network used for training
Channel LH is employed. Also, a window of 120 most recent data available is used for
training. In fact, in experiments we have conducted, the prediction results are not very
sensitive to different ANN node structures, FIR filter structures, and different window
sizes around the parameters used. Here we give the prediction results in Lags 1 to 4 to
show the prediction performance in the lag period.
Figures 6.4(a) to 6.4(d) show that the predictions for all four lags are fairly accurate.
Figure 6.4(e) shows that the predictions at horizon of 1 are not synchronized with the
original Channel H data. This is also the price paid for the 4-day lags incurred when using
the 8-tap non-causal filter for denoising. To correct the lag, we performed postprocessing
described in Section 6.2.2. In the following, the results are obtained after postprocessing
has been performed.
When all three channels are added together, the daily low/high prices are just the orig-
inal daily low/high prices. Figure 6.5(a) shows that there are 160/16/66 zero/positive/negative
prediction errors w.r.t. potential buy signals, and 155/21/80 zero/positive/negative pre-
diction errors w.r.t. potential sell signals. Overall, the number of zero/positive/negative
prediction errors w.r.t. daily low/high prices are 315/96/87 (Figure 6.5(b)). This means
there are about 63.3% predictions having zero prediction errors w.r.t. daily low/high
prices, or w.r.t. potential buy/sell signals. Compared to the 68.4% ratio of zero pre-
diction errors by ideal predictor (see IBM results in Table 3.4), the ratio of 63.3% is
quite respectable. Figure 6.5(c) further shows that a significant number of predictions
are inside the daily low/high price range.
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(a) Predictions for Channel H at Lag=1
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(b) Predictions for Channel H at Lag=2
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(c) Predictions for Channel H at Lag=3
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(d) Predictions for Channel H at Lag=4
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 500  520  540  560  580  600
Pr
ic
e
t
Original signal
Prediction
(e) Predictions for Channel H at Horizon of 1
Figure 6.4: Predicted values for 4 lags and horizon 1 of Channel H.
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(c) Prediction value compared with daily low/high prices
Figure 6.5: Prediction performance on all three channels combined for IBM stock-price
time series after 3-channel wavelet decomposition with a B3-spline mother filter.
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Based on the above experimental results, we can draw following conclusions. Channel
LL is easy to predict when compared to Channels H and LH. Currently, the prediction
performance is mainly dictated by Channels H and LH.
6.2.2 Postprocessing
As stated in Sections 6.2.1.2 and 6.2.1.3, it is hard to overcome the 3-day lag when pre-
dicting Channel LH and to overcome the 4-day lag when predicting Channel H. As a
result, predictions on horizon 1 also exhibit lags. To correct these lags, we have devel-
oped a very simple heuristic postprocessing technique. The postprocessing procedure at
current day t0 is as follows.
Step 1 Detection at Day t0
• Set pp = 1 if Pt0−1(t0) > RH(t0) or Pt0−1(t0) < RL(t0).
• If pp = 1 and RL(t0) ≤ Pt0−1(t0) ≤ RH(t0), then set pp = 0.
Step 2 Modification for Pt0(t0 + 1)
• If pp = 1, then set current day’s prediction to be Pt0(t0 +1) = 0.25(RL(t0)+
RH(t0)) + 0.5RC(t0); otherwise leave Pt0(t0 + 1) unchanged.
The main idea of the postprocessing is to detect if the previous prediction Pt0−1(t0) at
Day t0 is out of the actual daily low/high price range at Day t0. If it is out of range,
then a correction is applied to current day’s prediction of Pt0(t0 + 1) = 0.25(RL(t0) +
RH(t0))+0.5RC(t0). If we detect that the previous prediction is within desired low/high
price range, then no correction is performed.
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6.2.3 Parameters used in channel-specific preprocessing
As discussed in Section 3.3, for each target low-pass filter, there are several combinations
of mother filters (for wavelet decomposition) and low-pass filters for each individual
channel. Since it takes about four days to finish the experiments on one set of parameters,
we were not able to conduct experiments on all the combinations for all ten stock-price
time-series benchmarks. Instead, we select one parameter set based on the evaluation
results of various parameter sets on the IBM stock-price time series.
The same three ANN architectures described in Section 6.2.1 are used for the three
channels for all different parameters sets combined.
Table 6.3 presents the prediction performance (including the predictions on individ-
ual channels, reconstructions from individual channel’s predictions, and postprocessing)
when different parameter combinations are used for channel-specific preprocessing. We
also list the prediction performance when the target low-pass filters are used. Table 6.3
shows that there is virtually no difference between the prediction performances in terms
of various hit rates among different parameter alternatives when channel-specific prepro-
cessing is used. Further, they all have better prediction performance than traditional
low-pass preprocessing approaches. The fact that there is little performance difference
among different parameter alternatives is somewhat surprising. This may be caused by
two reasons. First, we do not perform low-pass filtering on Channel LL, which is highly
predictable and dominates Channels H and LH. When compared with traditional low-
pass preprocessing, our channel-specific preprocessing preserves more information in the
low-frequency end that is the dominant part in the spectrum. Second, as long as the
low-pass filters used in Channels H and LH do not have a large number of taps or a high
cut-off frequency, the improved predictability of the resulting signals trades off well with
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the degree of information loss. When a longer filter is used, the ease of training trades
off well with the need in overcoming longer lags.
Based on the prediction results here and the simple trading strategy in Sector 6.1.2,
we build a portfolio with initial cash value of $1000000. The annual returns achieved
when different preprocessing is used are listed in the last column of Table 6.3. Figure 6.6
shows the evolution of portfolio values with time. Here, we only compare the performance
of CNN-LP and CNN-CSP using different parameters in order to decide on the best
parameters to be used. We include results of Predictor AR and Buy-and-Hold strategy
in the next section when we present experimental results on stock market predictions.
Unlike the performance measured by hit ratios, the portfolios based on channel-specific
preprocessing behave differently, and the one using B3 63 43 is better than the cases
where other parameters or traditional low-pass preprocessing are used. As a result,
we will use B3 63 43 for channel-specific preprocessing, and low-pass filter 6/0.15 to
represent traditional preprocessing.
6.3 Experimental results on stock market predictions
In this section, we compare the prediction performance using three predictors described in
Section 6.1.1: AR model, ANN model with traditional low-pass filtering, and ANN model
with our proposed channel-specific preprocessing. All ANNs are trained by violation
guided backpropagation presented in Chapter 4. For stocks with a long history, we
evaluate the prediction performance roughly from the beginning of November, 1992 up
to the end of February, 2003. For stocks with a short trading history, such as Yahoo
and PFGI, we will use all the historical data through February 28, 2003 for training and
predictions.
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Table 6.3: Prediction performance on IBM stock-price time series using ANN models with different channel-specific
preprocessing alternatives. The parameter combinations in the column labeled “Parameter” can be found in Table 6.1.
LP T/f represents a T -tap low-pass filter with cut-off frequency f . The tuple (a, b) stands for a ratio of a% and average
relative error of b, where relative error is defined as the prediction error divided by the actual price. The annual return is
calculated using the simple strategy described in Section 6.1.2.
Parameters
Error w.r.t. low/high price range Error w.r.t. potential buy/sell Annual
ReturnZero Positive Negative Zero Positive Negative
Filter 6/0.15 0.6357 (0.1644,0.0084) (0.1998,-0.0086) 0.6352 (0.0620,0.0127) (0.3029,-0.0086) 15.68%
B3 63 43 0.6709 (0.1490,0.0080) (0.1801,-0.0078) 0.6703 (0.0803,0.0125) (0.2494,-0.0080) 24.16%
B4 63 43 0.6704 (0.1486,0.0081) (0.1810,-0.0078) 0.6704 (0.0803,0.0124) (0.2493,-0.0080) 19.00%
B2 63 43 0.6713 (0.1486,0.0081) (0.1801,-0.0078) 0.6709 (0.0800,0.0125) (0.2491,-0.0080) 21.05%
Filter 8/0.10 0.6311 (0.1702,0.0093) (0.1987,-0.0091) 0.6304 (0.0655,0.0119) (0.3041,-0.0097) 19.16%
B3 82 62 0.6709 (0.1490,0.0080) (0.1801,-0.0078) 0.6703 (0.0803,0.0125) (0.2494,-0.0080) 17.76%
B4 82 62 0.6704 (0.1486,0.0081) (0.1810,-0.0078) 0.6704 (0.0803,0.0124) (0.2493,-0.0080) 16.84%
B2 82 62 0.6713 (0.1486,0.0081) (0.1801,-0.0078) 0.6709 (0.0800,0.0125) (0.2491,-0.0080) 21.92%
B4 82 42 0.6704 (0.1486,0.0081) (0.1810,-0.0078) 0.6704 (0.0803,0.0124) (0.2493,-0.0080) 19.10%
Filter 10/0.05 0.6284 (0.1710,0.0098) (0.2006,-0.0097) 0.6279 (0.0682,0.0118) (0.3039,-0.0104) 20.97%
B3 81 61 0.6703 (0.1496,0.0080) (0.1801,-0.0078) 0.6703 (0.0803,0.0125) (0.2494,-0.0080) 17.28%
B3 81 41 0.6703 (0.1496,0.0080) (0.1801,-0.0078) 0.6703 (0.0803,0.0125) (0.2494,-0.0080) 16.43%
B6 81 61 0.6694 (0.1493,0.0080) (0.1813,-0.0078) 0.6689 (0.0803,0.0124) (0.2509,-0.0080) 22.07%
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Figure 6.6: Portfolio value (with initial value of $1000000) grows with time. Each panel
plots the evolution of portfolio values with time when a target filter and its corresponding
channel-specific preprocessing are used. The upper, middle, and lower panels are for
target filters of 6/0.15, 8/0.10, and 10, 0.05 respectively.
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For the AR model, we have tried different orders and have found that AR(10) is
slightly better than AR(5), AR(20), and AR(30). Therefore, we use AR(10) in Predictor
AR in our experiments. The ANN structure for Predictor CNN-LP is exactly the same
as the ANN used for Channel H of Predictor CNN-CSP in Section 6.2.1, and a training
window size of 200 is used for Predictor CNN-LP as well. For Predictor CNN-CSP, the
ANNs used in the three decomposed channels are the same as those in Section 6.2.1.
Figures 6.7 to 6.16 plot the prediction errors w.r.t. daily low/high prices for the
ten stock benchmarks. In each figure, there are three panels for the three predictors.
The legend in the form a/b/c in each panel represents the number of predictions with
zero/positive/negative errors. In all the experiments we have conducted here, the au-
toregressive model has the worst performance, whereas CNN-CSP outperforms CNN-LP
consistently. Since the only difference between Predictor CNN-LP and CNN-CSP is in
their preprocessing, it is easy to conclude that channel-specific preprocessing used in
CNN-CSP works better with respect to range errors.
Figures 6.17 to 6.26 also show the prediction errors w.r.t. the potential buy/sell
signals discussed in Section 3.3. A similar conclusion on the performance of the three
predictors is also reached.
Table 6.4 summarizes the hit ratios along with their average magnitudes. For hit
ratios w.r.t. daily low/high prices. It is desirable to have a high hit ratio on zero errors
and a low magnitude in average positive/negative prediction errors. For hit ratios w.r.t.
potential buy/sell decisions, it is desirable to have a low hit ratio and a small magnitude
on negative errors, since those negative errors are the ones that cause the loss of money
if they are executed. Based on these measures, it is very clear that CNN-CSP is the
winner.
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Figure 6.7: Prediction errors w.r.t. daily low/high stock prices (from November 4, 1992
to February 28, 2003) for AMR Inc using Predictor AR (upper panel), Predictor CNN-LP
(middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.8: Prediction errors w.r.t. daily low/high stock prices (from November 4,
1992 to February 28, 2003) for Citigroup using Predictor AR (upper panel), Predictor
CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.9: Prediction errors w.r.t. daily low/high stock prices (from November 4, 1992
to February 28, 2003) for General Electric using Predictor AR (upper panel), Predictor
CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.10: Prediction errors w.r.t. daily low/high stock prices (from November 4,
1992 to February 28, 2003) for IBM stock using Predictor AR (upper panel), Predictor
CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.11: Prediction errors w.r.t. daily low/high stock prices (from November 4,
1992 to February 28, 2003) for Mentor using Predictor AR (upper panel), Predictor
CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.12: Prediction errors w.r.t. daily low/high stock prices (from November 4, 1992
to February 28, 2003) for New York Times using Predictor AR (upper panel), Predictor
CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.13: Prediction errors w.r.t. daily low/high stock prices (from November 4,
1992 to February 28, 2003) for Provident Financial Group using Predictor AR (upper
panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.14: Prediction errors w.r.t. daily low/high stock prices (from November 4,
1992 to February 28, 2003) for Payless ShoeSource using Predictor AR (upper panel),
Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.15: Prediction errors w.r.t. daily low/high stock prices (from November 4,
1992 to February 28, 2003) for Exxon-Mobil using Predictor AR (upper panel), Predictor
CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.16: Prediction errors w.r.t. daily low/high stock prices (from November 4, 1992
to February 28, 2003) for Yahoo using Predictor AR (upper panel), Predictor CNN-LP
(middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.17: Prediction errors w.r.t. potential buy and sell signals for AMR Inc stock
using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predictor
CNN-CSP (lower panel).
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Figure 6.18: Prediction errors w.r.t. potential buy and sell signals for Citigroup stock
using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predictor
CNN-CSP (lower panel).
221
-0.2
-0.15
-0.1
-0.05
 0
 0.05
 0.1
 0  500  1000  1500  2000  2500  3000
R
el
at
iv
e 
Er
ro
r
t
Buy: 417/29/697
Sale: 508/33/913
-0.08
-0.06
-0.04
-0.02
 0
 0.02
 0.04
 0.06
 0.08
 0  500  1000  1500  2000  2500  3000
R
el
at
iv
e 
Er
ro
r
t
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Figure 6.19: Prediction errors w.r.t. potential buy and sell signals for General Elec-
tric stock using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and
Predictor CNN-CSP (lower panel).
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Figure 6.20: Prediction errors w.r.t. potential buy and sell signals for IBM stock using
Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP
(lower panel).
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Figure 6.21: Prediction errors w.r.t. potential buy and sell signals for Mentor stock
using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predictor
CNN-CSP (lower panel).
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Figure 6.22: Prediction errors w.r.t. potential buy and sell signals for New York Times
stock using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predic-
tor CNN-CSP (lower panel).
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Buy/Sell Errors at H=1 for PFGI, (19-Mar-93 to 28-Feb-03, 2500 days)
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Figure 6.23: Prediction errors w.r.t. potential buy and sell signals for Provident Finan-
cial Group stock using Predictor AR (upper panel), Predictor CNN-LP (middle panel),
and Predictor CNN-CSP (lower panel).
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Buy/Sell Errors at H=1 for PSS, (13-Mar-97 to 28-Feb-03, 1500 days)
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Figure 6.24: Prediction errors w.r.t. potential buy and sell signals for Payless Shoe-
Source stock using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and
Predictor CNN-CSP (lower panel).
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Buy/Sell Errors at H=1 for XOM, (4-Nov-92 to 28-Feb-03, 2600 days)
Buy: 872/90/349
Sell: 850/99/307
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Figure 6.25: Prediction errors w.r.t. potential buy and sell signals for Exxon-Mobil
stock using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predic-
tor CNN-CSP (lower panel).
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Figure 6.26: Prediction errors w.r.t. potential buy and sell signals for Yahoo stock
using Predictor AR (upper panel), Predictor CNN-LP (middle panel), and Predictor
CNN-CSP (lower panel).
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Table 6.4: Prediction performance on the ten stock-price time series benchmarks for differ-
ent predictors described in Section 6.1.1.
AMR Inc (AMR)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.320 (0.429,0.033) (0.250,-0.020) 0.320 (0.022,0.032) (0.657,-0.028)
CNN-LP 0.594 (0.200,0.013) (0.206,-0.009) 0.593 (0.079,0.022) (0.329,-0.010)
CNN-CSP 0.629 (0.182,0.012) (0.189,-0.008) 0.628 (0.091,0.020) (0.282,-0.008)
Citigroup (C)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.324 (0.385,0.023) (0.292,-0.019) 0.324 (0.034,0.010) (0.643,-0.022)
CNN-LP 0.598 (0.178,0.008) (0.224,-0.009) 0.600 (0.090,0.013) (0.310,-0.009)
CNN-CSP 0.632 (0.161,0.007) (0.206,-0.008) 0.634 (0.105,0.013) (0.260,-0.008)
General Electric (GE)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.356 (0.363,0.018) (0.281,-0.013) 0.356 (0.024,0.009) (0.620,-0.016)
CNN-LP 0.654 (0.152,0.007) (0.194,-0.007) 0.650 (0.061,0.009) (0.289,-0.007)
CNN-CSP 0.693 (0.129,0.006) (0.178,-0.005) 0.691 (0.075,0.009) (0.234,-0.006)
International Business Machine (IBM)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.335 (0.382,0.022) (0.283,-0.017) 0.335 (0.028,0.016) (0.638,-0.020)
CNN-LP 0.635 (0.165,0.009) (0.200,-0.009) 0.634 (0.064,0.013) (0.301,-0.009)
CNN-CSP 0.671 (0.149,0.008) (0.180,-0.008) 0.670 (0.080,0.012) (0.249,-0.008)
continued on next page
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Mentor (MNTR)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.398 (0.379,0.032) (0.223,-0.022) 0.398 (0.008,0.046) (0.594,-0.029)
CNN-LP 0.747 (0.128,0.013) (0.125,-0.011) 0.743 (0.028,0.039) (0.230,-0.011)
CNN-CSP 0.801 (0.100,0.011) (0.099,-0.008) 0.799 (0.036,0.035) (0.166,-0.008)
New York Times (NYT)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.367 (0.381,0.017) (0.252,-0.015) 0.367 (0.021,0.010) (0.612,-0.016)
CNN-LP 0.658 (0.158,0.007) (0.184,-0.007) 0.655 (0.065,0.009) (0.280,-0.007)
CNN-CSP 0.692 (0.146,0.006) (0.162,-0.006) 0.691 (0.075,0.009) (0.234,-0.006)
Provident Financial Group (PFGI)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.398 (0.358,0.022) (0.245,-0.015) 0.398 (0.033,0.012) (0.569,-0.020)
CNN-LP 0.689 (0.154,0.008) (0.157,-0.007) 0.682 (0.073,0.013) (0.246,-0.008)
CNN-CSP 0.715 (0.147,0.007) (0.138,-0.006) 0.714 (0.093,0.013) (0.194,-0.006)
Payless ShoeSource (PSS)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.317 (0.403,0.021) (0.280,-0.015) 0.317 (0.017,0.011) (0.667,-0.019)
CNN-LP 0.599 (0.185,0.006) (0.216,-0.006) 0.596 (0.064,0.009) (0.341,-0.006)
CNN-CSP 0.638 (0.168,0.006) (0.194,-0.005) 0.637 (0.070,0.008) (0.294,-0.005)
continued on next page
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Exxon-Mobil Stock (XOM)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.388 (0.360,0.014) (0.252,-0.010) 0.388 (0.023,0.008) (0.589,-0.013)
CNN-LP 0.673 (0.154,0.005) (0.173,-0.005) 0.671 (0.074,0.007) (0.256,-0.006)
CNN-CSP 0.708 (0.136,0.005) (0.157,-0.004) 0.706 (0.085,0.007) (0.208,-0.005)
Yahoo! (YHOO)
Predictor
Errors w.r.t. low/high price range Errors w.r.t. potential buy/sell
Zero Positive Negative Zero Positive Negative
AR 0.319 (0.417,0.056) (0.264,-0.038) 0.319 (0.021,0.034) (0.660,-0.050)
CNN-LP 0.658 (0.156,0.020) (0.186,-0.022) 0.657 (0.071,0.028) (0.272,-0.023)
CNN-CSP 0.696 (0.139,0.017) (0.165,-0.018) 0.695 (0.079,0.029) (0.226,-0.019)
Figures 6.27 to 6.36 illustrate the predicted values along with daily low/high prices.
A close look would show that the predictions from AR go out of daily low/high price
boundaries more frequently than CNN-LP and CNN-CSP. Note that it may be hard
to tell from these graphs the difference between different predictors, as they does not
show the details as well as the errors w.r.t. price ranges and potential buy/sell signals.
To take a better look at the predicted values w.r.t. daily low/high prices, we plot the
last 200 predictions generated by the three predictors for C, IBM, and XOM stocks in
Figures 6.37 to 6.39. Clearly, we can see that that CNN-LP and CNN-CSP perform
considerably better than AR in this measure.
We have also built a portfolio for each stock with an initial value of $1 million ac-
cording to the simple trading strategy described in Section 6.1.2. Each portfolio contains
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Figure 6.27: Actual predictions for AMR Inc stock using Predictor AR (upper panel),
Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.28: Actual predictions for Citigroup stock using Predictor AR (upper panel),
Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.29: Actual predictions for General Electric stock using Predictor AR (upper
panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.30: Actual predictions for IBM stock using Predictor AR (upper panel), Pre-
dictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.31: Actual predictions for Mentor stock using Predictor AR (upper panel),
Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.32: Actual predictions for New York Times stock using Predictor AR (upper
panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.33: Actual predictions for Provident Financial Group stock using Predictor
AR (upper panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower
panel).
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Figure 6.34: Actual predictions for Payless ShoeSource stock using Predictor AR (upper
panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.35: Actual predictions for Exxon-Mobil stock using Predictor AR (upper
panel), Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.36: Actual predictions for Yahoo stock using Predictor AR (upper panel),
Predictor CNN-LP (middle panel), and Predictor CNN-CSP (lower panel).
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Figure 6.37: Last 200 predictions of Figure 6.35.
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Figure 6.38: Last 200 predictions of Figure 6.35.
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Figure 6.39: Last 200 predictions of Figure 6.35.
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only one stock. We don’t combine the prediction results on different stocks to form a
multi-stock portfolio because we want to test the performance of the three predictors.
Figures 6.40 to 6.49 plot the evolution of the portfolio values with time when using
the simple trading strategy described in Section 6.1.2 and the prediction results from the
three predictors. We compute annual return for each portfolio and present the results
in Table 6.5. The table shows one interesting fact, which also confirms what was found
in [88, 89, 90], that a lot of predictors (Such as AR and CNN-LP) do not outperform
the simple Buy-and-Hold strategy or random work in the long term. In a Buy-and-Hold
strategy, a purchase is made at the beginning of the test period and then hold the position
during the whole test period without making any transaction.
It is interesting that the portfolio performance of Predictor AR is not too much better
than Buy-and-Hold. Five out of ten portfolios based on AR are better than Buy-and-
Hold, whereas another five perform worse. There is also little difference between AR
and Buy-and-Hold in terms of their average annual return over ten portfolios. For the
strategy based on CNN-LP, it beats Buy-and-Hold in only 3 out of 10 portfolios. On the
other hand, the strategy based on CNN-LP has higher average annual returns than Buy-
and-Hold. It significantly underperforms Buy-and-Hold in only three portfolios (C, PSS,
and YHOO) but performs much better than Buy-and-Hold in the portfolios for MNTR
and PFGI. When compared with AR, CNN-LP performs better in 6 out of 10 portfolios
and has higher average annual returns. Based on above observations, we conclude that
AR and CNN-LP do not perform better than Buy-and-Hold.
246
 100000
 1e+06
 0  500  1000  1500  2000  2500  3000
Po
rtf
ol
io
 v
al
ue
Day t
AMR Inc
AR
CNN-LP
CNN-CSP
Figure 6.40: Portfolio value grows with time for trading AMR Inc stock based on
Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the
ending days of the investment duration are $31.560 and $2.400, respectively.
On the other hand, CNN-CSP is almost consistently better than CNN0-LP (in 8 of 10
portfolios) and leads to significantly higher average annual returns than Buy-and-Hold,
AR and CNN-LP, although it performs considerably worse than Buy-and-Hold in the
portfolio of PSS. Since CNN-CSP is almost consistently better than CNN-LP and their
only difference is the preprocessing, we conclude that the channel-specific preprocess-
ing in CNN-CSP is the key to its improved portfolio performance. Further, CNN-CSP
outperforms both AR and Buy-and-Hold in 6 out of 10 portfolios. When CNN-CSP
underperforms, it normally only underperforms slightly; and when it outperforms, it
usually outperforms significantly. The overall average annual return over 10 portfolios
for CNN-CSP is significantly better than any of the other three strategies.
Next, we consider why some portfolios fail to perform during some time periods. For
example, the daily closing price for AMR increases from $51.50 on March 7, 2000 to $60.63
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Figure 6.41: Portfolio value grows with time for trading Citigroup stock based on
Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the
ending days of the investment duration are $2.880 and $33.390, respectively.
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Figure 6.42: Portfolio value grows with time for trading General Electric stock based
on Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the
ending days of the investment duration are $5.285 and $23.965, respecitively.
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Figure 6.43: Portfolio value grows with time for trading IBM stock based on Predictors
AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the ending days of
the investment duration are $16.895 and $77.735, respectively.
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Figure 6.44: Portfolio value grows with time for trading Mentor stock based on Pre-
dictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the ending
days of the investment duration are $4.200 and $17.375, respectively.
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Figure 6.45: Portfolio value grows with time for trading New York Times stock based
on Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the
ending days of the investment duration are $12.005 and $46.230, respectively.
 1e+06
 1e+07
 1e+08
 0  500  1000  1500  2000  2500
Po
rtf
ol
io
 v
al
ue
Day t
Provident Financial Group
AR
CNN-LP
CNN-CSP
Figure 6.46: Portfolio value grows with time for trading Provident Financial Group
stock based on Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning
and the ending day days of the investment duration are $10.245 and $28.925, respectively.
250
 1e+06
 0  200  400  600  800  1000  1200  1400  1600
Po
rtf
ol
io
 v
al
ue
Day t
Payless ShoeSource
AR
CNN-LP
CNN-CSP
Figure 6.47: Portfolio value grows with time for trading Payless ShoeSource stock based
on Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the
ending days of the investment duration are $14.540 and $15.635, respectively.
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Figure 6.48: Portfolio value grows with time for trading Exxon-Mobil stock based on
Predictors AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the
ending days of the investment duration are $14.705 and $33.175, respectively.
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Figure 6.49: Portfolio value grows with time for trading Yahoo stock based on Predictors
AR, CNN-LP, and CNN-CSP. The stock prices at the beginning and the ending days of
the investment duration are $2.015 and $20.465, respectively.
on March 15, 2000. All three predictors predicted that the stock price would continue its
uptrend. However, on March 16, 2000, the closing price dropped to $28.00. All portfolios
suffered more than 50% loss in that single day due to an unexpected news release. Such
price changes were never seen in training and are totally unpredictable based on the
historical information. The September 11 event caused aother huge unpredictable price
drops. The YHOO stock experienced the typical technology stock bubble from March
2000 to the middle of 2002. All three long-only (without short position) portfolios based
on the three predictors experience continuous loss. For PSS, the stock price dropped
continuously from July 1998 to Oct 1998. As a result, all three long-only portfolios can
only lose money. Also for PSS, before July 1 2002, the stock price was on an up-trend,
but between July 1 2002 and July 23 2002, its price dropped over 25%. The predictors
had trouble in predicting such big trend switches and ended losing a lot of money.
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Table 6.5: Annual return of portfolios based on three predictors (AR, CNN-LP, and
CNN-CSP) and Buy-and-Hold strategy for the ten different stocks. All returns are based
on portfolio values without leverage. The highest annual return achieved for each stock
is highlighted.
Stock Buy-and-Hold AR CNN-LP CNN-CSP
AMR −22.07% −15.53% −23.77% −23.45%
C 26.77% 12.60% 13.71% 18.61%
GE 15.76% 10.27% 14.88% 15.13%
IBM 15.92% 9.11% 15.68% 24.16%
MNTR 14.74% 47.87% 74.69% 99.05%
NYT 13.94% 21.12% 10.92% 15.60%
PFGI 11.02% 29.06% 55.92% 53.16%
PSS 1.23% −3.62% −11.83% −13.45%
XOM 8.19% 18.87% 10.61% 12.10%
YHOO 47.54% 12.54% 31.92% 48.61%
Average 13.30% 14.23% 19.27% 24.95%
During the time the prediction quality is low and the stock is experiencing big fluctu-
ations, the naive trading strategy used here simply disregard the risk. On the other hand,
the only input to the ANN model is the historical stock prices. In reality, stock prices are
greatly influenced by recent trading volumes, the macro economic factors (such as interest
rate, treasure bill rate, crude oil price, unemployment rate, consumer sentiments, etc),
industry/sector performance, change in analyst’s estimation (downgrade and upgrade),
scandals and the occurrence of big events (such as the Iraq war and the September 11
terrorist attack), and many other factors [55]. Historical stock prices alone cannot deter-
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mine its future price in many cases, especially large jumps and drops in prices. Inevitably,
multiple factors should be used to feed and train ANN models. The only purpose for
adopting the simple naive trading strategy here is to figure out whether CNN-CSP is
better than AR and CNN-LP. We believe that much better returns can be achieved by
designing a more comprehensive strategy.
We include here in Table 6.6 annual return by year for CNN-CSP so that one may
have an idea about year-to-year performance. The annual returns vary from one year
to next year significantly. This is the typical when there is no risk control is applied.
Also, we can see that Years 2000 and 2001 are the most difficult years for the long-only
portfolios based on our simple naive trading strategy and CNN-CSP. The global economic
environment in those years are very tough for long-only portfolio managers because of
the burst of technology bubble and events such as the September 11 happened.
6.4 Summary and Conclusions
In this chapter, we have presented the setup of experiments, including the predictors com-
pared and the performance measures used. We then examin predictions on each channel
when channel-specific preprocessing is used. We test the performance of different param-
eters in channel-specific preprocessing and conclude that performance varies little with
different combinations of mother filters and low-pass filters for individual channels as
long as those filters are not far off the target. We then select a single set of parameter to
be used for channel-specific preprocessing, along with the target low-pass filter for tradi-
tional preprocessing. Last, we conduct experiments on ten stock benchmarks using three
predictors: autoregressive model, ANN model with traditional low-pass preprocessing,
and ANN model with channel-specific preprocessing.
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Table 6.6: Annual return by year for portfolios based on CNN-CSP. The numbers in
the table are percentage numbers.
Year AMR C GE IBM MNTR NYT PFGI PSS XOM YHOO
1993 -9.99 -0.10 19.83 4.32 288.02 11.39 13.43
1994 -25.76 5.11 12.15 15.66 143.51 27.40 127.45 7.64
1995 15.62 17.59 7.14 15.53 86.46 83.21 96.49 19.84
1996 2.38 34.73 9.96 28.80 114.51 10.93 139.47 12.58
1997 -3.83 44.95 5.11 31.50 41.71 38.20 114.85 57.48
1998 -10.89 25.86 23.16 69.39 98.96 -6.00 34.68 -49.59 17.07 138.05
1999 -13.39 49.25 -17.84 3.03 36.61 21.80 42.36 -8.00 -2.64 118.44
2000 -41.39 27.25 -7.44 85.67 162.32 -6.57 -22.94 14.71 7.55 -70.24
2001 -56.30 -5.46 -10.79 35.60 201.42 14.06 18.15 -11.53 -4.74 23.03
2002 -43.59 -8.83 41.93 20.56 1.85 -10.84 4.16 -12.66 13.12 70.57
The experiments show that our proposed channel-specific preprocessing for noisy
stock-price time series is superior to traditional low-pass filtering. By decomposing the
signals into different channels, one can preprocess individual channels differently by tak-
ing advantage of their individual properties. We exploit the properties that signals in the
low-frequency channel have much larger magnitude than two other channels, and that the
low-frequency channel is almost noise-free and does not require further denoising. This
avoids introducing any lags in the low-frequency channel. This is the main advantage of
our proposed preprocessing approach over the traditional low-pass filtering approach.
A comparison of our ANN model with channel-specific preprocessing and the tradi-
tional autoregressive and buy-and-hold models leads us to consider that our approach has
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better forecasting power and outperforms the AR and buy-and-hold models significantly.
The results are consistent across a variety of stocks over a period of ten years.
We also believe that, in the future, multiple factors should be considered in training
ANN in order to predict stock prices. These factors may include the macro economic
environment, global events, analysts’ oppinions, stock volatility, cash flow information,
and price momentum.
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Chapter 7
Conclusions And Future Work
In this thesis, we have studied the characteristics of time series, including linearity/nonlinearity,
seasonality, stationarity/nonstationarity, and noise. We have reviewed existing approaches
for handling these characteristics, and have pointed out problems in existing work. We
then focus on neural-network models for general nonlinear chaotic time-series predictions.
We survey existing neural-network models for chaotic time-series predictions, and identify
the common problems in existing neural-network models that use an single unconstrained
objective function (such as mean square errors) as the only goal in learning.
We have also studied noisy time series predictions (with high-frequency noise only)
using stock market time series as examples. We have studied systematically the trade-offs
between denosing and lags incurred due to denoising. In order to remove unpredictable
noisy components in a time series while introducing lags only on the portion of the
time series with low magnitude, we have developed an innovative preprocessing method
by combining wavelet decomposition and channel-specific preprocessing. We perform
pattern-wise transformations to handle nonstationarity in the low-frequency channel,
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and perform low-pass filtering for the high-frequency channels according to the level of
noise in individual high-frequency channels.
To solve the problems identified in existing neural-network prediction models, we
propose a constrained formulation for ANN learning that allow multiple learning criteria
and prior knowledge to be incorporated. Such criteria include testing errors on multiple
validation sets that can model regime changes in piecewise chaotic time series, and the
validation error of the ANN learned on the objective used in testing. We have further
proposed a new RFIR architecture that combines a recurrent structure and a memory-
based FIR structure, and a violation-guided back-propagation algorithm based on theory
of extended saddle point condition for continuous nonlinear constrained optimization.
Based on a constrained formulation of the ANN model and training by the violation-
guided back-propagation algorithm, we have conducted experiments on a broad range of
chaotic time-series benchmarks. Our experimental results show that our proposed ANN
model along with the training algorithm significantly improves over existing work.
We then extend our work to predict noisy time series using stock-price time series
as benchmarks. First, we have developed a channel-specific preprocessing approach that
is superior to the traditional low-pass preprocessing and the traditional autoregressive
models.
There are two main aspects that one may continue on this work. First, we can further
study the extension of prediction horizons (such as a week or even longer) for stock price
time series based on weekly data. Second, for stock-price time series, we can develop more
sophisticated trading strategies and feed real-time stock prices to a prediction module
developed based on our neural-network predictor.
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