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Abstract
The following question is addressed: To what extent the n-tuple of m × m Hermitian matrices is deter-
mined by its joint numerical range? The cases m = 2, n arbitrary and m = n = 3 are considered in detail.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Cm×m denote the set of all m × m matrices with entries from the field C of complex
numbers. For Hermitian matrices A1, . . . , An ∈ Cm×m, their joint numerical range JNR(A1, . . . ,
An) :=J is defined as the image in Rn of the unit sphere in Cm under the mapping
w → [(A1w,w), . . . , (Anw,w)].
When n = 2, the set J coincides with the classical numerical range W(A) of the matrix
A = A1 + iA2, and as such is rather well studied, see for example [1, Chapter 1], [2] or other
monographs on the subject.
It is clear from the definition that the joint numerical range is unitarily invariant, that is,
JNR(A1, . . . , An) = JNR(B1, . . . , Bn)
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provided that
Bj = U∗AjU for j = 1, . . . , n (1)
for some unitary matrix U ∈ Cm×m. We are interested in the extent to which the converse is
true. In other words, we would like to know under what additional conditions on m, n and/or the
shape of the joint numerical range the n-tuple A1, . . . , An can be restored from it up to a unitary
similarity (1). If this is not the case, it is natural to modify the question, and try to determine the
number of n-tuples not unitarily similar to each other and generating the same joint numerical
range.
The situation is trivial when J is a point: then Aj = xj I , where xj is the j th coordinate
of J , and is therefore defined by J uniquely. For n = 2, when we are dealing with the classical
numerical range of arbitrary matrices in Cm×m, the answer to this question is also known. Namely,
for m = 2 the matrix A is determined by W(A) up to unitary similarity, and this is not so for
m  3. The classification of all shapes of the numerical range W(A) allowing to restore A up
to unitary similarity when m = 3 is given in [3]. In this paper, we will address the cases when
m = 2, n > 2 (Section 2) and m = n = 3 (Sections 3 and 4).
Before proceeding to these concrete situations, we formulate several simple known general
observations about the joint numerical range which will be used repeatedly throughout the paper.
Lemma 1. Let J be the joint numerical range of the n-tuple (A1, . . . , An). Then:
(1) The projection of J onto the kth coordinate axis is the numerical range of Ak, that is,
the closed line segment connecting the minimal and maximal eigenvalue of Ak. These
eigenvalues are therefore determined by J uniquely. More generally, the projection of J
onto the (j, k)-coordinate plane is the numerical range of Aj + iAk.
(2) Let T be an affine transformation of Rn : T (x) = Mx + l, where M = [mjk]nj,k=1, and let
Bj = ∑nk=1 mjkAk + lj I, j = 1, . . . , n. Then
JNR(B1, . . . , Bn) = T (J ).
(3) JNR(AT1 , . . . , ATn) = J, where the symbol “T” stands for taking the transposed matrix.
(4) Let each matrixAj be the direct sum ofA(1)j andA(2)j having the sizem1 × m1 andm2 × m2,
respectively, the same for all j. Then J is the convex sum of J1 = JNR(A(1)1 , . . . , A1)n ) and
J2 = JNR(A(2)1 , . . . , A2)n ):
J = {tx(1) + (1 − t)x(2): t ∈ [0, 1], x(k) ∈ Jk, k = 1, 2}.
The latter condition means that J is the convex hull of J1 and J2 provided that these sets are
convex. It also generalizes in an obvious way to the case of any number of direct summands. In
particular, if all the matrices Aj can be diagonalized by the same unitary similarity, that is, if all
the matrices Bj in (1) are diagonal:
Bj =


λ
(j)
1 0 . . . 0
0 λ(j)2 . . . 0
...
.
.
.
...
0 . . . 0 λ(j)m

 , j = 1, . . . , n, (2)
then JNR(A1, . . . , An) is the convex hull of the points λk =
[
λ
(1)
k , . . . , λ
(n)
k
]
, k = 1, . . . , m.
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2. Joint numerical ranges of 2× 2 matrices and related issues
In this section we are mostly interested in the case of 2 × 2 matrices. Nevertheless, we will
start and finish it with some observations on the case of arbitrary m. To state them, the notion of
a conical point is needed.
By definition, x ∈ Rn is a conical point of the set F ⊂ Rn if F ⊂ x + K for some convex
closed proper cone K ⊂ Rn. Of course, a conical point of F must be its boundary point.
The next theorem follows easily from the results of [4].
Theorem 2. Let the joint numerical range J generated by the n-tuple A1, . . . , An of m × m
matrices have m conical points. Then A1, . . . , An are determined by J up to a unitary similarity.
Proof. As shown in [4], the presence of m (and even m − 1) conical points implies that the
matrices Aj are diagonalizable by the same unitary similarity U . Thus, we are in situation (2),
so that J is in fact a polytope, and m conical points are its vertices. The diagonal entries of the
matrices Bj in (1) are then defined up to a simultaneous permutation. The latter also is a unitary
similarity. 
Of course, if J is a convex polytope with k vertices, where 1 < k < m, then there exist a
continuum of n-tuples of m × m matrices, not unitarily similar to each other and all having J as
their joint numerical range. The respective matrices Aj can even be chosen diagonal.
Recall that the affine dimension aff X of a set X ⊂ Rn is the dimension of the smallest affine
manifold of Rn containing X. We will say that X is linear if aff X  1 and X is flat if aff X  2.
With this terminology at hand, we now proceed to the case m = 2.
Theorem 3. The n-tuple of 2 × 2 Hermitian matrices A1, . . . , An is determined up to unitary
similarity by its joint numerical range J if and only if the set J is flat.
Proof. We consider several exhausting possibilities separately, and show that in each of them the
statement of the theorem holds.
Case 1. J is linear.
Then either J has two conical points or it is a point itself. In the former case, Theorem 2 applies;
the obvious latter case was mentioned in the introduction. Either way the n-tuple (A1, . . . , An)
is defined up to unitary similarity. But, being linear, J is also flat, so that the statement of the
theorem holds.
Moving to the remaining cases, observe that due to statement (1) of Lemma 1 both eigenvalues
of Aj are completely determined by J . Using statement (2) of this lemma, we may consider the
matrices Aj − (trAj/2)I in place of Aj , in other words, suppose without loss of generality that
all Aj are traceless:
Aj =
[
aj bj
bj −aj
]
. (3)
The projection of J onto each coordinate axis is then symmetric with respect to the origin.
Since J is not linear any more, among the matrices A1, . . . , An there must be a non-commuting
pair. Without loss of generality (renumbering the coordinates if necessary), A1 and A2 do not
commute. Applying a unitary similarity, we may suppose that in (3)
572 N. Krupnik, I.M. Spitkovsky / Linear Algebra and its Applications 419 (2006) 569–585
b1 = 0 and a1, b2 > 0. (4)
From the projection of J onto the (1, j)-coordinate plane, the pair A1, Aj can be restored up
to unitary similarity. Thus, aj and |bj | are determined by J uniquely, j = 2, . . . , n; in particular,
b2 is defined uniquely.
Directly from the definition of the joint numerical range it follows that, for Aj given by (3),
(4), it admits the following parametric representation:
x1 = a1(|w1|2 − |w2|2),
x2 = a2(|w1|2 − |w2|2) + 2b2Re(w1w2),
xj = aj (|w1|2 − |w2|2) + 2RebjRe(w1w2) + 2Im bj Im(w1w2),
(5)
where j = 3, . . . , n and |w1|2 + |w2|2 = 1.
According to (5), the only points in J with x1 = 0, x2 = b2/
√
2 are 1√
2
[
Rebj + Im bj
]n
j=1
and 1√
2
[
Rebj − Im bj
]n
j=1.
Case 2. The intersection of J with the subspace x1 = 0, x2 = b2/
√
2 consists of one point.
Then all bj in (3) are real and their values can be read from the coordinates of this point. In
other words, under condition (4) the matrices Aj are defined by J uniquely. On the other hand,
(5) implies that J lies in the span of [a1, . . . , an] and [b1, . . . , bn] and is therefore flat. So, the
statement of the theorem holds.
Case 3. The intersection of J with the subspace x1 = 0, x2 = b2/
√
2 consists of two points.
At least one of the numbers bj , j > 2, is then non-real. Renumbering Aj again if necessary,
we may suppose for simplicity that b3 /∈ R. Then A3 /= AT3 , so that the n-tuples (A1, . . . , An)
and (AT1 , . . . , A
T
n) are different. They are also not unitary similar, because A1 = AT1 , A2 = AT2 ,
and the only unitary similarity leaving A1 and A2 unchanged is the identity. From statement (3)
of Lemma 1 it follows that two (not unitarily similar) n-tuples (A1, . . . , An) and (AT1 , . . . , ATn)
have the same joint numerical range J . On the other hand, JNR(A1, A2, A3) in this case is not
flat; hence, J is not flat either.
Since Cases 1–3 exhaust all the possibilities, the theorem is proved. 
Remark 1. It is clear from the proof of Theorem 3 in Case 3 that, as soon as one of two possible
values of Im b3 is chosen, the values of bj for j > 3 are defined uniquely. In other words, for
a non-flat J there are exactly two classes of the n-tuples (A1, . . . , An) having J as their joint
numerical range. One of them goes into another by taking the transposed, which is in agreement
with statement (3) of Lemma 1.
Remark 2. As a byproduct of formulas (5), a complete geometric description of the set J =
JNR(A1, . . . , AN) for m = 2 and arbitrary n can be obtained. Namely, J is either a point, a line
segment, an elliptical disk, or an ellipsoid (without interior) embedded in Rn. This classification
is known, see Example 2 in [5] and references therein. Moreover, every subset of Rn of the shape
listed above is in fact the joint numerical range of a certain n-tuple of 2 × 2 matrices. Indeed, due
to statement (2) of Lemma 1 it suffices to consider flat sets (points, line segments, and elliptical
disks) for n = 2 and ellipsoids for n = 3. In the former case, the statement follows from the
respective fact on standard numerical ranges. In the latter case, invoking Lemma 1 once again,
we may without loss of generality suppose that the ellipsoid is actually the unit sphere. Then the
triple
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[
1 0
0 −1
]
,
[
0 1
1 0
]
,
[
0 i
−i 0
]
(6)
does the job.
In some sense, Theorem 3 generalizes to larger matrices, provided that J has sufficiently many
conical points to compensate for the size increase.
Theorem 4. Let (A1, . . . , An) be an n-tuple of m × m matrices with the joint numerical range
J different from a polytope and having m − 2 conical points. Then all the n-tuples of m × m
matrices with the same joint numerical range J are unitarily similar either to (A1, . . . , An) or to
its transposed.
Proof. Similarly to the reasoning in the proof of Theorem 2, (A1, . . . , An) by a unitary similarity
can be reduced to the direct sum of a (m − 2) × (m − 2) diagonal n-tuple (C1, . . . , Cn) and a
2 × 2 n-tuple (D1, . . . , Dn). Moreover, under this reduction J1 = JNR(C1, . . . , Cn) is a polytope
the vertices of which coincide with the conical points of J . By Theorem 2 (with m in its statement
substituted by m − 2), the n-tuple (C1, . . . , Cn) is defined by J up to a unitary similarity.
According to statement (4) of Lemma 1,J is the convex sum ofJ1 withJ2 = JNR(D1, . . . , Dn).
The latter set cannot be a polytope (otherwise J would be one), so that it is either an ellipse or
an ellipsoid. Moreover, J2 cannot lie inside J1 (because otherwise J would coincide with J1 and
once again would be a polytope). Thus, there is a portion of the boundary J2 of J2 not lying in
J1. From the convexity considerations it follows that then there is a (relatively) open subset of
J2 lying in fact on the boundary of J . As such, it is determined by J uniquely, and hence the
whole set J2 can be restored from J . We are therefore in the setting of Theorem 3, according to
which the n-tuple (D1, . . . , Dn) is defined either up to a unitary similarity (if J2 is an ellipse) or
up to a unitary similarity and transposition (if J2 is an ellipsoid). 
Theorem 4 becomes especially transparent in the case m = 3, when there is only one conical
point and the polytope J1 therefore degenerates into a single point. The only possible shapes of
J are then an elliptical cone (the convex hull of an ellipse and a point outside) and an ice-cream
cone (the convex hull of a non-degenerate ellipsoid and a point outside).
Corollary 5. Let (A1, . . . , An) be an n-tuple of 3 × 3 matrices with the joint numerical range J
in the shape of an elliptical cone or an ice-cream cone. Then (A1, . . . , An) is determined by J
up to a unitary similarity in the first case, and up to a unitary similarity and transposition in the
second.
Note that the elliptical cone in the statement of Corollary 5 is allowed to degenerate in a sense
that the ellipse and the point may lie in the same plane, or the ellipse may collapse into a line
segment not lying on the same line with the point. It is not allowed however for the ellipse to
degenerate into a line segment on the same line with the point.
3. Three 3× 3 matrices; the flattened case
The joint numerical range of three 3 × 3 Hermitian matrices is a convex set J in R3 ([6], see
also [5] for an alternative proof from a more general viewpoint). Its projection on any plane is
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the numerical range of a certain 3 × 3 matrix, and possible shapes of the latter are described in
[7], see also [3]. We first consider the cases when among those projections there is (at least) one
containing a line segment as a portion of its boundary; let us call this case flattened.
The joint numerical range is flattened, for example, under the conditions of Corollary 5 (with
n = 3); however, there may be line segment on the boundary of the projections when J has no
conical points. We will now address the general situation.
The projection with a line segment on the boundary can be either (i) a line segment itself, or
(ii) a triangle, or (iii) the convex hull of an ellipse and a point outside this ellipse, or (iv) the
convex hull of a certain algebraic curve of fourth degree [3]. Let us deal with these cases one by
one.
Case (i) occurs if and only if the set J is flat. Using statement (2) of Lemma 1 we may without
loss of generality suppose that J is located in (x1, x2)-plane, in other words, that A3 = 0. Then J
is simply the numerical range W of the matrix A = A1 + iA2, and the triple (A1, A2, A3) can be
restored from J up to unitary similarity if and only if the matrix A is defined (again, up to unitary
similarity) by W . From the results of [3] therefore follows:
Theorem 6. Let the joint numerical range J of the triple (A1, A2, A3) of 3 × 3 matrices be a flat
set. Then the triple (A1, A2, A3) is determined by J (up to unitary similarity) if J is (1) a point,
(2) a triangle, (3) the convex hull of an ellipse and a point outside the ellipse, or (4) a non-linear
convex set with one line segment on its boundary. In all other cases, that is, when J is (5) a line
segment, (6) an ellipse, or (7) a convex set of ovular shape, there is a continuum of nonunitarily
similar triples (A1, A2, A3) with the joint numerical range equal J.
We are now moving to case (ii).
Theorem 7. Let the joint numerical range J of the triple (A1, A2, A3) of 3 × 3 Hermitian
matrices have a (non-degenerate) triangular projection on some plane in R3. Denote by  the
respective orthogonal projection operator, by zj the vertices of the triangle(J ), and by aj their
opposing sides, j = 1, 2, 3. Then:
(a) The inverse images ζj = −1(zj ) ∈ J are defined uniquely.
(b) H  13 (h1 + h2 + h3), where hj is the length of the longest intervals−1(z) ∩ J, z ∈ aj ,
and H is the distance from the average ζ0 = (ζ1 + ζ2 + ζ3)/3 to the farthest point in
−1(ζ0) ∩ J.
(c) Finally, the triple (A1, A2, A3) is determined by J (up to unitary similarity) if and only if
in (b) the equality holds.
Observe that elliptical cones satisfy conditions of Theorem 7. It is an exercise in high school
geometry to show that for them condition (b) holds, which is in agreement with Corollary 5.
Proof. Using proposition (2) of Lemma 1, we may without loss of generality suppose that  is
the orthogonal projection along the x3 axis.
Then the numerical range W(A) of the matrix A = A1 + iA2 is the triangle with the vertices
zj = λj + iµj , which in turn implies that the matrix A is normal. Applying a unitary similarity
if necessary, we may without loss of generality suppose that A1 and A2 are diagonal matrices,
with the diagonal entries λj and µj , respectively. Let us write the matrix A3 in the form
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A3 =

ν1 p rp¯ ν2 q
r¯ q¯ ν3

 . (7)
Observe that (Aw,w) = zj only if a unit vector w ∈ C3 is a scalar multiple of the standard
basis vector ej . Thus, there is only one point in J the projection of which onto the (x1, x2) axis
is zj , which proves part (a). Moreover, the x3-coordinate of this point coincides with νj which is
therefore defined by J uniquely.
Additional diagonal unitary similarities, leaving A1 and A2 unchanged, allow us to further
change the off diagonal entries in (7) according to the rule
p → x = |p|, q → z = |q|, and r → y = |r| exp i(arg r − arg p − arg q).
If pqr = 0, the arguments in the formula for y are not defined uniquely, and it is possible to
choose them so that y = |r|. Under these conventions, the only unitary similarity preserving the
triple 
λ1 0 00 λ2 0
0 0 λ3

 ,

µ1 0 00 µ2 0
0 0 µ3

 ,

ν1 x yx ν2 z
y¯ z ν3

 (8)
is the identity transformation. Note that the quantity pqr¯ is therefore a unitary invariant of the
triple (A1, A2, A3); it is real if and only if y is real.
For every point (x1, x2) ∈ (J ) there is exactly one triple (|w1|, |w2|, |w3|) for which xj =
(Ajw,w), j = 1, 2 and the arguments of wj do not play any role. Hence, the x3-coordinate of
the points from −1(x1, x2) ∩ J is given by the formula
x3 =
3∑
j=1
νj |wj |2 + 2(xRe(w2w1) + Re(yw3w1) + zRe(w3w2))
with |wj | fixed by the choice of x1, x2 and arguments of wj completely arbitrary.
Since wj = 0 for the points (x1, x2) on the side aj of the triangle W(A), it follows that h1, h2
and h3 are equal 2x, 2|y| and 2z, respectively. From here it in particular follows that x, |y| and z
are uniquely determined by J .
On the other hand, the points from −1(ζ0) correspond to |wj | = 1/
√
3, so that H = 23 (x +|y| + z) if y is real, and strictly less than this quantity otherwise. This proves (b).
It remains to prove (c). Let us do it first if xz = 0. In this case, as was mentioned earlier, y may
be chosen non-negative, and is therefore uniquely defined by its absolute value. Thus, the triple
(A1, A2, A3) is defined uniquely by J . At the same time, equality in (b) holds.
For xz /= 0, additional reasoning is needed. Recall that the maximal and the minimal eigen-
values of A3 are determined by J . Since the diagonal entries (and therefore the trace) of A3 are
also known, in fact all three its eigenvalues are determined by J . But then det A3 is known as
well, which allows to find the value of Re y. If equality in (b) holds, then y is real, and therefore
coincides with its real part. Thus, we have just restored the matrix A3 completely.
Finally, if equality in (b) does not hold, then y is not real. Its real part is determined uniquely
by the previous considerations, and its imaginary part is known up to its sign. If A3 is the matrix
corresponding to one of two possible choices of y, the second choice leads to AT3 . Since A1 and
A2 are symmetric matrices, the triples (A1, A2, A3) and (A1, A2, AT3 ) have the same numerical
ranges. They are not unitarily similar, which concludes the proof. 
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Remark 3. According to the proof of Theorem 7, the triple (8) can be restored from its joint
numerical range J uniquely if and only if y is real. In other words, if two of the matrices Aj are
simultaneously diagonalized and the third is put in the form (7), then the uniqueness holds if and
only if pqr¯ is real.
It is also clear from the proof of Theorem 7 that when condition (c) does not hold, there are
exactly two classes of unitarily similar triples (A1, A2, A3) with J as their joint numerical range,
and these classes differ just by taking the transposed (compare this situation with Remark 2 of
previous section). This situation persists in case (iii).
Theorem 8. Let J = JNR(A1, A2, A3) be a non-flat set the projection of which onto at
least one plane is the convex hull of an ellipse and a point outside. Then each triple
(B1, B2, B3)with the same joint numerical range is unitarily similar either to (A1, A2, A3)or to its
transposed.
Observe that J shaped as ice-cream cones satisfy conditions of Theorem 8.
Proof. As in Theorem 7, using proposition (2) of Lemma 1 we may without loss of generality
suppose that the plane referred to in the statement of the theorem is the coordinate (x1, x2)-plane.
In other words, the numerical range W(A) of A = A1 + iA2 is the convex hull of an ellipse and
a point outside. Moreover, we can transform this ellipse into the unit circle and rotate the corner
point of W(A) into a position on positive x1 axis. Then by a unitary similarity we may put A1
and A2 in the form
A1 =

1 0 00 −1 0
0 0 d

 , A2 =

0 1 01 0 0
0 0 0

 ,
where d > 1. We will again use the notation (7) for the third matrix of the triple. Additional
diagonal unitary similarity not changing A1 and A2 can be used to make r in (7) non-negative
(without changing its absolute value) and, in case if r = 0, to make q non-negative.
Due to proposition (3) of Lemma 1, J does not change under the transformation p, q → p¯, q¯.
We will now show that, up to this transformation, the entries of A3 can be restored uniquely from
the shape of J .
The left- and right-most points of J are generated by the vectors e2, e3 and their scalar multiples
only. Thus, ν2 and ν3 are defined uniquely as x3-coordinates of the above mentioned points.
Next, let us make use of the points with x2-coordinate ±1. For these points Re w1w2 = ±1
which is only possible when |w1| = |w2| = 1/
√
2 and w3 = 0. So, there are only two such points
in J : (0,±1, 12 (ν1 + ν2) ± Rep). Consequently, ν1 and Re p are also defined by J uniquely.
The remaining data is gathered as follows. Consider the set intersection J0 of J with the plane
x1 = 1, x2 =
√
d−1
d+1 . A direct (though lengthy) computation shows that for the unit vectors w
generating the points of J0
|w1|2 = 12 , |w2|
2 = d − 1
2(d + 1) and |w3|
2 = 1
d + 1 .
Moreover, w1 can be chosen positive without loss of generality, w2 is then forced to be positive,
and the argument of w3 is arbitrary. From the formula
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x3 =
3∑
j=1
νj |wj |2 + 2Re(pw2w1 + rw3w1 + qw3w2)
it then follows that the endpoints of J0 determine
∣∣r√d + 1 ± q√d − 1∣∣ uniquely. Thus,
(d + 1)r2 + (d − 1)|q|2 and rReq (9)
can also be determined.
Using Fiedler’s formula [8] to compute the curvature of the boundary of W(A1 + iA3) at the
point (1, ν1), we restore
− 1
2
|p|2 + 1
d − 1 r
2 (10)
from the shape of the projection of J onto (x1, x3)-plane.
Finally, knowing the diagonal entries of A3 and its numerical range allows to determine all the
eigenvalues of A3 and thus its characteristic polynomial (compare with the similar reasoning in
the proof of Theorem 7). Therefore, the quantities
|p|2 + |q|2 + r2 and ν1|q|2 + ν2r2 + ν3|p|2 − 2rRepq (11)
are known as well.
From (10) and the first quantities in (9) and (11) it is possible to determine r , Im p (up to
its sign) and |q|. If r /= 0, then the second quantity in (9) can be used to determine Re q (and
thus Im q – up to its sign), and the second quantity in (11) allows to choose the sign of Im q
in accordance with the sign of Im p. Observe that the change p → p¯ yields q → q¯. Finally, if
r = 0, then q may be chosen non-negative (see above), and thus is determined uniquely by its
absolute value |q|. This completes the proof. 
The situation becomes more complicated in case (iv). However, the number of classes of unitary
similar triples with the same joint numerical range remains finite, and for each concrete triple it
is rather straightforward to determine the number of those classes and to describe all of them.
Theorem 9. Let J = JNR(A1, A2, A3) be a non-flat set the projection of which onto at least one
plane has exactly one flat portion on its boundary. Then either (a) all triples (B1, B2, B3) with
the joint numerical range J are unitarily similar to (A1, A2, A3), or (b) they form two classes
of unitarily similar triples going one into another by transposition, or (c) they form two pairs of
unitarily similar classes, also going one into another by transposition.
Proof. As in the proofs of two previous theorems, we may suppose without loss of generality
that the projection in question is onto the coordinate (x1, x2)-plane. The matrix A = A1 + iA2
is then unitarily irreducible, and its numerical range W(A) has a flat portion on its boundary.
By scaling, shifting and rotating the set J while keeping the x3 coordinates unchanged, we may
arrange for this flat portion to become a vertical segment with a lower endpoint at the origin, and
for the rightmost point of W(A) to have the x1-coordinate equal to 1. According to [3, Theorem
3.1], we can find a unitary similarity putting (A1, A2) in the form
0 0 00 0 0
0 0 1

 ,

c0 0 c10 0 c2
c1 c2 c3

 , (12)
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where positive numbers cj (j = 0, 1, 2) and c3 ∈ R are defined by W(A) (and thus by J ) uniquely.
We will use our usual notation (7) for the third matrix of the triple.
The intersection of J with the plane x1 = 0 is the numerical range of the left upper 2 × 2 block
of the matrix B = A2 + iA3. From here we find ν1, ν2 and |p|. In its turn, the intersection of J
with the plane x1 = 1 determines the value ν3.
We now turn to the matrix C = A1 + iA3. Since its real part A1 has a repeated (smallest)
eigenvalue, the numerical range W(C) also has a vertical flat portion on its boundary, unless
p = 0 and ν1 = ν2. Replacing A3 by A2 + A3 if necessary (which, once again, is allowed due to
statement (2) of Lemma 1), we may get rid of the latter possibility. If W(C) is a triangle or the
convex hull of an ellipse and a point outside, respectively Theorem 7 or 8 applies, thus completing
the proof. (Observe that in this case only situation (a) or (b) can possibly occur.) Otherwise, we
may invoke [3] again and conclude that the pair (A1, A3) is unitarily similar to
0 0 00 0 0
0 0 1

 ,

d0 0 d10 0 d2
d1 d2 d3


with positive numbers dj (j = 0, 1, 2) and real d3 determined uniquely by J . In other words,[
r
q
]
= U
[
d1
d2
]
, (13)
ν1 = d0|u11|2, ν2 = d0|u21|2, p = d0u11u21 (14)
for some 2 × 2 unitary matrix U = [uij ]2i,j=1 (it follows also that d3 = ν3 but we are not going
to need that).
Finally, let us use the points of J with the projections onto (x1, x2)-coordinate plane lying on
the boundary of W(A) and such that 0 < x1 < 1. Computing the extrema of
x2 = c0|w1|2 + c3|w3|2 + 2Re(c1w1 + c2w2)w3
on the unit sphere
∑3
j=1 |wj |2 = 1 under the constraint that x1 = |w3|2 is fixed, we find out that
these points of J are generated by the vectors w collinear to
[c1(t + 1), c2t,±c0t (t + 1)]. (15)
Here, the plus (minus) sign corresponds to the upper (lower) portion of the boundary, and the
parameter t varies from 0 to ∞.
Choosing any two vectors w corresponding to the upper portion and any one corresponding to
the lower portion (or the other way around), with the help of (15) it is easy to check that the three
corresponding “entry-inverse” vectors [1/w3, 1/w2, 1/w1] are linearly independent. Thus, from
the respective values of
x3 =
3∑
j=1
νj |wj |2 + 2Re(pw2w1 + rw3w1 + qw3w2)
it is possible to restore uniquely the real parts of p, q and r .
Knowing |p| and Re p, we can determine p up to the sign of its imaginary part. We will show
now that for an arbitrary choice of this sign there are at most two pairs q, r for which matrices
(12), (7) generate the joint numerical range J .
If p is fixed, then Eqs. (14) determine the unitary matrix U up to a left diagonal multiple[ω1 0
0 ω2
]
with |ωj | = 1. Thus, |r| and |q| are defined by (13) uniquely. Since the real parts of r and
q are known, their imaginary parts are now also defined, up to their signs.
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In the rest of the proof, it is convenient for us to call the matrix (7) appropriate if the triple
(12), (7) has the joint numerical range equal to J . Apparently, the number of different appropriate
matrices coincides with the number of classes of unitary similar triples in question. We will now
consider several cases separately.
Case 1. The value of p found above is zero. Keeping w3 real and using the mappings w1 → w1,
w2 → w2 (one at a time) we see that all independent choices of Im r , Im q yield the same joint
numerical range J of the triple (12), (7). Therefore, we have as many appropriate matrices A3 as
there are different pairs r, q. So, we are in situation (a) if r, q are real, in situation (b) if exactly
one of them is (non)real, and in situation (c) if they are both non-real. Observe also that transition
r, q → r¯ , q¯ corresponds to taking the transposed of A3 (and therefore of the triple (A1, A2, A3)).
Case 2. Let nowp be real non-zero. Since horizontal support planes of J determine the maximal
and minimal eigenvalues of A3 and the trace of A3 is also known, we can compute its determinant
as well. From here, the value of Re pqr¯ , and thus of Im qIm r , is defined uniquely. Of those
pairs r, q found earlier, this leaves (at most) two, complex conjugate to each other. The respective
matrices A3 are transposed of each other, and are therefore both appropriate. It puts us in situation
(a) if r, q are real, and in situation (b) otherwise.
Case 3. Non-real p. Let us generalize our reasoning from the previous case, considering all
support planes of J parallel to x1 axis. This lets us compute det(tA2 + A3) for all real values
of t . A straightforward calculation allows to extract from here the value of c1Im q − c2Im r .
Consequently, there are at most two pairs q, r corresponding to the given p, and if there are
indeed two, they differ by taking complex conjugates. Of the resulting matrices A3, either one or
two are appropriate. The former leads to situation (b), the latter to situation (c). 
4. Three 3× 3 matrices; the well rounded case
We now move on to the situation when all planar projections of J are well rounded, that is,
have no line segments on their boundaries. According to already mentioned classification from
[7,3], these projections are then either ellipses or convex hulls of certain irreducible algebraic
curves of degree 6, having the so called ovular shape. Let us dispose first of a (simpler) case in
which the ovular shape does not materialize.
Theorem 10. Let the joint numerical range J of the triple (A1, A2, A3) of 3 × 3 Hermitian
matrices have elliptical projections on all planes in R3. Then there is a continuum of triples of
3 × 3 Hermitian matrices, not unitarily similar to each other, all having J as their joint numerical
range.
Proof. According to [9], a convex body with all planar projections being ellipses is ellipsoidal.
Thus (see Remark 2), there exists a triple of 2 × 2 matrices (C1, C2, C3) having the surface of J as
its joint numerical range. By statement (4) of Lemma 1, J itself is then the joint numerical range
of any triple (B1, B2, B3) with Bj = Cj ⊕ {λj }, where λ = (λ1, λ2, λ3) is an arbitrary point in J .
Apparently, the triples (B1, B2, B3) corresponding to different λ cannot be unitarily similar. 
The triples of matrices used in the proof of Theorem 10 are unitarily reducible. It is therefore
interesting to observe that the same shape of the joint numerical range may be achieved by unitarily
irreducible triples as well. Our next theorem is devoted to the construction of such triples; to justify
the construction, the criterion for ellipticity of the numerical range will be needed. For the sake
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of convenience, we state the respective result from [3] (in a slightly modified, but equivalent,
form).
Lemma 11. LetZ be a 3 × 3 unitarily irreducible matrix,and letλj (j = 1, 2, 3)be its eigenvalues.
The numerical range of Z is an ellipse if and only if the quantity
trZ +
∑3
j=1 |λj |2λj − tr(Z∗Z2)
tr(Z∗Z) −∑3j=1 |λj |2 (16)
coincides with (at least) one of λj . The foci of this ellipse coincide with the remaining two
eigenvalues of Z, and the length of its minor axis is√√√√√tr(Z∗Z) − 3∑
j=1
|λj |2. (17)
Theorem 12. For any ellipsoidal body J in R3 there exist triples of 3 × 3 Hermitian matrices Aj
such that J = JNR(A1, A2, A3) and the linear combination
Z = ξA1 + ηA2 + ζA3 (18)
is unitarily reducible only when ξ, η, ζ lie on the same line with zero.
Proof. Due to statement (2) of Lemma 1, it suffices to produce the desired triple when J is the
unit ball. Let
A1 =

−1 0 00 0 0
0 0 1

 , A2 = 1√
2

0 1 01 0 1
0 1 0

 , A3 = 1√
2

 0 i 0−i 0 i
0 −i 0

 .
The matrix (18) is tridiagonal along with each of Aj . Thus, results of [10] can be used; in partic-
ular, Theorem 14 from there gives a necessary and sufficient condition for unitary (ir)reducibility
of 3 × 3 tridiagonal matrices. A careful but rather straightforward consideration of all the cases
yields the conclusion that Z is unitarily reducible if and only if ξ, η, ζ lie on one line with zero.
By statement (2) of Lemma 1, any planar projection of J coincides with W(Z1 + iZ2), where
Zk are given by (18) with ξ, η, ζ substituted by some real ξk, ηk, ζk (k = 1, 2) such that the vectors
[ξ1, η1, ζ1], [ξ2, η2, ζ2] are linearly independent. In other words, Z = Z1 + iZ2 also is of the form
(18), with the coefficients ξ = ξ1 + iξ2, η = η1 + iη2 and ζ = ζ1 + iζ2 not lying on one line with
zero. According to already proved part of the theorem, the matrix Z is unitarily irreducible, so
that Lemma 11 applies.
Direct computations show that the eigenvalues of Z are 0 and ±√ξ2 + η2 + ζ 2, trZ =
tr(Z∗Z2) = 0, tr(Z∗Z) = 2(|ξ |2 + |η|2 + |ζ |2). Formula (16) yields the value 0 coinciding with
one of the eigenvalues. Accordingly, all planar projections of J are ellipses, so that J itself is an
ellipsoidal body.
Moreover, the projections of J onto the coordinate planes correspond to the choice ξ = 1, η =
i, ζ = 0 and its cyclic permutations. Respectively, ξ2 + η2 + ζ 2 = 0, so that the eigenvalues of
the matrices A1 + iA2, A2 + iA3 and A1 + iA3 are all equal to zero. The numerical ranges of
these three matrices are therefore not just ellipses but in fact circular disks, and the radii of these
disks according to (17) are equal to
√
2(|ξ |2 + |η|2 + |ζ |2)/2 = 1. Consequently, J is the unit
ball. 
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At the end of the paper we will show how to construct a continuum of unitarily irreducible triples
not unitarily similar to each other and all having the unit ball as their joint numerical range. Of
course, yet another application of Lemma 1 implies that the same is true for any ellipsoidal body J .
It remains to consider the last case, when some of the projections of J have ovular shape,
and others (if any) are elliptical. Without loss of generality we may suppose that W(A1 + iA2)
is ovular. This condition implies that at least one of the matrices A1, A2 has simple eigenvalues
(otherwise A1 + iA2 would be unitarily reducible). Again without loss of generality, it may be
supposed that the eigenvalues of A1 are simple. Denote them by α1 > α2 > α3, and use a unitary
similarity to put the triple (A1, A2, A3) in the form
α1 0 00 α2 0
0 0 α3

 ,

β1 ξ1 ξ2ξ1 β2 ξ3 + iξ4
ξ2 ξ3 − iξ4 β3

 ,

 γ1 ξ5 + iξ6 ξ7 + iξ8ξ5 − iξ6 γ2 ξ9 + iξ10
ξ7 − iξ8 ξ9 − iξ10 γ3

 , (19)
where ξ1, ξ2  0, all other ξj are real, and ξ3  0, ξ4 = 0 if ξ1ξ2 = 0.
Theorem 13. Let the triple (19) be such that the numerical range of A1 + iA2 is ovular, and
all other planar projections of J = JNR(A1, A2, A3) are also ovular or elliptical. Then another
triple (B1, B2, B3) of 3 × 3 matrices has the same joint numerical range J if and only if it is
unitarily similar to[
α1 0 0
0 α2 0
0 0 α3
]
,
[
β1 x1 x2
x1 β2 x3 + ix4
x2 x3 − ix4 β3
]
,
[
γ1 x5 + ix6 x7 + ix8
x5 − ix6 γ2 x9 + ix10
x7 − ix8 x9 − ix10 γ3
]
,
(20)
where xj are real solutions of the system
Fj (x1, . . . , x10) = Fj (ξ1, . . . , ξ10), j = 1, . . . , 10, (21)
with polynomials Fj defined as
F1(x1, . . . , x10) = x21 − a(x23 + x24 ),
F2(x1, . . . , x10) = x25 + x26 − a(x29 + x210),
F3(x1, . . . , x10) = x21 + x22 + x23 + x24 ,
F4(x1, . . . , x10) = x25 + x26 + x27 + x28 + x29 + x210,
F5(x1, . . . , x10) = x1x5 − a(x3x9 + x4x10),
F6(x1, . . . , x10) = x2x7 + (1 + a)(x3x9 + x4x10),
F7(x1, . . . , x10) = 2x1x2x3 + b(x23 + x24 ),
F8(x1, . . . , x10) = 2(x5x7x9 + x5x8x10 − x6x7x10 + x6x8x9) + c(x29 + x210),
F9(x1, . . . , x10) = 2(x1x2x9 + x2x3x5 − x2x4x6 + x1x3x7 + x1x4x8)
+2b(x3x9 + x4x10) + c(x23 + x24 ),
F10(x1, . . . , x10) = 2(x1x7x9 + x1x8x10 + x2x5x9 − x2x6x10 + x3x5x7 + x4x5x8
+x3x6x8 − x4x6x7) + 2c(x3x9 + x4x10) + b(x29 + x210).
Here,
a = α1 − α2
α2 − α3 , b = −β1 + (1 + a)β2 − aβ3, c = −γ1 + (1 + a)γ2 − aγ3.
582 N. Krupnik, I.M. Spitkovsky / Linear Algebra and its Applications 419 (2006) 569–585
Proof. Necessity involves the notions of associated curves of matrices and their linear equations,
and an interested reader is referred to [3] for the definitions. Here, we will only use their rather
elementary properties.
Let JNR(B1, B2, B3) = J . Then in particular the numerical rangeW(B1 + iB2) coincides with
O = W(A1 + iA2). Due to the ovular shape of O, the associated curves of the matrices A1 + iA2
and B1 + iB2 are irreducible [7,3]. Having infinitely many points in common (all the points of
O), these two curves must coincide completely. But then their line equations are the same. In
other words,
det(uA1 + vA2 − wI) = det(uB1 + vB2 − wI)
for all (real) u, v,w. In particular, the spectra of A1 and B1 are the same, so that without loss of
generality we may suppose that B1 is in the form required by (20). Also, the spectra (and therefore
the traces) of A2 and B2 are the same.
The projections of J onto planes sufficiently close to horizontal will also be ovular, because
the set of matrices with elliptical numerical ranges is relatively closed in the set of 3 × 3 unitarily
irreducible matrices (this follows from the criterion in [3], see also [11, Section 4]). Thus, the
reasoning above applies when A2 and B2 are changed to A2 + 
A3 and B2 + 
B3, respec-
tively, provided that 
 is small enough. Consequently, the spectra of A3 and B3 are also the
same.
Since the eigenvalues of B1 are simple, there is only one point in J with the first coordinate α1.
The other two coordinates of this point determine uniquely the (1, 1) entries of B2 and B3, which
must therefore coincide with the respective entries of A2 and A3. Using the point in J with the
first coordinate α3 we reach the same conclusion for the (3, 3) entries. But, as was shown earlier,
the traces of Bj and Aj coincide. Thus, the (2, 2) entries of Aj and Bj also must be the same for
j = 2, 3.
It remains to show that the off diagonal entries of (20) satisfy (21). To this end, observe that
if the triples (A1, A2, A3) and (B1, B2, B3) have the same joint numerical ranges, the respective
support planes in all directions must be the same. In other words, for all real non-zero triples
u, v,w the matrices uA1 + vA2 + wA3 and uB1 + vB2 + wB3 have the same maximal and
minimal eigenvalues. Since the traces of Aj and Bj are the same, the remaining intermediate
eigenvalues must also be the same. But then uA1 + vA2 + wA3 and uB1 + vB2 + wB3 have
the same characteristic polynomials. Equating the coefficients of these polynomials for the
triples given by (19) and (20) after lengthy but rather straightforward computations leads to
(21).
Sufficiency is easy: Let (A1, A2, A3) and (B1, B2, B3) be unitarily similar to (19) and (20),
respectively. If (21) holds, then the characteristic polynomials of uA1 + vA2 + wA3 and uB1 +
vB2 + wB3 are the same. Thus, the joint numerical ranges of (A1, A2, A3) and (B1, B2, B3) have
the same support planes in all directions, and therefore coincide. 
Remark 4. From the proof of sufficiency it is clear that it holds for any triple (A1, A2, A3) of
3 × 3 matrices, independent of the shape of its joint numerical range.
In the setting of Theorem 13, the number of equivalence classes with the same joint numerical
range is determined by the structure of real solutions of the system (21). The following example
shows how this system can be handled in concrete cases.
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Example 14. Let
A1 =

−1 0 00 0 0
0 0 1

 , A2 =

0 1 σ1 0 1
σ 1 0

 , A3 =

 0 0 i0 0 0
−i 0 0

 , (22)
where σ > 1.
The direct computation shows that a non-trivial linear combination uA1 + vA2 + wA3 with
real coefficients u, v,w cannot have multiple eigenvalues. Thus, all planar projections of J =
JNR(A1, A2, A3) have no linear portions on the boundary.
Consider the matrix
Z = A1 + iA2 =

−1 i iσi 0 i
iσ i 1

 . (23)
It is unitarily irreducible, since A1 and A2 do not have common eigenvectors. The characteristic
polynomial of Z equals
−λ3 − λ(σ 2 + 1) − 2iσ,
so that for σ = 2, for example, the eigenvalues of Z can be found explicitly as
λ1 = −i, λ2,3 = 1 ±
√
17
2
i.
Yet another straightforward computation reveals that the quantity (16) equals zero, which is
different from the eigenvalues of Z. According to Lemma 11, the numerical range W(Z) then
cannot be an ellipse. Since W(Z) does not contain linear portions, the only option left is the
ovular shape.
Thus, Theorem 13 applies. For the triple (22) a = 1, b = c = 0, so that system (21) simplifies
to
x21 − (x23 + x24 ) = 0,
x25 + x26 − (x29 + x210) = 0,
x21 + x22 + x23 + x24 = 6,
x25 + x26 + x27 + x28 + x29 + x210 = 1,
x1x5 − (x3x9 + x4x10) = 0,
x2x7 + 2(x3x9 + x4x10) = 0, (24)
x1x2x3 = 2,
x5x7x9 + x5x8x10 − x6x7x10 + x6x8x9 = 0,
x1x2x9 + x2x3x5 − x2x4x6 + x1x3x7 + x1x4x8 = 0,
x1x7x9 + x1x8x10 + x2x5x9 − x2x6x10 + x3x5x7 + x4x5x8 + x3x6x8 − x4x6x7 = 0.
Using the Gröbner basis procedure in Maple2 it was derived from (24) that t = x21 is a (positive)
root of the polynomial
2 Computational support provided by National Science Foundation Grant No. 0215444.
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t9 − 9t8 + 27t7 − 21t6 − 36t5 + 54t4 + 12t3 − 36t2 + 8,
and is therefore equal to 1 or 1 + √3. From here, (24) can be solved manually, and the complete
set of its real solutions (satisfying x1, x2  0) is as follows:
For x1 = 1:
x2 = 2, x3 = 1, x4 = x5 = x7 = x9 = 0, and either x6 = x10 = 0, x8 = ±1, or x6 = x8 =
x10 = ±1/
√
3.
For x1 =
√
1 + √3:
x2 =
√
3 − 1, x3 =
√
1 + √3, x4 = x5 = x7 = x9 = 0, and either
x6 = x10 = 0, x8 = ±1, or x6 = x10 = ±
√
2
3
(√
3 − 1), x8 = ± ( 2√33 − 1),
where the choice of signs in the latter case is the same.
Apparently, the triples (20) generated by different solutions of (24) are not unitarily similar.
Thus, there exist eight classes with the joint numerical range coinciding with J , four of which go
into another four under the transposition. The very first of the classes listed corresponds to the
original triple (22).
Example 15. Let

−1 0 00 0 0
0 0 1

 , 1√
2

0 1 01 0 1
0 1 0

 ,

 0 is ±i
√
1 − 2s2
−is 0 −is
∓ i√1 − 2s2 is 0

 , (25)
where s ∈ (−1/√2, 1/√2).
In the notation (19), all the triples (25) satisfy the same system of equations
x21 − (x23 + x24 ) = 0,
x25 + x26 − (x29 + x210) = 0,
x21 + x22 + x23 + x24 = 1,
x25 + x26 + x27 + x28 + x29 + x210 = 1,
x1x5 − (x3x9 + x4x10) = 0, (26)
x2x7 + 2(x3x9 + x4x10) = 0,
x1x2x3 = 0,
x5x7x9 + x5x8x10 − x6x7x10 + x6x8x9 = 0,
x1x2x9 + x2x3x5 − x2x4x6 + x1x3x7 + x1x4x8 = 0,
x1x7x9 + x1x8x10 + x2x5x9 − x2x6x10 + x3x5x7 + x4x5x8 + x3x6x8 − x4x6x7 = 0
as the triple (6). In accordance with Remark 4, the joint numerical ranges for all the triples (25)
is the unit ball, since this was the case for the triple (6). Observe that these triples are unitarily
irreducible, and pairwise not unitarily similar.
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