Abstract-Let X be a random variable with distribution μ taking values in a Banach space H. First, we establish the existence of an optimal quantization of μ with respect to the L 1 -distance. Second, we propose several estimators of the optimal quantizer in the potentially infinite-dimensional space H, with associated algorithms. Finally, we discuss practical results obtained from real-life data sets.
INTRODUCTION
Clustering consists in partitioning a data set into subsets (or clusters), so that the data in each subset share some common trait. Proximity is determined according to some distance measure. For a thorough introduction to the subject, we refer to the book by Kaufman and Rousseeuw [14] . The origin of clustering goes back to 45 years ago, when some biologists and sociologists began to search for automatic methods to build different groups with their data. Today, clustering is used in many fields. For example, in medical imaging, it can be used to differentiate between different types of tissue and blood in a three-dimensional image. Market researchers use it to partition the general population of consumers into market segments and to better understand the relationships between different groups of consumers/potential customers. There are also many different applications in artificial intelligence, sociology, medical research, or political sciences.
In the present paper, the clustering method we investigate is based on the technique of quantization commonly used in signal compression (Graf and Luschgy [12], Linder [17] ). Given a normed space (H, · ), a codebook (of size k) is defined by a subset C ⊂ H with cardinality k. Then, each x ∈ H is represented by a uniquex ∈ C via the function q,
which is called a quantizer. Here we come back to the clustering, as we create clusters in the data by regrouping the observations which have the same image by q.
Denote by d the distance induced by the norm on H:
In this paper, observations are modeled by a random variable X on H with distribution μ. The quality of the approximation of X by q(X) is then given by the distortion E d (X, q(X) ). Thus the aim is to minimize E d(X, q(X)) among all possible quantizers. However, in practice, the distribution μ of the observations is unknown, and we only have at hand n independent observations X 1 , . . . , X n with the same distribution as X. The goal is then to minimize the empirical distortion:
We choose here the distortion measure d for the robustness of the medians. Moreover the properties of the L 1 -Wasserstein norm will be primordial in our demonstrations.
Since As a matter of fact, in many practical problems, input data items are in the form of random functions (speech recordings, spectra, images) rather than standard vectors, and this casts the clustering problem into the general class of functional data analysis. Even though in practice such observations are observed at discrete sampling points, the challenge in this context is to infer the data structure by exploiting the infinite-dimensional nature of the observations. The last few years have witnessed important developments in both the theory and practice of functional data analysis, and many traditional data analysis tools have been adapted to handle functional inputs. The book by Ramsay and Silverman [22] provides a comprehensive introduction to the area. Recently, Biau et al. [3] gave some consistency results in Hilbert spaces and with an L 2 -based distortion.
Thus, the first novelty in this paper is to consider data taking place in a separable and reflexive Banach space, with no restriction on their dimension. The second novelty is that we consider an L 1 -based distortion, which leads to more robust estimators. For a discussion of the advantage of the L 1 -distance we refer the reader to the paper by Kemperman [15] . This setup calls for substantially different arguments to prove results which are known to be true when considering finite-dimensional spaces and an L 2 -based distortion. In particular, specific notions will be required, such as weak topology (Dunford and Schwartz The paper is organized as follows. We first provide the formal context of quantization in Banach space in the first part of Section 2. Then, we focus on the problem of existence of an optimal quantizer. In Sections 3 and 4 we study two consistent estimators of this optimal quantizer, and we confront them to real-life data in Section 5. Proofs are collected in the Appendix.
QUANTIZATION IN A BANACH SPACE

General Framework
The fact that the closed bounded balls are not compact is a major problem when considering infinitedimensional spaces. To overcome this, the classical solution is to consider reflexive spaces, i.e., spaces in which the closed bounded balls are compact for the weak topology (Dunford and Schwartz [9] ). Thus, throughout the paper, (H, · ) will denote a reflexive and separable Banach space. We let X be an H-valued random variable with distribution μ such that E X < ∞.
Given a set C = {y i } k i=1 of points in H k , any Borel function q : H → C is called a quantizer. The set C is called a codebook, and the y i , i = 1, . . . , k, are the centers of C. The error made by replacing X by q(X) is measured by the distortion:
Note that D(μ, q) < ∞ since E X < ∞. For a given k, the aim is to minimize D(μ, ·) among the set Q k of all possible k-quantizers. The optimal distortion is then defined by 
