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Abstract
The following analogue of the Erdo¨s–Szemere´di sum-product theorem is shown. Let A ¼
f1;?; fN be a ﬁnite set of N arbitrary distinct functions on some set. Then either the sum set
fi þ fj or the product set fi fj has at least N1þc elements, where c40 is an absolute constant. We
use Freiman’s lemma and Balog–Szemere´di–Gowers Theorem on graphs and combinatorics.
As a corollary, we obtain an Erdo¨s–Szemere´di type theorem for semi-simple commutative
Banach algebras R: Thus if ACR is a ﬁnite set, jAj large enough, then
jA þ Aj þ jA:Aj4jAj1þc;
where c40 is an absolute constant.
The result and method have various consequences, for instance decay estimates on the
convolution powers of ﬁnite multiplication subgroups.
Let H be a ﬁnite multiplicative subgroup of R (as above) and let N ¼ jHj; v ¼ 1
N
P
xAHdx:
Then, for all constant c; there is a k ¼ kðcÞ such that maxzARvðkÞðzÞoNc; where vðkÞ ¼ v?v is
the k-fold convolution.
r 2003 Elsevier Inc. All rights reserved.
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0. Introduction
Let A be a ﬁnite subset of R: It was proven by Erdo¨s and Szemere´di [E-S] that the
sumset A þ A ¼ fx þ y : x; yAAg and product set A 	 A ¼ fx 	 y : x; yAAg cannot
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be both ‘small’. More precisely, they showed that jA þ Aj þ jA 	 Aj4c1jAj1þC for
some constant C40 and they conjectured that jA þ Aj þ jA 	 Aj4cejAj2e for all
e40: This problem is still open and the best result to date due to Solymosi [Sol],
stating that
jA þ Aj þ jA 	 Aj4jAj1411e: ð0:1Þ
Part of the interest nowadays in this type of questions comes from its relevance to
certain issues in analysis centered around the dimension conjectures for ‘Kakeya sets’
in Rd ðdX3Þ and related problems (see [Bo,K-T,T], for more details on the matter).
Most of them are far from solved but methods from ‘arithmetic combinatorics’
permitted to make certain progress. Naturally, this circle of ideas has a counterpart
in the ﬁnite ﬁeld setting, replacing R by Fq: If q is prime, a sum–product theorem of
the Erdo¨s–Szemere´di type was obtained in [B-K-T], based on an argument due to
Edgar and Miller in their solution of the Erdo¨s–Volkmann ring problem (see [E-M]).
Besides the applications in [B-K-T], that result turned out to be an interesting
application to Gauss-sum estimates over prime ﬁelds when the degree is large (see
[B-K]). It is shown in [B-K] that given e40; there is d40 such that for p prime
and kop1e; one has
max
ac0ðpÞ
Xp1
x¼0
e
2pi
p
axk

ocp1d: ð0:2Þ
Sum–product problems for sets of complex numbers were considered in
[Ch1,Ch2,Ch3,E]. We will consider here a setting which is signiﬁcantly different,
in the sense that zero-divisor problems do appear.
Theorem 1. There is a constant n40 such that if A is a finite set of a semi-simple
commutative Banach algebra R; then
jA þ Aj þ jA 	 Aj4cjAj1þn: ð0:3Þ
Since R admits a faithful representation as a function space on the regular
maximal ideal space M (the Gelfand representation). Theorem 1 is obviously
equivalent to the following more elementary statement.
Theorem 2. Let A be a finite subset of the infinite product-algebra
Q
R or
Q
C with
coordinate-wise addition and multiplication. Then (0.3) holds, for some absolute
constant n40:
We do not know the optimal exponent n: However, and this is perhaps the most
interesting point, examples show that nmay not be taken arbitrarily close to 1. In fact
Remark 0.4. Theorem 2 does not hold for n41 log 2
log 3
:
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This is seen as follows. Let A ¼ f1;y; Mg 
 f0; 1gmCR
 Rm; thus jAj ¼ N ¼
M2m: Since
A þ ACf1;y; 2Mg 
 f0; 1; 2gm;
A 	 ACf1;y; M2g 
 f0; 1gm;
it follows that jA þ Ajp2M3m and jA 	 AjpM22m:
Taking MBð3
2
Þm gives the desired conclusion.
As mentioned, the issue of zero-divisors is a signiﬁcant problem (although not the
only one). Notice that in case of bounded dimension, thus ACRt with t ﬁxed, this
problem is easily avoided. Indeed, there is a subset A0CA; jA0jX2tjAj such that for
each i ¼ 1;y; t; the coordinate projection piðA0Þ is either f0g (in which case the i-
coordinate may be ignored) or piðA0ÞCR\f0g:
An important point when treating the general case, is the ‘dimensional reduction’
based on the smallness of the sumset. Freiman’s lemma implies indeed that if
AC
Q
R; jAjoN satisﬁes jA þ AjptjAj; then there is a subset I of the index set,
jI jpt; such that the coordinate projection pI :
Q
R-
Q
I R is one-to-one when
restricted to A; It is therefore no surprise that the size of the additive doubling
constant jAþAjjAj does play a signiﬁcant role in the combinatorics. Our main technical
lemma in this respect is Lemma 3.1 below, which is the base of the multi-scale
analysis (this lemma is very similar to certain constructions in [B-C] but the context
here is different).
Finally, notice that the assumption of semi-simplicity is obviously necessary.
Theorem 1 clearly fails for R ¼ 0
x
0
0
 
: xAC
 
:
1. Sum–product for graphs on R
Proposition 1.1. Let SCR be a finite set, jSj ¼ N and GCS 
 S with
jGjXdN2:
Then
jS þ
G
Sj 	 jS 

G
Sj4cd4N5=2: ð1:1Þ
Proof. We use Elekes’ method.
Consider the points
fðx þ z; yzÞ : ðx; zÞAG; ðy; zÞAGgCðS þ
G
SÞ 
 ðS 

G
SÞ:
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Let nAZþ to be speciﬁed. From Szemere´di–Trotter
jS þ
G
Sj2jS 

G
Sj24cn3jfðx; yÞAS 
 S : jGx-GyjBngj: ð1:2Þ
Our aim is to make the right side of (1.2) large.
We have by Cauchy–Schwartz
dN2p
X
xAS
jGxj ¼
X
zAS
X
xAS
w
Gx
ðzÞpN1=2
X
zAS
X
xAS
w
Gx
ðzÞ
 !224
3
5
1=2
pN1=2
X
x;yAS
jGx-Gyj
 !1=2
;
hence X
x;yAS
jGx-Gyj4d2N3: ð1:3Þ
Since jGx-GyjpN; (1.3) implies that for some nAZþ
n 	 jfðx; yÞAS 
 S : jGx-GyjBngj4d
2N3
log 1d
: ð1:4Þ
From (1.4), we have in particular
n4
d2N
log 1d
: ð1:5Þ
Substituting (1.4) and (1.5) in (1.2), we have
jS þ
G
Sj2 	 jS 

G
Sj24 d
6N5
ðlog 1dÞ3
which implies (1.1).
Remark 1.1.1. Proposition 1.1 fails in dimension 2. If ACR is a ﬁnite set, then
SCR
 R as S ¼ ðA 
 f0gÞ,ðf0g 
 AÞ: Let GCS 
 S be the graph
G ¼ fððx; 0Þ; ð0; yÞÞ : x; yAAg:
Then
S þ
G
S ¼ A 
 A and S 

G
S ¼ fð0; 0Þg:
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Thus
jS þ
G
Sj 	 jS 

G
Sj ¼ N2:
2. Addition constant and multiplication constant
Let
R ¼
Yt
j¼1
R:
Let A1; A2CR be ﬁnite sets
jAij ¼ Ni
and GCA1 
 A2
jGj ¼ dN1N2; 0odo1:
We deﬁne the sum and product sets of A1; A2 along the graph G
A1þ
G
A2 ¼ fx þ y ¼ ðxj þ yjÞj : ðx; yÞAGg;
A1

G
A2 ¼ fx 	 y ¼ ðxjyjÞj : ðx; yÞAGg;
and addition and multiplication constants
KþðGÞ ¼ jA1þG A2jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p ; ð2:1Þ
K
ðGÞ ¼ jA1
G A2jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p : ð2:2Þ
Thus
dmaxðN1; N2Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p pKþðGÞpd
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
ð2:3Þ
and
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p pK
ðGÞpd
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
:
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Lemma 2.1. If GCA1 
 A2; AiCR; then
KþðGÞ1y 	 K
ðGÞy4d2ðN1N2Þ
y
4 for all 0pyp 2
15
:
Proof. Let S ¼ A1,A2CR and consider GCA1 
 A2CS 
 S:
Assume N1XN2: Hence N ¼ jSjBN1 and jGjN2Bd 	 N2N1:
From (1.1)
Kþ 	 K
N1N2 ¼ jA1þ
G
A2j 	 jA1

G
A2j4Cd4 N2
N1
 4
N
5=2
1 4cd
4N
3=2
1 N
4
2 ;
Kþ 	 K
4cd4N5=21 N32 : ð2:4Þ
Also from (2.3)
dN1pKþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
) N24 d
Kþ
 2
N1: ð2:5Þ
From (2.4) and (2.5)
Kþ 	 K
4cd4ðN1N2Þ1=4 N2
N1
 11=4
4cd4
d
Kþ
 11=2
ðN1N2Þ1=4;
K
13
2þ 	 K
4cd
19
2 ðN1N2Þ1=4;
K
1 2
15þ K
2
15
 4cd
19
15ðN1N2Þ1=30: ð2:6Þ
Also
KþXd ð2:7Þ
and (2.4) follows from interpolation between (2.6) and (2.7).
3. Factorization lemma
Fix 0oyo 2
15
:
Deﬁne
bðN; d; KÞ ¼ byðN; d; KÞ ¼ min KþðGÞ1yK
ðGÞyN
1
2; ð3:1Þ
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where the minimum is taken over all A1; A2CR;GCA1 
 A2 such that
jAij ¼ Ni; for i ¼ 1; 2; ð3:2Þ
N ¼ N1N2; ð3:3Þ
jGjXdN; ð3:4Þ
KþðGÞoK :
Lemma 3.1.
bðN; d; KÞ4min d
11
ðlog KdÞ38
bðN 0; d0; K 0ÞbðN 00; d00; K 00Þ N
N 0N 00
 1
2
þy
4
; ð3:5Þ
where the minimum is taken over
N 0; N 00o K
d
 15
N1=2;
N 0N 00oN;
d0 	 d004 log K
d
 8
d;
K 0 	 K 00od6 log K
d
 4
K : ð3:6Þ
Proof. For i ¼ 1; 2; let AiCR and GCA1 
 A2 satisfy (3.2)–(3.4). For each i; we
want to ﬁnd a subset of Ai with ‘‘regular’’ structure, i.e. the sizes of the ﬁbers over
points in the subset, of certain coordinate projection, have the same magnitude.
First, we want to construct A0iCAi with
jA0ij4
3d
4
jAij ð3:7Þ
such that for any BiCA0i;
jG-ðB1 
 A02Þj4
d
4
jB1jjA02j; ð3:8Þ
jG-ðA01 
 B2Þj4
d
4
jA01jjB2j ð3:9Þ
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and
jðG-ðA01 
 A02Þcjp
d
4
jðA1 
 A2Þ\ðA01 
 A02Þj: ð3:10Þ
It is clear that (3.10) implies (3.7). Indeed,
jA01jjA02jXjG-ðA01 
 A02Þj4dN1N2 
d
4
N1N2 ¼ 3d
4
N1N2:
We obtain A0i by removing any bad subset Bi: Assume jG-ðB1 
 A02Þjpd4jB1j jA02j
for some B1CA01: Let A
00
1 ¼ A01\B1: We see that A001 
 A02 satisﬁes (3.10).
jG-ðA001 
 A02Þcj ¼ jG-ðA01 
 A02Þcj þ jG-ðB1 
 A02Þj
p d
4
jðA1 
 A2Þ\ðA01 
 A02Þj þ
d
4
jB1j jA02j
¼ d
4
jðA1 
 A2Þ\ðA001 
 A02Þj:
Continuing removing the bad set Bi; (3.10) ensures that the remaining set is still
big enough, and the process gives the desired result.
Next, we want to split R ¼ Qtj¼1 R into two parts.
For 1pjpt; consider the decreasing functions for i ¼ 1; 2;
niðjÞ ¼ max
ðx1;y;xjÞARj
jAiðx1;y; xjÞj;
where Aiðx1;y; xjÞ ¼ fðxjþ1;y; xtÞjðx1;y; xtÞAAig is the ﬁber of Ai over the point
ðx1;y; xjÞ:
We take t0 such that
n1ðt0Þ þ n2ðt0ÞXN1=4;
n1ðt0 þ 1Þ þ n2ðt0 þ 1ÞpN1=4:
(
ð3:11Þ
We assume n1ðt0ÞXn2ðt0Þ; thus
n1ðt0ÞX12 N1=4:
Let R1 ¼
Qt0
j¼1 R; and R2 ¼
Qt
j¼t0þ1 R; and let p1 : R-R1 be the projection to
the ﬁrst t0 coordinates.
Denote
%x ¼ ðx1;y; xt0 Þ:
In what follows, denote KþðGÞ by K :
ARTICLE IN PRESS
M.-C. Chang / Journal of Functional Analysis 212 (2004) 399–430406
Claim 1. There exists a set %%A2CA02 with j %%A2j4c d
3
log
K
d
N24 dlog %d; such that for all
%xAp1ð %%A2Þ; we have j %%A2ð %xÞjBm24cd5K2N1=4; and jp1ð %%A2ÞjoCd5K2 N2N1=4:
Proof. Let %xAp1ðA01Þ such that
jA01ð %xÞj ¼ n1ðt0Þ:
It follows from (3.8) that
jG-½ðf %xg 
 A01ð %xÞÞ 
 A02j4
d
4
n1ðt0ÞjA02j
and hence there is a subset A002CA
0
2 such that, by the Fact stated at the end of this
proof,
jA002 j4
d
8
jA02j4
3d2
32
N2; ð3:12Þ
and for zAA002
jG-½ðf %xg 
 A01ð %xÞÞ 
 fzgÞ4
d
8
n1ðt0Þ: ð3:13Þ
From (2.5) and (3.13), we get clearly
K2
d
N2XK
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
¼ jA1þ
G
A2j
X jðf %xg 
 A01ð %xÞÞþ
G
A002 j
4
d
8
jp1ðA002Þj 	 n1ðt0Þ: ð3:14Þ
Let %A2CA002 such that the ﬁbers over any %xAp1ð %A2Þ have size at least d
5n1ðt0Þ
104K2
; i.e.
%A2 ¼
[
jA00
2
ð %xÞj4104d5K2n1ðt0Þ
f %xg 
 A002ð %xÞ:
It follows from (3.14) that
jA002\ %A2jpjp1ðA002Þj104d5K2n1ðt0Þod3103N2o
d
10
jA002j: ð3:15Þ
The last inequality is by (3.7) and (3.12).
Since by (3.9)
jG-ðA01 
 A002Þj4
d
4
jA01j jA002j;
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it follows from (3.15) that
jG-ðA01 
 %A2Þj4
d
4
jA01j jA002j 
d
10
jA01j jA002j4
d
10
jA01j jA002 j:
Since jA002ð %xÞjpn2ðt0Þpn1ðt0Þ; we may specify m2 and %%A2 as follows:
104d5K2n1ðt0Þom2on1ðt0Þ ð3:16Þ
and
A02*A
00
2* %A2*
%%A2 ¼
[
jA00
2
ð %xÞjBm2
ðf %xg 
 A002ð %xÞÞ
such that
jG-ðA01 
 %%A2Þj4c
d
log Kd
jA01j jA002j: ð3:17Þ
Thus %%N2 :¼ j %%A2j satisﬁes
%%N2 :¼ j %%A2j4c d
log Kd
jA002 j4c
d3
log Kd
N2: ð3:18Þ
By (3.16) and (3.11)
j %%A2ð %xÞjBm24cd5K2N1=4 ð3:19Þ
and
jp1ð %%A2ÞjBj
%%A2j
m2
ojA2j
m2
oCd5K2 N2
N1=4
: ð3:20Þ
Fact. Let jEjpe and jF jpf : If jG-ðE 
 FÞj4aef ; then there exists F 0CF with
jF 0j4a
2
f ; such that for any zAF 0; jG-ðE 
 fzgÞj4a
2
e:
Now we are ready to ﬁnd subset of A01 with regular structure.
Claim 2. There exists a set %%A1CA01 with j %%A1j4c d
2
ðlog Kd Þ
2
N1; such that for any
%xAp1ð %%A1Þ; we have j %%A1ð %xÞjBm14cd10K5N1=4; jp1ð %%A1ÞjoCd10K5 N1N1=4; and jG-ð %%A1 

%%A2Þj4c dðlog Kd Þ2
j %%A1j j %%A2j:
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Proof. We observe that for any A˜1CA01; if
jG-ðA˜1 
 %%A2ÞjBjG-ðA01 
 %%A2Þj; ð3:21Þ
then
m :¼ max
%xAp1ðA˜1Þ
jA˜1ð %xÞj4c d
4
ðlog KdÞ2
K2m2: ð3:22Þ
Indeed, from (3.21), (3.17) and the regular structure of %%A2; there is %xAp1ð %%A2Þ
such that
jG-ðA˜1 
 ðf %xg 
 %%A2ð %xÞÞÞj4c d
log Kd
jA01jm2:
Hence by the Fact above, there is a subset A001CA˜1CA
0
1 satisfying
jA001 j4c
d
log Kd
jA01j ð3:23Þ
and for any zAA001
jG-ðfzg 
 ðf %xg 
 %%A2ð %xÞÞÞj4c d
log Kd
m2:
Same reasoning as in (3.14), we have
K2
d
N1XK
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
XjA1þ
G
A2jX jA001 þ
G
ðf %xg 
 %%A2ð %xÞÞj
4 cjp1ðA001Þj
d
log Kd
m2
4 c
jA001j
m
d
log Kd
m2
4 c
d3
ðlog KdÞ2
m2
m
N1:
The last two inequalities are by the deﬁnition of m in (3.22) and (3.23), (3.7).
Hence
m4c
d4
ðlog KdÞ2
K2m2:
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Since the bound in (3.22) is bigger than d5K3m2: In (3.17) we may replace A01 by %A1
deﬁned as follows:
A01* %A1 ¼
[
jA0
1
ð %xÞj4d5K3m2
ðf %xg 
 A01ð %xÞÞ:
Thus, applying (3.22) to A01  %A1; we see that
jG-ð %A1 
 %%A2Þj4c d
log Kd
jA01jjA002 j:
Recalling (3.16), for %xAp1ð %A1Þ
d5K3m2oj %A1ð %xÞjpn1ðt0ÞoCd5K2m2:
Keeping (3.17) and (3.21) in mind, we may thus again specify
d5K3m2om1oCd5K2m2 ð3:24Þ
such that the regular set %%A1 deﬁned as
A01* %A1* %%A1 ¼
[
j %A1ð %xÞjBm1
ðf %xg 
 %A1ð %xÞÞ
will satisfy
jG-ð %%A1 
 %%A2Þj4c dðlog KdÞ2
jA01j jA002j: ð3:25Þ
Now, (3.25), (3.7) and the fact that %%AiCA00i give
%%N1 :¼ j %%A1j4c d
2
ðlog KdÞ2
N1 ð3:26Þ
and
jG-ð %%A1 
 %%A2Þj4c dðlog KdÞ2
%%N1 %%N2: ð3:27Þ
It follows from (3.20) and (3.24) that
m14cd
10K5N1=4;
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jp1ð %%A1ÞjBj
%%A1j
m1
ojA1j
m1
oCd10K5 N1
N1=4
: ð3:28Þ
Now, we will give regular structure to the graph G:
Notation. For simplicity, we denote %%A1; %%A2 by A1; A2 with cardinalities %%Ni satisfying
(3.18) and (3.26).
Claim 3. There exists a graph G1;1Cp1ðA1Þ 
 p1ðA2ÞCR1 
R1 with
jG1;1j4d0jp1ðA1Þj jp1ðA2Þj; such that 8ð %x1; %x2ÞAG1;1; we have
jA1ð %x1Þ þ
G %x1 ; %x2
A2ð %x2ÞjBL ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm1m2p ; with LoL0; and jG %x1; %x2 jBd1m1m2; where G %x1; %x2 is
the fiber of G over ð %x1; %x2Þ; and d0; d1 and L0 satisfy (3.33), (3.29) and (3.31),
respectively.
For %x1; %x2AR1; let G %x1; %x2 be the ﬁber of G over ð %x1; %x2Þ;
G %x1; %x2 ¼ fð %y1; %y2ÞAA1ð %x1Þ 
 A2ð %x2Þjðð %x1; %y1Þ; ð %x2; %y2ÞÞAGgCR2 
R2:
Proof. It follows from (3.27) that we may restrict G to G1 
 ðR2 
R2Þ; where
G1 ¼ ð %x1; %x2ÞAp1ðA1Þ 
 p1ðA2Þj jG %x1; %x2 j4c
d
ðlog KdÞ2
m1m2
( )
:
Thus X
ð %x1; %x2ÞeG1
jG %x1; %x2 jpc
d
ðlog KdÞ2
%%N1 %%N2
and
m1m2XjG %x1; %x2 j4c
d
ðlog KdÞ2
m1m2; for ð %x1; %x2ÞAG1:
By (3.27), X
ð %x1; %x2ÞAG1
jG %x1; %x2 j4c
d
ðlog KdÞ2
%%N1 %%N2:
Also, we may thus specify d1;
14d14c
d
ðlog KdÞ2
ð3:29Þ
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such that if
G01 ¼ fð %x1; %x2ÞAG1j jG %x1; %x2 jBd1m1m2g;
then we have X
ð %x1; %x2ÞAG01
jG %x1; %x2 j4c
d
ðlog KdÞ3
%%N1 %%N2:
(Clearly, log
ðlog Kd Þ
2
d olog Kd :)
Hence
jG01j4c
d
d1ðlog KdÞ3
jp1ðA1Þj jp1ðA2Þj; ð3:30Þ
which is bigger than d
ðlog Kd Þ
3
jp1ðA1Þj jp1ðA2Þj:
By further restriction of G01; we will also make a speciﬁcation on the size of the
sumset of G %x1; %x2 :
For ð %x1; %x2ÞAG01; let KþðG %x1; %x2Þ be the addition constant of A1ð %x1Þ and A2ð %x2Þ
along the graph G %x1; %x2 as deﬁned in (2.1).
First, we see that if HCG01; with
jHjBjG01j4
d
ðlog KdÞ3
jp1ðA1Þj jp1ðA2Þj;
then
min
ð %x1; %x2ÞAH
KþðG %x1; %x2ÞoL0 :¼ c1 log
K
d
 9
2
d
9
2K : ð3:31Þ
In fact, assume for all ð %x1; %x2ÞAH that KþðG %x1; %x2Þ4L0: Then
K
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
XjA1þ
G
A2j4 minð %x1; %x2ÞAH fjA1ð %x1Þ þG %x1 ; %x2
A2ð %x2Þjgjp1ðA1Þþ
H
p1ðA2Þj
XL0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1m2
p jHjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjp1ðA1Þj jp1ðA2Þjp
\L0
d
ðlog KdÞ3
ð %%N1 %%N2Þ1=2
4 d1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
K ;
which is a contradiction. (The last inequality is by (3.18), (3.26) and (3.31).)
Hence, we may reduce G01 to G
00
1CG
0
1; with jG001jBjG01j such that
jA1ð %x1Þ þ
G %x1 ; %x2
A2ð %x2ÞjoL0 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm1m2p for ð %x1; %x2ÞAG001 :
ARTICLE IN PRESS
M.-C. Chang / Journal of Functional Analysis 212 (2004) 399–430412
Therefore there is G1;1CG001 and 1oLoL0 (see (3.31))
jG1;1j4cjG
00
1 j
log Kd
4d0jp1ðA1Þj jp1ðA2Þj; ð3:32Þ
where, by (3.30)
d04c
d
d1ðlog KdÞ4
ð3:33Þ
and
jA1ð %x1Þ þ
G %x1 ; %x2
A2ð %x2ÞjBL ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm1m2p ð3:34Þ
for ð %x1; %x2ÞAG1;1:
Since
K
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
X jp1ðA1Þ þ
G1;1
p1ðA2ÞjjA1ð %x1Þ þ
G %x1 ; %x2
A2ð %x2Þj
X jp1ðA1Þ þ
G1;1
p1ðA2Þj 	 L ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm1m2p
¼KþðG1;1ÞL
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%%N1 %%N2
q
;
we have
KþðG1;1Þ 	 Lod
5
2 log
K
d
 3
2
Kod3ðlog KÞ2K : ð3:35Þ
In summary, G1;1Cp1ðA1Þ 
 p1ðA2Þ satisﬁes (3.32), (3.33) and for ð %x1; %x2ÞAG1;1;
the graph G %x1; %x2CA1ð %x1Þ 
 A2ð %x2Þ satisﬁes
fð %x1; %x2Þg 
 G %x1; %x2CG;
jG %x1; %x2 jBd1m1m2; ð3:36Þ
where d1 is as in (3.29). The addition constants KþðG1;1Þ and L satisfy (3.31) and
(3.35).
Denote
G* *G ¼
[
ð %x1; %x2ÞAG1;1
ðfð %x1; %x2Þg 
 G %x1; %x2Þ ð3:37Þ
which satisﬁes
j *Gj4c dðlog KdÞ4
%%N1 %%N2; ð3:38Þ
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where
%%N1 %%N24
d5
ðlog KdÞ3
N1N2: ð3:39Þ
Next, we will estimate b (see (3.1) for the deﬁnition).
From (3.37)
A1þ
G
A2*A1þ
*G
A2 ¼
[
ð %x1; %x2ÞAG1;1
½f %x1 þ %x2g 
 ðA1ð %x1Þ þ
G %x1 ; %x2
A2ð %x2ÞÞ:
Let Mi ¼ jp1ðAiÞj: Then
jA1þ
G
A2jXKþðG1;1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M1M2
p
	 min
ð %x1; %x2ÞAG1;1
jA1ð %x1Þ þ
G %x1 ; %x2
A2ð %x2Þj
XKþðG1;1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M1M2
p
L
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1m2
p ð3:40Þ
by (3.34).
Similarly
jA1

G
A2jXK
ðG1;1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M1M2
p
	 min
ð %x1; %x2ÞAG1;1
K
ðG %x1; %x2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1m2
p ð3:41Þ
(notice that we did not regularize with respect to the product).
If we take some ð %x1; %x2ÞAG1;1 realizing the minimum in (3.41), it follows from
(3.34)
L1yK
ðG %x1; %x2Þy
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1m2
p
BKþðG %x1; %x2Þ1yK
ðG %x1; %x2Þy
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m1m2
p
Xbðm1m2; d1; LÞ
by deﬁnition (3.1) of b and (3.36).
Hence (3.40) and (3.41) give
KþðGÞ1yK
ðGÞy
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
N1N2
p
¼ jA1þ
G
A2j1yjA1þ
G
A2jyXKþðG1;1Þ1yK
ðG1;1Þy
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M1M2
p
	 bðm1m2; d1; LÞ
XbðM1M2; d0; KþðG1;1ÞÞ 	 bðm1m2; d1; LÞ: ð3:42Þ
The last inequality is by (3.32).
Recall that, by (3.39)
ðM1M2Þðm1m2ÞB %%N1 %%N24 d
5
ðlog KdÞ3
N ð3:43Þ
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and by (3.20) and (3.28)
M1M2t d10K5
N1
N1=4
 
	 d5K2 N2
N1=4
 
td15K7N1=2: ð3:44Þ
By (3.33) and (3.35)
d0 	 d14c log Kd
 4
d; ð3:45Þ
KþðG1;1Þ 	 Lod3ðlog KÞ2K : ð3:46Þ
The only missing property at this point is the upper bound on m1m2: We will
achieve this with one more decomposition.
Let Bi ¼ Aið %xiÞ:
For ﬁxed ð %x1; %x2ÞAG1;1; consider the graph K ¼ G %x1; %x2CA1ð %x1Þ 
 A2ð %x2ÞCR2 

R2 satisfying by (3.34) and (3.36)
KCB1 
 B2CR2 
R2;
jBijBmi; i ¼ 1; 2;
jKjBd1m1m2;
KþðKÞBL:
Repeat the process in Claims 1–4 to the graphK with respect to the decomposition
R2 ¼ R

Qt
t0þ2R with p2 : R2-R being the projection to the ﬁrst coordinate. Thus
K gets replaced by (cf. (3.36)–(3.39))
*K ¼
[
ðz1;z2ÞAK1;1
ðz1; z2Þ 
Kz1;z2 ;
where
K1;1CR
 R;
Kz1;z2C %%B1ðz1Þ 
 %%B2ðz2Þ:
Also, (3.18) and (3.11) give
mi ¼ jBijXj %%Bij :¼ %%mi4 d
3
1
ðlog Ld1Þ
2
mi; ð3:47Þ
j %%BiðziÞjBcipjBiðziÞj ¼ jAið %xi; ziÞjoðN1N2Þ1=4: ð3:48Þ
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jKz1;z2 jBd3c1c2;
jK1;1j4 d1
d3ðlog Ld1Þ
4
%%m1 %%m2
c1c2
(cf. (3.32), (3.33))
KþðKz1;z2ÞoKþðK1;1Þ 	 KþðKz1;z2Þod31 ðlog LÞ2L ð3:49Þ
(cf. (3.35)).
(We point out here that ci; %%mi; d34 d1ðlog Ld1Þ4
do depend on the basepoint
ð %x1; %x2ÞAR1 
R1:Þ
To estimate bðm1m2; d1; LÞ in (3.42), we will give a lower bound on
KþðKÞ1yK
ðKÞy ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm1m2p :
First, we remark that from (3.45) and (3.46), we have
d14
d
ðlog KdÞ4
; ð3:50Þ
LoKðlog KÞ
2
d3
o K
d
 3
ð3:51Þ
and
L
d1
oKðlog KÞ
2
d3
ðlog KdÞ4
d
o K
d
 4
: ð3:52Þ
On the other hand, applying Lemma 2.1 to K1;1CR
 R; we have
KþðK1;1Þ1yK
ðK1;1Þy4 d1
d3ðlog L=d1Þ4
" #2
%%m1 %%m2
c1c2
 y=4
: ð3:53Þ
Also, note that, from (3.48)
c1c2oN1=2: ð3:54Þ
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Thus
KþðKÞ1yK
ðKÞy ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm1m2p
¼ jB1þ
K
B2j1yjB1

K
B2jy
X j %%B1þ
*K
%%B2j1yj %%B1

*K
%%B2jy
XKþðK1;1Þ1yK
ðK1;1Þy
%%m1 %%m2
c1c2
 1
2
bðc1c2; d3; d31 ðlog LÞ2LÞ
4
d21
d23ðlog Ld1Þ
8
%%m1 %%m2
c1c2
 1
2
þy
4
bðc1c2; d3; d31 ðlog LÞ2LÞ
4
d61
ðlog Ld1Þ
11
m1m2
c1c2
 1
2
þy
4
bðc1c2; d3; d31 ðlog LÞ2LÞ
4 d6 log
K
d
 35
m1m2
c1c2
 1
2
þy
4
b c1c2;
d1
ðlog KdÞ4
; d3 log
K
d
 2
L
 !
4 min
N 00
d6 log
K
d
 35
m1m2
N 00
 1
2
þy
4b N 00;
d1
ðlog KdÞ4
; d3 log
K
d
 2
L
 !( )
; ð3:55Þ
where the minimum is taken over all N 00ominfm1m2; N
1
2g: starting from the second
inequality, we use (3.49), (3.53), (3.47), (3.50)–(3.52), (3.54).
We replace in (3.42), bðm1m2; d1; LÞ by (3.55) and set
N 0 ¼ M1M2; d0 ¼ d0; d00 ¼ d1ðlog KdÞ4
; K 0 ¼ KþðG1;1Þ; K 00 ¼ log Kd
 2
d3L:
Using (3.43), we get the following estimate:
bðN; d; KÞ4 d6 log K
d
 35
bðN 0; d0; K 0Þ 	 bðN 00; d00; K 00Þ d
5
ðlog KdÞ3
N
N 0N 00
 !1
2
þy
4
4
d11
ðlog KdÞ38
bðN 0; d0; K 0Þ 	 bðN 00; d00; K 00Þ 	 N
N 0N 00
 1
2
þy
4
;
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where, by (3.44), (3.55), (3.45) and (3.46),
N 0; N 00o K
d
 15
N1=2;
d0 	 d004 log K
d
 8
d;
K 0 	 K 00od6 log K
d
 4
K : &
This proves Lemma 3.1.
Ignoring the dependence on K ; deﬁne
bðN; dÞ ¼ byðN; dÞ ¼ minfKþðGÞ1yK
ðGÞyN
1
2g;
where the minimum is taken over all A1; A2CR;GCA1 
 A2 such that
jAij ¼ Ni; N ¼ N1N2; jGj4dN:
Thus bðN; dÞ ¼ minK bðN; d; KÞ:
Corollary 3.1.1. Let 0oyo103 be a constant. Then
bðN; dÞ4min dN12þ 1200; d11ðlog NÞ38bðN 0; d0ÞbðN 00; d00Þ N
N 0N 00
 1
2
þy
4
8<
:
9=
;;
where the minimum is taken over
N 0; N 00oN5=8; N 0N 00oN;
d0 	 d004ðlog NÞ8d:
Proof. We distinguish 2 cases.
If KþðGÞd 4N
1
120; obviously KþðGÞ1yK
ðGÞyN
1
24dN
1y
120N
y
2N
1
24dN
1
2
þ 1
200 by
assumption on y:
If KþðGÞd oN
1
120; apply (3.5) with K ¼ KþðGÞ: We obtain the lower bound
d11ðlog NÞ38bðN 0; d0ÞbðN 00; d00Þ N
N 0N 00
 1
2
þy
4
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with N 0; N 00; d0; d00 subject to the constrains
N 0N 00oN; N 0; N 00oN
1
2
þ1
8;
d0 	 d004ðlog NÞ8d
from (3.5) and (3.6). &
For technical reason, we redeﬁne byðN; d; KÞ and byðN; dÞ by taking
*byðN; d; KÞ ¼ min
MoN
N
M
 1
2
þy
4
byðM; d; KÞ ð3:56Þ
and
*byðN; dÞ ¼ min
MoN
N
M
 1
2
þy
4
byðM; dÞ: ð3:57Þ
Lemma 3.1 and Corollary 3.1.1 may then be restated in the following simpler form.
Lemma 3.2. Let 0oyo103 be a constant.
*bðN; d; KÞ4min d
11
ðlog KdÞ38
*bðN 0; d0; K 0Þ 	 *bðN 00; d00; K 00Þ
with minimum taken over
K
d
 15
N1=2oN 0; N 00o K
d
 15
N1=2; NBN 0N 00; ð3:58Þ
d0 	 d004 log K
d
 8
d; ð3:59Þ
K 0 	 K 00od6 log K
d
 4
K : ð3:60Þ
Lemma 3.3. Let 0oyo103 be a constant.
*bðN; dÞ4min d11ðlog NÞ38 	 *bðN 0; d0Þ *bðN 00; d00Þ
ARTICLE IN PRESS
M.-C. Chang / Journal of Functional Analysis 212 (2004) 399–430 419
with minimum taken over
N 0; N 00oN5=8; NBN 0N 00;
d0 	 d004ðlog NÞ8d:
4. Finite products
Assume GCA1 
 A2 where AiC
Qt
1 R:
Denote
*bðtÞðN; dÞ
the quantity (3.57), but under the restriction of an index set of size t: Going back
to the proof of the factorization Lemma 3.1, we split the index set into
f1;y; t0g,ft0 þ 1g,ft0 þ 2;y; tg: Hence Lemma 3.3 may be restated as
Lemma 4.1. Let 0oyo103 be a constant.
*bðtÞðN; dÞ4min d11ðlog NÞ38 *bðt0ÞðN 0; d0Þ *bðt00ÞðN 00; d00Þ ð4:1Þ
with minimum taken over
t0 þ t00; t0; t00ot; ð4:2Þ
N 0; N 00oN5=8; N ¼ N 0N 00;
d0 	 d004ðlog NÞ8d: ð4:3Þ
Lemma 4.2. Let 0oyo103 be a constant. Then
*bðtÞðN; dÞ4d11tðlog NÞ45t2N12þy4: ð4:4Þ
Proof. We proceed by induction on t: If t ¼ 1: Lemma 2.1 gives bð1ÞðN; dÞ4d2N12þy4:
By (4.2) and (4.3)
ðd0Þ11t0 ðd00Þ11t00Xðd0d00Þ11ðt1Þ4ðlog NÞ88ðt1Þd11ðt1Þ:
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For Lemma 4.1 and inductive assumption for t0; t00ot; it follows that right-hand
side of (4.1) is at least
d11ðlog NÞ38ðd0Þ11t0 ðlog N 0Þ45ðt0Þ2ðd00Þ11t00 ðlog N 00Þ45ðt00Þ2N12þy4
4 d11tðlog NÞ3845ð1þðt1Þ2Þ88ðt1ÞN12þy4
4 d11tðlog NÞ45t2N12þy4: &
5. Use of Freiman’s lemma
Dimensional reduction in terms of additive doubling constant will be achieved
using Freiman’s Lemma.
Lemma 5.1 (Freiman). If A is a finite subset of a real vector space E satisfying
jA þ AjpK jAj; then dim½ApK :
It follows that if ACR ¼ QR satisﬁes jAjoN; jA þ AjpK jAj; then after
reorganizing the index set, the restriction of the coordinate map pjA :
Q
R-
Qt
1 R
is one-to-one on A:
As the ﬁrst dimensionless lower bound on *bðN; d; KÞ; we obtain
Lemma 5.2. Let 0oyo103 be a constant. Then
*bðN; d; KÞ4ðlog NÞ103ðKd Þ120N12þy4:
Proof. Let GCA1 
 A2CR; jGj4dN1N2:
Assume N1XN2: By (2.5), since KþðGÞpK
N24
d
K
 2
N1:
Let A ¼ A1,A2 and consider GCA 
 A: Thus jAjBN1 and
jGj4 d
3
K2
N21 :¼ d1N21 ; ð5:1Þ
jAþ
G
AjpKN21 : ð5:2Þ
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From (5.1), (5.2) and the Balog–Szemere´di–Gowers theorem, there is a subset A0CA
satisfying the properties
jA0 þ A0jo K
d1
 20
jA0jo K
d
 60
jA0j; ð5:3Þ
jðA0 
 A0Þ-Gj4 d1
K
 20
N214
d
K
 60
N21 : ð5:4Þ
Hence
jA0j4 d
K
 60
N1: ð5:5Þ
From (5.3) and Lemma 5.1, there is an index set of size t
to K
d
 60
ð5:6Þ
and pjA0 is one-to-one. Denoting G0 ¼ ðA0 
 A0Þ-G and H ¼ ðp
 pÞðG0ÞCpðA0Þ 

pðA0Þ; by (5.4), (5.6), (4.4) and (5.5), we get
jA1þ
G
A2j1yjA1

G
A2jyX jA0 þ
G0
A0j1yjA0 

G0
A0jy
X jpðA0Þ þ
H
pðA0Þj1yjpðA0Þ 

H
pðA0Þjy
X *bðtÞ jA0j2; d
K
 60 !
4
d
K
 660t
ðlog NÞ45t2 jA0j1þy2
4
d
K
 103t
ðlog NÞ45t2N1þ
y
2
1 :
Therefore, (5.6) implies
bðN1N2; d; KÞX d
K
 103ðKd Þ60ðlog NÞ45ðKd Þ120ðN1N2Þ12þy4
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and also
*bðN; d; KÞ4ðlog NÞ103ðKd Þ120N12þy4:
This proves (5.2).
Dependence of (5.2)-estimate on K is very poor. Next, we get an improved
behavior combining Lemmas 5.2 and 3.2.
6. First improvement
We establish the following improvement of Lemma 5.2.
Lemma 6.1. Let 0oyo103 be a constant. Then
*bðN; d; KÞ4ðlog NÞðlog Kd ÞC=yN12þy8: ð6:1Þ
Thus the dependence on K=d is considerably improved.
Proof. We will make an iterated application of Lemma 3.1.
Fix N; d; K and choose an integer t of the form 2c (to be speciﬁed). Starting from
the expression
fðN; d; KÞ ¼ foðN; d; KÞ ¼ ðlog NÞ10
3ðKd Þ
120
N
1
2
þy
4 þ 1 ð6:2Þ
obtained in Lemma 5.2, deﬁne recursively for c0 ¼ 0; 1;y; c 1
fc0þ1ðN; d; KÞ ¼ d11 log
K
d
 38
min fc0 ðN 0; d0; K 0Þfc0 ðN 00; d00; K 00Þ ð6:3Þ
with N 0; N 00; d0; d00; K 0; K 00 subject to restrictions (3.67)–(3.69).
We evaluate *f ¼ fc:
Iterating (6.3), we obtain clearly
*fðN; d; KÞ ¼
Y
nA
S
c0oc
f0;1gc0
d11n log
Kn
dn
 38 Y
nAf0;1gc
fðNn; dn; KnÞ; ð6:4Þ
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where ðNnÞnAS
c0pc f0;1g
c0 ; ðdnÞnAS
c0pc f0;1g
c0 satisfy by (3.58)–(3.60) the following
constraints:
Nf ¼ N; df ¼ d; Kf ¼ K ;
NnBNn;0 	 Nn;1; ð6:5Þ
Nn;0 þ Nn;1p Kndn
 15
N1=2n ; ð6:6Þ
dn;0 	 dn;1X log Kndn
 4
dn; ð6:7Þ
Kn;0; Kn;1od6n log
K0
d0
 4
Kn: ð6:8Þ
From (6.7) and (6.8)
log
Kn;0
dn;0
þ log Kn;1
dn;1
o8 log Kn
dn
and iteration implies
max
nAf0;1gc0
log
Kn
dn
p
X
nAf0;1gc0
log
Kn
dn
o8c0 log K
d
: ð6:9Þ
Iteration of (6.7) gives
Y
nAf0;1gc0
dn4
Y
nAf0;1gc01
log
Kn
dn
 4 Y
nAf0;1gc01
dn
4 82c
02c
0
log
K
d
 2	2c0 Y
nAf0;1gc01
dn
4 82ðc
02c
0þðc01Þ2c01þ?Þ log
K
d
 2ð2c0þ2c01þ?Þ
d
4 84c
02c
0
log
K
d
 4	2c0
d: ð6:10Þ
The second inequality follows from (6.9).
ARTICLE IN PRESS
M.-C. Chang / Journal of Functional Analysis 212 (2004) 399–430424
Next, iterate (6.8). Thus, by (6.9) and (6.10) that
Y
nAf0;1gc0
Knp
Y
nAf0;1gc01
d6n log
Kn
dn
 4 Y
nAf0;1gc01
Kn
o 828c02c
0
log
K
d
 28	2c0
d
 !6
8c
0
log
K
d
 2	2c0 Y
nAf0;1gc01
Kn
0
@
1
A
o 828	c02c
0
log
K
d
 28	2c0
d6c
0
K : ð6:11Þ
From (6.5) Y
nAf0;1gc
Nn4C2
c
N: ð6:12Þ
From (6.7) (which implies that dn;0; dn;14ðlog Kndn Þ
4dnÞ and (6.9) that
dn484c
2
log
K
d
 4c
d ð6:13Þ
and from (6.8) (which implies that Kn;0; Kn;1pd6n ðlog KnÞ4KnÞ; (6.9) and (6.13) that
Kno825c
3
log
K
d
 25c2
d6cK : ð6:14Þ
From (6.6), (6.13), and (6.14)
Nn;0 þ Nn;1p8450c3 log Kd
 450c2
d90cK15N1=2n
hence
Nno1010
3c3 log
K
d
 103c2
d10
3cK30N1=t: ð6:15Þ
From (6.2), (6.4), (6.9), and (6.10)
*fðN; d; KÞX 844c2c log K
d
 44	2c
d11c 8c log
K
d
 38	2c Y
nAf0;1gc
fðNn; dn; KnÞ
4 8c log
K
d
 82	2c
d11c
Y
nAf0;1gc
½1þ ðlog NÞ103ð
Kn
dn
Þ120
N
1
2
þy
4
n : ð6:16Þ
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To control the last factor in the expression above, we decompose
f0; 1gc ¼ I,J
with
I ¼ nAf0; 1gc Kn
dn
 oA
' (
and A to be speciﬁed.
First, we want to bound jJj:
By (6.10), (6.11)
AjJjo
Y
nAf0;1gc
Kn
dn
o 8c log K
d
 32t
d7cK : ð6:17Þ
Take
2c ¼ tBlog K
d
ð6:18Þ
and ﬁxing 0ogo1; take
log ABg1log t: ð6:19Þ
With this choice, (6.17) implies
jJjo10
3t log t
log A
ogt:
Thus
Y
nAf0;1gc
1þ ðlog NÞ103ð
Kn
dn
Þ120
N
1
2
þy
4
n
4 ðlog NÞ103A1202c
Y
nAI
Nn
 !1
2
þy
4
4 c0ðlog NÞ103A120t½10103c3 log K
d
 103c2
d10
3cK30N1=tjJjN12þy4
4 ðlog NÞ103A120t10103gtðlog tÞ3ðlog NÞ103gtðlog tÞ2d103gt log tN12þy4g:
The second inequality follows from (6.12) and (6.15).
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Thus by (6.16) and (6.18), (6.19), letting g ¼ y
8
*fðN; d; KÞ4 ðlog NÞtC=g 	 N12þy4g
4 ðlog NÞðlogKd ÞC=yN12þy8
which is (6.1).
Remark. Notice that proof of (6.1) relies on Lemma 3.2, Replacing (3.59) by the
cruder bound d0d004 dðlog NÞ4; we would obtain the bound ðlog NÞ
ðlog NÞC=y
N
1
2
þy
8 in
(6.1), which is useless.
7. Sum–product Theorem in R
We prove the following:
Lemma 7.1. Fix a constant 0oyo103: There are positive constants b1; b2; b3 such
that
*bðN; d; KÞ4Kb1db2 log log Neb3ðlog log NÞ2N12þ y10: ð7:1Þ
Proof. We proceed in 2 steps.
Choose a large integer N˜ and let
ðlog %NÞ1 y3C ¼ b1ob2ob3Bðlog %NÞ1
y
3C ; ð7:2Þ
where C is the constant in (6.1). The precise choice of b1; b2; b3 will be speciﬁed later.
We verify (7.1) assuming log NBlog %N:
We distinguish 2 cases.
(i) log Kdoðlog %NÞ
y
2C : For %N large enough, (6.1) gives
*bðN; d; KÞ4 ðlog NÞðlog Kd ÞC=yN12þy8
\ ðlog %NÞðlog %NÞ1=2N12þy8
4 eb3ðlog log NÞ
2
N
1
2
þ y
10; ð7:4Þ
which is bigger than the right-hand side of (7.1). The last inequality is by (7.2).
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(ii) log KdXðlog %NÞ
y
2C : Again, by (7.2), the right-hand side of (7.1) is less than
d
K
 ðlog %NÞ1 y3C
eb3ðlog log NÞ
2
N
1
2
þ y
10
o eðlog %NÞ
1þ y
6C %No1
so that inequality (7.1) becomes trivial.
Next, having (7.1) for log NBlog %N; we verify (7.1) for all NX %N using Lemma 3.2
and induction on the size of N:
Thus, according to Lemma 3.2
*bðN; d; KÞ4d11ðlog NÞ38 *bðN 0; d0; K 0Þ 	 *bðN 00; d00; K 00Þ; ð7:3Þ
where
NBN 0N 00;
K
d
 15
N1=2oN 0; N 00o K
d
 15
N1=2; ð7:4Þ
d0d004ðlog NÞ4d; ð7:5Þ
K 0K 00od6ðlog NÞ4K : ð7:6Þ
We may obviously assume KdoN10
4
since otherwise (7.1) is trivial. From (7.4), we
get then N 0; N 00oN3=5 for which the validity of (7.1) is assumed (notice that if
NX %N; log N 0Blog N 00\log %NÞ:
Since N2=5oN 0; N 00oN3=5; (using ‘cc’ to denote log log)
ccN  log5
2
occN 0; ccN 00occN  log 5
3
:
Thus
ðd0Þb2ccN 0 ðd00Þb2ccN 004 ðd0d00Þb2ccNb2 log 53
4 ðlog NÞ8b2ccNdb2ccNb2 log 53:
The last inequality is by (7.5)
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Therefore, (7.3) gives
*bðN; d; KÞ
4 d11ðlog NÞ38ðK 0K 00Þb1ðd0Þb2ccN 0 ðd00Þb2ccN 00eb3½ðccN 0Þ2þðccN 00Þ2ðN 0N 00Þ12þ y10
4 d11þ6b1ðlog NÞ384b1Kb1ðd0Þb2ccN 0 ðd00Þb2ccN 00eb3½ðccN 0Þ2þðccN 00Þ2N12þ y10
4 d11þ6b1b2log
5
3ðlog NÞ384b18b2ccNe1910b3ðccNÞ2Kb1 	 db2ccN 	 N12þ y10
4Kb1db2ccNeb3ðccNÞ
2
N
1
2
þ y
10:
The second inequality is by (7.6).
Lemma 7.1 is proved by choosing
b2 ¼ 11þ 6b1
log 5
3
: &
Theorem 2. There is an absolute constant t40 such that if ACR ¼ QR is a finite set,
with jAj ¼ M large enough, then either jA þ Aj4M1þt or jA 	 Aj4M1þt:
Proof. In (7.1), set d ¼ 1; K ¼ jAþAjjAj ; N ¼ M2; we have
bðM2; 1; KÞ4Kb1M1þy5:
Hence,
jA þ Aj1yjA 	 Ajy ¼ KþðA 
 AÞ1yK
ðA 
 AÞyMX bðM2; 1; KÞ
4Kb1M1þ
y
5
¼ MjA þ Aj
 b1
M1þ
y
5:
Therefore
jA þ Aj1yþb1 jA 	 Ajy4M1þb1þy5
and
maxðjA þ Aj; jA 	 AjÞ4M1þ
y
5ð1þb1Þ:
The theorem is proved by taking t ¼ y
5ð1þb1Þ: &
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Remark. In the proof of Theorem 2, the only place we use the assumption ACR is in
Proposition 1.1. If we accept Toth’s proof of the Szemere´di–Trotter theorem for the
complex plane, statement and proof of Proposition 1.1 are identical. Alternatively,
we may adjust the argument from [Ch3] (in the spirit of the original Erdo¨s–
Szemere´di proof in [E-S]) to get in the C case a statement of the form
jS þ
G
Sj 	 jS 

G
Sj4dc1N2þCc2 ð7:13Þ
for certain constants c1; c240: This is much weaker but equally sufﬁces for proving
Theorem 2.
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