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INTRODUCCION
La problemâtica de esta memoria aparece dentro del cîrculo de ideas 
que han permitido en los ultimes afios, el estudio de los espacios de Hardy median­
te têcnicas de variable real.
Estas têcnicas no solo reomplazan a las têcnicas clâsicas sino que pro- 
yectan nueva luz sobre la naturaleza de estos espacios y sobre el papel que tienen 
en el anâlisis armonico y en otras ramas de la matemâtica.
Los espacios de Hardy nacen de la conexion entre series de Fourier y 
funciones analîticas. Si f es una funcion real integrable sobre el borde T del dis­
co Iz I < 1  con serie de Fourier
I  e lk *
la asociamos a la funcion analitica
F(z) = ag + 2 % a^ z^
para \ z \  < 1. Esta asociacion permite utilizer metcdos potentes de la teoria de 
funciones para obtener resultados en la teoria de las series de Fourier; ya que 
las propiedades de F pueden ser reinterpretadas en termines de f, que se récupéra 
a partir de F en casi todo punto, como el limite radial de Re F.
Si f e L^(T), 1 < p < «>, se cumple la desigualdad de M. Riesz:
/TT
(
> -1T
|F(re^^)|P d8)l/P f ||f||
ccn independiente de f y de r.
1.2.
Fue Hardy quien por primera vez estudio las médias
|r(re^G)|P d6)l/P; 0 < p <mp(F;r) = (
-IT
Demostro, entre otras cosas, que m^fF^r) es no decreciente como fun­
cion de r, al igual que el modulo mêximo
m^(F;r) = sup |F(re^^)|
Estos resultados fueron publicados en 1915.
En 1923, F. Riesz introdujo el espacio de las funciones F analîticas en 
el disco Iz| < 1  para las que
I|f |1 = sup m (F;r) < « ,
0(r<l P
para 0 < p  ^ . Le llamo H^ en honor a Hardy. Desde entonces estos espacios se co-
nocen ccmo espacios de Hardy.
Al principle la teoria H^ se desarrollo como un capitulo de la teoria 
de funciones. Nosotros centraremos nuestra atencion en el espacio real ReH^ forma- 
do por las partes reales de las funciones de if. Si dos funciones en H^ tienen la 
misma parte real, difieren tan solo en una constante imaginaria pura. Asi pues 
existe una correspondencia 1:1 entre ReH^ y el subespacio formado por aquellas 
funciones F e H^ tales que F(0) es real.
hf = H^ * %i
Mediante esta correspondencia 1:1 trasladamos a ReH^ la estructura topologica de
Hg-
1.3.
Si F e Hq con 1 < p < » ; la funcion f , limite radial de ReF pertenece 
a L?(T) y F puede recuperarse a partir de f transformando la serie de Fourier de 
f en serie de potencies en la forma indicada anteriormente. Recîprocamente, si 
f e ReL^(T) y 1 < p < «, se deduce de la desigualdad de M. Riesz que F e H^. Asî 
se establece una equivalencia de espacios de Banach entre Re f  y ReL^(T). El pa- 
norama cambia notablemente para p = 1. Por ejemplo para f e L (T) no negative,
F e si y solo si
2tt ^
f(l + log f) < ».
0
No ha sido fâcil llegar a una caracterizaciôn real de ReH^ que se ha obtenido ha- 
ce menos de cuatro anos. En cierto sentido esta caracterizaciôn es el punto de par- 
tida y una de las ideas centrales de la memoria.
A continuacion hacemos un esquema de los avances mas importantes en 
la teoria que llevaron a la caracterizaciôn real de ReH^.
El espacio ReH cobrô gran importancia dentro del anâlisis armonico
porque se observô que muchos resultados que son verdad en Ref(T) para 1 < p < ^
1 1 y fallan en ReL (T) se cumplen. s in embargo, en ReH . Como para 1 < p < q
ReL%(T) c  ReL^(T) c  ReH^c ReL^(T)
1 1se comprende que se empezara a mirar a ReH como a un sustituto de ReL (T) en la
cadena de los espacios ReL^(T).
Veamos algunos ejemplos rue ilustran esta r.ropiedad de ReH^.
Si f e ReL^(T) 1 < p $ 2, tiene serie de Fourier
I  a,
1.4.
entonces los coeficientes satisfacen la siguiente desigualdad, debida a Paley
I  la j  |k|P-2 <
Este resultado deja de ser valido para p = 1. Se sabe, por ejemplo, 
que existe una funcion integrable con serie de Fourier
cos kQ
2 log k
1
Sin embargo Hardy demostro que si f e ReH^ entonces
I
w o
Esto résulta aun mas sorprendente si se piensa que nada puede decirse sobre la ra- 
pidez con que los coeficientes de Fourier de una funcion arbitraria de L^(T) tien- 
den a 0 cuando k tiende a * .
Un anâlisis de la demostraciôn clâsica de la desigualdad de Hardy nos 
darâ una idea del espîritu de la teoria H^ en sus comienzos;
Primero se demuestra que toda F e H^ puede factorizarse como F = F^.Fg 
donde F^, F^ e y
F | l  1  =  I l  F . I l  2  •  l l F V l l  2 -
H H H
Para obtener esta descomposiciôn se agrupan todcs les ceros de F en el factor de 
Blaschke
B(z) = z"" n ^
n °^ n 1-a z
n
1.5.
donde se supone que F tiene un cero de multiplicidad m en el origen y es
la sucesiôn de los ceros de F fuera del origen repetidos de acuerdo con sus mul- 
tiplicidades; y asî se obtiene F = B G donde
|G|| 1 =
H H
y G(z) no se anula en ningûn punto del disco |z| < 1.
1/2
Como G no se anula, podemos considerar la funcion analîtica (G(z)}
1/2 1/2
Basta escribir F^ = BG y F^ = G . Con ayuda del teorema de factorizacion se 
demuestra este otro resultado auxiliar:
Si
F(z) = I b^ z^
esta en entonces existe
F+(z) = l  B z 
^ 0 *
tambiên en tal que para todo k es jb^ l 3 B^.
2
En efecto; sea F = F^ . F2 con F^, F^ e H , y
r | l  1 =  M B j l  2 •  I f i l l  2
H H II
Si
Fi(z) = I 3, z y F (z) = I  y  , 
k=0 k=0
consideremos
1.6,
q  +(z) = I |Bk|z^ y F, +(=) ■ I
’ k=0 ’ k=0
Claramente, en virtud del teorema de Planchcrel,
2
Asi pues F, y PL estân en H y su producto1 jT £ 5 +
F^(z) = F^_+(z).F2^+(z)
\
estâ en H ,
Por tanto
®k = I I V j l  *  V j l  = i \ i -
A partir de este resultado podemos demostrar que si A e L (T) y tiene coeficientes 
de Fourier no negativos y
F(s) = I  h, 
k=0
1
estâ en H , entonces
En efecto, podemos considerar
F+(z) = ï
k=0
eb tal que |b^J ^ ®k todo k. Entonces
1.7.
Tomando
A(6) = ie^^(iT - |6|) sgn 0 -n < 8 a n
se tiene = l/(k+l); asi pues queda demostrado que
~ lb.
8 k+l
Aplicando esto a la funcion F asociada a f e ReH^ con serie de Fourier
concluimos que
i o  ' -
Otro ejemplo de la misma situacion es el siguiente resultado de Paley: 
si {a^} son los coeficientes de Fourier de f e ReH^, entonces:
I  < »
0 2
Obviamente esto falla para ReL^(T) y el contraejemplo es la serie de Fourier que 
ya utilizamos anteriormente
I cos k8 log k
La demostraciôn utiliza nuevamente el teorema de factorizaciôn. Sea
1.8.
F(z) = I b, 
k=0
z"
una funcion de F = F^ • F^ con F^, F^ e y
Sean
I|f || , = ||f II . ||F II
H H H
Fl(z) = I 3, z^ y F (z) = I Y, 
k=0 k=0
z%
Entonces
‘‘ • J o  ‘‘-I'J
2^-1 2^ 
lb kl ( I [e V  MyJ + I |B k  I yJ f
2 ^  j = 0  2 k - j  :  j = 2 k ' A l  2  - i
< ( I  I |Y.|2)l/2+( % |e |2)l/2( I  |Y;|2)l/2
i=2k-l 3=0  ^ 1=0 1=2%-!
Per lo tanto
I |b 1^  ^ (const) I|f | 1^ , < ” 
k=l 2
I |a %| < “ . 
0 2
1 1Una diferencia importante entre ReL (T) y ReH es el ccmportamiento de 
la integral de Poisson de f
(P^ . f)(6) = ^ ^ ^ f(^)d^ = Ur(re^^)2 - “f
-ïï l~2rcos( 6-ip)+r*"
1.9.
Sea
(P f )(e) = sup |u^(w)I
|w-e^^|<2(l-|w|)
la funcion maximal no-tangencial de f. Hardy y Littlewood demostraron que si f e
1 * 1 / Ne ReH , entonces P f e L (T) mientras que esto no es necesariamente cierto para
una funcion arbitraria de ReL^(T). Recientemente, Burkholder, Gundy y Silverstein
1 1 demostraron que esto es una caracterizaciôn de ReH es decir: Dada f e ReL (T),
P'f e L^(T) si y sôlo si f e ReH^.
El siguiente paso importante hacia un entendimiento profundo de ReH^
fue dado por Ch. Fefferman y E.M. Stein que obtuvieron una caracterizaciôn del 
1 Vf
dual (ReH ) identificândolo con el espacio de funciones de Oscilaciôn Acotada en 
Media (O.A.M. o B.M.O. en inglês) que ya habîa sido introducido antes por John 
y Nirenberg [9].
Diremos que 1 estâ en O.A.M. si 1 e L^(T) y para cada intervalo I C- T
se tiene
1
TîTJ
donde C no depende de I y
|l(8) - m (1)1 de 3 C
I
1(0) de
I
O.A.M. es un espacio de Banach con la norma
lllo.A.H. = l é  r  1(0) d0| +
7T
+ sup 
I
1 f
m .
|l(0) - m (1)1 de. 
I
1.10.
Ch. Fefferman y E.M. Stein demostraron que toda 1 e O.A.M. da lugar a un funcio- 
nal perteneciente a (ReH^) definido como
fTT
-7T
f (0) 1(e) de.
(las intégrales han de interpretarse de forma apropiada) y esta correspondencia 
es una equivalencia de espacios de Banach.
El resultado de dualidad de Ch. Fefferman y E.M. Stein es équivalente 
a un teorema de descomposiciôn de toda funcion f e ReH en funciones particular- 
mente simples que llamaremos atomos. En concreto un âtomo o de forma mas précisa 
un 1-âtomo es, o bien la funcion constante aQ(e) = l/2ir o bien una funcion a(0) 
con soporte contenido en un intervalo ICiT tal que |a(e)| $ l/|l| para todo
“■n < e $ TT y
-TT
a(e) de = 0.
El teorema de descomposiciôn es el siguiente; f e ReH si y sôlo si
f = I a . 
]=0 J
donde los a^ son âtomos, y
I .U-jl  ^"•
j  = 0 ■’
Ademâs si F es la funciôn analitica asociada a f^ existen dos constantes absolutas, 
y Cg taies que:
Cl l|F|| 1 ( inf I  Jx.l i Cg ||F|| ^
j=0
donde el înfimo se toma sobre todas las descomposiciones de f en âtomos.
1.11.
Memos de hacer notar que la misma caracterizaciôn puede obtenerse en 
termines de (l,q)-atomos donde q es cualquier numéro mayor que 1. Para définir un 
(l,q)-âtomo basta eustituir la condiciôn |a(G)| $ l/|l| por la menos restrictive
I t ^ TÏT
En este espîritu los 1-âtomos definidcs anteriormente debieran llamarse propiamen- 
te (1,® )-atomos.
Esta caracterizaciôn de ReH^ se extiende a ReH^ para 0 < p < 1, La di­
ferencia es que ReH^ ya no es un espacio de funciones. Por ejemplo
'<■> ■ i è  %
pertenece a para cualquier p < 1 y su parte real converge a 0 cuando
ie___  ^ i0z = re --->■ e
radialmente, es decir r -> 1. ReH^ ha de definirse como un espacio de distribucio- 
nes (En nuestro ejemplo el valor en el borde de F es la medida de Dirac concentra-
da en 0 = 0). Para 1/2 < p < 1, estps distribuciones se obtienen por distinta nor-
malizaciôn de los âtomos introducidos mas arriba. Definimos un p-âtomo como una 
funciôn con soporte contenido en un intervalo I C  T, tal que
a(0) d0 = 0 y |a(0)| ^ --- t-t- .
-^TT |l| /p
La caracterizaciôn de ReH^, debida a Coifrnan (Vêase [2] ) es entonces,
la siguiente: Una distribuciôn f pertenece a Re 1/2 < p 3 1, si y sôlo si pue­
de ser representada como:
f  = I .
1=0  ^ ^
1.12.
donde los son âtomos y
I j I :
j=0 ^
< 00
La suma ha de entenderse en el espacio de distribuciones. Ademâs exis- 
ten dos constantes absolutas y taies que si F es la funciôn analîtica aso­
ciada a f:
c 11f || s inf ( I * C ||f ||
j=0 J
donde el înfimo se toma sobre todas las descomposiciones de f en âtomos.
Estas caracterizaciones proporcionan metodos nuevos para estudiar ReH^ 
8in recurrir a la tecrîa de funciones. Como ejismplo veamos una demostraciôn de la 
desigualdad de Hardy mucho mâs simple que la clâsica. En virtud de la descomposi­
ciôn atômica, bastarâ que demostremos que para un âtomo a(6), los coeficientes 
de Fourier
1
riT
son taies que
k/O
Podemos suponer, sin per^ida de generalidad, que el soporte de a(6) es­
tâ contenido en un intervalo centrado en 0 = 0, ya que el valor absolute |a^| no 
es afectado por traslacicnes. Entonces
^kl "
|a(0)| |k0| d0 3
k I |a(0)I d0 ^ k I
1.13.
Por otra parte, en virtud del teorema de Plancherai:
I  la
mO O
. 1  = -k' 2ir
rTT
|a(8)|2 d0 $
- 7 T
1 1 
2vr ]Ÿr
Por lo tanto:
kj^ O
T-= I
^  jkUl/ll
Y en general para f a ReH
La caracterizaciôn de ReH^ mediante atomos permite identificar el es­
pacio dual (ReH^) para 1/2 < p $ 1. A todo funcional L e (ReH^) se le asocia de 
manera unîvoca una funciôn integrable 1 tal que para todo âtomo a:
La = a(8) 1(8) d0
-TT
Entonces
1
m )
|l(0)-m_(l)|d0 ^ 2||l 1I
- 1
donde
para todo intervalo I.
1.14.
Basta ver que para cualquier (j> que viva en I y tenga | 1 | 1 ( 1,
2 I 1/p
es un p-âtomo de forma que
1 r 1 r
Ij (J)(e)(i(e)-mj(i))de| = | (ci)(e)-mj(<|)))i(0)de|
s 2 L I 1/p - 1
Recîprocamente cualquier funciôn 1(0) para la que sea
1
TTTJ |l(0) - mj(l)| d0 $ ( c o n s t ) ^
para todo intervalo I con (const) independiente de I, define un funcional lineal 
continue sobre (ReH^) . Para p = 1 se obtiene el espacio O.A.M. y para 1/2 < p < 1, 
la condiciôn
1
TÎTJ |l(0) - mj(l)| d0 ^ (const) ^
es una condiciôn de Lipschitz L , que équivale a la condiciôn de Lipschitz L , 
es decir:
1(0) - 1(^)| $ (const) |0-^| 7p - 1
El espacio obtenido es el espacio de funciones de Lipschitz de orden 1/p - 1. Es­
ta caracterizaciôn fue obtenida por Duren, Romberg y Shields hace algunos anos.
Kemos visto asî cômo una serie de resultados ya conocidos sobre ReH^ 
se obtienen de manera muy simple utilizando la descomposiciôn atômica. Vamos a ver 
ahora algunos resultados nuevos. Comenzamos con un estudio de los coeficientes
1.15.
de Fourier de los elementos de ReH^. Este estudio, debido a Coifrnan, puede apli- 
carse para obtener condieiones suficientes para que el multiplicador
sea acotado en RefF.
Ante todo vemos que si a(G) es un âtomo centrado en 0 = 0, y no cons­
tante :
( |a(0)|2 d0)l/2(f |a(0)|2 |e^°-l|^ d0)^^^ ( /2
-TT ^ -TT
En efecto
rTT
|a(0)|2 d0)l/2 ^  i
|I|
172
y, como
|e^^-l| $ /2 |0| : ( |a(0)|^ |e^^-l|^ d0)^'^ 3 /2 |l 1/2
-TT
Si a(e) tiene serie de Fourier
I
ik9
la funciôn analîtica asociada a a(G) sera
A(z) = 2 % a^ z
La funciôn en el borde A(e^^) cumplirâ:
1.16.
( |A(e^6)|2d0)l/2 ([ |A(eiG)|2 $ 2
“ TT -TT
En efecto, en virtud del teorema de Plancherel:
rTT
|A(e^^)|^ d0 = 2ïï 4 1 |a.|^ =
-TT
2 1 2 
=  2 t t , 2 .  I la, I = 2 |a(0)| dG.
-TT
rTT
2.1 i2.
r'-'r
-T T
Asi pues
(I |A(e^^)|2 d0)l/2( |A(e^G)|2|eiG_i|2 ^ 2.
- T T
Notese que A es una funcion posiblcmente con valores coinplejos, mucho mas general 
que un âtomo. Por ejemplo: A no puede anularse en casi ningûn punto, salvo que 
sea trivial.
2
En general, consideraremos funciones M e L (T), tales que:
rlT
-T T
|M(0)|2 d 0)^/2 ([ |M(0)|^ |e^®-l|^ d 0)^/2 $ 1
/ —TT
Esta condiciôn implica que
rTT
|M(0) |d0  ^ + TT.
-TT
En efecto:
1.17.
lM(O)|d0 ( (f |M(0)|^ -rrjl,-- = /z
-TT
y SI < ïï :
M
|0|sn
|n(0)|dO S (f |m (6) P]e^®-lpdO)^''^ •
Im IIj
i — <lGpiT I
eiO_i|2
dG)^/2 f %(
1 0
M
Llamaremos molêcula o mâs propiamente 1-molecula centrada en G = 0 a una funciôn 
M e L^(T) tal que
rïï
' -ïï
y ademâs
rïï
- ï ï
M(o) de = 0
La razôn de llamarla asî es que M puede descomponerse en suma de âtomos 
centrados en 0 que viven en intervalos crecientes. De la misma manera definirîamos 
una molêcula centrada en e 1 -ïï,ïïJ mediante la condiciôn:
(
- ï ï
Es claro que todo âtomo no constante es una molêcula y se ve fâcilmen-
1
te que las molêculas estân en H con norma acotada por una constante absolute. Bas­
ta ver que la funciôn conjugada de una molêcula es tambiên una molêcula y esto se
1.18.
deduce inmediatamente observando lo que significa ser una molêcula en termines 
de los coeficientes de Fourier {m^}:
“ o = °-
Esta condiciôn permenece invariante al pasar a la funciôn conjugada. 
Vemos asî, sin necesidad de exhibir una descomposiciôn atômica concreta de una 
molêcula, que tambiên se puede caracterizar ReH utilizando molêculas en vez de 
âtomos. Estudiemos ahora la situaciôn para p < 1. Para obtener un p-âtomo basta 
multiplicar un 1-âtomo a, con soporte contenido en I, por l/|l|^^^ ^ . Teniendo
en cuenta que para una 1-molêcula, 1/||M||^ juega el mismo papel que |l| para un 
1-âtomo, tiene sentido, en principle, définir una p-molêcula como
2 ( i  -  1) 
Mil 2 P M
donde M es una 1-molêcula. Esto conduce a définir una p-molêcula centrada en S = 0 
para 2/3 < p ^ 1 mediante la relaciôn
3p-2
- ï ï
2-p
' -TT
y, por supuesto
M(0) de = G
- ï ï
La razôn de tomar 2/3 < p es que solo para este range, nuestra condiciôn implica
rïï
|M(6)|P dG $ (const)
^ _7T
1.19.
ReK^ puede describirse en termines de p-molêculas. Esta descripciôn es muy util 
en el estudio de los operadores que conmutan con traslaciones; es decir: los mul- 
tiplicadores. Al considerar coeficientes de Fourier, parece mâs natural moverse 
en la complexificaciôn ReH^ $ iReH^ de ReH^ que en ReH^. Este espacio es diferen- 
te del espacio de funciones en el borde correspondiente a funciones de que es 
s implements un subespacio de lf(T) mientras que ReH^ $ iRelf es un espacio de dis­
tribuciones. Siempre que no se preste a confusion designaremos a ReH^ $ iReH^ 
sencillamente como Si ReH es un buen sustituto de ReL (T), H = ReH $ iReH 
es un buen sustituto de L (T). Volviendo a los multiplicadores, vemos que si S es 
un operador tal que para todo 1-âtomo centrado en 0 = 0, S a cumple:
rïï
(
rïï
|(Sa)(G)|2 d6)l/2 ( |(Sa)(0)|2|ei0-l|2d0)l/2  ^ (const)
- ï ï  ' -ïï
donde (const) no depende de a^ entoniss S tiene una extension que es un operador 
acotado de H^ en L^(T).
Si ademâs
(Sa)(G) dG = 0
para todo a; es decir S lleva âtomos a molêculas:, entonces S da lugar a un opera- 
1 1dor acotado de H en H .
Veamos un ejemplo tîpico de la aplicaciôn de este mêtodo; 
TEOREMA 0.1. Sea { una sucesion acotada de numéros complejos, tal que
Entonces el multiplicador
1.20
ike ik0
1 1
es un operador acotado de H er^  H ,
DEMOSTRACION. Empezamos con un âtomo centrado en 0 = 0,
cuya imagen sera
rïï
- ï ï
2| is ,|2 ,„a/2 .
= 2ir(l fk+1 k+1 k' k'
s 2.{(I lkkak|2)l/"( I iMkl'lak+i-aJ+2.1/2
Si llamamos ||p|| = sup |p,|; serâ
2 \ l / 2
^ 2ïï I I p| 1^(1 |a^J2)1/2^^ =
k+1 k
|a(G)|2 dG)^/2(f |a(G)|2|e^G_i|2 do)l/2 ^
-Ï Ï
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« l l v l l i
Por otra parte:
2.1/2.f I |2| ,2.1/2
. >.11.11. <f j 1 i i . n ; *,
-«> !kU|la|U k
+ (const)^ y ||w||*||a||^((const)||a||;2)l/2:
| k | % l | a | l 2  k^
= (const) I |y| |„.
o . . d •
De la misma forma se demuestra que en las hipotesis del teorema ante­
rior, el operador
I I--------------.  I
es acotado de en si mismo para p > 2/3.
Un ejemplo importante de multiplicador que cumple las hipotesis del teo­
rema es el dado por = |k|^^ donde y es un numéro real.
La caracterizaciôn atômica de p ^ 1, permite obtener fâcilmente teo- 
remas de interpolacion. La posibilidad de interpolar entre y L^(T) o, en general 
L^(T) con q > 1, reafirma el valor de p 3 1 como continuaciôn natural de la ca- 
dena de los espacios L^(T), q > 1.
A continuaciôn damos un ejemplo sencillo de teorema de interpolacion.
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2
TEOREMA 0.2. Sea  ^ 1. Supongamos que S es un operador lineal acotado en L (T)
tal que, ademâs, para todo Pg-âtomo a, se tiene; ||Sa||p $ (const) independiente
de a. Entonces
para p $ p $ 1 ^
para 1 < p ^ 2, con ^  independientes de f ,
DEMOSTRACION. La demostracion se puede dividir en dos partes. Primero demostraremos 
el teorema para Pq < 1 y p^ < p ( 1. Luego suponemos que P g = l y l < p <  2. Cla- 
ramente esto basta para demostrar el teorema.
lû. Sea Pq < 1 y Pq < p ^ 1.
Queremos ver que S es un operador acotado de en lf(T). Demostraremos? 
en efecto, que si a es un p-âtomo.
Sa|I ^ (const) 
P
independientemente de a.
Observemos que si a es un p-âtomo con soporte contenido en el intervalo
I, entonces
1
1_ i  
i|Po ■ p
a
es un Pg-âtomo. Asî pues
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||Sa|| ^ (const)
Pq
Escribimos:
ISajlg ^ (const) jjaljg  ^ (const) ---- ^— -y
It IP 2
rïï
Pq(2-p ) 2(p -Pq )
/TT    —  ■ ’ — — —
|(Sa)(0)|Pd8 = |(Sa)(G)| pQ |(Sa)(G)| ^‘Pq d6
-TT -IT
y luego estimamos esta integral utilizando la desigualdad de H'dlder con los expo- 
nentes (2-pg)/(2-p) y (2-pg)/(p-pg) que son claramente conjugados el uno del otro, 
Obtenemos
^ ^ 2-p  ^__________________
|(Sa)(G)|P de  ^ ([ |(Sa)(0)|^°dO)2-Po ([ |(Sa)(G)|^dO)^“Pq $
P-P0
-TT -TT
pues
(—  -  l jp n  
^ (const)Il| pQ P Pq (
| I
i  i
P ■ 2
2  P-PP
-) ""Pq $ (const)
‘P q P 0 2-p 2-P,
, 1  1^2 P Pq
' ? - 2 >  ^
2-p P-Po
P 2-p.,
2Û. Sea Pg = 1 y 1 < p < 2. Tomemos p^ tal quo 1 < p^ < p,
Sea f e lP(T). Consideremos
M(f) = (|f| Pi
I 1 ^ 1  A
donde (|f| ) es el operador maximal de Hardy-Littlewood aplicado a la funcion
Pi
|fI . Claramente M es un operador acotado en L^(T) para q > p^.
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Para X > 0 considérâmes el abierto
l|f|lp X X i
Para X > ---- , 6 no coincide con T. 6 sera union de intervalos (I.} que son
(2n)l/P ^ ^
las componentes conexas de 9 .
Para X > ------ ■ escribimos
( 2 t t ) 1/p
donde
con
f(0) = -g^(G) + b^(G)
g^(G) = f(0)XT_oX(G) + I  m. i ( f ) x  ^(0)
 ^ ^X X^
m . =  r-
:x I:x!
1 f(0) dO.
Asî pues
Para cada i.
b^(0) = ^ (f(0) - m ^(f)) X ^(G)
(f(0) - m .(f))x .(G)
Ix  Ix
tiene media 0 y ademâs
|f(G) - m dO)l/Pl $ ( - ^  |f(0)|^l dO)l/Pl +
+ |m i(f)| $ 2 M(f)(Gg)  ^ 2X 
^X
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donde es un extremo cualquiera del intervalo l \  Asî pues
(f(e) - m i(f)>x i(e) 
a .( o) = - - - - - - - - - ^ - - - - - - - - - -
es un (l,Pi)-âtomo. Como
se deduce que h e y ||b || . ^ 2 X|c |, Por otra parte
H
lg\o) ! ( (const). X
X 2
de forma que g e L (T),
I kll_
Para X >  se tendra;
{e^°eT : |(Sf)(0)| >. X}C {e^®eT : l(Sg^^(8)| > d )  \ )
u  {e^ eT ; |(Sb ) (0)| >•->:
por lo tanto:
|{|(Sf)(8)| > A}| ï HI(Sg^y(0)| >-i}| +
+ |{l(Sb^(S)l >-y}I ( (const) (-- X— + (const) |fG]
Asî pues:
Sf 1 P  = (const) j . ^  U  Isf I \ I d X  =
P '0
.1/P
= (const) xP-^ dX +
0
Ahora bien
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+ (const) ,p-l '
+ (const) I . , XP"^ l-O^ I dX.
J||f||p/(2t)l/P-
x>-‘ I W , ^
xP-i(— ^ ) ^  dX = xP-l X-2
xP-1 X-2 S^(e)|^ dOdX (
T-0'
^ (const) iP-1 dGdA +
{(Mf)(G)>X}
+ (const) xP-3
{(Mf)(0)^X)
((Kf)(e))^ dO dX $
^ (const) . xP“  ^ |{(Mf)(0)>X}| dX +
rir
+ (const) ((Mf)(G))‘
■' -TT
XP  ^dX d0 =
(Mf)(0)'
= (const) ||Mf||P ^ (const) ]|f||P
xP-i 1-e^ l d x  = f xP"^ | {( Mf)( 0) > X)1 ,dx 
)' ' ^ 6
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( (const) I|MfI|P $ (const)I I|fI|P.
c.q.d.
Observemos que en 2^. hemos hecho uso solamente del hecho de que el 
operador S es de tipo debil 2-2 y de t:‘po dêbil - 1.
Otro "modelo'’ de es el espacio H^d) que se define, para p > 0, como 
el espacio de las funciones F analiticas en el semipiano superior
= {z = z+it e ; t > 0}
tales que
|r(x+it)|P dx)“^P < «>.I1f 1! = sup (
(£) t>0  ^-«
Existe un paralelismo total entre la teoria de los espacios hP(S) y
la de los espacios hP(T) o  simplement^ que discutimos anteriormente. Hay, sin
embargo, diferencias tecnicas. La conexion con la teoria de funciones es transparen­
te en RP(T) y se complice un poco para H^d). S in embargo la caracterizaciôn atô­
mica es mas significative en H^d,). De hecho, puede obtenerse una caracterizaciôn
de H^d) mediante atoraos para 0 < p S 1. Para 0 < p 3 1 y q > p, q % 1; se define 
un (p,q)-âtomo como una funciôn a(x) con soporte contenido en un intervalo acota­
do I, tal que:
(i)
ta el mayor entero $ l/p.
r OO 1 1
x^ a(x) dx = 0 para k = 0, 1, ..., [—]- 1, donde represen-
1
i(x)|'^  dx)^/^ ^ si q <* ,  o ||a|| 3  ^
'il
(ii) (^Ÿr J lal JI- ; - - S S  " , |_S si
1.28.
En este caso, la correspondencia entre H^(E) y ReH^(l) es |:|. Como
antes, se considéra el espacio real ReH^(R) con la topologîa trasladada de H^(&)
o bien, cuando se quieren considérer funciones no necesariamente reales, la com- 
plexificaciôn de ReH^(R) que es el espacio complejo ReH^(R) 9 iReH^(R) al que se
llamarâ tambiên H^(R) siempre que no se preste a confusion. Tambiên como en el ca-
1 1 so anterior ReH (1) puede identificarse con un subespacio de ReL (R) asignando a
cada funciôn en ReH^(R) su funciôn en el borde y ReH^(R) para p < 1 puede identi­
ficarse con un espacio de distribuciones por el mismo procedimiento. Los teoremas 
de descomposiciôn atômica tienen entonces el mismo enunciado que en el caso de T.
Un tipo particularmente importante de âtomos es el que se obtiene pa­
ra q = 2. Sea a un (p,2)-âtomo centr-do en el origen. La transformada de Fourier
ccmplej a
- ,  s 1a(z) = ^ e a(x) dx
es una funciôn entera y ademâs
|a(z)| $ e^^^ ^^ ^
es decir a(z) es una funciôn entera de tipo exponencial |l|. Por otra parte, en vir- 
tud del teorema de Plancherai:
|a(x)|^dx $ |i|l-(2/p)
Finalmente (i) se traduce en que
= 0  k = 0, 1, [-j - 1
dxk    ’ V
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El teorema de Paly-Wiener implica que estas propiedades caracterizan
completamente la transformada de Fourier de un (p,2)-âtomo centrado en el origen.
2Es decir: Si A e L (R) es la restricciôn de una funciôn entera de tipo exponencial
Cr, tal que
1- -  ,k
I ! A 1 12 ^ a P y = o para k = 0, 1, . ., A  - 1
^ dx* P
entonces A es la transformada de Fourier de un (p,2)-àtomo centrado en el origen.
Teniendo en cuenta que una traslaciôn por a se convierte en multiplicaciôn 
por e en el espacio de las transformadas de Fourier, obtenemos la siguiente 
caracterizaciôn de las transformadas de Fourier de elementos de RP(R).
TEOREMA 0.3. f es la transformada de ^ourier de una distribuciôn de rP(R), 0 < p $ 1 
si y sôlo si puede ser representada (en el sentido de las distribuciones) como:
A  “
f = I  A. e^°i* A.(x)
j=0 J
donde
I  < “
j=0
Oj son numéros reales y las A^ son restricciones de funciones enteras de tipo ex
ponencial taies que
d* A.(0)
dx'' p
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Un (l,2)-âtomo siempre satisface la desigualdad:
a(x)| dx . a(x)l^lxl^ dx ^ 1.
Teniendo en cuenta que la transformada de Fourier de xa(x) es -i a*(x), el teore­
ma de Plancherai implica que
Esto conduce a définir una 1-molêcula como una funciôn % f tal que
(ii) lVit(x)| s
M I 2
De hecho lo que definimos son transformadas de Fourier de molêculas.
Para 2/3 < p ^ 1 tiene sentido définir la transformada de Fourier de 
una p-molecula como una funciônta], que es la transformada de Fourier
de una 1-molêcula, donde
Se obtiene como en el caso del cîrculo, el siguiente resultado sobre 
multiplicadores:
TEOREMA 0.4. Supongamos que y e L (R) es tal que
sup
R>0 R( X <2R
I y’ (-x) I ^  dx < “
Entonces f ]— ► (yf) es un operador acotado en H^CR) para 2/3 < p
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En vista de los descubrimientos recientes analizados mâs arriba, que 
enriquecen notablemente la teoria y asignan a los espacios un papel impor­
tante en el anâlisis; tiene sentido acometer el estudio de los espacios que se 
obtienen cuando en las distintas caracterizaciônes de se sustituye la medida 
de Lebesgue dx o dO por una medida "pesada” w(x)dx o w(6)dG; y de las relaciones 
entre los mismos. Este es el programa de la présente memoria. Naturalmente han 
de imponerse algunas restricciones al peso w(x) para lograr una teoria suficien- 
temente rica; pero a la vez ha de permitirse suficiente libertad para que la teo­
ria se pueda aplicar a una serie de problèmes. Es claro que séria muy convenien- 
te incluir los pesos |x|^, a > 0.
En casi todo el trabajo, el peso w(x) va a tomarse en la clase de 
Muckenhoupt, que es la union de las clases A^j q > 1. La clase A^ se define por 
la condiciôn
sup (
1
Tï TJt
1 dx)9-l < 00
donde el supremo se toma sobre todos los intervalos finitos. Estos pesos incluyen 
claramente los pesos |x|^, a > -1/2.
Las propiedades de los pesos de A^ o A^ que son relevantes en nuestra
investigacion, son estudiadasen el capitule I. El hecho clave es el teorema 1.9 
que afirma que para l < q < " w e A ^  <=> el operador maximal de Hardy-Littlewood 
es acotado en L^(w(x) dx) <=> la transformaciôn de Hilbert es acotada en L^(w(x)dx)
De aqul se deduce toda la riqueza de la teoria que va a desarrollar- 
se. Hemos de observar que la condiciôn A^ es muy natural y aparece en gran numéro 
de problèmes, particularmente en ecuaciones diferenciales.
La teoria de estos pesos, extensamente desarrollada por Muckenhoupt 
y Vfheeden, fue acogida en un principle sin gran entusiasmo pero ultimamente se ha
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revelado su utilidad en situaciones muy variadas. Permîtasenos mencionar, como 
aplicacion inesperada del teorema 1.9, el siguiente resultado de Coifman, Rochberg 
y Weiss:
TEOREMA 0.5. Sea H la transformaciôn de Hilbert
f(x) \------^ Hf(x) = v.p.
2  B el operador de multiplicaciôn
f(x) I ► b(x) f(x)
asociado a una funciôn b e O.A.M. Entonces el conmutador C = [b ,h] que se define
como:
C(f) = bH(f) - H(bf),
es un operador acotado en L (R), 1 < p < ", con norma
I I(p) ^ ^ p l I O . A . M .
Examinemos brevemente una demostraciôn de este resultado que utiliza 
el teorema 1.9. Lo haremos para p = 2 para mayor simplicidad. Si b e O.A.M., el 
teorema de John y Niremberg (vease [9]) implica que la funciôn e^^(x) ^umple 
la condiciôn A^ para todo numéro real a tal que
|o| f (const)
I Iq .A.M.
donde (const) no depende de b. Esto implica que H esta acotado en L^(e^^(*)dx) 
es decir:
1.33.
|Hf(x)|^ gObCx) g (const) f(x)|2 e«b(*)dx
lo que équivale a decir que el operador dado por:
(T^fXx)
y  b(x) - y  b
e H(f.e )(x) =
= v.p,
|<b(x)-b(y)) 
e_____________
X  -  y f(y) dy
esta acotado en L (R). De hecho, si a es un numéro complejo tal que
(const)
O.A.M.
el operador definido por la misma formula que para a real, es acotado en L (R)
a =r
Para a = re^^ se tiene, al menos formalmente:
(T^f)(x) =
2<b(x)-b(y))
X - y
f(y) dy =
.CO I ^  (j)’^ (b(x)-b(y))^
 ^ n=0 _______________
X - y
f(y) dy =
n=0
,n
■ f(y)dy
X - y ^
Tenemos asî el desarrollo en serie de Fourier de la funcion
]-----► (T f)(x)
re
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Para n = 1 obtenemos como coeficiente de Fourier
1
2
• ' —  00
f(y) dy = ^ r  C(f)(x)
Asî pues
fTT
C(f)(x) = —  
•iïr
e ‘ ^®( T ^ g f ) ( x )  de
-TT re
Todas estas manipulaciones forraales pueden justificarse sin mâs que considerar 
los operadores truncados.
Se tiene
c f | i 2  < llT .gfllj de * 2M p  llfllg
-TT re
Puede tomarse
(const)
T — "1 "TT, ■ - V ■
O.A.M,
de donde résulta:
|Cf11^ $ (const) I|b|1g ^ I if I
Observemos que este teorema tiene un reciproco:
Si el conmutador C = fB,n] del operador de multiplicaciôn B : f |— ► bf 
con la transformaciôn de Hilbert H, es acotado en lf(R) para algûn p, 1 < p < 
entonces b e O.A.M. y
|b| O.A.M.  ^ (const)_ C (p)*
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Asî pues, tenemos una compléta caracterizaciôn de O.A.M.
Hemos de hacer notar tamliên que la misma demostraciôn proporciona la 
acotaciôn en L^(R) de cualquier operador de la forma '"']]] dado
por
f" (b.(x)-b.(y))...(b (x)-b (y))
f(x) I . v.p. I  i i -  2-----f(y)dy
con b^, ..., b^ e O.A.M.; con norma $
ï (const) I U . A . M .
Este resultado ha sido utilizado por Coifman para dar una demostraciôn muy sencilla 
de la acotaciôn del conmutador de Calderôn dado por
r
C(f)(x) = ,A.(x)-A(y), .y ,
(x--^
donde
|a (x ) - A(y)| ( (const) |x - y|.
es decir A ’ e L . El estudio de C se reduce al del operador ~  [A,nJ dado por
En efecto
~  [A,H] f(x) = A ’(x)(Hf)(x) + {a , ^  H3f(x)
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En general para cualquier operador de convoluciôn con nûcleo k
(A.k&f - k*(a.f)) (s) = (A(a) k(s-a) f(s-a) -
- k(s) A(a) f(s-a)) da = [k(s-a) - k(s)|A(a)f(s-a)da
En particular;
([A,H]f) (s) = (const) (sgn (s-a) - sgn s)A(a)f(s-a) da
Sea
Entonces
^  [a ,h] f = F y A' = a.
F(s) = (const) s(sgn (s-a) - sgn s)A(a) f(s-a) da =
—  (sgn (s-a) - sgn s) a(a) f(s-a) da
Observemos ahora que
sgn (s-a) - sgn s / 0
solamente cuando 0 < s/a < 1.
Ahora bien, para 0 < u < 1, se tiene:
r" iY
u = j u <|>(y ) dy
donde ^ es una funcion en la clase ^  de Sehwartz, es decir C y que decrece a 0 
râpidamente en " .
Esto es consecuencia del hecho de que para r > 0
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-r
/ —00
donde (J>(y) es la transformada de Fourier inversa de cualquier funciôn de la clase 
que coincide con e ^ para r > 0.
Escribimos, pues:
1^ 1 *(v) dy
Entonces:
F(s) = (sgn (s-a) - sgn s) a(a) f(s-a) da =
*(Y) (sgn (s-a) - sgn s) a(a) f(s-a) da dy
(J)(y) |s|^^ (sgn (s-a) - sgn s)(|a| a(a))f(s-a)dady-ly
Definimos
Myg = d s d ’' g g
El teorema 0.4 implica que aplica en si mismo con norma 0(|y|). Por duali- 
dad aplica O.A.M. en si mismo con norma 0(|y|).
Aunque esto es suficiente para nuestros propôsitos, hemos de senalar,
que la norma de M^ es, de hecho, 0(|y|^^^ log jy|) como puede verse estudiando
el nûcleo de M que es de la forma 
Y
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c (y )
,|l-iY
Utilizando teoria y la convexidad de la interpolacion puede verse que es
para todo e > 0. Basta tener en cuenta que M ^  aplica en si mis­
mo para todo p con 2/3 < p ^ 1 con norma 0(|y|) y en si mismo con norma 0(1)
En cualquier caso;
F(s) = I #(y)|s|^^ (sgn(s-a) - sgn s)(|a|"^^a(a))f(s-a)dGdY =
*(Y) [H^( (sg.-(s-a) - sgn s)(M_^a) (a)f(s-a)da)J dy
do donde
F(s) = <{)(y) M^((const)
" (M a)(x)-(M a)(y)
-Y
X - y f(y)dy)dY
es decir;
~  [A,Hjf = (const) *(y) M^[m ^a,H] f dy
de donde
( (const)(
quo demuestra la acotaciôn del conmutador de Calderôn.
El propôsito de la digresiôn anterior fue situar la teoria de Muckenhoupt 
en el seno del anâlisis de Fourier.
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Entrâmes ahora en la descripciôn de los mêtodos y resultados de la
memoria.
Se utiliza siempre la recta real R para construir los modelos de 
con pesos. Hay dos formas de introducir un peso w(x) en la teoria H^. La primera 
es partir de la definiciôn clâsica de H^(R) y cambiar la medida de Lebesgue dx por 
w(x) dx. Se obtiene asî el espacio H^(w(x) dx) formado por las funciones F(x+it) 
analiticas en el semiplano superior
= {x+it : t > 0}
taies que
,00
F|| = sup {
H^(w(x)dx) t>0 '
|F(x+it)p w(x) dx}^^P < "
Estos espacios se estudian en el capîtulo II. La discusiôn estâ dividi- 
da en cuatro secciones. En la primera se generalizan los resultados clâsicos sobre 
convergencia no tangencial en puntos del borde x+iO asî como convergencia en 
lf(w(x) dx). La ûnica dificultad que présenta la introducciôn del peso, en este 
caso, es la conducta de las funciones para |x| " . Como el peso puede tender a 
0, las funciones de H^(w(x) dx) pueden tender a " para |x| . Los lemas I.ll y 
1.12 se establecen para contrôler este crecimiento posible en ". Termina la sec- 
cion con la identificaciôn de un subespacio denso formado por funciones buenas 
(continuas en el borde y que tienden a 0 en w  con suficiente rapidez). En la sec- 
ciôn segunda se obtiene un operador maximal que caracteriza a H^(w(x) dx). El mê- 
todo es esencialmente el de Fefferman y Stein (vêase [?]). Se restringe la aten- 
ciôn a una clase densa y se demuestra la equivalencia "e una serie de normas o 
quasi-normas. Se parte del operador maximal ne tangencial de Poisson que, por de­
finiciôn, caracteriza a K^(w(x) dx) y se va cambiando la aproximaciôn a la identi- 
dad hasta conseguir un operador maximal équivalente obtenido por convoluciôn con 
funciones de clase cT y con soporte compacte. Esta caracterizaciôn permite obtener
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en la siguiente secciôn una descomposiciôn atômica de H^(w(x) dx) para 0 < p $ 1.
La esencia del mêtodo es la utilizaciôn de la descomposiciôn de Calde­
rôn y Zygmund para distintos valores de X > 0, para escribir la funciôn de 
H^(w(x) dx) como suma de una serie telescôpica cuyos elementos tienen un numéro de 
momentos nulos. Estos termines una vez normalizados constituyen los âtomos. Un 
(p,q)-âtomo para 0 < p ^ l y q > q g  exponente crîtico de w (es decir w e A^) es 
una funciôn soportada en un intervalo finito I tal que:
(i) w(l) a(x)|^ w(x) dx)^^^ $ ----
w(I) 1/p
SI q < 00 o
S I  q  = 00 ,
(ii) a(x) X* dx = 0 para k = 0, 1, ..., [-^-1
Asî pues, para estos espacios, los âtomos son de tipo mixtOj con momen­
tos nulos con respecte a la medida de Lebesgue y normalizaciôn con respecte al pe­
so. Asimismo se observa que el numéro mînimo de momentos nulos depende del mînimo
q tal que w e A .q
El teorema II.3.15 nos da la descomposiciôn atômica de H^(w(x) dx). En 
general H^(w(x) dx) no puede identificarse con un espacio de distribuciones; pero 
esto es sin duda cierto para la mayor parte de los casos que aparecen en la prâc- 
tica^por ejemplo para pesos de la forma |x|^. No se ha tratado de hacer una discu­
siôn de este punto y el teorema de descomposiciôn atômica se ha enunciado en for­
ma general. En la secciôn cuarta y utilizando la descomposiciôn atômica, se iden- 
tifica el espacio dual de H^(w(x) dx) para 0 < p $ 1. Dicho espacio dual se define 
mediante una familia de condiciones intégrales cuya equivalencia es un subproduc- 
to de la teorîa, que recuerda el teorema de John y Nirenberg sobre las distintas
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caracterizaciônes de O.A.M. (Vêase [9]), Hay otra forma de introducir un peso en 
la teorîa H^ y es arrancar.do de âtomos definidos utilizando la medida w(x) dx a la 
vez en la normalizaciôn (i) y en la propiedad de cancelaciôn (ii) (âtomos de tipo 
homogêneo). Estos espacios, para los que se usa el sîmbolo ^^(w(x) dx) son estu- 
diados en el capîtulo III. Estos son los espacios de Hardy mâs naturales asociados 
con el peso w. El resultado fundamental del capîtulo III es la equivalencia entre
^2^(w(x) dx) y H^(w(x)^ ^ dx), que viene dada, al menos para âtomos por f(x) |----►
■j— ► f(x) w(x). Asî pues, el espacio ^^(w(x) dx) es équivalente a H^(dx) que es sim- 
plemente el espacio clâsico H^(E). En cambio para p < 1, (w(x) dx) es équivalen­
te a H?(w(x)^ ^dx) que es uno de los espacios estudiados anteriormente. Hemos de 
hacer notar que la equivalencia se establece tan solo para un cierto intervalo de 
p ’s cercanos a 1.
La conclusion es que los espacios i^^(w(x) dx) aparecen como un caso 
particular de los H^(w(x) dx), lo cual no deja de ser sorprendente si se tiene en 
cuenta que la definiciôn de C^^(w(x) dx) es muy simple y utiliza tan solo variables 
reales mientras que en los espacios H^(w(x) dx) se utiliza la fuerza de la anali- 
ticidad o si se quiere, la transformaciôn de Hilbert.
El capîtulo IV incluye algunos ejemplos y una serie de aplicaciones. Se 
obtiene una equivalencia entre el espacio de las funciones radiales de H^(R^) y el 
de las funciones pares de ^(|r|^ ^ dr). (De hecho, el resultado es cierto para 
un intervalo de p ’s menores que 1). Se dan dos demostraciones de este resultado.
En la secciôn segunda se da una demostraciôn muy geomêtrica que utiliza fundamen- 
talmente la descomposiciôn atômica de H^(R^). En la secciôn tercera se da una de­
mostraciôn basada en un anâlisis de la acciôn de diverses sistemas de transforma- 
ciones de Riesz sobre funciones radiales. Esta ûltima demostraciôn que no utiliza 
la geometrîa del espacio euclîdeo, se extiende en parte a los pesos )r|^ donde 2X 
no es necesariamente entero y proporciona una relaciôn entre el espacio de las fun­
ciones pares en ^T^(|r|^^^ dr) con 2 X ^  1 y el espacio /; !'^ ( |r dr) introducido 
por Muckenhoupt y Stein (Vêase [il]).
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En la secciôn cuarta, la relaciôn entre el espacio de funciones radia­
les en H^(R^) y el espacio ordinario H^(R), es utilizada para obtener una funciôn
1 2  1 2  
radial F en L (R ) pero no en H (R ) y para la que, sin embargo, la integral singu­
lar dada en notaciôn compleja como
 ^ I  r -i2G
-T F(w-z) dx = v.p.
(g
F(w) = v.p. ^ F(w-z)dz
(w = re^^; z = se^^), estâ en L^(R^).
Se demuestra, por tanto, que dicha integral singular no caracteriza a
El operador F \— >- F, que no es otra ccsa que el multiplicador
F \-----» Y f .
proporciona un contraejemplo a la conjotura sugerida por Fefferman en el simposio 
sobre anâlisis armônico que se celebrô en la universidad de De Paul en Chicago en 
1974 (vêase [ij ) y segûn la cual toc;: multiplicador ’’suficientemente bueno" servi- 
rîa para caracterizar a H^(R^) de la misma forma que el multiplicador
- (e-“  Fg.
que es el sistema de transformadas de Riesz de orden 1 mediante el cual se define
comûnmente H^(R^). Sucede que e es un ejemplo tîpico de multiplicador -’suficien-
1 2temente bueno" que, sin embargo, no caracteriza a H (R ). Lo mismo puede decirse 
para cualquier R^ y la integral singular vectorial formada por las transformadas
de Riesz de orden 2 o, mâs generalmente, de cualquier orden par, en lugar de
, l u
F I >■ F. El problema de identificar los multiplicadores que caracterizan a H (R )
sigue en pie y, una vez descartada la conjetura de Fefferman, ninguna otra se des- 
taca como plausible. Observemos que nuestro mêtodo es muy particular ya que utili­
za funciones radiales. Si considérâmes sistemas de Riesz de orden impar, que son
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en définitiva, suma de transformaciones de Hilbert en distintas direcciones, es 
claro que el contraejemplo, si existe, no va a ser una funciôn radial.
Por ultimo, la secciôn quinta consiste en unas cuantas observaciones
sobre la relaciôn entre H^(R^) ^ dr) para p < 1.
CAPITULO I
ALGUNOS RESULTADOS AUXILIARES
Sea w(x) una funciôn medible definida en la recta real 1 con valores
en
Para 1 < q < ", diremos que w(x) cumple la condiciôn A^ con constan­
te C, si para cada intervalo I, se tiene:
(I.l)
En (1.1) se entiende que 0." = 0.
Diremos que w(x) cumple la condiciôn A^ si para cada £.• > 0, existe 
6 > 0 tal que si I es un intervalo y E un subconjunto medible de I con jEj <
< 6111 ; entonces
w(x) dx w(x) dx.
Muckenhoupt ha demostrado que una funciôn localmente integrable cumple 
la condiciôn A^ si y sôlo si cumple alguna de las condiciones A^ 1 < q < ". Vêa­
se [3].
Llamareiros "peso" a una funciôn w(x) no negative, localmente integra­
ble, que no es igual a cero en casi todo punto y que cumple la condiciôn A^.
1 1
Si q ’ es el exponente conjugado de q; es decir: —  + — , = 1, o lo que 
es lo mismo: q' = — entonces (1.1) puede escribirse:
(w(x) ^ ^) dx)(-|-|j- w(x) ^ ^ dx)^  ^ 3 C
Pero -,  ^ = q-1, de forma que tenemos:
2.
' W \
(w(x) ^ w(x) ^ dx) $
Esto no 98 otra cosa que decir que w(x) ^  ^cumple la condiciôn con cons-
,l/(q-l)tante C
Aparte los casos triviales w(x) = 0 para casi todo x y w(x) = " para 
cami todo x (I.l) implica que tanto w(x) como w(x) son localmente inte-
grables (Si, por ejemplo.
w(x) ^ ^ dx = "
para algûn intervalo I, entonces (I.l) implica que para cualquier intervalo J
w(x) dx = 0
y, por lo tanto: w(x) = 0 para casi todo x)
Para un peso w en la clase (es decir: que cumple la condiciôn A^)
se sigue de la desigualdad de Holder que:
T Ï T J
 1 _ q-1
w ‘!x) ^  ^dx) ^
Vemos asi que la funciôn definida para intervalos como;
I — ► (- w(x)  ^dx)^ ^
esta acotada lejos de 0 e » .
3.
Aceptaremos los resultados sobre pesos contenidos en [3] y demostra- 
remos algunos otros que scran utilizados a lo largo de todo el trabajo.
Desde este punto hasta el lema 1.18;* aerâ un peso en la clase A^. 
En los dos ûltimos lemas del capitule utilizaremos la nocion de "exponente crl- 
tico" de un peso w que es
q^ = inf {q ; w cumple A^},
Puesto que un peso siempre cumple alguna condicion con 1 < q < ® 
siempre es 1  ^ q^ < ». En [3] se demuestra que si w cumple A tambiên cumple A
q-e
para algun e:> 0. Asî pues, w nunca cumple A
Para un conjunto medible E, utilizaremos la notaciôn
w(E) = w(x) dx.
E
LEMA 1.2. Dado a > 1 y un intcrvalo I, considérâmes su a-dilatado
ô (I) = Cy + a(I - c^)
a i  I
donde c_ es el centro de I. Entonces   1 -----------------
w(6 (I)) $ (const) w(I) 
a
con (const) independiente de a y de I. De hecho puede tomarse como (const) la 
constante de la condiciôn A para w.
-------------------------q -—
DEMOSTRACION.
w(x) ^ dx)
I
w(x) ^ ^ dx)^  ^ (
I
s 7 ^  "(I) “'^■'^<7rfny.
6^(1)
w(x) dx)^"^ (
X q w(I)
= (c°"st) a -(-rrï))
Por tanto;
w(ô^(D) $ (const) w(I).
c.q.d,
LEMA 1.3. Supongaïïios que e son dos intervalos taies que
I ^ c  I g  f * z I I ; !  =  B I I j I
para algûn B > 0. Enfonces:
(const) ---- -— w(I^) 6 w(I. ) ( (const)(l+ |-)^  w(I„)
(1+28)4 2 1 8 2
donde (const) représenta una constante que no depende de o B. La constan­
te no tiene que ser la misma en los dos sitios aunque la representemos por el 
mismo sîmbolo. Utilizaremos esta notaciôn de una manera sistemâtica siempre que 
no se preste a confusion.
DEMOSTRACION. Por simetrîa solo necesitamos demostrar una de las desigualdades. 
Por ejemplo la de la derecha. Es consecuencia del lema 1.2 ya que
^  ^n4 ^ 2^^
En efecto:
X e I. => jx - c I $ T
1 1
(Cy y r_ son respectlvamente, el centre y el radio de I.). Asi pues
j j ^
X - c 1 $ jx - c I + ICy - c I $ 
2 ^1 1 ^2
$ T + V j  + r = 2r + r
1 1 2 1 2
lo que demuestra que x e 6 ^ ^  (Ig).
LEMA I.M-. Para cualquier intervale I;
w(x) dx  ^ (const)
xël Ix-G, j \ ' x  ;
w(x) dx
donde (const) no depende de I
DEMOSTRACION. El hecho clave, que se encuentra en [s] , es que si w cumple la con­
dicion A , tambiên cumple la condiciôn A para algûn e > 0. 
q q-E
Para k = 0, 1, ..., estimâmes
w(x) dx
2kl|L., X--C.
w(x) dx =
^ (const) 2 — —  (2^^^)^  ^ w(I)
|I|4
en virtud del lema 1.2 y del hecho de que w cumple la condicion ^ . Asi pues.
w(x) dx
2% llL < |x-C;|<2k+l I* - Cll
Entonces
^ (const) (2 ^)^ — —  w(I)
I I I ’
w(x) dx _ w(x) dx
x«!I |x-Cj| 0 Jgk 111 < |x-c I<2’''^  ^h i  Ix-c^l
( (const) — —  w(I) y (2 ^)^ $ (const) — t  w(l).
|I|4 0 III 4
C.q.d.
7.
LEMA 1.5. Si f e L^(w(x) dx), entonnes f es localmente integrable. En particular, 
para cada intervalo I;
jY|- |f(x)|dx $ (const)(-^ -|y |f(x)|^ w(x) dx)d/q
donde (const)^ es la C en la condiciôn A^ para w.
DEMOSTRACION.
|f(x)|dx = |f(x)|w(x)^/^ w(x) dx (
'  T î t S
|f(x)]^ w(x) dx)^^^ ( w(x) dx)^^^ =
= (
m l
|f(x)|4 w(x) dx)l/4 ((50Sat))l/q :
= (const) (-
w(I) J
|f(x)I^ w(x) dx)^/^
c.q.d,
Observemos que el lema 1.2 puede obtenerse como caso particular de 
(1.5) poniendo 6 (I) en lugar de I y f = x_.
LEMA 1.6. Existe un a , 0 < a < 1, que depende del peso y de q , tal que si f e 
e L*^(w(x) dx) 2  <P cumple que
|f(x)| g — h H 2 S î l _  ;
(1 t X )'
entonces definiendo para t > 0 y x e
la convolution (f * <()^) (x) tiene sentido y se cumple :
|(f**^)(x)| ( (const) l|f|lL%(w(x)dx) w(I(%;t))
donde
I(x;t) = {y e & : |x - y| < t}
DEMOSTRACION.
(f&4^)(x) = f(y)
(})^ (x-y)
w(y)
w(y) dy
Demostraremos que, como funcion de y.
- y)
w(y)
pertenece a (w(y) dy) donde q ’ = es el exponente conjugado de q,
(1.7) "(y) =
lx-y|<t
x-y <t
^  * ( % :2. ) | q / ( q - i )  w ( y ) - i / ( 4 - i )  d y  s
( (const) t
_ _ï_
q-1
I(x;t)
w(y) ^ ^ dy
implemente porque <|) es acotada,
Por otra parte
t<jx-yi
t<|x-y
^ ^-q/(q-l)
t<|x-y|
(const)
jx-yj^°4)/(a7ÏT
t<jx-y| |x-ya W r - ' y ' - " " " "
-1/(q-1)Pero w cumple => w ^ cumple
A w ^ cumple A
q-1 q—1
para a < 1 suficientemente proximo a 1
Aplicando CI.4) obtenemos
(1.8)
t< x-y
g.(x-y) ,
— I w(y) s
Kxr t) 4§T
w(y) dy
10.
= (const) t
I(x-,t)
Combinando (1.7) y (1.8) obtenemos;
w(v) ^  ^dv
I(x;t)
= (const) t-4/(4-l) 2t J
I(x;t)
w(y) dy $
$ (const) t ^  ^{- (const)
1
q-1 -
I I(x^t)| ^I(xyt)
w(y)dy
= (const) w(I(x:t))
Aplicando ahora la desigualdad de îlôlder:
f® (]) (x-y)
f(y) — (7i7T”^y^ "^yl (
<j>^ (x-y)
^ I I “ 1 I L'^(w(x)dx)  ^^ w(y) (w(y)dy) ^
« (const) l|f|lL%(w(x)dx)
-l/(
C.q.d,
El interes de la condicion dériva del siguiente resultado cuya
demostracion puede verse en [s].
11.
TEOREMA 1.9. Sea q > 1 y sea w una funcion localmente integrable y no negativa. 
Las siguientes proposiciones son équivalentes;
(i) |f (x)|^ w(x) dx $ (const) |f(x)|^ w(x) dx
donde
f' (x) = sup j y T  
I»x ' ' J
lf(y)| dy
08 la funcion maximal de Hardy - Littlewood de f
(ii) |?(x)|^ w(x) dx $ (const)j |^Xx)|^ w(x) dx
/ -60
donde
^(x) = V'P" -
f(y)
x-y
dy
es la transfcrmada de Hilbert de f.
(ill) w cumple la condicion A .
Dada una funcion <p como en el lema 1.5, le ascciamos el operador ma­
ximal definido para funciones f e L^(w(x) dx) como;
(p^  (f)(x) = sup i (f*'«j)^ )(y) I
x-y <t
LEMA I.10. Si
*(x)| ( - i sp-qg-H L  - 
(1 + |xl)“
12.
con a > 1, entonces
(})*(f)(x) $ (const) f (x)
en casi todo x.
DEMOSTRACION. Dado x, sea (y,t) e tal que |x-y| < t, Entonces
I (f * <t>^)(y)l = I f(u) (f>^(y-u)du| ^
|f(u)l l<ti(^-)ldu « i  I |f(u)l  d u  S 
^ ^ (1 + | ^ | )
^ (const)(2
2t J If(u)|du+...+2
k+1 1
|y-u|<t 2^^^t
2^  ^^t<|y-u|<2^t
"T k a y a  + - )
$ 2(const) (f (x) + ... t 2 2^ f (x) + ..,) $
^ (const) f (x).
c.q.d.
(I.10) junto con la parte (i) de (1.9) implica:
13.
« (const) llflli,q(w(x)ax).
En particular, la funcion definida en el semipiano superior
= {(x,t) e : t > 0}
como
esta en L^(w(x) dx) uniformémente en t.
LEMA 1.11. Sea s(x,t) una funcion subarmonica n > negative definida en el semi- 
piano superior y que esta en L^\w(x) dx) uniformcmente en t > 0. Entonces
existe a, 0 < a < 1 tal que :
s(x,t)  ^ (const) (1 + |x|)^
donde (const) depende de t; pero puede tomarse la misma (const) para una banda
de la forma 0 < t Q $ t $ t ^ < ' ^ .
DEMOSTRACION. Sabemos que para cualquier t > 0
r*
(s(x,t))^ w(x) dx $ (const)
donde (const) no depende de t. Aplicando el lema 1.5 vemos que la integral
r
s(x,t) (1 + |x|) dx
esta biend definida. Ademâs esta acotada como funcion de t, es decir
14,
s(x,t)(l+|x|) °^ dx ( (const)
independiente de t. Consideremos ahora la banda 0 < t^ ( t 3 
Desde luego, la desigualdad
s(x,t) i  (const) (1 + |x|)^
necesitamos probarla unicamente para valores grandes de x puesto que s es con­
tinua y esta, por lo tanto, acotada en cada rectangulo cerrado. Tenemos (x,t) 
en nuestra banda y tal que sea, por ejemplo, )x| > tg. Como s es subarmonica, 
sera:
s(x,t) ^ (const) t. s(x,t)dxdt (
$ (const)
t+ t^/2 x+ tq/2
t- trt/2 ^x- t_/2
s(x,t) dx dt (
0 0
$ (const)
0 0
t J 2
.x+ t J 2
X- to/2
}(x,t)(l+|x|) ^Xl+|x|)^dxdt $
^ (const) - y ( l  + |x ± )°^ t^ ^ (const)(l + |x|)^
LEMA 1.12. En las mismas hipôtesis Jel lerna anterior:
(x,t) ^ (const) sup (I (s(y,u))^w(y)dy)^/^ w(I(x;^0)
U>0 ^
15%
En particular: s(x,t) = o(t) cuando t .
DEMOSTRACION.
que:
Para cualquier (x,t) e se deduce de la subarmonicidad de s
s(x,t) 3 (const)
rx+ t/2 f3t/2
x~ t/2 t/2
s(y,u) du dy =
t/2
du
X- t/2
Aplicando el lema 1.5.:
rx+ t/2
X- t/2
s(y,u) dy ^
( (const) t sup ( 
u>0
(s(y,u))\(y) dy)^/^ w(I(x;|-))
Por tanto
fCO
s(x,t) ( (const) sup ( 
u>0
(s(y,u))^ w(y)dy)^/^ w(I(x*,|-))
En particular, para t > t^ > 0:
s(x,t) $ (const) w(I(x;-y))
es acotada y, por consiguiente, s(x,t) es o(t) cuando t .
Los lemas I.ll y 1.12 son utiles para aplicar, en varies casos el 
siguiente lema:
16.
LEMA 1.13. Sea s(x,t) una funcion continua en el semipiano cerrado
= {(x,t) e : t % 0},
2
subarmonica en y con 3 as siguientes restricciones en su crecitaiento:
(i) s(x,t) = o(t) cuando t -> «>.
(ii) s(x,t) = o(e^t*l) cuando |x| *♦• «> para todo a > 0 en cada banda
{(x,t) e R^ : 0 ( t $ t^l
Entonces si s(x,0) $ A < <» para todo x e R, se sigue que s(x,t) ^ A 
2
para todo (x,t) e R^.
Este resultado es una simple extension de (5.2) en el capitule II
de |l^.
Como consecuencia del lema 1.6 obtenemos la existencia de la integral 
de Poisson de una funcion f e L^(w'’x) dx). Tomamos
(x) = P(x) = —  ----
* 1 + x2
nucleo de Poisson.
LEMA 1.14. Sea f e L*^(w(x) dx). La integral de Poisson de f.
f(x,t) = (f * P^)(x)
es una funcion armonica en R^ que esta en L^Xw(x) dx) uniformemente en t > 0
17.
Supongamos que, ademâs, f es continua en R ^  |f(x)| $ (const) (1 + |x|)
para algun a < 1. Entonces la funcion definida como:
f(x,t) = (f * P^)(x) ^  t > 0 jr f(x,0) = f(x)
es continua en R^ y cumple las condiciones (i) y (ii) del lema 1.13.
DEMOSTRACION. El lema I.IO implica que f(x,t) esta en L^(w(x) dx) uniformemente
2
en t. Su armonicidad en R^ se sigue de la propiedad del valor medio, ya que f(x,t)
2es localmente integrable en R^ como se deduce de la desigualdad:
l(f*P^)(x)l ( (const) llf|lLq(wix)dx) "(Kx^t))“^^^
Veamos ahora que f(x,t) es continua en los puntos (x,0) del borde. Fijemos x^ e 
e R y sea e > 0
r
co
f(x-y)P^(y)dy-f(Xg) P^(y)dy| =
r  r
= I (f(x-y)-f(xQ))P^(y)dy| $ |f(x-y)-f(Xq)|P^(y)dy
J -eo 'ly|<5
|y|>6
|f(x-y)-f(xQ)|P^(y) dy.
Puesto que f(x) es continua en x^; existe un entorno de para cuyos puntos x
se tiene:
f(x*) - f(Xç)I < E.
18.
Tomando x en un entorno mas pequeüo si es necesario y haciendo 6 suficientemen­
te pequeno, podemos conseguir que sea
|f(x-y)-f(x )| P (y) dy 3 e P.(y) dy $ e
y|<ô J|y|<a
Por otra parte, la segunda integral esta dominada por:
(const)
y| > a
|(l+|x-y|)^ + (l+jx^l)^! P^(y) dy $
^ (const)( Pf(y) dy + f |y|“p^(y) dy) 
|y|>5 ^ |y|>ô
Ahora basta tomar t pequeho pues para 6 > 0 fijo se tiene que
y|>Ô
P^(y) dy — >■ 0
|yl>6
|y|^ dy 0
cuando t + 0.
Asî queda demostrada la ccntinuidad.
Ahora vamos a demostrar que f(x,t) cumple las condiciones (i) y (ii) 
del lema 1.13.
Los lemas I.ll y 1.12 pueden aplicarse a f(x,t). El lema 1.12 implica 
que f(x,t) cumple la condiciôn (i) de (1.13). La condiciôn (ii) es mas fuerte 
que (I.ll) pero se cumple en nuestro casc particular. En efecto, si considérâmes 
la banda
19.
tenemos, para (x,t) e S y t > 0:
|f(x,t)| = |(f*P^)(x)| = I f(x-y) P^(y) dy| =
o fca
= I f(x-y) —  Pi(^) dy| = I f(x-t A)P^( X) dX|v^
|f(x-tX)| P^ .(X) dX ( (const) (l+|x-tX|)^P^(X) dX (
$ (const)(1 + 1x1^ + t^ |x|GPi(X) dX) ^
$ (const)(l+|x|%tQ) ( (const) (1 + |x|^)
c.q.d,
LEMA 1.15. Sea s(x,t) una funcion subarmonica no negativa definida en R^ que 
esta en L*^(w(x) dx) uniformemente en t > 0. Entonces s tiene una mayorante armo- 
nica minima que es la integral de Poisson de alguna funcion s^ e L^(w(x) dx).
DEMOSTRACION. Para cada t > 0 definamos s^(x) = s(x,t): s^(x) estâ en Lr(w(x)dx) 
uniformemente en t > 0. Asî pues, el conjunto de funciones {s^ : t > 0} estâ 
contenido en una bola cerrada de
L^(w(x) dx) = (L^ (w(x) dx))*.
espacio dual de L^ (w(x) dx) donde q’ = Esta bola es "compacta con respecto
a sucesiones" cuando se le da la topolcgîa debil -* determinada en L^(w(x). dx)
Q ^por L-*- (w(x) dx). Por lo tanto, existe una sucesiôn t^  ^^ 0 tal que
^ Sg e L^(w(x) dx);
20.
donde la convergencia es en la topolcgîa debil-*; es decir: para cada <j> e 
e (w(x) dx).
f - .
(x) 4>(x) w(x) dx -► Sq(x) c(>(x ) w (x ) dx 
.£0 / -00
cuando n -► «>.
El lema 1.6 nos permite considerar, para cada n, (s^ * P^)(x).
n
(1.14) implica que (s^ * P^)(x) considerada como funcion de (x,t), es armonica,
n
Se tiene
(1.16) s(:;,t+t^) $ (s^ * P^)(x)
n
para todo n, x, t. Para obtencr (1.16) basta aplicar (1.13) a la funcion u de- 
2
finida en como
u(x,t) = s(x,t+t^) - (s^ * P^)(s)
n
si t >-0 y
u(x,0) = s(x,t ) - s^ (x) = 0.
Que u cumple (i) y (ii) en (1.13) es consecuencia de (I.ll), (1.12) y (1.14) 
Luego, haciendo tender n a <» en (1.16) obtenemos que
s(x,t) $ (Sq * P^)(x)
Pt(x-y) Q,
puesto que del hecho de que  vKyl—  esta en L (w(y) dy) se desprende que
21.
q» P.(x-y)
(y) — ÎÏÎ77—  "(y)
/ -00 n
P.j.(x-y)
*o(y) - -»(7 ) "(y) <(y
cuando n -► <» .
LEMA 1.17. Supongamos que u(x,t) es una funcion armonica en que estâ acotada 
de forma no tangencial en todos los puntos de un subconjunto S c. R de medida 
positiva (es decir: la funcion maximal no tangencial
ra (x) = SUD |u(y,t) 
Ix-y1<t
es finita en S).
de S.
Entonces u(x.t) tiene limites "no tangenciales" en casi todo punto
Este resultado se debe a A.P. Calderon. Vêase [14) (Capitule II, teo-
rema 3.19).
Concluimos esta serie de lemas auxiliares con dos que relacionan dife- 
rentes potencias de un peso dado w.
LEMA 1.18. Dado un peso w con exponente critico q^, existe a, 0 < a $ 1, tal 
que para cada p que sea 1-cf ^ p $ 1, podemos encontrar un q > qg(l-p)+p y una 
constante taies que:
(1.19)
w(x)^ ^dx
w(x)i w(x)^ ^ dx)^^^ $
^ (const) (-------    j w(x) dx)^^^
w(x)^ ^ dx ^
22.
DEMOSTRACION. Si p = 1, necesitamos unicamente q > 1 y entonces (1.19) no es 
otra cosa que una desigualdad de Hôlder al reves para w, que siempre se cumple 
(vêase [s]). Podemos, pues, suponer que p < 1. El exponente critico de
w(x)^"P es $ qg(l-p) + p ( qg.
En efecto, si w cumple la condicion A^, w(x)^ ^ cumple la condiciôn A^^^ p)+p 
Esto es consecuencia de la desigualdad de Holder:
{(
t î t J
w(x)^ ^dx)(-|Y|- ' r'(i-pT+?-T^
T î T j w(x) dx)(-|Yj- ^ w(x)  ^  ^dx)^  ^ $ c
En particular, para cualquier > q^, (w(x)) ^ cumple la condiciôn A . Es
^1
decir, existen C^ y C^ con C^ > 0 C^ < taies que para cada intervalo I:
Cl < (TîT J w(x)  ^ dx) ( pj- j- —  dx)%'^ ( Cg
w(x)  ^ q^-1
Esto lo Dodemos escribir abreviadamente ccmc
(1.20)
W J
■ m l
dx)l/=
I w(x)
con s
qi-1
Tomemos q tal que sea q - p = 6 donde 1+6 es un exponente con el que 
w cumple una desigualdad de Holder al revês. Puesto que q ha de ser > Oq (1-p )+p ;
sera:
23.
ô = q - p > q^(l - p)
es decir: 1 ~ p < ~  o, lo que es lo mismo: p > 1 - — . Esto ya impone una
Po 9o
restricciôn en el rango de las p ’s. En efecto: a va a ser G/q^ si 6 < q^ o
1 si 6 ^ q .
La desigualdad (1.19) puede escribirse como:
(•
IT ï T  J w(x)^ ^ dx
1î î T J w(x) dx)
^ (const) (-
1m  J w(x)^ ^ dx
T Y T J w(x) dx)1/p
La desigualdad de Holder al revês para w implica que la cantidad 
de la izquierda es
(const)
1L T ï T J w(x)^ ^ dx 1/q
W J
= (const) w(x) dx
1/p
1+6
W J
w(x)^ ^ dx)^ ^
T T I  W J
w(x) dx) ^
1
P }
24.
A continuaciôn demostramos que
W J
w(x)^ ^ dx)^ ^
m ^ w i
1+6
w(x) dx) ^
estâ acotada. En efecto:
W
i . i  + i
w(x) dx)^ ^ ^ $
(l-p)(— 1)
$ (TTTJ I w(x)
dx)
W J
i _  i +  SLiE
w(x)dx)^ ^
= t w . I w(x)
w(x) dx)
-(l-p)(~ - — )
La expresiôn entre corchetes corresponde a la cond ciôn A^ con s = 1/(N-1) 
es decir:
1 - 1 
N = l +  - = 1  + ir:rg-> %1'
Asî pues, la expresiôn entre corchctes estâ acotada lejos de 0.
Solo necesitamos la parte trivial de la condiciôn ya que el expo­
nente que tenemos es negative,
c.q.d.
25.
LEMA 1.21. Sea w un peso con exponente critico q^. Para cualquier p que sea 
0 < p 3 1, existe un q > 1 y una constante taies que:
(1.22) w(x) ^ w(x) dx)^/^ 3
w(x) dx
^ (const) (-
I w(x)^ ^ dî 
I w(x) dx
h
-)1/p
DEMOSTRACION. Tomemos q^ > q^ de forma que w cumple la condiciôn A . Sabemos
que la condiciôn A para w(x) es équivalente a la desigualdad do Holder al re-
^1
vês para l/w(x) con respecto a w(x) con exponente 1 + 6  donde q^ = l/ô + 1  
(En efecto:
yyyj w(x)dx)(j^j w(x) ^1 ^ dx) ^ ( (const)
équivale a
w(I)
1 -
w(x) ^1  ^dx) "^ 1 =
q,-l
= (w(I) w (x) ^1 ^ dx) ^1 $ (const)
es decir;
w(I)
«(X) dx)l+
26
$ (const) (■
w w(x)
w(x) dx))
Para p = 1, (1.22) es sencillamente una desigualdad de HOlder al re­
vês para l/w(x) con respecto a w(x) y basta tomar
Supongamos ahora que p < 1. Sea q - 1 = s = (l-p)/(q^-l). Claramente
q = 1 + 1.
Sea
1 1
N = l +  —  = 1 +  — ------- > q
s 1 - p 1*
w(x) cumple, pues, la condiciôn A^. Por lo tanto l/w(x) cumplirâ una desigual­
dad de Holder al revês con respecto a w(x) con exponente 1 + s. Es decir, ten- 
dremos:
w(x) dx
w ( x )  dX\l/(s+l)
I w(x)1+s'
$ (const) i iw(I)
Teniendo en cuenta que 1+s = q:
(-7---   w(x) ^ w(x) dx)^^^ $ (const) — iyl- 3
w(x) dx ^
27
$ (const) (
w J
(const)
w J
w(x) dx) (-|~j-p
$ (const)
W j
w(x) dx)^^P
I
La ultima desigualdad es consecuencia de (1.20).
CAPITULO II
ESPACIOS DE FUNCIONES DE TIPO ANALITICO
§1. COMPORTAMIENTO EN LA FRQNTEM.
Sea w(x) un peso con exponents crîtico q^. Para p tal que 0 < p < «»
definimos H^(w(x) dx) como el conjunto de todas las funciones de F(z) anallti-
2
cas en el semipiano superior tales que
'HP(w(x)dx) " |F(x+it)|^w(x)dx}^^P < ».
Claramente
•^1 ^ ^1 I RP(w(x)dx) -I  ^^  ^HP(w(x)dx)
para todo X e E y toda F e H^(w(x) dx).
Para p % 1 se deduce de la desigualdad de Minkowski que
!HP(w(x)dx)  ^ *HP(w(x)dx) 'HP(w(x)dx)
Aunque para p < 1 ya no se cumple esta desigualdad, se tiene, sin
embargo :
l|F+G||P. * llFll? +!|G||P
(w(x)dx) H^(w(x)dx) H^(w(x)dx)
Asi pues; H^(w(x) dx) es siempre un espacio vectorial (Lo consideraremos como 
un espacio vectorial sobre E).
29.
Para p % 1, jj || es una norraa en H^(w(x) dx) y para
HP(w(x)dx)
p $ 1, la aplicaciôn
(F,G)  ► l|F-G||P
H^(w(x)dx)
es una distanôia en H^(w(x)dx) que es compatible con la estructura lineal de 
H^(w(x) dx) (Claramente, en virtud de la analiticidad de F, se tiene:
1 I |f | I = 0 => F(z) = 0).
H^Cw(x)dx)
Para p < 1, [ | | |^ no es una norma porque no es 'positivamente homo-
H^(w(x) dx)
gënea" de grado 1. Pero es subaditiva y ‘'positivamente homogênea" de '-grado'" p
Esto implica que || ||^ es lo que Yosida llama una quasi-norma (vêase
H^(w(x)dx)
[15]). A partir de aquî hP(w(x) dx) sera el espacio vectorial topolôgico obte- 
nido mediante la norma
I 1 1 I p, , , si p Ï 1
H^Cw(x)dx)
o la quasi-norma
^ si p s 1.
H^(w(x)dx)
El propôsito de este capîtulo es reducir el estudio de las funcio­
nes en H^(w(x) dx) al estudio de funciones definidas en E (E va a identificar-
2se con la frontera de E^). Un primer paso en esta direcciôn es el siguiente 
teorema que extiende a auestra situacion algunos resultados clâsicos.
TEOREMA II.1.1. Sea F e Pp(w(x) dx).
(i) lira F(x+it) existe para casi todo x e E y la funeion 
t-»0
F(x) = lîm F(x+it) 
t-*"0
30.
esta en L^(w(x) dx).
(il) lîm 
t-fO /
F(x+it) - F(x)|P w(x) dx = 0 en consecuencla:
lîm
t-»0
|F(x+it)|^ w(x) dx = |F(x )|^ w (x ) dx
(iii) I|f |I $ (const) {
Rp(w(x)dx)
|F(x)|Pw(x)dx}^^^ donde (con%t)
no depende de F.
DEMOSTRACION. Vamos a demcstrar que la funeion maximal no tangencial
m (x) = sup |F(y+it)|
Ix-y|<t
es finita en casi todo puntc. Esto implica la existencia de lîm F(x+it) de
t+0
acuerdo con el lema 1.17.
Consideremos s(z) = |F(z)|^ con 0 < e < ~ .  s es subarmônica ya que
^0
F es analîtica. Llam^mos q = ^  > q^-
(s(x+it))^ w(x) dx =
|F(x+it)p w(x) dx ( ||f ||^
» H^(w(x)dx)
< «
Vemos asî que s(x+it) es una funcicn subarmônica no negativa en 
que esta en L^(w(x) dx) uniformemente en t > 0. Como w estâ en la clase A^, po- 
demos aplicar el lema 1.15, segûn el cual
s(x+it) $ (Sq * P^)(x) con Sq e L^^w(x) dx).
31.
De aquî se deduce:
m_ = sup |F(y + it)| = 
|x-yl<t
sup (s(y+it))^^^ = ( sup s(y+it))^^^ 3 
x-y|<t |x-y|<t
^ ( sup (Sq * P^)(y))^^^ = (P*(Sq )(x ))^ '^  ^ 3 
|x-y|<t
^ (const)(sQ(x)
La ultima desigualdad es consecuencia del lema I.IO. Asl pues
(11.12) (mp(x))P w(x)dx $ (const) (Sq (x ))^w (x ) dx ^
$ (const) 1s q(x )1^ W(x) dx < »
Es decir; mp(x) estâ «n L^(w(x) dx) lo que implica, en particular, 
que mp es finita en casi todo punto. Queda asî demostrada la existencia de
F(x) = lîm F(x + it). 
t->0
De hecho, hemos demostrado mucho mas. De acuerdo con el lema (1.17) se tiene 
que, para casi todo x e 1; F(z) -► F(x) cuando z + x ie forma no tangencial 
(es decir: si existe A > 0 tal que
Im z > A IX - Re z I ).
32.
Como
mp e L?(w(x) dx)
esta claro que F(x) esta en L?(w(x) dx). Asl queda oompletamente demostrado (i)
(11) Es consecuencia del teorema de la convergencia dominada de Le- 
besgue ya que
I F(x+it)~F(x'; ^ w(x) 0 cuando t 0
para casi todo x, y
|F(x+it) - F(x)p w(x) 
esta siempre dcminado por
(const) (mp(x))P w(x)
que es integrable.
La clave de (iii) esta en el hecho de que la mayorante armonica mini­
ma de s es (s^ * P^)(x) donde Sq (x ) = |f (x )|^. Para ver esto, basta observar que 
Sq se obtiene como limite cuando n » en la topologla debil-* de L^(w(x)dx),
de la sucesion {s^ } donde {t^^ es una sucesion do numéros positives que tiende
n
ahora a 0. Ahora bien:
s^ (x) = s(xtit^) = |F(x+it^)|^-- ► |f (x )|^
n
cuando n , en L^(w(x) dx). Esto es consecuencia del teorema de la convergencia
dominada de Lebesgue aplicado a las intégrale:
33.
F(x+it^)|^ - |F(x )|^|^ w (x ) dx
puesto que
|F(x+it)|^ - |F(x )]^ — >■ 0
cuando t -► 0 para casi todo x , y
||F(x+it^)|^ - |F(x)|E|9 ( (lF(x+it^)P + |F(x)|C)9 g
f (oonst)(IF(x+it^)p + |F(x)p) f (const)(mj,(x))F
que estâ en L (w(x) dx), Asi pues s^ -- >■ |F|^ tambien en la topologia debil--*
n
de L^(w(x) dx). Por lo tanto:
s^(x) = |r(x)|^.
Para cualquier t > 0;
|F(x+it)|^ w(x) dx 3
(m (x))^ w(x) dx $ (const) |s_(x)|^ w(x) dx =
= (const) |F(x ) P  w(x) dx
34
La ûltima desigualdad es simplemente (II.1.2). Asî, finalmente
F|I $ (const) {
H^(w(x)dx)
1F(x)|P w(x) dxj^^P.
De hecho, puesto que
c.q.d,
|F(x )|^ w(x) dx}^/^ =
= lîm {
 ^— 00
|F(x+it)|^ w(x) dx}^^P $
$ sup { 
t>0 -00
|F(x+it)|P w(x) dx}^/P = ||f 1|
H^(w(x)dx)
|F(x)|^ w(x) dx}^^2 si p ,'3 1
(respectivamente
|F(x)|P w(x) dx si p < 1)
es una norma (respectivamente quasi-norma) en H^(w(x) dx) équivalente a
Il [l (respectivamente || j P  ).
hf(w(x)dx) H^(w(x)dx)
LEMA II.1.3. Si F e K^(w(x) dx):
F(x,t)| $ (const) ||f 1| w(I(x;^))
H^(w(x)dx)
35.
DEMOSTRACION. Aplicando el lema 1.12 a
s(x,t) = |F(x,t)|^,
obtenemos:
S
|F(x,t)|^ $ (const) sup ( |F(y,u)|  ^ w(y)dy)^^^ w(I(x-.~))
u>0
de donde
|F(x,t)| $ (const) ||P|| w(I(x;|-))“^^^
H^(w(x)dx) ^
O • Q • cl •
Como consecuencia de II.1.3 vemos que la inclusion de H^(w(x)dx)
2
en el espacio H(E^) de todas las funciones holomorfas en el semiplano superior, 
con la topologia de la convergencia uniforme en compactes; es continua.
TEOREMA II.1.4. Para todo p > 0, H^(w(x) dx) es complète.
DEMOSTRACION. Sea (F^) una sucesion de Cauchy en H^(w(x) dx). Como la inclusion
p 2 2de Rr(w(x) dx) en H(E^) es continua y H(E^) es complète, vemos que (F^) conver-
2
ge uniformemente sobre subconjuntos compactes hacia alguna F e H(l^).
Queda por ver que F e (w(x) dx) y F^ F en H^(w(x) dx).
Dado e > 0, existe n^ tal que para cada n, m 3 n^ es
F - F_||P < e.
^ ^ H^’(w(x)dx)
36.
Entonces, cualesquiera que scan N, t y n % serâ;
(II.1.5)
rM
-N
|r(x+it) - F^(x+it)p w(x) dx =
fN
= 1ÎIR |F^(x+it) - F^(x+it)p w(x) dx ^ e.
ya que
F(x+it) = lîm F (x + it) 
k-»-» K
uniformemente en x e |-N,N|. Pero
fN
-N
|F(x+it)|^ w(x) dx (
 ^ (const)(
•N
-N
FCx+iu) - F^(x+it)p w(x) dx +
fN fN
|F (x+it)| w(x) dx)  ^ (const)(e + |f (x+it)| w(x)dx) $ 
-N ^ J
 ^ (const)(e + I IF [ p  ) $ (const) < ».
^ H (w(x)dx)
Por tanto F e H^(w(x) dx).
A partir de (II.1.5) se deduce que para n % n.
sup
t>0
|F(x+it) - F^(x+it)l^w(x) dx =
f - fn'l n . <
H^(w(x) dx)
37. V
Queda asî prctado que -»■ F cuando n » en H^(w(x) dx).
C e •
Si F e H (w(x) dx) con p > entonces la f une ion en el borde F e 
e L?(w(x) dx) y, puesto que w es un peso en la clase el lema 1.14 implica 
que la integral de Poisson (F * P^)(x) tiene sentido y es una funciôn armônica, 
Puede verse fâcilmente que
F(x + it) = (F * P^)(x)
(En efecto, el lema 1.13 implica que
F(x + it + is) = (F(. + is) * P^)(x)
Luego se hace tender s a 0). Tambiên es fâcil ver que F(x) = f(x) + i?(x) 
donde f es una funciôn real en L^(w(x) dx) y
?(x) = v.p. ^ dy
es la transformada de Hilbert de f. En efecto: sea f(x) = Re F(x) que estâ en 
lf(w(x) dx). Como w estâ en la clase A^, tiene sentido considerar ï(x) y segun 
(1.9):
|?|1 ^ (const) I|fII ^
(w(x)dx) Ld(w(x) dx)
((f + i i )  * P^)(x)
2sera una funciôn analîtica en con la misma parte real que F. Asl pues
F(x + it) = ((f + i?) * P^)(x)
38.
donde
#
F(x) = f(x) + i?(x).
En este caso en que p > q^, la imagen de (w(x) dx) mediante la aplicaciôn
H^(w(x) dx) ------- ► L?(w(x) dx)
que asignar a F(x+it) su correspondiente funciôn en el borde F(x); sera el con­
junto (f(x) -t i?(x) : f es real y estâ en (w(x) dx)}
De la observacion que sigue al teorema (II.1.1) se desprende que 
H^(w(x) dx) — $(H^(w(x) dx)) L^(w(x) dx) 
es, para cualquier p > 0, una equivalencia de espacios vectoriales mêtricos.
En el caso p > q^, puesto que
|ÿ| I $ (const) I|f1I
L^(w(x) dx) ld(w(x) dx)
tenemos otra equivalencia:
Re lf(w(x) d x )  ► &(H^(w(x) dx)
f(x) -------► f(x) + if(x)
La composiciôn de estas dos equivalencies nos permite identificar 
H^(w(x) dx) para p > q_ con Re lf(w(x) dx). La situacion rauy diferente para
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p 3 q^. Aquî estudiaremos solamente cl caso p $ 1. La primera tarea es ver que 
podemos restringir nuestra atenciôn a una clase densa formada por funciones "su- 
ficientemente buenas".
TEOREMA II.1.6. Para N entero positivo, definimos ^  ^  como el subespacio formado 
por las funciones F e H^(w(x) dx) taies que;
(i) F es continua en = {(x,t) | t ^ 0}.
(ii) Para cada t ^ 0 F(x+it) tiende a 0 cuando |x| », mas râpida-
:mente que |x| E n t o n c e s e s  denso en H^(w(x) dx).
DEMOSTRACION. Puesto que cada F(z) en H^(w(x) dx) es el limite en H^(w(x)dx) 
de las funciones F(z+it) cuando t + 0; podemos suponer que F es ya continua en 
E^ y que para cada t % 0, |F(x+it)| no crece mas deprisa en » que |x|^ para al- 
gûn entero positive M. Consideremos ahora para n = 1, 2, ..., las funciones ana- 
lîticas
Como
—  +  1
n
= — — 1 
il
queda claro que G^(z) F(z) estâ en H^(w(x) dx) para cada n; G^^z) F(z) es con- 
tinua en E^
|G (x+it) F(x+it)| ^ c(n,t) . ^
^ (l+|x|)M+i'
$ (const)
40.
Asi pues, para cada n, G^(z) F(z) estâ en^^. Vemos ahora que G%(z) F(z) F(z) 
en H^(w(x) dx) cuando n -► ». En efecto
G^.F - F||P z
H^(w(x)dx)
r » .M+N
$ (const) 1---  l|^l F(x) pw(x) d x +  0
(i +
ya que
.M+N
- 1
( i  + i ) M + N
n
de forma dominada,
c.q.d.
COROLARIQ II.1.7. Para cualquier q > q^:
H^(w(x) dx) 0  H^(w(x) dx) 
es denso en H^(w(x) dx).
DEMOSTRACION. Esto es consecuencia del hecho de que para cualquier N
.(5^0 H^(w(x) dx) n  H^(w(x) dx)
En efecto si F e^^, la funciôn en el borde pertenece a L^(w(x) dx) en virtud 
del lema 1.4. Luego, aplicando el l^ma 1.13 puede verse que F es la integral de 
Poisson de su funciôn en el borde. Por lo tanto se sigue del lema 1.14 que F e 
e H^(w(x) dx).
c.q.d.
41.
En vista de la equivalencia:
H^(w(x) dx) — @(Hp(w(x) dx) ) c: L^(w(x) dx)
la complecciôn de $(j^) con respecto a la quasi-norma I i I P  , es una
” lP(w (x ) dx)
copia équivalente de H^(w(x) dx). Pero cualquier F(x) en 0(§^) es de la forma 
f(x) + i?(x) con f(x) en L^(w(x) dx) para todo q > q^. Asî pues, otra forma de 
ver H^(w(x) dx) es mirar a la complecciôn de
Re c  n  L^(w(x) dx)
q>qo
con respecto a la quasi-norma
f| + 11^ 1 P p
L^(w(x) dx) L?(w(x) dx)
§2. CARACTERIZACION MEDIANTE FUNCIONES MAXIMALES
Sea V un espacio vectorial real. Llaniaremos indicador sobre V a to- 
o
da aplicaciôn ^  : V 1 0, que cumpla :
(i) Para cada v^, v^ e V;
+ v p  Ï $ ( v p  +
(ii) Existe p > 0 tal que para cada X e 1 y cada v e V;
Cj ( Av) = I A p  ^ (v)
(indicaremos esto diciendo que^  es un indicador de tipo p.)
(iii)(^(v) = 0 si y sôlo si v = 0.
La restricciôn de ^  a = {v e V : (^(v) < »} es claramente una quasi- 
norma. Diremos que con esta quasi-norma es el espacio vectorial topolôgico de- 
terminado por el indicador ^  sobre V.
Dados dos indicadores y ^ sobre V, diremos que estâ dominado 
por y escribiremos si y sôlo si existe c < » tal que para cada v e V:
(^(x) ^ C ^ g(v)
Diremos que ^  y ^  son équivalentes y escribiremos ^  si y sôlo si y,
y ^  X . Claramente
$2
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^ ^ 2  PGStringidos a este espacio proporcionan quasi-normas équivalentes.
El ejemplo concrete que vamos a estudiar es el siguiente: w es un 
peso con exponente crîtico q^. Sobre el espacio vectorial real Re L^(w(x) dx)
donde q > q^ o bien sobre
n  rie L^(w(x) dx),
q>qn
considérâmes el indicador
(11.2.1) f (  » ||P*(f+i?)||P
L (w(x) dx)
donde 0 < p 3 1.
El espacio vectorial topolôgico determinado por este indicador es, 
una vez completado, una copia équivalente de H?(w(x) dx).
La tarea que vamos a abordar on esta secciôn es la de encontrar nuevos 
indicadores équivalentes a (II.2.1) que nos darân nuevas maneras de ver H^(w(x)dx) 
El punto de partida sera el indicador
(11.2.2)  ,|lP*(f)||P
L (w(x) dx)
que estâ, desde luego, dominado por (II.2.1), (II.2.2) estâ dado por el operador 
maximal no tangencial asociado al nûcleo de Poisson. A continuaciôn consideraremos 
mos otras aproximaciones a la identidad.
En general si # es tal que
U(x)
(const)
(1 t !xl)“
44.
con a > 1, podemos asociar a cada f e Re L^(vKx) dx) una funciôn definida en
2
el semiplano superior como
f(x,t) = (f * <}>^ )(x)
(esto tiene sentido en virtud del lema 1.6) y a partir de esta funciôn, podemos 
derivar las funciones maximales:
(i) (f) (f)(x) = sup |f(y,t)|
Ix-y1<t
(ii) En general para N 3 1
tn >j(f)(x) = sup !f(y,t) 
* Ix-yI<Nt
Esta es la funciôn maximal no tangencial de amplitud N.
(iii) Para M  ^ 1
que llamaremos funciôn maximal tangencial de exponente M.
A continuaciôn investigamos las relaciones que exister entre estos 
diferentes operadores maximales y entre los indicadores a que dan lugar.
LEMA II.2.3.
* (oonst)N‘^| l<f>"(f)| |F
’ L^(w(x)dx) L?(w(x)dx)
donde (const) depende de w, de_ p y de q > q_ pero no de N o de f .
DEMOSTRACION. (11.2,3) es consecuencia de:
45.
(II.2.4) para todo X > 0 w({xeE : „(f)(x) > X}) 3
V j b
$ (const) N^ w({xeE ; <J>^ (f)(x) > X} )
Para demostrar (II.2.4) basta poner
{x e E : $y(f)(x) > X} = ij I^
i
donde I^ son las componentes conexc de
{x e E : 4*^(f)(x) > X}
que son, naturalmente, intervalos abiertos; y darse cuonta de que
{x e E : ^j(f)(x) > X } C  U 6^(1^)
" i
Entonces en virtud del lema 1.2
w({xeE : ty jj(f)(x) > X}) $ % w(6^(I^)) $
$ (const) 'l  w(I^) = (const) w({xeE : <j)^ *(f)(x) > X})
Ahora a partir de (II.2.4);
ll*n7,N
Lr(w(x)dx) -» ®
((t>„ „(f)(x))^ w(x)dx =
V,N
= P w({xeE : (f) (f)(x) > X}) dX $V,i'I
46
f 00 ^
$ (const) p w({xeE : ^'(f)(x)>X}) dX
'0
= (const) II# (f)||P
L"(w(x) dx)
c . q . a
Ahora, mediante los operadores <j>^ para diferentes N's, conseguimos 
una desigualdad entre las quasi-normas de la funciôn maximal tangencial de expo­
nente M suficientemente grande y la funciôn maximal no tangencial.
LEMA II.2.5. Si M > entonces:
 ^ (const) |!#ÿ(f)|P 
L" (w(x)dx) L^(w(x) dx)
donde (const) depende solamente de M, p, q w.
DEMOSTRACION.
= sup {sup |f(y,t)| (t-— V — )^\; ----;
|x-y|<t ' ^ '
sup |f(y.t)| (-r— |— ) ; ...} 3
2kts|x-y|<2k+lt
^ sup {#^(f)(x); ...; 2 ^ktl (f)(x); ...}
Asi pues
47.
Por tanto
$ sup {(#y(f )(x))^; ...; 2 2k + l ( ^ ' ^
 ^ (#y(f)(x))^ + I 2 2k+l(^)(x))^.
II#,/ (f)||^_ ( (6 (f)(x))^' w(x) dx +
^ LP(w(x)dx) J-» V
ft
« IUç(f)irq, + I 2'’"'''F(ccnst) |,f,*(f)l |P
L (w(x)dx) 0 L^(w(x)dx)
= ||#y(f)||^^ (1 + (const) 3
L^  (w(x) dx) 0
( (const) ||#y(f)||P
L" (w(x) dx)
ya que q - Mp < 0.
C * # d #
Como consecuencia de (II.2.5) vemos que el indicador
esta dominado por (II.2.2) siempre que sea M > q/p.
Ahora, de la misma forma que en [7], pasamos del nûcleo de Poisson
48.
P a un nûcleo o en la clase ^ d e  Schwartz. Empezaraos con una funciôn continua # 
definida en [l,» [ que decrece râpidamente en » y tal que
f .
#(>.) dX = 1
r  A
a
#(A) dX = 0
para k = 1, 2, ... (la construcciôn de una # con estas propiedades puede verse 
en |l3|, pagina 182). Definimos luego
a(x) = #(s) Pg(x) ds
«f e L (1) ya que
Ia(x)I dx =
/ »
1
<o
I{'(s) p (x) <381 dx (
/ — 00 -1 ® J —  (XV
l#(s)I |P (x)|ds dx =
CO / 00 /OO
|i|;(s)l( P (x) dx) ds = |#(s)| ds < « .
1
o(x) = #(s) P^ (x) ds = #(s) e ds
a decrece râpidamente en». En efacto:
|x|^ |a(x)| = |x|^ I #(s) ds| $
49.
$ |x|^ |#(s)|e"^l*l ds $ |xj^ |#(s)| ds $
Jl Jl
$ Nl j* |#(s)| ds <00
a e (E): Para x > 0,
Por lo tanto:
Para x < 0
Asi
c(x) = #(s) e ds
a*(x) = I / \ - S X  f , -3) e (~s) ds
f C O
#(s) e ds
a(x) = #(s) ds
a’(x) =
"(N)
0 (x) = [ #(s) s^  ^ds
h
Vemos, pues, que para x  ^ 0 se tiene:
50.
= (-sgn x)^ ^(s) e
Queda por estudiar la situacion en el punto x = 0. Ahora bien:
a(x) = #(s) e"S|X| ds
^2, ,2
#(s) (1 s|x| + — + .lyj—  .. + 0((s|x|)^)) ds =
#(s) ds - |x| #(s)s ds + ... +
1
#(s) 0((s|x|)^) ds =
= 1 + 0( |x|^ )^ = a(0) + 0(|x!^).
Esto implica que a ’(0) = 0, de manera que la formula
o?(x) = ("Sgn x)
,, \ -s X  , 
#(s) e 's ds
se cumple en todos los puntos incluido x = 0. a ’ es una funciôn continua ya que
#(s) e ^ s  d:
toma el valor 0 para x = 0. El mismo procedimiento puede aplicarse a las deriva- 
das de orden superior. Para cada N,
a^^^(x) = (-sgn x)^ ^ #(s) e 3 '^^ ds
se cumple en cada punto x. Asl es continua. Esta ultima formula nos permite
-•  ^(N )tambien demostrar que a decrece râpidamente en », exactamente de la misma ma­
nera que lo demostramos para a. La conclusion es que o e^, la clase de Schwartz,
51.
y, por consiguiente, a e^. Otras propiedades interesantes de o son:
(i) a es par.
(ii) a tiene todos los momentos de orden ^ 1 iguales a cerc. En efec­
to, para k = 1, 2, ...
 ^ x^a(x) dx = (x^a(x)) (0) = i^a^^\o) = 0
(iii)
o(x) dx = a(0) = #(s) ds = 1
o da lugar a la aproximaciôn a la identidad {o^} donde
,00
a i ~ )  = —  j #(s) Pg(^) ds =
#(s) Pg^(x) ds.
Para esta aproximaciôn,a la identidad, podemos considerar la funciôn maximal
a^(f)(x) = sup |(f*a )(y) 
lx-y|<t
LEMA 11,2.6. Para cualauier M
o^(f)(x) $ (const) (f)(x)
donde (const) sôlo depende de M.
DEMOSTRACION. Sea (y,t) e tal que |x-y| < t. Entonces
52,
(a^ * f)(y) = a_^(y-u) f(u) du =
,00 ,00
#(s) Pg^(y - u) ds) f(u) du
,00 ,00
Pg^(y-u) f(u) du) #(s) ds
(Pg^ * f)(y) #(s) ds.
Por tanto:
a (f)(x) = sup ivo. * f)(y)| =
Ix-y|<t
sup I 
x-y|<t ^
#(s)(P * f)(y) ds| ^
1
^ sup [ |#(s)| |(P * f)(y)| ds $
Ix-y1<t
^ sup 
|x-y|<t
"°k(s)| P^îf)(x)(bzzlp.)» ds (
^ Pj5 (f)(x) |#(s)|(l+s) ds  ^ (const) P^ (f)(x).
c.q.d,
Asi puos, si M > q/p tenemos una cadena de indicadores sobre 
Re L*^(w(x) dx):
L?(w(x)dx) L, (w(x)dx)
< l|Pv(f)|P
L^(w(x) dx)
53.
Ahora a partir de pasareraos a una clase muy general de aproxi-
maciones a la idcntidad. El primer paso en esta direcciôn es el siguiente:
LE MA II. 2.7. Sea () e ^  y supongamos que n = C & donde Ç e ^ y O < s ^ l .  
Entonces
ny(f)(x) 3 2^ 8 ^ (
DEMOSTRACION. Sea (y,t) e tal que ]x-y| < t. Entonces
= |(5t *st " = I
U^(y-u)| * f)(u)| du s
-M
|ç^(y-u)|(s + du ^
 ^ (f)(x) s"^ ‘^
C(A)1 (1 + |a | dA.
0*0 • ci o
LEMA II.2.8. Supongamos que r\ es una funcion con soportc compacte contenido en 
el intervale [-A,A]. Entonces
$ (const)( |n(u)ldu+ ! Cf)(x)
-00 du
5t+.
donde a es la misma funcion del lema II.2.6 2  (const) depende solo de A y de M 
y no de f o de r).
DEMOSTRACION.
k=0 2
En efecto la suma parcial de la serie es
uniformemente cuando k ya que
(o*a)(x) dx = a(x-u)a(u) du dx = 1
Asî pues
= n * 0 * 0 + I  n * (o , - o) . & (0 . + o) =
k=0 2-" 2"k 2"! 2-k
= n * o * a + ^ n * (o ) * (o )
k=0
donde
a = a - o 
- 2“^
o = a . + o
+ 0-1
o_ y o^ estân enif*, lo misnio que o; son pares y tienen todos los momentos de or- 
den 3 1 iguales a cero, o_ tiene integral 0 y o^ tiene integral 2.
55.
A continuaciôn aplicamos el lema II.2.7 con a y en lugar de (&
Tomemos (y,t) e tal que |x - y| < t
1(n^ * f)(y)| =
= |((n * 0 * o)t A f)(y) + I ((n * (o ) . * (o ) ) * f)(y)|$
k=0 2 2
^ |(((n * a) * a) * f)(y)| + I  |(((n*(o ) ) * (a.) , ) * f ) ( y ) U
- k=0 2 2
$ ((n*a) * a)v (f)(x) + I  ((n * (a ) , ) * (a ) _ )"(f)(x) ^
k=0 “ 2 2
I (n*a)(A)| (1 + IAI dA +
/  — 00
+ Ï  (o+)"" (f)(x) 2’'“ I |(n * (a.) . )(X)|(1+|X| )” dX}
k=0
Teniendo en cuenta que
, A A , M &A
(o+)^ (f)(x) 3 (2 + 1)0^ (f)(x)
résulta;
(11.2.9) l(n^ * f)(y)| $
$ (const)o^ (f)(x) { I (n*a)(A)| ( 1  + I A I )^  ^dA +
+ I 2^^ |(ti*(o_) )(A)| (1 + |A|)" dA}M
k=0 J -  00
56.
donde (const) depende solamente de M.
(II.2.10)
r 00
(n*o)(A) |  (1 + jA|)^dA = I n(u)q(A-u)du ( l+ |x | ) " d A  $
f  00
|n(u)| ( ]a(X-u)l(l + ,|x|) dA) du =
_  00 / —  00
/-A
|n(u)|( |o(y)| (1 + |y+u|)^‘ dy)du $
$ (const) n(u)| du
donde (const) depende solamente de a, A y M.
Ahora, usando el hecho de que a es par y tiene todos los momentos 
iguales a cero, estimâmes
para 0 < s $ 1
(n * (o_)g)(A) “ n(A-u)(o_)g(u)du =
n(A+u)(a ) (u) du =
-  S
—  00
(ri(A+u) - n(A) - un’(A) - ^  n^^'^(A))(o_)g(u)du
Aplicando el teorema de Taylor:
For lo tanto;
Pero
Asi pues:
Ahora bien;
57.
(n*(a ) ) M  =
— S •
(—/r,-- f (1-r)^ n^^^^^(X+ru)dr)(a ) (u)du
) Jo
J l
MI
(l-r)^V u^^^(o ) (u) (X+ru)du)dr- sI / — CO
I(n*(a_)g)(X)|  ^^  (l-r)^j |u|^*^|(o_)g(u)||n^^*^^(X+ru)|dudr
|(n*(a_) )(X)1 (1 + |X|)M dX ^
(1-r)
M (1+1 XI )^ | n^^'*'^\x+ru) 1 dXdudr
(1+|X|)M ln^^^^\x+ru)| dX =
fA
(1 + |y-ru|)^ , ^ (d+l)^^)| ^
“A
( (conEt)(l + |u|)‘‘
l(n*(o_)^)(x) (1 + |x|) ,dx (
 ^ (const)( u|^*^|(o ) (u)|(l + |u|)^  ^du)( )ldy )
58,
f e»
-  S
$ (const)( |u|^*^|(o ) (u)|du+ |u|^^^^|(o ) (u)|du) =
—  S  — s' — 00  ^— CX3
2M+1
= (const)(s
M+1
+ s
2M+1
| v | [ a  (v)|dv) $ (const) s
M+1
donde (const) depende solo de M. En consecuencia
(II.2.11) (n*(a_) )(X)|(1 + |X|) dX $
$ (const) s
M+1
dvi
donde (const) no depende de s, solo de A y de M,
Finaliîiente 5 llevando (II. 2.10) y (II. 2.11) a (II. 2.9) obtenemos
|(n^ A f)(y)| $ (const) ( |n(u)l du +
^  2"k(M+l)
k=0
1^(M+1/(^^)1 _
= (const)( n(u)|du +
.M+1
n(u)
-'O du
|du)o (f)(x).
c.q.d
LEMA II.2.12. Sea cf) una funcion ^  con soporte contenido en [-Ô,6j y sean x e_ y 
taies que |x - y| < C6 donde C es una constante fija > 0. Entonces
59.
|(<l>*f)(y)l $ (constX U(u)| du +
+ 6
M+1
du)cr”"'(f)(x)
donde (const) depende solamente de C y no de 6.
DEMOSTRACION. Como <{) tiene el soporte contenido en [-6,ô"| , tendrâ el sopor-
r ' 1 Itte contenido en • Ahora aplicamos (II.2.8) a
|(4*f)(y)| = I((0i/c6)c6*^)(y)l ^ (*i/cg)^^f)(x) (
$ (const)( Ui/C6Cu)|du + I |(*4/ra)^^'*"^(u)|du)0w*(f)(x)
1/CÔ
= (const)( I#(u)I du + (C6)
M+1
14>(^+l)(u) |du)aj^  (f)(x) $
$ (const)( |$(u)|du + 6^ '*’^  |ÿ^"^^^(u)|du)aM (f)(x)I
(M+1)
M
c.q.d
donde (const) solo depende de C,
00
Sea ahora <|) cualquier funcion p con soporte compacte. Llamemos I
V
al intervalo cerrado mas pequeno que contenga al soporte de $ y al centre de 
dicho intervalo. Sea x tal que
dist (xjl^) < c|l^
donde C > 0. Entonces
60,
f(t) 4^t) dtj = I f(C -t) <J)(C.-t) dt| =
$ (const) ( l*(C^-u)| du + ll^ l
M+1  ^ I^(M+l)(c^_^)|du)a^ (f)(x)
= (const) ( |0(u)| du + 1
donde (const) depende de C.
Définîmes el operador maximal:
1 f(t) *(t) dtI
(f)(x) = sup {-
l<t)(u)|du + [ |o(^^l)(u)|du
es || con soporte compacte y dist (x,I,) < |l |}.
Hemos demostrado:
TEOREMA II.2.13.
S (f)(x) $ (const) a,, (f)(x)
Como siempre, tomaraos M > q/p y feReL^(w(x) dx). En este case, (II.2.13) nos per- 
mite afiadir un eslabôn mas a nuestrra cadena de indicadores sobre Re L^(w(x) dx) 
que ahora présenta el siguiente aspecto:
<■ l k y < f ) l P  ^  ||o“(f)||P ^
L^(w(x)dx) L^(w(x)dx) lf(w(x)dx)
61.
L^(w(x) dx) lf(w(x)dx)
' .MX,
En la proxima seccion veremos que esta cadena, de hecho, se cierra; de forma que 
todos los indicadores que aparecen en ella son équivalentes y sirven, por tan-to, 
para caracterizar H^(w(x) dx).
§3. DESCOMPOSICION ATOMICA.
Sea w(x) un peso con exponents critico y sea 0 < p $ 1. Para q > q^ 
llamaremos (p,q)~atoino con respecte al peso w a una funcion real a con soporte con­
tenido en un intervalo I y que cumple las siguientes condicionesr
(i) (
(ii)
w(l)
f O O
a(x) X dx = 0 para todo entero k tal que
donde para y ) 0 [yj significa parte entera de yt es decir, el mayor entero $ y.
En alguna ocasiôn consideraremos (p,» )-âtomos. La definiciôn de un 
(p^)-âtomo se obtiens a partir de la de un (p,q)-dtomo cambiando (i) por
(i')
Claramente un (p,™)-atomo es siempre un (p,q)-âtomo para cualquier q.
LEMA II.3.1. Sea a (p,q)-atomo con respecte a w y sea I el intervalo cerrado mas 
pequeno de los que contienen al soporte de a. Sea
I = ôgCl) = Cj + 2(I-Cj)
Entonces
|a(x)p w(x) dx $ (const)
donde (const) es independiente de a. para q fijo, pero depende de q.
63.
DEMOSTRACION.
Ia(x) pw(x)dx)^^^  ^ a|a(x)|^w(x)dx)^/^ (
w(l") Jl"
w(I^) ^
I^Xx)j^w(x)dx)^^^ $ (const)C— |a(x)|^w(x)dx)^^^ $ 
«> W( I"' ) ' -00
^ (const)(
w(I)
^a(x)|^w(x)dx)^^^ (const) ---->-r-
w(I)"/P
Asî pues
j ÿjlc(x)p w(x)dx ^ (const) $ (const)
LEMA II.3.2. En las mlsmas hipotesis del lema anterior, para x é I se tiene
|â(x)| i  (const) ---ij-.—  (-| ^ h L .
donde (const) no depende de a para q fijo.
DEMOSTRACION.
|a(x)| = (const) |v.p.
< (const)( ^y)|^w(y)dy)^/^(
I' '"I
(y -
(x-Ci-8y(y-C2))l9^ /P]+l
q'
con 0 < 8y < 1. Ahora bien
|x - Cj - 6y(y-Cj)l ) Ix-Cjl - |y-C.
Pero y e I ly-C^I ( |l|/2 y, como x d I
Asî
|x - C J  > |l|.
y, en consecuencia:
64.
. 1 . Ix-C;
|x - Cl - GyCy-C;)!  ^ |x-Cj|  —  = — 2—
Por tanto;
1 1
|a(x)| $ (const)w(I)^ ^
ix-C.
kn/p] q-l
0-1
w(y) dy) ■ ^
1  _ i
a p [so/pl$ (const)w(D^ ^ y, 1 11 ^ (—
0—1 1 q—1
w(y) dy) ^ ^
Im i
i  - 1
 ^ (const)w(D^ ^ J i i
hn/p] 1 -
|x-Ct|L%0tîn/pl+l
|l| q( (const)^l/q 
^ w ( I )
M
+ 1
c.q.d.
65
A partir de (II.3.1) y (II.3.2) obtenemos:
TEOREMA II.3.3. Si a es un (p,q)-âtomo con respecto a w, entonces
l a l | P
L^Cw(x)dx)
^ (const)
DEMOSTRACION,
|â(x)P w(x) dx 3
xdl'
$ (const) 1
wR I T
w(x) dx
xél* p( +1)
x-C.
1
$ (const) |l| ^
+1)
w(I)
La ultima desigualdad es consecuencia de (1.4) ya que
Asî pues:
xél
A |a^(x)|P w(x) dx $ (const)
que, junto con (II.3.1) da inmediatamente (II.3.3).
c.q.d,
66.
TEOREMA II.3.4. Sea a mi (p,q)-âtoTno con respecto a w. Entonces
P*(a + iâ)|P
LP(w(x)dx)
$ (const)
donde (const) no depende de a para q fij o .
DEMOSTRACION. Signe la misma lînea de (II.3.3) I e I tienen el mismo significado 
que allî.
(-
w(I^) J
a(Pÿ(a + ia)(x))P w(x) dx)^^P $
$ (
w(I*)
(P"(a + ia)(x))^ w(x) dx)^^^ $
$ (const) (
wTïT
|a(x)|^ w(x) dx)^^^ (
$ (const)
w(I) 1/p
Asî pues:
(II.3.5) ^ (Py(a + ia)(x))^ w(x) dx $ (const)
independiente de a para q fijc.
La desigualdad (II.3.5) que estima el tamano de la funcion maximal en 
puntos «ercanos al soporte del âtomo, es consecuencia de la parte (i) de la defini­
ciôn de âtomo, que nos da su norma en L^(w(x) dx), y de los resultados (1.9) y 
(I.IO). Ahora, para estimar la funcion maximal en puntos alejados del soporte, usa- 
remos la parte (ii) de la definiciôn de âtomo que nos da informaciôn acerca de sus 
cancelaciones.
Consideremos x d I ; es decir;
X - C;| > |I|
Estimâmes primero
P"(a)(x) = sup |(P A a)(y)| 
|x~y|<t
Tomemos (y,t) e de forma que sea |x-y| < t .
I(P^ A a)(y)| = I P^(y-u) a(u) du| =
/ — 00
(P^(y-u) - P^(y-Cj) + P^(y-Cj)(u~Cj) + ... +
< i r J  -
( A ) A
(const)I IP^ P (y-Cj-0^(u-Cj))1 |u-C^| P |a(u)| du
donde 0 < 6^ < 1. Asi pues:
I(P^ A a)(y)| ^ (const)
(
( ) r^oi ,
|a(u)|^ w(u) du)^/^(j |p^ P (y-Cj-e^(u-Cj))lu-C^j P
w(u)-4'/4 du)l/s' =
i  - i
= (const)w(I)^ P
u - C.
68. ,
Ahora utilizaremos la desigualdad
(l+|s|)K+l
En nuestra situacion concreta;
{[^]) y-Cj-e^(u-Cj) (const)
|p (--------- --------------)| ,
______ (const) t _^_____________
' kg/p]+l
(t + ly-Cj-S^(u-Cj)I
Por lo tanto:
i  _ i
|(P^ * a)(y)| $ (const)w(I)^ P
( :-----     [q'o^pTa-  ^ du)'/4'
(ttly-Cj-e^(u-Cj)I)
Pero
t + |y-Cj-0^(u-Cj) I 3 t + ly-C-rl - lu-C^| =
= t + |x-C^+y-xl - |u-C_|  ^t + Ix-Cyl - |y-x| - |u-C | >
It I |x -Ct | |x -C^|
> Ix-C^l - |u-C,| > Ix-C,I - -W- > Ix-C. ''I' '" "I' 2 ' I' 2 2
Se sigue que:
69.
1 (P^ A a)(y)| $
. 1  . . A
w(y) dy) ^ $
a 1 [— ] 1 q-l
—  — —  I _ I f — ■ '■
$ (const)w(D^ P — '— '—
I
Asî pues:
&
(II.3.6): Si X d I , entonces
•k 1 111 Lq^/p] ^
P,(a)(x) , (const) ( ^ )
Luego estimâmes Py(a)(x) para x d I
PL(a)(x) = sup I(P. A a)(y)| = sup |(? * a)(y)|
|x-y|<t |x-y|<t
sup I ((î^ ) A a)(y)| . 
|x-y|<t
Ahora bien:
%(s) =
1 + s^
cumple, lo mismo que P, la condicicn:
|%(K)(S)| S
(1 + |s|)
Por tanto, la misma demostracion nos da:
N+1
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ft
(II.3.7): Si X d I , entonces
P!(a)(x) ( (const) ( 4 4 - r )  '
^  ' w(I)l/P l*-Cl
Conjugando (II.3.6) y (II.3.7) obtenemos:
'Jt
(II.3.8); Si X d I 5 entonces
&  r\j A  , A  A,
Py(a + ia) $ Py(a) + P^(a) $
, (,onst)  ( - J i J  '
w(I)l/P |x - Cjl
A partir de aquî, lo mismo que en la demostracion de (II.3.3) obtenemos
(II.3.9) ÿj (Py(a + ia)(x))P w(x) dx ( (const)
x#(I
que junto con (II.3.5) da lugar a (II.3.4).
c.q.d.
Asî pues, los âtomos proporcionan ejemplos muy simples de funciones en 
Rp(w(x) dx). El resultado fundamental es que toda funcion de rP(w (x ) dx) puede "des- 
componerse en âtomos".
Para llegar a esta descomposiciôn necesitaremos primer® el lema siguien­
te, que es un refinamiento de la descomposiciôn clâsica de Calderon y Zygmund.
LEMA II.3.10. Sea f una funcion en L^(w(x) dx) donde q > q^ y sea X > 0 y N un en- 
tero > 0. Entonces
f(x) = g^(x) +  ^b^(x) 
1 ■
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en casi todo punto y tambiên en L^(w(x) dx)r, donde
g^(x)| ^ (const) X,
b ^ tiene el soporte contenido en un intervalo
i  1 
b (x) X dx = 0
00
para 1 = 0, ..., N. es una coleccion de intervalos dis juntos. Son en efecto,
las ccmponentes conexas del abierto
{x e R : Sj^(f)(x) > X}
donde, como siempre, tomamos M > q/p,
DEMOSTRACION. Consideremos el abierto
{x e R : S^Xf)(x) > X}
Sea {I^} la familia de sus componentes conexas. Estas son intervalos abiertos
acotados ya que para cualquier X > 0
I {x e R : Sj^(f)(x) > X}| < =
puesto que S^(f) e L^(w(x) dx) (claramente
S^Xf)(x) < (const) f'*(x))
En cada I efectuamos una descomposiciôn de Whitney muy simple {I }
dividiendo I^ primero en très intervalos de igual longitud, partiendo por la mitad
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los dos intervalos de los extremos y continuando el procesc indefinidamente segûn 
muestra la figura
ji,-2ji,-l ii,0 ji,l ji,2
» '4M
Con esta descomposiciôn de asociamos tambiên una particion de la unidad de la 
siguiente forma: Sea n una funcion con soporte contenido en [ - 1 - Ô q u e  es 
constantemente igual a 1 en [riji] y que decrece de forma simetrica desde 1 hasta 
1+6 y desde -1 hasta -1-6.
iT n
1+611 0
1 1 "iEntonces si es el centre de I  ^ llamaremos
t - at t - at
Si 6 < 1/2 ningun punto puede pertenecer a mas de dos de los soportes de las ’s
No solo esog sino que ademas cada punto posee un entorno que corta a los mas a dos 
de dichos soportes. Por consiguiente
I nt(t)
j =-ao '*
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,0
, ^ 0 0  2 i
es una funcion ^  que es 0 fuera de I y tal que para todo t e l :
1 $ I nj(t) ( 2,
—00 J
Sea
= 0 si t d
n^(t)
4)j es una funcion que tiene el mismo soporte que nt. Claramente
I 4uXt) = X .(t)
Sea Pj(x) el ûnico polinomio de grado N tal que
(f(x) - Pj(x)) x^Oj(x) dx = 0
para 1 = 0, N. Entonces:
f(x) = f(x) X j(x) + I  f(x) X;(x)
m -  V I" i I
f (x) X A x )  + I  f(x)( % 0^(x))
&- U l ^  i j=-^ J
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= f(x) X .(x) + ï  1 Pt(x)*j(x) +
•m a&vl . ^ J J1-Ul 1 ]
Definimos:
+ 1 1  (f(x) - pj(x)) 4^(x).
i j 3 3
g^(x) = f(x)X ^(x) + 1 1  P^(x) ÿj(x)
£- V l 1 ]
y, para cada i.
bj(x) I (f(x) - pt(x)) *f(x) 
j 3 3
Entonces
f(x) = g^(x) + ^ b^(x) 
i •
en casi todo punto x. El hecho importante es que
|Pj(x) 4>j(x)l $ (const) X
donde (const) no depende de i^ j ô X. Si N = 0, pt(x) es tan solo una constante
i o. 1 tal que
(f(x) - mt) <j5j(x) dx = 0.
Asî pues;
= ----
] f 00
f(x) (j)j(x) dx
<î)j(x) dx
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Ahora bien, en virtud de la definiciôn de S^(f)(x) si elegimos como punto x^ 
el extreme de mas proximo a tendremos;
I f(x) Oj(x) dx| $
i>^(u)du+(const) |l^’3
OC?
i»
De la definiciôn de lo® I s résulta que
SM(f)(Xg) S X
y por otra parte, puede verse fâcilmente (integraudo por partes) que para el tipo 
de funciones que estâmes considerando:
Cf)^ (u)du + (const) i |(^^)(^^^)(u)| du (
$ (const) #^(u) du.
En consecuencia;
|my| $ (const) X.
Para N > 0 la idea es esencialmente la misma. Fijemos = $ con soporte I y sea
]  Y
Pj = P el correspondiente polinomio, definido por las ecuaciones:
(f(x) - P(x)) X tj)(x) dx = 0
para 1 = 0, N. Por definiciôn.
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P(x) Xy (x)
es la proyeccion de la funcion
f(x) Xy (X)
*
2
sobre el subespacio de L (f(x) dx) engendrado por las funciones
X Xy (x) 1 = 0, ..., N
4)
Aplicando a dichas funciones el proceso de ortonormalizacion de Gramm-Schmidt ob­
tenemos una familia ortonormal
{Qg(x), ..., Q^(x)}.
Entonces
N
P(x) Xj (x) = \  ( f(x) Qj^ (x) 0(x) dx) Qj^ (x).
Teniendo en cuenta que
I f(x) Q^(x) 0(x) dx| $ S^.(f)(xQ)( |Q^(x)0(x)|dx +
—  00 / _  30
(M+1)
donde x^ es el extreme de I mas proximo a para el que es
Sy(f)(Xo) a 1;
résulta que:
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N
lP(x)|xy (x) $ X I ((0%'*))» 1 |Q},(x) 
é k=0
Bastarâ ver que
I ((Q^.O))„^l iQ^Cx)
K=0
estâ acotada independientemente de <).
Cambiar de * es esencialmente aplicar una traslaciôn y una dilataciôn 
de la variable x, es decir, pasar a
H x )  = « ( ^ ) .
Esto impiica que pasamos de Q, (x) a
Teniendo en cuenta que (( es invariante Trente a traslaciones y dilatacio-
nes (en la variable y la funcion) résulta, si llanamos P al polinomio correspondien­
te a y al soporte de ij;:
_  N __ _
|p(x)|xy (x) ( X % ^
■^4, k=0  ^ ^
= X f |QP^ )| ( X ! ((Qk-4))M+lllQklL
k=0 k=0
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Queda asî probado que, en cualquier caso.
Pj(x) (J)j(x)| $ (oonst)
îndependiente de i, j 6 X. Como consecuencia de este, se tiene que
|b^(x)| ( (const) S^Xf)(x),
lo que impiica, aplicando el teorema de Lebesgue de convergencia dominada, que la 
suma
f(x) = g^(x) + J b^(x) 
es una suma en L^(w(x) dx). Claramente
1 -
|&^(x)| ( (const) X
, r • 1 ■
b^(x) X dx = % (f(x) - pt(x))x ^t(x) dx = 0
]
Para 1 = 0, ..., N .
c.q.d.
Ahora,a partir de este lema, obtenemos una descomposiciôn atômica pa­
ra funciones buenas en pf(w(x) dx), 0 < p ^ 1.
TEOREMA II.3.11. Supongamos que f e Re L^(w(x) dx) es tal que S^Xf) e L?(w(x)dx) 
donde M > q/p. Entonces existen:
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(i) Una sucesion (a^) ^  (p^)~âtomos con rezpecto al peso w ^
(ii) Una sucesiôn (X.) de numéros reales con ■"*'   —  • 1 — -   '
A
I .Ut F  ^ (const) |S (f)(x)p w(x) dx 
1
taies que
f(x) = I a (x) 
1
en casi todo punto x y tambien en L^tw(x)dx)
DEMQSTRACION. Para cada entero k, considérâmes la descomposiciôn de Calderon y 
Zygmund obtenida en el lema anterior con N 3 - 1 fijo y X = 2^. Sea esta
f(x) = g^(x) + I  b^(x)
que es, como sabemos, una suma puntual y tambien una suma en L*^(w(x) dx). Tambien 
sabemos que
|g^(x)| $ (const) 2^; 
b^ tiene soporte contenido en una de las corapcnentes conexas del abierto
{x e & : S^(f)(x) > 2^}
b^(x) x^ dx = 0
para 1 = 0, ..., N. La idea es ahora ccmbinar todas estas descomposiciones
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Observemos que g, (x) -► G en casi todo punto x cuandc k ya que
[g, (x)|  ^ (const) 2 - ^ 0
cuando k -a>. La convergencia es tnbiên en L*^(w(x) dx) pues
g%Xx)|^ w(x) dx 3
|f (x) |'^V(x)dx+(const)2^^w({x : S_Xf)(x)*2*})
{x : Sj^(f)(x)^2^}
M
Ahora bien:
{x : Sj^(f)(x)$2^}
f(x)|^w(x) dx
{x ; S^(f)(x)=0}
I f (x) I %r(x) dx = 0
cuando k (basta aplicar el teorema de convergencia monotona). En cuanto al
otro termine
2 % ( { x  : S^^(f)(x) > 2^}) $
« i i
|s^^f)(x)|p w(x) dx =
|Sj^(f)(x)p w(x) d x — >- 0
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cuando k . Por otra parte g^(x) f (x) en casi todo punto x cuando k
La razon de êsto es que f(x) - g^(x) vive en ©1 conjunto
y estos conjuntos decrecen hacia
que tiene medida 0, cuando k -*■ +».
Esta convergencia tambien es en L*^(w(x) dx), ya que
|f(x) - g^(x)| $ (const) Sj,(f)(x)
que estâ en L^(w(x) dx), de forma que podemos usar el teorema de la convergencia 
dominada de Lebesgue.
Del hecho de que g^Xx) 0 cuando k y g^Xx) -*■ f (x) cuando k ^ ,
en L^Xw(x) dx) y en casi todo punto r, se deduce que f es la suma de la siguiente 
serie telescôpica en L^Xw(x) dx)
I (Sk+i(x) - S^(x)) = I (Ib%(x) - I (x))
k = - »  k=-«  i  j
Cada intervalo estâ contenido en uno y solo uno de los intervalos I^. Asî
pues:
f(x) = % (2k+i(x) - ■
67.
I  i l  b^(x) - I  b^^^fx))
k=-«. i ^ j K+i
I  I  e^ Xx)
k=-^ i
dcnde
8j(x)=b ^ ( x ) -  I ^ ( x )
i^(x) = Sk+i(x) - g^(x)
si X e y $^(x) = 0 si x d I^. Por lo tanto 
k  ^ k k
|3^(x)| ( (const)
Definimos
ai(x) = ---------   8^(x)
w(I^)l/P(const) 2^
Claramente a^ es un (p,™)-âtomo con respecte a w. Résulta pues
f(x) = I [ a^(x)
k i
con
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I  I  = 1 1  (const)P w(I^) =
k i k i
= (const) % 2^^ w({x : S„(f)(x) > 2^})
k=-oo
= (const) I  2^ 2^^P w({x : S (f)(x) > 2^}) ( 
k=- <»
$ (const)
f O O  ^
X^ w({x : S (f)(x) > X}) dX
o’
ya que
X^ ^ w({x : S (f)(x) > X})
M
es una funeion decreciente do X. Por tanto:
I  I  Uvl^  ^ (const) I (S‘(f)(x))P w(x) dx. 
k i ^  H
c.q.d
Definimos ahora para f e Re L^(w(x) dx)
Np p(f) = inf{(% : f(x) = I  X^a^(x) en L^Xw(x) dx)
con los a.'s (p,r)-atomos con respecto a w).1
Si r^ < r^î todo (p^rgï-âtomo es tambien un (p,r^)-âtomo; por ello
« "p.r (f)
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(II.3.1) establece que
(N^ (f))P $ (const) ||S^(f)|p
^ L?(w(x)dx)
Memos extendido asî nuestra cadena de indicadores sobre Re L^(w(x) dx) hasta 
llegar a la siguiente:
L^(w(x)dx)^  l f ( w ( x ) d x )  ^  T PfT.Tf
^||p*(f+i7)lP
lf(w(x) dx)
< r < «
Ahora vamos a cerrar la cadena demostrando que
"'p.'"»''
Con ello quedara probado que todos los indicadores de la cadena son équivalentes
Supongamos que
f(x) = % X. a.(x)
i'  ^ ’
en Iriw(x) dx) con
I . U J P  < »
j ^
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y (pjr)-âtomos con respecto a w. Como la transformaciôn de Hilbert es un 
operador Atotado en L^(w(x) dx), sera;
ï(x) = I  Xj Sj(x)
en L^(w(x) dx). Entonces
f(x) + i )(x) = I  X.(a.(x) + iâ.(x))
J J ]
en L^(w(x) dx). Como es tambien acotado en L^(w(x) dx), tenemos que
Asî pues:
P^(f + iî'Xx) i  I  jXj|Py(aj + iSj)
lP*(f+iï)|
^ L^(w(x)dx)
(Py(f+iï)(x))^w(x)dx (
(% |X.| Pg(a.+ia.)(x))P w(x) dx ^ 
; -ooj ] J J
I  |Xjp(P^(a^.+iâj)(x))^ w(x) dx =
I  J X . p  (F (a .+ia . )(x))^ w(x) dx ^ (const) I  Jx. |
en cirtud de (II.--.4). Como esto se cumple para cualquier descomposdciôn
f(x) = I  X. a.(x)
j  ^ ^
con
< 00
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y los Sj (p,r)-âtomos, obtenemos finalmente;
P„(f+iî)|P ^ (const) (N (f))P
’ LP(w(x)dx)
que cierra la cadena de indicadores, de forma que ahora podemos escribir:
(II.3.12) (N^ ^(f))P 'v. (N ^(f))P «v ||s"Xf)||P
P'f P=~ M 'LP(w(x)dx)
LP(w(x)dx) L?(w(x)dx)
~ ~ ||P*(f)||P
L^(w(x) ux) L?(w(x)dx)
I | P y ( f  +  i ï * ) |  P p
lf(w(x) dx)
Asî pues, la complecciôn del espacio determinado sobre Re L^(w(x) dx) 
por cualquiera de los indicadores équivalentes que aparecen en (II.3.12) es una 
copia équivalente de hP(w (x ) dx).
Observemos que el teorema (II.3.11) da algo mas que una descomposicion 
en âtomos. En efecto, N puede tomarse arbitrariamente granae, con lo que los âtomos 
que obtenemos tienen tantes momentos nulos como deseemos.
TEOREMA II.3.f^\ Para F e H(l^), espacio de las funciones holomorfas en el semi- 
piano superior y para 0 < p ^ l ^ q >  q^, definimos g^F) como el extremo infe- 
rior de todas las suraas
!P\1/P( l .1 IP)
j=i ]
correspondientes a todas las descomposiciones
F(z) = ^ A. A.(z)
j ’ ^
donde
para cada j
Aj(x+it) =fP^ * (aj+iâj))(x)
donde a^ es un (p,q)-atomo con respecto a w y la convergencia es uniforme sobre 
subconjuntos compactes. Entonces
F  (N ^(F))P
2
es un indicador, sobre équivalente a
F  ► = sup |F(x+it) pw(x) dx,
Hr(w(x)dx) t>0 -'-00
2
de forma que el espacio determinado sobre F(R^) por el indicador
F  (N (F))P
Pol
es equivalents a H^(w(x) dx) siendo la equivalencia la identidad,
DEMQSTRACION. Claramente, si
F(z) = % X. A.(z)
j'  ^ ’
2
en H(R^) con
88.
.A/
Aj(x + it) = (P^ * (aj+ia^))(x)
donde los a^ son (p,q)-âtomos; entonces, para cada t > 0;
|p(x+it) pw(x)dx ( %jx. |P|A.(x+it)|^w(x) dx =J ^ ^ A  J  J
I  Ja. p  I (P. * (a.+ia.))(x) l^w(x) dx ( 
j  ^- 00 ' J J
((P^(aj+iâj))(x))P w(x) dx ^
^ (const) I  |X.|P
i ■ ^
Por lo tanto F e H^(w(x) dx) y
H^(w(x) dx)
^ (const) (N (F))P.
p,q
Reciprocamente, si F e H^(w(x) dx), en virtud de (II.1.6), F sera el 
limite en H^(w(x) dx) de una sucesiôn de funciones F^  ^e ( N  es arbitrario) con
F j  I p ( l |F| l  0
hF(w (x ) dx) H?(w(x) dx)
Las funciones F^ pueden tomarse de manera que
^k+1 " k^'
hF(w (x ) dx)
< 2-k.
(II.1.3) impiica que tamtiên es F = lîm F^ uniformemente sobre subconjuntos corn- 
2
pactos de Para cada k es
89.
.1^ (:j+i - "F-
Llairxemos f. a la parte real de la funeion F. en el borde. Sabemos que f . e 
] ] 1
e Re L^(w(x) dx) y
Fj(x+it) = (P^ * (fjti^j))(x)
Asî pues;
Fj^^(x+it) - Fj(x+it) = (P^ * (fj^^-fj+i(2j+^-?j)))(x).
Pcro
con
î ^ (const) llq+i-qll^_ f (const) 2*^ '
m=l  ^ 3 3 H^(w(x)dx)
y los son (p,q)-atomes con respecto a w.
La convergencia es en L^(w(x) dx). De la raisma forma
fk(x) = I hcn^km^'')
m=l
en L^(w(x) dx) con
I \ \ J ^  ^ (const) ||F^||P ^ (const)||F|p
m=l rF(w (x ) dx) RF(w(x)dx)
90.
Fj^(x+ît) = (P^ * (f%+i?^))(x) =
" * ( %, hem =
= \  * (^km + = \
m=l m=i
la convergencia es en lf(w(x) dx) y, por lo mismo, uniformemente sobre subconjun-
2
tos compactes de
Fj^ j^ (x+it)-Fj(x+it) - (P^  * (fj+i-fj+i(ïy+i-&j)))(x) =
= (^t * A.^^a.,+i2.^)))(x) =
= Ji- * (Sjm + = J^.
2
tambien uniformemente sobre subconjuntos compactes de Asî, finalmente
F(z) = F, (z) + 5! (F. (z) - F.(z)) =
j=k J J
00 00
■ J .  • y l  I i  ' i -  V “>
uniformemente sobre subconjuntos compactes y
00 co
I + 1 1  ^ (const)(| |f | p  + % 2"^) $
m=l j=k m=l ^ ' RF(w(x)dx) j=k
è (const) (||f|P + 2 ^)
HF(w(x)dx)
Esto implica que
(N „(F))F ^ (const) I|f |
rF(w (x ) dx)
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Asî concluye la demostraciôn de (II.3.13) que es una caracterizaciôn compléta de 
hF(w (x ) dx) mediante âtomos.
c.q.d.
§4. ESPACIQS DUALES
Dado hF(w (x ) dx), podemos considerar su espacio dual (HF(w(x)dx)) ,
definido como el conjunto de todos los funcionales lineales
A ; hF(w (x ) dx) — ► S.
que son continues, Claramente A es continue si y solo si existe una constante C
tal que
|A(F)| ( c |1f | |
hF(w (x ) dx)
para cada F e H^CwCx) dx). Si para A e(hF(w (x ) dx)) definimos
||a || = inf {C ; |A(F)| ( C ||f |] para cada
hF(w (x ) dx)
F e hF(w (x ) dx)} = sip ----------  *
W  ||F||
hF(w (x ) dx)
= sup |A(F)I,
IlFll _  =1
HF(w(x)dx)
es claro que A:-----► ||a || es una norma sobre el espacio vectorial (HF(w(x)dx))
Ademâs (hF(w (x ) dx)) con esta norma es complete, es decir, es un espacio de 
Banach.
La caracterizaciôn de hF(*t(x ) dx) como complecciôn del espacio deter­
minado sobre Re L^(w(x) dx) por el indicador
nos va a proporcionar una caracterizaciôn del dual,
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Dado un intervalo I y r tal que q^ < r < «> , considérâmes Re L (I,w(x)dx), 
es decir: el espacio de todas las funciones reales L^(w(x) dx) que viven en I. Lue- 
go, para un entero positive N que en nuestro caso va a ser |qg/p| - 1, considérâ­
mes el subespacio
|Re lT(I,w(x) dx)|jj
formado por todas las funciones f en Re L (I,w(x) dx) taies que
fCO
f(x) X dx = 0
para 1 = 0, ..., N. Para f e |Re L^(I,w(x) dx)!^.
F(x+it) = (P^ * (f+iÿ))(x)
estâ en hF(w (x ) dx) con
Pero
I |f 1 I ( (const) N (f)
HF(w(x)dx) F)
‘ïïÔT ^ lf(x)g w(x)
i/p
f(x)
es un (p,r)-âtnmo, de forma que
* (;T ÏT  J lf(x) Pv/(x)dx)^^^ w(I)^^F
Asî pues
nF(w(x)dx)
^ (const)( /yr f  |f(x)|^w(x)dx)^^^ w(I) 
 h
1/p
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Supongamos ahora que A e (hF(w (x ) dx)) . Podemos définir un funcional lineal A. 
sobre |Re L^(I,w(x) dx)|^ haciendo A^(f) = A(F)
|A^(f)| = |A(F)| $ ||A|| ||F||
hF(w (x ) dx)
1  _ i
( (const) ||a ||w (I)F ^ f(x)|^ w(x) dx)^/^
Vemos que A^ es un funcional lineal sobre el subespacio
Re L^(I;w(x) d x ) R e  Lf(I;w(x) dx).
que es continue. El teorema de Hahn-Banach permite extender A^ a un funcional 
lineal acotado AJ sobre todo el espacio Re L^(I;w(x) dx). En virtud del teorema 
de representaciôn de Riesz, existirâ una funciôn b^ e Re L (I;w(x) dx) ^  
r ’ = tal que para toda g e Re L^(I;w(x) dx);
AJ-(g) = g(x) bj(x) w(x) dx.
En particular:
(II.4.1): para cualquier f e |Re L (I;w(x) dx)|^ tenemos
Aj(f) = I f(x) bj(x) w(x) dx,
Si p(x) es un polinomio de grade N,
es otra funciôn en Re L (Ijw(x) dx) que cumple (II.4.1). En efecto, la condiciôn 
para w implica que
w(x)
95.
estâ en Re L (I,w(x) dx) y por lo tanto
p(x)
w(x)
estâ tambien en Re (I;w(x) dx). Para f e |Re L^(I;w(x) dx)|j^ tenemos;
|. f(x)(lj(x) + ^ ^ y ) w(x) dx =
f(x) bj(x) w(x) dx + f(x) p(x) dx =
f(x) bj(x) w(x) dx = Aj(f)
No solo êsto, sino que, reciprocamente cualquier fucniôn h e
X' ^
e Re L (I;w(x) dx) que cumpla (II.4.1) es necesariamente de la forma
para algûn polinomio p(x) do grado N. Esto es consecuencia de la re^lexividad 
del espacio Re L^(I;w(x) dx) y del teorema de Hahn-Banach. En efecto si h e 
e Re (I;w(x) dx) y cumple (II.4.1), entonces para cualquier f e |ReL^(T;w(x)dx)
N'
f(x)(bj(x) - h(x))w(x) dx = 0
Considérâmes en Re L (I;w(x) dx) el subespacio engendrado por las funciones
w(x) 'I
Si bj(x) - h(x) no estâ en este subespacio que es cerrado, ya que tiene dimension 
finita, entonces el teorema de Hahn-Banach implica que existe
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f e Re L^(I;w(x)dx) = (ReL^ (I;w(x)dx))
tal que
f(x) w(x) dx = 0
para 1 = 0 ,  ..., N / pero
f(x)(bj(x)-h(x))w(x)dx  ^ 0,
lo que constituye una contradicciôn.
Supongamos ahora que tenemos dos intervalos c  1 ^ . Podemos consi­
dérer entonces.
Asî pues, Aj se puede restringir a |Re L (l^;w(x) dx)|^.
Sean b_ y b funciones que représentas respectivamente a los funcio- 
1 2
nales A_ y A . Entonces para f e |ReL^(I.;w(x) dx) | ,
1 2  1 M
A (f) = A (f) = A(F) 
±1 ^2
es decir:
f(x) b._ (x) w(x) dx = f(x) b_ (x) w(x) dx.
h  ^
Esto implica, como anteriormente, que existe un polinomio p(x) de grado N tal que 
para x e I^,
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b_ (x) w(x) - by (x) w(x) = p(x) 
1 2
Teniendo en cuenta que la recta real es union de una sucesiôn cre-
ciente de intervalos {I }, podemos encontrar una sucesiôn de funciones (b^} ta-
les que b^ e Re L (I^jw(x) dx) y b^ représenta al funcional y podemos hacer
n
que sea = b^ para todo n seleccionando adecuademente los polinomios en ca-
' n
da uno de los pasos.
Hemos probado asî el siguiente resultado:
TEOREMA II.4.2. Sea A e (H^CwCx) dx)) ^  q^ < r < Existe una funeion b local-
mente en Re (w(x) dx) tal que para cualquier funeion f e |Re L^(I;w(x)dx)| q^
1^1
para algûn intervalo I , si llamamos ^
tenemos:
F(x + it) = (P^ * (f + i?))(x)
A(F) = f(x) b(x) w(x) dx.
^ ^  CO
Cualesquiera dos funciones que satisfagan esta condiciôn difieren en p(x)/w(x) 
donde p(x) es un polinomio de grado |^| - 1.
Para caracterizar (hF(w (x ) dx)) asignaremos a A la funeion l(x) =
= b(x) w(x) en lugar de b(x).
El problema es ahora determiner que funciones l(x) corresponden a fun­
cionales A e (hF(w (x ) dx)) . Supongamos que l(x) es una funeion tal que l(x)/w(x) 
esta localmente en Re L (w(x) dx), q^ < r < ® y 1 corresponde a un funcional
A e (hF(w (x ) dx)) en el sentido de que para cualquier f e |ReL^(I;w(x)dx)| q
1^1-1
para algûn I;
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A(F) = f(x) l(x) dx,
donde
F(x+it) = (P^ * (f+iï))(x)
Salernos entonces que para cualquier f e |RgL (I;w(x)dx)
I f(x)Kx) dx| = |A(F)1 3 ||A|| ||F|| (
hF(w (x ) dx)
|f(x)|^ w(x) dx)^/^||A||
En particular si f(x) = a(x), (p,s)-âtomo con soporte contenido e n l y r ^ s ^ ®
(II.4.3) I a(x) l(x) dx| ( (const) ||a |[
Si g es una funeion localr.ente integrable e I un intervalo, llamarcmos 
Pj(g) al unico polinomio de grado N tal que
(g(x) - P^(g)(x)) X dx = 0 para k = 0, ..., N
Si V, = 0, Pj(g) es sencillamente la media
g(x) dx.
En general se tiene;
LEMA II.4.4. Para x e I,
Pj(g)(x)l |g(x)| dx
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donde (const) depende tan solo de N y no de g o de I.
DEMQSTRACION. Vearaos primero que basta demostrar (II.4.4) para I = [-1,1].
Ante todo, podemos suponer que nuestro intervalo estâ centrado en 0, puestc que si 
Cj es el centro de I,
(g(x) - Pj(g)(x)) X dx = 0
para k = 0, ..., N, implica-que
f » .
(g(C +y) - Py(g)(C +y))(C +y) dy = 0
para k = 0, ..., N lo que équivale a
I-C.
(g(Cj+y) - Pj(g)(Cj+y))y dy = 0
para k = 0, ..., N de donde se dedüce que
Pj.Q (g(Cj+»))(y) = Pj(g)(Cj+y).
Asî pues si tuviêramos (II.4.4) para intervalos centrados en 0, tendrîamos tambien 
para cualquier intervalo I y x e I,
Pj(g)(x)| = |Pj_Q (g(Cj+«))(x-Cj)| ^
(const) r
I-C. I-C.
lg(C^+y)| dy = |g(t)|dt
Ahora, para un intervalo J centrado en 0
(g(x) - Pj(g)(x)) X dx = 0
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para k = 0, ..., N implica
6J
ÔJ
(|-g(|-) " !■ Fj(g)(|-)) y^ dy = 0, k = 0, ..., N
Es decir, para J centrado en 0
Sea I centrado en 0 y J = [-1,1] y 6 = |l|/2 de forma que I = 6J. Entonces:
Pj(f) =
Por lo tanto, una vez que demostremos que
(II.4.5) 1P[-^ lj(g)(y)| $ (const) |g(t)|dt
para y e [-1,1], tendremos tambiên, tendremos tambien, para x e I
Pj(f)(x)| = =
■ ITT ^
( (const)
P T J . i  '"2/|l
f^ , ITI(t)I dt =
= ( c o n s t ) |f(t)|dt = (const) y ^  |f(t)|dt
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Asi pues, necesitamos solamente demostrar (II.4.5). Pero
N
Pr X (g)(y) = I  ( g(x) P.(x) dx) P.(x) 
1=0 J - 1
donde {P^} es una base ortonormal del subespacio de L^([^l,ï]) engendrada por 
{1, X, ..., x^}. Vemos que, para y e jj-l»l]
I
^[-1 i](s)(y)| ^ (const) |g(t)| dt.
COROLARIO II.4.6. Para x e I:
Pj(g)(x)| $ (const) g*(x)
donde (const) depende solo de N y no de g o de I,
COROLARIO II.4.7. La aplicacion definrda como
g I ^  Pi(g)|
es un operador acotado en Re L (l:w(x) dx) para s > con norma acotada indepen- 
dientemente de I.
COROLARIO II.4.8. Si g estâ localmente en Re L^(w(x) dx) con s > q^ entonces para 
X e I
Pj(g)(x)| ^ (const) lg(x)|® w(x) dx)d/s
si s < <» 2
Py(g)(x)| ^ (const) sup |g(y)|
yel
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si s = °® *, donde ( const ) depende solo de N y no de g o de I.
Esto es algo mâs fuerte que (II.4.7).
DEMQSTRACION. (II.4.8) es consecuencia inmediata de (II.4.4) y (1.5).
c.q.d.
Volvamos a nuestra funciôn 1 que représenta a un funcional lineal
A e (hF(w (x ) dx)) . Como 1/w estâ localmente en (w(x) dx); 1 es localmente
r ^
integrable (En efecto 1/w localmente en L (w(x) dx) 1 localmente en
( w ( x ) d x )  y, puesto que w(x) cumple la condiciôn A^,, (1.5)
implica que 1 es localmente integrable).
Asî pues, podemos considerar P^d). (II.4.3) implica:
a(x) (l(x) - P (l)(x)) dx| ^ (const) ||A| 
I ^
que puede reescribirse de la siguiente forma:
(II.4.9)
Para el âtomo a:
l(x) - P_(l)(x) , \ .
a(x) ---------------------------- S (oonst) ||a || w (D"
si s < o bien
|a(x)| ^  TÿT- s i s  = =
w(I)l/P
Asî pues
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SI s < <» , o
si s = «> . (II.H.9) implica:
(II.4.10)
( l(x) - P^(l)(x)
IJ ------------ 3 3 ---------
w(x)dx
w(I)
^ (const) 11 All w(I)P
-  -  1
Ahora, dada una funcion f que vire en I tal que
si s < «>, Ô 1 1 f 1 1 ^ 1 si 8 = «>, consideremos
b(x) =  T-TT (f(x) - P (f)(x))
w(I)l/P I
si X e I y b(x) = 0 si x d I. Claramentei
b(x) :: dx = 0
para k = 0, ..., N y tambiên
w H T
|b(x)|^ w(x) dx)^/^ $
w(I)
f(x)l s w(x)dxxl/s
w(l)
10%,
(const)
w(I)1/p
SI s < «> y
w(I)
si s = » . For lo tanto
a(x) = (const)b(x) = — (f(x)-Pj(f)(x)))^(x)
w(I)
es un (p,s)-âtomo con respecto a w. Entonces (II.4.10) implica:
(II.4.11) f (x)
K x )  - Fj(l)(x) ax
w(x) “wTiT
= (const) ,1/P w(x)dx , ,
w(x) w(l)
w(I)^'^ a(x)
-  1
$  ( c o n s t )  I I a 1 1 w ( I ) P
Como f(x) es una funcion arbitraria tal que
s w(x)dx^l/s ^ j 
w(I)  ^ 1
si s < » o bien f ^ l s i s = = « ,  tendremos:
(II.4.12) (
l(x) - Pj(l)(x) w(x)dx\l/s'
w(x) w(I)
$ (const)I I All w(I)P
-  - 1
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De esta forma, a cada funcional A e (H^(w(x) dx)) le hemos asignado 
una funciôn 1 que cumple (II.4.12). Naturalmente la funciôn 1 estâ determinada a 
menos de la adiciôn de un polinomio de grade N.
Recîprocamente cada funciôn 1 para la que exista una constante C tal 
que para cada intervalo I sea
(II.4.13) (
1-1
cumplirâ, para cada (p,s)-âtomo a:
a(x) l(x) dx| ( (const) C
donde (const) no depende de a. Si f e Re L (w(x) dx) es tal que
Np g(f) < ^  y  f(x) = 2 ^ a - ( x )
donde les a^ ’s son (p,s)-âtomos y
LU,- < 00
entonces:
I f(x) l(x) dx| = II X.
/ - 0 0  i 1
a^(x) l(x) dxj ^
$ I |X.|1 a.(x) l(x) dx| ( (const) C I |X.| 3
i 1 = i i ■ ^
( (const) C (I IX. p )  
i ^
1/p
Asî pues
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f(x) l(x) dx| ( (const) C N (f)
p,s
A f podemos asociarle
F(x + it) = (P^ * (f + i?))(x)
que serâ una funciôn en H^(w(x) dx) con
F|| ^ ~ N =lf)
H^(w(x) dx)
y la correspondencia es une a uno. El subespacio de K^(w(x) dx) que obtenemos de 
esta forma, es denso. En el definimos un funcional A haciendo
A(F) = f(x) l(x) dx.
Tenemos entonces:
|A(F)| ( (const) C I1f |I
H^(w(x) dx)
Asî pues, A puede extenderse de forma ûnica a todo el espacic H^(w(x) dx) y
||a || ( (const) inf (C : para cada I:
l(x)-?T(l)(x) .5»
De esta forma, hemos establecido una equivalencia de espacios normados entre
D *
(H^(w(x) dx)) y el espacic
A. (w(x) dx)
-  -  1
P
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de las clases de equivalencia [l] de funciones modulo polinomios de grado N =
= 1~| - 1 para las cuales existe una constante C tal que para cada intervalo I:
con la norma dada por el extreme inferior de tales C*s. s* tiene que ser tal que 
1 3 s* < q^. Para s ’ = 1 obtenemos una condiciôn muy simple:
1
w d )
r i  - 1
|l(x) - P (l'(x)| dx^3 C w(I)P 
I ^
Para p = 1 y w en la clase (es decir q^ < 2 de forma que N = jq^j - 1 = 0 )  ob­
tenemos el espacio de funciones de oscilacion acotada en media con peso w: O.A.M 
(w(x)dx). Este espacio ha sido estudiado por Muckenhoupt y Wheaden en [l^ donde 
le llaman B.M.O. (w(x) dx) que es la correspondiente sigla en inglês.
Este espacio puede ser definido por la condiciôn
j |l(x) - mj(l)l dx $ C
o cualquiera de las condiciones équivalentes para 1 < s’ < q'
K x ;  - m^d) ^ ^
' w(x) ' w(I)* X
La equivalencia entre todas estas caracterîzaciones de O.A.M.(w(x)dx) 
es una generalizaciôn del damosc resultado de John y Niremberg ( ) sobre la ca-
racterizaciôn de O.A.M.(dx). Esta equivalencia ha sido demostrada directamente 
por Muckenhoupt y Wheeden en [ l ^ .
Nosotros obtenemos, en general, la equivalencia de las condiciones
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para p fijo $ 1 y cualquier s’, 1 $ s’< q’. Observemos que Ql] e A? (w(x)dx)
^  -  -  1
P
si y solo si existe una constante C tal que para cada intervalo I, existe un po­
linomio Qj de grado N = |-^| - 1 tal que:
(II.4.14) (
i  - 1
y el extremo inferior de dichas C ’s proporciona una norma équivalente a la origi­
nal.
Consideremos primero el caso s’ =1. Si se cumple (II.4.1&), entonces
1
w T i T l(x) - Pj(l)(x)|dx ( (n
l(x) - Q_(x)| dx +
|Qj (x ) - Pj(l)(x)| dx)
Pcro
I IQj (x ) - Pj(l)(x)|dx = - Pj(lXj)(x)| dx
II’i CQiXi - lXj)(x)| dx 3
W j
|Qj (x ) - l(x)|dx)dy
|Qj (x ) - l(x)| dx
Asî pues:
1
w(l)
l(x) - Pj(l)(x)ldx $ l(x)-Qj(x)|dx $
1-1 
$ 2 C w(I)P
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que es (II.4.13 ), para este caso particular. El recîproco es trivial.
Sea ahora a’ >1. Entonces si se cumple (II.4.14), se tendrâ;
Pero
I |S' w(x)dx,l/s- ,
I---------------^ — I *
. /f , ,S' „(x)dx,l/s’ .
^ (Ji' ^  1 ITTÏT) +
+ ( I ~ |S' w(x)dx,l/s'J 1 w(x) ' w(l)
Qj(x) - P^(l)(x) gt w(x)dXxl/s' 
w(x) ' wTiT
= ( wlx) w(I)
= (w(I)
_ J__ ^
|Pl(QlXi “ lXj)(x)|® w(x) dx)® $
1 1
$ (const)(
w( ï)
|Qj(x ) " l(x)|® w(x) dx)'
en virtud de (II.4.7) aplicadp al peso w(x) ®  ^que cumple la condiciôn A^,. Asî
(
^Qj(x) - Pj(l)(x)^3 . w(x)dx ,1/s' ,
I ^ ------ 1 — wTiT ' ) ^
$ (const)(
, l(x) - Qi(x) ,s' w(x)dx,l/s' 
' w(x) ' w(I)
Por lo tanto
l(x) - Pj(l)(x) g. „(x)dx,l/s' ,
— ^ ------- 1 1 7 m - )  *
( (const)(
K x )  - Ql(x) |S' w(x)dx,l/s' ^ 
w(x*) ' w(I)
$ (const) C w(I)^
1 - 1
donde (const) no depende ni de I ni de 1. Es decir;
[l] e A® (w(x) dx) 
-  -  1
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con una norma dominada por el extremo inferior de las C ’s multiplicado por una 
constante. El recîproco es trivial.
CAPITULO III
OTROS ESPACIOS ASOCIADOS A UN PESO
SI. EL ESPACIO<f^(w(x) dx)
Para un peso de Muckenhoupt w(x) con exponente critico < 2, que es 
el caso mâs simple posiblc, se definiô un (l,q)-âtomo con respecto a w como una 
funciôn a, con soporte contenido en un intervalo I que cumple las condiciones:
(i)
'w(l) a(x)|% w(x) dx)^/^ $ vÂ t
si q < <» , o bien
a(x)| < ïTfïy si q
(ii)
a(x) dx = 0
Estos âtomos eran los bloques elementales a partir de les cuales podîamos cons- 
truir cualquier F e H^(w(x) dx).
Podemos pensar en otro tipo de âtomos en cuya definiciôn la condiciôn
(ii) se sustituye por
(ii)
a(x) w(x) dx = 0
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Los llamaremos âtomos de tipo homogêneo (t.h.) con respecto a w(x). 
Son los âtomos naturales para el espacio de tipo homogêneo obtenido en la recta 
mediante la mêtrica d(x,y) = w(I) donde I es el intervalo mâs pequeîïo que contie­
ns a X y a y, y la medida w(x) dx (vêase [w] ). Observemos que para la definiciôn 
de los âtomos en H^(w(x) dx) debîamos tomar q > q^ mientras que para los âtomos 
de t.h. ya no es necesaria esta restricciôn.
Definimos ^(w(x) dx) como el espacio de todas las funciones f(x) 
que admiten una descomposiciôn
f(x) = I X^a^(x)
siendo los a^ (l,q)-âtomos de t.h. con respecto a w y
L I q l < » .
. 1 1 
Es claro que ^  ^ (w(x) dx) es un subespacio vectorial de L (w(x) dx). En
u^(w(x) dx) damos la norma
i q
N
q
donde el înfimo se toraa sobre todas las descoraposiciones de f en (l,q)-âtomos de 
t.h. Se demuestra que todos les espacios i^(w(x) dx) ccinciden y las normas 
son équivalentes, ya que este sucede en cualquier espacio de tipo homogêneo. Vêa­
se [lo] .
En nuestro caso no necesitamos recurrir a ese resultado general, ya
que disponemos de una equivalencia directa entre cada ^^(w(x) dx) y H^(I).
1
De hecho, para définir i;^’^ (w(x) dx) no necesitamos que w(x) sea un peso de 
Muckenhoupt. Basta que sea localmente integrable y > 0 en c.t. punto. Si este 
ocurre, tenemos, en efecto, el siguiente resultado;
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TEOREMA III.1.1. Sea W(x) una primitiva de w(x) y sea B(x) la inversa de W(x), 
Entonces la aplicacion
f(x) -----► f(E(y))
es una equivalencia entre {^^(w(x) dx) ^H^(R), el espacio de Hardy ordinario 
en la recta.
DEMQSTRACIQN. Como (W.B)(y) = y, tendremos
W ’(B(y)) B’(y) = w(B(y)) B"(y) = 1.
Supongamos que a cumple (i) y (ii)'
|a(x)|Sw(x) dx = |a(B(y))|^w(B(y))B'(y) dy =
W(I)
W(I)
|a(B(y))|^ dy
w(I) = w(x) dx =
W(I)
w(B(y)) B ’(y) dy =
W(I)
dy = |W(I)|.
Tambiên
■ L '
a(x) w(x) dx = a(B(y))w(B(y))B'(y) dy = a(B(y))dy
114 .
Asî pues a cumple (i) y (ii)’ si y sôlo si a(B(y)) es un (l,q)-âtomo con respec­
to a la medida de Lebesgue. Esto prueba la equivalencia.
c.q.d.
Como consecuencia de este teorema obtenemos que todos los espacios
1 1û  (w(x) dx) coinciden y las normas N son équivalentes. Por tanto, podemos es-
/ q q
cribir simplemente ^^(w(x) dx) y usar cualquiera de las normas équivalentes da­
das.
Si w es un peso de Muckenhoupt tenemos otra equivalencia entre 
j^(w(x) dx) y H^(&):
TEOREMA III.1.2. Si w es un peso: entonces la aplicacion
f(x) f -4- f(x) W(x)
1 1 
es una equivalencia entre ly (w(x) dx) ^  H (E)
DEMQSTRACIQN. Sea a un (l,«)-âtomo de t.h. con respecto a w, es decir a tiene 
soporte contenido en un cierto intervalo I,
a(x)| 3 w(I)
f r a
a(x) w(x) dx = 0
Vamos a ver que existen q > 1 y una constante, que dependen tan solo del peso w, 
taies que (const) a(x) w(x) es un (l,q)-âtomo con respecto a la medida de Lebes­
gue. La razôn de ello es que el peso w cumple una desigualdad de HClder al reves; 
es decir: existe un 6 > 0 y una constante taies que para cada intervalo J:
(-|-~j- w(x) dx)^* $ (const) j-j-j’ w(x) dx,
J
Tomando q = 1+6 > 1 tenemos, para nuestro âtomo ai
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j )a(x) w(x)|^ dx)q .
< 1 ( - ^
*  ÜTÎT ( | i i .
s (const) ^
Esto, junto con el hecho de que
a(x) w(x) dx = 0
/ —03
implica que
operador
4
es un (l,q)-âtomo en H (E). Asî queda demostrado que el
f(x) 1 ► f(x) w(x)
es acotado.
Ahora demostraremos que su inverso
g(x) ♦---- ►
tambiên es acotado. Partimos de un (l,«)-âtomo en H (E), b(x); es decir: b(x) vi­
ve en un intervalo I,
b(x) dx = 0 y |b(x)| $ -|y|-
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Demostraremos que existen q > 1 y una constante, que dependen solamente del pe­
so, taies que (const) b(x)/w(x) es un (l,q)-âtomo de t.h. con respecto al peso.
En efecto, tomemos q^ > q^, exponente critico de w. Sabemos que w cum­
ple la condiciôn A ; es decir:
9l
Sea ahora
Entonces
sup J w(x) dx)(IJI w(x) dx) = (const) < ® .
W(K) dx)l/4 g
w(I) J- 'w(
1I T T
w(x) ds)
(q^~l)/q^ w(x) ^ dx) %
7T~7 j
1
w(x) ^1  ^dx) '^ 1 (
$ (const)
W J  
1
w(x) dx)
T i r 41-1 \..ï"- *
■ W i
w(x) dx) ^1 %
Esto, junto con el hecho de que
/ co
/ — 00 w(x)
w(x) dx = b(x) dx = 0,
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implica que
1 b(x)
(const) w(x)
es un (l,q)-âtomo de t.h. con respecto a w.
c • q • d I
§2. LOS ESPACIOS ^^(w(x) dx) PARA p < 1.
Sea 0 < a < 1. Definimos d^(w(x) dx) como el espacio de las clases 
de equivalencia [l] modulo constantes, de funciones 1 para las que existe C 
tal que para cada intervalo I y cada par x,y e I es:
|l(x) - l(y)| ^ C w(I)^
El extremo inferior de todas estas C ’s se escribirâ | M ] ^ ^ (w(x)dx)*
[ i ]  I—  d x )
es una norma en^(w(x) dx). Es claro que J^(w(x) dx) con esta norma, contituye 
un espacio de Banach.
Esta definiciôn tiene sentido, no solamente para un peso, sino para 
cualquier funciôn localmente integrable w(x) para la que sea w(x) > 0 en casi to­
do X.
TEOREMA III.2.1. Sea W(x) una primitiva de w B(x) la inversa de W(x). Entonces 
la aplicaciôn
[x] h " [loB]
es una equivalencia entre c^(w(x) dx) A à x )  que es el espacio de Lipschitz or-
dinario.
DEMOSTRACION.
|l(x) - l(y)| ( C w(I)^
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para x, y e I es équivalente a
l(B(s)) - l(B(t))| $ C|W(I)|0
para s, t e W(I).
c.q.d.
Sea ^  < p < 1 y q % 1. Un (p,q)-âtomo de t.h. con respecto a w 
serâ una funciôn a con soporte en un intervalo I tal que:
(i)
|a(x)|^ w(x) dx)^/^ $ ----
w(I) 1/P
a(x) $
w(I)iTp
51 q =
(ii)
a(x) w(x) dx = 0
LEMA III.2.2. Si a = —  - 1 y a es un (p,q)-âtomo de t.h. con respecto a w; la 
aplicaciôn
[1] H- l(x) a(x) w(x) dx
es un funcional lineal acotado s o b r e (w(x) dx) con norma dominada por una cons-
a
tante que no depende de a,
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DEMOSTRACION. Ante todo, como a tiene soporte contenido en I y [l]eeiTQj(w(x)dx implica 
que 1 estâ acotada en I; la integral
l(x) a(x) w(x) (dx
tiene sentido. Tambiên, puesto que para cualquier constante C^,
l(x) a(x) w(x) dx = (ZL(x )+Cq ) a(x) w(x) dx.
la aplicaciôn
[1] l(x) a (x) v(x) dx
estâ bien definida. Ahora bien
I l(x) a(x) w(x) dx| = I (l(x) - l(Cj)) a(x) w(x) dx|
= w(I) (Kx) - KCj)) a U . )  S
(  I I W Lf^(w(x) dx)
Asî pues, si llamaraos al funcional
W
*00
l(x) a(x) w(x) dx.
obtenemos que e (^(w(x) dx)) y
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fall* = l|fall{^(w(x)dx))* *
C.q.d.
LEMA III.2.3. a es un (p,q)-âtomo de t.h. con respecto a w si y solo si a(B(y)) 
es un (p,q)-âtomo con respecto a la medida de Lebesgue.
DEMOSTRACION.
|a(x)|^ w(x) dx = |a(B(y))|^ dy
W(I)
y  *(l) = |w(l)|.
c.q.d.
La caracterizaciôn de H^(E) para ~  < p < 1 como el espacio de los fun-
cionales
M e (dx))'* = hP(E)“
-  -  1
P
kVï
que pueden descomponerse en la topologîa de (*£^ (dx)) como
-  1
M = y A. M con y 1 A.P  < 
? 1 a. “ i'
y a^ (p,q)-âtomos con respecto a dx, para los que se define
M ( W  ) =ai
m(x)a^(x)dx;
con la quasi-norma dada cor el extremo inferior de las sumas I |A.p correspon-
i ' ^
dientes a todas las descomposiciones posibles (vêase [2]); sugiere las siguien- 
tes dcfiniciones:
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Llatnareinos t^^(w(x) dx) al subespacio de (w(x) dx)) formado por
aquellos funcionales ^
^  ' J j l  (*(x) dx) I ►
P - "
que admiten una descomposiciôn
' = i l  'f '^1
convergente en la topologîa de (w(x) dx)) tal que
—  -  1 
P
I . U i P  < ”
i ^
y las son (p,q)-âtomos de t.h. con respecto a w. Tambiên, para L e ^/^^w(x)dx)
llamamos
rf(L) = inf (I I
q .  ^ 1'
donde el inf se toma sobre todas las descomposiciones de la forma indicada. Cia- 
ramente
L 1---- ► (N^(D)P
q
es una quasi-norma sobre |^^(w(x) dx). Si
en la topologîa de (^. (w(x) dx)) con
F '  ^
I <
i=l
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y los (p,q)“âtomos de t.h. con respecto a w; entonces
p\i/pl l d U s  I  J q l  I I L J U S  I  JX. |  (  ( I  JX^|P)
i=l i=l i=l
Por lo tanto: para L e ^^(w(x) dx), ||L||* ( N^(L). En otras palabras, la inclu­
sion
^(w(x) dx) < ------ ► (w(x) dx))*
es continua.
Ya sabemos que la aplicaciôn
4> ; ,j0^(dx) -----► ^ ( w ( x )  dx)
dada por $( [îiQ ) = |moW] es una equivalencia de espacios de Banach. Pasando a los 
duales obtenemos la equivalencia:
dx))*  i £ ^ i d x ) Y
* ,dada por 0 (L) = L o 0.
TEOREMA III.2.4. Sea a = —  - 1. Entonces
' ' ' . .... — —— —  p '
$ dn ^(w(x) dx)) = H^(E) 
L q
y la restricciôn de $ ^^^(w(x) dx) es una equivalencia de espacios quasi-nor-
mados. Como consecuencia, obtenemos el hecho de que todos les espacios ^^(w(x)dx) 
coinciden como conjuntos y las quasi-normas son équivalentes, de forma que po­
demos hablar de un unico espacio ^^(w(x) dx). Este espacio es équivalente a H^(R) 
y por lo mismo, complète.
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DEMOSTRACION. Sea L e ^  ^ (w(x) dx) y sea
L = y A. La. con Y IA.1^  «
1=1 ^ ^ 1=1  ^ 1
y a^ (p,q)-âtomos de t.h. con respecto a w. Entonces
Ü  00 ^
$ (L) = y A. $ (L )
1=1 ^ a.
en (of (dx)) = H^(E)* . Pero
($*(L ) )( [m] ) = (L o$)( [m] ) = L ($(fm]))
a .  ^ a. Si ^ '
= L^ ( [mowj ) =
f eo
m(W(x)) a^(x) w(x) dx =
(B(y)) w(B(y)) B'(y) dy == m(y) a^ 
^ — 00
= I m(y) a_(B(y)) dy = ( [mj ).
' — 00 i
Asî pues:
$ (L) = y A. M
._*• 1 a.1=1 ^
Como los a^ 0 B son (p,q)-âtomos con respecto a la medida de Lebesgue, obtenemos 
que
$ (L) e B?(E) y 11$ (L)|| ( (const) N^(L).
hP(1)
El cambio de variables inverso nos darîa la otra mitad del teorema.
c.q.d,
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El teorema III.1.2 dice que multiplicande por el peso obtenemos una 
equivalencia entre el espacio f^^(w(x) dx) engendrado por âtomos de tipo homogê­
neo, y el espacio H^(E) de funciones de tipo analîtico.
Ahora vamos a extender este resultado para algunos p < 1. Esta vez 
obtendremos equivalencia entre t^^(w(x) dx) y el espacio de funciones de tipo 
analîtico H^(w(x)^ ^ dx).
LEMA III.2.5. Sea w un peso corn exponente crîtico q^. Sea 6 > 0 tal que w satis- 
face una desigualdad de Holder al revês con exponente 1+6. Sea 1 - ^  < p < 1 
y tambiên p > Entonces si a(x) es un (p,*)-âtomo de t.h. con respecto
w, existen q > q^Cl-p) + p y una constante (independiente de a) taies que 
(const) a(x) w(x) es un (p,g)-âtomo con respecto a w(x)^
DEMOSTRACION. Se deduce del lema 1.18 a serâ una funciôn con soporte contenido 
en I, tal que:
(i) |a(x)l ^
w(I)l/p
u ,  f ;( i i ) I a(x) w(x) dx = 0.
Sea b(x) = a(x) w(x). Puesto que el exponente crîtico de w(x)^ ^ es ^ 
^ q^d-p) + p, bastarâ que b(x) tenga momentos iguales a 0 hasta el orden
%0
Pero p > -T-r—  implica que
q^Cl-p) + p . l+q„
 p f = ■ f) ■
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Asî pues, solo necesitamos
£
fOO
b(x) dx = a(x) w(x) dx = 0
que no es otra cosa que (ii).
Sabemos, por el lema 1.18, que existen q > q^d-p) + p y una constan­
te, taies que se cumple (1.19), es decir:
Entonces
(-7 ï-p dx
w(x)^ w(x)^ ^ dx)^^^ (
( ( const )(-
I w(x)^ p dx
w(x) dx)1/p
-p dx
|b(x)|^ w(x)^ ^ dx)^^^ =
= (-
w(x)^ ^dx
|a(x)w(x)|^ w(x)^ ^ dx)^/^ ^
»fT\l/pw(I)^'^ j w(x)^ ^dx
w(x)^ w(x)^ dx)^^^ $
( (const)  TT- (
w(I) 1/p
w(I)  \l/p _
w(x)^”^ dx
)  -  (const)
(| w(x)^~Pdx)^/^
C * Q # cl *
Para el recîproco no tenemos necesidad de limîtar el rango de p.
127.
LEMA III.2.6. Sea p > 1/2. ^  b(x) es un (p^» )-âtomo con respecto al peso w(x)^ 
existen q > 1 y una constante (independiente de b) tales que
es un (p,q)-âtomo de t.h. con respecto a w.
DEMOSTRACION. La clave estâ en el lema 1.21. b serâ una funciôn con soporte con- 
tenido en un intervalo I tal que
I b(x) dx = 0
|b(x)| (
Sea
Entonces
r °®
a(x) w(x) dx = b(x) dx = 0
El lema 1.21 implica que existen: q > 1 y una constante, taies que:
1
  I w(x) %r(x) dx)^^^ ^ (const)(— 7^-----
(x)dx / I  j w(x)
dx)
1/p
Para este q:
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w(x)dx
|a(x)|^ w(x)dx)^^*^ = (y-- --  f I ^ w(x)dx)^^^ (
I  j w(x)dx ; I
[| w(x)^ w(x)dx
(w(x)) \(x)dx)^^^ $
.1-p
( (const)
w(x)^~P dx)^^P
(x) ^ dx
I---------------- ,
w(x) dx
(const)
(w(D) 1/p'
c.q.d,
En el lema III.2.5 la restriccion 1 - —  < p es bastante desafortuna-
^0
da ya que no existe relacion entre 6 y y para un peso dado w, 6 puede ser di- 
ficil de calcular. Sin embargo, dispondremos de los siguientes resultados.
LEMA III.2.7. Sea w un peso con exponente crîtico q^. Sea p > — , Supongamosu l+q^
que a(x) es un (p,«»)-âtomo de t.h. con respecte a w. Entonces
|(a.w)~(x)|P w(x)^ P dx 3 (const)
donde (const) no deponde de a.
DEMOSTRACIQN. a sera una funcion con soporte contenido en un intervale I y tal 
que;
(i) a(x) w(x) dx = 0
/ ». 00
(ii) |a(x)l $
( w(x) dx) 
;i
Ï/P •
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(aw) siempre tiene sentido ya que a as acotada y si > q^ w(x)x-£(x)
estâ en
L*^l(w(x) ^ dx)
(esto es sencillamente decir que w(x) es integrable sobre I) y w(x) ^ cumple
la condiciôn A ,.
Sea
I = «^(I) = C; + 2(I-Cj)
|(a.w)~(x)|Pw(x)^"Pdx = I ÿj^^^^(a.w)'^(x)P  w(x) dx ^
$ (
= ( *|(a.w)~(x)|^ w(x)^ ^ dx)^^^ w(I ) ^ .
Tomemos q tal que 1 - q = - — — para algûn q^ > q^ es decir ;
q = 1 + q1 > 1.
Entonces
|(a.w)^Xx)|P w(x)^"P dx $
qi-l
S (
* 1-P
q^-l
|(a.w)~(x)|^l w(x) ^1 ^ dx) *^ 1 w(I ) 
1
Teniendo en cuenta que w(x) ^1  ^cumple la condiciôn A ,:
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q^ -1
1 Si'l
( q* -—r (l/q])p * 1-p — •
( (constXj |a(x)w(x)| 1 w(x) dx) w(I ) 3
q,-i
( - Cw(D) (w(D) = (const)
1-P
q,-l
Asl pues;
(III.2.8) |(a.w)~(x)|P w(w)^ ^ dx 3 (const)
Estudiemos ahora
xi61
|(a.w)^Xx)|P w(x)^"P dx.
Si X ë I , es decir: si |x - C_| > |l|, tenemos
|(a.w)^\x)| = |v.p. liyl.yS.7l dy| 
X - y ^ '
*(y ) (x_y)(x-c:y a(y)"(y)dy|
y-c.
m o
x-y| = |x - C_ - (y-C )| % |x - C J  - |y - C,| %
t X - C,
|x - C J  |x - C,
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Entonces, para x é I:
|(a.w)~(x)| (
|y - C
x-7 T ~ T x-- o  - l = ( y ) | w ( y )  <iy s
(const)
|x-Cj| (w(D) 1/p
l|w(I)
Para w(x)^ ^ el exponente crîtico es
( qQ(l-p)+p = q^ - p(qg-l) < pCl+q^) - pCqg-l) = 2p
Asl pues w(x)^ ^ cumple la condiciôn Ag^.
Aplicando el lema 1.4 obtenemos;
^dx  ^ (const)( w(x_______
•'xél* Ix-C^I^P
I * w(x)^ dx $
(const) s (const)
. *.2p |i|P
1-p
En conseeuencia:
x4I
(a.w)~(x)|P w(x)^ P dx $
( (const) llP (w(I))P ^ w(x)^ ^ dx  ^
Xdl* |x-Cj|^P
l~p
^ (const)llp (w(I))^“^ ^yLJ-2 ) ---  = (const)
Es decir;
(III.2.9)
x4l
(a.w)^(x)|P w(x)^ ^ dx ( (const)
(III.2.8) y (III.2.9) dan (III.2.7).
c.q.d.
LEMA III.2.10. En las mismas hipôtesis de (III.2.7):
P*((a.w) + i(a.w)~)||P . ( (const)
Lf(w(x)l-Pdx)
independientemente de a.
DEMOSTRACION.
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|p'((a.w) + i(a.w)~)(x)|P w(x)^ ^ dx 3
( (const) |(a.w) (x) + (a.w)^ (x)|P w(x)^ ^ dx 2
(const)([ |(a.w) (x) + (a.w)~ (x)|^l w(x) ^1~^ dx) ^
1-p
%1-1
w(I ) ^1
donde, como antes, tomamos > q^. Asl pues:
|p^((a.w) + l(a.w)~)(x)|P w(x)^ ^ dx $
p/qj * 1-P
qi-1
6 (const)([ |a(x) w(x)|^l w(x) ^l”^ dx) ^ w(I ) ^1 3
Jl
q,-l
P 1-P
q^-i
$ (const) (w(I)) 1 w(I) ^1 = (const).
es decir:
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(III.2.11) |p„((a.w) + i(a.w)^)(x)|P w(x)^~^ dx ( (const)
Sea ahora x i  I*. Estimamos P^(a.w)(x) y P^((a.w)~)(x)
P*(a.w)(x) = sup I(P * (a.w))(y)| 
|x-y|<t
Tomemos (y,t) e eJ tal que jx - y| < t
|(P^ * (a.w))(y)| = I P^(y-u) a(u) w(u) du| =
= Ij (P^(y-u) - P^(y-Cj)) a(u) w(u) du| 3
|p^(y-Cj-0^(u-Cj>)I lu-C^I |a(u)| w(u) du =
Pero
p  . y-C_-G (u-C?) .
= J Y  |P'(------ 1------ t l^"^il |3^u)| w(u) du
|P'(S)| s j ° 2 2 2 i >  
(l+|s|)
de forma que:
|(P * (a.w))(y)| $
1 (const)
fy
(l-K
| -CTe-; ( u - C p T -2
t
(const)
-)
-® (t + |y-Cj-0^(u-Cj) I )
~  |u-Cjl |a(u)| w(u) du
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Pero
|x-C,
Por lo tanto:
{ 1 -  ~
|(P * (a.w))(y)| * _l2°sst)_ |I| w(i) p
|x-Cil
que es lo mismo que obtuvimos en (III.2.7) para |(a.w)^(x)| en puntos x d I
De la misma forma aue en (III.2.7) obtenemos
(III.2.12) * |p"(a.w)(x)|P w(x)^ ^ dx $ (const)
xél
Ahora estimamos ?n((a.w)~)(x) para x I
Py((a.w)~)(x) = sup |(P * (a.w)~)(y)| =
1x-yI<t
= sup |(^L * (a.w))(y)| = sup |((?) * (a.w))(y)|
Ix-yI<t 1x-yI<t
Como para
?(s) =
Tambien tenemos la desigualdad
1 + s^
|%'(s)| ( J=22S£> 
fl+|s|)^
la misma demostracion de (III.2.12) con ? en lugar de P conduce a:
(III.2.13) * |(Pn((a.w)~))(x)|P w(x)^"P dx ^ (const)
Xf^ I
135.
Asî pues:
1 * |P_((a.w) + i(a.w)~)(x)|P w(x)^ ^ dx 3 (const)
x é l
que, junto con (III.2.11) da (III.2.10).
c.q.d.
^0
TEQREMA III.2.14. Si w es un peso con exponente erîtico q^ y p > , existe
una equivalencia entre &^^(w(x) dx) 2. H^(w(x)^ ^ dx) que, para (p,” )-âtoTnos de 
t.h. estâ dada por
a(x) \----- 4. a(x) w(x)
DEMOSTRACION. En ^^(w(x) dx), considérâmes el subespacio formado por aquellos 
funcionales L que se pueden escribir como snmas finitas de (p,«> )-âtomos de t.h.; 
es decir:
‘  ■  l  ■ >  s
En (j(, la quasi-norma
L \-- ► inf { I jx.
j=l 3
donde el înfimo se toma sobre todas las descomposiciones finitas
n
j
es équivalente a N^. A
n
L = I . X. L e & .
j=i  ^ j
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le asociamos la funcion analltica definida en el semiplano superior
n n .
F(x+it) = (P * ( % X.a.w + i( % X-îa.w) ))(x) = 
^ j=l J  ^ j=l ' ^
n
= I  X.(P * (a.w + i(a.w) ))(x) 
i=i J ^ J :
Antes que nada, hemos de asegurarnos de que la aplicaciôn L F estâ 
bien definida. Es decir, que si tenemos dos descomposiciones atômicas-dif«rentes 
del miamo funcional L:
n
entonces
m n
* ( I X.a.w t i( I X.a.w)~)(x) 
 ^ j = i  ] : j = i  J ^
m m
= P+ * ( I + i( I T-Lb. w) )(x)
k=l * k=l
o lo que es lo mismo; si
en (w(x) dx)) entonces
n n
(P+ * ( I A.a.w + i( % A.a.w) ))(x) = 0 
^ j.i  ^ ' ]=i'  ^ ^
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Esto es fâcil de ver, ya que
n
0 = % X. L.
j=l ]
en (w(x) dx)) significa que para cada [l] e X i  (w(x) dx);
p “  ^ ^  - 1
n
I  X. l(x)a.
jsl J _œ J
(x)w(x)dx =
n
l(x)( % X.a.(x)w(x))dx = 0
i=i ] ]
esto impiica claramente que
n
‘i
(x) = 0
para casi todo x (en efecto
n
4»(x) = I  X.a.(x) 
j=l  ^ J
estâ acotada y tiene soporte compacte y es tal que para cada []] e (w(x)dx),
—  —  1
P
.00
l(x) «}>(x) w(x) dx = 0
Entonces
l(B(s))4(B(s))ds = 0,
es decir:
m(s) (J>(E(s)) ds = 0
para cada faj e , (ds). Se signe que #(B(s)) = 0 en casi todo punto porque
F - '
p - 1
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contiens suficientes fundones, por ejemplo, todas las funciones de cla- 
seÇ® con soporte compacte). Asî pues, la aplicaciôn L F estâ bien definida en 
Qty se sigue de (III.2.10) que es un operador lineal continue de en H^(w(x)^ ^dx) 
Ahora bien, como (X es denso en t^^(w(x) dx), este operador se extiende de forma 
ûnida a un operador lineal continuo L |— ► L.w det;^^(w(x) dx) en Hp(w(x)^ ^ dx).
Veamos que esta aplicaciôn es, de hecho, una equivalencia. Consideremos 
en H?(w(x)^ ^ dx) el subespacio (J, formado por aquellas funciones F que se pueden 
escribir como suma finita de (p,»)-âtomo con respecte a w(x)^ Es decir;
n _
F(x+it) = % X.(P. * (b.+ ib.))(x)
j=i J ^ 1 1 .
donde los son (p,»)-âtomos con respecte a w(x)^ Sobre este subespacio
^ Pil/Pi ► inf { ^
j=l ]
donde el înfimo se toma sobre todas las descomposiciones finitas, es una quasi- 
norma équivalente a N .®  es denso en H^(w(x)^ ^ dx). A la funcion
p,00
n
F(x+it) = ]] X.(P * (b.+ib.))(x)
j=l 1 ^ J ^
le asociamos el funcional L sobre (w(x) dx) dado por
F "  '
q  "(b./w )
(III.2.6) y (III.2.2) implican que la dcfiniciôn tiene sentido. Tambien es inme- 
diato que la aplicaciôn Fk-*- L estâ bien definida ya que si
n . n n ^
I  X.(P_ * (b.+ib.))(x) = P. * ( [ X.b. + i( I Xjb.) )(x) S 0 
j=l ] t ] ] ^ j=l ] ] ]=1 ] ]
entonces
n
I  A. b.(x) = 0
j=l  ^ ^
en casi todo punto . En consecuencia, para cada [ij e (w(x) dx)
—  -  1
P
n ». n b.(x)
X -  'j = I q  K x )  ^  w(x) dx =
J“j- J j -1 -°"
» n
l(x) ( J A.b.(x)) dx = 0.
-« . i=i  ^ 3
(III.2.6) implica que la aplicaciôn F j ► L que acabamos de définir en un ope­
rador lineal continuo de (S en l^^(w(x) dx). Como (Ç es denso en H^(w(x)^ ^ dx),
F k» L se extiende a un operador lineal continuo F |-- ► F/w de H^(w(x)^ ^ dx)
en ^P(w(x) dx).
Es claro que los operadores L L.w y F H- F/w son inversos el 
uno del otro de forma que tenemos una equivalencia.
C # ^  # d #
CAPITÜLO IV
APLICACIONES
§1. UNA GENERALIZACION DE LA TRANSFORMACION DE HILBERT.
Sea w un peso, W una primitiva de w y B la inversa de W. En (III.1) 
hemos establecido las siguientes equivalencies: f(x) estâ en *^^(w(x) dx) <=> 
<=> f(B(y)) estâ en H^(dy) f(x) w(x) estâ en H^(dx).
Ahora bien, para una funciôn f e L (w(x) dx)
Asî pues
(foB) (x) = v.p. . dy
X-y
= v.p
f(3(y>) w(B(y)> B'(y) dy _
x - y
v.p. [” f(B(y)),w(B(y) B ’(y) dy
/ 00
*v\ yy «vx^vyy u \ T
w(B(x)) - W(B(y)^
= v.p, f(s) v(s) 
w (b(x )) - W(s)
ds
(foB) (W(r)) = v.p.
f(s) w(s)
W(r) - W(s)
ds
f e C^^(w(x) dx)
<=> (foB)^ e L^(dx) (foB) (x) dx < "  <=>
(foB) (W(r)) W ’(r) dr =
(fcB) (W(r)) w(r) dr < «
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Por lo tanto: f e ^^(w(x) dx) si y s6lo si
" P -  r^
 —  00
estâ en L (dr). Por otra parte:
(fw) (x) = v.p. liZLïïizLdy
x - y  ^
f e ^^(w(x) dx) si y sôlo si
v.p f(s) w(s) r - s ds
1 1 estâ en L (dr). Asî para una funciôn g e L :
v.p,
W r T -^ G r
estâ en L (dr) si y sôlo si
v.p, g(s)
r-s ds
estâ en L^(dr). Es decir, para un peso w, el nûcleo puede ser utiliza-
do en lugar de l/(r-s) que es el nûcleo de la transformaciôn de Hilbert, para 
caracterizar H^. l/(r-s) es el nûcleo que se obtiene como caso particular tomando 
w(s) = 1.
§2. EQUIVALENCIA ENTRE EL ESFACIQ DE FUNCIONES RADIALES EN H^(E^) Y EL ESPACIO 
DE FUNCIONES PARES EN dr).
LEMA IV.2.1. Sea w(r) un peso par. Entonces para una funciôn f(r) que viva en la 
semirrecta positiva las siguientes propiedades son équivalentes;
(w(r) dr).
(ii) si^  g es la extensiôn par de f , es decir g(r) = f(r) ai r % 0 
g(r) = f(-r) ai r ^ 0; entonces g e (^(w(r) dr).
(iii)
f(r) = I  X a.(r) con I  |X | < «> 
i=l ^ ^ i=l 1
y los a J. son ( 1 )  -âtomos de t. h. con respecte a w que viven todos en [ o [, 
Tambien
f U i  ’ I lël Li
^  (w(r)dr) ^  (w(r) dr)
inf { I  Jx.|} 
i=l ^
donde inf se toma sobre todas las descomposiciones permitidas en (iii); son nor­
ma s équivalentes.
DEMOSTRACION. (i) (ii): Si f e <^^(w(r) dr) entonces
f(r) X^o „^(r) = f(r) = P  a.(r)
143.
en casi todo r e E, con
I  JX.| ( (const) I |f I I . 
i=l ^  (w(r)dr)
y los a^'s son (1 ,<»)-âtomos de t.h. con respecte a w. Entonces
f(-r)xj,^^Qj(r) = f(-r)x|ÿ ^^(-r) = f(-r) = X^a^(-r)
para casi todo r e E.
Para j = 1, 2, ... llamemos bj = a^. Para j = -1, -2, ... llamemos 
bj(r) = Bj(-r). Del hecho de que w(r) es par, se deduce inmediatamente que para 
j = -1, -2, ..., bj es un (l,«)-âtomo de tipo homogêneo. Sea Xg = 0 y b^ = 0. 
Entonces, en casi todo punto:
g(r) = f(r) x|-Q^ ^^ (r*) + f(-r)X]_, (^(r) =
= i . X.a.(r) + I  A.a.(-r) = J^ X, >b.(r) 
i=l 1 1 i=l - = ]
Asî pues: g(r) estâ en ^^(w(r) dr) y
00 oo
l U H . i  ( I . iA|4|l = 2 I 1 $ (const) I |fl I
fo (w(r)dr) -<» i=l (w(x)dx)
(ii) => (iii): Como g(r) estâ en |^^(w(r) dr), se tendrâ:
co 00
g(r) = I  X.a.(r) con T |X.| ï (const)||g|| ,
i=i ^ ^ i=l 1 ^^(w(r)dr)
y los a^ (1 ,«>)-âtomos de t.h. con respecte a w. g es par, por lo tanto g(r) = g(-r)
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g(r) = ~  (g(r) + g(-r)) = I X.(a.(r) + a.(-r)) =
 ^ 1=1 ^ ^ ^
' . 1
a^(r) + a^(-r)
Entonces
Llamemos
® a.(r)+a.(-r)
f(r) = g(r) X[o_.[(r) = X. - ^ — 5-------- X[p .[(r)
a.(r) + a.(-r) 
b,(r) = ------- 2 r)
Si a^ vive en [bj®t, bu(r) = aj^(r)/2. Si a^ vive en , bu(r) = a^-r)/2,
Si el soporte de corta a la vez a | j ) [  y ] ,o] tendremos:
bu(r) w(r) dr =
a.(r) + a.(-r)
------ -—   w(r) dr =
«> a.(r) + a.(-r)1 f" a.ir; + a^
" 2 J_= 2
w(r) dr = 0
y, si es el intervale cerrado mâs pequefio que contiene al soporte de a^, clara­
mente
Asî pues, en cualquier caso b^ . es un (l,®)-âtomo de t.h. con respecto a w. Enton­
ces
f(r) = 51 X.b.(r)
i=i ^
implica (iii) y aderaâs
inf { i .|X.|) i I lg| I 1
i=l <2 (w(x) dx)
donde el inf se toma sobre todas las descomposiciones en âtomos que viven en la 
semirrecta positiva. Que (iii) => (i) es trivial y tambien
I | f |  1^1  s  i n f  ( I
^^(w(x) dx) i ^
donde el inf se toma sobre todas las descomposiciones permitidas en (iii) 
(IV.2.1) es verdad en particular para w(r) = 1 en cuyo oasc
(w(r) dr) = fo^(dr) = H^(E).^^(w(r
c.q.d.
TEQREMA IV.2.2. Una funciôn radial F(x) = f(|x|) definida en estâ en H^(E^) 
si y sôlo si
X.a.(r)
para casi todo r, con
I  Jx l^ < »
i=l ^
y siendo cada a^ (1,» )-âtomo de t.h. con respecto al peso |r|^  ^y que ademâs 
vive en la semirrecta [o » £. Tamfaiên
donde el inf se toma sobre todas las descomposiciones mencionadas, es una norma
équivalente a M f I I .
-----------  h^(e")
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DEMOSTRACION. Sea F(x) = f(|x|) una ^nciôn radial en F admitirâ una
descomposiciôn atômica
F(x) = 5 !   ^' A .(x)
i=i ^ ^
con
l  .Uil ( (const) I 1f| 1 . ,
i=l ^ Hi(E*)
cada Aj, con soporte contenido en una bola tal que
A.(x) dx = 0 y |A;(x)| S ^
(la descomposiciôn atômica para funciones de H (E ) es équivalente a la duali- 
dad establecida por Fefferman y Stein en ([?]). Ahora bien, como F es radial, 
tendremos para casi todo r > 0:
f(r) =
'n-1
F(rx') dx' =
'n-1 %n-l
J A_A^(rx')dx' =
00 . 00
= I. X -T^  r A.(rx’) dx' = I  x.a.(r)
i=l I n-1' , i=l
n-1
donde llamamos
|A^(rx')|dx'
n-1
para r ) 0. E . es la esfera unidad en E^, es decir 
n-1
= {x e E* / |x| = 1}
y dx* es la medida de Lebesgue sobre dicha esfera.
Veremos que (const) a^ es un (1,®)-âtomo de t.h. con respecto al pe­
so |r|^ ^ para todo i, donde (eonst) no depende de i. En general demostraremos 
que si A es un âtomo en , es decir: una funcion con soporte contenido
en una bola B, tal que
j  ^ A(x) dx = 0 y |a(x)| $
entonces si para r ) 0 hacemos
a(r) = A(rx*) dx*,
n-1
existe una constante (independiente de A) tal que (const) a es un (1,®)-âtomo 
de t.h. con respecto al peso |r|^” .^
r^+6
Sea r^ = dist (0,B) y sea 6 = diam (B). Entonces a tiene soporte contenido en
el intervalo ^^.r^+Ô[
a(r) r^’  ^dr =
0 ' n-1
A(rx*) dx*)r^ ^dr =
'n-1
= (const)
. n
A(x) dx = 0
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En cuanto al taraaîio de a(r) siempre tenemos la desigualdad;
|a (r ) |  = T Y - - T  I
'n-1' •*
A(rx*) dx* 3
'n-1
T C i r ]
|A(rx*)|dx' (
'n-1
(const)
»n
Si Tq < 6, esta desigualdad es suficiente para asegurarse que
En efectp
i(r)| 3 (const)
dr
1 ^ r^ ^ dr 3 (Tq+6)^  ^ ô 3 (const) 6^ 
^0
Asî pues
(const) ^ (const)
.n
0
Si r^ > ô, vamos a obtener una estimacion mâs précisa del tamafio de 
a(r)|. Consideremos N rotaciones {p^, taies que las bolas
sean disjuntas. En nûmero N serâ jr^ ^  es decir; la parte entera de
(rg/6)^ ^ . Para cualquiera de estas rotaciones p^, se tiene:
I A(p.(rx*)) dx* =
V l  '=n-l
A(rx*) dx*.
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Asî pues;
a(r) = A(rp.x’) dx’
'n-1
para cada j y por lo tanto;
a(r) = » I
N
j=l ' n-1
A(pjrx') dx’
'n-1
T V Ï Ï J
N
% A(p.rx’) dx’.
=n-l 3=1
— 1
Para r fijo, cada rx’ pertenece a lo mâs a una de las bolas p^ (B); de forma 
que, de hecho, la suma
N
I A(p. rx’) 
j=l ]
tiene a lo mâs un ûnico sumando para cada x ’. Por elle
N
\ l A(p rx')|
j=l
Entonces
|a(r)| 3
(const)  ^ 1 (const)
g"
2 ^n-1
- (ccBSt) ^ (const)  ^
rg'l.g ' (rg+g)"“^g
(coAst)
0
Asî hemos visto que a(r)/(const) es siempre un ( 1 ,<»)-âtomo de t.h. con respecto 
al peso |r|^ 1. De esta forma obtenemos la descomposiciôn buscada
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r ai(r)
= I x.(oonst)
y vemos que:
I |X .| (const) s (const) ||f || 
i H^(l“ )
Supongamos, recîprocamente, que
f(f) [(r) = X.a.(r)
para casi todo r y cada a^ es un (l^)-âtomo de t.h. con respecto al
peso IrI ^  1 que ademâs vive en [o,® [.
En general, sea a(r) un (1,^ )-âtomo de t.h. con respecto al peso 
|r|^ 1 y que ademâs viva en [o^ [. Sea ^r^, r^+ë] el mînimo intervalo cerrado 
que contiene al soporte de a. Que a es un âtomo significa*.
a(r) r^ 1 dr = 0 y |a(r)| 3
dr
"■o
Asociemos a a la funciôn radial A(x) = a(|x|) definida para x e Mediante 
este procedimiento asociaremos a cada atomo a^ de la descomposiciôn
una funciôn radial A^(x) = a^(|x|). Entonces la funciôn radial
F(x) = f(|x|) = I  A.a.(|x|) = I  X,A.(x) 
i=l ^ ^ i=l ^
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Volviendo a nuestro âtomo general a(r) con soporte eontenido en 
[r^jr^+ôQ estudiaremos la funcion radial A(x) = a(|x|) a que da lugar. Necesi- 
taremos distinguir dos casos. Primero si r^ < Ô existe una constante (indepen­
diente de a) tal que (const)A(x) es un (1^ )-âtomo en h 1(e ’^). En efecto A(x) 
vive en la bola de centro 0 y de radio r^+ô.
&
n A(x) dx = a(r) r^~l dr = 0
|A(x )| = |a(|x|)| 3
(const)
(Po+Ô)n
C ■ > V ‘ar
0
(const)
B(0,rQ+6)
(const)
(rQ+«)"‘^6
Si 6 < r^ todavîa podemos descomponer A como combinacion lineal finita 
de âtomos en H^d^) con la sum a de los valores absolutos de los coeficientes aco­
tada por una constante (independiente de A). En efecto, hacemos una particiôn de 
la regiôn
Tq < |x| < r^+ô en N + 1
"cubos esfêricos" Qj de medida 3 (const) 6^, y ponemos
A^3)(x) r A(x) X,
Q j ( x )
Claramente
A(x) = I  = I  ^ N A ^ ^ ^ x ) .
]=1 j=l
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S
Pero NA^3)(x) es un âtomo en K^d^) para cada j. Ante todo A^3^(x) tie­
ne soporte contenido en B^, la bola mâs pequeha que comtiene a Qj. Tendremos:
BjI 3 (const) 6
n
donde (const) no depende de A ni de j. Tambien 
1 A^3)(x) dx = A(x) Xn (x) dx = (n Qj ^0*I(r) r^"ldr)
^0
. ( x^ (r x') dx’) = 0. 
:n_l
Por ûltimo
n-1
n-1
3 (const)
(const) ^
(rQ+6)""^« '
(const) ^ (const)
(r_+6)*"l6 ^
Asi pues, sea r^ < 6 o 6 < r^, siempre tenemos
A(x) = ^ a. B^3^(x)
j ]
donde son âtomos de H^ Cll’') y
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^ la.I ( (const)
j ^
independientemente de A. Volviendo a nuestro problema concrete donde tenîamos
F(x) = f(|x|) = I  X. a.(jxj) = I  X.A.(x) 
i=i ^ 1=1 ^ 1
podemos descomponer cada A^(x) coino
A.(x) = I  o.. B.J (x) 
j=l ^
( i ) 1
con atomes en H (£) y
j=l
independiente de i. Per lo tanto
^ |a..| 3 (const)
CO OO , OD 23
F(x) = I  . X .( I  o B^i)(x)) = I I X a..Bp^(x) 
i=l ^ j=l ^ i=l j=l 1 1
que es una descomposicion atomica con
I I .1 I = I  .l\l ( I  ^ (const) I Jx^l,
1=1 1=1 ^ 1=1 ^ 1=1 1=1 ^
que nos dice que F e H^(R^) y
||f|| ( (const) I  jX.j
H^(R") 1=1
Llamemos ,(&^) al subespaclo cerrado de H^(E^) formado per aquellas 
funclones que son radiales. Llamemos  ^dr) al subespaclo cerrado de
rema IV.2,2 puede enunciarse de la siguiente forma;
^  (|r|^ dr) formado por las funclones pares. En vlrtud de (IV.2.1), el teo-
TEOREMA IV.2.3. La aplicaclôn
f(r) i ► F(x) = f(|x|)
es una equlvalencla entre los espaclos normados (^^^^(1^1^  ^dr) Z.^rad^^^^ 
El teorema III.1.2 nos proporclona otra equlvalencla:
f(r) (----- > f(r) |r|^~^
ontre^^^(|r|"'^ dr) y
Introduclendo esta equlvalencla en (IV.2.3) obtenemos:
CORQLARIO IV.2.4. La aplicaclôn
F(x) = f(|x|) \--- - f(|r|)|r|^“^,
es una equlvalencla entre H^^^(I^) %  H^_^(&).
Utlllzando de nuevo el lema IV.2.1 y llamando H^(E) al subespaclo de 
H(E) formado por las funclones que vlven en [o,»[, obtenemos:
CORQLARIO IV.2.5. La aplicaclôn
F(x) = f(|x|) 4---- ► f(r) r”“^ ^[p
es una equlvalencla entre Z. H^(&)
§3. TRANSFORMADAS DE RIESZ DE FUNCIONES RADIALES
Vîmes en (IV.2.5) que una funeion radial en 1^, F(x) = f(|x|), estâ
en si y solo si la funclôn de una variable
f(r)
estâ en H^(R). Por otra parte, estâ formado por las funclones F en L^(l^)
taies que para cada j = 1, ..., n la j-eslma transformada de Rlesz
(RjF) (x) = v.p.
x--y
estâ tamblên en L^(E^). Por tanto, parece natural Investlgar la relaciôn entre 
las transformadas de Rlesz de una funclôn radial en F(x) = f(|x|), y la 
transformada de Hllbert de
f(r)
El estudlo de eâta relaciôn ccnduclrâ a una demostraclôn de (IV.2.5) sln utlll- 
zar la descomposiclôn atômlca de H^(E^).
La primera observaclôn que hemos de hacer es que para una funclôn ra­
dial F(x), las n transformadas de Rlesz no son esenclalmente dlferentes. Existe 
una funclôn radial (RF)(x) tal que para j = 1, ..., n
1 *1
(IV.3.1) (RjF)(x) = - ^  (RF)(x).
En efecto; R.F se obtlenc convolvlendo F con la dlstrlbuclôn v.p. — ‘hrr?
: . . I ’'!
convoluclôn tlene sentldo como valor principal). Pero
v.p n+1
_i_ J _ ( _ i __ )
n-l , ,n-l
Asî pues, para F(x) = f(|x|) suficientemente buena
(RjF)(x) = v.p.
£
n
x.-y.
'■ n+1
X-y|
1 a
n-l ax.
] '
G(x) = F(y) dy
es una funcion radial. Sea G(x) = g(|x|). Entonces
^ G ( x )  = E ’(lx|)
y por lo tanto, si |x| = r y l e s  cualquier punto en la esfera unidad ten-
dremos:
(R.F)(x) ^  d i  i _ (
n-l |x| dr .n
F(y)
|rl-y|
n-l dy)
que es (IV.3.1) con
(RF)(x) = ^  (
|rl - y I
F(v) n-l dy)
1
(RjF)(x) = - ^  (RF)(x) ^
X?
|(R.F)(x)|^ = ---— iy |(RF)(x)d »
(*1) |x|
I |(R.P)(%)|2 : ---l_|(RF)(x)
3=1 (n-l)
Asl pues
(IV.3.2)
n
(RF)(x)l = (n-l) { I |(R.F)(x)p} 
1=1 ]
2.1/2
For lo tanto
l(R.F)(x)| f ^  l(RF)(x)|
para j = 1, ...» n y tamblên
n
|(RF)(x)| s (n-l) I |(R.F)(x) 
3=1 ^
de donde se sigue que para una funcion radial F(x) en el hecho de que todas 
las transformadas de Riesz (RjF)(x) esten en L^(E^) es équivalente al hecho de 
que (RF)(x) este en L^(l^). En otras palabras; el operador radial R caracteriza
" L e " ) -
Ahora vamos a ver el operador R como un operador en la recta aplicado
f(s) «""1 X[o^j(s).
Si |x = r, tenemos:
(RF)(x) = ^  ( .n F(y)
rl -  y
in-1 dy) =
= & <î:f(s) (
V i
ira dy') ^s) =
158,
= v.p.
J <
f(s) s“-d ^  ( dy’
I |n-l
)ds
Llamemos
= -jI  ( izl
V i  sy
11 n-l
l/.n.Entonces, para una funcion radial F(x) = f(|x|) en L (I ) o, lo que es lo mis- 
mo, f(r) en L^( [o,«» [;r^ ^dr); tenemos:
F(x) esta en H^(E^) <=> (RF)(x) estâ en L^(E^) <==
.p. [ f(s) s^ ^5^(r»s) ds estâ en L^([o,®[;r^ ^ dr) 
'  0
Calculemos explicitamente el nucleo.
 —  =  f
I n â - s y M " - '  J
dy’
(r^+s^-2rs
= c
(sin 6)^  ^d6
n
0 (r^+s^-2rs cos0)(n-i)/2 *
c^ depende tan solo de n,
Muckenhoupt y Stein han estudiado con ’'mctodos complejos'* el espacio 
de funciones f(r) en L^([o,<^Q r^^dr) tales que
v . p f(s) s^^J^(r,s) ds
)Stâ tambiên en L^([p,'»Q dr), con
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%
(sin 0)2X-1
0 (r^+s^-2rs cos0-)^
dS).
Vease |ll|. Para X = obtenemos el espacio de funciones radiales en H^(E^) 
En general estudiareraos el nûcleo
'R\jr,s) para X %
Como primer paso analizamos la situacion para X = 1, es decir, n = 3 
En este caso el nucleo se puede calcular muy fâcilmcnte. En efecto;
rTT'
. f ! *  .
rTT
0 r +s -2rs cos©
2rs sin 6
2 2
0 r +s -2rs cos0
d6 =
Entonces
^  (r^+s^-Zrs cos6)|g = ^  log { ( ^ ) ^ >
2s 3r ( ( ^ )  ))
= -(const) (g — 2 * ~ ^  )
r - 8 r s
Saberoos que:
(IV.3.3) F(x) esta en H^(E^) <=>
<=> v.p. f(s)s^^^r,s) ds esta en L^([o.«>Qr^ dr) <=>
v.p. f(s) s^(r^^rgS)) ds esta on L^([o,'»[)
Estamos, por tanto, interesados en el nucleo:
'^5^(r,s) = -(constX^ï-y + I  log | ^ | )  =
r:.s2 ^
= -(oonstx-j;^ + + I  log 1 ^ 1  )
Por lo tanto:
(IV.3.4) v.p, f(s) s^(r^^(r,s)) ds =
= “(const)(( f ( s ) s \ ^ s ) ) ' ^ ( r )  - (f(s)s^x^Q*[<s))~(-r) +
f(s) s^ i  log 1 ^ 1  ds.
LEMA IV.3.5. Si g(r) vive en 0^,«> [ y estâ en H^(E) (es decir; g(r) estâ en 
H^(E)), entonces:
g(s) J  log ds estâ en L^( [o « [).
DEMOSTRACION.
l-iog r-s
es un nûcleo positive. Lo descoraponemcs utilizando el desarrollo en serie de Tay­
lor de la funciôn analîtica
= 2(a t S- + a_ + .
3 5 2k+l
• + # k + r  *  •••)
para |a| < 1.
Para s < r;
I  l a - log
XDX.
1 ,s.2k+l .
• + 2kTI (?) + •••)
5,1 1 1 s'* 1 3^’'
2 (? + 3 - 3  + 5 - 5  + ••• + â5T-25Ï 
r r r
Fara r < s:
I  log
1,2
• + 2 i &  + •••) °
"f—  I 1 I 1 1
2( 2 + 3 -4 + 5 -6 + ••• + 2 ^ 1 - 2 5 2
s s s s
+ ... )
Por lo tanto
g(s) i  log 1 ^  ds =
rr (
g(s) -  log 1 ^ 1  ds + g(s) -  log 1 ^ 1  ds =r-s r-s
= 2{(i
rr 1 1 
g(s) ds +
0 r
rr
g(s) ds + T-i" 
0  ^r^
rr
g(s)s ds +
_ i  L _  r  f
2k+l „2k+l J .  f=
2k
;(s) S ds + . . . ) +
+ (r d f i d s
r s
Sifl ds + 1 rS S^ ids +
r s'* ^ > r  3®
^ 1 _2k+l
+ 2ktl
,00
e(s)
r s
2ki2
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Vamos a ver ahora que para cada k 0, lo operadores:
g(r) I , (\g)(r) = ^  J g(s) ds
g(r) \--- " (B^gXr) = S(s)
r s2k+l
ds
son acotados de H^(E) en ( [ o [) y ademâs sus nomas como operadores de 
H^(E) en L^(fo,«>[) forman una serie convergente. De hecho, para cualquier k % 0, 
es un operador acotado en ([o ^  [). Basta aplicar el teorema de Fubini
(Bj^g)(r)|dr = 1 p2k+l
2k+l f ^ d s l  dr ir s
 ^ 2k+l
2k+l r  k(s)i
r s2k+l
ds dr =
2k+l&  i : < j dr) |g(s)2k+l ds =
2k+l 2k+2
|g(s)| ds < «
Tambiên vemos que
de forma que
IR II < _ i  1_
k'I * 2k+l 2k+2
I  1 < » •
Si k > 0, tambiên A, es un operador acotado en L^(Q),«»Q. La demostraciôn es la
misraa :
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I(A^g)(x)|dr =
0 J 0
1 1
rr
g(s) ds| dr (
« 1 q J q Is (s )| s^’' ds dr =
2k+l
dr ) |g(s)| 8^^ ds =
s r
2k+l
2k+l 2k Iq lë(G)|ds < 00 •
Tambiên vemos que para k > 0
l\ll s
1 1
2k+l 2k’
de forma que
I  l l \ l l  <” . 
1
Para k = 0 el argumente falla ya que
dr/r = «.
Estâ claro que Aq no aplica L^([b,ooQ en si mismo. Por ejemplo si g =
entonces
Ag(g)(r) =
1 si 0 < r $ 1
1/r si 1 < r
que no estâ en L^ (|[o,oo[).
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Sin embargo es un operador acotado de H^(l) en L^(Q)»” D *  En efec­
to: si a es un âtomo y el intervalo mâs pequefio que contiene al soporte de a es 
I = 0?Q,rQ+6^, rQ,ô > 0; entonces Ag(a) tiene tambiên el soporte contenido en I, 
ya que
a(s) ds = 0.
Tambiên
Ag(a)(r)| = Ip
rr
a(s) ds 3 ja(s)|ds ^ l’Y]”
Asî pues:
Ag(a)(r)| dr (
m
dr = 1
Esto termina la demostraciôn de (IV.3.5).
c.q.d,
(IV.3.5) junto con (IV.3.3) y (IV.3.4) inplica:
TEOREMA IV.3.6. Ei f(s) s^ estâ en H^(E), entonces la funciôn radial definida en
como F(x) = f(|x|) estâ en H^(E^) y
1|f |I $ (const  ^ I|f(s) s^ll
H^(E4 H
Este resultado estâ contenido en el coroLario IV.2.5. pero ahora la
3demostraciôn no se basa en la geometrîa de E y puede ser extendida a los casos 
no euclîdeos estudiados por Stein y Muckenhoupt en [il] .
Para X ^ 1/2, consideraremos el nûcleo r^^'^.(r,s) donde
= s  Â (|o JlXL OOS0-)"
En particular para X = (n-l)/2 con n entero positive, obtenemos el nûcleo corres-
n
pondiente a las transformadas de Riesz de una funciôn radial en E .
K^(r,s) = ( sin 0 )
2X-1
2 2
0 (r +s -2rs cos&)
^-dO = K^(s,r)
Por tanto, podemos suponer s < r. Entonces:
rîT
l^(r,s) =
(sin 0)
2X—1
0 (r^+s^-2rs ces
d0 =
rTT
2X
(sin 0>
2X -1
de
(1 + (“ ) - 2(“ ) COS 0")
Pero para 0 < a < 1:
(sin
0 (1 + a - 2a COS 0)
de =
^ (l-t^)"^/^ (l-t^)^"^dt
-1 (1 + a^ - 2at)^ -1 (l+a^-2at)^
Para calcular esta integral utilizam.s el desarrollo en polinomio de Gegenbauer
(IV.3.7) = I ci(t)
(1 + “ 2at-)^  k=0 ^
(vêase [s] volûmen II, pagina 177, fôrmula (29)). Entonces
^ dt
—1 (1+a -2at) i:. (l-t^) ( I cht) a*') dt =k=0
= I  a'
k=0
Ahora para calcular
-1
C ^ ( t )  dt
utilizamos la fôrmula (20) de la pâgina 283 del volûmen II de que dice:
-1
(1-t^-)^ ^ "C^ (cosa COS0 + t sin a sin $) dt =
.2X-1
En nuestro caso cos a = cos g = 0 y sin a = sin g = 1* es decir a = g = tt/2. 
Entonces
Ahora utilizamos la fôrmula (19) de la pâgina 175 del volûmen II de Isj, segûn 
la cual:
donde
0^(0) =
(-I)^(X)
—
si k es impar
si k = 21 es par
= x a + 1) ... (x+ i-i) =
Por tanto:
-1
(l-t^*)^‘’^ C^(t) dt =
0 si k es impar
2 — _— K*  1)^ si k=21 es par
r(2X + k) ' II '
Asî pues:
 ^ dt
—1 (l+a —2at)
= l a
1=0 r(2i + 2A) (lî),\2
Pero
(21)! (r(X))‘ ((X),2  « X ) , ) 2  r(2i+i)(r(x))2 ( % ^ ) "
r(2i + 2X) (lî)^ r(2i + 2x)(r(i+i))^
- r(2iti) / r(i+x) ,2 
" r(T2i+2xy ^"Tu+ïT"
La fôrmula (4) de la pâgina 47, volûmen I de [s] da la siguiente ex- 
presiôn asintôtica:
'rT f ^ ')' ' z*'^(1 + I  z"’’(a-6)(ci+B-l) + 0(z'^),
Asî obtenemos, para 1 ^ 0:
Para 1 = 0  obtenemos una constante que depende de X. Asî pues:
^  = (const) + I  afl 1  (l + Q ( h )  = 
-1 (1+a -2ar) 1=1
= (const) + Y (y- + 0(-|-)) =
1=1 ^  1
= (const) + 2 I  + 0(^)) =
1=1 1
00
= (const) + |- I 2Y ^  + I 0(-~) =
1=0 1=1 1
= (const) + i  log + I  0(-4-)
1=1 1
Asî, para s < r;
Kj^(r,s) =
r -1 (1 + (S.)^  - 2(p)t)^
= -|x- ((const) + I  log 1 ^ 1  + I (p)^^ 0(-|)) 
r ^ 1 = 1  1
y, por lo tanto
* 1
■ = 1 - - i r r * " = 1 1 3  *r r r -s r s
«21 .
+ I 21 + 2X + 1 
1=1 r
- r f(const) 1 _2  y s^^ .Uy
” ^X 2X+1 ~ 2X-1 2 2 21+2X+1
r r r -s 1=1 r
Entonces para s < r, nuestro nucleo es:
■ = . ^  •  1 ,  - i S r  » < r »
r -s 1=1 r
- ê r « < T »
1=1 r
169.
A continuaciôn estudiamos la situacion para s > r.
K^(r,s) = K^(s,r) = ((const) + g  log +
&
+ I  ( f ) ’'’- 0 (4 ) ). 
1=1 1
Entonces
= 4  3? ( f  I B  + i  ° 4 )  =
s 1=1 1
4 ( ?  I B I  + y  4 ^  «(?))
& # -r r 1=1 8
C 2 00 21+1
s r r -s s 1=1 s
Para s > r el nûcleo sera
21+1
r^^1l,(r,s) = C , { - ( | > ^ - ^ 4 4 , , 0 ( l ) S _ ,
r -s s
21+2X+1 .
+ y  ’"21+2X+2 ' =
1=1 S
21+2X+1
^  21+2X+2 ^^1^^
1=1 s
Entonces
,00
v.p. (f(s) s^^)(r^^.(r,s)) ds =
170.
K 2X.= C^{(const) ^  1 f(s) 8^ "ds - v.p. (f(s)s-^S ds + r-s
(1 - (-)*^^“^) —  (f(s)sf^)ds + 
s r-s
r
(f(s)s-^^)— ^  ds + -r-s
•^ r
(1 - (->^1'^) 4 -  (f(s) s-^ l) ds t 8 r+s
I ---■■■ r
1=1 fZi+i
(f(s)s*^^) s^^ ds 0(i) +
+ 0(1) j (f(s) s-^ )^ - 5^  ds +
+ I  r 
1=1
21+2X+1
(f(s)s- ) 21+2X+2 0(^)}
r s
La situaciôn no es muy diferente del caso X = 1 estudiado previamente
v.p, (f(s)s^^) -i— ds = (f(s) s-^^)^(r); 
r-s
(f(s)s^^) ds = (f(s) 8-^^)~(-r)
-r-s
K f(s) s-^ ^ds = Aq (f(s) s-^^)(r).
Sabemos que A^ es acotado de H^(I) en L^([p,‘» Q .  Para 1 > 0;
21+1 (f(s)s^^)s^^ ds = (21+l)A^(f(s)s^^)(r)
y A. aplica L^([o,‘»[) en si mismo con norma 0(-4). Tambiên 
^ 1^
21+2X+1
(f(s) s- ) 21+2X+2
= (2(1+X) + 1) B^^^(f(s) s-^^)(r)
171.
y aplica en si mismo con norma 0(---
(1+X)
Los ûnicos operadores cuyo comportamiento nos falta analizar son:
g(r)
f
g(r) f
4 g  6(s) ds = I
00 2X-2 2X-2 .Sr - r _______^
2X-2 r-s
r s*
g(s) ds
X ) 1/2, es decir 2X - 2 ^ -1. Estudiemos el operador
g(r) \--- ► s“ - r“ 1
r s
a r-s
g(s) ds; a i -1
Para a % 1,
r 00 a a s - r
r-6 g(s) ds = -
r 00 a a 
s - r
s - r ar s
~  g(s) ds
g(r) f-
a a . 
s - r 1 g(s) ds
es un operador positivo.
—— —  $ (const) s^  ^
s - r
de forma que;
” s“-r“ 1
1 '1,0 ;r s“
g(s) dsj dr < (const)
o : ^
ds dr =
172;
c<i:= (const) I (I dr) I ^ (const) |g(s)Ids
Asl pues, para a % 1, nuestro operador es acotado en ( [ o [).
Sea ahora 0 < a < 1. Entonces s^ - r^ 3 (s-r)^. Asl
CL a
s - r ^ __ 1
s - r (s-r)
1-a
Ahora bien:
i :
r" a a
 ?  S(s) ds| dr Î
r s
1___  jg(s)
, vl-a a 
r (s-r) s
ds dr =
iy  .) iiis li ds = f l 4^ ) M ill ds =
0 (s-r)l*° s'*
ra> ,g
o \  ul-"' s'*
= (const) |g(s)| ds.
Memos visto asl que para cualquier a > 0 el operador estâ acotado en 
L^([p,»[[). Para a = 0 obtenemos el operador 0.
Consideremos el caso -1 < a< 0, es decir a = -0 con 0 < 0 < 1. Enton­
ces
g(s) ds =
1 1
■ 1
*■“ - 1 g(s) ds = I M g(s) ds
j 4 /_P S-rr s: a s-r r 1/s
=1. 1/s0 s-r
g(s) ds =
173.
r" 8* . r*
r r9
g(s) ds
Pero
sf - ^ (s-r)G
s - r  s - r
(s-r) 1 - a
Asî pues
f” s® - 4  1
r ra s-r
g(s) ds| dr $
1 1
ë : — n z ë  |g(8)| ds dr = 
(s-r)
r s
1 1 d
= ( — q  r-s-du) |g(s)| ds ^ (const) |g(s)|ds
^0 0 (i-u)^"* ;o
Por lo tanto, tambiên en este caso tenemos un operador acotado en L^([o,«>Q.
Queda por considerar el caso a = --1 que corresponde a A = 1/2, es decir 
a n = 2. En este caso
1/r - 1/s __
1/s s~ g ( s )  ds = J — g(s) ds =
g(s) ds.
Este operador es acotado de H^(E) en L^([o,® [) ya que para un âtomo a(s)
174.
tv
a(s) ds = ---
r a(s) ds = -Aq (a)(r).
A continuacion estudiamos el operador
g(r) f
De hecho
g(r) f" r+s g(s) ds
es un operador acotado en ( Q ) [), ya que ;
Asl pues, tenemos que considerar unicamente el operador
g(r)
Si 2A-2 % 0, es decir, si X % 1 entonces, puesto que  ^ ^ 1 el es-
tudio se reduce al del operador
r+s g(s) ds
que ya sabemos que es acotado. Consideremos ahora
g(r)
con 0 < 3 < 1, es decir:
g(r) (“
,00
(f)^ S(s) as.
Entonces
C'l
r» B
S
r r^(r+s)
g(s) ds| dr ( f [ "4- ds dr =
^ 0  r^ 8  "G
= [ (f W "-'^  ds = (const) |g(s)| ds.
-'0 Jo r s "P -'O
y vemos que el operador as acotado en L^(Q),°oQ.
Queda por estudiar el caso 0 = 1, es decir:
g(r«) 1 i-j p 4 g  S(s) ds
Llamemos
- C
G(r) = g(s) ds.
Integremos por partes suponiendo que g estâ en H^(î).
I F  as : 1  j 4 ; g ( s )  ds =
G(s)
(r+s)
ds) =
1  i
2 r G(r) - G(s)
(r+s)
1 1 
2 r
rr
g(s) ds -
(4 [ g(t) dt) — -— 5* ds = - 4  A (g)(r) 
r ® Jo (ns)  ^ 0
An(g)(s) ------2
(r+s)^
ds
Aq es acotado de H^(E) en ( [o [) y el operador
h(r) ( — ► Ç  h(s)
(r+s)
ds
es acotado en L^([o,®p, ya que:
01.h(s) (r+s) dsjdr 3 |h(s)| — -— ^ ds dr (0 r (r+s)
.00 , 00
|h(s)| — ds dr = ( dr)
r ® J n  J n
|h(s)
,00
|h(s)| ds.
Hemos demestrado el siguiente resultado,
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TEOREMA IV.3.7. Sea A ) 1/2. Ei f(s) s- esta en H^(E) entonces la integral sin­
gular
^  (f)(r) = v.p. (f(s)s^^) ^(r,s) dA,
esta en L^( Qr^^dr) donde
” (sine)-^^-a
0 (r^+s^-2rs cosO)^
d0).
1 2 A .
En otras palabras: f(s) estâ en el espacio H con respecto al peso r- que defi-
nen Muckenhoup y Stein en [ll] .
Tomando, en particular A = (n-l)/2 para n = 2, 3, ... obtenemos la 
generalizaciôn de (IV.3,6) a un espacio euclîdeo arbitrario; que es la mitad del 
corolario IV.2.5; es decir:
177.
COROLARIO IV.3.8. Sea n = 2, 3, .... S^ f(s) s " eâtâ en (I), entonces la fun­
ciôn radial en dada por F(x) = f(|x|) estâ en H^(E^) £
Ill'll 1 _ *  (const) ||f(s) s"-^|l
H^(ï” ) H^(l)
Observemos que para demostrar el reclproco de (IV.3.7) todo lo que ne- 
cesitamos es darnos cuenta de que para un funciôn f(s) en el espacio de Mucken­
houpt y Stein correspondiente a un cierto X, A^(f(s) s^^)(r) estâ en L^([p,®[).
La razôn es que, aparté de la transformada de Hilbert
•p. r
/Q
(f(s) 8^^) ds = (f(s) 8^^1~(r),
el resto de los operadores que aparecen en la descomposiclôn de
v.p, (f(s) 3 ? ^ ) ( r ^ ^ .  (r,s))ds
son, o bien acotados de L^([o,®[) en si mismo, con normas que forman una serie 
convergente, o bien son composiciones de A^ con algûn operador acotado eh L^([o,«»Q 
y estos ûltimos aparecen solo en nûmero finito.
Veamos, por ejemplo, cômo se descompone
que, para los efectos de la demostraciôn de (IV.3.7), considerâbamos como una 
transformada de Hilbert.
f Ffl 4s = g(s) ds + f g(s) ^  ds
'0 “'0 'r
178.
El segundo operador estâ acotado en L corao ya vimos. En cuanto al prî- 
mero, podemos integrar por partes y obtener, llamando como antes
■f:G(s) = g(t) dt:
= —  G(r) + [  Ë _  ds = I  A (g)(r) +
"  ^0 ® (r+s)^ "
rr s
Ao(g)(s) 2
0 ^ (r+s)^
ds,
Pero el operador
h(r)
rr
h(s)
(r+s)
ds
estâ acotado en L^(fo,®Q. En efecto:
[ 11 h(s)  ^-r-dsl dr (
•'0 0 (r+s)
s)
(r+s)
dsdr (
rr
|h(s)1 ^  ds dr =
( ^ )  |h(s)|s ds = |h(s)| ds.
s r ''0
El hecho de que Ag(f(8) s ) estâ en L^( [) serâ demostrado para
les "casos euclîdeos” X = (n-l)/2, examinando el sistema de las transformadas de
Riesz de segundo orden de una funeion radial en
179.
Las transformaciones de Riesz de segundo orden son los operadores in­
tégrales singulares que consisten en convolver con distribuciones de la forma 
v.p. P(x)/|x|^*^ donde P(x) es un polinomio armonico homogêneo de grade 2.
en e” .
En general si P(x) es un polinomio armonico homogêneo de grado k ^ 1
K(x) = -
da lugar a una distribuciôn en valor proncipal. Podemos convolver K con funciones 
suficientemente buenas obteniendo el operador integral singular:
((pF)(x) = v.p.
Pero
■■ = f . — —V.p.  Jtt” - (const) P(D)(
|y|“+k |y|"-k
en el sentido de las distribuciones. Esto puede demostrarse sin mas que darse 
cuenta de que ambas distribuciones tiene la misma transformada de Fourier; que 
es:
(const)
t|k
Asl pues
(^F)(x) = (const)
= (const)
Ahora bien, si F es radial y F(y) = f(|y|), tendremos:
180.
Por tanto
|yr i=i  ^ |y|"-] |x-y|
= (const)
k .(])
*" ' |yi j:i ^ x-y|
= (const)
*' n-i
P(y')
x-sy , .n-k
dy’)s^ ^ds
Ahora si 1 es cualquier punto de la esfera y (y') es el armonico
esferioo zonal de grade k con polo *, tendremos:
P(y')
^n-1 |fx'-sy'|
n-k dy* = P(x’) dy*
En efecto, tenemos una base ortonormal {Y., Y } del espacio
n ^  nde los polinomios armonicos homogeneos de grado k en S , y para x, y e & , y ^ 0, 
escribattoe
K(x,y) =
|x-y!
n-k Y(y')
donde
Y(z) = (Y.(z), Y (z)) e
^k
Veamos que efecto tiene una rotacion p e SO(n) sobre K(x,y)
181.
K(px,py) =  - _ '-i Y(py') = (H .)^.K(x,y)
lx-y| p-^
donde M es la representacion de SO(n) en el espacio de matrices reales d^ x d^
que corresponde en la base {Y., ..., Y, } a la representaciôn T de SO(n) en*)&^
^ ne
dada por
TpA(x) = A(p“^ x);
y (M es la matriz traspuesta de M Entonces
I K(rx';sy') dy' =
s I '\f(vni • €311 1^11. *K(ru 4;su uy’) dy'
E
donde u es la rotaciôn que lleva x' a jL
K(ru ^iljSu’^uy*) dy* = | (M^)^.K(rl,suy*) dy' =
^n-1 %n-l
= (M . I K(ri,sy') dy’
:n_l
La componente i, j-ê«ima de serâ
La componente i,j-êsima de (M^)^ serâ
Sij(p) = tj^(p) = <Y^(p"^...),Yj>
(k)
Si tomamos , entonces
182,
il
= <Y,,z(k) > = Y.(p"^) 
1 p-lfl ^
En particular, para p = u tenemos:
s^^(u) = Y^(u ”^4 )  = Y^(x’)
'n-1
j ,
K(rx’,sy’) dy* = (M ) | K(ra,sy*)dy* =
•n-l
YgCx')
Y (x')
dy*
Esto demuestra que para cualquier P en
( — =P(x.) f dy*
El caso que estâmes considerando es k = 2.
Tenemos la siguiente formula:
n-2
|x|^"^ j=0
183.
-1 < t < 1, n > 2. (Vêase pâgina 47 de [*+]). Para n = 2 la situaciôn es mucho mâs 
sencilla como veremos en la prâxima secciôn.
Para s > r:
|ra-sy'|0-2 8°-2|Z.a-y'|*-2 j=0
n-2 n+2(]-l)
Por le tanto, para s > r:
Para s < r;
|rA - sy'l^"^ |s#- ry*
Asl pues
Z ^ \ y ' )  f z * \ y ' )
 —  dy' . J  -----------
V l  Is3l- ry't*-2
dy’ = (const)
( (Pp)(x) = (const) (C^ t C2f"(s))(
= (const)P(x’)i: ^  + C2f'(s))(
Z ^ ^ y ' )
%n-i la-sy
, .n-2
dy')s” ^ds.
Llamemos
z^g)(y')
n-l |rl - sy
I in-2
dy’ =3(r;s)
184.
El operador(P para funciones radiales estarâ determinado por los ope­
radores en K
f(s) (---- ► f — ^(r,s) ds
i(\ s
f(s) J— f"(s)^(r,s) ds
Aparté de los operadores debidos a la singularidad.
j " ÿ —  "^(r,s) s*"^ ds
puede partirse en
f(s) s^  ^ds y r
r 0
f” f(s) s*~l
J. n4 2
ds
r s
y lo mismo ocurre con
/ 00
^(r,s) s^“^ ds,
/ n
Es muy fâcil ver que el ûnico operador a que la singularidad da lugar es 
la identidad. En efecto:
3s
rr
{^(r,s) s^ <^{>*‘(s)ds + ^^r,s) s" (^J)"(s) ds =
0 •'r
n-l
p /r
= <!>’(s)R(r,s) s^“ |^ - 1 (r^fi(r,s)s^ ^l)**(s) ds
'o h
185.
<!>'(s)^(r,s) -
J r>
= -4>(s) ^  (^(r,s) s“‘^)j + I (-~<^(r,s)s^“ )^)(j>(s) ds
- *(s) ^  (R(r,s)s^"^)l + (-^^^(r,s)s*^“ )^)<J)(s) ds =
Jr. Jr.
r“ ^2
4
r " r 9s' 
ni r fV .2
= -4»(s) (n+1) + [ ( - ^  (R(r,s)s^“ )^)(j>(s) ds -
r'^ Jo Jo 9s^ ^
2 •. 00 XQD 2
- *(s) (- ~ )  + ( - ^  ((%^r,s)s^~^))4(s) ds =
« -J r» ' r.
(00 2(— 2 (R(r,s) s^“ ))4(s) ds = 
0 9s ^
■”  a S - o , n-l= -(n+2)(j)(r) + I ( - ^  (^'(r,s)s“ '^ ) ) *(s) ds.
En cuanto a
s*-l as
no da lugar a ningûn termine singular como puede verse fâcilmente.
Asl pues
<(pF)(rx’) = (const)P(x’ ){“ rr “• f f(s)
^ Jn
n-l 1
n+1
“ =0-1
  ds - (const) f(r)}.
r 8
Entonces si F(x) = f(|x|) estâ en L^(l^) (es decir, si f(s) s^ ^ estâ en L^(j[p,<»p) 
y ((pF)(x) estâ tambiên en L'^(l^), como el operador
g(s) I ► rn+1 g(s)
r s
n+2 ds
186.
es acotado en L^([Of» [)(En efecto:
r  , r - r ^ a s | a r  r j ^ d s d r
Jq Jp s Jq Jp s
= W o  = s k  Ijg(s)lds).
concluimos que
m : f(s) ds
estâ en L^((b,®[). Esto es verdad en particular para F(x) = f(|x|) en H^(E^) 
Pero
rp
f(s) s^“^ ds = AQ(f(s)s" ^)(r)
Esto concluye ©tra demostraciôn de (IV.2.5).
El hecho de que las transformadas de Riesz de segundo orden de una fun- 
ciôn radial F(x) = f(|x|) en estân dadas esencialmente por
n-l 0
r
es explotado en la seccion siguiente para demostrar que las transformaciones de 
Riesz de segundo orden no caracterizan Lo haremos para n = 2 completando
de esta forma los câlculos de esta secciôn. Los câlculos son esencialmente los 
mismos para las transformaciones de Riesz de cualquier orden par.
§4. EL NUCLEO a‘ .^
2
Para una funciôn F en el piano R , considérâmes la integral singular 
2
con valores en R dada, en notaciôn compleja, por:
F(w) = v.p. « F(w-z) ds 
R z
2
donde dz es, sencillamente, la medida de Lebesgue en R . El nûcleo
1 _ (z^ )^  _ e~^^^ _ CCS 26 . sin 29
z" ' ' |z|: " |z|2 ' |z|: ’
donde z = |z| e^^, nos da las dos transformadas de Riesz de segundo orden en el 
piano.
Demostraremos que este operador integral singular no caracteriza a
H^(R^), En particular encontraremos una funciôn radial F(z) = f(|z|) en L^(R^) pe-
1 2 1 2 
ro no en H (R ), tal que F estâ en L (R ). Résulta sorprendente que mientras el
nûcleo
e  ^^  cos8 . sin6 x . y
|z|2' |z|2 ' ' |z|2 ° |z|3 ' ' |z|3'
que corresponde a las dos transformaciones de Riesz de primer orden, caracteriza 
a H^(R^); el nûcleo e no caracteriza a H^(R^).
Este nûcleo proporciona un contraejemplo a una conjetura de Fefferman 
segûn la cual, un sistema finito de nûcleos singulares
donde las tienen media cero y son suficientemente ’’suaves"; con un cierto tipo 
de independencia, servirîa para caracterizar a H^(R^) (Vêase [l]). La situaciôn
188.
es muy similar a la que se plantea en la caracterizacion de H (k) para un cuer* 
po local K (Vêase [s] ).
LEMA IV.4.1.
9z'
log |z| = - y  v.p. -g
como distribuciones.
DEMOSTRACION. Ante todo
como distribuciones. Esto es fâcil de ver ya que tanto log |zj como 1/z son fun-
2 oo 2
ciones localmente integrables en R . Hemos de demostrar que para cada e ^(R )
gClog |z| ) *(z) dz = ^
R
2 -  *(z) dz
R
(log |z|) -g— <î)(z) dz = -j 2 (log|z|) - i •g^ )<J>(z)dz =
2 (los|z| ) ~  <|)(z) dz + |- (log|z| ) -gy (p (z ) dz
Por otra parte
- i  (ji(z) dz = f , *(z) dz =
^ •'e Izr
R z
189.
Tenemos que comprobar, pues, que:
« (log|z|) (|)(z) dz = - ^ ^  4>(z) dz
r  J r  |zT
2 (log|z|) - À  dz = - f  _ (j)(z) dz.
R Jr |z|
Por ejemplo:
f f (log|z| ) ~  (J)(z) dx dy =
/ ^  00 J — 00
= f [f (log (x^+y^)^/^) <j>(z) dx] dy =
J — 00 J — 00
= [ [ - f  4(z) — ^  dx] dy = - f  _ (J)(z) dz.
)-<x> J-oo |zl IzlR z
A contxnuaciôn vemos que
- à
-v.p.
z
tambiên como distribuciones.
Tenemos que ver que para cada <> e ^  ^ (R^) y cada e > 0
Ie(|z| z' (J)(z) dz = z" "3z + $(c)
con $(c) •> 0 cuando e + 0.
Para ver esto, utilizamos coordenadas polares
r = (x^ + y2^1/2 y 0 -  a r c  tg ^
Con respecte a estas coordenadas:
Asl
s  ■ < = » • >  é - ^ Ü T
3 . 1 , 3  , 3 ,
i  {(oos 0 - i sin 0) ^  - sin 0 + i cos 0
Entonces
1 , -16 9 . -18 1 9 . 1  -19, 9 . 1 9 .
2 3 ? - ^ ®  F  30) = 2 ^ ^ i î T - ^ F s r ^
eë|z
n00 ,2TTz ■' 0 re
I  I I *(re^^) - i iKre^®))dr d0r 99
■ & <r
- 1
'00 ^ ,2lT
e - i o
âl" de droo
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- 1
- W
2tt
e”^^®4)(ee^^)d0 +
2 - it
r  1 -îfi 1
 TÂ T " 4(re ) r dr d0 - ir
Je Jo (re^G)^ 2
e-i:® ,(cel®)de
0
■ I *(z) dz - $(e)e3 z z
Claramente
'2tt
$(e) = | |  e"^^® «.(ee^®) d0 =
•2!I
= i  [ e'^^® ($(ee^®) - 4(0)) d0---- ► 0
■’o
cuando e 0.
c.q.d.
Consideremos ahora una funciôn radial F(z) = f(|z|) suficientemente 
buena. Entonces
F(w) = v.p. [ ^ F(w-z)dz = -2 _(log|z|) F(w-z)dz =
J& z^ Jm 9z
= -2f g (log|w-z|) F(z) dz = 
Jr 9z
f 1
= -2 9 (log|w-z| ) {- (f”( |z| ) - f ’( |z| ) ---r)} dz
Jm ^ Izr Izr
En efecto:
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2 F T ’
de donde:
_3
dz
+ l y s r ^ F i  '  T ( -  ) - n ë ^  i 4 )
Ahora, utilizando coordenadas polares para z = se^^, obtenemos
- L  f(|z| ) = i  (-f'(s) i  e'^^® + f"(s) e'^^®) 
3z ®
Por lo tanto, para w = re^^, tenemos:
^  A
F(w) = F (re ) = - tt (sf*'(s)-f ’ (s))( f e ^^^log|re^^-se^® 1 d0)ds
J'O
Pero
f e”^^®log Ire^^-se^^IdO =
J n
^"e-128iog|r-sei(®-*)|d8
■ I 2^12(0-4) e-i24 . :ei(®-*)| d6 =
2tt
e log Ir - se^^l d0
Llamemos
K(r,s) = e log |r - se^^l d6
K(r,s) = K(s,r) ya que
r - se
18
- - 2rs cos 8 = Is - re^^l.
18
Asl pues, necesitamos calcular K(r,s) solaraente para s < r. En ese caso
K(r,s) =
-128 I 18,
e log |r-se j d8 =
0
•2it
e“^^ ®log|l- I e^ ®|d8
0
0 ( —  < 1. Calculeraos
i r ^-128 _ ae^^j d8
para 0 < a < 1. Esta Integral no es otra cosa que el coeflclente de Fourier de 
orden +2 de la funciôn log |1 - ae^^|, Sea Ç = ae^^ que varia en el disco unldad 
log 11 - SI es la parte real de la funciôn holomorfa
.2 3
log ( 1 - Ç )  = - { Ç  + + ...}
Asl pues:
p2 3
log |l - S| = Re log (1 - €) = Re(-(C + -^ + -y +
log |l - ae101 1 , 18 ^ a^ 129 ^ a^ 138 ^= - ^ ( a e  + y  e + y  e +
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Por lo tanto
2tt
e log |l - ae^°| d0 = -
18 2 tt 2  
y a
Asl pues, para s < r:
y, para s > r:
Entonces
K(r,s) = K(s,r) = - ^
Ahora bien;
(sf”(s)-f'(s)) K(r,s) ds =
0
rr
(sf"(s)~f’(s))(~)^ds + 
r
(sf ■ ' (s)-f’(s))(— ) ^ ds) 
s
I sf*'(s)(~
Jo
ds = -1 
r
f (s) s ds =
f ’(s) 3s ds) =
(r f ’(r) - 3 f’(s) s ds) =
rr
(r f(r) - 3(s f(s) f(s) 2s ds)) =
(r^f’(r) - 3(r^f(r) - 2 { f(s) s ds)) =
Jq
rf’(r) - 3f(r) + 6 [ f(s) s ds.
r Jo
Finalmente
f ’(s)(|)^ds
» - J  ( s ^  f(s) 
r
- ? C "
- C
1
(s) s ds =
f(s) 2s ds) =
^ (r^f(r) - 2 f f(s)s ds) = f(r) ---% i  f(s)s ds
r Jq
,00
J sf' (s)(~)^ ds = —  f'(s) ds =
= r^(— f*(s) s f ’(s) (- y )  ds) = r s
= r^(- i- f ’ (r) +V f ’ (a) ds) =r s
• 0 0 , 0 0  •%.
= r^(- -  f  (r) + -i-f(s) - f(s)(-2-i) ds)=r (--f '(r)--k(r) +
 ^ .2 1 1  3 r „2T  'r
+ zf ^ ^ d s )  = -pf'(r) - f(r) + 2r^[ ia.
g J m  <3r s
[ f'(s) (-)^ ds = [ ^ y -- ds =
Jy» a Jr s
= r ^ ( y  f(s) 
s
t 00
f(s)(-2 -T-) ds) = 
r s
= r^(---1“ f(r) + 2
r
ds) = -f(r) + 2r^
r s
f(s) ds.
r s
Poniendo todo junto résulta;
F(re^^) = ^  e {rf’(r) - 3f(r) + -y [ f(s)s ds -
r Jo
- f(r) + y  f f(s)s ds - rf’(r) - f(r) + 2r^ [ -—y  ds +
r Jo Jr s
+ f(r) - 2r'
rr
f(s)s ds - 4f(r)}
0
Hemos demostrado lo siguiente;
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LEMA IV.4.2. Para una funciôn radial F(z) = f(|z|) se tiene;
r
f i s )  s ds - f(r)}
0
= weT^^^ipAg (f(s)s)(r) - f(r)}.
Ahora supongamos que tenemos una funciôn radial F(z) = f(|z|) en 
L^(i^), es decir f(s)s esta en L^(Q),«>Q. Entonces ? ( z) esta en L^(l^) si y solo 
si
Ip AQ(f(s)s) - f(r)|r dr < «>
•s decir, si y solo si
2AQ(f(s)s)(r) - f(r)r
esta en L^( [ o [). Pero, puesto que f(r)r estâ ya en L^(|o,°°l), obtenemos final­
mente;
TEOREMA IV.4.3. Para una funciôn radial F(z) = f(|z|) en L^(l^); F(z) estâ en
L^(B^) wi y sôlo si AQ(f(s)s)(r) estâ en L^([p^ [). Ahora vamos a combinar (IV.4.3)
con (IV.2.5) para obtener una funciôn radial F(z) = f(|z|) en L^(E^) pero no en
1 2 1 2 H (E ), para la cual F(z) estâ en L (E ). Todo lo que necesitamos hacer es encon-
trar f(s) definida en [o^ [ tal que f(s)s este en L^([o,w[) pero no en H^(E) y
sin embargo Ag(f(s)8)(r) este tambiên en L^([o,»Q. A centinuaciôn construiremos
una tal f.
TEOREMA IV.4.4. Existe una funciôn g(s) ^  L^([o,«£) pero no en H^(E) para la 
cual AQ(g)(r) estâ en L^( [o,«> [).
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DEMOSTRACION. Vimos que A^ es un operador acotado de H^(E) en L^(£o,«>[). Para ver 
êsto, tomamos un âtomo a(s) con soporte contenido en un intervalo I c£p,œ £y ob-
servamos que A^Ca) vive tambiên en I puestc que
a(s) ds = 0;
y su tamafîo estâ dominado tambiên por 1/|I|. En efecto
= Ip a(s) ds| ( p a(s)|ds <
W
La estimaciôn que hemos hecho, sin embargo, es muy burda. No hace faita que 
a sea un âtomo para que se curaplan las propiedades mencionadas. Podemos encontrar 
una funciôn b con soporte contenido en I tal que
b(x) dx = 0
A^Cb) vive tambiên en I y
sin que sea
Obtendremos nuestra funciôn g poniendo juntas funciones como b. Veamos cômo cons- 
truimos estas funciones. Para k = 1, 2, ..., considérâmes:
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///
i
Puesto que
I l%(s) ds = 0, A ^ d ^ X r )  = i
va a vivir en el mismo intervalo que 1^, es decir, en jk,2k+~] . Ahora, en lugar 
de hacer una estimaciôn burda, vamos a calcular explîcitamente A^Cl^^Xr).
Ao(lk)(r) = F
rr
l^(s)ds =
si 0 < r < k
k(l - -) si k < r < k+^
r k
k+i
F - #  - si k 4  < r < 2k+i
si 2k+^ < r 
k
Asl pues Ag(l^)(r) crece desde r = k hasta r = k+^ donde alcanza el
1 1 valor l/(k+^) y luego decrece hasta hacerse 0 a partir de 2k+j^ .
*Entonces
-(2k + —  - k) = 1
Cualquier
00 00
g(s) = I  . W  con I  J \ l  < ~
k=l k=l
serâ tal que g(s) estâ en L^( [p^ [) y A^CgXr) tambiên estâ en L^(Q)j‘” D* ^ con-
tinuaciôn estudiamoe la transformada de Hilbert
r-k
1, (r) = k log log
r-k-
7 ? ^
2
< 2k+(l/k)
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Existe una constante > 0 tal que para k suficientemente grande es
k/2
|ï^(r)| dr ^ (const) log k.
A continuaciôn demostramos este hecho;
Para r < k
k log --------  < i  log  ^ ----
ya que
k log
para algûn 8^ tal que
k - r log(k-r) - log(k + ^  - r) 
-1/k
1
k-r < 8^ < k-r+^
1 1 log(k-K- -r) - log(k+T7 -rtk)
-k
para algûn 8^ tal que
k-r+^ < 8g < k - r + ^ k
87 - ë:
Asî pues, para r < k, l^^r) < 0 y
lï,
k/2
lj^(r)|dr =
k 4 k+~ -r
(r l o g ( - \ — ) 
k/2 ^ 2k+r -r
k log(— ~ — )> dr 
k 4 - r
= b
k/2
log(k- 1 -r)dr -
Jk/2
log(2k+^ -r) dr) -
201.
- k(
k/2
log (k - r) dr -
k/2
log (k + ^  - r) dr)
r(l/k+(k/2) 
1/k
log y dy -
(l/k)+(3/2)k
(l/k)+k
log y dy) -
fk/2 p
k( log y dy - ; log y dy) =
■’o
(a/k)+(k/2)
Jl/k
^  (i . |) log(i . 1 log I  - I  - (i + log(l + % )  +
+ + k) log(~ + k) + y} - k { ^  log y  - Y
+ j) log ^  log Y  + -
con
(k + log (k + + k((Y + log - Y  +
+ log k = (1 + -— ) log k + <Y + -^) log <Y +
- 2(1 + log 0^) + 1 + log 0^
k+& < Gi < %  + f
& <  *2 < ?  + &'
202,
Por lo tanto:
k/2
|î^(r) dr 3 (1 + -~) log k + (^ + — leg -2 k
- 1 - log
«2 •
Pero
1 < — ----- 3 (const) k.0 , k/2
Vemos pues que, para k suficientemente grande
k/2
|îj^ (r)| dr 5 log k + Y  leg ^  “ 1 " log ((const)k)
4
= log k + Y  (log k - log 2) - 1 - log (const) - log k ^
^ Y  leg k - const.
Tomando ahora k suficientemente grande para que sea
(const) $ ^  log k ,
tendremos
k/2
|ï^(r)|dr ) i  log k,
Por lo tanto
111. I I . ^ (const)(||l,|| + jji I I  ) 3 (const) log k,
H^(R) ^ ^
En este punto podemos deducir la existencia de g sin tener que cons- 
truirla explîcitamente.
Basta considerar la inclusiôn de H^(l) en el espacio de funciones f 
en ( [p^ [) para las cuales A^Cf) estâ tambiên en L^([o,«>Q, con la norma
|f|ll +
Este ûltimo espacio es un espacio de Banach y la inclusion es continua. Si fuera 
"sobre”, su inversa séria tambiên continua y las normas
I|f|li + I|Ao(f)|1^ y + I|)|li
serlan équivalentes por el teorema de la aplicaciôn abierta. Esto se contradice
con la existencia de las l^*s. Asî queda probada la existencia de g,
Sin embargo vamos a dar una manera explicita de construir g agregando
1, *8. Tomemos una sucesiôn (k ) de enteros positives tal que
> 2k + ^
2 n kn
y k^ es suficientemente grande. Tomemos tambiên una sucesiôn (X^) de nûmeros rea-
les positives tal que
y < « pero y log k = 
n=l n=i ^
Entonces
e(s) = I , A L  (s) 
n=l " n
estarâ en L y
Sin embargo
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< 08
Isll 1
L (I)
fCO
I  V k  (r)|4r i
-« m=l m
Ï  I
n=l
“ I I . (r)| dr Ï
k /2 m=l m
n
n=l
I "
k /2 n 
n
(r)| dr 3 (const) \  log k^ = *
Asî pues g é L^(R), es decir: g é H^(&).
Una manera de elegir las dos sucesiones es, por ejemplo, k^ = O^n^
con n^ suficientemente grande y X^ = l/n .
§5. EXTENSION DE LOS RESULTADOS DE §2 PARA p < 1.
Cuando nos planteamos la pregunta de si el espacio de las "funciones" 
radiales de y el espacio de las "funciones" pares de *\ | r ^ d r )  son
équivalentes; el primer problema con que nos enfrentamos es el hecho de que no 
sabemos si el espacio definido mediante un sistema de transformaciones de
Riesz, coincide con el espacio engendrado por los âtomos. Un p-âtomo en serâ 
una funciôn A(x) con soporte en una bola B y tal que
A(x) P(x) dx = G
para todo polinomio de grado (
« [ n ( i - D ]  y | A ( x ) U - j - j ^
Se sabe que el dual de H^(R^) definido por un sistema de transformaciones de Riesz, 
es el espacio de Lipschitz A^(R^) con a = n(~ - 1). A^(E^) se define como el espa­
cio de las clases de equivalencia [l] modulo polinomios de grado [a] de funciones 
1 para las que existe una constante C tal que para cada bola B existe un polinomio 
Qg de grado $ [a] tal que para x e B
K x )  - Qj.(x)| s
El înfimo de todas las C*s es
W I U  (&")
Vêase [?]. Es claro que cada p-âtomo A da lugar a un funcional lineal continue 
sobre A^(R^) para a = n(~ - 1) definido como
V & l )  =
(
^ l(x) A(x) dx.
El espacio H^(R^) atomico puede definirse como el espacio de todos los funciona- 
les lineales y continues L sobre A^(R^) con a = n(—  - 1) que pueden escribirse 
como
L = I . A; L con \  JX |P < «> 
i=l ^ ^i i=l ^
y los pâtomos. La suma es, naturalmente, en el espacio de Banach (A^(R^)) 
La quasi-norma en este espacio vendria dada por
L i ► (N (L))j
donde N^CL) es el extremo inferior de
i l
i=l
tornado sobre todas las descomposiciones. Esta claro que este espacio H^(R^) ato­
mico, estâ contenido en el espacio H^(R^) dado por las transformaciones de Riesz 
y que, ademâs, los dos espacios tienen el mismo dual. Como p < 1, las quasi-nor- 
raas no son normas y no disponemos del teorema de Hahn-Banach. No podemos concluir,
por tanto, que los dos espacios coinciden porque tienen el mismo dual. Asî era como
demostrabamos que H^(£^) coincide con el subespacio engendrado por los âtomos. La 
descomposicion atomica directa de ui. i funciôn de H^, p < 1, en la recta, dada por 
Coifman en [sj, no se extiende a varias dimensiones a causa de la geometria mâs 
complicada de las componentes conexas de un conjunto abierto arbitrario. Pero, 
aunque tuvieramos una descomposicion de H^(R^), nuestros problemas no se acaba- 
rîan aquî, Supongamos que estamos en el caso mâs simple, que es p > de forma
que un p-âtomo no ha de tener mâs momentos nulos que la integral. Sea A(x) un
p-âtomo en R^. Es decir: A vive en una bola B;
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£n
A(x) dx = 0 y |A(x)| $  q
1/p
Sea
a(r) = A(rx’) dx’.
"n-1
Si Pq = dist (0,B) y 6 = diam B, a(r) vive en [r^, rg+d].
f
a(r) r""^ dr = A(rx’)dx’)r^"^ dr
<^ 0 J0 ' n-1' JZ ,
= (const) A(x) dx = 0.
|a(r)| = IV ^  ~t I
n-1
A(rx’)dx’I 3
n-1
'n-1 ' /
|A(rx’)|dx’ (
'n-1
(const) 
.n/p
Si Pq < ô, como
 ^ ^dr ( (Pg+a)^ ^6 ^ (const) 6^,
^0
sera
(const) (const)
de forma que a(r)/(const) es un p-âtomo de t.h. con respecte al peso jrj^ ^ . Aho-
ra bien, para r^ > Ô si usamos el mismo mêtodo que para p = 1 cbtendrîamos:
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|a(r)| (
n-1
(const) ^ (const)
,n/p
-an-1
^n-1
:o_jn/p
.n-1
que es mayor que la acotacion que necesitarîamos:
(const)
Esto parece indicar que al aplicar una rotacion a una "funciôn" en podemos ob- 
tener algo que no esta en
Sin embargo la otra parte de la demostraciôn sigue siendo valida; es 
decir; si a es un p-âtomo de t.h. con respecte a |r|^  ^y que vive en la semirrec- 
ta [0,«> [, digamos en el intervalo [rgsr^+ô]*, r^ > 0; y le asocia.nos la funciôn ra­
dial A(x) = a(|x|) en podemos descomponer A(x) en suma de p-âtomos
A(x) = y X.A^i)(x) con ^ | X . 3 (const) 
j=i ] j=l ]
independiente de a. Que a es un p-âtomo de t.h. con respecte a |r|^  ^ significa 
que
a(r) r^ ^ dr = 0
Entonces
,n
A(x)dx = a(|x|) dx = j a(r)r^  ^dr = 0
Si rg <
209.
|a (x )| (
r ‘
  ^ (const)_______ ^
dr)i/P "
(const) (const)
((r.+6)*)l/P |B(0,r_+g)|l/P
Como A vive en la bola B(0,rg+ô); A(x)/(const) es un p-âtomo en R^. Si 6 < di- 
vidimos la région r^ < |x| < r^+Ô en
■ = [ *
+ 1
"cubos esfêricos" de medida (const) 6 y hacemos
A^i^(x) = A(x) Xp, (x).
Entonces
A(x) = I  A(i)(x) = I A^^^x).
j=l j=l N 'P
Pero A^^\x) es un p-âtomo en R^. En efecto A^^^ vive en la bola mâs peque-
fia que contiene a Q^ .. Llamêmosle B^. Serâ
|By| $ (const) ô
conde (const) no depende de A ni de j.
. n
A(x) Xp. (x) dx =
= ( a(r) r""^dr)(
^r0
X (r x ’)dx') = 0
'n-1
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En cuanto al tamafio;
< (const) ^ (const)
Asî pues
N^/P &(])(%) 
(const)
es un p-âtomo en 1^.
Lo que obtenemos es una inclusion
dr) C —  hP^,(i")
Para asegurarnos de que esta inclusion se sigue de la relaciôn entre 
los p-âtomos de t.h. con respecto a jrj^ ^ y los p-âtomos en hemos de ver que 
si una suma de p-âtomos de t.h. con respecto a |r|^
1 .
i=l ^ 1
represents el funcional o sobre.v^(|r|"  ^dr) para a = (1/p) - 1m entonces
211.
.1. q q  = ï Ai(ïa..A^ 30 
1=1 1=1
représenta el funcional 0 sobre A (R^) para 3 = n(—  - 1). Esto es consecuencia inme-
' P
diata del hecho de que si 1 es una funciôn en A.(E^), entonces
p
l(r) = ^
q.-il ;
l(rx’) dx’
'n-1
estâ en<^-^(|r|^  ^dr).
Para completar la equivalencia para n/(n+l) < p vemos que para una fun­
ciôn radial en H^(R^), las dificultades geomêtricas para obtener una descomposicion 
atômica desaparecen y tenemos el siguiente resultado:
TEOREMA IV.5.1. Sea F una funciôn radial en H^(E^), p > n/(n+l). Suponemos que F 
es suficientemente "buena". Entonces
F(x) = y X. A.(x) 
i=i ^ ^
en casi todo x (la ccnvergencia pued: mejorarse dependiendo de la integrabilidad 
de F) con
I . U i P  ( (const) 1 |f 1 |P 
i=l hP(I^)
A^(x) vive en un conjunto
I. = {xeR^ : 0 3 a. < |x| < 3. <*), 1 1 ' ' 1
tiene integral 0 ^
|A.(x)| $ ^
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Los Als sumplen las mismas condiciones que los p-âtomos con la ûnica 
diferencia de que viven en "anillos" centrados en el origen en lugar de vivir en 
bolas. Una vez conseguida la descomposicion, es claro que podemos suponer los A^s 
radiales. Basta sustituir A^(x) por
= - J ï
n-1
A^(|x|y’) dy’.
'n-1
DEMOSTRACION. El punto de partida es el hecho de que si F es radial, la funciôn 
maximal
(R^F)(x) = SUD
F(x-t)fi(t)dtI
r
T k+IT
(donde
(K+1) _
a|$K+l '
»nItI 1^ 1 |8“sî(t)| dt
con a un multi-îndice (a^„ a^) y |a| = + ... + a^) que caracteriza a
H^(E^) para K suficientemente grande, es "casi" radial en el sentido de que exis­
te una constante C tal que para cada rotaciôn p e SO(n):
(R^F)(px) $ C(R*F)(x).
En efecto, sea pe SO(n).
(R^F)(px) = sup
K ne;g(E*)
If F(px-t) Q(t) dtI
_________________
11^1I(K+1)
sup
Oe^(E^)
I ^ F(x-u) fi(pu) du|
(K+1)
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ya que F es radial. Ahora lo ûnico que necesitamos demostrar es que
donde C ’ depende solamente de n y de K y no de 0 o de p. Esto estâ claro ya que
^ |n(py)| dy = ^ |0(y)|dy;
n 0(p...))(t)| dt =j^ n dx^
n 1"*^! II âT" 0(pt) P;<| dt $
i j j
n It| I  1-377 IPijI dt *
 ^ 3 3
*  I  n  | t |  I g ^ - n c p t ) !  d t  =  %  | t |  | ~  n ( t ) |  d t ,
j  ItT J j  J i ” '*’‘j
y lo mismo ocurre para otros ôrdenes de diferenciaciôn. Asî
(R^F)(px) = sup
1 F(x-u) Q(pu) du|
-'R _________________
I1^1I(K+1)
$ (const) sup
"0
I ^ F(x-u) 0(pu) du|
n e ^ ( R ^ )  I | n ( p . . . ) |
 ^ (const) (R^F)(x).
El siguiente paso es obtener una descomposicion de Calderôn-Zygmund de 
nuestra funciôn para cada X > 0. Consideremos el abierto
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{x e i” : (R^F)(x) > X)
y sea
= U  p((x « e" : (R^FXx) > X})
peSO(n)
que es tambiên abierto. -0^  es un conjunto radial, es decir: x e-G^ y p e SO(n) *=> 
=> px e -e^ . Por lo tanto, las componentes conexas de -G^  serân "anillos" abiertos 
de la forma {x : a < x < 0). Tambiên
{x e l” : (R^F)(x) > X/C}
:3{x e B? : (R^F)(x) > CA}.
Asî pues, en el complemento de -0^  es
(R^F)(x) < ex.
 ^ ' 
Tomemos ahora cualquiera de los "anillos" que son las componentes conexas de
•0^ . Serâ un conjunto abierto acotado para el que podemos encontrar un recubrimien- 
to de tipo Whitney, es decir, un recubrimiento de mediante intervalos cûbicos 
q \  cuyos interiores son disjuntos y cuyos diâmetros son aproximadamente proporcio- 
nales a sus distancias al complemento de A cada uno de estos intervalos le aso- 
ciamos una funciôn = (}>j en que es 1 en Qu y cuyo soporte es ô^(Qj)> el in­
tervalo que résulta de dilatar Qj por un e apropiado. Los soportes de las ^Is for- 
man un recubrimiento M-disjunto con M dependiente de la dimensiôn. La suma 4^»^  
es una funciôn en 0,'g acotada lejos de 0 y de <» y con soporte dentro de nuestro 
anillo abierto. A partir de las <})îs construimos una particiôn de la unidad toman- 
do
215,
4j(x)
0.(x) = — 3----
I*i(x)
Para ser precisos tenemos . Entonces
Sea
donde
B.(x) = y (F(x) - m.) fi.(x)
j  ^ ]
of(x) dx 
]
E
n F(x) #f(x) dx
B.(x) dx = I .n (F(x) - m^) ot(x) dx
y ( F(x) ot(x) dx - mu îî (^x) dx) = 0 
j ^E^ 3 ] Jar ]
F(x) = F(x) X _ (x) + y F(x) X (x) =
i i
i
F(x) X _ (x) + y F(x)(y ot(x)) =
i 3 ^
i
= F(x) X (x) + y y F(x) of(x) =
E^-UI. 1 3
= F(x) X _ + y y m^ üt(x) + y y (FCx ) - mî) 0^(x)
i 3 3 3 1 3 3 3
Llamemos
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<3 (x) = F(x) X n + I I m 0.(x)
E -VI. i j  ^ ^
i 1
B.(x) = y (F(x ) - m.) Q.(x)
j  ^ ]
F(x) = C^(x) + y B^(x) 
i ^
Los B^’s viven en los "anillos" I^ y tienen media 0. Ahora veremos que
En e" - -0^  :
En
|<3 (x)| $ (const)'A.
-G (x) = F(x) X }(x) + y m. fi.(x) 
E^-G^ ij ] ^
<3^(x) = F(x)
|<5^ (x)| = |F(x )| $ C"|y(x)| $ C"CA = (const)A
G (x) = y m. 0.(x)
i  ^ ^
pero
Imt
ü ^ i y )  dy
En ]
 ^F(y) Oj(y) dy|
217.
^ F(y) n j(y )  dy| ( (R^F)(x)|| n ^ ( x - ) (K+1)
Elegimos x en tal que
dist (Qj,x) ( 2 dist (Q^,E^ - G^) $ 2 (const) diam (pf)
Entonces:
(i) (R^F)(x) ( CA ya que x e E^ - G
||nt(x..)||(K+i)
(ii) ---- -^------------  ( (const)
E
ot(y) dy
En total
Asl
Imyl ( (const) A,
|c (x)| ^ y |mt| fi.(x) $ (const)A % (x).
j 3 3 ^i
Ahora, para terminar la demostraciôn de (IV.5.1) combinâmes las descomposiciones
xk . -X \ ..k, .^pk,
i
de Calderôn-Zygmund obtenidas para A = 2^, k = 0, ±1, ±2, ..., F(x)=G^(x)+yB^(x)
G (x) -► F(x) cuando k -> «> ya que la diferencia vive en
6 ^ 0  {x : R*F(x) > 2 ^ 0
cuya medida
((
|(r J^ F)(x
(2bc)P
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tiende a 0 cuando k -*■«. G^(x) + 0 cuando k -► -» porque
G^l ^ (const) 2^ 0
Asî pues
F(x) = y (G^^^(x) - G*(x)) =
= %((% B^) - (% =
-00 1 ]
= I I (B% - Ï  B f b  = I I  A%(x).
-«> i ^ . ,k+l ^k i
j:Ij
2%+! 2^ 2^*1
Esto es posible ya que o r* 0 y cada componente conexa de 0 estâ conteni-
2''
da en una y solo una componente conexa de 0
F(x) = y y A^(x),
-00 1
Ic / • Ic IcH*! Ic 3c •
A^(x) vive en y coincide alii con G - G puesto que los I_*s para el mismo
k y diferentes i’s son disjuntos. Asî
A^(x)] = |g^^^(x ) - G^(x)| ( (const) 2^.
Claramente
A^(x) dx = 0, .n 1
Sea
219.
A&x) =
A^(x)
^ (const) 2^
%
Entonces los A^’s tienen todas las propiedades que aparecen en el enunciado del 
teorema.
F(x) = 1 1  (corst) 2*' a'?(x)
-00 1
Todo lo que queda por demcstrar es que
Pero
y y (const)^ 11^ 1 ( (const) ^|R^f(x)|P dx
-00 1
Ï  I  = I 2’^P $
-OO 1
^ y 2^9 |{x e : R*F(x) > ^}|
= y 2^ 2^(9 9) |{x e E : R^F(x) > ^ >  I =
= 2 y 2^"^ |{x e E* : R^F(x) > <
$ 2 ^9"^ |{x e E* : R^F(x) >-~}| dA =
= 2 C? ^ ^ |{x e E^ : R^F(x) > v}|c dv =
= (const) ;9 ^|{x e E^ : R^F(x) > v}| dv =
220.
= (const) l\(x)|P dx S (const) I|f |P
H^d")
Asî termina la demostraciôn de (IV.5.1) y a partir de aquî se sigue fâcilmente 
la equivalencia entre V dr).
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