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Abstract-Analyses of the event histories of social and service utilization processes are 
often difficult because of a lack of adequate theory to specify the distributional form 
of any latent heterogeneity [J. Heckman and B. Singer, The identifiability of the pro- 
portional hazards model. Rev. Econ. Studies 51, 231-- 741 (1984); ibid., A method for 
minimizing the impact of distributional assumptions in econometric models for duration 
data. Economerrics 52, 271-320 (1984).] or the form of the basic hazard rate [J. Trussel 
and C. Hammerslough, A hazards-model analysis of the covariates of infant and child 
mortality in Sri Lanka. Demography 20, 1-26 (1983).]. In this study we present an 
analytic strategy that deals with both questions nonparametrically using a conditional 
likelihood approach. The model is illustrated using 24 months of follow-up data on 
Supplemental Security Income beneficiaries in Type D (Nursing Home) living arrange- 
ments. The parameter estimates can be used in standard life table computations to 
determine the amount of time expected to be spent in different residential and payment 
statuses for different analytically identified classes of beneficiaries. 
1. INTRODUCTION 
This study presents a new categorical data approach for the analysis of event histories 
with covariates[ I] using the Grade of Membership (GOM) technique[Z]. This type of data 
typically arises in longitudinal studies of randomly selected individuals from any one of 
several subpopulations. Specifically, these data contain information on the number, tim- 
ing, and sequence of transitions between various discrete states of interest for each in- 
dividual in the study, as well as measurements of covariates that influence the rates of 
transition between the states. The presence of covariates distinguishes event history an- 
alysis from multistate population models such as described by several authors[3-61, in 
which only the between-state transition rates are estimated. 
For a review of methods currently used in event history analysis, see Tuma[l], Alli- 
son[7, 81, and Flinn and Heckman[9]. Discussion of the estimation biases which can result 
from the effects of unobserved covariates in event history analysis are presented in Heck- 
man and Singer[lO-131. All of these methods use either a marginal ikelihood approach[l4] 
or the partial likelihood approach due to Cox[ 1.51. 
In contrast, the GOM technique is based on a conditional likelihood approach in which 
two types of parameters are estimated. The first type of coefficient describes how close 
individual i is to one of K latent or unobserved types, classes, or groups. These scores, 
denoted as gjk, are constrained to be positive and to sum to 1.0 over the K groups for the 
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ith person. The constraints on the giks determine the geometry of the case space, i.e., 
that each person’s attributes can be represented as a convex combination of the K co- 
ordinates defining the boundary of the space. The second type of parameter (A,,) is the 
set of structural parameters of the probability distributions of the covariates and the 
between-state transition data. It is assumed that these variables are conditionally inde- 
pendent given the GOM scores (i.e. the gik). 
The mathematical structure of the GOM model, with simultaneous maximum likelihood 
estimation of the gik and xkj[, means that the type of event history process we can evaluate 
will be more general than in currently available methods. First, because we have K sets of 
giks, we can describe latent heterogeneity which is multidimensional. In the approaches 
presented by Heckman and Singer, the unobserved heterogeneity is unidimensional. Sec- 
ond, in the estimation procedure we produce values for the individual gjks. Thus we can 
form estimates of the survival curve for a specific, observed individual. In other proce- 
dures only the parameters of the unobserved heterogeneity distribution are estimated, so 
that the survival curve cannot be calculated for a given individual. Third, because we use 
a conditional likelihood to generate estimates of the giks, we make no assumption about 
their actual distribution. Because, in the estimation procedure, the giks are not constrained 
to be sampled from a prespecified underlying distribution, there is considerably more 
freedom for the g&s to vary in the face of sampling differences. This means that the hkj/s, 
the structural parameters, are less likely to be sensitive to such differences. Finally, and 
most fundamentally, is the nature of the latent mixing distribution implied by the giks. As 
indicated above, it is multidimensional and contiwous. Thus, it can represent individual 
processes or sample paths as a convex combination of a base set of typical sample paths. 
This means that the sample path need not be simply proportional to a single underlying 
hazard function. Hence, K sample paths can be differentially weighted for any individual 
to produce an individual sample path that is not proportional to any single base sample 
path. This allows considerably greater flexibility in modeling the full process at the indi- 
vidual level. 
In the following, we first present the GOM likelihood and indicate the types of event 
history models that can be estimated by applying appropriate constraints to the two pa- 
rameter spaces (i.e. gjk and Xkj[). This is followed by a description of an illustrative analySiS 
of data from Social Security (SSA) and Health Care Financing (HCFA) administrative 
files on Supplemental Security Income (SSI) benefits. Examples of the analysis of tran- 
sitions from “Type D” living facilities (e.g. nursing homes) to other living arrangements 
(or death) or of changes in payment status for Supplemental Security Income are pre- 
sented. The discussion will focus on the use of the GOM technique with alternative as- 
sumptions concerning the event history models. 
2. METHODS 
The Grade of Membership model 
We restrict our attention to discrete categorical covariate and event history data. If 
continuous covariates are to be included in the analysis, they must first be recoded as 
categorical variables. In this case, the structural parameters of the GOM model will be 
nonparametric density estimates and the methods of Scott[l6] and Terre11 and Scott1171 
can be used in selecting the optimal histogram bin widths. Similarly, the time of transition 
from one state to the next is assumed to be known only to lie in a given interval. It is 
assumed that the values of the covariates are known at the start of each interval regardless 
of whether or not a transition occurred in that interval. This is done in order to permit 
the inclusion of time-varying covariates as exogenous variables in the analysis. An al- 
ternative way of using time varying covariates is as endogenous state variables. 
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To fix these ideas, let xi,, yir, and g;, denote the J-element vector of exogenous cov- 
ariates, the endogenous state variable, and the K-element vector of Grade of LMembership 
scores for the ith individual for the rth time interval. Certain restrictions on the values of 
the g-vectors will be imposed below. Here, we observe that with .y and y taking discrete 
values and g taking continuous values, the joint probability density for the entire set of 
data, including the unobserved g vector, can be written as 
p= lif(P;l.g,,... )‘P(Xilt Yilt Xi27 yi2, . . I &I. gi2, . . .), (1) 
i= I
where f(.) denotes a multivariate density and p(. 1 +) denotes conditional probability. 
There are two strategies that can be used to deal with the problem that the g vector is 
unobserved. In the marginal likelihood approach, one specifies a parametric form for f(.) 
and then integrates the g-vectors out of the expression. In cases where g is a random 
scalar quantity, it may be possible to specify f(.) as a general nonparametric density and 
conduct estimation using the E-M algorithm[l 2, 131. In the conditional likelihood ap- 
proach, one ignores the density f(.) and writes the likelihood as 
L = IT_ PCxi13 Yil, xi29 yiZ~ . . . 1 gtl, giz, . . .). (2) 
i= I 
The obvious advantage with this form is that one does not need to specify the parametric 
form for f(.). The g vectors are treated as incidental parameters which are independently 
and identically distributed according to the unspecified multidimensional f(.). These con- 
ditions are sufficient to guarantee the consistency of the maximum likelihood estimators 
(under the usual regularity conditions) of the structural parameters of the model[l8]. 
GOM likelihood 
The basis of the GOM technique is the assumption of the conditional independence of 
all covariate and endogenous state variables given the GOM scores. Thus the GOM scores 
characterize the latent groups or classes of individuals which account for heterogeneity 
in both covariate values and in the endogenous state variables. The covariates influence 
the transition rates for events in an indirect manner through their influence on the GOM 
scores. The likelihood for each GOM model has the following basic form: 
where the semicolon indicates that the girs are now regarded as parameters and where Ti 
denotes the number of time intervals for which observations are obtained for the ith 
individual. In writing Eq. (3), we represent the information in sit and yir via indicator 
variables. Specifically, _x;Z~[ = I if and only if _Tirj = 1, I = 1, . . , L,; otherwise .rirjl = 
0. Hence, xirjr = 1 indicates that category 1 applied to thejth variable measured at time 
t for the ith individual. The indicator yirslr = 1 if and only if yi,i_-IJ = II and yi, = s; 
otherwise yirslr = 0. Hence, yirsrr = 1 indicates that a transition from state s to state 11 
occurred in the interval (t, t + 1) for individual i. Similarly, yirs = 1 if and only if yi, = 
s; otherwise yils = 0. 
Given the conditional independence assumption, we introduce the structural param- 
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eters of the model into Eq. (3) by assuming that the xirjrs are Poisson distributed as 
P(+xirj/) = [Ai[.jllX”” exp[ - h;,jr]lxi,jr! 
where 
hirji = 5 gikrhktji 
k=l 
(4) 
(5) 
subject to the restrictions 
$, gikt = 1, gikr 2 0 (all k). (6) 
The Poisson rate Xi,j/ is a linear combination of the structural parameters xk,j[, k = 1, . . . , 
K, which characterize the K latent classes. Note that (hitj/ 1 gikr = 1) = hk_rj/ SO that Aktj/ 
can be used to denote both a parameter, and a conditional Poisson rate for an individual 
with gikt = 1. 
Similarly, we assume that the yi(,+ I)r,~ are Poisson distributed as 
P[yicr- 11ri 1Yirs = 11 = IAirsulyt”+ I”’ exp[ - AirsctIlYicr- t)tr !, 
where 
(7) 
Airslr = L$,, gik, Akrsrr . C3) 
Note that yiC,+ iju in Eq. (7) can be replaced with yirsrr. Hence, in comparing Eqs. (4) and 
(5) with (7) and (8), one can see that the forms are identical. Indeed, we can simplify the 
likelihood expression considerably by introducing a set of variables zirj/ defined by 
Zirjl = Xirjl (j = 1, . . . ) J) 
Zirjl = Yirjl (j = J + 1, . . . , J + S). 
We also need to define the sum over 1 of zitjlas, 
Zirj + = $, Zirjl 
where 
Lj = S (j=Jt- l,...,Ji-S). 
In this case, the complete likelihood can be written as 
(9) 
(10) 
(11) 
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where, by convention, the ’ i ’ notation in hk,j_ indicates summation of Ak,/over 1. If we 
impose the constraint AxIii = 1, all X-, t, and j, then the Poisson likelihood becomes a 
multinomial likelihood (except for a constant which can be ignored); otherwise, the dif- 
ferentials in Aktj_ reflect differential contributions of the variables to the model. Note that 
;irj+ indicates whether thejth variable is applicable to individual i at time r. In the case 
of transitions from state s to state tt, only the value of 11 is variable; the variables yirsslr. 
for s’ f S, are irrelevant; hence, ;ir(J-s,)- = 0. If ,Tirj is missing. then X;rj/ = 0, all 1, and 
Xi,j + = ;irj - = 0, by convention. 
Estimation of the parameters of Eq. (12) can be conducted using a modified Newton- 
Raphson iteration scheme in which the iterations alternate between updates of the h- 
parameters, conditional on the current estimates of the g-parameters, and updates of the 
g-parameters, conditioned on the current estimates of the A-parameters. Tests of alter- 
native nested models can be conducted using likelihood ratio procedures. For example. 
the number K, of latent groups can be tested against a model with K + 1 groups to evaluate 
the assumption that all covariates and endogenous state variables are conditionally in- 
dependent, given the gir. Other tests can be constructed for hypotheses about the process 
described by the structural parameters of the model. These will be described below. 
A Markov chain model 
One model proposed for event history analysis of discrete time data in which a finite 
number of states are defined at each interval of observation is the simple Markov chain 
model[l9]. This model is based on three,assumptions: (1) that the transition probabilities 
are constant over time-stationarity; (2) that the transition probabilities depend only on 
the current state of the process-Markovity; and (3) that each transition probability for 
each person in a given state is identical-population homogeneity. One appeal of the 
GOM technique for the analysis of event history data is that it provides methods for testing 
each of these three assumptions. The GOM model also provides appropriate alternative 
models of the process for the case that any or all of the assumptions are invalidated. 
In this section, we will discuss the use of the GOM technique for testing and modifying 
the simple Markov chain model for event history data. Our approach will be to present 
the general GOM model and indicate what restrictions must be applied to its parameters 
to represent the simple Markov chain model. 
We assume that yit can assume S discrete values s = I, . . . , S indicating the state 
occupied by the ith individual at time t. Let 
qirsrr = Pr[YiCr+l) = tl 1 yif = ST yjts+ = I]. (13) 
and ~2;~ bethe S x S probability matrix with qitsu as the (s, tt) element. I-Ience, we require 
that qirr, = 1, in which case it follows from (8) that 
qitru = 5 gikrhk-rsu / $, gikthkrs+ . (14) 
k=l 
Also, let 
from which it is clear that constraining Akls_ = 1 provides direct estimates of qkrsrr in Eq. 
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(12). The linear form of Airsu in Eq. (8) has the following analog in terms of qirsu: 
qirsu = ki, Yikts'qkrsu, (16) 
where 
Yikrs = gikthkrs + 
/ 
kf,, giktkkrs + . (17) 
Equation (16) shows that the individual transition probabilities qirrr, are linear combinations 
of the transition probabilities for persons in the latent groups, i.e. qkrsrr. 
With these definitions, we now consider the assumptions of the simple Markov chain 
model in detail. One assumption is population heterogeneity, or 
qirru = qi’tsu (all i and i’). 
From Eq. (14) we see that this condition is implied by the restriction that 
(18) 
hkrsrc = ik-‘rsu (all k and k’). (19) 
In this case, it is apparent that the covariates used to form the K latent classes have no 
effect on the transition probabilities from one state to the next. A second assumption is 
stationarity, or 
qitru = qir’su (all t and t’). 
From Eq. (14) we see that this condition is implied by the relation that 
(20) 
gikr = gikr’ 
(all t and r’). (21) 
A krsrr = ~kr’su 
In this case, all parameters are constant over time. Note that (20) also follows from 
A krsu = hkprrsu (all k and k’ all t and t’), (22) 
with no restrictions on the g;krs. 
Models incorporating the above two assumptions can be tested against the unrestricted 
alternatives using likelihood ratio procedures. Testing of the Markovity assumption re- 
quires that we redefine the transition variables yirsu to include the information yi, - 1. Under 
the Markov chain model, with yilsru indicating that the sequences r, S, 11 occurred, it is 
assumed that: 
qirsru = N.Yi(t+i) = u 1 Yir = S, yit- 1 = rl (234 
= Pr[Yi(t+l) = f.4 1 Yir = Sl (23b) 
= qitsu . (23~) 
To test this assumption we replace the terms involving Akrru in Eq. (12) with new terms 
involving Akrsru, which is the conditional Poisson rate parameter for the transition from 
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state s to state u in the interval (f, t + 1) given that yir_ l = r. Then Eq. (23) follows from 
the restriction that 
~krsrrr = hkrsr'r, (all r and r’). (24) 
In this case, the number of likelihood terms in Eq. (12) would be increased from S to S’ 
terms, where, for i > J, iilj/ in Eq. (9) would be redefined as 
Zitj(s,r)l = Yifsrl (j = J + 1, . . . , J + S’). (23 
Note that the Markovity assumption is simply a special case of the assumption of 
conditional independence which is the basis of the GOM technique. If this assumption is 
rejected, it may be necessary to increase the number of latent classes from K to K + 1. 
It should also be noted that dependence of any pair of variables Zirj and Zirj’ may be tested 
by defining a new variable from the two-way cross classification which then replaces Zirj 
and zirj* in the likelihood. Furthermore, if ziri or Zir,, refers to the state variable, then the 
state variable will be redefined to include covariate information. 
If the assumption of population homogeneity is rejected in the Markov chain model. 
the question arises as to whether the covariates are sufficient to account for all hetero- 
geneity or whether there are residual effects due to unobserved covariates. This can be 
tested by: 
(1) fitting the model without inclusion of the yits in the likelihood; 
(2) determining the Xk,sr,s associated with this restricted model (these are the conditional 
MLE’s of &I,, given the gikrs of that model); 
(3) determining the complete likelihood of the restricted model; and 
(4) comparing the results to the likelihood for the unrestricted model with the yirs included 
and the &l,s free to vary, using standard likelihood ratio procedures to assess sta- 
tistical significance. 
If the assumption of stationarity is rejected, then it is possible that either of the two 
conditions in Eq. (21) holds separately. For example, if &r, = Akt’slc, a modified form of 
stationarity is suggested in which the set of transition probabilities {qk,su} are stationary. 
but the individual GOM scores change over time. The change in the GOM scores may 
be due to changes in state or to other factors reflected in the covariates. This model 
would be indistinguishable from the case where follow-up observations on individuals are 
completely independent. 
A semi-Markov process model 
In practice the Markov assumptions described above are often violated in the analysis 
of social science and biomedical data. Consequently, more complex process models are 
often required. Furthermore, in practice, it may be more efficient to apply constraints to 
a more complex stochastic process model than to release constraints on a simple Markov 
model. In this section we discuss an important alternative to the nonstationary Markov 
chain model, the semi-Markov model[20], in which the transition probabilities from state 
s to state u depend on the length of time spent in state S. We propose this more general 
model as an appropriate starting point for an analysis. 
The semi-Markov process is distinct from the nonstationary Markov chain in which 
the time dependence of the transition probabilities is not connected with the time spent 
(duration) in any given state, but only with the time elapsed since the start of the process. 
For example, transition rates which change with age will exhibit time dependence in a 
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longitudinal cohort analysis, but not duration dependence of the transition probabilities. 
Naturally, it is possible that both types of time dependence characterize a given set of 
data. In this case, one could separate the analysis into events which are strictly age 
dependent and, conditional on those events, into other events which are strictly duration 
dependent. 
In this section, we consider the application of the GOM technique to the analysis of 
duration dependent event history data with covariates. For simplicity, we will continue 
under the assumption of the same observational plan described above with xir and Yir 
observed at unit time intervals. However, we assume that the covariate effects can all 
be represented at the start of each episode so that the duration dependence is not due 
simply to changes in covariate values over the course of an episode. This is equivalent 
to assuming that the duration dependence is due to significant covariates which are not 
measured. This also means that if there are significant covariates which are observed to 
change during the course of an episode, then one may wish to include those effects by 
redefining the state variable to include those covariates. In this case, the complete like- 
lihood may be written as 
which is the same form as Eq. (12) except that time intervals (r) are replaced by episodes 
(e). One further change in Eq. (29) is that the event variables Zipj/.j > J, now have Lj, 
categories indicating the two-way cross classification of the type of transition and time 
of termination of the eth episode for the ith individual. 
3. DATA 
Two types of data were employed in our illustration of the GOM event history model. 
The first type of data were from files prepared by SSA on changes in the residential and 
payment status of SSI cases over a 24 month period starting in February, 1982. In par- 
ticular, 12 monthly cohorts of SSI cases entering Type D (nursing home) living arrange- 
ment status were defined for the 12 entry cohorts of February 1982 to January 1983. and 
were followed for 24 months each, to February 1984 to January 1985. Our analysis was 
restricted to a subset of the 7,088 members of the February 1982 cohort. To qualify for 
the analysis, persons had to have an episode during the 24 months where they received 
SSI payments and were initially a resident of a Type D residential facility. There were 
3,608 persons who qualified. Of these people, 2,638 persons initially qualified for SSI 
payments with an additional 970 persons qualifying at some later time during the 24 month 
period. Included among the 3,608 persons were individuals who qualified for one of three 
types of benefits. One type of benefit was for disabled children. A second type was for 
disabled adults. A third type was for elderly persons. 
Linked to the event history data for individual SSI recipients was information on the 
Type D facility in which they resided. Data on facilities were derived from a research file 
prepared by HCFA containing information on all U.S. nursing homes, excluding ICF- 
MRs and facilities based in certain acute care hospitals. One of the basic research questions 
was to determine how the characteristics of facilities affected the length of stay with SSI 
benefits in those facilities. 
An important data preparation issue is how to code the event history from the 24 month 
follow-up of the individual into a form consistent with the structure of the likelihood 
function. Since we will illustrate the model with the more complex semi-Markov form we 
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coded the 24 month follow-up data into a series of episodes where the termination of the 
episode could be due to (1) loss of payment status, (2) change in residential type, (3) death, 
or (4) end of study. For the 3,608 persons we defined over 5,482 such episodes. Of these 
5,482 episodes, 1,925 were initiated at the time of change in residential type where SSI 
eligibility continued. These were the data used in the analysis. 
4. RESULTS 
We will illustrate the use of the GOM model in an analysis of the length of stay (LOS) 
data for SSI beneficiaries. The analysis involved fitting three nested hierarchical models 
to the covariate and event history data where the models were parameterized to test 
hypotheses concerning the effects of both observed and unobserved heterogeneity on the 
LOS data. The units of the analysis were the 5,482 SSI benefit episodes described above. 
These episodes were assumed to be conditionally independent, given the GOM scores 
estimated for each episode. In terms of the likelihood in Eq. (29) this means that I = 
5,482 and Eij = 1, all i andj, by assumption. Models 1 and 2 both contained 11 exogeneous 
variables (xies) and one endogeneous variable (vie). In Model 3, the endogeneous yi, 
variable was respecitied as exogeneous to test for unobserved heterogeneity. We will 
consider these models in order of increasing complexity. 
Five of the exogeneous variables (xjs) described characteristics of the facility in which 
the SSI beneficiary resided. These included information on type of control on the facility 
(i.e. church, other voluntary, proprietary, and all other), total number of beds, bed to 
nurse ratio, facility classification (SNF vs. ICF), and a staffing index formed from the 
cross classification of rehabilitation services by nurse to patient-bed ratio. For episodes 
outside of Type D facilities, these were set to “missing”, i.e. .Tiej_ = 0,j = 1, . . . , 5. 
The remaining six exogeneous variables were sex, race, age, marital status, geographic 
region of residence, and home ownership status. The marginal distributions of those 11 
variables are given in the column labelled “frequency” in Table 1. For example, we see 
that 41% of the episode-cases are male, 61% are white, 34% are 65 years of age or older, 
96% are not currently married, and 91% are not home owners. The distributions of facility 
characteristics exclude missing data cases. 
All three models were estimated under the assumption of K = 4 latent classes. The 
normalized probabilities for each of those latent classes are given in Table 1 (for Models 
1 and 2) and were computed from the Xkcj/ parameter estimates using: 
Although it is clear from the form of the likelihood that the value of K must be prespecified, 
it is possible to test this value against any other specified value using a likelihood ratio 
test. To do so we define a goodness of fit statistic as 
G’(K) = -2 ln[L(l)IL(K)], (31) 
which is approximately chi-squared distributed with (K - l).(Z i- z= 1 Lj) degrees of 
freedom. In Eq. (31), L(1) denotes the baseline likelihood for the model with K = 1, for 
which gik = I, all i, and hkj/ = &j/ are the marginal probabilities, given in Table 1. For 
Model 1, with K = 4, G'K = 27,015.4 (15,605 df), a highly significant value. Geometrically, 
the model with K = 4 implies that the individual probability vectors are contained within 
a three-dimensional simplex. Some improvement in fit can be obtained by increasing the 
value of K to 5, 6, 7 or more, but only at the cost of the ease of interpretation of the three 
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Table I. Estimates of normalized structural parameters of I1 exogeneous variables under assumptions of 
Models I and 2 of SSI beneficiary episode data 
GOM Latent Class 
Frequency I 11 III IV 
Facility Controlled by 
Church 
Other Voluntary Organization 
Proprietary Organization 
Other 
0.0291 0.1238 0.0 0.0 0.0 
0.0695 0.2957 0.0 0.0 0.0 
0.7650 0.0 1.0000 1.0000 I .oooo 
0.1364 0.5805 0.0 0.0 0.0 
IVumber of Beds 
<3l 
31-60 
61-90 
91-120 
121-150 
151-180 
181-210 
?II+ 
0.0172 0.0838 0.0 0.0180 0.0 
0.1138 0.0 0.0 0.4408 0.0 
0.1610 0.1416 0.0 0.2438 0.1970 
0.3088 0.0 0.1786 0.2973 0.5024 
0.1172 0.0 0.0 0.0 0.3006 
0.0907 0.0 0.4493 0.0 0.0 
0.0559 0.1344 0.1773 0.0 0.0 
0.1353 0.6402 0.1948 0.0 0.0 
Bed to 1Vwse Ratio 
<IO 0.433 I I .oooo 0.0 0.0 0.6214 
IO-20 0.4469 0.0 0.4526 I .cQoo 0.3786 
>20 0.1201 0.0 0.5474 0.0 0.0 
Type of Facility 
Skilled Nursing 
Intermediate Care 
0.6958 I .oooo 1.0000 0.0 I .oooo 
0.3042 0.0 0.0 I .oooo 0.0 
Rehabilitative TherapistlSurse-to-Bed Index 
0 Therapist. Low Nurse-to-Bed Ratio 0.1282 0.0 0.6477 0.0 0.0 
1 Therapist, Low Nurse-to-Bed Ratio 0.0220 0.0 0.1113 0.0 0.0 
2 Therapists, Low Nurse-to-Bed Ratio 0.0186 0.0939 0.0 0.0 0.0 
0 Therapist, Meets Nurse-to-Bed Ratio 0.2243 0.0 0.0 0.3746 0.3697 
I Therabist, Meets Nurse-to-Bed Ratio 0.0477 0.0 0.2411 0.0 0.0 
2 Theraoists, Meets Nurse-to-Bed Ratio 0.0232 0.0 0.0 0.0922 0.0 
0 Therapist, High Nurse-to-Bed Ratio 0.3559 0.0 0.0 0.5332 0.6303 
1 Therapist, High Nurse-to-Bed Ratio 0.0873 0.4395 0.0 0.0 0.0 
2 Therapists, High Nurse-to-Bed Ratio 0.0927 0.4666 0.0 0.0 0.0 
Se+ 
Male 0.4062 0.6321 0.6057 0.2541 0.2047 
Female 0.5932 0.3554 0.3943 0.7459 0.7953 
Undetermined 0.0005 0.0025 0.0 0.0 0.0 
Race 
White 
Other 
Age in Years 
<19 
19-24 
25-50 
51-64 
65-74 
75-89 
90+ 
Marital Status 
Married 0.0376 0.0 
Not Married 0.9624 1.0000 
0.6133 0.4229 0.6756 0.7037 0.6374 
0.3867 0.577 I 0.3244 0.2963 0.3626 
0.0930 0.5350 
0.0923 0.0 
0.2258 0.0 
0.1468 0.2812 
0.1419 0.1838 
0.2379 0.0 
0.0622 0.0 
0.0 
0.2901 
0.7099 
0.0 
0.0 
0.0 
0.0 
0.0 
1.0000 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.2653 0.1498 
0.2001 0.2262 
0.3843 0.5181 
0.1504 0.1059 
0.1672 
0.8328 
0.0 
1 .oooo 
(contimed) 
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GOM Latent Class 
Frequent y I II III IV 
Region 
Boston 0.0438 0.0 0.0777 0.1316 0.0 
New York 0.0867 0.4558 0.0 0.0 0.0 
Philadelphia 0.0750 0.3944 0.0 0.0 0.0 
Atlanta 0.1947 0.0 0.0 0.0 0.4789 
Chicago 0.1595 0.0 0.923 0.0 0.0 
Dallas 0.1573 0.0 0.0 0.6823 0.0 
Kansas City 0.0429 0.0 0.0 0.1860 0.0 
Denver 0.0285 0.1497 0.0 0.0 0.0 
San Francisco 0.1821 0.0 0.0 0.0 0.4479 
Seattle 0.0297 0.0 0.0 0.0 0.0732 
Does Respondent Own Home? 
Yes 
No 
Undetermined 
0.0859 
0.9055 
0.0086 
0.0 0.0 0.2369 
0.9693 1 .OOoo 0.7553 
0.0307 0.0 0.0079 
External Variables 
0.1141 
0.8859 
0.0 
SSI Program 
Aged Adult 
Blind Adult 
Disabled Adult 
Disabled Child 
0.3594 0.1043 0.0 0.6365 0.6649 
0.0104 0.0135 0.0042 0.0081 0.0150 
0.5328 0.4488 0.9562 0.3654 0.3202 
0.0974 0.4334 0.0396 0.0 0.0 
dimensional model. As a consequence, we will continue the evaluation of the SSI bene- 
ficiary data using K = 4 latent classes. 
Table 1 allows us to characterize the four latent classes as distinctive groups. Class I 
is characteristically resident in a nonproprietary controlled, high bed count, low bed to 
nurse ratio, skilled nursing, non-white, and either below age 19 or from 51-74 years; is 
not married and does not own a home; and typically resides in the New York, Philadelphia, 
or Denver region. 
Also contained in this table are the conditional probabilities of being in one of four 
types of SSI programs [i.e. Adult (65 +), Blind Adult, Disabled Adult, Disabled Child]. 
These variables were not used in forming the groups; their A-parameter values were es- 
timated conditional on the GOM scores derived from the 11 exogeneous variables-hence 
the designation “external” is used to describe these variables. These are useful in helping 
describe the groups. We can see, for example, that Class I has a 4.4 times greater than 
average chance of being in the program for disabled children (age break between child 
and adult for disability entitlement is age 18; adult program entitlement without disability 
is 6.5). The fact that there are two age ranges that are represented in Class I suggests that 
there are two basic types of health problems (disability groups) described by this class 
because of their similarity in the types of facilities in which they are housed (i.e. the more 
intensive care facilities). Class II is characteristically resident in a proprietary controlled, 
high bed count, high bed to nurse ratio, skilled nursin g, low staffing index type of facility; 
tends more toward being male, but white and aged 19 to 50 years; is not married and does 
not own a home; this group tends to be concentrated in the Chicago and, to a lesser 
degree, the Boston regions. From the SSI program variable this group can be seen to be 
primarily in the disabled adult program. From the other variables we see that this group 
resides in facilities with a much lower intensity of care than Class I. Thus the differences 
between Class I and II are probably due to the first class being more profoundly disabled 
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(especially children) and medically acute (adults) whereas, in the second class, they are 
stable, long term disabled adults with probably much lower medical acuity. Unfortunately, 
these records do not contain medical diagnoses or functional disability indices[21]. The 
program type variable is a rough proxy of these variables, however, since program eli- 
gibility will be based on them. 
Class III is characteristically resident in a proprietary controlled, intermediate care 
facility, with a low bed count, medium bed to nurse ratio, and medium to high staffing 
index; tends to be female, over age 50 years, and a resident of the Dallas, Kansas City, 
or Boston region; with a much higher than average chance of being married and a home 
owner. Class IV is characteristically resident in a proprietary controlled, intermediate 
bed count, skilled nursing facility, with a low to medium bed to nurse ratio, and medium 
to high staffing index value (but no rehabilitative services); this group tends to be female, 
above age 50, not married, and a resident of the Atlanta, San Francisco, or Seattle region, 
with a slightly higher than average chance of being white and a home owner. This group 
(as in Class III) is typically in the Aged Adult or Disabled Adult program and relatively 
older than Class III (i.e. 62% vs. 53% above age 75). The primary difference between this 
class of patient and Class III is that this group is in a skilled nursing facility (SNF) while 
Class III is in an intermediate care facility (ICF). Thus Class III persons reside in a more 
residential, less medically (and in typically smaller ICFs; SNFs are apparently larger due 
to economies of scale in providing more intensive medical care) intensive care facility. 
Class IV cases are in more medically intensive care facilities and will probably have higher 
mortality. The average GOM scores on the four latent classes are 22.2, 23.3, 21.3, and 
33.2%, respectively; thus, the medically intensive Class IV is more prevalent in the pop- 
ulation with the other three groups having roughly equal prevalences. 
The endogeneous LOS variable (yie) consists of 25 categories formed from the cross 
classification of the episode duration (cl, 1-2, 3-11, 12-17, 18-23, and 24 months or 
more) and the reason for termination of the episode (loss of benefits, change in residence, 
death, or end of study). The marginal distribution of this LOS variable is given in the 
column labelled “frequency” in Table 2. This marginal distribution is the distribution of 
the LOS variable assumed in Model 1. The difference between Models 1 and 2 is that in 
the latter model the LOS distribution is permitted to vary freely over the latent classes. 
This is accomplished by solving the conditional likelihood function: 
L,,,(K) = b exp 
[ 
- Yies + 5 gikekkej i 1 L X ucI k$,, &?ikeAkeju]yiesu~ (32) i=l k==l 
where the gikes are held fixed at their values in Model 1. The transition probabilities for 
each latent class, given in Table 2, are then obtained from the A-parameters using 
1 
qkesu = ikeshkes - , (33) 
which is the same as Eq. (15) with t t e. An expression analogous to Eq. (16) yields the 
individual specific transition probabilities, (jieslrs. 
A test of the equality of the q&u s over the K latent classes is a test of the ability of 
the 11 covariates in Table 1 to predict the LOS outcomes in Table 2. Following the logic 
in Eq. (31) above, we define 
GbAK) = -2 ln[L,,,(l)IL,,,(K)I, (34) 
which is approximately chi-squared distributed with (K - I).E, degrees of freedom. For 
Model 2, G:,,(K) = 326.8 (75 df), a highly significant value. 
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Table 2. Probability of being ended by one of four types of change for episodes of cases funded by SSI 
program: GOM estimates derived under Model 2 assumptions 
GOM Latent Class 
Frequency I II III IV 
Reason For Termination 
Up to One Month Length of Stay 
Loss of Benefits 0.0487 
Change in Living Arrangement 0.0657 
Died 0.0327 
End of Study a.0117 
One to Three Months Length of Stay 
Loss of Benefits 0.0456 
Change in Living Arrangement 0.0618 
Died 0.0224 
End of Study 0.0161 
Three to Twelve Months Length of Stay 
Loss of Benefits 0.0540 
Change in Living Arrangement 0.0925 
Died 0.0547 
End of Study 0.0560 
Twelve to Eighteen Months Length of Stay 
Loss of Benefits 0.0139 
Change in Living Arrangement 0.0239 
Died 0.0208 
End of Study 0.0412 
Eighteen to Twenty-Four Months Length of Stay 
Loss of Benefits 0.0093 
Change in Living Arrangement 0.0109 
Died 0.0144 
End of Study 0.1474 
At Twenty-Four Months Length of Stay 
End of Study 0.1563 
0.0527 0.0429 0.0564 0.0454 
0.0725 0.0780 0.0438 0.0661 
0.0181 0.0051 0.0509 0.0505 
0.0092 0.0199 0.0105 0.008 I 
0.055 1 0.0489 0.0657 0.0244 
0.0441 0.0914 0.0496 0.0598 
0.0153 0.0 0.0299 0.0386 
0.0217 0.0180 0.0162 0.0109 
0.0634 0.0788 0.0364 0.041 I 
0.0669 0.1360 0.0600 0.0983 
0.0348 0.0113 0.0790 0.0838 
0.0672 0.0893 0.038 I 0.0359 
0.0177 0.0262 
0.0123 0.035 I
0.0172 0.0 
0.0516 0.0506 
0.0096 0.0052 
0.0258 0.0222 
0.035 1 0.0291 
0.0327 0.033 I
0.0124 0.0098 0.0079 0.0078 
0.0145 0.0057 0.0139 0.0105 
0.0102 0.0 0.0233 0.0219 
0.1766 0.1166 0.1481 0.1501 
0.1665 0.1363 0.1670 0.1574 
The marginal distribution of yj, in Table 2 may also be regarded as parameters of a 
baseline model for testing the effects of including yje among the set of exogeneous variables 
in Model 3. The q,_,-parameters for Model 3 are given in Table 3. The test of the goodness 
of fit of this model is the same form as for Model 1, yielding G’(K) = 27,720.6 (15,680 
df). Taking account of the additivity of G’(K), the comparison of Model 3 versus Model 
1 yields AG’(K) = 705.2 (75 df), a highly significant value. Thus, we can conclude that: 
(1) there is significant heterogeneity in the LOS variable; and (2) the 11 exogeneous vari- 
ables in Table 1 account for nearly half (326.8/705.2 = 46.3%) of the information on 
heterogeneity in the LOS variable. 
Under the assumption that episodes terminate at the middle of each time interval, except 
for the last interval which is assumed to terminate at 24 months, we can compute the 
mean LOS values and the percentage of episodes terminated for each reason. These 
values, given in Table 4, are calculated from parameters reported in Table 2 (Model 2) 
and Table 3 (Model 3) using standard life table procedures (i.e. the parameters in Tables 
2 and 3 can be viewed as estimates of the life table d,s[22] for each of the four latent 
classes). 
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Table 3. Probability of being ended by one of four types of change for episodes of cases funded by SSI 
program; GOM estimates derived under ,Model 3 assumptions 
GOIt Latent Class 
Frequency I II III IV 
Reason For Termination 
Up to One Month Length of Stay 
Loss of Benefits 0.0487 
Change in Living Arrangement 0.0657 
Died 0.0327 
End of Study 0.0117 
One to Three Months Length of Stay 
Loss of Benefits 0.0456 
Change in Living Arrangement 0.0618 
Died 0.0224 
End of Study 0.0161 
Three to Twelve Months Length of Stay 
Loss of Benefits 0.0540 
Change in Living Arrangement 0.0925 
Died 0.0547 
End of Study 0.0560 
Twelve to Eighteen Months Length of Stay 
Loss of Benefits 0.0139 
Change in Living Arrangement 0.0239 
Died 0.0208 
End of Study 0.0412 
Eighteen to Twenty-Four Months Length of Stay 
Loss of Benefits 0.0093 
Change in Living Arrangement 0.0109 
Died 0.0144 
End of Study 0.1474 
At Twenty-Four Months Length of Stay 
End of Study 0.1563 
0.0650 0.0379 0.0574 0.0419 
0.0861 0.0827 0.03 I9 0.0632 
0.0 0.0 0.0474 0.0654 
0.0 0.0342 0.0146 0.0 
0.0 0.0 0.2109 0.0 
0.0352 0. I128 0.0390 0.0542 
0.0 0.0 0.0 0.0654 
0.0270 0.0143 0.0338 0.0 
0.0795 0.0878 0.0234 0.0345 
0.0 0.201 I 0.0 0.1240 
0.0 0.0 0.0612 0.1210 
0.0880 0.1012 0.0284 0.0227 
0.0267 0.0296 
0.0 0.05 I3 
0.0 0.0 
0.0747 0.0536 
0.0064 0.0 
0.0230 0.0180 
0.046-l 0.0314 
0.0190 0.0275 
0.0185 0.0098 0.0086 0.0043 
0.0191 0.0 0.0165 0.0108 
0.0 0.0 0.0224 0.0279 
0.2462 0.0760 0.1428 0.1466 
0.2341 0.1078 0.1669 0.1412 
The average LOS for all episodes is 11.37 months. Under Model 2, this ranges from 
10.48 to 12.06 months for Classes II and I, and, under Model 3, from 9.66 to 14.55 months 
for the same two latent classes. Thus, the average LOS is roughly half the maximum 
possible LOS of 24 months. Furthermore, nearly 43% of episodes are terminated due to 
the end of study, at 24 months or less, with an average LOS prior to this point of 18.48 
months. The average LOS for termination due to transfer to nonpayment status, change 
in living arrangements, or death is thus limited to a maximum value of 21 months, the 
middle of the fifth time interval. 
We can adjust the calculations to control for the censoring effects of the end of study. 
This is done using cause elimination life table calculations[22], under the assumption that 
episode terminations due to the end of study are independent of episode terminations due 
to the other three reasons. These calculations are presented in Table 5, where it is seen 
that the average LOS for all episodes increased from 11.37 to 13.19 months. One can see 
corresponding increases in the values for the four latent classes, for both models. In 
evaluating the changes in the average LOS by reason for termination, it should be re- 
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Table 4. Average length of stay (LOS) of SSI beneficiary in SSI payment status by reason for termination 
and by GOM latent classes as estimated under Models 2 and 3 
Model 2 
GOM Latent Class 
Reason for Termination 
Observed I II III IV 
LOS % LOS % LOS % LOS % LOS % 
ALL II.37 100.0 12.06 100.0 10.48 100.0 11.62 100.0 11.41 100.0 
Loss of Benefits 5.39 17.2 5.65 20.1 6.34 20.7 4.22 17.6 5.02 12.4 
Change in living arrangement 5.64 25.5 5.30 21.0 5.45 34.6 6.47 19.3 5.62 25.7 
Died 7.49 14.5 8.08 9.6 5.32 I.6 7.76 21.8 7.27 22.4 
End of study 18.48 42.9 18.33 49.3 16.70 43.1 19.Y _ 41.3 19.52 39.5 
Model 3 
ALL II.37 100.0 14.55 100.0 9.66 100.0 IO.91 100.0 II.11 
Loss of Benefits 5.39 17.2 7.47 19.0 8.04 16.5 2.94 30.7 4.58 
Change in living arrangement 5.64 25.5 3.66 14.0 5.68 44.8 7.11 II.0 5.80 
Died 7.49 14.5 - 0.0 - 0.0 9.30 17.7 6.84 
End of study 18.48 42.9 18.84 67.0 14.96 38.7 18.69 10.6 20.86 
100.0 
8.1 
27.0 
31.1 
33.8 
membered that the limitation to a maximum value of 21 months still holds, except of 
course, for the end of study reason which is now fixed at 24 months. 
In Table 5 we see that the transitions of Model 3 are clearly different from those in 
Model 2 suggesting the effects of unobserved covariates on the transition rates for indi- 
viduals. Under the GOM model assumption this implies different values for the gi,s 
between Models 2 and 3. The probability of achieving the end of study under Model 3 is 
much greater for Class I (62.3%) than for the other three classes. We see that persons of 
this type are likely either to terminate early from loss of benefits (8.7 months) or by change 
in living arrangements (5.4 months) or to remain in the program. There is no probability 
of death. Since this group is heavily weighted toward disabled children this suggests an 
underlying mixture of short-stay patients with good chances of rehabilitation and long- 
Table 5. Estimated average length of stay (LOS) of SSI beneficiary in SSI payment status by reason for 
termination and by GOIM latent class, with end of study removed as a reason for early termination, as 
estimated under Models 2 and 3 
Model 2 
GOM Latent Class 
Reason for Termination 
Adjusted 
Observed 
LOS % 
I II III IV 
LOS % LOS % LOS % LOS 470 
All 13.19 100.0 14.33 100.0 12.77 
Loss of benefits 6.10 18.7 6.53 22.3 7.23 
Change in living arrangement 6.26 27.7 6.24 23.3 6.02 
Died 8.48 16.5 9.23 11.2 5.49 
End of study 24.00 37.1 24.00 43.2 24.00 
100.0 12.78 100.0 
18.6 5.65 13.2 
21.0 6.09 27.3 
24.3 8.09 24.6 
36.1 24.00 34.9 
100.0 13.13 
23.7 1.73 
38.5 7.17 
1.8 8.61 
36.0 24.00 
Model 3 
11.90 100.0 12.51 
9.07 20.2 3.24 
6. I4 50.8 8.25 
- 0.0 10.12 
24.00 29.0 24.00 
All 13.19 100.0 
LOSS of benefits 6.10 18.7 
Change in living arrangement 6.26 27.7 
Died 8.48 16.5 
End of study 24.00 37.1 
17.71 100.0 
8.66 22.0 
5.43 15.7 
2&J 
0.0 
62.3 
100.0 11.99 100.0 
5.04 8.4 
6.16 28.0 
7.53 33.0 
24.00 30.6 
32.3 
12.5 
20.3 
34.9 
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term residents with little chance of rehabilitation. The second latent class varies from the 
first class by being in SNF proprietary facilities with lower levels of nursing services. 
This group is primarily disabled, young, and middle-aged adults. It is unlikely to remain 
in the facility (29.0%) though it is likely to change residence while retaining benefit status. 
These appear to be less profoundly disabled adults but economically disadvantaged who 
can return home but who will remain entitled to SSI payments. Class III is an elderly, 
lower intensity of care patient residing in smaller, proprietary ICF facilities. This group 
is more likely to be married and own their own home than Class IV which is also an 
elderly group. The higher economic resources of this group are reflected in the highest 
likelihood of termination due to benefit termination (32.3%). The elderly status of this 
group is indicated by the 20.3% chance of dying in the facility. The fourth group is the 
oldest of the groups and resides in medium-sized SNF. This group is unlikely to change 
benefit status (8.4%) but is likely to change residence (28.0%). It has the greatest chances 
of dying in the facility (33%). 
DISCUSSION 
The analysis of event history of the types of social or service utilization processes 
presented above is difficult because, in contrast to the study of human disease and mor- 
tality where we have theoretical models underlying the perceived failure processes, we 
have little theory to specify the form of either the unobserved heterogeneity distribution 
or the form of the hazard function[l2, 13, 231. The techniques presented above offer great 
flexibility in these cases by allowing us to proceed nonparametrically for both the mixing 
distribution and the hazard functions. We could also test a broad range of assumptions 
about the structure of the process conditional upon observed covariates. 
In the example we saw that there was considerable heterogeneity among individuals 
not captured by the observed covariates. From the nature of the change in the transition 
rates between Models 2 and 3 these unmeasured covariates seemed to involve medical 
status (because of the sharper discrimination of the mortality probabilities among the latent 
classes) and functional status-or at least the likelihood of rehabilitation of one’s func- 
tional status to the point where one could return home. 
The interpretation of the event history transition rates could be further elucidated by 
applying life table techniques to the estimated densities from the various model specifi- 
cations. These life tables described the groups in terms of the expected LOS until ter- 
mination from a specific event. The estimates of the event times and probabilities seemed 
consistent with the covariate information on persons in each episode type. The ability to 
mix pathways under the model for individuals (using the gies) made the model much more 
powerful analytically. 
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