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Abstract
We transform an inverse scattering problem to be an interior transmission problem. We find an
inverse uniqueness on the scatterer with a knowledge of a fixed interior transmission eigenvalue. By
examining the solution in a series of spherical harmonics at far fields, we can decide the perturbation
uniquely for the radially symmetric perturbations.
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1 Introduction
In this work we study the inverse acoustic scattering problem of recovering the index of refraction in an
inhomogeneous domain. To determine the inhomogeneity, we send a wave field into the domain. The
propagation of the detecting wave field will be perturbed when hinging on the inhomogeneity defined by
the index of refraction that in turn produces a scattered wave field. The inverse problem is to determine
the index of refraction by the measurement of the scattered wave field. The study of inverse scattering
problem is the core in various disciplines of science and technology such as sonar and radar, geophysical
sciences, medical imaging, remote sensing, and non-destructive testing in instrument manufacturing.
In this paper, we take the incident wave field to be the time harmonic acoustic plane wave of the
form
ui(x) := eikx·d,
k ∈ R+, x ∈ R3, and d ∈ S2 is the impinging direction. The inhomogeneity is defined by the index of
refraction n ∈ C2(R3); n(x) = n(|x|) > 0 and n(|x|) − 1 6= 0, for x ∈ Ω, a ball of radius R in R3. The
wave propagation is governed by the following equation.

∆u(x) + k2n(|x|)u(x) = 0, x ∈ R3;
u(x) = ui(x) + us(x), x ∈ R3 \ Ω;
lim|x|→∞ |x|{
∂us(x)
∂|x| − iku
s(x)} = 0.
(1.1)
Particularly, we have the following asymptotic expansion on the scattered wave field [14, 17].
us(x) =
eik|x|
|x|
u∞(xˆ; d, k) +O(
1
|x|
3
2
), |x| → ∞, (1.2)
which holds uniformly for all xˆ := x|x| , x ∈ R
3, and u∞(xˆ; d, k) is known as the scattering amplitude in
the literature [14, 16, 17, 18, 27]. We state the following inverse uniqueness result in this paper.
Theorem 1.1. Let uj∞(xˆ; d, k), j = 1, 2, be the scattering amplitude parametered by the non-constant
index of refraction nj ∈ C2(R3) in (1.1). If u1∞(xˆ; d, k) = u
2
∞(xˆ; d, k) for all xˆ ∈ S
2 with a fixed d ∈ S2
and a fixed k ≥ 1, then n1 ≡ n2.
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Let usj(x) be the scattered wave field parametered by nj. From Rellich’s lemma in scattering theory
[14, 16, 27], the Theorem 1.1 assumption and (1.2) imply
us1(x) = us2(x), x ∈ R3 \ Ω. (1.3)
Most importantly, (1.1), (1.2), and (1.3) imply the following interior transmission problem. Let us set
w(x) := us1(x), v(x) := us2(x),
and thus we have the following system of equations.

∆w + k2n1w = 0, in Ω;
∆v + k2n2v = 0, in Ω;
w = v, on ∂Ω;
∂w
∂ν =
∂v
∂ν , on ∂Ω,
(1.4)
where ν is the unit outer normal. The equation (1.4) is called the homogeneous interior transmission
eigenvalue problem [1, 3, 4, 10, 12, 13, 14, 16, 18, 20, 23, 26, 28]. The problem (1.4) occurs naturally
when one considers the scattering of the plane waves by certain inhomogeneity inside the domain Ω,
defined by an index of refraction in many models.
Now we expand the solution (w, v) of (1.4) individually in two series of spherical harmonics by
Rellich’s lemma [14, p. 32]:
w(x; k) =
1
r
∞∑
l=0
m=l∑
m=−l
αl,mal(r; k)Y
m
l (xˆ); (1.5)
v(x; k) =
1
r
∞∑
l=0
m=l∑
m=−l
βl,mbl(r; k)Y
m
l (xˆ), (1.6)
where r := |x|; xˆ = (θ, ϕ) ∈ S2, k ∈ C. The summations converge uniformly and absolutely on suitable
compact subsets in |r| ≥ R0, with some sufficiently large R0 ≥ R. The expansion holds uniquely in the
exterior domain of Helmholtz equation. The spherical harmonics
{Y ml (θ, ϕ)}l,m := {
√
2l+ 1
4π
(l − |m|)!
(l + |m|)!
P
|m|
l (cos θ)e
imϕ}l,m, m = −l, . . . , l; l = 0, 1, 2, . . . , (1.7)
form a complete orthonormal system in L2(S2), in which
Pmn (t) := (1− t
2)m/2
dmPn(t)
dtm
, m = 0, 1, . . . , n,
where the Legendre polynomials Pn, n = 0, 1, . . . , form a complete orthogonal system in L
2[−1, 1].
By the analytic continuation of Helmholtz equation, the expansions (1.5) and (1.6) converge up to the
boundary ∂Ω, that is, |x| = R.
The orthogonality of the spherical harmonics [14, p. 227] implies that the functions in the form,{
al,m(x; k) := αl,m
al(r;k)
r Y
m
l (xˆ);
bl,m(x; k) := βl,m
bl(r;k)
r Y
m
l (xˆ),
(1.8)
satisfy the first two equations in (1.4) independently for each (l,m) for |x| ≥ R. To fulfill the boundary
condition of (1.4), we look for any k ∈ C such that{
αl,mal(r; k)|r=R = βl,mbl(r; k)|r=R;
αl,m∂r
al(r;k)
r |r=R = βl,m∂r
bl(r;k)
r |r=R.
(1.9)
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By linear algebra, the existences of αl,m and βl,m in (1.9) are equivalent to finding the zeros of the
following functional determinant:
Dl(k;R) := det
(
al(r; k)|r=R bl(r; k)|r=R
{al(r;k)r }
′|r=R {
bl(r;k)
r }
′|r=R
)
,
that is,
Dl(k;R) =
al(R; k)b
′
l(R; k)− a
′
l(R; k)bl(R; k)
R
. (1.10)
Due to the radially symmetric assumption on (1.1), the Fourier coefficients al(r; k) and bl(r; k) solve
the following system of ODE for all l ∈ N0:

a′′l (r; k) + (k
2n1(rxˆ)− l(l+1)r2 )al(r; k) = 0, 0 < r <∞;
b′′l (r; k) + (k
2n2(rxˆ)− l(l+1)r2 )bl(r; k) = 0, 0 < r <∞;
Dl(k;R) = 0.
(1.11)
By the uniqueness of the Sommerfeld radiation condition of (1.1), we deduce that
αl,m = βl,m = 1. (1.12)
We also set the initial conditions of al(r; k) and bl(r; k) at r = 0 to be the following conditions.
lim
r→0
{
al(r; k)
r
− jl(kr)} = 0; (1.13)
lim
r→0
{
bl(r; k)
r
− jl(kr)} = 0. (1.14)
The behavior of the Bessel function jl(kr) near r = 0 is found in [24, p. 437]. We refer the initial
condition (1.13) and (1.14) to [23]. Considering (1.13) and (1.14) , we deduce (1.11) to be the following
ODE. 

a′′l (r; k) + (k
2n1(r) − l(l+1)r2 )al(r; k) = 0, 0 < r <∞;
b′′l (r; k) + (k
2n2(r) − l(l+1)r2 )bl(r; k) = 0, 0 < r <∞;
Dl(k; 0) = 0;
Dl(k;R) = 0.
(1.15)
This is the reduced inverse problem (1.1) in radially symmetric form. Because {Y ml (θ, ϕ)}l,m is complete
in L2(S2), one element of the basis can be replaced by an element of fractional order of (l,m). Hence,
the property (1.7) holds for l ≥ 0, m ≤ |l| without loss of generality.
2 Asymptotic Expansions and Cartwright-Levinson Theory
To estimate the asymptotic behaviors of the solution al(r; k), bl(r; k), and then Dl(k;R), we consider
the following Liouville transformation:
z1l (ξ
1; k) := [n1(r)]
1
4 al(r; k), where ξ
1 :=
∫ r
0
[n1(ρ)]
1
2 dρ; (2.1)
z2l (ξ
2; k) := [n2(r)]
1
4 bl(r; k), where ξ
2 :=
∫ r
0
[n2(ρ)]
1
2 dρ. (2.2)
Let us set
Bj :=
∫ R
0
[nj(ρ)]
1
2 dρ, j = 1, 2.
If k is an interior transmission eigenvalue, then{
[zjl ]
′′ + [k2 − pj(ξj)]zjl = 0, 0 ≤ ξ
j ≤ Bj , j = 1, 2;
Dl(k; 0) = 0; Dl(k;R) = 0,
(2.3)
3
in which
pj(ξj) :=
[nj ]′′(r)
4[nj(r)]2
−
5
16
{[nj]′(r)}2
[nj(r)]3
+
l(l + 1)
r2nj(r)
. (2.4)
Here ξj = Bj if and only if r = R. Let
qj(ξj) :=
[nj ]′′(r)
4[nj(r)]2
−
5
16
{[nj ]′(r)}2
[nj(r)]3
+
l(l + 1)
r2nj(r)
−
l(l+ 1)
[ξj ]2
. (2.5)
Thus, (2.3) and (2.4) imply that{
[zjl ]
′′ + [k2 − qj(ξj)− l(l+1)[ξj ]2 ]z
j
l = 0, 0 ≤ ξ
j ≤ Bj ;
Dl(k; 0) = 0; Dl(k;R) = 0.
Let us drop the superscripts for simplicity. When l = 0, the estimates for the solution z0(r) are
classic and can be found in [25]:
z0(ξ; k) =
sin kξ
k
−
cos kξ
2k2
Q(ξ) +
sin kξ
4k3
[p(ξ) + p(0)−
1
2
Q2(ξ)] +O(
exp[|ℑk|ξ]
k4
), (2.6)
where Q(ξ) :=
∫ ξ
0
p(s)ds and the error term has an improvement [25, p. 17] by
cos kξ
8k4
{p′(ξ)− p′(0)− [p(ξ) + p(0)]Q(ξ)−
∫ ξ
0
p2(s)ds+
1
6
Q3(ξ)} + o(
exp |ℑk|ξ
|k|4
). (2.7)
Similarly,
z′0(ξ; k) = cos kξ +
sin kξ
2k
Q(ξ) +
cos kξ
4k2
[p(ξ)− p(0)−
1
2
Q2(ξ)] +O(
exp[|ℑk|ξ]
k3
), (2.8)
in which the boundary behavior of p(ξ) plays a role in determining the inverse spectral uniqueness on
the scatterer, and thus the C2- assumption on the index of refraction is necessary.
For l ≥ − 12 , we apply the much more generalized results from [5, 6]: Let zl(ξ, k) be the solution of

−z′′l (ξ) +
l(l+1)zl(ξ)
ξ2 + q(ξ)zl(ξ) = k
2zl(ξ);
limξ→0
zl(ξ)
ξl+1
<∞,
(2.9)
in which the function q(ξ) is assumed to be real-valued and square-integrable. We note that the initial
condition (1.13) and (1.14) imply the regularization condition at ξ = 0 in (2.9). The following asymptotics
hold [7, Lemma 3p. 855].
|zl(ξ; k)−
sinkξ
k
| ≤
K log(1 + |k|)
|k|2
exp{|ℑk|ξ};
|zl
′(ξ; k)− cos kξ| ≤
K log(1 + |k|)
|k|
exp{|ℑk|ξ}, where K = K(‖q‖).
This explains the behaviors of solutions zl(ξ; k) for all l ≥ −
1
2 .
For the special case that q(ξ) ≡ 0, we are actually considering the Bessel’s equation:
u′′l + [k
2 −
l(l + 1)
ξ2
]ul = 0. (2.10)
The solutions of (2.10) essentially are Bessel’s functions with a basis of two independent elements.
The variation of parameters formula leads to the following pair of integral equations connecting
zl(ξ, k), ul(ξ, k):
zl(ξ, k) = ul(ξ, k)−
∫ ξ
0
G(ξ, t, k)q(t)zl(t, k, q)dt,
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where
G(ξ, t, k) = k−1Φ(kt, kξ),
in which Φ(z, ω) = φ1(z)φ2(ω)− φ1(ω)φ2(z) is defined as in [5, p. 6] that satisfies Φ(ω, ω) = 0 and
φ1(x) = (
πx
2
)
1
2Yl+ 1
2
(x);
φ2(z) = (
πz
2
)
1
2Jl+ 1
2
(z),
where Jν(z) is the Bessel function of the first kind and Yν(x) is the Bessel function of the second kind.
Similarly, we have the following integral equation.
z′l(ξ; k) = u
′
l(ξ; k)−
∫ ξ
0
H(ξ, t, k)q(t)zl(t, k, q)dt,
H(ξ, t, k) = k−1Ψ(kt, kξ),
in which Ψ(z, ω) = φ1(z)φ
′
2(ω)− φ
′
1(ω)φ2(z) with is defined as in [5, p. 6] which satisfies Ψ(ω, ω) = 1. A
pair of solutions of (2.10), are given by
u1(ξ; k) = k
lφ1(kξ); (2.11)
u2(ξ; k) = k
−(l+1)φ2(kξ). (2.12)
Moreover, we recall that
jl(z) =
√
π
2z
Jl+ 1
2
(z), (2.13)
which we refer to [24, p. 437], wherein we find that Jν(z) and Yν(z) are holomorphic functions of z and
entire functions of the order ν when z is fixed. In this paper, the complex analysis is focused at
ν.
For ξ > 0 and ℜk ≥ 0, there is a constant C such that
|ul(ξ; k)−
sin{kξ − l pi2 }
kl+1
| ≤ C|k|−(l+1)
exp{|ℑk|ξ}
|kξ|
; (2.14)
|u′l(ξ; k)−
cos{kξ − l pi2 }
kl
| ≤ C|k|−l
exp{|ℑk|ξ}
|kξ|
. (2.15)
Moreover,
|zl(ξ; k)− ul(ξ; k)| ≤ C(
ξ
1 + |kξ|
)l+1 exp{|ℑk|ξ}E(ξ; k); (2.16)
|z′l(ξ; k)− u
′
l(ξ; k)| ≤ C(
ξ
1 + |kξ|
)l exp{|ℑk|ξ}E(ξ; k), (2.17)
where
E(ξ; k) = exp{
∫ ξ
0
tq(t)
1 + |kt|
dt} − 1. (2.18)
We refer these estimates to [6, Lemma 2.4, Lemma 3.2]. These estimates give the fundamental asymp-
totic behaviors of al(r; k), a
′
l(r; k), bl(r; k) and b
′
l(r; k) and, ultimately, the behavior of Dl(k;R). Most
important of all, the estimates from (2.14) to (2.17) show that they are entire functions of order one
and of type ξ. We refer details to [1, 10, 12, 14, 23, 25]. Accordingly their zero sets are described by
Cartwright’s theory [2, 8, 9, 21, 22]. In particular, this leads to Weyl’s type of asymptotics for the zeros
of Dl(k) which we describe as follows.
Definition 2.1. Let f(z) be an integral function of order ρ, and let N(f, α, β, r) denote the number of
the zeros of f(z) inside the angle [α, β] and |z| ≤ r. We define the density function of the zero set as
∆f (α, β) := lim
r→∞
N(f, α, β, r)
rρ
,
and
∆f (β) := ∆f (α0, β),
with some fixed α0 /∈ E such that E is at most a countable set [2, 19, 21, 22].
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Theorem 2.2. The functional determinant Dl(k;R) is of order one and of type B
1+B2. In particular,
∆Dl(k;R)(−ǫ, ǫ) =
B1 +B2
π
.
Similarly,
∆al(k;R)(−ǫ, ǫ) =
B1
π
,∆a′
l
(k;R)(−ǫ, ǫ) =
B1
π
,
∆bl(k;R)(−ǫ, ǫ) =
B2
π
,∆b′
l
(k;R)(−ǫ, ǫ) =
B2
π
.
Proof. To sketch an idea of the proof, we note that the growth rate of Dl(k;R) comes either from
al(R; k)b
′
l(R; k) or a
′
l(R; k)bl(R; k) by considering (1.10). Either of them have growth rate B
1+B2 if we
examine the estimates from (2.14) to (2.17). These two terms do not cancel each other if n1 6= n2. We
skip the details and refer it to [10, 11, 12, 15].
In particular, the spectrum of (1.4) is not empty and discrete in C.
3 Proof of Theorem 1.1
Let k be an eigenvalue of (1.4). From the Rellich’s expansion (1.5) and (1.6), (1.9) and then (1.15) hold
for all l ≥ 0. To prove Theorem 1.1, we consider an inverse Sturm-Liouville problem to (1.15) with a
common eigenvalue holding for all l ≥ 0.
We recall that Bj and zjl (ξ
j ; k) are the quantities parametered by the index of refraction nj , j = 1, 2,
as in (2.2) and (2.3). Therefore, the estimates (2.14), (2.15), (2.16), (2.17), and (2.18) hold for all l ≥ 0
and for both parities of indices of refraction. We have
|ul(B
j ; k)−
sin{kBj − l pi2 }
kl+1
| ≤ C|k|−(l+1)
exp{|ℑk|Bj}
|kBj |
, j = 1, 2, (3.1)
and
|zjl (B
j ; k)− ul(B
j ; k)| ≤ C(
Bj
1 + |kBj |
)l+1 exp{|ℑk|Bj}E(Bj ; k), (3.2)
in which exp{|ℑk|Bj} are bounded in a strip S containing the real axis, and E(Bj , k), Bj ∈ R+, is
decreasing in k. Firstly we apply (3.1) to obtain
ul(B
j ; k) =
sin{kBj − lpi2 }
kl+1
[1 +O(
1
|kBj |
)], l ∈ N0, (3.3)
in which k is not in the zero set of sin{kBj− lpi2 } and the function is bounded near the real axis. Moreover,
we deduce the following formula from (2.12) and (2.13).
kl+1ul(B
j ; k) = (
πkBj
2
)
1
2 Jl+ 1
2
(kBj) = kBjjl(kB
j). (3.4)
We note that a function of the form zjl(z) is called a Riccati-Bessel function [24].
Furthermore,
|kl+1ul(B
1; k)− kl+1ul(B
2; k)| ≤ |kl+1ul(B
1; k)− kl+1z1l (B
1; k)|
+|kl+1z1l (B
1; k)− kl+1z2l (B
2; k)|
+|kl+1z2l (B
2; k)− kl+1ul(B
2; k)|. (3.5)
From (3.2),
|kl+1zjl (B
j ; k)− kl+1ul(B
j ; k)| ≤ C(
Bjk
1 + |kBj |
)l+1e|ℑkB
j |E(Bj ; k) = o(1), as l →∞, (3.6)
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in which the estimate of E(Bj ; k) is given in (2.18).
Secondly, an eigenvalue k of (1.4) is surely an eigenvalue of (1.15) and (1.9). By Liouville’s transfor-
mation (2.1), (2.2) with n1(R) = n2(R), we deduce for this k that
z1l (B
1; k) = z2l (B
2; k), ∀l ∈ R+. (3.7)
Assuming k ≥ 1 by Theorem 1.1 assumption, (3.5), and (3.7) imply
|kl+1ul(B
1; k)− kl+1ul(B
2; k)| → 0, as l→∞,
that is,
|(kB1)jl(kB
1)− (kB1)jl(kB
2)| → 0, as l →∞. (3.8)
Lemma 3.1. If (3.8) holds, then B1 = B2.
Proof. From the Wronskian Identity [24, p. 439, (10.1.32)], we have
jn+1(z)yn−1(z)− jn−1(z)yn+1(z) = (2n+ 1)z
−3.
Because yn(z) = (−1)
n+1j−n−1(z), n ∈ Z, we obtain that
(−1)njn+1(z)j−n(z)− (−1)
njn−1(z)j−n−2(z) = (2n+ 1)z
−3. (3.9)
Moreover,
Yν(z) =
Jν(z) cos{νπ} − J−ν(z)
sin{νπ}
.
Let us restrict ν ∈ Z. Thus, Jν(z) = (−1)
νJ−ν(z), and jν− 1
2
(z) = (−1)νj−ν− 1
2
(z) accordingly by (2.13).
Hence, (3.8) is deduced to be
|(kB1)jl(kB
1)− (kB1)jl(kB
2)| → 0, as l → ±∞ in
1
2
+ Z. (3.10)
In general, jν(z) is entire in ν and |Jν(ℜz)| ≤ 1 for ν ≥ 0 [24, (9.1.60)]. There are convergent subsequences
for {(kB1)jl(kB
1)}l∈ 1
2
+Z and {(kB
2)jl(kB
2)}l∈ 1
2
+Z with kB
1 and kB2 fixed. Hence, the convergence
holds for l ∈ R+, then for l ∈ R. Then, applying (3.9) for both parities imply that
(−1)njn+1(kB
i)j−n(kB
i)− (−1)njn−1(kB
i)j−n−2(kB
i) = (2n+ 1)(kBi)−3, i = 1, 2,
that is, | 2lm+1kB1 −
2lm+1
kB2 | → 0, as m → ∞ for some subsequence {lm} ∈ N. This is not possible unless
B1 = B2.
Applying this lemma, now we want to show that z10(B
1; k) ≡ z20(B
1; k) in C. In general, (3.2) implies
that
zjl (B
1; k) = ul(B
1; k) +O[(
B1
1 + |kB1|
)l+1 exp{|ℑkB1|}E(B1; k)], j = 1, 2. (3.11)
We apply (3.3) to (3.11), and obtain
zjl (B
1; k) =
sin{kB1 − lpi2 }
kl+1
[1 +O(
1
k
)], j = 1, 2. (3.12)
Thus, we deduce the following asymptotic behavior of the quotient.
z1l (B
1; k)
z2l (B
1; k)
=
1 +O( 1k )
1 +O( 1k )
= 1 +O(
1
k
), k ∈ C, (3.13)
outside some neighborhoods of
sin{kB1− lpi
2
}
kl+1
. Particularly, for l = 0, we apply the asymptotics (2.6)
to (3.13). Let {γj}
∞
j=1 be the simple zeros of
sin{kB1}
k and {Γj}
∞
j=1 be some sequences of neighborhoods
containing {γj}
∞
j=1. We require that |Γj | → 0, as j →∞.
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For k /∈ {Γj}
∞
j=1, we note from (3.13) that
lim
k→∞
z10(B
1; k)
z20(B
1; k)
= 1. (3.14)
For k ∈ {Γj}
∞
j=1, we consider the following quotient.
lim
j→∞
lim
k→γj
z10(B
1; k)
z20(B
1; k)
= lim
j→∞, |Γj |6=0
limk→kj
z10(B
1;k)
sin{kB1}/k
limk→kj
z2
0
(B1;k)
sin{kB1}/k
. (3.15)
From (2.6) and (2.7), we have the following power series.
z10(B
1; k)
sin{kB1}
k
= 1−
cot kB1
2k
Q(B1) +
[p(B1) + p(0)− 12Q
2(B1)]
4k2
+O(
1
k3
). (3.16)
Moreover, by complex analysis, we have
z10(B
1; k)
sin{kB1}
k
=
Res{z10(B
1; k)/ sin{kB
1}
k ; γj}
(k − γj)
+ higher order terms , for k near γj .
Now (3.16) implies that
Res{z10(B
1; k)/
sin{kB1}
k
; γj}
= Res{1−
cot kB1
2k
Q1(B1)−
1
8k2
[Q1(B1)]2 + . . . ; γj}
= −
Q1(B1)
2γj
cos{γjB
1} × Res{
1
sin{kB1}
; γj}+O(
1
γ2j
).
Note that Res{ 1sin{kB1} ; γj} = (−1)
j/B1. Hence,
Res{z10(B
1; k)/
sin{kB1}
k
; γj} = −
Q1(B1)
2B1γj
+O(
1
γ2j
). (3.17)
Let us examine Q1(B1). By integration by parts, we deduce that
Q1(B1) =
∫ B1
0
1
4
n1
′′
n12
−
5
16
n1
′2
n13
ds =
3
16
∫ B1
0
n1
′2
n13
ds ≥ 0,
in which we emphasize that n1
′
(ξ1 = B1) = n1
′
(r = R) = 0 by the fact that n1 ∈ C2(R3) and is
constant outside Ω. Here, Q1(B1) = 0 if and only if n1 ≡ 1. The same analysis holds for the index n2 as
well. Assuming n1 and n2 are non-constant as the assumption of Theorem 1.1, (3.15) and (3.17), with
non-vanishing second coefficient Q1(B1) and Q2(B1), imply that
lim
j→∞
lim
k→γj
z10(B
1; k)
z20(B
1; k)
= 1. (3.18)
Hence, (3.14) and (3.18) imply that
lim
k→∞
z10(B
1; k)
z20(B
1; k)
= 1. (3.19)
This implies that
z10(B
1;k)
z2
0
(B1;k)
has only finite number of irreducible zeros, denoted as {z11 , z
1
2 , . . . , z
1
M}, or
poles, {z21 , z
2
2 , . . . , z
2
M}, in 0i + R, in which we deduce from (3.19) that the numbers of the irreducible
zeros and poles are equal to some M ∈ N0. Let
F (k) :=
z10(B
1; k)
z20(B
1; k)
.
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Therefore,
F (k) =
(k − z11)(k − z
1
2) · · · (k − z
1
M )
(k − z21)(k − z
2
2) · · · (k − z
2
M )
. (3.20)
We note that whenever k˜ is an interior transmission eigenvalue of (1.15), then it satisfies z10(B
1; k˜) =
z20(B
1; k˜) by (1.9), (1.12), (2.1), and (2.2). That is
F (k˜) = 1.
Theorem 2.2 implies that
B1 +B2
π
>
B1
π
,
B1 +B2
π
>
B2
π
,
and then there is a higher density of zeros of interior transmission eigenvalues than the Dirichlet eigen-
values or Neumann eigenvalues of (2.9). Hence, we deduce from the Fundamental Theorem of Algebra
to (3.20) that
F (k) ≡ 1.
In particular, z10(ξ; k) and z
2
0(ξ; k) have the same Dirichlet eigenvalues.
Similarly, we can prove that [z10 ]
′(ξ; k) and [z20 ]
′(ξ; k) have the same Neumann eigenvalues by consid-
ering (2.8) and
[z10 ]
′(B1; k)
[z20 ]
′(B1; k)
= 1 +O(
1
k
), k ∈ C,
outside some neighborhoods of the zeros of cos{kB1}. If n1 and n2 have the same set of Dirichet and Neu-
mann eigenvalues, then the inverse uniqueness result of the Bessel operator [6, Theorem1.2,Theorem1.3]
implies that n1 ≡ n2. This proves Theorem 1.1.

Remark 3.2. It is believed that a stepwise potential function in general can not be recovered by one
discrete spectrum. See the Livshits’ example on potentials in this class [29]. In this paper, a C2-index of
refraction defines a series of ODE from far-fields to the origin.
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