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Abstract
We discuss the moduli-dependent couplings of the higher derivative
F-terms (TrW 2)h−1, where W is the gauge N = 1 chiral superfield.
They are determined by the genus zero topological partition function
F (0,h), on a world-sheet with h boundaries. By string duality, these
terms are also related to heterotic topological amplitudes studied in
the past, with the topological twist applied only in the left-moving
supersymmetric sector of the internal N = (2, 0) superconformal field
theory. The holomorphic anomaly of these couplings relates them to
terms of the form Πn(TrW 2)h−2, where Π’s represent chiral projec-
tions of non-holomorphic functions of chiral superfields. An impor-
tant property of these couplings is that they violate R-symmetry for
h ≥ 3. As a result, once supersymmetry is broken by D-term expecta-
tion values, (TrW 2)2 generates gaugino masses that can be hierarchi-
cally smaller than the scalar masses, behaving as m1/2 ∼ m40 in string
units. Similarly, ΠTrW 2 generates Dirac masses for non-chiral brane
fermions, of the same order of magnitude. This mechanism can be
used for instance to obtain fermion masses at the TeV scale for scalar
masses as high as m0 ∼ O(1013) GeV. We present explicit examples
in toroidal string compactifications with intersecting D-branes.
∗On leave from CPHT (UMR CNRS 7644) Ecole Polytechnique, F-91128 Palaiseau
1 Introduction
Possible relation between string theory and topological field theories may
have profound origin and help in understanding the non-perturbative nature
of the underlying fundamental theory. A concrete example is the topological
partition function of the twisted Calabi-Yau sigma-model, F (g,h), defined on a
general Riemann surface of genus g having h boundaries [1]. In the absence
of holes, it is known that F (g,0) describes a sequence of higher derivative
F-terms, W2g, in the effective four-dimensional (4d) N = 2 supergravity,
obtained upon compactification of Type II superstring on the corresponding
Calabi-Yau manifold [2, 1]. Here, W is the chiral superfield of the N = 2
gravity multiplet. Although F (g,0) is expected to be a holomorphic function of
the chiral moduli, there is an anomaly which is captured by a set of recursion
relations [1]. This non-holomorphicity is induced by an anomaly of the BRST
current in the topological theory, while from the space-time point of view, it
is due to the propagation of massless states that lead to non-localities in the
effective action [2].
In this work, we perform a similar study of the genus-0 series F (0,h). In
the presence of boundaries, h 6= 0, the topological twist involves D-branes,
and thus supersymmetry is broken to N = 1. The partition function F (0,h)
describes a sequence of higher derivative F-terms, (TrW 2)h−1, whereW is the
chiral N = 1 gauge superfield [1, 3, 4]. They give rise to amplitudes involving
two gauge fields and 2(h−2) gauginos. In particular, we rederive the relation
between the scattering amplitudes and the topological partition function by
using the Neveu-Schwarz-Ramond formalism, similarly to Ref.[2]. The non-
trivial property of this result is that in the physical amplitudes, besides the
cancellation of the string oscillator contributions, there is a cancellation of
the prefactor corresponding to the non-compact 4d momentum integration.
This cancellation may not necessarily extend to higher genus amplitudes
(involving additional insertions of closed string fields), although it certainly
holds in the low energy effective field theory limit [3].
The same amplitudes have been computed in the past, in the context of
Calabi-Yau compactifications of the heterotic string and were shown to be
identical to the partition function of the topological theory obtained by twist-
ing the left-moving supersymmetric sector which has N = 2 superconformal
symmetry [5]. However, unlike in the Type II case, the recursion relations
describing the holomorphic anomaly of the heterotic topological partition
function do not close among themselves. They involve a new class of topo-
logical quantities F
(0,h)
n , corresponding to correlation functions of anti-chiral
fields, that describe F-terms of the type Πn(TrW 2)h−1, where Π’s are chiral
projections of non-holomorphic functions of N = 1 chiral superfields. Using
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Type I – heterotic string duality [6], one expects that the heterotic topologi-
cal partition function at genus h−1 coincides with F (0,h) in the corresponding
perturbative limit. On the Type I side, the non closure of the recursion rela-
tions among F (0,h)’s is due to the existence of only one BRST charge on the
boundaries, instead of two acting separately on left and right movers.
An important property of F (0,h) with h ≥ 3 is the breaking of R-symmetry.
A particularly interesting term is (TrW 2)2. Combined with supersymmetry
breaking induced by vacuum expectation values (VEV’s) of R-preserving D-
term auxiliaries, it can generate Majorana gaugino masses, m1/2 ∼ 〈D〉2 ∼
m40 (in string units), where m0 is the scalar mass scale. In this work, we
present an explicit calculation of F (0,3) on a world-sheet with three bound-
aries, in a simple example of Type IIB compactified on T 6 with magnetized
D9 branes, or equivalently, upon T-duality, of intersecting D6 branes in Type
IIA orientifolds [7]. In a vacuum configuration preserving N = 1 supersym-
metry, a non trivial F (0,3) is generated if one of the three brane stacks as-
sociated to the 3 boundaries is displaced away from the intersection of the
other two; this implies the breaking of R-symmetry in the above example.
On the other hand, if the brane configuration breaks supersymmetry, Ma-
jorana gaugino masses are generated. In the limit of small scalar masses,
they behave as m1/2 ∼ m40 with a coefficient given precisely by the topolog-
ical partition function F (0,3). Similarly, the ΠTrW 2 term associated to the
topological amplitude F
(0,2)
1 generates, upon supersymmetry breaking, one-
loop masses for non-chiral brane fermions, of the same order as the gaugino
masses.
Actually, the fact that a non-vanishing gaugino mass is generated at the
perturbative order (g = 0, h = 3), which corresponds to Euler characteristic
−1, is in agreement with the general arguments of Ref.[8], based on N = 2 su-
perconformal U(1) charge conservation. It is the same order as (g = 1, h = 1),
which corresponds to the gravitational mediation of supersymmetry break-
ing from the bulk to the gauge (brane) sector. This contribution depends
strongly on the mechanism of supersymmetry breaking in the closed string
sector [8], ignored in the present work. From the effective field theory point
of view, the string diagram (g = 0, h = 3) describes a particular gauge me-
diation by two-loop corrections in the gauge D-brane theory.
The paper is organized as follows.
• In Section 2, we describe the moduli space of the relevant world-sheet
of genus zero with h boundaries, (g = 0, h), as obtained by an appropri-
ate involution of the Riemann surface of genus g = h − 1 with no bound-
aries, (g = h − 1, 0) [9, 10]. We also discuss the partition function and the
so-called correction factors associated to Neumann and Dirichlet boundary
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conditions [10].
• In Section 3, we compute a string amplitude involving two gauge fields and
2(h − 2) gauginos on a world-sheet of genus 0 with h boundaries. We thus
extract the coefficient of the F-term (TrW 2)h−1 in the effective action, as a
function of the closed string moduli parameterizing the Calabi-Yau geometry.
For simplicity, we perform the computation for general N = 1 intersecting
brane configurations in N = 2 orbifold compactifications of Type II super-
strings. The generalization to Calabi-Yau is straightforward using the results
of Ref.[2]. We show that this coupling-coefficient is given by the topological
partition function F (0,h) of the associated twisted Calabi-Yau sigma-model.
• In Section 4, we discuss the holomorphic anomaly and the corresponding
recursion relations. We first review the situation in the heterotic theory and
then identify the possible contributions to the anomaly coming from various
degeneration limits (dividing geodesic and handle) involving massless open
and closed string states.
• In Section 5, we consider an explicit example of Type I string compactifi-
cations on a factorized T 6 = (T 2)3 (instead of general orbifolds) with magne-
tized D9 branes, or equivalently with D6 branes at angles. We then compute
F (0,3) in the case where the angles are chosen to preserve N = 1 supersym-
metry. We show that a non-zero answer is obtained if one of the three brane
stacks associated to the three boundaries is moved away from the intersection
of the other two, in each of the three tori. For non-parallel branes, this defor-
mation does not change the spectrum, but breaks all R-symmetries. F (0,3) is
expressed in a compact integral form as a function of T 6 moduli and Wilson
lines.
• In Section 6, we compute the Majorana gaugino masses for arbitrary brane
angles that break supersymmetry, originating from the same world-sheet with
three boundaries. We show that in the N = 1 supersymmetric limit, they
behave as m40, with m0 the scalar mass, with a coefficient given by the topo-
logical partition function F (0,3), in accordance with the result of Section 5.
• In Section 7, we compute certain matter mass terms that are related to the
F-terms appearing in the holomorphic anomaly of the gaugino mass F (0,3).
These terms involve (twisted) charged fields from brane intersections.
• Section 8 contains some explicit examples. In particular, we consider the
case of three stacks of branes forming pairwise three different N = 2 super-
symmetric sectors. We can then evaluate the F (0,3) integral explicitly, as well
as all quantities related to it by the holomorphic anomaly, namely F
(0,2)
1 and
F
(0,1)
2 .
• Our results are summarized in Section 9 which also contains discussions on
possible applications and open problems.
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• Finally in the Appendix, we derive the lattice contribution of the twisted
bosons to the topological partition functions F (0,h) for the case of magnetized
D9 branes. This involves periods associated with Prym differentials and to
our knowledge a detailed treatment of the zero modes associated with the
twisted bosons for the open string case has not been made in the physics
literature (for the closed string case see Ref.[11]). The result of this Appendix
for the special case h = 3 is used in sections 5 and 6.
2 Genus g = 0 World-Sheet with h Bound-
aries From the Involution of g = h− 1 Rie-
mann Surface
A planar (h−1)-loop open string world-sheet with h boundaries, see Fig.
1, admits a closed orientable genus h−1 double cover. The embedding is
αα α α3 4 h
γ
2
3
1
γ
h−1γ1
γ2
α
Figure 1: Open string world-sheet with h boundaries.
described by an anti-conformal involution, with the boundaries made of its
fixed points. In the canonical homology basis, the a-cycles are invariant,
ai → a¯i = ai, while the b-cycles have their orientation reverted, bi → b¯i =
b−1i , see Fig. 2. The anti-symplectic involution matrix has the form
I =
(
11 0
0 − 11
)
, (2.1)
where 11 is the (h − 1) × (h − 1) identity matrix. In terms of the a-cycles
of the double cover, the boundaries of the (g = 0, h) world-sheet are α1 =
a1, . . . , αk = ak a
−1
k−1, . . . , αh = a
−1
h−1. It can be made into a contractible
region by cutting along the curves γi, i = 1, . . . , h − 1, as shown in Fig.
1. The corresponding fundamental polygon is shown in Fig. 3. Under the
involution, γi → γ¯i, such that γi γ¯−1i = ∏k=ik=1bk.
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Figure 2: The involution (2.1) acts on the g = h−1 double-cover as a mirror
reflection in the horizontal plane. The open string world-sheet is in the upper
half while its mirror image is in the shaded lower half.
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Figure 3: The fundamental polygon obtained by cutting the open string
world-sheet along the curves shown in Figure 1.
The period matrix τ of the double cover is restricted by the condition of
invariance under the involution: τ¯ = I(τ) = −τ , thus
τ = it , (2.2)
where t is a real, symmetric matrix. Note that the positivity requirement
for the period matrix now reads, in particular, det t > 0. The modular
transformations that preserve the involution are represented by Sp(2g,Z)
matrices of the form
M =
(
(D−1)T 0
0 D
)
. (2.3)
Since D and D−1 must be integer-valued, the “relative modular group” [10]
is GL(g,Z). This group essentially interchanges the boundaries, transform-
ing the period matrix as τ → DτDT . Note that since detD = ±1, the
determinant det t remains invariant.
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The double cover endows the world-sheet with the basis of holomorphic
differentials ωi normalized as∫
aj
ωi = δij ,
∫
bj
ωi = itij , (2.4)
The involution transforms them into anti-holomorphic differentials
ωi(z) = ω¯i(z¯) ;
∫
γj
ωi − ω¯i = i
k=j∑
k=1
tik. (2.5)
Furthermore, the normalization condition (2.4) implies∫
αm
ωn = δmn − δm(n−1) . (2.6)
For future use, we also need the surface integrals∫
ωi ∧ ω¯j =
∫
d
(∫ z
ωi
)
(ω¯j − ωj) (2.7)
which, after using the fundamental polygon with the boundary conditions
ω¯j |αk = ωj|αk , become∫
ωi ∧ ω¯j = i
2
k=h−1∑
k=1
∫
αk+1
ωi
∫
γk
(ω¯j − ωj) = tij
2
. (2.8)
In particular, the above result implies tii > 0 for the diagonal elements of
the period matrix.
The coordinates of a string propagating on a circle of radius R have the
form
X(P ) = 2πR
i=g∑
i=1
[Li
∫ P
P0
ωi(z) + L¯i
∫ P
P0
ω¯i(z¯)] , (2.9)
where P0 is an arbitrary base point. Due to the reality property ω¯j|αk = ωj|αk ,
the Neumann (N) and Dirichlet (D) boundary conditions read, respectively,
L¯i = ±Li
{
+ for N
− for D (2.10)
A string satisfying Neumann boundary conditions can wind around the boun-
daries αi. Keeping in mind the double cover, it is convenient to parameterize
these windings in terms of the winding numbers ni around ai:
LNi =
ni
2
. (2.11)
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On the other hand, in the Dirichlet directions, the boundary strings cannot
wind, but an open string stretching between two different boundaries can
wind from one end to the other. If it winds mi times between αi and αi+1,
then
LDi = i
∑
j
(t−1)ijmj . (2.12)
In terms of the double cover, 2mi corresponds to the (even) number of wind-
ings around bi. The classical action, Scl =
1
πα′
∫
∂zX∂z¯X , can be computed
by using (2.8):
SNcl =
πR2
2
nt nT , SDcl = 2πR
2mt−1mT , (2.13)
where R is the compactification radius in α′ units.
The full partition function, in addition to the lattice sum Zcl = e
−Scl ,
includes the bosonic determinant factors. These can be obtained by taking
the appropriate square root of the corresponding expression for the double
cover:
(det Imτ)−1/2|Z1|−1 −→ (RΣ det Imτ)−1/4Z−1/21 , (2.14)
where Z1 is the chiral part of the determinant and RΣ is the “correction
factor” depending on the boundary conditions [10]. For a general involution,
it has the form
I =
(
Γ 0
∆ Γ
)
: RNΣ = (R
D
Σ)
−1 = det
(
1− Γ
2
Imτ +
1 + Γ
2
(Imτ)−1
)
. (2.15)
Thus in our case,
RNΣ = (det t)
−1 and
(det Imτ)−1/2|Z1|−1 −→
{
Z
−1/2
1 for N
(det t)−1/2Z−1/21 for D
(2.16)
3 W 2(h−1) F-terms from Open String Topolog-
ical Amplitudes
In Type II theory, the F-terms of the form W2g, where W is the chiral
N = 2 supergravity multiplet, are determined at genus g by the topological
partition function Fg [1, 2]. In this section, we discuss a similar structure
in Type I theory: the open string diagrams with h boundaries (h−1 open
string loops) generate the effective action terms (TrǫαβWαWβ)
(h−1), where
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W is the familiar chiral (spinorial) gauge field strength superfield and the
trace is over gauge indices in the fundamental representation [1, 3, 4]. We
will demonstrate this fact by evaluating the amplitudes involving 2(h−2)
gauginos and two gauge bosons coupled to h boundaries of a genus zero
surface, in the Neveu-Schwarz-Ramond formalism, similarly to Ref.[2]. It
is very convenient to describe this surface in terms of its g = h−1 double
cover introduced in the previous section. Then the computation proceeds by
essentially repeating the steps of the original computation in Type II theory.
We are interested in the effective action term (TrǫαβWαWβ)
(h−1)∣∣
F
=
(h−1)Tr[(ǫαβλαλβ)(h−2)gacgbdFabFcd] + . . . , where λ are gauginos and F are
the self-dual combinations of gauge field strengths. Thus the amplitude un-
der consideration involves h−2 pairs of gauginos at zero momentum, with
opposite helicities inside each pair, plus one pair of gauge bosons in the
momentum-helicity configuration corresponding to a self-dual gauge field
strength. In order to provide the desired gauge charge, helicity and mo-
mentum configuration, the gaugino vertex operators are distributed in pairs
among h−2 boundaries, the two gauge boson vertices are inserted on a sep-
arate boundary while one boundary remains “empty”.
The gaugino vertex operator of definite helicity α, at zero momentum, in
the canonical −1/2 ghost picture, reads:
V (−1/2)α (x) =: e
−ϕ/2SαSint : , (3.1)
where x is a position on the boundary of the world-sheet, ϕ is the scalar
bosonizing the superghost system, and Sα (Sint) is the space-time (internal)
spin field. Upon complexification of the four space-time fermionic coordi-
nates, ψI for I = 1, 2, and introducing the bosonization scalars e
iφI = ψI ,
one has
Sα = e
±
i
2
(φ1 + φ2)
; α = ± . (3.2)
The gauge boson vertex operator at momentum p and polarization ǫ, in the
0 ghost picture, is:
V (0)p,ǫ (x) = :ǫµ(∂X
µ + ip · ψψµ)eip·X : . (3.3)
The above vertices must be supplemented by the appropriate Chan-Paton
factors, which we omit here for simplicity.
In order to balance the ghost charge, we change one half of gaugino ver-
tex operators to +1/2 ghost picture: this is done by inserting h−2 picture
changing operators at the boundaries. Recall that the picture changing op-
erator (PCO) is defined as eϕTF , where TF is the world-sheet supercurrent.
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In addition, due to the supermoduli integration, there are the usual 2g−2
PCO insertions on the genus g double cover that can be realized as 2(h−2)
boundary insertions on the open string world-sheet. As a result, the total
number of PCO insertions is 3(h−2).
We will see below that the purely bosonic parts of the gauge boson vertex
operators do not contribute to the amplitude under consideration. To make
the calculation simpler, we choose a kinematical configuration corresponding
to ψ1ψ2 from one vertex and to ψ¯1ψ¯2 from the second. The amplitude then
becomes
Ah = 〈
h−2∏
i=1
e−ϕ/2S+Sint(xi)
h−2∏
i=1
e−ϕ/2S−Sint(yi)ψ1ψ2(z)ψ¯1ψ¯2(w)
3(h−2)∏
i=1
eϕTF (zi)〉h
(3.4)
The above expression has exactly the same structure as the left-moving (or
right-moving) part of the topological amplitude written in Eq.(3.6) of Ref.[2].
The amplitudes of Ref.[2] describe scattering processes involving gravipho-
tons and gravitons; here, these particles are replaced by gauginos and gauge
bosons, respectively. Now the vertex positions xi, yi, z and w are integrated
over the boundary while the supercurrents are inserted at a priori arbitrary
points zi of the boundary. In order to demonstrate a similar, topological
nature of Ah, we can limit our considerations to the case of orbifold com-
pactifications. The twists around b-cycles of the double cover correspond
to the brane angles, while the twists around a-cycles belong to the orbifold
group of the Type II theory. Thus, the former are fixed by the brane config-
uration, while the latter are summed over all elements of the orbifold group.
Below, we call both types of periodicity conditions as orbifold twists.
In the case of orbifolds, the internal N = 2 SCFT is realized in terms
of free bosons and fermions. We consider for simplicity orbifolds realized
in terms of 3 complex bosons XI and left- (right-) moving fermions ψI (ψ˜I),
with I = 3, 4, 5. Since all vertices involving these fermions are inserted at the
boundary, from now on we can identify the left- and right-movers. Let hO be
an orbifold twist defined by hO = {hI}, and its action onXI isXI → e2πihIXI
and similarly for ψI . Space-time supersymmetry implies that one can always
choose the hI ’s to satisfy the condition:∑
I
hI = 0 . (3.5)
On the genus g = h−1 double cover, we must associate one orbifold twist
to each homology cycle ai,bi, for i = 1, · · · , h−1. In the following we shall
denote by {hO} = {{hI}} the set of all twists along different cycles. One can
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bosonize the complex fermions
ψI = e
iφI , ψ¯I = e
−iφI . (3.6)
In terms of these bosons, the internal part of gaugino vertex operators reads
Sint = e
i
2
(φ3 + φ4 + φ5)
. (3.7)
Similarly, the internal part of the supercurrent at the boundary becomes
T intF = G
− +G+ ; G− =
5∑
I=3
e−iφI∂XI . (3.8)
By internal charge conservation, since all 2(h−2) gauginos carry charge +1/2
for φ3, φ4 and φ5, only the internal parts (3.8) of the supercurrents contribute:
h−2 TF ’s must contribute −1 charge each for φ3 and similarly −1 for φ4 and
φ5 each. Thus only G
− contributes in this amplitude.
In order to compute the amplitude 3.4, we repeat the steps leading from
Eq.(3.6) to Eq.(3.18) of Ref.[2]. In particular, in order to cast the contri-
bution of world-sheet fermions into a form that makes the summation over
their spin structures tractable by using the simplest form of Riemann iden-
tity for theta functions, we are led to the following choice of the supercurrent
insertion points:
3(h−2)∑
a=1
za =
h−2∑
i=1
yi − z + w + 2∆ , (3.9)
where ∆ is the Riemann θ constant associated to the double cover. Note
that this is an allowed gauge choice even if all points are located at the
boundary. After summing over all spin structures and using exactly the
same bosonization formulae and theta function identities as in section 3 of
Ref.[2], we obtain the following expression
Ah = detωi(xj , z) detωi(yj, w)
∏
I det (∂XIω−hI ,i(uj,I))
det ha(zb)
ǫa1,··· ,a3(h−2)
3(h−2)∏
i=1
∫
(µihai) (lattice sum) , (3.10)
where ∂XI are the instanton modes twisted along the homology cycles by
a particular set of orbifold twists {hI} and ω−hI ,i, i = 1, . . . , h − 2, are the
differentials associated to the boundary conditions twisted by {e−2iπhI}. The
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above expression is written for one particular partition ui,I (i = 1, . . . , h−2),
I = 3, 4, 5 of the positions of TF ’s which contribute −1 charge for φ3, φ4
and φ3, respectively. At the end, one must consider all possible partitions
{ui,I} and antisymmetrize; note that as a set {za} =
⋃
i,I{ui,I}. Finally, ha,
a = 1, . . . , 3(h−2) are the 3(h−2) quadratic differentials whose determinant
appears after a number of technical steps explained in Ref.[2], making use of
the bosonization formulae. They also appear as the zero modes of b-ghosts,
contracted with the Beltrami differentials µi; the corresponding integral gives
the measure over moduli space of genus zero surfaces with h disconnected
boundaries.
There is only one difference between Eq.(3.10) and the analogous Eq.
(3.18) of Ref.[2]: the absence of (det Imτ)−2 factor which arises in Type II
theory after integrating over the space-time zero modes Xµ (i.e. the four-
dimensional momenta). In our case, the correction factor (2.15) for the Neu-
mann boundary condition eliminates this determinant, c.f. Eq.(2.16). Fur-
thermore, for each compact direction, there is a lattice weight Zcl = e
−Scl, see
Eq.(2.13), which according to Eq.(2.16) should be multiplied by (det t)−1/2
only in the case of Dirichlet boundary conditions.
The result (3.10) is for a fixed partition {ui,I} of the za’s. As mentioned
earlier one must consider all possible partitions and antisymmetrize. Further-
more, ∂XIω−hI ,i are holomorphic quadratic differentials. Therefore, summing
aver all partitions {ui,I} with the proper antisymmetrization gives:∑
{u}
∏
I
det(∂XIω−hI ,i(ui,I)) = B det ha(zb) , (3.11)
where B is za-independent. In this way, the amplitude (3.10) becomes man-
ifestly independent of the PCO’s insertion points.
Now it remains to integrate the vertex positions xi, yi, z and w over all h
disconnected boundaries α. For z and w located at a specific boundary αk,
each pairing (x, y) of opposite helicity gauginos at other boundaries gives rise
to a specific Chan-Paton factor and, as a consequence of Eq.(2.6), it picks up
only one of the (h − 1)!2 terms from the product detωi(xj , z) detωi(yj, w).
The integral of such a term is simply 1. As a result,
Ah = N h!
∫
Mh
B det
∫
(µahb) (lattice sum) , (3.12)
where Mh is the moduli space of genus 0 Riemann surfaces with h bound-
aries.1 The combinatorial factor h! arises as follows. First, there are h choices
1Strictly speaking one descends on Mh after averaging over periodicity conditions of
the orbifold group around the a-cycles.
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of the “empty” boundary, then h−1 choices of the gauge bosons’ boundary
and finally, (h−2)! ways of distributing say positive helicity gauginos – the
positions of negative helicity gauginos determines the Chan-Paton factor.
The additional factor N comes from the “empty” boundary and counts the
number of D-branes.
The effective action term that reproduces the amplitude (3.12) is the
F-term
Seff = F
(0,h)(TrǫαβWαWβ)
(h−1)∣∣
F
, (3.13)
with the coefficient given by the topological partition function
F (0,h) = N h
∫
Mh
3h−6∏
a=1
∫
(µaG
−) (lattice sum) , (3.14)
where we have used Eqs.(3.11) and (3.12). Here G− =
∑
I ∂X
I ψ¯I is the
supercurrent in the topological twisted theory. Note that in the latter ψ¯I
carry dimension 1 and therefore they have h − 2 zero modes ω−hI ,i with
i = 1, ..., h− 2.
4 Holomorphic Anomaly and Π-terms
Type I models considered above are dual to heterotic models. In particular
the N = 1 Type I models should be dual to heterotic models based on an
N = (2, 0) world-sheet superconformal field theory. Correspondingly the
topological amplitudes giving rise to F-terms F (0,h)(TrW 2)h−1 in Type I has
a counterpart in heterotic theory. In Ref.[5], such amplitudes were shown
to be given by partition functions of topological heterotic theory obtained
by twisting the left-moving N = 2 superconformal algebra. Indeed genus g
partition function of the topological heterotic theory FHg gives the coupling
FHg (TrW
2)g.
The topological partition functions in Type II theories satisfy a holo-
morphic anomaly equation; their derivatives with respect to anti-holomor-
phic moduli can be expressed in terms of topological partition functions of
lower genera. In the heterotic theory, however, as shown in Ref.[5], anti-
holomorphic derivatives of FHg give rise to a larger class of “topological”
quantities FHg,n labeled by genus g and insertions of n pairs of anti-chiral
operators. In the effective field theory, these quantities are associated to F-
terms of the form (TrW 2)gΠn. Let us briefly recall this difference between
the Type II and heterotic topological theories.
The left-moving N = 2 superconformal algebra is generated by the stress
tensor T , a U(1) current J and the two dimension 3/2 superconformal gen-
erators G+ and G− where the superscripts ± refer to their U(1) charges.
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Topological twisting of this algebra amounts to modifying T → T + 1
2
∂J .
With respect to the new T the dimensions of G+ and G− are respectively
1 and 2. One defines the BRST operator for the topological theory QBRST
as the contour integral of G+ current. G− having dimension 2 and satisfy-
ing the condition QBRSTG
− = T plays the role of the b ghost field of the
string theory. Thus the measure on the moduli space of a Riemann surface
of genus g is defined by computing the correlation function of 3g − 3 G−’s
which are each folded with a Beltrami differential. The physical states of the
theory are given by the QBRST -cohomology; the chiral primaries φ
+
i having
charge +1 have now zero dimension, they are in QBRST -cohomology and can
be inserted at punctures on the Riemann surfaces, while the anti-chiral ver-
tex operators (in the 0 picture in string theory) are BRST exact operators
QBRSTφ
−
i¯
=
∮
G+φ−
i¯
. Inserting such an operator in the Riemann surface
gives a total holomorphic derivative in the world-sheet moduli ∂t, since by
deforming the contour QBRST will act on one of the G
− folded with the Bel-
trami differentials and convert it to T . Thus the only possible contributions
can come from the boundaries of the moduli space of the world-sheet, namely
the degenerations of the original Riemann surface along some non-trivial cy-
cle which could be either homologically trivial or non-trivial.
In the homologically trivial degeneration limit, the surface splits into two
Riemann surfaces Σ1 and Σ2 of lower genera, say genus g1 and g2, with one
puncture each at P1 and P2. The operator φ
−
i¯
will be on one of the surfaces
(say Σ1). Since in the twisted theory the total charge on the sphere must be
+3, it follows that the operators that appear at P1 and P2 are dual of each
other and carry charges +2 and +1, respectively. The Beltrami differentials
together with G− split on the two surfaces according to the U(1) charge
conditions in the twisted theory. The resulting term is of the form
F g1
i¯,j¯
Gj¯jDjF
g2 , (4.1)
where D is the holomorphic covariant derivative, and j denotes the chiral
operator carrying charge +1 at P2, while the operator at P1 carrying charge
+2 is related to the anti-chiral operator (with charge −1) labeled by j¯ by the
action of a holomorphic 3-form operator ρ(z) carrying charge +3:
φ−
j¯
→ φ++
j¯
≡
∮
dzρ(z)φ−
j¯
. (4.2)
Such an operator ρ of dimension 0 in the twisted theory exists for all N = 2
superconformal field theories leading to space-time supersymmetry: ρ =
ei
√
3H with
√
3∂H being the U(1) current. The metric Gjj¯ appearing in
Eq.(4.1) is defined by the inner product 〈φ+j φ++j¯ 〉. In Ref.[5], these new topo-
logical objects F g
i¯,j¯
were related to the couplings of the effective action terms
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(TrW 2)gΠ, denoted symbolically F g1 . By further taking anti-holomorphic
derivatives of these terms one arrives at generalized topological quantities
denoted by F g
i¯1...¯in;j¯1...j¯n
where i¯k denote charge −1 insertions while j¯k de-
note charge +2 insertions. These quantities were identified with the effective
action terms (TrW 2)g(Π)n.
Similar reasoning for the case of handle degeneration results in a term of
the form
Cjj¯DjF
g−1
i¯,j¯
(4.3)
with
Cjj¯ = Gjk¯Qk¯ℓG
ℓℓ¯Qℓ¯kG
kj¯ , (4.4)
where Q is the charge operator associated with the gauge field W (recall that
in the heterotic theory the non-topological right moving part of the gauge
vertex contains the charge operator). This is because only 2g − 2 of the
original 2g gauge superfields sit on the genus g − 1 surface obtained from
the handle degeneration and the remaining two W ’s sit at the node. As a
result, the propagator connecting the two punctures P1 and P2 comes with
the charges of the two W ’s.2
In Type II, we have also the right-moving N = 2 superconformal alge-
bra, which upon twisting gives rise to another BRST operator Q¯BRST . The
anti-chiral vertex operators now (in the (0,0) ghost picture) are of the form
QBRST Q¯BRSTφ
−− and inserting it gives rise to a double derivative ∂t∂t¯ in
the moduli space integrals, where t is standard plumbing fixture coordinate
describing the degeneration of the surface. To get a non- vanishing contri-
bution at t → 0 the integrand must behave as ln(tt¯). The latter behavior
is obtained only if the operator φ− approaches the node (the puncture P1)
and has a non-vanishing structure constant Ci¯j¯k¯ for some k¯, the integral of
its position giving rise to ln(tt¯). As a result
F g
i¯,j¯
= e2KCi¯j¯k¯G
k¯kDkF
g , (4.5)
where K is the Ka¨hler potential (the appearance of e2K can be deduced by
matching the Ka¨hler weights). Moreover for the handle degeneration case
Cjj¯ in Eq.(4.4) reduces to the inverse metric Gjj¯. This is because the charge
operator Q is essentially replaced by space-time momenta which are part of
the graviphoton field strength in the N = 2 (W2)g term.
Returning to the case of open strings (Type I) we expect the situation
to be similar to the heterotic string since firstly we are dealing with N = 1
2More generally there can be several different gauge fields and the corresponding topo-
logical partition function will carry the labels of the gauge fields. In this case the Q’s in
equation (4.4) will carry the labels of the two gauge fields that sit at the node.
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theories and secondly Type I and heterotic theories are dual to each other.
This can be seen more directly by examining the corresponding topological
theories. Indeed on surfaces with boundaries, only the sum of the left and
right moving BRST operators is compatible with the boundary conditions.
As a result, upon inserting an anti-chiral operator in the topological partition
function one can only deform the contour associated with this combination
of left and right BRST operators resulting in an integrand which is a total
derivative in the world-sheet moduli space. There is no second BRST oper-
ator which could give an additional total derivative. To study the possible
boundaries of the moduli space (degenerations) let us, for simplicity, restrict
ourselves to surfaces of genus 0 with h boundaries Σ(0,h). In the following
we assume h ≥ 3. The moduli space of such surface is 3(h − 2) real di-
mensional implying that there are 3(h− 2) insertions of the sum of left and
right moving G− that are folded with the Beltrami differentials. This sur-
face therefore carries a (left plus right) U(1) charge equal to 3(h− 2) which
is exactly the number dictated by the U(1) anomaly in the twisted theory.
Inserting an anti-chiral operator and deforming the contour associated with
the corresponding BRST operator converts one of the G− into the stress-
tensor, giving rise to a total derivative in the moduli space. The boundary
terms come from the degeneration limits of the surface. There are two de-
generations with open string intermediate states analogous to the dividing
and handle degeneration cases of heterotic string, and one with intermediate
closed string (see Fig. 4).
(2)(1) (3)
P1 P2
P P21
P1
P2
Figure 4: The three degeneration limits.
1. The first degeneration arises when the surface splits into two Riemann
surfaces Σ(0,h1) and Σ(0,h2) (where h = h1+ h2− 1 and h1, h2 ≥ 2) with
one puncture each, say P1 and P2, at the boundaries of the two surfaces.
The original anti-chiral insertion Φ−
i¯
is on one of the components, say
Σ(0,h1). Since the total charge (i.e. left plus right U(1) charge) on a
disk in the twisted theory, as dictated by the U(1) anomaly, should
be +3, it follows that the open string insertion at P1 carries charge
+2, while the open string insertion at P2 is its metric-dual operator
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φ+j carrying charge +1. The charge +2 state is obtained now by the
action of ρL + ρR on a charge −1 operator. The leftover 3(h − 2) − 1
(left plus right) G−’s folded with the Beltrami differentials distribute
themselves on Σ(0,h1) and Σ(0,h2). Their numbers on the two surfaces are
respectively 3(h1−2)+1 and 3(h2−2)+1 which is dictated by the U(1)
charge anomalies on the two surfaces, as well as by the dimension of
the moduli space of the corresponding one punctured Riemann surfaces.
The resulting term is
F
(0,h1)
i¯,j¯
Gj¯jDjF
(0,h2); h1 + h2 = h+ 1 . (4.6)
2. The second open string degeneration is analogous to the handle de-
generation of the closed string and results in twice-punctured surface
Σ(0,h−1) with punctures P1 and P2 on a boundary with the intermedi-
ate states at the two punctures carrying charge +2 and +1 respectively.
The dimension of this twice-punctured moduli space is 3(h−3)+2 which
is exactly the number of the leftover G−’s. This is also in agreement
with the total U(1) charge anomaly. The resulting term is
Cjj¯DjF
(0,h−1)
i¯,j¯
. (4.7)
3. Finally there is also a degeneration with closed string intermediate state
when the surface splits into Σ(0,h1) and Σ(0,h2) with one puncture each
P1 and P2 in the interior of the two surfaces. It is easy to see that
h1 + h2 = h (where now h1, h2 ≥ 1). The plumbing fixture coordinate
τ is now complex and the boundary corresponds to t = |τ | → ∞. Thus
the angular part of τ is still to be integrated. The moduli space of the
two surfaces with one puncture each in the interior of the surfaces is
3(h1− 2)+2 and 3(h2− 2)+2 real dimensional, respectively, implying
that as many G−’s are distributed on the two surfaces, respectively.
The remaining one G− is sitting at the node which is folded with the
Beltrami differential corresponding to the angular part of τ . Now the
question is what are the U(1) charges carried by the closed string in-
termediate state at P1 and P2. Since the U(1) anomaly for a sphere
(which is the relevant surface for the intermediate closed string prop-
agation) is +6, we conclude that the sum of the U(1) charges at P1
and P2 is +6. If φ
−
i¯
is on the first surface, then there are two possibili-
ties: the charges at (P1, P2) are (+4,+2) or (+3,+3). The charges here
are the sum of the left and right moving parts. Charge +4 therefore
means (left, right) (anti-chiral, anti-chiral) closed string state where
the left and right charge +3 operators ρL and ρR have been applied
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on the anti-chiral operators to convert them into charge +2 operators.
Charge +2 operator is the (chiral, chiral) state and hence represents
the holomorphic derivative with respect to the corresponding target
space modulus. Charge +4 and +2 therefore correspond to the anti-
holomorphic and holomorphic complex structure moduli, respectively,
of the target space. Recall that here we work in the Type I description,
where the relevant topological twist is the one of B-model. We thus
obtain a term similar to (4.6):
F
(0,h1)
i¯,j¯
Gj¯jDjF
(0,h2); h1 + h2 = h , (4.8)
where j and j¯ are closed string states.
Finally, charge +3 at a puncture corresponds to the diagonal combina-
tion of (chiral, anti-chiral) plus (anti-chiral, chiral) states which are in
fact the Ka¨hler moduli of the target space. These moduli are expected
to decouple from the topological B-model. In the Type I context, they
are complexified with Ramond-Ramond (RR) fields which are associ-
ated with continuous shift symmetries in perturbation theory that make
the holomorphic dependence on the Ka¨hler moduli trivial. Charge +3
can also include the identity operator corresponding to exchange of
dilaton in the parent string theory. Indeed, in the example discussed
in the section 8, there will be such a contribution to the holomorphic
anomaly from the identity channel in the closed string degeneration.
Note that for h = 2 the first type of degeneration is absent, while the
second gives the well known holomorphic anomaly equation for the gauge
couplings. The terms arising from the degeneration with closed string in-
termediate states need to be understood further, however in the following
we will focus on the terms coming from the first two types of degenerations
that involve open string intermediate states. The new terms that appear in
the holomorphic anomaly equations are F
(0,h)
n ’s, that is F
(0,h)
i¯1...¯in;j¯1...j¯n
where i¯
indices refer to open string insertions of anti-chiral operators carrying charge
-1 while j¯ indices refer to anti-chiral operators carrying charge +2 (by the
action of ρ). In heterotic theory, it was shown that these quantities originate
from F-terms of the form (TrW 2)hΠn [5]. In components they include terms
like F2(λ2)h−1∏nk=1(ψi¯k .ψj¯k) among others, where λ are the gauginos and
ψ are non-chiral matter fermions. The proof of this statement in the case
of open string is identical to the one given for the heterotic case, since in
the open string, by going to the double cover, the spin structure sum boils
down to just one sector, as in the heterotic string. When supersymmetry is
broken by a D-term expectation value, the one-loop term ΠTrW 2 gives rise
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to fermion masses similar to a “Higgs” µ-term in the effective field theory.
These masses will be studied in section 7.
5 F (0,3) in Type I with Magnetized D9 Branes
In this section, we consider an explicit example of Type I string compactified
on a factorized six-torus T 6 = (T 2)3, with magnetized D9 branes. We will
then compute the topological partition function F (0,3) on a world-sheet with
three boundaries, in a N = 1 supersymmetric configuration corresponding to
an appropriate choice of the magnetic fields. For this purpose, we first recall
the main properties of the relevant Riemann surface (g = 0, h = 3).
5.1 Properties of the (g = 0, h = 3) Riemann surface
The (g = 0, h = 3) surface Σ(0,3) can be obtained from the double torus of
genus 2, by applying the world-sheet involution (2.1) exchanging left and
right movers, as described in section 2 and shown in Fig. 5. The period
1a a3
c bb1 2
a2
Figure 5: The (g = 0, h = 3) surface Σ(0,3) is in the upper half of its g = 2
double-cover. c is the dividing geodesics.
matrix τ , invariant under the involution, is purely imaginary:
τ = i
(
t11 t12
t12 t22
)
, (5.1)
where tij are three real parameters, dual to the sizes of the three holes.
They correspond to the proper time variables of the closed string propagation
channels.
The “relative modular group”, defined by the modular transformations
Sp(4,Z) that preserve the involution (2.1), is the group GL(2,Z) [10]. It
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transforms the period matrix as:
τ → D τ DT , (5.2)
where D is an arbitrary 2× 2 matrix with an inverse of integer entries. This
group, however, in general transforms the boundaries (fixed under the in-
volution) to linear combinations of the boundaries. The relevant modular
transformations are the ones that act at most as permutations of the bound-
aries. This group is generated by
D1 =
(
0 1
1 0
)
D2 =
(−1 −1
0 1
)
(5.3)
corresponding to
D1 : t11 ↔ t22 D2 :
(
t11 → t11 + t22 + 2t12
t12 → −t12 − t22
)
. (5.4)
It is easy to see that D21 = D
2
2 = (D1D2)
3 = 1.
Using the above transformations and the positivity of the period matrix,
one can choose as fundamental domain of integration the ordering:
−√t11t22 ≤ t12 ≤ 0 ≤ t11 ≤ t22 <∞ . (5.5)
The three degeneration limits, described in section 4, correspond to the fol-
lowing boundaries of the fundamental domain:
1. t12 → 0, corresponding to shrinking the dividing geodesics of genus 2.
Then Σ(0,3) degenerates to a product of two annuli with one common
boundary stretched in the two annuli through a massless open string.
Moreover, the period matrix becomes diagonal with t11 and t22 the
closed string proper times of the two annuli.
2. t12 → −
√
t11t22, implying the vanishing of the period matrix determi-
nant. In this limit, Σ(0,3) degenerates into an annulus with a massless
open string attached at one of its boundaries. It amounts to taking the
infrared limit of one of the two gauge loops in the effective field theory.
Then t22 is the proper time of the annulus in the closed string channel
while t11 parameterizes the length of the open string.
3. t22 →∞, corresponding to pinching an intermediate closed string con-
necting an annulus with a disk. Then t11 becomes the proper time
of the annulus in the closed string channel and t12 parameterizes the
position of the shrinking hole.
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5.2 Partition functions
We now discuss the bosonic and fermionic partition functions. Quantum
determinants can be obtained by taking the appropriate square root of the
corresponding expression on the genus 2 double cover. In the bosonic case,
there is a correction factor RΣ that depends on the involution and on the
boundary conditions [10]. It is given by Eq.(2.16), as described in section 2.
In the case of a compact boson, one has to multiply the quantum determinant
with the lattice sum of momenta or winding modes (2.13). The resulting
partition function for N boundary conditions reads:
ZB = Z
−1/2
1 Z
N,D
cl Z
N
cl = R
∑
~n
e
−
πR2
2
~nt~nT
, (5.6)
where ~n = (n1, n2) are the winding numbers around the two a cycles. In
the degeneration limit t22 → ∞, non-vanishing n2 windings are exponen-
tially suppressed, and for n2 = 0 one recovers the annulus partition function
depending on the closed string proper time t11. The t12 dependence, corre-
sponding to the position of the shrinking boundary, drops. Similarly, in the
case of D boundary conditions, one has:
ZDcl = R(det t)
−1/2∑
~m
e−2πR
2 ~mt−1 ~mT . (5.7)
The method of section 2 can also be applied to the fermionic determinants
giving rise to theta functions. The partition function of a complex fermion
depends on 16 spin structures corresponding to the four boundary conditions
~a = (a1, a2) and ~b = (b1, b2) around the non-trivial cycles ai and bi:
Zf
[
~a
~b
]
= Z
−1/2
1 Θ
[
~a
~b
]
(t) (5.8)
= Z
−1/2
1
∑
~n=(n1,n2)
e−π(~n + ~a)t(~n+ ~a)T + 2iπ(~n + ~a)~bT .
The partition function involves a sum over spin structures with appropriate
coefficients c
[
~a
~b
]
, determined at one loop level. As usually, at higher loops
the corresponding coefficients are determined by the factorization properties
of the vacuum amplitude. Indeed, by considering the factorization limit
t12 → 0, we find:
c
[
~a
~b
]
= cA
(
a1
b1
)
cA
(
a2
b2
)
, (5.9)
where cA denote the corresponding coefficients in the annulus amplitude.
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5.3 The topological amplitude
We consider now a toroidal compactification of Type I string theory on three
factorized tori, T 6 =
∏
I=3,4,5 T
2
I , and a N = 1 supersymmetric configuration
of magnetized D9 branes. Since the string diagram has three boundaries, we
consider in general three brane stacks associated to the gauge group U(Na),
a = 1, 2, 3. In each of the three abelian factors, there is an internal magnetic
field HIa with components along the three factorized tori T
2
I , I = 3, 4, 5.
They are quantized in units of the corresponding areas
√
GI , with GI the
determinant of the T 2I metric, according to the Dirac quantization condition
HIa = q
I
a/p
I
a
√
GI , where q
I
a is the respective magnetic flux and p
I
a the wrapping
number of the a-th brane around the I-th 2-torus. Note that for each I and
a, the two integers pIa and q
I
a are relatively coprime. By T-dualizing three
directions, one from each T 2, one obtains an equivalent description as a Type
IIA orientifold with D6 branes at angles related to the magnetic fields [7].
More precisely the angle of each brane relative, for instance, to the horizontal
axis of T 2I is θ
a
I = arctanH
I
aα
′. In this representation, the condition for
having N = 1 unbroken supersymmetry on the a-th stack takes the simple
form that the sum of the corresponding angles in the three tori should vanish:
θa3 + θ
a
4 + θ
a
5 = 0.
Let us compute now the topological partition function F (0,3) given by
the physical amplitude involving two gauge fields on one of the 3 boundaries
and two gauginos on another, associated to the effective F-term interaction
(TrW 2)2. From the above discussion, it is clear that the computation is just
a particular case of the general orbifold compactification described in section
3. Indeed, all twists around a cycles are trivial, while the angles θaI related
to the magnetic fields play exactly the role of the orbifold twists around the
b cycles, as mentioned already in section 3. By identifying the first two
boundaries a = 1, 2 with the two ai cycles, i = 1, 2, of the homology basis of
the genus 2 Riemann surface, and the third boundary a = 3 with the middle
“horizontal” cycle, see Fig. 5, one has the relations:
2πh1I = 2(θ
1
I − θ3I ) ; 2πh2I = 2(θ3I − θ2I ) , (5.10)
where hiI are the orbifold twists around the two bi cycles.
3
Using the identification (5.10), the calculation goes along the lines of
section 3 and the result is given by (3.14). In section 3, we had not specified
the lattice sum involved explicitly. In the Appendix, we give the detailed
derivation of the lattice sums appearing in F (0,h) in the example of magnetized
3Note that in the presence of orientifold planes, there are additional diagrams where
one or two boundaries are replaced by crosscaps. Their inclusion is straightforward and
do not change the physical implications of our results.
22
D9 branes. Here we just summarize the result for h = 3. In the T-dual
version, the three stacks of D6 branes on the three boundaries, will be parallel
to some primitive lattice vectors in each plane, ~vIa, where a labels the three
boundaries and ~vI are the two dimensional lattice vectors in the I-th plane.
Since we are considering factorized torii, it is sufficient to focus on one plane,
therefore in the following we will drop the index I labeling the different
planes. In the final formulae we will reinstate the index I. In terms of the
magnetic fluxes in the original D9 branes, these vectors are ~va = (paR1, qaR2)
where R1 and R2 are the two radii in that plane in the T-dual theory with
intersecting branes. The world-sheet can therefore carry windings na~va on
the a-th boundary with integer na. However they satisfy the constraint that
the sum of the windings over the three boundaries must vanish since it gives
the winding on a homologically trivial cycle:
3∑
a=1
na~va = 0 . (5.11)
Since we are excluding the case when the three stacks of branes are parallel
to each other in one or more planes (otherwise there would be enhanced
supersymmetry), only one of the na’s is independent and it spans a sublattice
of integers that depends on the magnetic flux data pa and qa. Thus we have
a one-dimensional sublattice sum labeled by, say, n1.
On the world-sheet there is another set of integers which appears because
the position of different stacks of branes is defined only modulo transverse
lattice vectors. Since not all the branes are parallel, we can choose the
intersection of two stacks of branes as the origin of the plane. Then the
freedom is only in choosing the transverse position of the third stack of
branes. Thus we have again a one dimensional lattice sum. Upon Poisson
resummation over this lattice we will get a lattice of momenta along the
Dirichlet directions of the 3 stacks of branes. The details are given in the
Appendix, but here we just give a simple argument to determine what this
lattice sum would be. Let ∗~va be the two dimensional dual of ~va and let
√
G
be the area of the torus (i.e. R1R2). Then ∗~va/
√
G is the primitive vector in
the intersection of the dual momentum lattice and the Dirichlet direction to
the a-th stack of branes. Thus the boundary state of the a-th branes would
carry momentum vectors ka ∗ ~va/
√
G with ka being integers. Conservation
of the total momentum gives the same constraint as (5.11) with na replaced
by ka.
3∑
a=1
ka~va = 0 . (5.12)
This results in again a one dimensional sublattice sum labeled by say k1.
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The modular group SL(2,Z), associated to the Ka¨hler modulus of T 2,
acts on the pair of integers (n1, k1) in the usual way. Since (n1, k1) span
only a sublattice of integers subject to the constraint (5.11) and (5.12), one
might wonder if only a subgroup of the full SL(2,Z) survives. However these
two constraints are invariant under the full SL(2,Z) symmetry which implies
that the symmetry group is indeed the full SL(2,Z).
To proceed further we need to write a classical solution (before the Pois-
son resummation) carrying the above winding numbers and the transverse
positions. In terms of the complex coordinate of the plane Z = X1 + iX2,
the boundary conditions imply that Z is untwisted along the a cycles and
twisted by say g1 = e
2iπh1 and g2 = e
2iπh2 along the b1 and b2 cycles of the
genus 2 double cover of the surface Σ(0,3). Denoting by {g} the collection of
the twists g1 and g2, we note that by Riemann-Roch theorem there is only
one linearly independent holomorphic twisted differential (Prym Differential)
ω{g}. To write the classical solution we need the twisted holomorphic differ-
entials ω{g}, ω{g−1} and their complex conjugates ω¯{g}, ω¯{g−1}. The solution
is of the form
Z(P ) = L
∫ P
P0
ω{g} + L˜
∫ P
P0
ω¯{g−1} , (5.13)
where L and L˜ are determined in terms of winding number and transverse
position data and the normalization condition for the twisted differential.
Since a cycles are untwisted, we can choose the normalization condition (for
convenience) ∫
a1
ω{g} = g
1/2
1 . (5.14)
Note that the integral around a2 cycle is not independent since integrating
over the trivial cycle
∏2
i=1(aibia
−1
i b
−1
i ) gives the constraint
[(1− g1)
∫
a1
+(1− g2)
∫
a2
]ω{g} = 0. (5.15)
By using Fig. 6 (for h = 3), one can evaluate∫
Σ(0,3)
ω{g}∧ω¯{g} = τ{g}−τ¯{g} ; τ{g} = D{g}+1
2
(1− g1)(1− g2g−11 )
1− g2 , (5.16)
where
D{g} = 2i
(g1g2)
− 1
2
1− g−12
∫
b1b2b
−1
1 b
−1
2
ω{g} . (5.17)
Note that the individual cycles bi are not closed due to the twists, but the
cycle b1b2b
−1
1 b
−1
2 is closed. Due to the symmetry of the double cover under
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the involution (2.1), D turns out to be purely imaginary. By using the
identity
∫
Σ(0,3)
ω{g} ∧ ω{g−1} = 0 we have the relation τ{g} = τ{g−1}.
The final result of the lattice contribution as shown in the Appendix
(including all the three planes) is4
Zlattice =
∏
I
pI
(
Imτ˜{gI}
ImT
)1/2 ∑
(nI1,k
I
1)
e2iπ(n
I
1α
I
1+k
I
1α
I
2)e
iπ
ImTI
|nI1TI+kI1|2τ˜{gI} , (5.18)
where TI = BI + i
√
GI is the usual Ka¨hler modulus of the torus T
2
I , with
BI the two-index antisymmetric tensor. The parameter τ˜{gI} =
|vI1 |2
ImTI
τ{gI}
is independent of the modulus TI , although it depends on the world-sheet
moduli and the flux data. Furthermore, α1 is the effective Wilson line along
the world-volume of the branes and α2 is the effective transverse position of
the branes (which is T-dual to the second component of the Wilson line in
the D9 brane theory). The integer pI is the smallest positive integer such
that
pI
vI3 . ∗ vI1
vI3 . ∗ vI2
∈ Z. (5.19)
Note that the above equation implies
pI
vI2 . ∗ vI1
vI3 . ∗ vI2
∈ Z. (5.20)
From the constraints (5.11) and (5.12) it follows that nI1 and k
I
1 are ar-
bitrary integer multiples of pI . As observed in subsection 5.1 [preceding
Eq.(5.4)], the relevant modular group is the permutation group S3 that per-
mutes the three boundaries. Since we have treated the three boundaries
asymmetrically in arriving to Eq.(5.18), it is not manifest that the result is
modular invariant. For example, we have normalized the Prym differential
along the first boundary and the lattice momenta appearing in the expression
refer directly to the boundary state of the brane attached to this boundary.
Indeed, under the permutation of the boundaries, τ{gI}, pI and |vI1| transform
nontrivially. However, the combination pI |vI1|τ
1
2
{gI} is invariant. For instance,
under the exchange of first and second boundaries,
vI1 → vI2 , pI → pI
∣∣∣∣vI3 . ∗ vI2vI3 . ∗ vI1
∣∣∣∣ and τ{gI} → ∣∣∣∣1− gI11− gI2
∣∣∣∣2 τ{gI}. (5.21)
4Here and in the Appendix [from Eq.(A.25) onwards] we do not keep track of overall
factors that are completely moduli- and flux data-independent.
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The latter can be seen by the fact that under the exchange of a1 and a2 cycles,
ω{gI} [normalized by Eq.(5.14) around a1 cycle], is transformed to −1−g
I
1
1−gI2
ω{gI},
where we used the constraint (5.15). The statement that pI |vI1 |τ
1
2
{gI} is invari-
ant now follows from the relation∣∣∣∣1− gI11− gI2
∣∣∣∣ = ∣∣∣∣vI3 . ∗ vI1vI3 . ∗ vI2
∣∣∣∣ |vI2||vI1| . (5.22)
As a result, Zlattice as given in (5.18) is invariant under the permutation
group.
In the topological partition function, we have also the insertion of G−’s
which are folded with the Beltrami differentials. As mentioned earlier, each
ψ¯I field, being of dimension 1 in the topological theory, has now only one zero
mode (for each plane I). It will therefore be replaced by ω{g−1I }. Similarly
∂ZI will be replaced by the zero mode
∂ZI =
vI
ImTI
(nI1TI + k
I
1)ω{gI} . (5.23)
Integrating the fermion zero modes we get
3∏
a=1
∫
µaG
− =
3∏
I=1
vI
ImTI
(nI1TI + k
I
1) det
∫
µahJ ; hJ = ω{gJ}ω{g−1J } .
(5.24)
We can further evaluate the determinant above by noting that under the
deformation of the complex structure represented by the Beltrami differential
µa, the twisted (1, 0) form ω{gI} picks up a (0, 1) form given by
ω{gI} → ω{gI} + Cω¯{g−1I } ; Cω¯{g−1I } = µaω{gI} modulo an exact form .
(5.25)
As a result ∫
µaω{gI}ω{g−1I } = C
∫
ω¯{g−1I }ω{g−1I }
= C(τ{gI} − τ¯{gI}). (5.26)
Now we will relate this to the variation of the twisted τ{gI}. The moduli de-
pendent part of the latter, as seen from Eq.(5.16) and (5.17), is proportional
to the ratio of the periods
∫
b1b2b
−1
1 b
−1
2
ω{gI}/
∫
a1
ω{gI}. From the variation of
the twisted differential given in (5.25) we find
δaτ{gI} = C(D¯{g−1I } −D{gI})
= C(τ{gI} − τ¯{gI})
=
∫
µaω{gI}ω{g−1I } , (5.27)
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where in the second equality we have used Eqs.(5.16) and (5.17) and the fact
that τ{gI} = τ{g−1I }. The determinant appearing in (5.24) therefore just gives
the Jacobian of the transformation from the moduli to τ{gI}. If the latter, for
I = 3, 4, 5 are independent functions on the moduli space, then the Jacobian
is non-vanishing and the resulting measure of integration on the moduli space
becomes
∏
I dτ{gI}.
In the topological twisted theory the non-zero modes of the bosons and
fermions cancel leaving only the correction factor coming from the boundary
conditions on the bosons discussed in section 2 and summarized in Eq.(2.16).
For the twisted bosons, τ in (2.16) is replaced by the corresponding twisted
τ . The resulting detτ factor cancels the one appearing in lattice partition
function (5.18).
The above calculations were done in the D6 brane theory. By T-dualizing
we can go to the magnetized D9 brane theory. This amounts to replacing
TI → UI and ImUI → ImTI =
√
GI . Here, U is the usual complex structure
modulus of the torus T 2, given in terms of its metric Gij , i, j = 1, 2: U =
(G12 + i
√
G)/G11. The resulting topological partition function becomes:
F (0,3) = 3N
∫ 5∏
I=3
dτ˜{gI}p
If
[
UI , ~αI ;−iτ˜{gI}
]
, (5.28)
where the integration variables
τ˜{gI} =
√
GI(p
I
1)
2
[
1 + (HI1 )
2
]
τ{gI} . (5.29)
Here HIa =
qIa
pIa
√
GI
is the magnetic field on the a-th brane stack in the I-th
plane. The function f is given by:
f(U, ~α, l) =
1
ImU
∑
n1,n2
(n1 + n2U¯)e
2iπ~n·~αe−
π
ImU
|n1+n2U |2l , (5.30)
where the lattice sum of integers ~nI for each I satisfy the conditions
pI1~nI + p
I
2~n
′
I + p
I
3~n
′′
I = q
I
1~nI + q
I
2~n
′
I + q
I
3~n
′′
I = 0 (5.31)
for some integer vectors ~n′I and ~n
′′
I . ~αI is the Wilson line in the I-th plane
and is given in terms of a certain linear combination of the Wilson lines on
the three brane stacks:
~αI = ~αI1 −
pI3q
I
1 − qI3pI1
pI3q
I
2 − qI3pI2
~αI2 +
pI2q
I
1 − qI2pI1
pI3q
I
2 − qI3pI2
~αI3 , (5.32)
where the subscripts 1, 2, 3 refer to the three different stacks of branes on
the three boundaries of the world-sheet. Obviously, the result vanishes for
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~αI = 0 for any I, due to the ~nI → −~nI symmetry of the lattice sum. Note
that non-trivial ~αI , although breaks the corresponding R-symmetry, does
not change the spectrum. The positive integers pI appearing in (5.28) satisfy
(5.19) which can be reexpressed in terms of the flux data as pI being the
smallest positive integer such that
pI
pI3q
I
1 − qI3pI1
pI3q
I
2 − qI3pI2
∈ Z ⇒ pI p
I
2q
I
1 − qI2pI1
pI3q
I
2 − qI3pI2
∈ Z . (5.33)
It is worth making some comments on the topological partition function
(5.28). The first comment is regarding modular invariance. From the con-
straint (5.31) it follows that nI1 and n
I
2 are arbitrary integer multiples of pI .
The discussion following Eq.(5.19) then implies that (5.28) is invariant under
the permutation of the boundaries.
The second comment is regarding the target space duality properties of
(5.28). We have already mentioned that it has full SL(2,Z)U symmetry
despite the fact that the sum is over a sublattice defined by the constraints
(5.31). This is because the constraints are SL(2,Z)U covariant. As for the
monodromy under shifts of the Wilson lines we note that the constraints
imply that ~nI ∈ pI ~ZI where ~Z is a two-dimensional vector with arbitrary
integer components. It follows then that F (0,3) is invariant under shifts ~αI →
~αI + ~ZI/pI .
The topological partition function (5.28) appears deceptively simple as
products of three separate integrals, however, the domain of integration over
τ˜{gI} is very complicated and in general mixes the three integrals. There are
some comments worth making about F (0,3):
• Taking derivatives with respect to anti-holomorphic moduli should re-
sult in a total derivative in the world-sheet moduli space, as follows
from the general discussion of section 4. The anti-holomorphic moduli
in the present case are the complex structure closed string moduli U¯I
and the complexified Wilson lines
AI = α
I
2 − UIαI1 . (5.34)
The physical quantities are invariant under AI → AI +1/pI and AI →
AI+UI/pI . The derivatives with respect to the anti-holomorphic mod-
uli can be easily evaluated using the identities:
∂f
∂A¯
=
1
ImU
∂Z
∂l
; Z =
∑
n1,n2
e2iπ~a·~ne−
π
ImU
|n1+n2U |2l
∂f
∂U¯
= − 1
4ImU
∂(lf)
∂l
− ImA
(ImU)2
∂Z
∂l
, (5.35)
28
which follow from the form of the function f in Eq.(5.30).
• The dependence on the Ka¨hler moduli of the tori, namely √GI , should
drop out because the complexification of these moduli involve the Ra-
mond-Ramond B fields. Since the latter are associated with continu-
ous shift symmetries in perturbation theory, the dependence on them
should be trivial.
6 Gaugino Masses
In this section, we compute the Majorana gaugino masses in the general
non-supersymmetric case with the sum of the brane angles different from
zero. Using their relation to the orbifold twists (5.10), we parameterize the
supersymmetry breaking as
5∑
I=3
hI = −2ǫ , (6.1)
where for simplicity we dropped the cycle indices. The parameter ǫ fixes
the scalar masses and in the weak field limit ǫ → 0, it is proportional to
the expectation value of the corresponding abelian D-term. In this limit,
the gaugino masses are determined from the effective F-term (TrW 2)2 and
should therefore be identified with the topological partition function F (0,3).
The gaugino vertices in the −1/2 ghost picture are given in Eq.(3.1) and
are inserted on one of the three boundaries of the (g = 0, h = 3) Riemann
surface. Moreover one has to insert three picture changing operators eϕTF ,
which we also choose to be on the boundaries. One of them is needed to
change the ghost picture of one gaugino to +1/2, while the other two arise
from the integration over the supermoduli:
m1/2 = g
2
s
∫
[dt]
∫
dxdy A ; A =
〈
V
(−1/2)
+ (x)V
(−1/2)
− (y)
3∏
i=1
eϕTF (zi)
〉
,
(6.2)
where gs is the string coupling and its power takes into account the normal-
ization of the gaugino kinetic terms on the disk. The moduli integration is
over the fundamental domain (5.5), while x and y are integrated over the
gaugino boundary. The dependence on the positions zi of the picture chang-
ing operators is a gauge artifact and should disappear from the physical
amplitude.
By internal charge conservation, since both gauginos carry charge +1/2
for φ3, φ4 and φ5, only the internal part of the world-sheet supercurrents
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(3.8) contributes; each T intF should provide −1 charge for φ3, φ4 and φ5,
respectively. The amplitude (6.2) then becomes:
A = 〈e−ϕ/2(x)e−ϕ/2(y)
5∏
I=3
eϕ(uI)〉
2∏
I=1
〈eiφI/2(x)e−iφI/2(y)〉
×
5∏
I=3
〈eiφI/2(x)eiφI/2(y)e−iφI (uI)〉 , (6.3)
where {uI}, I = 3, 4, 5, is a permutation of {zi}, i = 1, 2, 3, and an implicit
summation over all permutations is understood. Performing the contractions
for a given spin structure s, one finds:
As =
θ2s(
1
2
(x− y))∏5I=3 θs,−hI (12(x+ y)− uI) ∂XhI (uI)
θs(
1
2
(x+ y)−∑5I=3 uI + 2∆)
× σ(x)σ(y)∏3,4,5
I<J E(uI , uJ)
∏5
I=3 σ
2(uI)
× Z2
Z41
∏5
I=3 Z1,hI
Zlat , (6.4)
where θs is the genus-two theta-function of spin structure s, E is the prime
form, σ is a one-differential with no zeros or poles and ∆ is the Riemann
θ-constant. Z1,hI is the (chiral) determinant of the hI-twisted (1, 0) system,
and Z2 is the chiral non-zero mode determinant of the (2,−1) b-c ghost
system. Finally, Zlat stands for all zero-mode parts of space-time and internal
coordinates, while an implicit summation over lattice momenta should be
performed, taking into account also the ∂XI factors in (6.4).
In order to perform an explicit sum over spin structures, one should choose
the positions of the picture changing operators to satisfy a condition that
makes the argument of the θ-function in the denominator equal to (x−y)/2,
so that one θs factor simplifies. The resulting relation however,
i=3∑
i=1
zi = y + 2∆ , (6.5)
is not allowed. To bypass this difficulty, we insert in the amplitude (6.2)
another vertex of an open string Wilson line associated to the I = 3 internal
plane, in the −1 ghost picture:
V (−1) =: e−ϕψ3(w) : , (6.6)
accompanied by a forth picture changing operator at the boundary position
z4. Obviously, we should also perform a third integration over its position
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w. The new vertex brings another unit of charge for φ3, and thus, two of the
four supercurrents should provide −1 charge for φ3. As we will demonstrate
below, one can now choose an appropriate gauge condition which allows to
perform the spin structure sum and show that the amplitude can be written
as the variation with respect to the Wilson line of the original one (6.4),
evaluated formally using the “forbidden” gauge choice (6.5).
Indeed, the correlators in (6.3) now become:
A = 〈e−ϕ/2(x)e−ϕ/2(y)e−ϕ(w)
6∏
I=3
eϕ(uI)〉
2∏
I=1
〈eiφI/2(x)e−iφI/2(y)〉 (6.7)
× 〈eiφ3/2(x)eiφ3/2(y)eiφ3(w)
∏
I=3,6
e−iφ3(uI)〉
∏
I=4,5
〈eiφI/2(x)eiφI/2(y)e−iφI(uI)〉 ,
where {uI}, I = 3, . . . , 6, is a permutation of {zi}, i = 1, 2, 3, 4, and an
implicit summation over all permutations is understood. Performing the
contractions, one finds that the expression (6.4) is modified as:
As=
θ2s(
1
2
(x− y))θs,−h3(12(x+ y)− u3 + w − u6)
∏
I=4,5 θs,−hI(
1
2
(x+ y)− uI)
θs(
1
2
(x+ y) + w −∑6I=3 uI + 2∆)
× σ(x)σ(y)σ
2(w)∏3,4,5
I<J E(uI , uJ)
∏6
I=3 σ
2(uI)
E(w, u4)E(w, u5)
E(u6, u4)E(w − u6, u5) (6.8)
× Z2Zlat
Z41
∏5
I=3 Z1,hI
∏
I=3,6
∂X3,h3(uI)
∏
I=4,5
∂XI,hI (uI) .
To perform the spin structure sum, we use the allowed gauge condition:
i=4∑
i=1
zi = y + w + 2∆ . (6.9)
The sum over spin structures converts the first factor in (6.8) to:
θǫ(x−∆)θh3+ǫ(u3 + u6 − w −∆)θh4+ǫ(u4 −∆)θh5+ǫ(u5 −∆) , (6.10)
where we used Eq.(6.1).
We now use three bosonization formulae. First,
θh3+ǫ(u3 + u6 − w −∆)
E(u3, u6)Z
−1/2
1
E(u3, w)E(u6, w)
σ(u3)σ(u6)
σ(w)
(6.11)
= 〈ψh3+ǫ(u3)ψh3+ǫ(u6)ψ−h3−ǫ(w)〉Z1,h3+ǫ ,
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where ψ and ψ are conformal fields of dimension zero and one, respectively,
twisted as indicated by their subscripts. Then
θhI+ǫ(uI −∆)σ(uI)Z−1/21 = ωhI+ǫ(uI)Z1,hI+ǫ , (6.12)
where ωh is an abelian differential twisted by h. Finally,
θǫ(
6∑
I=3
uI−w−3∆)
∏
I<J E(uI , uJ)∏6
I=3E(uI , w)
∏6
I=3 σ
3(uI)
σ3(w)
Z
−1/2
1 =〈
6∏
I=3
bǫ(uI)c−ǫ(w)〉Z2,ǫ,
(6.13)
where the correlator and the non-zero mode determinant of the b-c ghost
system in the r.h.s. are twisted according to the subscripts.
Multiplying the amplitude (6.8) by θǫ(y−∆)/θǫ(
∑6
I=3 uI−w−3∆) which
is equal to the identity by our gauge condition (6.9), and using the spin
structure sum (6.10) and the bosonization formulae (6.11) - (6.13), we obtain:
A = θǫ(x−∆)θǫ(y −∆)
5∏
I=3
(
Z1,hI+ǫ
Z1,hI
) 〈ψh3−ǫ(u3)ψh3+ǫ(u6)ψ−h3−ǫ(w)〉
〈∏6I=3 bǫ(uI)c−ǫ(w)〉
×
∏
I=4,5
ωhI+ǫ(uI)σ(x)σ(y)
Z2
Z2,ǫ
1
Z31
∏
I=3,6
∂X3,h3(uI)
∏
I=4,5
∂XI(uI).(6.14)
Replacing ωhI+ǫ(uI) by ψhI+ǫ(uI) and using the bosonization formula (6.12)
twice, one finds:
A = 〈
∏4
i=1G
−
ǫ (zi)ψ−h3−ǫ(w)〉
〈∏4i=1 bǫ(zi)c−ǫ(w)〉
5∏
I=3
(
Z1,hI+ǫ
Z1,hI
)
Z2
Z2,ǫ
(
Z1,ǫ
Z1
)2
ωǫ(x)ωǫ(y),(6.15)
where G−ǫ is the internal N = 2 supercurrent twisted by ǫ.
One can now show that the ratio of correlation functions in (6.15) is
independent of the positions zi:
N
D ≡
〈∏4i=1G−ǫ (zi)ψ−h3−ǫ(w)〉
〈∏4i=1 bǫ(zi)c−ǫ(w)〉 = Bǫ∂X3,h3ω−h3(w) , (6.16)
with Bǫ a constant to be determined. Indeed, as a function of w, both
numerator N and denominator D have first order poles when w → zi with
residues 〈∏3i=1G−ǫ (zi)〉∂X3,h3 and 〈∏3i=1 bǫ(zi)〉, when for instance w → z4.
These are equal, up to a zi-independent multiplicative factor Bǫ. Consider
now the combination N − Bǫ∂X3,h3ω−h3(w)D. This is holomorphic in w
twisted 0-form and therefore vanishes identically. Thus, Bǫ is given by:
Bǫω−h3(w) =
〈∏3i=1G−ǫ (zi)〉
〈∏3i=1 bǫ(zi)〉 . (6.17)
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Note that this is reduced to the same result as the one that would be ob-
tained using the “forbidden” gauge condition (6.5), with an additional dif-
ferentiation with respect to the Wilson line (6.6) associated to the presence
of ∂X3,h3ω−h3(w) in (6.16).
It follows that the gaugino mass (6.2) is given by:
m1/2 = g
2
s
∫
[dt]Bǫ
5∏
I=3
(
Z1,hI+ǫ
Z1,hI
)
Z2
Z2,ǫ
(
Z1,ǫ
Z1
)2
, (6.18)
where we performed the boundary integrals over x and y, using the canonical
normalization over the a-cycles
∫
a
ωǫ = 1, since ǫ is a twist around the b-
cycles. In the limit of small supersymmetry breaking scale ǫ → 0, one has
Z1,ǫ ≃ ǫZ1, and thus
m1/2 ≃ g2sǫ2
∫
[dt]B0 = g
2
sǫ
2F (0,3) . (6.19)
7 Π-terms and Matter Fermion Masses
In the previous section, we studied the (Majorana) gaugino mass terms gen-
erated via D-term supersymmetry breaking. They originate from the super-
symmetric F-term (TrW 2)2 once the auxiliary D-component of the vector
superfield acquires a non-zero VEV along a magnetized U(1) group factor.
The corresponding topological coupling is given by F (0,3), with the three
boundaries of the world-sheet attached (in a T-dual picture) to three differ-
ent stacks of D6 branes intersecting at angles in the internal compactification
space. In order to get a non-zero answer, we had to further break the discrete
R-symmetry by turning on suitable Wilson lines. In the following we analyze
the structure of the terms appearing in the holomorphic anomaly equation
for F (0,3). The are of the form ΠTrW 2, where Π is a chiral projection of a
non-holomorphic function of chiral superfields. Generically, its lower com-
ponent includes a fermion bilinear of the form Ψ¯i¯Ψ¯j¯. Hence, upon D-term
supersymmetry breaking, they will also induce some fermion masses, in this
case of Dirac type.
In order to examine the holomorphic anomaly of F (0,3), we take an anti-
holomorphic derivative ∂i¯, with respect to an open string Wilson line i¯. From
the analysis of section 4, one finds contributions from three possible degener-
ation limits. The two open string degenerations, (1) and (2), involve F
(0,2)
i¯;j¯
,
where j¯ denotes an intermediate anti-chiral open string state. In this section,
we restrict our discussion to brane configurations that do not involve parallel
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stacks in any of the three internal planes. This means that in the supersym-
metric limit there are no N = 2 supersymmetric sectors in the one-loop par-
tition function.5 In the absence of such sectors, the dividing degeneration (1)
does not contribute because j¯ is an untwisted operator and the corresponding
annulus diagrams vanish. In the handle degeneration limit (2) however, since
the open string propagating through the handle stretches between two non-
parallel brane stacks, it is necessarily twisted. The third degeneration limit
(3) involves intermediate closed strings which, in T 6 compactifications, are
always untwisted. Hence, the corresponding annulus diagrams also vanish.
Thus, the only quantity that appears in the holomorphic anomaly of F (0,3)
arises from Eq.(4.7), and involves DjF
0,2
i¯;j¯
, where j and j¯ label chiral and
anti-chiral twisted open string states with U(1) charges +1 and +2 respec-
tively. These are therefore bi-fundamental states and represent open strings
stretched between two different stacks of D6 branes (say a = 1 and a = 2)
that are not parallel to each other. If the intersection of these two stacks
of D6 branes preserves supersymmetry then the twist angles hI in the three
internal planes (tori), I = 3, 4, 5, satisfy
∑
I hI = 1 and the corresponding
twisted states are massless. In the topological theory
DjF
(0,2)
i¯;j¯
=
∫
dt1dt2
∫
dx〈
{
2∏
m=1
∫
µm(G
−
L +G
−
R)
}
Vj(u)Vi¯(x)Vj¯(y)〉T (7.1)
with
V Tj = : σe
i
∑
I hIφI :
V T¯j = : σ¯e
i
∑
I (1−hI)φI : (7.2)
V T¯i = : e
−iφ3 :
where, for concreteness, we chose i¯ to indicate the anti-holomorphic derivative
with respect to the Wilson line in the I = 3 plane. σ and σ¯ denote the bosonic
twisted fields. We have included the superscript T to indicate that these are
the vertices in the topological theory. Note that while V T¯i has twisted U(1)
charge −1 and dimension 1 (and hence its position x is integrated on the
world-sheet boundary), the operators V Tj and V
T¯
j
have dimension 0 and
charges +1 and +2 respectively. The world-sheet moduli space, labeled by
tm, with the corresponding Beltrami differentials µm, is two dimensional, one
being the usual modulus associated with the annulus and the second being
the relative distance between u and y on one of the boundaries. The open
string state going through the loop (i.e. annulus) is itself twisted by h˜I in
5In the next section however, we will consider examples with such N = 2 sectors.
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the three planes since the two boundaries of the annulus sit on two different
stacks of D6 branes (say a = 1 and a = 3). We assume here that the
combined system preserves supersymmetry so that
∑
I h˜I = 0 mod integers.
Note that as the open string propagating in the annulus crosses one of the
twist operator insertions it becomes an open string stretched between the
stacks 2 and 3 and when it crosses the second twisted operator it becomes
again the string stretched between 1 and 3.
To compute this correlation function we can go to the torus double cover
of the annulus and take the appropriate square root. The result is
DjF
(0,2)
i¯;j¯
=
∫
dt1dt2
∫
dx
2∏
m=1
∫
d2zmµm(zm)
∏
I θh˜I [y − YI + hI(u− y)]
η3
∏
J E(YJ , u)
hJE(YJ , y)1−hJ
×E(x, y)1−
∑
K h
2
K ǫbc〈∂X4(zb)∂X5(zc)σ(u)σ¯(y)〉 , (7.3)
where Y3 = x, Y4 = zb and Y5 = zc. Here, E(x, y) denotes the genus one
prime form
E(x, y) =
θ1(x− y)
θ′1(0)
=
θ1(x− y)
2πη3
. (7.4)
Note that in the above equation, 〈. . . 〉 denotes the unnormalized correlator
including the partition functions of the internal bosons. The physical string
amplitude computed by the above quantity is
(F+)2Ψ¯i¯Ψ¯j¯Φj , (7.5)
where F+ is the self-dual field strength and Φ is the twisted scalar. In Ref.[5]
this computation has been done for the heterotic string and shown to give rise
to the topological amplitude above. The methods of Ref.[5] extend trivially
to the open string case, as it can be seen by going to the double cover of
the world-sheet, where the spin structure sum involves only one sector (say
left-moving sector) exactly as in the heterotic theory. In the following, we go
directly to the broken supersymmetry case and derive the above topological
term in the limit of supersymmetry restoration, in analogy with the gaugino
masses.
We now compute directly the mass term for the fermions Ψ when super-
symmetry is broken via a VEV of the auxiliary D component of the gauge
vector superfield. Specifically, we take
∑
I h˜I = ǫ 6= 0 mod integer, while
keeping the supersymmetry condition on hI , namely
∑
I hI = 1. In other
words the h-twisted sector representing strings stretched between the D6
brane stacks 1 and 2 does not break supersymmetry but the presence of
stack 3 breaks it. This corresponds to the situation when Ψ and its su-
perpartners are massless, but supersymmetry is broken by the presence of
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the other boundary of the annulus associated to the stack 3. Note that the
tree-level mass matrix does not mix h-twisted fermions with the Wilson line
fermions. However we will show below that at one loop the closed string
exchange between the stack 3 and the intersection of 1 and 2 gives rise to
such a mass term.
The amplitude in question is the annulus three point function of open
string states:
Mi¯j¯j = 〈Ψ¯i¯Ψ¯j¯Φj〉 . (7.6)
The vertex operators for the fermions in the (−1/2) picture and the scalar
in the (−1) picture are
Vj(u) = : ce
−ϕσei
∑
I hIφI :
Vj¯(y) = : ce
−ϕ
2 e
φ1−φ2
2 σ¯ei
∑
I(
1
2
−hI)φI : (7.7)
Vi¯(x) = : e
−ϕ
2 e
−φ1+φ2
2 ei
−φ3+φ4+φ5
2 : .
We have inserted the bosonic ghosts c at the vertex Vj and Vj¯ so we are treat-
ing the surface as twice-punctured annulus with the associated two moduli
(the modulus of the annulus and the relative position between these two ver-
tices). The vertex Vi¯ is dimension 1 and has to be integrated. The total
superghost charge of the three vertices is −2 and therefore we need to insert
two picture changing operators eϕTF . Thus the amplitude (7.6) becomes
Mi¯j¯j =
∫
dt1dt2
∫
dx〈
2∏
m=1
[
∫
µm(bL+ bR)]e
ϕTF (z1)e
ϕTF (z2)Vj(u)Vi¯(x)Vj¯(y〉 .
(7.8)
The above amplitude should be independent of the positions z1 and z2
of the picture changing operators. Since the total φ4 and φ5 charges of the
three vertices is +1 each, it follows that the only relevant terms in the picture
changing operators are
eϕTF → eϕ
∑
I=4,5
e−iφI∂XI . (7.9)
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The mass matrix becomes
Mi¯j¯j =
∫
dt1dt2
∫
dx〈
2∏
m=1
[
∫
µm(bL + bR)]c(u)c(y)〉
×
∑
s
θs(x− y)2
θs(u−
∑
za +
x+y
2
)
[
∏
I
θs+h˜I (
x+ y
2
+ hI(u− y)− YI)]
× η−8(RA Im τ)−1
∏
J E(YJ , y)
hJE(YJ , u)
1−hJ
E(y, u)
∑
K h
2
KE(x, y)E(x, u)E(zb, zc)
× ǫbc〈∂X4(zb)∂X5(zc)σ(u)σ¯(y)〉 , (7.10)
where YI are as in Eq.(7.3). The above formula takes into account the annulus
correction factor RA for the four spacetime bosons, c.f. Eq.(2.15), and the
(Imτ)−1 factor due to their zero modes; here, τ denotes the usual untwisted
modulus of the torus double cover. The power of the η function is determined
as follows: η−4 comes from spacetime bosons, η−5 come from the 5 real scalars
that are the bosonization of 10 fermions (spacetime as well as internal), and
finally η comes from the bosonization of superghost. In order to perform the
spin structure sum over s, we choose the following gauge condition for the
positions of the picture changing operators:
z1 + z2 − u− y = 0 . (7.11)
With this gauge choice the theta function in the denominator coming from
the superghosts cancels with one of the theta function coming from the space-
time fermions. After summing over spin structures we obtain:
Mi¯j¯j =
∫
dt1dt2
∫
dx〈
2∏
m=1
(
∫
µm(bL + bR))c(u)c(y)〉
θǫ(0)[
∏
I
θh˜I−ǫ(y − YI + hI(u− y))]
× η−8(RAIm τ)−1
∏
J E(YJ , y)
hJE(YJ , u)
1−hJ
E(y, u)
∑
K h
2
KE(x, y)E(x, u)E(zb, zc)
× ǫbc〈∂X4(zb)∂X5(zc)σ(u)σ¯(y)〉 . (7.12)
In this equation and in the following θǫ or θh˜I−ǫ denote the odd theta function
twisted by ǫ or h˜I − ǫ. Note that these twists are purely along the a-cycle
(b-cycle) in the open (closed) string channel.
In the next step, we use the bosonization formula for b, c system twisted
by ǫ:
〈b(z1)b(z2)c(u)c(y)〉ǫ = θǫ(z1 + z2 − u− y)E(z1, z2)E(u, y)
η
∏2
m=1E(zm, u)E(zm, y)
. (7.13)
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Here again, 〈. . . 〉 is the unnormalized correlator, i.e. the complete result of
the four-point function in the b, c CFT that also includes its non-zero mode
determinant. On the r.h.s., there is 1/η factor because the bosonization of
b, c is one real scalar. Then we can rewrite the mass term in the form
Mi¯j¯j =
∫
dt1dt2
∫
dx〈
2∏
m=1
[
∫
µm(bL + bR)]c(u)c(y)〉Hǫ(z1, z2, u, x, y)
× θǫ(0)
2
η6
(RA Im τ)−1, (7.14)
where
Hǫ(z1, z2, u, x, y) =
〈∏2a=1G−(za)V T¯i (x)V T¯j (y)V Tj (u)〉Tǫ
〈b(z1)b(z2)c(u)c(y)〉ǫ . (7.15)
Here we have used the gauge condition (7.11). Furthermore in Eq.(7.15),
the numerator is the correlation function in the internal topological theory
twisted by ǫ; in particular, this means that in Eq.(7.3), the functions θh˜I are
replaced by θh˜I−ǫ. One can now argue that H does not depend on zm. As a
function of z1, both the numerator and denominator have a first order pole
each at u and y and a first order zero at z2. Each of them must have one
more zero (since the corresponding line bundle has zero Chern class) but it
must be in the same position as both the line bundles are characterized by
the same twist ǫ (i.e. the same point in the Jacobian torus). Since H as a
function of z1 is a section of the trivial line bundle and has no zero or pole,
it must be constant. A similar argument applies for z2. Therefore
Hǫ(z1, z2, u, x, y) = Bǫ(u, x, y) . (7.16)
Now let us take the ǫ→ 0 limit and compute the leading term in ǫ. Since
in the closed string channel the twist ǫ is purely along the b-cycle, in this
limit θǫ(0)→ ǫη3. The correction factor for spacetime bosons with Neumann
boundary conditions yields (RA Im τ)−1 = 1, see Eq.(2.16). The leading
contribution is therefore of order ǫ2, and at this order we can set ǫ = 0
in Bǫ(u, x, y). Finally Bǫ=0 multiplied by the ghost correlators involving
the Beltrami differentials effectively replaces
∫
µb by
∫
µG− which gives the
topological quantity DjF
(0,2)
i¯;j¯
. The final result, to order ǫ2, therefore is
Mi¯j¯j = ǫ
2DjF
(0,2)
i¯;j¯
. (7.17)
Eq.(7.17) determines the Yukawa type coupling (7.6) involving two anti-
chiral fermions and one chiral boson. Note that this coupling cannot be
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derived from a superpotential and is not allowed by supersymmetry. Here, it
was induced by a supersymmetry breaking D-term. If the twisted scalar Φj
acquires a VEV, it generates a Dirac mass term mixing the bi-fundamental
fermions with a Wilson line fermion. In fact, such a VEV breaks also the
gauge group, generating further mass mixing of the bi-fundamental fermions
with gauginos through gauge Yukawa couplings. Since the right hand side
term of Eq.(7.17) appears in the holomorphic anomaly of F (0,3), which in
turn gives the gaugino mass at this order, we conclude that the corresponding
fermion mass matrix elements are given by the holomorphic anomaly of the
gaugino mass term.
One can further ask what happens when one takes anti-holomorphic
derivative with respect to some moduli say ∂i¯2 of F
(0,2)
i¯1;j¯1
. From the analy-
sis of section 4, after anti-symmetrizing in i¯1 and i¯2, we find that the result
again comes from various degeneration limits. In particular, the degenera-
tion corresponding to open-string intermediate states gives rise to F
(0,1)
i¯1 i¯2;j¯1j¯2
associated to a Π2 term in the effective action at the disk level. For instance
the indices i¯1 and i¯2 can refer to some open string moduli fields, while j¯1 and
j¯2 can refer to bi-fundamental open string states. This coupling can be eval-
uated by a 6-point function on a disk, involving two pairs of twist-antitwist
fields and the two moduli fields, corresponding to Dj1Dj2F
(0,1)
i¯1 i¯2;j¯1j¯2
.
8 A Simple Example
In this section, we present a simple toroidal example in which the topological
partition function F (0,3), as well as all lower order quantities appearing in
the holomorphic anomaly equations, can be computed either explicitly or by
using some symmetry arguments.
Our starting point is a configuration in which every two brane stacks
of the three boundaries intersect nontrivially only in two out of the three
internal planes and are parallel in the remaining one, a configuration different
from the one considered in the previous section. Furthermore, to avoid the
enhancement of supersymmetry to N = 2, and thus the vanishing of F (0,3),
the plane in which the branes are parallel must be different in every of the
three possible pairs. First we choose the horizontal axis in each plane along
the stack a = 3. Then, we pick stacks 2 and 3 to be parallel in the plane
I = 3, stacks 1 and 3 to be parallel in the plane I = 4 and stacks 1 and 2 to
be parallel in the plane I = 5. This is described by the brane angles:
θ3I = 0 θ
1
4 = θ
2
3 = 0 θ
1
5 = θ
2
5 θ
1
3 + θ
1
5 = 0 θ
2
4 + θ
2
5 = 0 , (8.1)
where the last two relations follow from space-time supersymmetry. Accord-
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ing to Eq.(5.10), the corresponding orbifold twists along the two b-cycles are:
(g13, g
2
3) = (e
4πiθ, 1) (g14, g
2
4) = (1, e
−4πiθ) (g15, g
2
5) = (e
−4πiθ, e4πiθ) , (8.2)
where the angle θ = θ13 is an arbitrary parameter.
Now the constraint (5.31) on the lattice sum is solved trivially, leading
for each plane to a summation over two unrestricted integers of the cor-
responding two-dimensional momentum lattice depending on the complex
structure modulus UI and Wilson line AI . Indeed, when two branes are par-
allel within a plane I, say the stacks a = 1 and a = 2, the corresponding
magnetic fluxes pIa/q
I
a are equal and since (p
I
a, q
I
a) are relatively prime, one
has pI1 = p
I
2 and q
I
1 = q
I
2 . Eq.(5.31) then requires p
I
1(~nI + ~n
′
I) + p
I
3~n
′′
I = 0
and qI1(~nI + ~n
′
I) + q
I
3~n
′′
I = 0, implying ~nI + ~n
′
I = ~n
′′
I = 0 since the third
stack must have non-trivial intersection with the other two. One is then left
with a summation over two unrestricted integers, defined for instance by the
vector ~nI . Note that the the physical Wilson line ~α is given by the difference
~αI = ~αI1 − ~αI2 and corresponds in the T-dual picture to the relative distance
between the two parallel brane stacks.
Finally, there is an SL(2,Z)I action on each UI and AI : UI → (aUI +
b)/(cUI + d) and AI → AI/(cUI + d). The modular weights of F (0,h)n are
determined by their Ka¨hler weights n + h − 2 [5]. Thus F (0,3) transforms
with weight 1 under each SL(2,Z)I and is also monodromy invariant under
AI → AI + 1 and AI → AI + UI . Furthermore, it vanishes when AI =
1/2, UI/2, (UI + 1)/2. By taking derivatives with respect to AI or A¯I and
setting AI = 0 one finds that the zeroes are of first order. On the other
hand, for AI = 0, the two stacks become coincident and there are additional
massless states. As a result, F (0,3) is singular at the origin and acquires a
first order pole instead of a zero as in the other points. A simple ansatz for
F (0,3), satisfying all properties above, is:
F (0,3) = f3
∏
I
H(UI , AI) ; H(U,A) =
θ′(A)
θ(A)
+ 2iπ
ImA
ImU
, (8.3)
where f3 is a numerical constant and the prime denotes differentiation with
respect to A. Actually, this expression, which will be verified subsequently
by studying the holomorphic anomalies, also suggests that for this special
brane configuration described by the orbifold twists (8.2), the integration
domain of the three twisted world-sheet moduli τ{gI} is factorized into three
independent integrals over the positive real line, so that each one can be
performed explicitly yielding the result (8.3):∫ ∞
0
dlf(U,~a, l) =
1
π
∑
n1,n2
′ e2iπ~n~a
n1 + n2U
= −1
π
H(U,A) , (8.4)
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where the function f is given in Eq.(5.30). An appropriate SL(2,Z) invariant
regularization of the above sum leads to the r.h.s. part of the equation, with
H acquiring a non-holomorphic dependence as in (8.3).
Our strategy to prove Eq.(8.3) will be to compute the holomorphic ano-
maly as discussed in section 4 and show that the latter is reproduced by
(8.3). Holomorphic ambiguity is then fixed by requirement of target space
SL(2,Z)I and AI monodromy properties. Taking a derivative of (8.3) with
respect to an anti-holomorphic open string Wilson line, for instance A¯3, one
finds
∂A¯3F
(0,3) = − πf3
ImU3
∏
I=4,5
H(UI , AI) . (8.5)
On the other hand, from the general discussion of section 4 on holomorphic
anomaly, the contribution comes from various degeneration limits of the sur-
face. To analyze this we need to study the behavior of the twisted τ{gI} in the
three degeneration limits as shown in Fig. 4. The case that we are consider-
ing is characterized by the twists (8.2). It is more convenient to normalize
the three twisted differentials ω{gI} along the periods shown in Fig. 6 of the
Appendix, so that
∫
a2
ω{g3} =
∫
a1
ω{g4} = −
∫
a1a2
ω{g5} = 1. The twisted τ{gI}
are then defined as τ{g3} =
∫
b2
ω{g3}, τ{g4} =
∫
b1
ω{g4} and τ{g5} =
∫
b1b2
ω{g5}.
Note that for the twists (8.2), b2, b1 and b1b2 are closed cycles for ω{gI} for
I = 3, 4, 5 respectively.
Now let us consider the three degeneration limits shown in Fig. 4.
1. In the first one where the genus 2 double cover degenerates along the
dividing geodesic corresponding to an open string intermediate state be-
tween two annuli whose double covers have cycles (a1,b1) and (a2,b2),
ω{g4} and ω{g3} degenerate to the untwisted differentials of the two torii
respectively while ω{g5} degenerates to twisted differentials on the two
torii having first order pole at the node. Thus while τ{g4} and τ{g3} are
finite (they are just the untwisted moduli associated with the two torii),
τ{g5} becomes infinite. In fact in terms of the plumbing fixture coor-
dinate, say t, τ{g5} goes as −i ln |t|. The two other such degenerations
are obtained by permutations where either τ{g3} or τ{g4} goes to infinity
keeping the remaining two finite. Taking derivative with respect to A¯3
and using Eq.(5.35), we note that the relevant such degeneration limit
comes from τ{g3} going to infinity. The resulting contribution to the
holomorphic anomaly is
∂A¯3F
(0,3) =
∑
I=4,5
F
(0,2)
A¯3;A¯I
GA¯IAI∂AIF
(0,2) . (8.6)
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2. In the second degeneration limit which results in a twice punctured
annulus with an open string intermediate state, one of the τ{gI} goes
to zero keeping the remaining two finite. For instance if in Figure 6,
we move the a2 cycle near the real axis (i.e. the third boundary), then
b2 cycle shrinks to zero so that τ{g3} goes to zero, but τ{g4} and τ{g5}
remain finite. τ{g4} becomes the usual untwisted modulus τ associated
with the resulting annulus while τ{g5} is a function of τ and the separa-
tion between the two punctures. In our case, however, this degeneration
limit does not contribute so long as every pair of brane stacks is sepa-
rated (by suitable Wilson line) in the plane in which they are parallel
to each other. This gives masses to intermediate open strings that are
stretched between different pairs of stacks and hence this degeneration
limit is exponentially suppressed.
3. In the third degeneration limit with intermediate closed string states
is obtained by shrinking one of the a cycles in Fig. 6. For instance if
we shrink a2 cycle to a point P τ{g3} clearly goes to infinity (going as
−i ln |t| with t being the corresponding plumbing fixture coordinate). In
this limit ω{g4} becomes untwisted differential on the remaining torus
(double cover of the annulus with boundaries a1 and a3) and hence
becomes the usual untwisted modulus of the annulus in the closed string
channel. ω{g5} on the other hand remains a twisted differential on the
torus with single poles at the points P and its image P ′. As a result τ{g5}
goes to infinity as −i ln |t|. This degeneration limit does not contribute
to the holomorphic anomaly due to the fact that two of the τ{gI} go
to infinity simultaneously in this limit. This is because the integrand
in (5.28) appears with one momentum each from each plane through
f defined in (5.30). Explicitely this factor is
∏
I(n
I
1 + n
I
2U¯I). The
momentum in one of the planes (I = 3) disappears when one takes the
derivative with respect to A¯3 due to the identity (5.35), however the
other two momentum factors for I = 4, 5 still exist in the integrand.
Since in this closed string degeneration limit τ{g3} as well as another
one of the τ{gI} for I = 4 or I = 5 go to infinity, we conclude that this
limit is exponentially suppressed.
Thus the holomorphic anomaly is entirely given by the first degeneration
limit (8.6). F
(0,2)
A¯3;A¯I
appearing in this equation comes from the effective action
term ΠTrW 2 and we will show in the following that it is given by:
F
(0,2)
A¯I ;A¯J
=
f IJ2
ImUIImUJ
H(UK , AK) ; I 6= J 6= K 6= I , (8.7)
where f IJ2 are numerical constants.
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The function F (0,2) appearing in Eq.(8.6) is the one loop gauge kinetic
function providing the threshold corrections to gauge couplings TrW 2 [12] .
Its Wilson line dependence receives contributions only from N = 2 super-
symmetric sectors and reads:
∂AIF
(0,2) = bI∂AI∆(UI , AI) ; ∆(U,A) = ln |θ1(A)|2 − 2π
(ImA)2
ImU
, (8.8)
where bI are numerical coefficients related to the N = 2 beta-functions and
∂A∆ = H . Using (8.7) and the Wilson line metric GAIA¯I = 1/ImUI , one can
then identify (8.6) with (8.5), implying −πf3 =
∑
I=4,5 f
3I
2 bI . Note that for
our choice of angles (8.1)-(8.2), placing at the two boundaries of the annulus
two different brane stacks one obtains an N = 2 sector associated to the
plane where the two stacks are parallel.
We now compute F
(0,2)
A¯I ;A¯J
from the four-point annulus amplitude involving
two gauge fields and two anti-chiral fermions χ¯I , χ¯J , that belong to the
corresponding Wilson line supermultiplets. The gauge boson vertices are
given in Eq.(3.3), while the χ¯I fermion vertex at zero momentum, in the
−1/2 ghost picture, is given by:
V
(−1/2)
χ¯αI
=: e−ϕ/2SαSI : ; SI = e
i
2
(φI−φJ−φK) I 6= J 6= K 6= I , (8.9)
where we use the notation of section 3. Choosing as fermion vertices, say I =
3 and J = 4, one should also insert a picture changing operator eϕTF , from
which only the term eϕeiφ5∂X¯5, from the supercurrent (3.8), contributes.
Evaluating the correlator at the quadratic order in external momenta and
performing the spin-structure sum is straightforward. All non-zero mode
determinants cancel and one is left over with a summation over the lattice
momenta of the torus I = 5, associated to the N = 2 sector defined by the
first two brane stacks. The result is:
F
(0,2)
A¯I ;A¯J
=
f IJ2
ImUIImUJ
∫ ∞
0
dlf(UK ,~aK ; l) , (8.10)
where the function f is defined in Eq.(5.30). The integral can be performed
as in (8.4), leading to (8.7). These results prove our initial ansatz (8.3). In
fact, the same expression can be obtained by integrating the holomorphic
anomaly equation (8.6) by using the explicit forms for F
(0,2)
A¯I ;A¯J
and F (0,2) and
SL(2,Z) symmetry.
Now we turn to the holomorphic anomaly of F
(0,2)
A¯I ;A¯J
. Taking an anti-
holomorphic derivative of (8.7) with respect to A¯K , one finds:
∂A¯KF
(0,2)
A¯I ;A¯J
= − πf
IJ
2
ImUIImUJImUK
. (8.11)
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On the other hand, using the integral form (8.10) and the identities (5.35),
one obtains a contribution only from the origin of the lattice at the boundary
l = ∞. Since this corresponds to the infrared limit in the closed string
channel, one concludes that in this case it is the closed string degeneration
limit that contributes and the holomorphic anomaly equation becomes:
∂[A¯KF
(0,2)
A¯I ;A¯J ]
= F
(0,1)
A¯K A¯I ;A¯J Φ¯
DΦF
(0,1) , (8.12)
where Φ is a closed string modulus. Actually, F (0,1) must be the (tree) gauge
kinetic function on the disk, implying that Φ is the string dilaton which
couples on the disk but not on the torus. The first factor in the r.h.s. of
(8.12) must then correspond to a Π2 term on the disk. It can be computed
independently by a four-point amplitude involving two anti-chiral fermions,
say I and J , and two scalars, the Wilson line A¯K and the dilaton, at a level
quadratic in the external momenta.
Let us close the section by giving a possible form of F (0,3) in the case of
non-parallel brane stacks. In this case, F (0,3) is monodromy invariant under
AI → AI + 1/pI and AI → AI + UI/pI , where pI is defined in Eq.(5.33).
Furthermore it vanishes when any of the pIAI = 0, 1/2, UI/2, (UI + 1)/2.
Unlike the previous case, now there is no pole at the origin because at this
point no new massless states emerge. As before, by taking derivatives with
respect to AI or A¯I and setting for instance AI = 0, one finds that the zeroes
are of first order. We assume the factorized form:
F (0,3) =
∏
I
∂AIG , (8.13)
where G is real modular invariant function. A possible ansatz is
G =
∏
I
GI ; GI=(ImUI)e
−2π Imp
2
I
A2
I
ImUI [co|θ1(pIAI ;UI)|2 + ce
∑
e
|θe(pIAI ;UI)|2]
(8.14)
where subscripts e and o refer to even and odd spin structures respectively
and co and ce are real SL(2,Z)I invariant functions of UI which may also
depend on the brane angles. We could try to check this ansatz by computing
the holomorphic anomaly of F (0,3) as before. Taking derivative with respect
to A¯3 one again gets contribution only from the degeneration limits. This
time however, in the first as well as the third degeneration limits all the three
twisted τ{gI} go to infinity due to the fact that the resulting torii are twisted
in all planes. These limits therefore are exponentially suppressed. The only
contribution comes from the second degeneration limit where the resulting
twice punctured annulus comes with the insertion of twisted states at the
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punctures. This is the quantity we considered in section 7. However an ex-
plicit computation of this term, although in principle possible, is considerably
more difficult and we shall not pursue it here.
9 Concluding Remarks
To summarize, in this work we discussed the identification of the topological
partition function F (0,h) of the two-dimensional N = 2 twisted Calabi-Yau
σ-model (in the orbifold limit), on bordered genus-zero world-sheets with h
boundaries, with the moduli-dependent couplings associated to the F-terms
(TrW 2)h−1, where W is the familiar gauge superfield appearing in the effec-
tive four-dimensional N = 1 supersymmetric effective action of the Type I
string theory compactified on the same six-dimensional orbifold.
We then studied the holomorphic anomaly equation for the violation
of the expected holomorphicity of F (0,h). The anomaly equation involves
also the correlation functions F
(0,h−1)
n associated to F-terms of the form
Πn(TrW 2)h−2, where Π denotes a generic chiral projection of a non-holomor-
phic functions of chiral superfields. This system is similar to the heterotic
string case studied in the past and related to it by S-duality. A remaining
open problem is the integrability of this equation, which can be shown, as
in the heterotic string, only in the absence of the handle degeneration limit.
Its non-integrability in the general case suggests that there may be still more
“topological” quantities missing, that are required for the closure of the full
topological theory on world-sheets with boundaries.
Another interesting open problem is the generalization of the possible
physical interpretation in terms of actual string amplitudes of the topologi-
cal partition function F (g,h) for higher genus g > 0. A naive extension of our
results, following the methods presented in this work, to world-sheets with
handles and boundaries simultaneously, fails because the zero-mode contri-
butions of space-time coordinates do not cancel, and thus, the measure does
not become topological.
An important phenomenological application of our results is in theories
with supersymmetry broken by the VEVs of auxiliary D-components of gauge
vector supermultiplets. Such a breaking appears, in particular, in the pres-
ence of non-trivial internal magnetic fields, or equivalently in the T-dual
description, of branes intersecting at angles, and can be studied directly at
the string level. Then the effective operators (TrW 2)2 and ΠTrW 2 generate
fermion masses and the associated topological functions become physically
observable in the mass spectrum. The resulting Majorana gaugino masses
are given by F (0,3) at two loops, while the matter fermion masses are of Dirac
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type and are given by the topological quantity F
(0,2)
i¯;j¯
, appearing at one loop in
the holomorphic anomaly equation of F (0,3). They are both of order m40/M
3
S
for m0 < MS, where m0 is the supersymmetry breaking scale and MS is
the string mass. We presented simple examples of toroidal string compact-
ifications with intersecting branes, where both quantities can be computed
explicitly as functions of the closed string geometric moduli and of open
string Wilson lines.
The precise implementation of these results in a complete string frame-
work, including the Standard Model and a consistent mechanism of super-
symmetry breaking and moduli stabilization, remains of course an open issue.
For instance, an important question is the effect of closed string back-reaction
on the supersymmetry breaking induced in the open string sector by turning
on internal magnetic fields, or equivalently by the presence of D-branes at
angles. A possible application is in the recently proposed scenario of split
supersymmetry [13]. Our results then provide a natural mechanism to break
R-symmetry by string effects and generate gaugino and higgsino masses at the
TeV scale, when squark and slepton masses are at high energies, of the order
of 1013 GeV, and MS is near the unification scale of 10
16 GeV. Alternatively,
our results can be used to generate gaugino and non-chiral fermion masses
in the context of low string mass scale and large extra dimensions [14], when
supersymmetry is broken at the string scale by appropriate configurations of
branes and orientifolds [15].
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Appendix
A Lattice Contribution to the Amplitudes
In this Appendix, we derive the lattice sums involved in the topological
partition function F (0,h). Since we are considering product of three planes
(tori) with fluxes, it is sufficient to focus on one plane. In order to compute
the lattice contribution, it is more convenient to go to the T-dual theory
where the D9 branes become D6 branes whose world-volumes span lines
in each of the 3 internal planes. These lines are parallel to some lattice
vectors. They are at angles given by the fluxes in the corresponding plane.
Let ~vi be a primitive lattice vector parallel to the i-th brane and let ~wi be
such that (~vi, ~wi), for each i, spans the two-dimensional lattice describing
the torus. This in particular means that vi. ∗ wi ≡ vµi wνi ǫµν = ±T2 where
T2 =
√
G is the area of the basic cell of the lattice (in the following we
choose the orientation of wi so that the sign in this equation is plus). We
can use a complex coordinate Z to describe the plane. Let vi and wi be
the complex numbers representing the lattice vectors ~vi and ~wi, respectively.
We are considering a world-sheet of genus zero and h boundaries. For this
bordered surface, we define the ai cycles, i = 1, 2, . . . , h, as the boundaries
αi shown in Fig. 1 (of course, these cycles are not independent: they satisfy∏h
i=1 ai = 1).
6 Let Pi be a point on the ai cycle. Since ai lies on the i-th
brane, Z(Pi) takes values
Z(Pi) = xi(Pi)vi + (mi + yi)wi (A.1)
where xi and mi are arbitrary real and integer numbers, respectively, and
yi is a fixed real number such that |yi| ≤ 1/2 which describes the relative
transverse position of the i-th brane.7 We are considering the case where not
all the branes are parallel. Let us assume that the (h − 1)-th and the h-th
branes are not parallel to each other. We can choose a complex coordinate Z
for the plane such that the intersection of these two branes is at Z = 0 and
furthermore we can rotate the coordinate so that the h-th brane lies on the
real axis. With this choice of coordinate, we have set vh a real number and
mh−1 = mh = yh−1 = yh = 0. The remaining integers mi for i = 1, . . . , h− 2
are arbitrary and result in a (h − 2)-dimensional lattice sum. However, one
6These cycles should not be confused with the basis of a-cycles used in Section 2 and
depicted in Fig. 2.
7In the D9 brane theory yi is one of the components of the Wilson line which after
T-duality represents the transverse position of the brane. The second component of the
Wilson line remains a Wilson line on the D6 brane.
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can easily see using the fact that (vi, wi) span the lattice for each i, that this
change of coordinates results in the shift
Z(Pi) = xi(Pi)vi + (mi + y˜i − vh. ∗ vi
vh. ∗ vh−1mh−1)wi ; i = 1, . . . , h− 2 (A.2)
where y˜i are the effective Wilson lines in the Dirichlet direction (or transverse
positions in the T dual picture) and are given by
y˜i = yi − yh−1 vh. ∗ vi
vh. ∗ vh−1 − yh
vh−1. ∗ vi
vh−1. ∗ vh . (A.3)
Note that the ratio vh.∗vi
vh.∗vh−1 is a rational number. Let p be the smallest
integer such that p times this rational number, for each i, is integer. Then
mh−1 = 0, 1, . . . , p− 1 give the different conjugacy classes of the lattice sum
over mi.
As one goes with points Pi around the cycles ai, the functions xi(Pi) can
shift by integers: xi → xi + ni. The integers ni denote the winding of the
string on the boundaries. Not all the integers ni are independent, however.
This is because
∏h
i=1 ai is homotopically trivial, giving rise to the condition
h∑
i=1
nivi = 0. (A.4)
Since this is a complex equation with not all the vi parallel, there are only
h − 2 independent integers, say ni for i = 1, . . . , h − 2. It is important
to note that ni actually span only a sublattice of integers such that there
exist nh−1 and nh satisfying Eq.(A.4). Since (vh, wh) generate the lattice,
vi = pivh+qiwh, i = 1, . . . , h−1, for some coprime integers (pi, qi). Therefore
choosing nh = −
∑h−1
i=1 nipi the above constraint on ni becomes equivalent to
the constraint
h−1∑
i=1
ni(vh. ∗ vi) ≡
h−1∑
i=1
(1− g−1i )nivi = 0 , (A.5)
where gi = e
2iθi with θi = arg(vi) and we have used the fact that, for our
choice of coordinate Z, vh is real.
The boundary conditions on the branes can be conveniently imposed by
going to the double cover of Σ(0,h) which is a genus g = h − 1 Riemann
surface, with an anti-analytic Z2 involution that keeps the ai cycles fixed
and takes bi cycles to b
−1
i , see Section 2. Then going around bi cycle dZ →
gidZ, while around ai cycles dZ is invariant. Z2 involution which takes a
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point P to P ′ acts on Z as follows. Let P0 be a base point on the ah cycle
lying on the h-th brane. By our choice of coordinate, Z(P0) is real. We
can define Z(P ) = Z(P0) +
∫ P
P0
dZ. Z(P ) is not single-valued – it depends
on the homotopy class H(P0, P ) of the path chosen. Z2 involution acts as
Z(P ′) = Z¯(P ) where Z(P ′) is defined through a path that is in the homotopy
class GH(P0, P
′), with G being the Z2 action on the homotopy class. Clearly,
Z on the ah cycle is real. Now consider a point Pi on the ai cycle. Then
Z(Pi) is given by
Z(Pi)−Z(P0) =
∫ Pi
P0
dZ =
∫
bi
dZ + gi
∫ Pi
P0
dZ¯ =
∫
bi
dZ + gi(Z¯(Pi)−Z(P0)).
(A.6)
The general solution of this equation is precisely of the form (A.1).
Now we would like to write the classical solutions for Z for a given set of
integers mi, ni and the transverse positions y. On genus h− 1 surface there
are h−2 linearly independent holomorphic twisted (Prym) differentials ωj,{g}
for j = 1, ..., h − 2, that are twisted by gi around bi cycles and untwisted
around ai; here, the subscript {g} denotes the collection of twists {gi}. Let
us choose a marking for the surface as shown in Fig. 6.8 One gets the genus
h − 1 surface by gluing ai and a−1i cycles together. The real axis is the
boundary ah which sits on the h-th brane while the remaining ai cycles sit
on the i-th brane. The Z2 involution takes the upper half-plane to the lower
half-plane. Let
Ajk =
∫
ak
ωj,{g} , Bjk =
∫
bk
ωj,{g} . (A.7)
Here the bk cycle is defined as follows. If Pk is a point on the ak cycle and
P ′k is its Z2 image on the a
−1
k cycle, then the bk cycle is the line from P0
to Pk which is identified with P
′
k (on a different sheet due to gk twist) via
gluing and then from P ′k to P0 in this different sheet. Note that bk is not
a closed contour when gk is non-trivial. As a result, the integrals of closed
twisted differentials will depend on the choice of the base point P0. Let
bjk =
∫ Pk
P0
ωj,{g} on the path indicated in the Fig. 6, then
Bjk = bjk − gkb¯jk . (A.8)
8Fig. 6 is just the double cover of Fig. 1 and the corresponding contractible surface
obtained by cutting along the lines shown in Fig. 6 is just the double cover of Fig. 3.
In the following, for notational simplicity, we will choose the a-cycles to be the h − 1 of
the boundaries. This is different from the convention followed in Section 2 but it has the
advantage of directly giving the lattice momenta of the boundary states.
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Figure 6: Σ(0,h) is represented in the upper half-plane with h boundaries,
ah being the real axis and the remaining a1, . . . , ah−1 being the bound-
aries of h−1 holes cut out. The double cover is obtained by including the
lower half-plane with the Z2 involution z → z¯. The images of boundaries
a1, . . . , ah−1 are shown as a−11 , . . . , a
−1
h−1 while ah is fixed. ak and a
−1
k
, for
each k = 1, . . . , h−1, are glued together to yield a genus h−1 surface. Simply-
connected surface is obtained by cutting lines P0 to Pk and P0 to P
′
k for each
k. bk cycle is defined as the path from P0 to Pk which is identified with
P ′k, and then from P
′
k to P0, (in a different sheet due to the twist along bk
cycles).
In particular, this implies that g
− 1
2
k Bjk is purely imaginary. As noted above,
when gk is non-trivial, Bjk depends on the choice of the base point P0.
Integrating around trivial cycle
∏h−1
i=1 (aibia
−1
i b
−1
i ) gives the condition
h−1∑
i=k
(1− g−1k )Ajk = 0 . (A.9)
Since at least one of the gi is not identity (say gh−1), we can always eliminate
one of the Ajk’s (say Aj(h−1)). We can furthermore normalize ωj,{g} so that
Ajk = g
1
2
j δjk , for k = 1, ..., h− 2. (A.10)
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Then the above equation implies
Aj(h−1) = −g
1
2
h−1
sin(θj)
sin(θh−1)
. (A.11)
We will also need the holomorphic differentials ωj{g−1} that are twisted op-
positely to ωj{g}. We will denote the corresponding periods by A′jk and B
′
jk
and b′jk. They satisfy all the above equations with gk replaced by g
−1
k .
Given any two closed twisted differentials ρ and ρ′ that are twisted by
{g} and {g−1} respectively, one can evaluate, by using the standard methods
for the marking shown in Fig. 6, the following integral:∫
Σ
ρ ∧ ρ′ =
h−1∑
k=1
[BkA
′
k − AkB′k +
k∑
ℓ=1
(1− gkg−1ℓ )AℓA′k] , (A.12)
where Ak =
∫
ak
ρ, A′k =
∫
ak
ρ′, Bk =
∫
bk
ρ and B′k =
∫
bk
ρ′.
The (1, 1) forms ωj,{g} ∧ ω¯k,{g} are untwisted and therefore can be inte-
grated on the Riemann surface. Using (A.12) and the periods (A.8), (A.10)
and (A.11), we find ∫
Σ
ωj,{g} ∧ ω¯k,{g} = τjk − τ¯kj , (A.13)
where
τjk = Djk − Cjk (A.14)
and C is a purely imaginary symmetric (h− 2)× (h− 2) matrix which does
not depend on the world-sheet moduli. It is given by
Cjk = −isin(θk) sin(θj − θh−1)
sin(θh−1)
, for j ≥ k. (A.15)
On the other hand, the matrix D depends on the world-sheet moduli and is
given in terms of the periods Bjk as follows:
Djk =
g
− 1
2
k
2i sin(θh−1)
∫
bkbh−1b
−1
k
b−1
h−1
ωj,{g}
= g
− 1
2
k Bjk −
sin(θk)
sin(θh−1)
g
− 1
2
h−1Bj(h−1) . (A.16)
It is important to note that while Bjk depends on the base point P0, Djk does
not. This is due to the fact that the cycle bkbh−1b−1k b
−1
h−1 is a closed contour
even when gk is non-trivial. Due to Eq.(A.8), D is also purely imaginary,
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however it is in general not symmetric. As a consequence the right hand side
of equation (A.13) is purely imaginary and
τjk − τ¯kj = 2(τS)jk, (A.17)
where τS is the symmetric part of τ .
Similarly, we can define the corresponding quantities for oppositely twist-
ed differentials and the corresponding periods τ ′jk satisfy the same equations
with gk replaced by g
−1
k . Finally, we have the relation
0 =
∫
Σ
ωj,{g} ∧ ωk,{g−1} = τjk − τ ′kj. (A.18)
In the untwisted case, a similar equation implies that the period matrix is
symmetric, however in the twisted case it only says that the transposed τ is
equal to τ ′.
Using the twisted differentials, one can write the classical solution for Z
as
dZ =
h−2∑
j=1
[Ljωj,{g} + L˜jω¯j,{g−1}]. (A.19)
Integrals around ak cycles should give the windings nkvk, which implies that∫
ak
dZ = nkvk. Furthermore,
∫ Pk
P0
dZ = (mk + yk)wk, due to the boundary
conditions (A.1). This implies∫
bk
dZ = (mk + yk)(wk − gkw¯k) = 2i(mk + yk)g
1
2
k
T2
|vk| , (A.20)
where in the second equality we used the fact that wk. ∗ vk = T2. Here, yk
are shifted by yh
wh.∗vi
T2
, due to the fact that we are choosing our coordinates
so that the h-th brane lies on the real axis. We can then solve for L and L˜
as
L =
N
2
+
1
2τS
[(τA + C)N + 2M ] (A.21)
L˜ =
N
2
− 1
2τS
[(τA + C)N + 2M ], (A.22)
where τS and τA are the symmetric and anti-symmetric parts of τ , respec-
tively, and L, L˜, N and M are (h − 2)-dimensional column vectors whose
components are respectively Lj , L˜j , Nj = nj|vj | while Mj is given by
Mj = i
T2
|vj| [(mj + yj)−
vh. ∗ vj
vh. ∗ vh−1 (mh−1 + yh−1)]. (A.23)
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The classical action is
S = −iπ(LT τSL+ L˜T τSL˜) + 2πi
h−2∑
j=1
njWj
= iπ[NT τSN + {2M + (τA + C)N}T (τS)−1{2M + (τA + C)N}]
+ 2πi
h−2∑
j=1
njWj, (A.24)
where Wj is the Wilson line on the world-volume of the j-th brane.
Poisson resummation overmj for j = 1, . . . , h−2 gives rise to the following
instanton contribution
Zinst = [
h−2∏
j=1
|vj|
T2
](detτS)
1
2
∑
nj ,kj,mh−1
eiπ(N
T τSN+ 1
4
KT τSK)−πKT τAN
× e2πi
∑h−2
j=1 (kj y˜j+njWj) e
2πi
∑h−2
j=1 kj
vh.∗vj
vh.∗vh−1
mh−1e−πK
TCN , (A.25)
where K is a column vector with components Kj =
|vj |
T2
kj and y˜j is the
effective Wilson line (A.3) in the Dirichlet direction. The sum over nj (j =
1, . . . , h− 2) is over integers that satisfy the constraint (A.4) while the sum
over kj (j = 1, . . . , h − 2) is over all integers. Finally, the sum over mh−1
ranges from 0 to p− 1, where p is the smallest integer such that p vh.∗vj
vh.∗vh−1 is
integer for all j. The latter sum reduces the kj sums to a sublattice satisfying
the constraint
h−2∑
j=1
kj
vh. ∗ vj
vh. ∗ vh−1 = integer. (A.26)
This constraint is exactly as the one for the nj and from the above discussion
it follows that this implies that there exist integers ka, a = 1, . . . , h, such that∑
a kava = 0. In fact, Ka = ka ∗ va/T2 is a vector in the dual lattice and
describes the momentum in the Dirichlet direction for the a-th brane (i.e. in
the direction perpendicular to va).
The phase e−πK
TCN is independent of the world-sheet moduli and of the
target space moduli. One can show using the constraints (A.4) and the
similar one for kj, that iK
TCN is an integer implying that this phase is ±1.
We can also include a B field on the plane. The contribution of the B
field to the instanton action is
SB =
2πB
T2
NT (M +
1
2
CN). (A.27)
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Including this contribution (after the Poisson resummation) in Eq.(A.25),
one finally obtains9
Zinst = p [
h−2∏
j=1
|vj |
T2
](detτ˜S)
1
2
∑
nj ,kj
e
iπ
T2
(nT T¯+ 1
2
kT )τ˜(nT+ 1
2
k)
× e2πi(kj y˜j+njWj) e−πKTCN , (A.28)
where n and k are (h − 2)-dimensional column vectors with integer entries
nj and kj satisfying the constraints (A.4) and (A.26), respectively, and
τ˜jk ≡ |vj||vk|
T2
τjk. (A.29)
It is worth noting that τjk depend only on the world-sheet moduli and the
twist angles. In turn, these angles depend on the target space modulus U ,
but not on T . Since
|vj ||vk|
T2
does not depend on T as well, it follows that τ˜ also
only depends on U , but not on T . Thus the T -dependence of the partition
function is explicit in (A.28). The U dependence, however, is implicit and
appears through τ˜ .
Let us now consider the degeneration limit of τ when a1 cycle vanishes.
In Fig. 6, this amounts to shrinking a1 and a
−1
1 cycles to points z1 and its
image, respectively. In this limit, the usual period matrix t given by the
untwisted differentials degenerates as t11 → i∞. Since the twisted ω1 will
degenerate to a twisted differential with two simple poles at z1 and its image,
with residues g
1
2
1 and −g−
1
2
1 , respectively. Then Eqs. (A.14), (A.15), (A.16)
and (A.8) imply that τ11 → t11 modulo finite terms. Thus the t11 dependence
of the partition function is
q
1
2
[n1~v1+(k1+Bn1)
∗~v1
T2
]2
1 , q1 = e
2iπt11 . (A.30)
This agrees with the fact that the boundary state describing the brane paral-
lel to the vector ~v1 involves precisely the lattice states [n1~v1+(k1+Bn1)
∗~v1
T2
].
As a further check, one might ask what happens when we take the limit of
shrinking the ah−1 cycle to a point zh−1. Since in our treatment the (h−1)-th
boundary played a special role, it is not immediately obvious that the cor-
responding degeneration would have a correct interpretation in terms of the
boundary state. In this limit all the basis elements of twisted differentials
ωj,{g} develop simple poles at zh−1 and its image, with residues − sin(θj)sin(θh−1)g
± 1
2
h−1,
9Here and in Section 5 [from Eq.(5.18) onwards] we do not keep track of overall factors
that are completely moduli- and flux data-independent.
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respectively. Then Eqs. (A.14), (A.15), (A.16) and (A.8) imply that the
leading behavior of the twisted period matrix is given by
τjk → sin(θj) sin(θk)
sin(θh−1)2
t(h−1)(h−1) (A.31)
and the qh−1 ≡ t(h−1)(h−1) dependence of the partition function is
q
1
2
∑h−2
j,k=1
sin(θj ) sin(θk)
sin(θh−1)
2
|vj ||vk|
T2
2
(njT+kj)(nkT¯+kk)
h−1 (A.32)
= q
1
2
[nh−1~vh−1+(kh−1+Bnh−1)
∗~vh−1
T2
]2
h−1 , (A.33)
where we used the constraints (A.4) and (A.26) for nj and kj. This again
agrees with the boundary state of the (h− 1)-th brane.
Finally, let us consider the case when all the h − 1 aj-cycles are shrunk
to points zj for j = 1, . . . , h− 1. Then the partition function must describe
a (h− 1)-point function on the disk whose boundary sits on the h-th brane.
The vertices at the h−1 points are boundary states on the j-th brane, namely
V (zj , nj , kj) = e
inj~vj .( ~XL− ~XR)+ iT2 (kj+Bnj)∗~vj .(
~XL+ ~XR)(zj) (A.34)
for integers nj and kj satisfying the constraints (A.4), (A.26). To see this,
we note that, in this limit, ωi become
ωi(z) =
1
2πi
[
eiθi
z − zi −
e−iθi
z − z¯i −
sin(θi)
sin(θh−1)
(
eiθh−1
z − zh−1 −
e−iθh−1
z − z¯h−1 )] . (A.35)
Using this we can compute τ and, after some algebra and taking care of the
logarithmic branch cuts, we indeed find that the result is
∑
nj ,kj
〈
h−1∏
j=1
q
∆(nj ,kj)
j V (zj , nj , kj)〉 . (A.36)
So far, we have discussed the contribution of the classical solutions to the
partition function. In the topological amplitude discussed in this paper we
actually need the correlation function
〈
h−2∏
j=1
[ψ¯∂Z(wj) + ψ¯∂Z(w
′
j)]〉h, (A.37)
where w′j is the image of wj . In the topological theory ψ¯ are dimension one
fields and have h − 2 zero modes and therefore are replaced by the h − 2
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twisted differentials ωi. Similarly plugging in the classical solution for ∂Z
(A.19), (A.22) and doing the Poisson resummation over the integers mj ,
we find that the world-sheet supercurrents in the correlation function are
replaced by det(Ωi(wj)), where
Ωi =
h−2∑
j=1
1
T2
(njT + kj)vj(ωj,gωi,g−1 + c.c.). (A.38)
The above discussion has been limited to the case of magnetized D9 branes
on T 6, and as a result the boundaries (a-cycles) are untwisted. This allowed
us to normalize the Prym differentials along the ai-cycles for i = 1, . . . , h−2.
One can generalize the above to the case of orbifolds or fractional branes
where some (or all) of the a-cycles are also twisted. The twisted ai cycles are
now not closed, however, we can choose instead the closed cycles aibia
−1
i b
−1
i
to normalize the Prym differentials. This analysis has been carried out in
Ref.[11] in the context of closed strings. It is straightforward, to generalize
the method of this reference to the case of open strings.
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