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ON THE CONTINUED FRACTION EXPANSION OF ABSOLUTELY
NORMAL NUMBERS
ADRIAN-MARIA SCHEERER
Abstract. We construct an absolutely normal number whose continued fraction expan-
sion is normal in the sense that it contains all finite patterns of partial quotients with the
expected asymptotic frequency as given by the Gauss-Kuzmin measure. The construction
is based on ideas of Sierpinski and uses a large deviations theorem for sums of mixing
random variables.
1. Introduction
Let x be a real number in the unit interval [0, 1) and let b > 2 be a positive integer.
Consider the maps Tb : [0, 1)→ [0, 1), x 7→ bx mod 1 and the Gauss map TG : [0, 1)→ [0, 1)
defined by TG(x) =
1
x
mod 1 if x > 0 and TG(0) = 0. Then x is called normal to base b, if
for all real numbers 0 6 α < β < 1,
(1.1)
1
n
n−1∑
i=0
χ[α,β)(T
i
b (x))→ β − α
holds, as n tends to infinity. Here, χA is the characteristic function of the set A. x is called
continued fraction normal, if for all 0 6 α < β < 1,
(1.2)
1
n
n−1∑
i=0
χ[α,β)(T
i
G(x))→ µG([α, β)),
where µG is the Gauss-Kuzmin measure on [0, 1) given by
(1.3) µG(A) =
1
log 2
∫
A
1
1 + x
dx
for any Borel set A.
It is in fact enough to consider in definitions (1.1) and (1.2) so-called cylinder sets. These
are intervals all of whose elements share the same beginning in their base-b expansion or
continued fraction expansion, respectively. This way we recover the more familiar definition
of normality via the expected behaviour of the asymptotic frequencies of all finite digit
patterns.
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The maps Tb are invariant and ergodic with respect to the Lebesgue measure and the
Gauss map TG is invariant and ergodic with respect to µG. An application of the point-wise
ergodic theorem thus shows that with respect to Lebesgue measure almost all real numbers
in the unit-interval are simultaneously normal to all integer bases b > 2 (such numbers are
called absolutely normal) and continued fraction normal. The aim of this note is to exhibit
an example of such a number by means of describing its binary expansion one digit after
the other using a recursive construction.
Our construction is based on ideas of Sierpinski [27] and Becher and Figueira [3] and
can be described as follows. We consider a suitable large subset Ω of [0, 1) as our ambient
set. This set contains all real numbers whose partial quotients grow at a controlled rate
(see Section 4). We wish to exclude from this set the set of all non-normal numbers and
do so by collecting these numbers in a set E. This set will in fact have positive but small
measure. Part of the proof is showing that this set is in fact ‘small’. The corresponding
calculations are carried out in Sections 2 and 3. The main new ingredient is the use
of a large deviations theorem for sums of mixing random variables to control deviations
in (1.2). In Section 6 we compute the binary expansion of a number ν in Ω r E. This is
done starting with the interval [0, 1) and subsequently considering recursively both halves
of the preceding interval and deciding which half is ‘best’, i.e. contains more of Ω r E.
To make this construction computable, we actually work with finitary versions of Ω and
E at the cost of a small but controllable error. Finally, in Theorem 6.1 we show that ν
is computable and indeed simultaneously normal to every integer base b > 2, as well as
continued fraction normal. Section 5 contains some ancillary set-theoretic lemmas used in
Section 6.
Normal numbers originated in the work of Borel from 1909 [7]. The reader is best advised
to consult the books [9, 10, 14] for an introduction and concise treatment of the subject.
Although there exist many constructions of normal numbers (to a single base), no easy
construction of a number normal to two multiplicatively independent bases is known. How-
ever, recently constructions of absolutely normal numbers via recursively formulated algo-
rithms have received much interest. If ‘easy’ is interpreted from a computational viewpoint,
the problem has been solved by Becher, Heiber and Slaman [5], who gave a polynomial time
algorithm for computing the digits (to some base) of an absolutely normal number, and
very recently by Lutz and Mayordomo [17], who gave a nearly linear time algorithm. Other
polynomial time algorithms have been announced in [11] and [19]. Further constructions
of absolutely normal numbers include works by Lebesgue [15], Turing [28] (see also [4]),
Schmidt [25] (see also [24]) and Levin [16] (see also [2]).
Explicit examples of continued fraction normal numbers have been given by Postnikov
and Pyatecki˘ı [22], Adler, Keane and Smorodinsky [1], Madritsch and Mance [18] and
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Vandehey [29] by concatenating suitable strings of partial quotients. It remained an open
problem to construct an absolutely normal number that is continued fraction normal (see
[9, Ch. 10] and [23]).
Since our approach is based on the construction of Sierpinski [27] and of Becher and
Figueira [3], it is expected to have double exponential complexity (see [24]). In view of
the above mentioned much faster algorithms, we have thus refrained from analyzing its
complexity.
We call a real number computable, if its binary expansion is computable in a naive sense;
i.e. if there is a deterministic algorithm, only using addition, subtraction, multiplication,
division and comparison, that outputs the binary expansion of this number one digit after
the other, requiring to carry out only finitely many operations for each digit.
2. Large Deviation Estimates
2.1. Non-normal numbers for integer bases. Let b > 2 be an integer. A word ω =
ω1 . . . ωn of n digits 0 6 ωi 6 b − 1, 1 6 i 6 n, is called (ε, 1)-normal of length n, or
ε-simply normal, if for each digit 0 6 d 6 b− 1,
n
1
b
(1− ε) < N(d,ω) < n1
b
(1 + ε),
where N(d,ω) is the number of i, 1 6 i 6 n, such that ωi = d. Let Eb(ε, n) be the set of
all real numbers x ∈ [0, 1) such that the first n digits of the base-b expansion of x form an
(ε, 1)-normal word of length n. Denote the complement of Eb(ε, n) in [0, 1) by E
c
b(ε, n).
Fix a digit d, 0 6 d 6 b − 1, and consider the random variables Xi : [0, 1) → R,
for 1 6 i 6 n, defined by Xi(x) = 1 if the i-th digit in the b-ary expansion of x equals
d, and Xi(x) = 0 otherwise. The Xi are independent and have expectation
1
b
. Let Sn =
X1+. . .+Xn. Then Hoeffding’s inequality for the sum of n i.i.d. random variables bounded
by 0 and 1 yields
P
(∣∣∣∣Snn − E
(
Sn
n
)∣∣∣∣ > t
)
6 2 exp(−2nt2).
In our case, the probability measure is the Lebesgue measure λ on the unit interval. With
t = ε
b
we obtain
λ
({
x ∈ [0, 1) :
∣∣∣∣ 1n♯ {1 6 i 6 n : Xi(x) = d} − 1b
∣∣∣∣ > εb
})
6 2 exp
(
−2ε
2
b2
n
)
.
Hence, for the set of non-(ε, 1)-normal numbers of length n,
λ (Ecb(ε, n)) 6 2b exp
(
−2ε
2
b2
n
)
.
4 A.-M. SCHEERER
If one is interested in (ε, k)-normality as introduced by Besicovitch [6], where one wants
to control all combinations of k digits, it is possible to obtain an analogous result by
replacing Hoeffding’s inequality with Theorem 5 in [26].
2.2. Non-normal numbers for continued fractions. Any real number x ∈ [0, 1) has
a continued fraction expansion, denoted as x = [0; a1(x), a2(x), . . .] where the ai(x) are
positive integers. This expansion is finite if and only if x is rational. For i > 1, the ai(x)
are obtained by ai(x) = ⌊1/T i−1G (x)⌋, unless T i−1G (x) is non-zero. If x is understood, we
will simply write ai.
Let A be a Borel subset of [0, 1) and denote by µG(A) its Gauss measure as introduced
in (1.3). For the Lebesgue measure λ we have
1
2 log 2
λ(A) 6 µG(A) 6
1
log 2
λ(A).
Note that for a positive integer D, λ({x ∈ [0, 1) : a1(x) 6 D}) = DD+1 .
Let ε > 0 and let k,D, n be positive integers. A word ω = ω1 . . . ωn of length n of
digits ωi ∈ {1, . . .D} will be called (ε, k,D, n)-continued-fraction-normal, if for all words
d = d1 . . . dk of length k of digits dj ∈ {1, . . . , D},
(2.1) (n− k + 1)µG(∆d)(1− ε) < N(d,ω) < (n− k + 1)µG(∆d)(1 + ε)
holds, where N(d,ω) is the number of i, 1 6 i 6 n−k+1, such that ωi . . . ωi+k−1 = d1 . . . dk
and where ∆d is the set of all real numbers in [0, 1) whose continued fraction expansion
coincides on the first k digits with d.
The set of real numbers x ∈ [0, 1) whose first n partial quotients form a word that is
(ε, k,D, n)-CF-normal will be denoted by ECF(ε, k,D, n). We denote its complement in
[0, 1) by EcCF(ε, k,D, n). We also require a notation for the set of x ∈ [0, 1), where the
number of occurrences of only one specific d of length k of digits in {1, . . . , D} satisfies (2.1).
This set will be denoted by ECF(ε,d, D, n). Similarly, we introduce the sets ECF(ε, k, n)
and ECF(ε,d, n) without restriction on the partial quotients. Complements will be relative
to [0, 1).
Fix a word d of length k composed from positive integers. For i > 1 we have the random
variables ai : [0, 1)→ R and derived random variables Xi : [0, 1) → R. The ai are defined
by ai(x) = ai when the continued fraction expansion of x is x = [0; a1, a2, . . . , ai, . . .]. The
Xi are defined to be 1 − µi if the string d appears in the continued fraction expansion of
x starting at ai, and −µi if not. The numbers µi are chosen such that E[Xi] = 0.
A sequence (Xi)i>1 of random variables Xi : [0, 1)→ R is called strongly mixing, if
(2.2) α(n) := sup
l>1
α(Ml, Gl+n)→ 0
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as n → ∞. Here Ml = σ(Xi, i 6 l) and Gl+n = σ(Xi, i > l + n) are the σ-algebras
generated by Xi, for i 6 l, and by Xi, for i > l+n. The α-mixing coefficients α(Ml, Gl+n)
are defined as
α(Ml, Gl+n) = sup
A∈Ml,B∈Gl+n
|P(A ∩ B)− P(A)P(B)|.
For an overview of different notions of mixing, see the survey by Bradley [8]. We followed
the notation from [20].
We know the following mixing property of (ai)i>1 with respect to the Gauss map µG on
[0, 1).
Theorem 2.1 (Philipp [21]). The ai are exponentially strongly mixing. In fact we have
for some 0 6 ρ < 0.8
(2.3) |µG(A ∩B)− µG(A)µG(B)| 6 ρnµG(A)µG(B)
for all A ∈ σ(ai, i 6 l) and B ∈ σ(ai, i > n+ l).
The constant ρ has been subject to later improvements (see e.g. [12, Prop. 2.3.7] and [13]).
We work here with ρ = 0.8.
From Theorem 2.1 we can derive exponential strong mixing for the random variables
Xi with respect to the Gauss measure µG. We look at |µG(A ∩ B)− µG(A)µG(B)| where
A ∈ σ(X1, . . . , Xl) and B ∈ σ(Xl+n, Xl+n+1, . . .). Since σ(Xi) = X−1i B(R) is generated by
{∅, [0, 1), T−iG (d) = a−1i ({d1}) ∩ a−1i+1({d2}) ∩ . . . ∩ a−1i+k−1({dk}), [0, 1) r T−iG (d)}, we have
that σ(Xi) ⊂ σ(ai, . . . , ai+k−1) and hence σ(X1, . . . , Xl) ⊂ σ(a1, . . . , al+k−1). Consequently
σ(Xl, Xl+1, . . .) ⊂ σ(al, al+1, . . .). Thus any mixing coefficient α(n− k + 1) for the ai is a
valid mixing coefficient α(n) for the Xi, for n > k. For smaller values of n, note that in
general α(n) 6 1
4
. Hence for all n > 1 the Xi are strongly mixing with α-mixing coefficient
α(n) 6 exp(−2nc) with
(2.4) c = − log 0.8
2k
.
We have thus shown that there is an explicit c > 0 such that (Xi)i>1 is a sequence of
strongly mixing centred real-valued bounded random variables with α-mixing coefficient
α(n) satisfying α(n) 6 exp(−2cn). As such, the Xi satisfy the assumptions of the following
large deviation theorem.
Theorem 2.2 (Merleve`de, Peligrad, Rio [20, Cor. 12]). Let (Xi)i>1 be a sequence of cen-
tered real-valued random variables bounded by a uniform constant M and with α(n) satis-
fying α(n) 6 exp(−2nc) for some c > 0. Then for all n > 2 ·max(c, 2) and x > 0
(2.5) P(|Sn| > x) 6 exp
(
− x
2
n(log n)4CM2 + 4Mx(min(c, 1))−1
)
,
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where C = 6.2K + (1
c
+ 8
c2
) + 2
c log 2
, with K = 1 + 8
∑
i>1 α(i).
Here Sn denotes again the sum X1 +X2 + . . .+Xn.
The following theorem is thus a corollary of Theorem 2.2.
Theorem 2.3. Let ε > 0 and fix a string d of length k of positive integers. There is
ηCF(ε,d) > 0 as specified in (2.7) such that for N > 2(k + 1)
(2.6) µG(E
c
CF(ε,d, N)) 6 exp
(
−ηCF(ε,d) N
logN
)
.
Proof. We set x = εµG(∆d)n, P = µG, n = N − k + 1 and M = 1. Hence |Sn| > x is the
same as |∑N−k+1i=1 Xi − (N − k + 1)µG(∆d)| > εµG(∆d)(N − k + 1) which is equivalent to
the defining condition of non-(ε,d, N)-continued-fraction-normality from (2.1). We have
0.09 < − log 0.8 < 0.1, so for any k, max(c, 1) = 1 and Theorem 2.2 can be applied
provided N − k + 1 > 4 holds. To estimate the exponent we use N − k + 1 > 1
2
N , valid
for N > 2(k − 1). The requirement N > 2(k + 2) meets both conditions on N . Thus
µG(E
c
CF(ε,d, N)) 6 exp
(
− (εµG(∆d))
2
16(C + (εµG(∆d))/c)
N
logN
)
.
We wish to simplify the exponent by bounding it from below. This can be achieved by
straight-forward calculations, noting that c 6 1/20 < 1 for any k, and that NµG(∆d)(1 +
ε) 6 N , so that µGε 6 1− µG 6 1. We obtain
(2.7) ηCF(ε,d) =
(
εµG(∆d)
900k
)2
as admissible value in (2.6). 
Remarks. The bound obtained in Theorem 2.3 bounds a set of certain real numbers with
a priori no restrictions on their partial quotients. However, since EcCF(ε,d, D,N) ⊂
EcCF(ε,d, N) the bound (2.6) is also valid for this smaller set. Note that E
c
CF(ε,d, D,N)
is a union of finitely many intervals with rational endpoints and thus can be computed,
as well as its Lebesgue measure (for example by first listing all non-(ε,d, D,N)-normal
words).
Vandehey obtained this result in [29] with linear decay in N . This is not sufficient to
ensure convergence as in our application we sum over the error term for all N large enough.
The bound from (2.6) is valid for the Lebesgue measure of EcCF(ε,d, N) with an addi-
tional factor of 1
log 2
.
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3. A set containing all non-normal numbers
Let β > 0 be a small parameter that we will use to control the measure of a set E which
contains all non-normal numbers.
For positive integers Nb(m) and NCF(m,d) define
E =
⋃
b>2
⋃
m>1
⋃
N>Nb(m)
E˜cb(1/m,N) ∪
⋃
d
⋃
m>1
⋃
N>NCF (m,d)+1
E˜cCF (1/m,d, N)
The tilde shall indicate that we include for each interval of which the Eb and ECF consist
the two neighbouring intervals of the same lengths. This avoids that numbers starting with
a ‘good’ expansion e.g. in base 10 and ending in all 9’s lie outside E.
We further introduce a finitary version of E. For f from Proposition 4.1 and any positive
integer k let
Ek =
k⋃
b=2
k⋃
m=1
kNb⋃
N=Nb(m)
E˜cb(1/m,N) ∪
k⋃
m=1
⋃
d,|d|6k,di6k
kNCF⋃
N=NCF (m,d)+1
E˜cCF (1/m,d, f(N), N).
Trivial upper bounds for the Lebesgue measure of E and Ek are
λ(E) 6 3
∑
b>2
∑
m>1
∑
N>Nb(m)
λ(Ecb(1/m,N)) +
∑
d
∑
m>1
∑
N>NCF (m,d)+1
λ(EcCF (1/m,d, f(N), N))
and
λ(Ek) 6 3
k∑
b=2
k∑
m=1
kNb∑
N=Nb(m)
λ(Ecb(1/m,N))+
∑
d,|d|6k,
di6k,16i6k
k∑
m=1
kNCF∑
N=NCF (m,d)+1
λ(EcCF (1/m,d, f(N), N)).
The starting lengths Nb and NCF are chosen such that λ(E) 6 β. In the integer case,
they are allowed to depend on the base b and ε = 1/m and in the continued fraction case
on ε = 1/m and on the word d. The function f ensures computability of the set Ek and
its measure. Let l be the length of the word d.
Let rk = λ(E rEk). It is clear that rk → 0 as k →∞. However, as the construction in
Section 6 depends on choosing suitable values for k, we give explicit upper bounds for rk
in order for the construction to be completely deterministic.
Proposition 3.1. Choosing Nb(m) and NCF(m,d) as indicated below, we have
λ(E) 6 β and rk = Oβ
(
1
k
)
.
The implied constant in the estimate for rk can be derived explicitly from (3.14) and depends
only on β.
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Proof. We show that for Nb(m) =
1
2
C1b
4m3 with C1 = 3
√
48
β
(3.1)
∑
b>2
∑
m>1
∑
N>Nb(m)
λ(Ecb(1/m,N)) 6
β
6
,
and that for NCF(m,d) = C2900
8µG(∆d)
−8l8m6d2l · . . . · d21 with C2 = 384β
(3.2)
∑
d
∑
m>1
∑
N>NCF(m,d)+1
λ(EcCF (1/m,d, f(N), N)) 6
β
6
.
We treat sum (3.1) first. We have∑
b>2
∑
m>1
∑
N>Nb(m)
2be−
2
m2b2
N = 2
∑
b>2
b
∑
m>1
e−
2
m2b2
Nb(m)
1
1− e−2/(m2b2) .
Note that (1− e−2/(m2b2))−1 6 2m2b2 for all m > 1, b > 2. Hence this is
6 4
∑
b>2
b3
∑
m>1
m2e−C1b
2m.(3.3)
Note that for c > 0 the function x2e−cx is strictly decaying for x > 2
c
. Thus, for M0 >
2
c
,∑∞
m=M0+1
m2e−cm 6
∫∞
M0
x2e−cxdx. Here we use that
∫∞
0
x2e−cxdx = 2
c3
and that in our
case c = C1b
2 > 2, so 2
c
6 1. Hence (3.3) is
6 4
∑
b>2
b3
∑
m>1
m2e−C1b
2m 6 4
∑
b>2
b3
2
C31b
6
=
8
C31
∑
b>2
1
b3
<
8
C31
.
This is 6 β
6
for C31 >
48
β
> 1.
For continued fractions we use
λ(EcCF (1/m,d, f(N), N)) 6 λ(E
c
CF (1/m,d, N)) 6 e
−ηCF(1/m,d)N
1/2
with η from equation (2.7)instead of the better bound e−ηCF(1/m,d)
N
logN which is more difficult
to work with.
We have N
logN
> N1/2 for all N > 1 and that e−ηN
1/2
is strictly decaying for N > 0. Also
note that for any η > 0, ∫ ∞
x0
e−ηx
1/2
dx =
2
η2
ηx
1/2
0 + 1
eηx
1/2
0
.
We have
(3.2) 6
∑
d
∑
m>1
∑
N>NCF(m,d)+1
e−η(1/m,d)N
1/2
6
∑
d
∑
m>1
4
η(1/m,d)
e−
1
2
η(1/m,d)
√
NCF(m,d),
where we used that ηN1/2 + 1 6 2ηN1/2 for N > 1
η2
. Put NCF(m,d) = NCF(d)m
6 and
set η(1/m,d) = η(d)m−2 with η(d) = (µG(∆d)/(900l))
2 independent of m. We use again
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0
x2e−cxdx = 2
c3
. Here, c = 1
2
η(d)
√
NCF(d) is larger than 2 if NCF(d) >
16
η(d)
= 16·900
2l2
µG(∆d)2
.
This is true by our choice of NCF(m,d). Thus
∑
d
∑
m>1
4m2
η(d)
e−
1
2
η(d)
√
NCF(d)m 6
∑
d
64
η(d)4NCF(d)3/2
6 64
∑
l>1
∑
dl>1
· · ·
∑
d1>1
1
η(d)4NCF(d)
,
where we split up the sum over all d into
∑
l>1
∑
d,|d|=l =
∑
l>1
∑
dl>1
· · ·∑d1>1. Since
NCF(d) = C2
9008
µG(∆d)8
l8d2l · . . . · d21, the previous term is
6
64
C2
∑
l>1
∑
dl>1
· · ·
∑
d1>1
1
l2d2l · . . . · d21
.(3.4)
Since
∑
n>1 n
−2 < 1, this is just
6
64
C2
,
which is 6 β
6
for C2 >
384
β
.
We continue showing that rk = Oβ
(
1
k
)
. Since rk = λ(E r Ek), rk can be bounded
above by the sum of an upper bound (3.5) for the integer part and an upper bound for the
continued fraction part (3.7),
rk 6 (3.5) + (3.7).
We tread the integer-base part first.
(3.5) =

 k∑
b=2
k∑
m=1
∞∑
N=kNb(m)
+
k∑
b=2
∞∑
m=k+1
∞∑
N=Nb(m)
+
∞∑
b=k+1
∞∑
m=1
∞∑
N=Nb(m)

 2be− 2m2N .
Recall Nb(m) =
1
2
C1b
4m3 with C1 = 3
√
48
β
. We have for the first sum in (3.5),
k∑
b=2
k∑
m=1
∞∑
N=kNb(m)+1
2be−
2
m2b2
N
6 4
k∑
b=2
b
k∑
m=1
m2e−
2
m2b2
kNb(m) 6
8
C31
k∑
b=2
b3
1
b6k3
6
8
C31k
3
.
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For the second sum in (3.5),
k∑
b=2
∞∑
m=k+1
∞∑
N=Nb(m)
2be−
2
m2
N
6 4
k∑
b=2
b3
∞∑
m=k+1
m2e−
2
m2b2
kNb(m)
6 4
k∑
b=2
(
kb
C1
+
2
C21kb
+
2
C31k
3b3
)
e−C1b
2k2
6 20k
k∑
b=2
e−C1b
2k2 6 40ke−C1k
2
,
where we used that
∫∞
x0
x2e−cxdx = (x20/c+2x0/c
2+2/c3)e−cx0. Here again x2e−cx is strictly
decreasing for x > 2
c
. In our case c = kb2C1 > 2 so that
2
c
6 1.
For the third sum in (3.5),
∞∑
b=k+1
∞∑
m=1
∞∑
N=Nb(m)
2be−
2
m2b2
N
6 4
∞∑
b=k+1
b3
∞∑
m=1
m2e−
2
m2b2
Nb(m) 6 4
∞∑
b=k+1
b3
2
C31b
6
<
8
C31k
2
.
Thus
(3.6) (3.5) 6
8
C31k
3
+ 40ke−C1k
2
+
8
C31k
2
.
The continued fraction part of rk can be bounded above by
(3.7) = (3.8) + (3.9) + (3.10),
where
(3.8) =
∑
d,|d|6k,
di6k,16i6k
k∑
m=1
∞∑
N=kNCF(m,d)+1
e−
1
2
η(1/m,d)
√
NCF(m,d),
(3.9) =
∑
d,|d|6k,
di6k,16i6k
∞∑
m=k+1
∞∑
N=NCF(m,d)+1
e−
1
2
η(1/m,d)
√
NCF(m,d),
and
(3.10) =
∑
d,|d|6k,∃16i6k:di>k+1,
or d,|d|>k+1
∞∑
m=1
∞∑
N=NCF(m,d)+1
e−
1
2
η(1/m,d)
√
NCF(m,d).
The sum (3.8) decays linearly in k with constant C2 replaced by kC2.
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The sum of (3.9) requires some care. As before, we have
(3.9) 6
∑
all d
∑
m>k+1
4m2
η(d)
e−
1
2
η(d)
√
NCF(d)m.
For x > 16
c2
, x2e−cx 6 e−cx/2. For c > 8, 2
c
> 16
c2
and 2
c
< 1. Hence for c > 8 and all M0,
(3.11)
∞∑
m=M0+1
m2e−cm 6
∫ ∞
M0
x2e−cxdx 6
∫ ∞
M0
e−
c
2
xdx =
2
c
e−
c
2
M0 .
Here c = 1
2
η(d)
√
NCF(d) > 8 by the choice of NCF(d).
Thus
(3.9) 6 4
∑
d
4
η(d)2
√
NCF(d)
e−
1
4
η(d)
√
NCF(d)k.
Here, η(d)2
√
NCF(d) =
√
C2dl·. . .·d1 >
√
C2 and
1
4
η(d)
√
NCF(d) =
1
4
√
C2900
2µG(∆d)
2l2dl·
. . . · d1 > l2dl · . . . · d1. Thus
(3.9) 6
16√
C2
∑
l>1
∑
dl>1
· · ·
∑
d1>1
e−l
2dl·...·d1k
6
16√
C2
∑
l>1
2le−l
2k
6
16√
C2
(
e1−k +
∑
l>2
e−lk
)
6
16(2 + e)√
C2
e−k.
As in (3.4), the sum (3.10) over the restricted range of words d can be bounded above
by
(3.10) 6 (3.12) + (3.13),
where
(3.12) =
64
C2
∑
l>k+1
∑
|d|=l
1
l2d2l · . . . · d21
,
and
(3.13)
=
64
C2
∑
16l6k

 ∑
dl>k+1
∑
di>1,
16i6l−1
+
∑
16dl6k
∑
dl−1>k+1
∑
di>1,
16i6l−2
+ . . .+
∑
16di6k,
26i6l
∑
d1>k+1

 1
l2d2l · . . . · d21
.
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Any sum over an unrestricted range of di > 1 gives a convergent term less than 1. The
sums over the restricted range di > k + 1 are bounded above by
1
k
. Finally, the restricted
ranges 1 6 di 6 k contribute at most (
pi2
6
− 1 − 1
k+1
) which is less than 0.7. Thus (3.10)
can be bounded above by
6
64
C2
(
1
k
+
1
k
∑
16l6k
1
l2
(
l−1∑
i=0
0.7i
))
.
This expression converges and is
6
214
C2k
.
To conclude, we have shown
(3.7) 6
64
C2k
+
16(2 + e)√
C2
e−k +
214
C2k
,
which together with (3.6) implies
(3.14) rk 6
8
C31k
3
+ 40ke−C1k
2
+
8
C31k
2
+
64
C2k
+
16(2 + e)√
C2
e−k +
214
C2k
.

4. Restricting partial quotients
Fix f : N→ N and denote
ΩN = {x ∈ [0, 1) | ai(x) 6 f(i), 1 6 i 6 N}
Ω =
⋂
N>1
ΩN = {x ∈ [0, 1) | ai(x) 6 f(i), i > 1}.
By appropriately choosing f , Ω has measure arbitrarily close to 1.
Proposition 4.1. Let f(i) = A · 2i − 2 with a positive integer A > 3. Then
λ(Ω) > 1− 2
A
> 0, and λ(ΩN r Ω) 6
1
A
1
2N+1
.
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Proof. Since log(2)µG 6 λ 6 2 log(2)µG and the invariance of µG under the Gauss map we
have
λ(Ω) = λ{x ∈ [0, 1) : ai(x) 6 f(i), i > 1}
= 1− λ
(⋃
i>1
{x ∈ [0, 1) : ai(x) > f(i) + 1}
)
> 1− 2 log(2)
∞∑
i=1
µG{x ∈ [0, 1) : ai(x) > f(i) + 1}
= 1− 2 log(2)
∞∑
i=1
µG{x ∈ [0, 1) : a1(x) > f(i) + 1}
> 1− 2
∞∑
i=1
λ{x ∈ [0, 1) : a1(x) > f(i) + 1}
= 1− 2
∞∑
i=1
1
f(i) + 2
.
With f(i) = A2i − 2, λ(Ω) > 1− 2
A
.
For the second assertion,
ΩN r Ω =
⋂
16i6N
{x ∈ [0, 1) : ai(x) 6 f(i)} ∩
⋂
i>N+1
{x ∈ [0, 1) : ai(x) > f(i) + 1}.
Thus
λ(ΩN r Ω) 6 λ({x ∈ [0, 1) : aN+1(x) > f(N + 1) + 1})
=
1
A2N+1
,
since the measure of the intersection of a number of sets can be trivially bounded above
by the measure of one of the intersecting sets. 
Denote ω = 2
A
and ωN =
1
A
1
2N+1
so that λ(Ω) > 1 − ω and λ(ΩN r Ω) 6 ωN . Since
A > 3, 1− ω > 0 and as N tends to infinity, ωN tends to zero.
Note that ΩN in [0, 1) is a union of cylinder intervals with rational endpoints and is thus
computable, as well as its Lebesgue measure λ(ΩN).
5. Set-theoretic Lemmas
In the following, let c ⊂ [0, 1) be an interval and M < N , k < l positive integers and Ω,
ΩN , E, Ek, rk, ω and ωN as before.
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Lemma 5.1. We have
λ(El rEk) 6 rk,(5.1)
λ((ΩrE) ∩ c) > λ((Ωr Ek) ∩ c)− rk,(5.2)
λ((ΩN rE) ∩ c) > λ((ΩN r Ek) ∩ c)− rk,(5.3)
λ((ΩrEl) ∩ c) > λ((Ωr Ek) ∩ c)− rk,(5.4)
λ((ΩN rEl) ∩ c) > λ((ΩN r Ek) ∩ c)− rk.(5.5)
Proof. λ(El r Ek) 6 rk follows from El rEk ⊂ E r Ek.
We have
(Ωr E) ∩ c = ((Ωr Ek) ∩ c)r ((E r Ek) ∩ c).
Hence
λ((Ωr E) ∩ c) > λ((Ωr Ek) ∩ c)− λ(E rEk ∩ c)
> λ((Ωr Ek) ∩ c)− λ(E rEk)
> λ((Ωr Ek) ∩ c)− rk.
The same argument works with Ω replaced by ΩN and E replaced by El which gives the
remaining inequalities. 
Lemma 5.2. We have
λ((Ωr Ek) ∩ c) > λ((ΩN r Ek) ∩ c)− ωN ,
λ((ΩN rEk) ∩ c) > λ((ΩM r Ek) ∩ c)− ωM .
Proof.
(ΩN r Ek) ∩ c = ((Ω ⊔ (ΩN r Ω))r Ek) ∩ c
= (ΩrEk ⊔ (ΩN r Ω)r Ek) ∩ c
= (ΩrEk) ∩ c ⊔ (ΩN r Ω)rEk ∩ c.
Consequently,
λ((Ωr Ek) ∩ c) = λ((ΩN r Ek) ∩ c)− λ((ΩN r Ω)rEk ∩ c)
> λ((ΩN r Ek) ∩ c)− λ(ΩN r Ω)
> λ((ΩN r Ek) ∩ c)− ωN .
The second inequality follows using the same argument applied to ΩM = ΩN ⊔ ΩM r ΩN .

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6. Algorithm
Let β > 0 such that 1− ω − β > 0.
6.1. First (binary) digit. We choose N1 and k1 such that
1
2
(1− ω − β)− ωN1 − rk1 >
1
4
(1− ω − β) > 0
This can be achieved for example with N1 and k1 such that ωN1 6
1
8
(1 − ω − β) and
rk1 6
1
8
(1 − ω − β). Suitable values for N1 and k1 are computable using Propositions 4.1
and 3.1.
We have
λ((ΩN1 rEk1) ∩ [0, 1/2)) + λ((ΩN1 rEk1) ∩ [1/2, 1)) = λ(ΩN1 rEk1)
> λ(ΩN1)− λ(Ek1)
> 1− ω − β,
which is > 0 by assumption on β. The last lower bound is independent of N1 and k1
because λ(ΩN) > λ(Ω) > 1− ω for any N and λ(Ek) 6 λ(E) < β for any k.
Hence there is an interval c1 ∈ {[0, 1/2), [1/2, 1)} such that
λ((ΩN1 r Ek1) ∩ c1) >
1
2
(1− ω − β) > 0.
Since the Lebesgue measure of (ΩN1 r Ek1) ∩ c1 can be computed, the interval c1 can be
computably obtained.
We have
λ((Ωr E) ∩ c1) > λ((ΩrEk1) ∩ c1)− rk1
> λ((ΩN1 rEk1) ∩ c1)− ωN1 − rk1
>
1
2
(1− ω − β)− ωN1 − rk1 .
Hence λ((ΩrE)∩c1) > 0, so there are numbers in Ω∩c1 outside E, i.e. whose first binary
digit is given by c1.
6.2. Second digit. Let N2 and k2 be such that εN2 6
1
32
(1−ω−β) and rk2 6 132(1−ω−β).
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We have
λ((ΩN2 rEk2) ∩ c12) + λ((ΩN2 r Ek2) ∩ c22) = λ((ΩN2 r Ek2) ∩ c1)
> λ((ΩN2 rEk1) ∩ c1)− rk1
> λ((ΩN1 rEk1) ∩ c1)− ωN1 − rk1
>
1
4
(1− ω − β)
> 0
by the choice of N1 and k1 from step 1. Hence one half c2 of c1 satisfies
λ((ΩN2 r Ek2) ∩ c2) >
1
8
(1− ω − β) > 0.
Which half of c1 to choose can be computed.
Finally, we have
λ((Ωr E) ∩ c2) > λ((ΩrEk2) ∩ c2)− rk2
> λ((ΩN2 rEk2) ∩ c2)− ωN2 − rk2
>
1
8
(1− ω − β)− ωN2 − rk2
>
1
16
(1− ω − β)
> 0,
hence there are numbers in Ω∩ c2 outside E, i.e. whose binary expansion starts with digits
given by c1, c2.
This algorithm produces the binary digits of a real number ν.
Theorem 6.1. The number ν is computable. It is furthermore absolutely normal and
continued fraction normal.
Proof. All values Ni, ki, ωNi, rki and all appearing measures can be computed, hence ν is
computable.
Suppose ν was not absolutely normal and continued fraction normal. Then ν is an
element of E, i.e. ν is contained in an interval I ∈ E of positive measure. Since ν by
construction lies in all ci, for some i we have ci ⊂ I, hence ci ⊂ E. This implies that
(ΩrE)∩ ci = ∅, a contradiction since we chose ci to be such that λ((ΩrE)∩ ci) > 0. 
Note that we implicitly used that absolute normality is equivalent to simple normality
to all bases b > 2 (see e.g. [9, Ch. 4]).
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