ABSTRACT In the context of automated manufacturing systems, we propose a class of time-varying systems which enable different working modes at different time intervals. This paper provides a comprehensive and comparative study on invariant-based linear constraints in supervisory control of time-varying systems. First, generalized linear constraints (GLCs) which contain both marking and firing vectors are used to prevent the illegal event from firing at the critical good marking, so as not to reach any deadlock. Supervisor simplification on GLCs is presented in order to remove the dependent ones while retaining the independent ones. Then, weight coefficients are introduced to linear constraints to enhance our specifications' expressivity capability in these iterative approaches. It shows that such specifications have an obvious advantage in improving permissiveness for the systems whose processes can accommodate more tokens. Above linear constraints can be implemented via place invariants in Petri net, and solve the forbidden state problem and event/state separation problem. The experimental studies illustrate the application of time-varying systems and the effectiveness of invariant-based control methods.
I. INTRODUCTION
Automated manufacturing systems (AMSs) are usually used to automatically and simultaneously accomplish different kinds of jobs by using a limited number of shared resources such as machines, robots, automated guided vehicles, and buffers. They always appear as a highly-complex interaction among a set of processes and a set of resources. Petri nets (PNs) are widely used to model, analyze, and control AMSs, since they provide not only the abundant structural information but also the rigorous mathematical expressivity. There are plenty of literatures in this field to solve various problems, including deadlock problem [10] , [12] - [14] , robust deadlock problem [29] , [30] , fault diagnosis problem [6] , [51] , process
The associate editor coordinating the review of this manuscript and approving it for publication was Shouguang Wang. scheduling problem [1] , [46] - [50] , [53] , [59] , [60] , dynamic reconfiguration problem [57] , [58] , and control implementation problem [34] , [35] . Among these studies, liveness which ensures all events can finally fire from any one in the reachable markings is the most fundamental requirement. On the contrary, a deadlock is a highly undesirable situation in which each of a set of two or more jobs (or events) keeps waiting indefinitely for the other jobs (or events) in the set to release resources [8] , [43] . The occurrence of a deadlock can cripple the entire system and render automated operations impossible. To prevent deadlocks, numerous control strategies are designed, resulting in supervisory control techniques (SCTs) [2] - [4] , [15] - [17] , [23] - [26] , [28] , [33] , [37] , [39] , [40] , [45] , [55] , [57] .
In the scenario of PNs, place invariants (P-invariants) are considered as an important tool to analyze structural properties and help enforce specifications [18] , [20] - [22] , [27] , [31] , [32] , [52] . They only depend on the topological structure while not on the initial markings. In the support of a P-invariant, the weighted sum of tokens remains to be constant. In supervisory control, specifications in form of linear inequalities can be enforced by constructing a P-invariant structure superimposed on the original net. Generalized mutual exclusion constraints (GMECs) are a typical kind of such specifications which limit the weighted sum of tokens [18] . The work in [52] addresses the logical and algebraic constraints containing elements of the marking and firing vectors. In [22] , in order to be more expressive, the class of constraints are generalized to linear constraints containing marking terms, firing vector terms, and Parikh vector terms. It shows that the extended constraints can describe any supervisor consisting of control places arbitrarily connected to the transitions of a plant PN. Thus, above work shows the generality of linear constraints which can be enforced using P-invariants.
The specifications of linear constraints are widely used in liveness-enforcing supervisory control. From the perspective of structure, as a kind of special structural objects, siphons are closely related to deadlocks. In the existing typical classes of PNs, such as Systems of Simple Sequential Processes with Resources (S 3 PR) [15] , System of Sequential Systems with Shared Processes Resources (S 4 PR) [41] , Hierarchical Augmented Marked Graphs (HAMGs) [8] , the PN is not live if and only if there is at least a siphon that is insufficiently marked. The condition and approach to enumerate minimal siphons in S 4 PR are studied in [44] and [56] . Given a set of siphons, GMECs are constructed to ensure the sufficient markedness of siphons, leading to a volume of control strategies [8] , [15] , [20] , [36] , [41] . Admittedly, the number of siphons is exponential with the size of PNs. Furthermore, the control places that enforce the sufficient markedness of siphons would bring in new siphons [15] . From reachability perspective, supervisory control is desired to retain the good markings while remove the bad ones. Some typical approaches are also based on linear constraints to generate supervisors. In [42] , an iterative method is proposed. At each iteration, the first-met bad marking (FBM) is derived from the reachability graph. It represents the very first entry from the live zone (LZ) to the dead zone (DZ). Then, a control place is designed to prevent the FBM from being reached by using a P-invariant. This method is more suitable for ordinary PNs, and the GMECs constructed to prevent the system from reaching FBMs are simple since all the coefficients are unitary. The work in [11] uses the vector covering approach to reduce the sets of legal markings and FBMs respectively, resulting in the maximally permissive control policy that can be achieved by designing control places such that all the markings in the minimal covered set of FBMs are forbidden and no marking in the minimal covering set of legal markings is forbidden. Furthermore, the work in [13] takes advantage of weighted and data inhibitor arcs to design the optimal supervisors that maximally preserve the legal markings. In these work, integer programming is utilized to design the control places that separate the good and bad markings. The work in [5] addresses the design of compact and maximally permissive decentralized supervisors for PNs, based on GMECs. Maximal permissiveness is ensured by efficiently exploring the solution space using a branch and bound method that operates on the reachable states.
Besides the liveness-enforcing supervisory control of AMSs, the process scheduling is also an important problem when considering time information. For example, the deterministic timed weighted marked graphs are used to solve cycle time optimization problem that finds an initial marking to minimize the average cycle time [19] . Cluster tools, as a kind of automated robotic manufacturing systems containing multiple computer-controlled process modules, are also widely used to study the cyclic scheduling problem [1] , [48] , [53] . For the time-related constraints, such as wafer residency time constraint, wafer sojourn time, and activity time variation, are studied in single-or dual-arms cluster tool to schedule processes [38] , [46] , [47] , [54] , [60] . Although there are plenty of works on process scheduling problem, there is litter work on time-varying specifications which imply events are disabled to fire at some certain time intervals. In practice, time-varying specifications can increase the flexibility ability while decrease the configuration cost. Then, one may concern the liveness-enforcing supervisory control of such systems with time-varying specifications. In this work, the time-varying specifications and linear constraints are studied respectively. It discovers that they can be enforced independently. Thus, this would greatly improve the modeling ability via PNs and decrease the complexity of the liveness enforcement for such kind of systems.
Specifically, a special class of PNs, namely Time-varying System of Sequential Systems with Shared Resources (Tv-S 4 R) is proposed in [8] . Generalized linear constraints (GLCs) containing marking and firing vectors are used to solve the deadlock prevention problem. This paper supplements the work in two aspects. On one hand, we address the time-varying specifications in a different way, such that an event is fireable only when it is process-, resource-, and time-enabled at a marking. In this circumstance, job types can be prohibited or allowed at different time intervals. On the other hand, forbidden state problem and event/state separation problem are studied via linear constraints which can be implemented by P-invariants in PNs. Especially, weight coefficients are introduced in linear constraints, so as to enhance specifications' expressivity and improve system's permissiveness. The advantage of the weighted linear constraints is embodied in the system whose processes can accommodate more tokens. Therefore, this paper provides a comprehensive and comparative study on invariant-based supervisory control methods as well as their supervisor simplifications. This derives the unified algorithm which combines both supervisor synthesis and supervisor simplification. It is straightforward and easy to use in application, although it has the exponential complexity and does not achieve the maximal permissiveness in general PNs. It concludes that event-based ones present a new perspective to deal with event/state separation problem while the weighted state-based method is superior to others in terms of permissiveness.
The remainder of this paper is structured as follows. Section II reviews PN's basic definitions and notations. Section III is devoted to a special class of PNs as well as its time-varying specifications. Section IV deals with the event-based control method and its supervisor simplification in liveness-enforcing supervisory control. The weighted invariant-based control methods are presented in Section V. It also provides the unified algorithm to generate the simplified liveness-enforcing supervisors. Section VI concludes this paper.
II. PRELIMINARIES
In this section, we present some notations which are used in the following discussions.
A. PETRI NETS (PNS) DEFINITIONS
A PN is N = (P, T , F, W ) where P is a set of places, T is a set of transitions, F ⊆ (P × T ) ∪ (T × P) is a set of directed arcs, and W :
Specially, N is said to be ordinary when W : F → {1}. Otherwise, it is general. A marking of N is a mapping M : P → N. It can be represented by tokens located at various places. M (p) (resp., M 0 (p)) indicates the number of tokens in p at M (resp., M 0 ). M 0 denotes the initial marking. (N , M 0 ) is a net system with an initial marking M 0 . Graphically, places, transitions, and tokens are represented by circles, bars, and dots, respectively. As far as a W is nonzero, it is depicted by an arc bridging a pair of place and transition. Its value is labeled by a number namely weight which assigns to each arc a nonnegative integer arc multiplicity; nevertheless, no arc may connect two places or two transitions. By default, absence of a label for an arc implies that its weight is unity. A PN system's size is defined by |N | = |P| + |T | + p∈P M 0 (p).
B. STRUCTURE PROPERTIES
A PN is said to be pure if ∀x, y ∈ P ∪ T :
A path is an ordered string x 1 , x 2 , . . ., x n such that: 1) {x 1 , x 2 , . . .,
A simple path is an ordered string whose all nodes are different. A circuit is a path in which the first and last nodes are identical, i.e., x 1 = x n , while others are different. A PN is strongly-connected if there exists a directed path from every node to every other node in P ∪ T . 
D. FUNDAMENTAL OBJECTS
A nonempty set S ⊆ P (resp., Q ⊆ P) is a siphon (resp., trap) if 
A P-(resp., T -) vector is a column vector I : P (resp., J : T )
→ Z indexed by P (resp., T ), where Z is the set of integers.
where 0 means a vector of zeros. By I ≥ 0, we mean that ∀p ∈ P, I (p) ≥ 0 and ∃p ∈ P, I (p) > 0. A P-invariant is called a P-semiflow if I ≥ 0. I = {p ∈ P | I (p) = 0} is called the support of I . I + = {p ∈ P | I (p) > 0} (resp., I − = {p ∈ P | I (p) < 0}) is called the positive (resp., negative) support of I . A P-semiflow I (resp., T -semiflow J ) is said to be minimal if there exists no other P-semiflow I (resp.,
III. PN MODELING OF AMS
In order to improve the flexility of AMS model, we consider a kind of models, i.e., Time-varying System of Sequential Systems with Shared Resources (Tv-S 4 R), which possesses different operation modes at different time intervals. The AMS discussed in this work is composed of two parts. One is the virtual model which is a circuit representing the sequential time intervals, while another is the physical model which allows flexible routes and multiple-resource acquisitions. The former is usually realized by buffers, while the latter consists of a set of resources R = {R i , i ∈ N L = {1, 2, . . ., L}} and a set of job processes
where L, K ∈ N + . A natural number C i ∈ N + is associated to each resource as its capacity. Each process J j is denoted as a series of parallel and/or sequential stages. In the j-th process, a stage, say k, is represented by a place p jk whose resource requirement is expressed by an L-dimensional vector α p jk with α p jk [i] , where i ∈ N L , indicating how many units of resource R i are required to support the execution of the stage denoted by p jk . In the sequel, α p jk is denoted as
This model is characterized as System of Sequential Systems with Shared Resources (S 4 R), which can represent a wide range of systems since it has no limitation on the utilization of resource type and quantity. Combined with the time information, Tv-S 4 R can represent systems with time-varying specifications.
A. TV -S 4 R MODEL
Definition 1: An S 4 R is a strongly, general, and pure PN N = (P, T , F, W ) where:
and P R are called idle, operation (activity), and resource places, respectively; b)
connected state machine such that every circuit contains p 0 i ; and
Systems modeled by S 4 Rs are characterized by high efficiency and concurrency to manufacturing. Then, time variable is incorporated in S 4 Rs, resulting in Tv-S 4 R. 
, ∀r ∈ P R , ∀p ∈ P A ; and 4) there exists a unique p Tv i ∈ P Tv such that M 0 (p Tv i ) = 1, and
where M ∈ N |P| and M Tv ∈ N |P Tv | . M corresponds to the manufacturing state while M Tv indicates which time interval the corresponding state belongs to. Thus, events can be stipulated to fire or not fire at specific time intervals. This is the time-varying feature of T v-S 4 R. In this circumstance, it has the ability to schedule job types at different time intervals for the benefit of high flexibility and productivity. Note that they are different from timed Petri nets. The former puts emphasis on the different operation modes of an event at a time, especially the time-varying feature. While the latter focuses on time delay associated to each event so as to deal with performance evaluations, safety determination, or behavioral properties [7] . In the sequential,
For example, Fig. 1 is a PN of T v-S 4 R, where 16 , which indicates the clock is initialized at 00:00 AM; this token stays there until 6:00 AM before moving to p 17 , where it stays until 12:00 AM; from 00:00 PM to 12:00 PM, the token will stay at p 18 and p 19 for 6 hours respectively. Job types J 1 (resp., J 2 ) is defined by the set of partially ordered job stages {p 2 -p 6 } (resp., {p 8 -p 10 }). The conjunctive resource requirements associated with various job stages in the net in Fig. 1 are as follows: 14 , and α p 10 = 2 · p 13 .
B. TIME-VARYING SPECIFICATIONS ON T V -S 4 R
In T v-S 4 R, each transition in N has two operation modes during a time interval, i.e., being allowed or prohibited. Thereby, Tv-S 4 R can realize time-varying job processing without reconfigure manufacturing infrastructure. This comes into being the time-varying specifications. First, we define a subset of time intervals P Tv ⊆ P Tv which is composed of k time intervals, i.e., P Tv = {p Tv β 1 , p Tv β 2 , . . ., p Tv β k }, where k ∈ N + , k ≤ |P Tv |, and β 1 , . . ., β k ∈ N k . Note that p Tv β 1 , p Tv β 2 , . . ., p Tv β k can represent either continuous or discontinuous k time intervals. In the sequel,
Suppose that t ∈ T is only allowed to fire at the time intervals P Tv . 
Definition 4:
According to Definition 4, a transition t can fire at M if and only if it is M -process-, -resource-, and -time-enabled. It can be seen that the M -process-and -resource-enabledness of t can be detected via PN structure, while the time-enabledness cannot be. Thus, a monitorp c is designed to time-enable t from structural perspective.
Theorem 1:
Thus, t is allowed to fire at time intervals P Tv .
According to Theorem 1, the construction ofp c is composed of two parts. The first is the parallelization of P Tv , i.e.,
The second is the self-loop betweenp c and t. This ensures the M -timeenabledness of t when M (p c ) = 1. Note that when | P Tv | = 1, implying t is time-enabled at only one time interval P Tv ,p c is exactly P Tv . In this case, we only need to add a self-loop between t and P Tv . Newly added control placep c is applicable to the case that t is time-enabled at several continuous or discontinuous time intervals.
Take the PN in Fig. 1 as an example. There are two branches for process J 1 , i.e., t 2 , p 3 , t 3 and t 4 , p 4 , . . ., p 6 , t 7 . Here, the time-varying specifications stipulate that these two branches are working alternatively. To be specifically, the left one is working during the first and third time intervals, while the right one at the second and fourth time intervals. To eliminate confusion, a branch stopping working at a time interval means it does not accept new parts from its previous stage during this time interval. If there have been some parts in this branch, they are allowed to continue processing. According to above specifications, it is equivalent that t 2 is time-enabled when M (p 16 
C. LIVENESS ANALYSIS OF T V -S 4 R
Given the PN model of an AMS, we are often required to ensure liveness with respect to any transition that can eventually fire from any state reachable from M 0 . Siphons, as a special structural object, are closely related to liveness. In T v-S 4 R, let S = { S 1 , S 2 , · · · , S l 1 } be the set of siphons of N and S = {S 1 , S 2 , · · · , S l 2 } be the set of siphons of N , where l 1 , l 2 ∈ N + . Then, it follows Lemma 1.
Lemma 1: In T v-S 4 R, we have S = S. Proof: Proof by contradiction. N has a set of siphons S whereas N T v contains no siphon because it is a one-way loop net which constitutes the support of a P-invariant. Suppose that there is a new siphon S . It must contain components some of which belong to N and some of which belong to N T v , respectively. In the initial net, because of F ∩ F T v = ∅, such that S does not existent. Therefore, S = S.
Lemma 1 indicates that all the siphons of Tv-S 4 R are located in the S 4 R part. Theorem 2 discusses the liveness property after adding time-varying specifications. Proof: Suppose thatp c is a monitor to enforce a time-varying specification on t. According to Theorem 1,p c is composed of two parts. For the self-loop betweenp c and t, when analyzing siphons, these arcs can be removed. For the parallelization with P Tv , according to Lemma 1, adding p c will not bring in new siphons. Thus, it does not change the liveness property of the Tv-S 4 R.
Theorem 2 indicates that time-varying specifications and liveness analysis can be implemented independently. Thus, we only need to consider the liveness of S 4 R part. The work in [2] pioneers in addressing the liveness enforcement issues for S 4 R through the controllability of all siphons during system evolution. Monitors are appropriately associated to the plant model in order to avoid any siphon's undermarkedness. To be self-contained, we cite the following results from [2] , it is noted that a siphon refers to a strict minimal one.
Definition 5: A siphon S is said to be max-marked
Definition 6: A siphon S is said to be max-controlled if S is max-marked at any reachable marking, i.e., ∀M ∈ R(N , 
For the sake of a T v-S 4 R's liveness-enforcement, each detected potentially undermarked siphon can be associated with a monitor such that all the siphons are max-controlled.
Theorem 3: Given a T v-S 4 R, i.e., N , it is live if all siphons in its S 4 R counterpart, i.e., N , are max-cs controlled.
Proof: According to Lemma 1, the liveness of T v-S 4 R is equivalent to that of its S 4 R part. Thus, according to the work [41] , when all the siphons in its S 4 R counterpart are max-cs controlled, the S 4 R counterpart N is live. Then, the T v-S 4 R net N is live as well.
For T v-S 4 R, the time-varying specifications will not influence the liveness analysis. In the sequel, when discussing the liveness of T v-S 4 R, it usually refers to the liveness of the S 4 R part.
IV. EVENT-BASED LIVENESS-ENFORCING SUPERVISOR FOR T V -S 4 R AND ITS SIMPLIFICATION
Supervisory control based on P-invariants are widely used in PNs. One typical form is GMECs L T · M ≤ B, where L ∈ Z n×n c , B ∈ Z n c , n c is the number of constraints, and n is the number of places. A set of monitors can be designed with incidence matrix [ 
Another typical form is GLCs which contain both marking and firing vectors [27] , [52] . They are expressed as 
The implementation of GLCs can be realized through proper supervision, resulting in a supervisor. If all the transitions are controllable and observable, the supervisor with regard to a set of inequalities L T · M + H T · q ≤ B can be enforced as follows [22] :
The operation max for matrices is defined as follows. 
A. EVENT-BASED LIVENESS-ENFORCING SUPERVISOR FOR T V -S 4 R
When a T v-S 4 R is not live, its reachability graph is divided into LZ and DZ. The former consists of all good markings while the latter includes bad markings and deadlocks. In liveness-enforcing supervisory control, there are two perspectives to synthesize monitors. From state perspective, forbidden state problem is proposed to restrict system's behaviors within LZ. From event perspective, event/state separation problem is proposed, so as to prevent the illegal transitions from firing at good states to bad ones or deadlocks.
To solve the forbidden state problem, the work in [42] proposes an iterative approach. An FBM is a marking residing within DZ and it represents the very first entry from LZ to DZ. At each iteration, an FBM is singled out from the RG of a given PN model. The objective is to prevent this marking from being reached via a P-invariant of the PN. A wellestablished invariant-based control method is used to derive a control place. This process is carried out until the net model becomes live. The proposed method is generally applicable, easy to use, effective, and straightforward. Inspired by this method, we propose a more precise control method called event-based control, which is dedicated to the event/state separation problem.
In reachability graph, compared with FBM, we define a set of critical good markings (CGMs) which are found in the LZ and considered to be the exits of LZ to the FBM. In other words, for each CGM, there exists a transition t i ∈ T such that CGM [t i FBM. Such transitions are denoted as illegal events or transitions. Then, our objective is to prevent the illegal transition from firing at corresponding CGM, so as to realize event/state separation. This can be realized by event-based control in terms of a GLC. Thus, at each iteration, we are going to identify the set of CGMs and their illegal transitions, and establish a set of GLCs to prevent the system from reaching DZ. According to the work in [42] , we know that the iterations terminate in a finite number of times for a bounded PN for a flexible manufacturing system, leading to a live controlled PN. Similarly, we can also claim that our method can terminate in a finite number of iterations.
Suppose M [t i M * , where M and M * are CGM and FBM respectively, and t i is the illegal transition. The number of tokens in the marked subset of the activity places at M represents the last exit into DZ. If t i is supposed to fire, the token distributions of the activity places at M * reflect the first entry into DZ. Thus, t is enabled at M and should be prevented by the monitor. Then, we establish a · q reflects the forbidden transition at M ; and b is the threshold of the sum of tokens in the marked activity places. The GLC constructs a generalized P-invariant for the PN [22] . We can find that M is retained in LZ by the GLC, while M * is eliminated from reachability graph.
To formalize our method, we first define some symbols. The original model is denoted as (N 0 , M 0 0 ), whose reachability graph, CGMs and FBMs are denoted as RG 0 , CGM 0 , and FBM 0 , respectively. The monitors for the control of CGM 0 is denoted as p 0 c . p 0 c will be superimposed on the original system, composing the first-controlled system (N 1 , M 1 0 ). Similarly, in the i-th iteration, the controlled system, its reachability graph, CGMs, FBMs, and generated monitors are denoted as
, and p i c , respectively. The iterative processes are executed until the system is live. According to above description, Algorithm 1 is designed. Since our PN is bounded, Algorithm 1 can terminate in finite steps. The computation complexity of Algorithm 1 is exponential since the reachability graph is required here.
Algorithm 1 is used for the PN in Fig. 1 . We only consider the liveness of the S 4 R part. Initially, N is not live with 348 states including 264 good states in LZ and 84 bad states in DZ. After 5 iterations resulting in 10 monitors, the controlled system is live with 220 (220/264 = 83.33%) states. Build the event-based control
Algorithm 1 Liveness Enforcement Based on Event-Based Control
Compute supervisor p i c for system (N i , M i 0 ) and superimpose it on (N i , M i 0 ); Fig. 3 . In Fig. 3(a) 
and M 0 (p Fig. 1 . · M ≤ B but a special situation of M , because q is a binary vector while M is a nonnegative integer vector. Here we extend the meaning of the theorem in [20] .
B. EVENT-BASED SUPERVISOR SIMPLIFICATION

For the inequalities
Definition 8:
Proof: For the necessity part, according to Definition 8,
For the sufficiency part,
Proof: For the necessity part, we assume that 
Therefore, to reduce the supervisor size, Algorithm 2 is programmed to identify these dependent and independent GLCs. Suppose that there are K GLCs where K ∈ N + . The identification of the set of nonnegative coefficients α i can be realized by linear programming min
Thus, the computation complexity of Algorithm 2 is polynomial with regard to the number of inequalities.
[l T , h T ] and [M ; q] are (|P| + |T |) dimensional vectors. If the vector dimension can be decreased, the computational complexity of the algorithm can be decreased as well. Considering that the firing vectors in these inequalities only have one element in our circumstance, we can divide these inequalities into several sets according to the same firing vector support.
For example, in the preceding analysis, we obtain 10 supervisors. They are divided into 4 sets, as shown in Table 2 . For the 3-th set, q 8 is the same firing vector element, and there are 4 inequalities:
is dependent on the other 3 ones. This is because (M (p 4 
In Inequality (4), when the system is at the CGM M = M * , it can be easily verified that q i is prevented from firing at this moment. Therefore, the sequential bad markings would not be reachable.
As we know, some good markings may be unintentionally removed by the inequalities in the state-and event-based control. To decrease the probability of removing the good markings, the weighted linear constraints are developed. Until now, we develop three kinds of linear constraints to separate the good and bad markings. Note that when enforcing the non-weighted linear constraints, we first need to identify the marked activity places at M * , while this step can be omitted when designing the weighted linear constraints, since the empty places have the zero weights automatically. Suppose that {p ε 1 , . . ., p ε K } ⊆ P A , where {ε 1 , . . ., ε K } ⊆ N + and K ≤ |P A |, is the subset of activity places that are marked at M * . For better comparison, combined with the state-based control, these four linear constraints are presented in Table 3 . The state-based, event-based, weighted state-based, and weighted event-based are denoted as Types I, II, III, and IV, respectively.
B. LIVENESS-ENFORCING SUPERVISORY CONTROL
Then, the weighted inequalities are applied to their iterative processes respectively. For the event-based control, the weighted GLCs are applied to Algorithm 1. The supervisor simplification on GLCs is also suitable for the weighted GLCs. For the state-based control, when obtaining a set of GMECs, an algebraic method can deal with supervisor simplification work, as addressed in [20] .
Definition 9:
For the proof, please refer to [20] . By this method, given any set of inequalities, we can identify the independent and dependent ones by comparing their coefficients. Consequently, we present the unification of the state-based, event-based, weighted state-based, and weighted event-based control methods as well as their supervisor simplifications, which is in form of linear constraints and implemented by enforcing P-invariants.
For unification, suppose that the inequality ξ T · ϒ ≤ b represents any type of inequality in Table 3 . To be specific, when representing the one of Type I or III, ξ is equal to l and ϒ to M , while when representing the one of Type II or IV, ξ is equal to [l; h] and ϒ to [M ; q]. Then, we establish a unified algorithm to combine the supervisor synthesis and simplification. Given a set of inequalities Build an inequality ξ T i · ϒ ≤ b i which is of one type of Table 3 to prevent the system from reaching the FBM i ;
8
Compute supervisor p i c for system (N i , M i 0 ) and superimpose it on (N i , M i 0 );
10 Arrange all the K inequalities T · ϒ ≤ B according to the ascending (resp., descending) order of |ξ i |;
in Algorithm 3. It consists of two stages. The former containing Steps 4 -9 focuses on supervisor synthesis, while the latter containing Steps 10 -16 solves supervisor simplification problem. Note that ξ T · ϒ ≤ b generated in each iteration is of the same type.
Then, we take the PN in Fig. 1 as an example. By using the weighted state-based method, the controlled net is live with 224 (224/264 = 84.85%) states after 6 iterations. Table 4 . Also, all the weighted linear constraints are independent. Finally, it can be seen that it has a better control result in permissiveness compared with the state-based and event-based methods. Then, the weighted event-based method is used for this PN. After 5 iterations, the controlled net is live with 220 states, as the same result with the event-based method. The results are shown in Table 5 . For this example, the weighted state-based method is priority to the others since it has the smallest supervisor while retains the most good states.
To evaluate the performance of the four P-invariantbased control methods, we provide two more examples. 4 shows two PNs, among which the former is an S 3 PR net while the latter an S 4 R net. It is known that each stage in S 3 PR requires only one unit of single-type resource while there is no restriction on the resource usage in type and quantity in S 4 R. They are both typical classes of PNs in AMSs.
In Fig. 4(a) , there are 188 states including 168 good states and 20 bad states. In Table 6 , we can find that these four methods obtain four different supervisors while have the same control results. Also, they enforce the liveness of this PN with maximal permissiveness. The state-based methods derive the least number of monitors compared with the event-based ones. Furthermore, the supervisor of the state-based method has less arcs compared with the weighted state-based one, thus being the simplest supervisor structure. Therefore, in this example, the state-based control methods are recommended. This also verifies that the state-based methods are more suitable for ordinary resource allocation system. Their monitors are presented in Table 6 .
In Fig. 4(b) , the S 4 R is prone to deadlocks with 936 good states and 152 bad states. The control results of four methods are shown in Table 7 . We can find that the event-based and weighted event-based methods have the same control results. The weighted event-based method has one more monitor compared with the event-based one. Furthermore, these two methods have the least number of iterations, while preserve the least number of states (802/936 = 85.68%). The state-based control enforces the net to be live with 829 states (829/936 = 88.57%). While the weighted state-based control can preserves 885 states (885/936 = 94.55%). Both of them have three iterations, leading to three monitors. This example shows that the weighted state-based method is priority to other ones in permissiveness.
C. COMPARISONS AND COMPLEXITY ANALYSIS
First, we discuss the permissiveness of the proposed method. From analysis above, we can find that the proposed method in Algorithm 3 is not maximally permissive in all the examples. This is because some good markings may be unintentionally removed by an inequality ξ T i · ϒ ≤ b i . If none of the good markings violates T · ϒ ≤ B, the maximal permissiveness is achieved. Nevertheless, there are also some merits. First, it synthesizes the maximally or almost-maximally permissive supervisors for some structurally simple classes of PNs, for example, S 3 PR PNs. Second, such kind of supervisor, as a conjunctive set of linear constraints, can preserve more good VOLUME 7, 2019 Fig. 4(a) .
TABLE 7.
Control results of four methods for the PN in Fig. 4 
(b).
markings as much as possible. Especially, when introducing weights in the inequality expression, it further improves the permissiveness in some extent.
Specifically, according to our illustrative examples, we derive four qualitative conclusions on the comparison of their permissiveness. First, there is no theoretical and practical evidence that shows which has a higher permissiveness between the event-based and state-based methods. For illustration, in Fig. 1 , event-based method has the better result; in Fig. 4(a) , they have the same results; while in Fig. 4(b) , the state-based method has a better result. Second, the weighted state-based and event-based methods can enhance permissiveness compared with their non-weighted methods respectively. At least, they will not be worse than the non-weighted methods. In the three examples, we can see that the event-based and weighted event-based methods have the same results while the weighted state-based method has better results compared with the state-based one. Third, if we compare the performance and structural simplicity of the four methods, the weighted state-based one is recommendable. From our examples, the supervisors of weighted state-based control usually possess the least number of control places while preserve the most number of good states. Four, the weighted state-based method has an obvious advantage in improving permissiveness for the systems whose processes can accommodate more tokens. In such systems, there are more resources to support raw parts being manufactured in their processes. This situation can increase the disparity among the weight coefficients. Compared with the PN in Fig. 4(a) , the PN in Figs. 1 and 4(b) can accom-modate more tokens in their processes. Thus, the weighted state-based method has the better control results in the latter examples.
Second, we discuss the computation complexity of the unified algorithm. As we know, it consists of two stages. The first one is to synthesize a supervisor. No matter for any type of linear constraint, it is based on the reachability graph analysis, which suffers from the state explosion problem. Thus, the supervisor synthesis is of exponential complexity. The second one is to simplify the supervisor. The simplification theories in Theorems 4 and 5 imply that it can be transformed into linear programming, whose computational complexity is polynomial with regard to the number of inequalities. Thus, Algorithm 3 is of exponential complexity. However, admittedly, since there is no integer programming or exploration techniques for the reachability graph, the proposed method is easy to use and straightforward in application.
VI. CONCLUSION
This paper proposes a class of PNs which is featured with time-varying specifications. Time-varying specifications and liveness-enforcing supervisory control can be enforced independently. The former is realized by designing monitors which time-enable transitions at stipulated time intervals, while the latter is implemented by invariant-based methods. For the invariant-based methods, we present a comprehensive and comparative study on the state-based, event-based, weighted state-based, and weighted event-based methods, and provide a unified and combined algorithm to derive the simplified liveness-enforcing supervisors based on place invariants. It concludes that the state-based methods which solve the forbidden state problem produce more compact supervisors while the event-based ones which solve the event/state separation problem generate more concise supervisors, in general case. The weighted inequalities are proposed to improve the specifications' expressivity and enhance system permissiveness. It shows that the weighted statebased method has an obvious advantage in improving permissiveness for the systems whose processes can accommodate more tokens. Thus, the future work should extend the current results to more complex systems, especially those whose processes accommodate more tokens or where there are parallel processes, and find supervisor simplification technique which can reduce the size of monitors by changing some parameters.
