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Triangular Designs
A 2-(v, k, )~) design 79 (with b blocks and r blocks through a given point) is called quasisymmetric if the sizes of the intersection of two distinct blocks take only two values x and y (x < y), say. The block graph F of 79 is the graph defined on the blocks of 79, two vertices being adjacent whenever the blocks meet in y points. S.S. Shrikhande and Bhagwandas [20] (see also Goethals and Seidel [12] ) showed that F is strongly regular having eigenvalues , ,
(exponents indicate the corresponding multiplicities). Note that the complement of 79 has block intersection sizes v -2k + x and v -2k + y, and hence has the same block graph as 79. The question which strongly regular graphs are block graphs of quasi-symmetric designs is a difficult one and there is no hope for a general answer. The question is already difficult for a simple family of strongly regular graphs, the so-called triangular graphs and their complements. The triangular graph Tm is the line graph of the complete graph Km (m _> 3). It can also be defined as the block graph of the pair design on m points (this is the 2-(m, 2, 1) design whose blocks are just all unordered pairs of points). We denote the complement of Tm by T~ and write Tm and T,~ for the corresponding adjacency matrices (so Tm c = J -I -Tin, wherein, as usual, I is the identity and J is the all-one matrix). The eigenvalues of Tm are 
(Note that (2) follows from (1) applied to the pair design.) The following result is given implicitely in Cameron and Van Lint [6] (our reference is to the latest edition, though the result we refer to was already treated in the very first edition of 1975). 
for some integer a.
Proof: Suppose the block graph of 73 is T~. Put a = r -k. Then the formulas readily follow by use of Formulas (1) and (3). Conversely, it follows that the block graph of a design with the above parameters has the eigenvalues of T,~. For m ~ 8 Hoffman [16] and Chang [8] showed that T c is determined by its eigenvalues. Ifm = 8, a can only be 2 or 6 and so 73 is a 2-(2 1, 6, 2) design or the complement, and such designs do not exist due to Connor [9] .
Designs with the parameters of Proposition 1.2 will be called triangular designs. If a = 2 they are the residual designs of biplanes. Note that replacing a by m -a -1 leads to the complementary parameter set. In this paper we will derive Bruck-Ryser-Chowla type conditions for the existence of triangular designs using rational decomposability of related matrices. (For a proof of the Bruck-Ryser-Chowla theorem itself by these techniques we refer to Beth Jungnickel and Lenz [2] or Lander [17] .) Our main result strengthens an earlier necessary condition for the existence of triangular designs by the second author [13] . This condition (and many other results on quasi-symmetric designs) can also be found in the recent monograph by M. S. Shrikhande and S. S. Sane [19] (p. 147).
M. S. Shrikhande kindly pointed out to us that S. S. Shrikhande, D. Raghavarao and S. K. Tharthare [21] obtained conditions of a similar nature for several types of partial balanced incomplete block designs, including the duals of triangular designs, by use of Hasse-Minkowski invariants. (They use the name triangular design for (the duals of) a more general class of designs.) Their Theorem 5.1 leads to the same conditions for triangular designs as we have.
Decomposability
A matrix M is decomposable if M = Q Q+ for some rational matrix Q. For M to be decomposable, M clearly must be rational, positive semi-definite and the determinant of M has to be rational square. But there are more restrictions. If M has an easy structure, these additional restrictions can often be expressed in terms of some Diophantine equations. The neccessary condition of Bruck, Ryser and Chowla for the existence of a symmetric 2-(v, k, )~) design is based on the fact that (k -)~)Iv + )~J (the index of I indicates the size) is decomposable. We will derive decomposability conditions for a matrix of the form otI + flTm -I-F J, which will lead to the announced neccessary conditions for triangular designs. In order to do so we need to quote some results on rational congruences. We use the approach and notations of Coster [11] , which we will briefly explain.
Let S be the set of positive definite symmetric rational matrices, including the empty set element. By [] we will denote an integral square, and by n* we denote the squarefree part of an integer n. We denote by A/'-I the set of positive integers n with prime factorisation n = 2 k 1-L p~i ~y q2i6 with pi ~-1 rood 4 and k, ki and lj non-negative integers. We denote by A/'2 the set of positive integers n with prime factorisation n = 2 k l-Ii pkl 21j
i I-]j qi with Pi -----1, 7 rood 8 and k, ki and lj non-negative integers. We denote by A/'-2 the set of positive 
(5) (alc + ~.r_~_j) = c(a) @ (ac) ~ (bc).
Proof: Property (1) is obvious and implies that a, b and c may assumed to be integers. To prove (2), define
then Q((a) @ (b))QT = (a + b) ~ (ab(a + b)).
Congruence (3) follows from (1) and (2):
To prove (4) we use Lagrange's theorem (see [151) and write a = b 2 + c 2 + d 2 + e 2 for integers b, c, d and e. We assume b 2 + c 2 > 0 and d 2 + e 2 > 0 (otherwise (4) follows directly from (1) or (3)). Then we find by use of (2) and ( (1 is the all-one vector). Then
For a = b this yields (alc_l + a J) = c(a) @ (ac). Hence (alc+ ~-J) = c(a) @ (ac) (bc). 9
Next we quote some lemmas that relate congruences to properties of the involved integers. Most results can be found in [10] or [11] . For Lemma 2.6 we refer to [18] , pp. 160-161. 
The Results
In this section we state the main theorems. The proofs are postponed to the next section.
The first result gives a decomposability condition for a matrix of the form
Tm= oeI + fit m + y J.
Using the eigenvalues of Tin, we find that the eigenvalues of "]I',~ are
with multiplicities 1, m -1 and (,n~l) _ 1, respectively. We regard Tm as a function of r0, rl and rz, rather than or,/~ and y and write Tm --" T,, (ro, rl, r2). The main tool is a diagonal form for "F,n (ro, rl, r2).
Next we give the necessary condition for the existence of triangular designs. 
The Proofs
To prove Theorem 3.1 we use the following lemma. Then E { = Ei, EiEj = 0 if i 7~ j, and ']I'm(r0, rl, r2)Ei = riEi (that is, the columns (and rows) of Ei are eigenvectors for the eigenvalue ri) for i = 0, 1, 2. Thus the matrices E0, E1 and E2 are the minimal idempotents of the triangular association scheme, see [6] . We partition the columns of these idempotents according to the partition of Tm into an 
Proof of Theorem 3.1. We use induction on m. By use of (1) to (4) of Lemma 2.1 we find that for m = 3 the right hand side of formula 4 becomes <3ro) ~ 3(rl) G (3rl). On the other hand we have -2) ).
By use of Lemma 2.1 the first term of the right hand side equals (m -1)(rl(m -2)) (9 (rl(m -1)(m -2)) @ (rl(m -1)(m -2)(m -3))
= m{rl(m -2)) (9 (rlm(m -2)), and the remaining part equals {r0(2)} @ {2r2) (9 (m -1){r2(m -2)(m -3)) e (m -1){r2(m -3)) (9((m~l) _ 1){r2} (9 {rz(m --1)(m --2)(m --3)} (9 {2r2(m --3)) (9 {2r2(m --2)} = {ro(2)} (9 {2r2} (9 (m --1)(r2) (9 (m --1){rz(m --2)) (9 ((m~l) _ 1)(r2) (9 (r2(m --2)) @ (2r2(m --1)} (9 {2rz(m --2)} = {r0(2)} (9 (2r2} (9 ((2) --1)(r2} (gm(r2(m --2)) (9 2{r2(m --2)} e {2r2(m -1)) (9 (2r2(m -2)).
This finishes the proof, since 2(r2(m -2)) (9 {2r2(m -2)} = {2r2(m -2)}. 9
Proof of Theorem 3.2. By definition r = y -x, so (1) Proof of Corollary 3.3. We distinguish eight cases depending on the value of m mod 8. First we simplify the conditions (2) and (3) []
Known Non-Existence Results
The aim of this section is to show that for triangular designs Theorem 3.2 covers all other known non-existence results (at least the ones known to us). Several papers are written about restrictions on quasi-symmetric designs. Results relevant to triangular designs are in [ I] , [3] , [4] , [5] , [22] . In this section we assume that p is an odd prime and pit. (
Claim. The restrictions given in Lemma 5.1 follow from Theorem 3.2.
Proof:
The condition pit* implies that r # n. From Theorem 5. I of Blokhuis and Calderbank [3] , it follows that triangular designs satisfy (ordp(n) is the largest integer k such that pk divides n): LEMMA 5.3 Let p be an odd prime. Suppose ordp(r) = e and e is odd. Then either [] The result by Skinner [22] is an extension of the previous result and has the following consequence for triangular designs. Note that we only used that r = n. Therefore the conditions of Lemma 5.6 are precisely the conditions of Theorem 3.2 in case r = ~5.
Unfortunately, but not suprisingly, Theorem 3.2 gives no new non-existence results for biplanes. We don't know of any other results than the ones mentioned here that give nonexistence conditions for triangular designs. We have seen that Theorem 3.2 covers all these results. But the theorem is stronger. For'instance the case m = 24, a = 9 is excluded by (3) of Theorem 3.2 (see the next section), but by none of the abo-,e results.
Some Parameter Sets
In this last section we discuss some special sets of parameters for triangular designs. Then m = 8~ -1, which is impossible by Corollary 3.3.
The case 7-= "tt ~9
If r ----u 2, then the divisibility condition in Formula 6 reads a-2u 2 divides 4(u -1)u 2 (u-l-1).
In this case the conditions of Theorem 3.2 are as given in Lemma 5.6, and many parameters survive.
The case r = (2) If r = (2), the divisibility in Formula 6 is a -u(u -1) divides (u + 1)u(u -1)(u -2). Many feasible parameters satisfy our conditions. One of these cases is given below. Notice that m -2 = (2u -1) 2 is a square. The Diophantine equation of Corollary 3.3 is satisfied, byX=4, Y=2andZ--1.
a m (2) 2(u-1) 2 4u 2-4u+3
Finally we remark that we expect that no triangular design with 2 < a < m -3 will ever be found. But we don't have enough evidence to conjecture that they don't exist.
