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1. Introduction
Model choice in linear or generalized linear models is a relatively straightfor-
ward task, and various criteria and techniques are available. If, however, these
models are extended to contain random effects to accommodate e.g. longitudinal
data, choosing a model becomes much more challenging. One reason for this is
the fact that in addition to the selection of covariates, a decision on the kind
and number of random effects has to be made. Classical criteria like Akaike’s
information criterion (AIC, [1]) or the Bayesian information criterion (BIC, [35],
[7]) are not sufficient for this task and must be adapted.
Before applying any criterion for model choice, a decision on the focus of the
desired analysis has to be made, namely if the main interest lies on the fixed
effects (population level) or if information on the random effects (individual or
cluster level) is desired. In the case of linear mixed models, the choice of fixed
effects using a BIC version suitable for unbalanced longitudinal data is sug-
gested ([31]). For choosing random effects, a boundary Laplace approximation
to obtain a BIC version including an additional term for boundary correction
can be used ([32]).
In terms of the AIC, the consequences of the main focus of inference are
highlighted, showing that the generally known, classical version of the AIC –
the marginal AIC – should only be applied for the selection of fixed effects
([38]). For deciding on the inclusion of random effects, the conditional AIC
(cAIC) is introduced, for which the effective degrees of freedom needed in the
penalty term can be calculated ([23]). This concept is extended to deliver more
reliable results ([26]), but the numerical calculation is quite involved and time-
consuming ([20]). Details on likelihood ratio tests for linear mixed models are
also given ([9]).
Unfortunately, all these concepts only relate to linear mixed models and are
difficult to extend to generalized linear mixed models. A Bayesian approach to
the simultaneous selection of fixed and random effects via zero-inflated (trun-
cated) normal priors on fixed effects and on elements of the decomposed random
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effects covariance matrix is presented ([6]). Fence methods for the selection of
the fixed effects in generalized linear mixed models are suggested ([24], [30]).
These methods choose models from a range of candidate models by setting and
subsequently restricting boundaries of some suitable criterion ([7, p. 273]). An
analytic deduction of the cAIC is impossible ([13]), but the authors suggest
an asymptotic approximation which includes the effective degrees of freedom
([27]). They note, however, that their asymptotic approximation may not be
reliable in certain settings and propose using bootstrap methods instead. An
asymptotically unbiased estimator of the cAIC for use with generalized linear
mixed models is presented ([42]), which seems to be quite similar to the above
mentioned approximation ([13]). Another unbiased estimator of the cAIC to be
used for Poisson regression models is proposed, which involves a high number
of model fits and might thus be unsuitable for large data sets ([25]) .
In this article, we introduce an alternative approach to selecting generalized
linear mixed models for longitudinal data from a predictive point of view. By
using mean crossvalidated proper scores ([18]) as criterion for model choice,
both fixed and random effects can be selected leading to a model with the best
predictive abilities. The crossvalidated logarithmic score is closely related to
the AIC in linear models ([36], [33]) and to the cAIC in linear mixed models
([4]), so that its application in the case of generalized linear mixed models seems
promising.
Other than in the linear mixed model, the (leave-one-out) predictive dis-
tribution that is necessary for the calculation of the proper scores cannot be
deducted analytically. To solve this problem, we propose to use an iteratively
weighted least squares (IWLS) algorithm with prior distribution ([16]), comple-
mented by some analytic approximations. To shorten the computation time, we
reduce the number of necessary model fits to just one, using ”mixed”crossvalida-
tion ([28]). This approach is by far less time-consuming than full leave-one-out
crossvalidation, and it has been shown empirically that the results from both
crossvalidation approaches are comparable for the linear mixed model ([4]).
This article is organized as follows: We review the basics of generalized lin-
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ear mixed models in Section 2 and show the proper scoring rules needed for
comparing predictive distributions in Section 3. The predictive crossvalidation
approach based on a Bayesian IWLS algorithm is presented and outlined specifi-
cally for logistic regression and Poisson regression (with and without overdisper-
sion) in Section 4. Results from a simulation study to investigate the method’s
properties are shown in Section 5. Applications to binary and count data are
discussed in Section 6, followed by a comparison with two other approximate
estimators of the cAIC and with a full leave-one-out crossvalidation. Section 7
adds a summary and some general discussion.
2. Generalized linear mixed models
Generalized linear mixed models for longitudinal data are generally defined
as follows (see for example [15]): Assume that each individual i = 1, . . . , I
provides observations yij at time points tj with j = 1, . . . , J . For simplicity, we
assume that the time points are the same for each individual, but this is not a
necessary precondition. Let the vectors xij and zij contain covariates relating
to the fixed and random effects, respectively, then the linear predictor is defined
as
ηij = x
T
ijβ + z
T
ijbi,
with p fixed effects β and q random effects bi. The conditional expected value
µij = E(yij | bi) is related to the linear predictor via an appropriate link func-
tion g, so that g(µij) = ηij .
The two non-Gaussian regression models that are applied most often in this
context are binary logistic and log-linear Poisson regression models. In the
case of logistic regression, each observation yij has a Bernoulli distribution with
probability
pij = P{yij = 1} = exp(ηij)
1 + exp(ηij)
. (1)
The log-linear Poisson model assumes the expectation
λij = exp(ηij).
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Overdispersion can be included in a model by estimating an additional ran-
dom effect for each observation ([8, p. 293]). The mixed Poisson model with
overdispersion has a linear predictor of the form
ηij = x
T
ijβ + z
T
ijbi + aij ,
where aij ∼ N(0, ξ2) represents the additional random effect for each observa-
tion yij , and bi and aij are mutually independent. Information on fitting and
interpreting generalized linear mixed models as well as other suitable models for
discrete longitudinal data can be found in the literature, e.g. [29].
3. Proper scoring rules
As stated in the introduction, the selection of random effects in generalized
linear mixed models based on any selection criterion that is currently available
is difficult. Therefore, we suggest to use proper scoring rules as a criterion for
model choice. They are a simple, yet effective instrument for assessing predi-
cive distributions, allowing the choice of both fixed and random effects. In this
paper, all scores are positively oriented, so that a larger score denotes a model
with better predictive abilities. By taking into account not only the distance
between a point prediction and the true value, but also the predictive variance,
proper scores simultaneously cover both sharpness, i.e. the concentration of a
predictive distribution, and calibration, i.e. the consistency between the predic-
tive distribution and the actual observations ([41]). General information on the
concept of proper scoring rules as well as examples for the case of continuous
predictive distributions can be found ([18], [17]).
A well-known proper scoring rule for binary predictions is the Brier score
([5]). It is also called the quadratic score and is defined as
BS(Y, yobs) = −(pY − yobs)2,
where pY stands for the predicted probabiliy of the outcome and yobs ∈ {0, 1}
is the actual observation.
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The proper logarithmic score (LS) is well suited to assess the predictive
abilities of any regression model if the density fY of the predictive distribution
Y is known. It is defined as the value of the log density of Y at the actually
observed value yobs:
LS(Y, yobs) = log fY (yobs). (2)
An alternative to the LS is the Dawid-Sebastiani score (DSS) ([11]) which is
used as predictive model choice criterion ([21]). It is defined as
DSS(Y, yobs) = −1
2
{
log(σ2Y ) +
(yobs − µY
σY
)2}
(3)
and has the advantage that only the first two central moments µY and σ
2
Y of
the predictive distribution of Y are necessary for its calculation. Alternative
model assessment tools for use with models for count data are given ([10]).
4. Predictive crossvalidation
Conducting a full crossvalidation often turns out to be very time-consuming
and in some cases even impossible due to the size of the respective data set
and the complexity of the model. A well-established approach to reduce the
computational burden is K-fold crossvalidation ([14]). However, this method in-
volves K model fits, so that it may still require a considerable amount of time,
especially for large data sets. As a potential alternative, mixed predictive model
checks are presented ([28]), where the model is fitted just once to the complete
data set. In each step of the following crossvalidation, the estimated individ-
ual random effects and the concrete observation are ignored, and a forecast is
generated based on the estimated fixed effects and the hyperparameters of the
random effects. As the omitted observation influences the random effects only
via their estimated covariance matrix, but not directly, the introduced conser-
vatism is only moderate, and thus tolerable. This approach has been used before
to select linear mixed models ([4]), and in different contexts ([34], [22]).
In order to conduct this predictive crossvalidation approach for generalized
linear mixed models, each of the competing models is fitted only once to the
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whole data set. After fitting the model, one observation yij from the data
set is left out, and the predictive distribution for this observation is calculated
based on the remaining observations yi,−j . Specifically, we apply a Bayesian
iteratively weighted least squares (IWLS) algorithm for the calculation of the
individual random effects bˆi,−j and their covariance matrix Qˆi,−j . Note that
this algorithm uses the originally estimated covariance of the random effects Qˆ
as a priori information, for details see the following subsection. Apart from that,
only the estimated fixed effects parameters βˆ are needed for the calculation of
the predictive distribution, but not the initially estimated individual random
effects parameters. To be more specific, the predicted expected value of the
linear predictor is of the form
E(ηij |yi,−j) = xTijβˆ + zTij bˆi,−j (4)
with corresponding variance
Var(ηij |yi,−j) = zTijQˆi,−jzij . (5)
In order to stress the difference between this approach and a full leave-one-out
crossvalidation, we show the predicted expected value and variance of the linear
predictor obtained using full crossvalidation:
E(ηij |yi,−j) = xTijβˆ−ij + zTij bˆi,−j ,
and
Var(ηij |yi,−j) = zTijQˆ−ijzij .
where all measurements except yij are used for the estimation of β, bi and Q.
The second step after having obtained (4) and (5) involves the calculation
of the first two moments of the predictive distribution. This depends on the
specific regression model and can either be done by approximation or numerical
integration. In a final step, the proper scores described in Section 3 can be
calculated. This procedure is then repeated for each observation yij .
The required steps for these calculation are discussed below for the case of
binary logistic and log-linear Poisson regression with and without overdispersion.
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A short discussion of its applicability in further generalized linear mixed models
can be found in Section 7.
4.1. Bayesian iteratively weighted least squares algorithm
As discussed above, several steps are necessary to obtain the leave-one-out
predictive distribution for the observation yij . First, estimates of the conditional
expectation E(bi |yi,−j) and covariance matrix Cov(bi |yi,−j) are needed. To
do this, the following algorithm is used ([39], [16]): Treat xTijβ as a given offset,
and zij like ”normal” covariates, so that a Bayesian estimation of the ”regres-
sion coefficients” bi can be performed. Combining the likelihood with the prior
distribution bi ∼ N(0, Qˆ) leads to the approximate posterior distribution
bi |yi,−j a∼ N(mij ,Cij),
whose parameters are obtained using the following Bayesian iteratively weighted
least squares (IWLS) algorithm. Note that this algorithm is equivalent to a so-
called penalized iteratively reweighted least squares (PIRLS) algorithm ([3])
and is also used in the R package lme4 for the estimation of random effects in
generalized linear mixed models ([2]). It works as follows: After choosing some
starting values for m
(0)
ij , for which we use the estimated random effects bˆi from
the model fit, the estimates m
(k)
ij and C
(k)
ij in the kth iteration are
m
(k)
ij = C
(k)
ij zi,−jW i,−j(m
(k−1)
ij )y˜i,−j(m
(k−1)
ij ).
and
C
(k)
ij = {Qˆ
−1
+ zi,−jW i,−j(m
(k−1)
ij )z
T
i,−j}−1
The ”design matrix” zi,−j of dimension q × (J − 1) contains data from all
time points of individual i except the time point of interest tj . The elements of
the response vector y˜i,−j(m
(k−1)
ij ) are the pseudo observations
y˜is(m
(k−1)
ij ) = z
T
ism
(k−1)
ij + {yis − µis(m(k−1)ij )}g′{µis(m(k−1)ij )} (6)
for s 6= j, where µis(m(k−1)ij ) = g−1(xTisβˆ+zTism(k−1)ij ). The weightsWis(m(k−1)ij )
are defined via ([16])
W−1is (m
(k−1)
ij ) = κ
′′(θis(m
(k−1)
ij )){g′(µis(m(k−1)ij ))}2, (7)
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so that the matrix containing all weights isW i,−j(m
(k−1)
ij ) = diag{Wis(m(k−1)ij )}s6=j .
These iterations are terminated as soon as
max
{
|m(k)ij −m(k−1)ij |
|m(k−1)ij |
}
< ,
with e.g.  = 10−6, where | · | and max are taken over all components of m(k)ij
and m
(k−1)
ij . Thus, E(bi |yi,−j) ≈mij and Cov(bi |yi,−j) ≈ Cij are obtained.
The specific formulae for (6) and (7) for different model types are shown in the
following subsections.
4.2. Predictive crossvalidation for mixed logistic regression models
If applied to a mixed logistic regression model, formulae (6) and (7) have
the form
y˜is(m
(k−1)
ij ) = z
T
ism
(k−1)
ij +
yis · (1 + exp(xTisβˆ + zTism(k−1)ij ))2
exp(xTisβˆ + z
T
ism
(k−1)
ij )
−exp(xTisβˆ+zTism(k−1)ij )−1
and
Wis(m
(k−1)
ij ) =
exp(xTisβˆ + z
T
ism
(k−1)
ij )
(1 + exp(xTisβˆ + z
T
ism
(k−1)
ij ))
2
,
leading to estimates E(bi |yi,−j) = bˆi,−j ≈ mij and Cov(bi |yi,−j) = Qˆi,−j ≈
Cij . The expected value and variance of ηij have the form of equations (4)
and (5). For further calculations, let E(ηij |yi,−j) =: τ and Var(ηij |yi,−j) =:
σ2. In order to obtain the predictive probability P{yij = 1 |yi,−j}, the mixed
logistic regression model is rewritten as a latent variable model. Expression (1)
corresponds to
ωij = ηij + ij ,
where yij = 1 if ωij ≥ 0, yij = 0 if ωij < 0 and ij follows a standard logistic
distribution. This can be approximated by a normal distribution ([43]), so that
ij
a∼ N(0, c)
with c = (15/16)2 · pi2/3. Thus,
ωij
a∼ N(τ, σ2 + c),
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so that P{yij = 1 |yi,−j} =
∫∞
0
N(x | τ, σ2 + c)dx can be calculated based on
the distribution function of the normal distribution and subsequently used for
the calculation of the BS and the LS.
4.3. Predictive crossvalidation for mixed Poisson regression models
In the case of a log-linear Poisson regression model, the pseudo observations
y˜is(m
(k−1)
ij ) for s 6= j are
y˜is(m
(k−1)
ij ) = z
T
ism
(k−1)
ij + yis exp(−xTisβˆ − zTism(k−1)ij )− 1, (8)
and the weights Wis(m
(k−1)
ij ) are
Wis(m
(k−1)
ij ) = exp(x
T
isβˆ + z
T
ism
(k−1)
ij ). (9)
The calculation of the first two moments of the predictive distribution is straight-
forward. Expected value τ and variance σ2 of ηij are again obtained as in (4)
and (5). As ηij is (approximately) normally distributed, exp(ηij) = λij is log-
normally distributed with
E(λij |yi,−j) = exp
(
τ +
1
2
σ2
)
(10)
and
Var(λij |yi,−j) = {exp(σ2)− 1} exp(2τ + σ2). (11)
In a final step, the predictive expectation and variance of the observation yij
are
E(yij |yi,−j) = E(λij |yi,−j) = exp
(
τ +
1
2
σ2
)
and
Var(yij |yi,−j) = E{Var(yij | ηij ,yi,−j)}+ Var{E(yij | ηij ,yi,−j)}
= E(λij |yi,−j) + Var(λij |yi,−j)
= exp
(
τ +
1
2
σ2
)
+ {exp(σ2)− 1} exp(2τ + σ2).
These two values allow the calculation of the DSS (3) for each observation from
the data set and its respective prediction, and subsequently of the mean DSS.
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To obtain the LS, however, the predictive expectation and variance are not
sufficient, because the density of the predictive distribution has to be known.
This problem can be solved using two distinct approaches: The first possibility
is an approximation of the log-normal distribution of λij |yi,−j via the gamma
distribution, which is performed by matching the first two moments of these
two distributions:
The two parameters of the gamma distribution can be chosen in such a way
that its expected value and variance equal (10) and (11), respectively. This is
the case for a gamma distribution G(α, φ) with density
f(λij) =
1
Γ(α)
(α
φ
)α
λα−1ij exp
(
−λijα
φ
)
and parameters
α =
E(λij)
2
Var(λij)
=
1
exp(σ2)− 1
and
φ = E(λij) = exp
(
τ +
1
2
σ2
)
.
Note that this approach works only if α > 1, because the respective gamma
distribution must have a mode larger than 0.
With λij being approximately gamma distributed, the marginal distribution
of yij follows a negative binomial distribution ([40, p. 35]) with density
f(yij) =
∫ ∞
0
f(yij |λij)f(λij)dλij
=
Γ(α+ yij)
Γ(α)Γ(yij + 1)
( α
φ+ α
)α( φ
φ+ α
)yij
.
Evaluating this (log) density with mean parameter φ and size parameter α at the
actual observation yields the desired LS. To ensure that the used approximation
steps work reasonably well, we recommend comparing the resulting mean LS
with the mean DSS.
Alternatively, one can simply use numerical integration, which should be
reasonably quick if the data set is not too large. In that case, the density of the
predictive distribution at the actual observation yobs is obtained by the integral
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f(yobs) =
∫ ∞
0
f(yobs |λij)f(λij)dλij , (12)
where λij follows a log-normal distribution with parameters (10) and (11).
4.4. Predictive crossvalidation for mixed Poisson regression models with overdis-
persion
The predictive crossvalidation procedure with overdispersion works almost as
in the ordinary Poisson case (without overdispersion), with some minor changes:
Let
ηi = xiβ + ridi
be the model for all observations of individual i, where
di =
bi
ai

is the vector containing all random effects of individual i, the design matrix of
the fixed effects is
xi =

xTi1
...
xTiJ

and the design matrix for the random effects has the form
ri =

zTi1 1 0 · · · 0
... 0
. . .
...
...
...
. . . 0
zTiJ 0 · · · 0 1
 .
For the estimation of the conditional expected value of di |yi,−j , we use the
prior distribution dij ∼ N(0,diag(Qˆ, ξˆ2, . . . , ξˆ2)), and ri,−j is ri without the
jth row and has to be used instead of zi,−j in formulae (8) and (9). Apart from
that, all remaining formulae from the IWLS algorithm stay the same. Note that
the calculation of the expected value and variance of ηij as in formulae (4) and
12
(5) are now
E(ηij |yi,−j) = xTijβˆ + rTij E(di |yi,−j)
= xTijβˆ + z
T
ij E(bi |yi,−j) + 0
and
Var(ηij |yi,−j) = rTij Cov(di |yi,−j)rij
= zTij Cov(bi |yi,−j)zij + ξˆ2,
meaning that the expected value and variance of aij |yi,−j are the moments
of its prior distribution, and only the predictive expectation and variance of
bi |yi,−j need to be calculated.
5. Simulation study
To evaluate the properties of our proposed crossvalidation method for model
selection, we performed a simulation analysis with both log-linear Poisson and
binary logistic regression models. In both cases we looked at different numbers of
individuals (I = 10 or 50) and numbers of measurements per individual (J = 10,
20 or 40). Combining these numbers lead to five different settings, where the
combination of 50 individuals with 40 measurements each was omitted for time
reasons. For each setting, 100 data sets were generated and evaluated.
Binary data for logistic regression were generated from a model with three
fixed effects and one random intercept. The fixed covariates were time (1 to
number of measurements per individual, standardized and centered around 0)
and two binary (time-independent) covariates x2 and x3 which are independently
Bernoulli(0.5) distributed and also centered around 0; the intercept was set to
0. The corresponding coefficients were βtime = β2 = β3 = 1, and the random
intercept bi was generated from aN(0, 0.25) distribution. Count data for Poisson
regression were generated from a similar model, the only differences are that x2
and x3 were 0 or 1, i.e. not centered, and an intercept of 2 was added to the
linear predictor.
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In both situations we fitted three different models to each data set: The
”true”model with three fixed effects and a random intercept (denoted by ”(3,1)”,
representing the number of fixed and random effects), a model without x3 (de-
noted by ”(2,1)”) and a model with all three fixed effects, the random intercept
and an additional random slope over time (denoted by ”(3,2)”). For each model
we calculated the mean LS and the mean BS or DSS, respectively. For compar-
ison, the conditional AIC (cAIC, [13]) was calculated. Note that in some cases
the estimated covariance matrix of the random effects was singular and thus
not invertible. In these cases a score of −∞ was attributed. For a few of the
generated data sets, none of the three competing models could be fitted due to
numerical problems of the lme4 function. If that was the case, we generated a
new data set, until 100 valid comparisons per setting were obtained.
Tables 1 and 2 show the results of this simulation study for binary logistic and
Poisson regression. The true model is in both cases the one in the middle column.
For logistic regression, we can see that for a small number of individuals I, our
method performs better than the cAIC, which often prefers simpler models. This
behaviour seems to be independent of the number of observations per person.
If I increases, all three criteria show a similar performance: they clearly reject
the model (2,1), but choose the wrong model with two random effects in almost
two thirds of the cases.
The results of the Poisson regression are comparable. The mean LS selects
the correct model more often than cAIC, with the mean DSS being in between
if I is small and worse than the other two if I increases. In summary, the cAIC
tends to select simpler models. The mean LS performs better than cAIC if the
number of individuals is small, whereas for a larger I, both criteria come to
similar results. The BS is comparable to the LS, however, the DSS is slightly
worse.
In addition to the mean scores, we also looked at the estimated coefficients
of the fixed effects. Ideally, a good method chooses models that provide a
satisfying amount of coverage. To evaluate the abilities of our proposed method
and avoid misleading results due to Monte Carlo error, we calculated z-values
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Table 1: Logistic regression: Percentage of chosen models for simulated data
(2,1) (3,1) (3,2)
10 individuals, 5 observations:
LS 14 43 43
BS 15 43 42
cAIC 42 22 36
10 individuals, 10 observations:
LS 9 45 46
BS 9 48 43
cAIC 27 27 46
10 individuals, 40 observations:
LS 3 50 47
BS 4 50 46
cAIC 25 34 41
50 individuals, 5 observations:
LS 1 36 63
BS 1 41 58
cAIC 1 37 62
50 individuals, 10 observations:
LS 1 35 64
BS 1 34 65
cAIC 1 35 64
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Table 2: Poisson regression: Percentage of chosen models for simulated data
(2,1) (3,1) (3,2)
10 individuals, 10 observations:
LS 7 62 31
DSS 16 56 28
cAIC 20 50 30
10 individuals, 20 observations:
LS 4 61 35
DSS 16 50 34
cAIC 18 45 37
10 individuals, 40 observations:
LS 7 58 35
DSS 15 51 34
cAIC 24 42 34
50 individuals, 10 observations:
LS 2 47 51
DSS 9 42 49
cAIC 2 46 52
50 individuals, 20 observations:
LS 1 52 47
DSS 9 49 42
cAIC 1 51 48
16
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Figure 1: Q-Q plot of the z-values of the coefficients β2 of the logistic (upper row) and Poisson
regression models (lower row); left column: true model; right column: selected model
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(βˆ2 − β2)/se(βˆ2) from the models fitted to the simulated data sets, here se(βˆ2)
denotes the standard error of the estimate βˆ2 of β2 = 1. These z-values should
be approximately standard normally distributed.
Figure 1 shows the corresponding Q-Q plots of the z-values from both the
true models (left) and the models selected by our method using the mean LS
(right). In the upper row you can find the plots from the logistic regression
models, whereas in the lower row are the plots which correspond to the Poisson
regression models. We see that in both cases, the Q-Q plots from the true and
the selected models look very much alike, so that we can conclude that our
method works well in estimating the fixed effects even if we take the model
selection process into account.
6. Application
We illustrate the methods presented above using two well-known data sets
from the literature. Although both data sets have been analysed many times,
no formal selection of the random effects was possible so far due to lack of
a suitable criterion for this task. It was therefore also not possible to choose
fixed and random effects at the same time. The data and R functions used
for the following analyses can be found as supplementary material, along with
explanations of the functions.
6.1. Case study I: Xerophthalmia and respiratory disease in Indonesian children
The first data set is presented by Diggle et al. [12, p. 4] and contains binary
data on infections of the respiratory tract and xerophthalmia (dryness of the
eye due to vitamin A deficiency) in Indonesian children, along with additional
information on the children’s age and height. Up to 6 measurements per child
were collected in quarterly visits. 22 of the 275 patients were removed because
they contributed only one measurement, so that the remaining data set consists
of 1178 measurements of 253 children with 105 events of respiratory infection.
The variables sex, height in relation to age (percentage obtained from the
United States National Center for health statistics), and presence of xeroph-
thalmia are included in all models. As suggested by Diggle et al. [12, p. 156
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and 182], a model M1 with age and age squared was compared to a model M2
with follow-up time and follow-up time squared instead. In the latter case, age
at baseline and age squared at baseline are included as additional covariates.
In addition, both models were fitted with two covariates representing an annual
sine and cosine (denoted by ”with season”). All models either include just a ran-
dom intercept (RI) or, alternatively, an additional random slope (RIS) which
depends on age (M1) or time (M2).
The mean BS and LS of these eight models are given in Table 3. Both scores
clearly prefer models including a seasonal sine and cosine to the ones without
that seasonal component, and the models with the lowest BS or, respectively, LS
both use follow-up time instead of age. The BS chooses a model with just ran-
dom intercept (BS: −0.07537), whereas the LS selects the model with additional
random slope (LS: −0.27376).
Table 3: Respiratory infection: Mean BS and LS for the eight different models
BS LS
M1 (age), RI −0.07732 −0.28124
M1 (age), RIS −0.07695 −0.27917
M1 with season, RI −0.07593 −0.27622
M1 with season, RIS −0.07557 −0.27435
M2 (time), RI −0.07644 −0.27678
M2 (time), RIS −0.07665 −0.27680
M2 with season, RI −0.07537 −0.27386
M2 with season, RIS −0.07567 −0.27376
6.2. Case study II: Seizure counts
The second example analyses a frequently used data set ([37], [12, p. 10]),
with counts of epileptic seizures as outcome. In this randomized crossover study
patients were treated against partial epileptic seizures with either progabide (an
anti-epileptic drug) or placebo and followed over four subsequent clinic visits.
At each visit, they reported the number of epileptic seizures during the last
two weeks. In our analyses, only the clinic visits before crossing over to the
alternative treatment are analysed. Note that one patient was left out due to
very unusual measurements, as suggested by Diggle et al. [12, p. 164].
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The data set contains information of 58 patients with four clinic visits each.
The covariates used in all models are baseline seizure rate, treatment as well as
a baseline-treatment interaction term, and the logarithm of age, completed by
either the respective visit number or its square root serving as time variable.
The following models are compared: One model with just a random intercept
and a second model comprising an additional random slope, either using the
visit number or its square root in both the fixed and the random effects part. In
a second step, we add an indicator for the fourth visit to each of these models
in order to account for markedly low counts at the last visit of each patient.
The first and second column of Table 4 display the mean crossvalidated DSS
and LS of the eight competing models. We used the approximation of the log-
normal distribution by a gamma distribution as explained in Section 4.3. For
comparison, we also used numerical integration as in formula (12) and calculated
the same integral with the approximate gamma distribution for λij . All three
methods lead to practically the same results. Note that in this example, the
DSS and the LS put the models in exactly the same order. For both versions
of the time variable, the model with random intercept and slope is preferred,
and both scores show a clear preference for models including the indicator of
the fourth visit. Finally, using the square root of time instead of the original
time variable leads to an additional improvement, in particular concerning the
models with indicator of the fourth visit. All this indicates that the model best
suited for prediction is the model with random intercept and slope, based on the
square root of the time variable and including a variable indicating the fourth
visit, having a mean DSS of −1.9646 and a mean LS of −2.7536.
The third and fourth column of Table 4 show the mean scores for models
with random intercept that include a random effect for each observation in order
to incorporate overdispersion (denoted by ”OD”). Fitting models with random
intercept, slope and the random effect for each observation leads to overfitting
and causes the variance of the random slope to be very small and the correlation
between random slope and intercept to be 1. From this we can conclude that
including an additional random slope does not ameliorate the overdispersion
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model.
Concerning the models with random intercept only, we can see that account-
ing for overdispersion leads to a remarkable improvement in both mean scores.
In contrast, the differences between the four models are small, showing that
all four models are equally useful for making predictions. Both scores again
select models that include the indicator for the fourth visit, and the LS chooses
the model with visit as time variable (LS: −2.5617), whereas the DSS slightly
prefers the model with the square root of visit number (DSS: −1.766).
Table 4: Epileptic seizures: Mean DSS and LS for the eight different models with and without
overdispersion (OD). ”−” indicates that scores could not be calculated due to a singular
covariance matrix.
DSS LS DSS, OD LS, OD
visit, RI −2.0453 −2.7946 −1.7676 −2.5618
visit, RIS −2.0165 −2.7841 − −
sqrt(visit), RI −2.0487 −2.7962 −1.7696 −2.5625
sqrt(visit), RIS −2.0012 −2.7706 − −
visit, RI, visit 4 −2.0153 −2.7867 −1.7669 −2.5617
visit, RIS, visit 4 −1.9846 −2.7705 − −
sqrt(visit), RI, visit 4 −2.0152 −2.7867 −1.7660 −2.5618
sqrt(visit), RIS, visit 4 −1.9646 −2.7536 − −
6.3. Comparison with other methods
We compare the results of our proposed method with the ones obtained
using two other suggestions. The first alternative method ([13]) involves an
asymptotic version of the cAIC. The second method we compare our results
to is the corrected conditional AIC (ccAIC, [42]), which can also be applied if
the covariance matrix of the random effects is unknown. The authors kindly
provided us with their Matlab programs which we translated into R functions
and extended to the case of binary logistic regression. Unfortunately, these
programs are so far only useable for models with just a random intercept and
no random slope, for which reason the ccAIC could not be calculated for all
candidate models in our applications. These two alternative methods can so far
not be used for a Poisson model including an additional random effect to cover
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overdispersion. Note that both criteria seem to be very similar, which is also
confirmed by the results in our applications.
Table 5: Logistic regression: Comparison with other methods; (c)cAIC values transformed by
− 1
2n
LS cAIC Donohue ccAIC Yu
M1 (age), RI −0.28124 −0.28254 −0.28254
M1 (age), RIS −0.27917 −0.27868 −
M1 with season, RI −0.27622 −0.27903 −0.27903
M1 with season, RIS −0.27435 −0.27504 −
M2 (time), RI −0.27678 −0.27954 −0.27955
M2 (time), RIS −0.27680 −0.27802 −
M2 with season, RI −0.27386 −0.27786 −0.27787
M2 with season, RIS −0.27376 −0.27585 −
Table 6: Poisson regression: Comparison with other methods; (c)cAIC values transformed by
− 1
2n
LS cAIC Donohue ccAIC Yu
visit, RI −2.7946 −2.6686 −2.6687
visit, RIS −2.7841 −2.6090 −
sqrt(visit), RI −2.7962 −2.6698 −2.6699
sqrt(visit), RIS −2.7706 −2.5992 −
visit, RI, visit 4 −2.7867 −2.6672 −2.6672
visit, RIS, visit 4 −2.7705 −2.6023 −
sqrt(visit), RI, visit 4 −2.7867 −2.6672 −2.6672
sqrt(visit), RIS, visit 4 −2.7536 −2.5905 −
Tables 5 and 6 again show the mean LS obtained with our proposed proce-
dure, along with the cAIC ([13], denoted by ”Donohue”) and the ccAIC ([42],
denoted by ”Yu”, only for models with random intercept). To ease the compar-
isons, we put the cAIC and ccAIC values on the same scale as the mean LS by
dividing them by −2∑ Ji, as has been done before ([4]).
Concerning the logistic regression model in Table 5, the results from the three
different procedures differ only in the third decimal place. The models with just
a random intercept are arranged in the same order by all three methods. If
all models are taken into account (i.e. a random slope as well), the best three
models and the worst model are clearly identified by our method and the cAIC,
however, the overall order is slightly different and another model is chosen to
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be the best.
If we have a look at Table 6, we can see that the differences between our pro-
posed method and the other two methods are larger than for logistic regression,
but the results are still of similar magnitude. The ordering of the competing
models is not identical but similar, and especially the decision which model is
the best or worst is the same using all three methods. In order to find an expla-
nation for the differences between mean LS and cAIC and ccAIC, we conducted
some additional simulation studies. We found that if the true distribution of
the data is Poisson and a Poisson model is fitted, there are only very small
differences between the different methods. If, however, the data are overdis-
persed - as it is the case in our application - and come from a negative binomial
distribution, the differences increase along with the amount of overdispersion.
To illustrate the comparison between the transformed mean LS and the
cAIC, Figure 2 shows the respective values from both methods in both appli-
cations. We do not show the ccAIC, as there are no visible differences between
that and cAIC. In both cases, the models with just random intercept perform
worse than models with additional random slope. The order of the models with
random intercept is the same, but small differences occur when a random slope
is included. Summing up, our proposed crossvalidation approach leads to re-
sults that are comparable to the other two possible methods, but not exactly
the same, especially for count data with overdispersion.
6.4. Comparison with full crossvalidation
We additionally compare the results obtained with our approximate cross-
validation approach with those from a full crossvalidation. The two plots in
Figure 3 show the mean DSS and LS values from the applications of log-linear
Poisson regression models. We can see that the scores from the approximate
crossvalidation are better than from a full crossvalidation, which is the expected
behaviour. All points are relatively close to the diagonal, so we conclude that
our approximate crossvalidation procedure is reliable enough in the case of log-
linear Poisson regression.
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Figure 2: Comparison of transformed cAIC with mean LS for models with random intercept
(RI) and models with additional random slope (RIS). Note that the values of two models with
random intercept in the right plot are equal, for which reason only three RI models are visible.
Unfortunately, we cannot show a similar comparison in the logistic regression
case study. The reason for this is a problem that often occurs during the fitting
process in the lme4 function: The covariance matrix of the random effects is
often estimated to be not invertible in models with random intercept and slope.
In these cases, the predictive distribution and the according scores can not be
calculated, and a value of −∞ must be implicitly assigned to the respective
scores. This phenomenon occured very often during the full crossvalidations,
so that there are between 184 and 420 scores of in total 1178 observations
missing. Consequently, the resulting mean scores are not reliable, which is a
clear disadvantage of the full in comparison to the approximate crossvalidation.
Apart from the fact that results from the approximate crossvalidation ap-
proach are more reliable in cases where a full crossvalidation would yield many
singular estimated covariance matrices, the time is also an important point in
favor of our suggested approach. In the Poisson regression example, our ap-
proach needed 1-2 seconds, whereas the full crossvalidation lasted 5.5 minutes,
a considerable difference for a relatively small data set of 232 observations. With
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Figure 3: Comparison of our approach (MS) with a full crossvalidation (full CV)
a larger data set the time difference would certainly be even more pronounced.
7. Discussion
This paper has presented a novel predictive crossvalidation approach to
model selection in generalized linear mixed models. The crossvalidated LS and
BS or DSS form a useful means for selecting both fixed and random effects. As
the model has to be fitted only once, this approach is much less time-consuming
than a true leave-one-out crossvalidation.
We have demonstrated the calculation of mean proper scoring rules with
our crossvalidation approach for the two most common generalized linear mixed
models, i.e. logistic regression and Poisson regression (with or without overdis-
persion), but the approach is applicable more widely, often using procedures that
are very similar to the ones used above. For example, overdispersed binomial
data can be analysed by adding an additional random effect for each observa-
tion to the linear predictor, and the predictive distribution is then obtained by
using the formulation as latent variable model from Section 4.2. The first two
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moments of the predictive distribution in log-linear gamma regression models
can be calculated analogously to Poisson regression models, and numerical in-
tegration as in (12) can be used for the calculation of the LS. The derivation of
the predictive distribution or its moments could be slightly more complicated
in some other, more rarely used generalized linear mixed models, but it should
be feasible in most cases.
The application of the IWLS algorithm in the Poisson case with overdis-
persion can cause problems in data sets with a large number of observations,
because inversions of large matrices are needed. However, in our predictive
crossvalidation approach it is only applied for one individual in the data set at
a time, so this should not be problematic. Note that an alternative algorithm
based on building blocks of correlated parameters is provided ([16]), which can
be used for larger data sets if needed.
An alternative approach to modelling overdispersion would be to replace the
Poisson with a negative binomial model. Unfortunately, adapting the Bayesian
IWLS algorithm to this setting would be difficult. Moreover, it is not clear
how the overdispersion parameter of the negative binomial distribution could be
estimated in a mixed model setting. In contrast, our proposed method makes use
of normal random effects so that the model can always be fitted using existing
software.
All proper scoring rules used in this paper are calculated for one observation
and the respective univariate predictive distribution only. Multivariate versions
of several proper scores that can be calculated for a whole set of observations
and their multivariate predictive distribution are presented ([19]). This could
theoretically be used to conduct K-fold crossvalidation as mentioned at the
beginning of Section 4, which would be much more time-consuming than our
approach, but might be desired in certain situations.
Concerning the calculation of the predictive density for obtaining the LS
for a mixed Poisson model, the approximation of the log-normal distribution
via a gamma distribution can be realized in different ways. The matching of
moments which we have applied could be problematic for certain forms of the
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respective distributions. As a possible alternative, we have tried minimizing the
Kullback-Leibler distance between the two distributions, but this is much more
time-consuming and often not applicable due to numerical problems. For this
reason, it is advisable to calculate both the LS and the DSS in the case of a
mixed Poisson model and see if the results are comparable.
In comparison with other possible approaches to model choice in generalized
linear mixed models, our method has two decisive advantages: First, it can take
into account overdispersion, which proves very useful in routine applications.
Second, other approaches involve the multiplication and inversion of large ma-
trices. This is not a problem in small data sets, but as soon as the data set gets
large, the necessary calculations take considerable time or may not be possible
at all.
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