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Re´sume´ – Dans le cadre de la se´paration aveugle de sources, le proble`me requiert la de´finition d’une mesure de de´pendance permettant de
de´cider si des variables sont mutuellement inde´pendantes ou non. Jusqu’a` pre´sent, beaucoup de me´thodes ont e´te´ de´veloppe´es en utilisant
l’information mutuelle. Ici, nous proposons de construire une me´thode base´e sur une mesure de de´pendance quadratique. Apre`s avoir de´fini cette
mesure, nous proposerons une estimation et la minimisation sera effectue´e par une me´thode de descente de gradient. Enfin nous illustrerons nos
re´sultats en appliquant cette me´thode dans le cas de me´langes post non line´aires.
Abstract – The problem of blind source separation requires the use of a dependence measure, which allows to decide whether the variables
are mutually independent or not. Many developped methods are based on the use of mutual information. Here, we propose to construct a new
method based on a quadratic dependence measure. After defining this measure, we will estimate it and minimize it through a gradient descent
method. Finally, we will illustrate our results by applying the method in the case of post non linear mixtures.
1 Introduction
Durant ces dernie`res anne´es, le proble`me de se´paration
aveugle de sources a suscite´ l’inte´reˆt de diverses commu-
naute´s de scientifiques, tant au niveau the´orique, sur l’iden-
tifiabilite´ des me´langes [5] que au niveau algorithmique avec
le de´veloppement de diverses me´thodes concernant essentielle-
ment le cas de me´langes line´aires instantane´s [4], [3]. L’objectif
de ces me´thodes peut-eˆtre re´sume´ comme suit:
On dispose d’observations X1, . . . , XK provenant d’un
me´lange de sources S1, . . . , SK inde´pendantes:
X = (X1, . . . , XK)T = f(S) 1
ou` S = (S1, . . . , SK)T et f est une transformation inver-
sible.
Le proble`me consiste donc a` chercher une application g telle
que Y = (Y1, Y2, . . . , YK)T = g(X)
soit une estimation des sources.
Naturellement, comme l’ont fait remarquer de nombreux au-
teurs, il est indispensable de restreindre le type de me´lange afin
de pouvoir reconstituer les sources avec des inde´terminations
acceptables. De plus, si aucune hypothe`se supple´mentaire ne
peut-eˆtre faite en ce qui concerne, par exemple, la densite´ des
sources ou la non stationnarite´ des signaux, la seule hypothe`se
exploitable concerne l’inde´pendance des sources. C’est pour-
quoi, de nombreuses me´thodes de´ja` construites sont base´es
sur la de´finition d’une mesure de de´pendance, par exemple
l’information mutuelle, qui permet d’entie`rement caracte´riser
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1. xT de´signe la transpose´e du vecteur x
l’inde´pendance mutuelle de signaux. En effet, les me´thodes
base´es sur le maximum de vraisemblance, [4], le principe
d’Infomax, [3], ou bien les me´thodes utilisant les statisques
d’ordre supe´rieur pour l’approximation de la negentropie, [5],
[8], peuvent eˆtre relie´es a` l’information mutuelle. Actuelle-
ment, dans le cadre de me´langes non line´aires, les me´thodes
base´es sur l’utilisation de l’information mutuelle sont assez
complique´es a` mettre en place a` cause de la difficulte´ due a` l’es-
timation de l’information mutuelle utilise´e comme mesure de
de´pendance. Il est donc inte´ressant de proposer d’autres alter-
natives de mesure de de´pendance. Murata [10], Eriksson et. al.
[6] ont de´veloppe´ une mesure de de´pendance utilisant les fonc-
tions caracte´ristiques, Bach et Jordan [2] utilisent une me´thode
base´e sur la corre´lation non line´aire calcule´e a` partir de noyaux.
Dans un premier temps, nous nous attacherons a` de´finir la
mesure de de´pendance quadratique utilise´e pour la suite et a`
de´tailler certaines proprie´te´s. Dans un deuxie`me temps, la me-
sure de de´pendance quadratique sera applique´e au proble`me de
se´paration aveugle de sources dans le cadre de me´langes post
non line´aires. Enfin, nous illustrerons notre me´thode par une
simulation.
2 De´finition de la mesure de
de´pendance quadratique
Rappelons que l’inde´pendance mutuelle de variables
ale´atoires peut-eˆtre caracte´rise´e de plusieurs manie`res. Ro-
senblatt [11] a construit un test d’inde´pendance base´ sur la
comparaison entre la densite´ conjointe et le produit des den-
site´s marginales en prenant la norme L2 de la diffe´rence
de ces deux quantite´s. L’information mutuelle est construite
en prenant la distance de Kullback-Leibler entre la densite´
conjointe et le produit des densite´s marginales. Nous propo-
sons d’utiliser ici une mesure de de´pendance comparant la
fonction caracte´ristique conjointe et le produit des fonctions
caracte´ristiques marginales via la norme L2 ponde´re´e par une
fonction de poids.
De´ja` utilise´e par Feuerverger [7] dans le cadre de me´thodes
de test d’inde´pendance, cette mesure de de´pendance a aussi e´te´
e´tudie´e par Kankainen [9] dont la de´finition est la suivante:
De´finition 2.1 Pour toutes variables ale´atoires re´elles,
T1, . . . , TK , (on note T = (T1, . . . , TK)T le vecteur ale´atoire
associe´, et t = (t1, . . . , tK)T )
D(T1, . . . , TK) =
∫
|ψT(t)−
K∏
k=1
ψTk(tk)|2h(t)dt
ou` h est une fonction de RN dans R inte´grable, ψT
est la fonction caracte´ristique associe´e a` T, c’est a` dire,
ψT(t1, . . . , tK) = E[exp (i
∑K
k=1 tkTk)] et pour tout k, 1 ≤
k ≤ K, ψTk(tk) = E[exp itkTk].
Afin que cette mesure D permette de caracte´riser
l’inde´pendance mutuelle de variables ale´atoires, c’est a` dire
que D(T1, . . . , TK) = 0 si et seulement si T1, . . . , TK sont
inde´pendantes, comme le note Kankainen [9], il est indispen-
sable de faire des hypothe`ses sur la fonction h. En fait on peut
distinguer deux classes de fonctions h qui entraıˆnent cette pro-
prie´te´:
– soit on suppose h non nulle presque partout et positive,
– soit, si la fonction caracte´ristique conjointe est analy-
tique, on suppose h nulle sauf sur un voisinage de 0 ou`
celle-ci est positive.
Sous ces conditions, il est montre´ dans [9] que la mesure D est
bien une mesure de de´pendance.
En partant de ces constatations, nous de´finissons h par,
g(t1, . . . , tK) =
K∏
k=1
∣∣∣√σTkψK(σTktk)√
2pi
∣∣∣2
ou` K est de carre´ inte´grable tel que sa tranforme´e de Fourier
soit non nulle presque partout.
Par application de la formule de Parseval, on en de´duit
une nouvelle e´criture pour D que l’on appellera la mesure de
de´pendance quadratique, note´e Q.
De´finition 2.2 Soit K un noyau de carre´ inte´grable tel que
sa transforme´e de Fourier soit diffe´rente de ze´ro presque
partout. On de´finit alors la mesure de de´pendance quadra-
tique de K variables ale´atoires T1, . . . , TK telle que T =
(T1, T2, . . . , TK)T .
Q(T1, . . . , TK) =
1
2
∫
DT(t1, . . . , tK)2dt1 . . . dtK ,
ou` pour tous t1, . . . , tK re´els,
DT(t1, . . . , tK) =
E
[
K∏
k=1
K
(
tk − Tk
σTk
)]
−
K∏
k=1
E
[
K
(
tk − Tk
σTk
)]
et σTk est un coefficient de facteur d’e´chelle, c’est a` dire une
fonction positive de´pendant seulement de la loi des Tk tel que
σλTi = |λ|σTi , pour toute constante re´elle λ.
Cette de´finition de la mesure de de´pendance quadratique
fait apparıˆtre certaines proprie´te´s importantes. Il est clair que,
d’apre`s ce qui pre´ce`de, la mesure de de´pendance quadra-
tique permet aussi de caracte´riser l’inde´pendance de variables
ale´atoires dans le sens ou`, Q(T1, . . . , TK) = 0 si et seulement
si, T1, . . . , TK sont inde´pendantes.
De plus, elle est invariante par translation et par changement
d’e´chelle. D’autres proprie´te´s sont de´taille´es dans [1].
Afin d’utiliser la mesure de de´pendance quadratique Q pour
re´soudre le proble`me de se´paration aveugle de sources, il est
indispensable de pouvoir en donner une estimation. Pre´sentons
alors maintenant une nouvelle e´criture de Q. En effet, on ob-
serve qu’en de´veloppant l’expression au carre´ sous l’inte´grale,
on a besoin d’e´valuer la convolution de K par la fonction
syme´trique associe´e (u 7→ K(−u)).
De´finissons alors un nouveau noyau,
K2(u) =
∫
K(u+ v)K(v)dv
On en de´duit alors l’expression suivante de Q(T1, . . . , TK) =
1
2
{
E[piT(T)] +
K∏
k=1
E[piTk(Tk)]− 2E
[
K∏
k=1
piTk(Tk)
]}
ou`
piT(t) = E
[
K∏
k=1
K2
(
tk − Tk
σTk
)]
piTk(tk) = E
[
K2
(
tk − Tk
σTk
)]
D’apre`s les proprie´te´s ve´rifie´es par K en ce qui concerne
l’existence de Q et ses proprie´te´s, il est suffisant de choisir K2
pair, tel que sa transforme´e de Fourier soit sommable, et non
nulle presque partout.
Nous avons alors a` notre disposition une collection de mesures
de de´pendance de´pendant du choix du noyau. De plus, on note
que contrairement a` l’estimation de la densite´, le noyau n’est
pas restreint aux noyaux ade´quats a` l’estimation de densite´.
Par contre, ces diffe´rents choix affectent les performances des
diffe´rentes me´thodes imple´mente´es, ceux-ci doivent donc eˆtre
choisis de manie`re ad hoc.
3 Se´paration aveugle de sources via la
mesure de de´pendance quadratique
Comme nous l’avons e´voque´ dans l’introduction, il est indis-
pensable de restreindre le type de me´lange afin de pouvoir iden-
tifier les sources, a` partir de la seule hypothe`se d’inde´pendance
de celles-ci et avec le moins d’inde´terminations possibles. Dans
la suite de notre travail, nous avons alors conside´re´ une classe
de me´langes non line´aires, les me´langes post non line´aires.
Introduits par Taleb et Jutten, puis repris par Babaie-Zadeh
et. al., cette classe de me´langes permet de mode´liser certains
me´langes non line´aires tout en gardant les proprie´te´s d’identi-
fiabilite´ des sources a` un facteur d’e´chelle pre`s et a` une per-
mutation pre`s. Rappelons maintenant comment sont de´finis ces
me´langes. On noteX = (X1, . . . , XK) le vecteur des observa-
tions, et S = (S1, . . . , SK) le vecteur des sources, alors,
X =
 f1(
∑K
k=1A1kSk)
.
.
.
fK(
∑K
k=1AKkSk)

ou` Aik sont les e´le´ments de la matrice inversible A et
f1, . . . , fK sont des fonctions monotones.
Dans ce cadre-la`, on recherche un syste`me de se´paration
de´fini comme ci-dessous, de telle sorte que les composantes
Yk de Y soient le plus inde´pendantes possibles dans le sens de
la mesure de de´pendance quadratique,
Y =

∑K
k=1B1kgk(Xk)
.
.
.∑K
k=1BKkgk(Xk)

ou` Bik repre´sentent les e´le´ments de la matrice inversible B et
g1, . . . , gK sont des fonctions monotones.
D’apre`s la de´finition de la mesure de de´pendance quadra-
tique, on remarque que celle-ci ne peut pas eˆtre e´value´e di-
rectement. En effet, elle de´pend de la distribution des obser-
vations qui est inconnue. Il est donc indispensable d’envisa-
ger l’estimation de la mesure de de´pendance quadratique. Ceci
nous permettra ensuite de proposer une me´thode d’optimisa-
tion conduisant a` la solution du proble`me.
Dans la suite, pour 1 ≤ k ≤ K, l’e´chantillon associe´ a` la
composante Xk du vecteur des observations sera note´ Xk(n)
pour n = 1, . . . , N ou` N de´signe la taille de l’e´chantillon. De
meˆme, l’e´chantillon correspondant a` la composante Yk de Y
sera note´ Yk(n) pour n = 1, . . . , N .
3.1 Estimation de Q
D’apre`s la de´finition de Q, son estimation ne´cessite seule-
ment l’utilisation de la moyenne empirique, ÊΦ(X) =∑N
n=1 Φ(X(n))/N , ou` Φ est une fonction quelconque des
donne´es.
Une estimation de Q sera alors: Q̂(Y1, . . . , YK) =
1
2
{
ÊpiY(Y) +
K∏
k=1
ÊpiYk(Yk)− 2Ê
K∏
k=1
piYk(Yk)
}
ou`
piY(y) =
1
N
N∑
n=1
K∏
i=1
K2
(
yi − Yi(n)
σ̂Yi
)
piYk(yk) =
1
N
N∑
n=1
K2
(
yk − Yk(n)
σ̂Yk
)
.
D’apre`s les contraintes impose´es sur K2, le choix de ce der-
nier doit se limiter a` des noyaux K2 pair, de transforme´e de
Fourier inte´grable et diffe´rente de ze´ro presque partout. Voici
trois exemples de noyaux utilise´s,
1. Le noyau Gaussien :
K2(x) = e−x2 , ψK2(t) =
√
pie−t
2/4
2. Le noyau de Cauchy carre´:
K2(x) = 1/(1 + x2)2, ψK2(t) = pi(|t|+ 1)e−|t|
3. L’oppose´ de la de´rive´e seconde du noyau de Cauchy
carre´ : K2(x) = −(20x2 − 4)/(1 + x2)4,
ψK2(t) = 4t
2pi3(|t|+ 1)e−|t|.
3.2 Gradient du crite`re empirique
Ici, nous choisissons de nous limiter au cas des me´langes
post non line´aires pour le de´veloppement des calculs du gra-
dient. Cependant, dans [1], les calculs sont de´taille´s dans un
cadre ge´ne´ral identique a` celui donne´ en introduction.
Dans la suite, nous allons de´tailler plus particulie`rement une
me´thode semi-parame´trique consistant en l’approximation des
transformations non line´aires par des fonctions line´aires par
morceaux. Puis nous expliciterons une me´thode utilisant une
approximation des transformations non line´aires base´e sur les
fonctions quantiles. Pour plus de de´tail sur une me´thode non
parame´trique, on peut consulter [1]. Dans la suite, on note
Ĝk, la k-ie`me composante du gradient relatif de la mesure de
de´pendance quadratique. Son expression e´tant assez complexe,
nous renvoyons a` [1] pour le de´tail de celle-ci.
De plus, on note Zk(n) = gk(Xk(n)) pour tout k =
1, . . . ,K et n = 1, . . . , N . Alors, Yk(n) =
∑K
i=1BkiZi(n).
On note aussi, Zj(1 : N) ≤ . . . ≤ Zj(N : N) les statistiques
d’ordre associe´es a` l’e´chantillon de Zj .
Dans le cas semi-parame´trique ou parame´trique avec la fonc-
tion quantile, le gradient relatif s’e´crit, pour  une petite varia-
tion de B et δ1, . . . , δK des petites variations de g1, . . . , gK
respectivement:
(ε, δ1, . . . , δK) →
∑
1≤j 6=k≤K
(Γ̂kj − Γ̂kkΣ̂kj/Σ̂kk)εkj
+
1
N
N∑
n=2
{
N∑
m=n
K∑
k=1
Ĝ∗k(Y(oj,m))Bkj
}
g˜j,θj (n)
ou` Γ̂kj = Ê[Ĝk(Y)Yj ], Σ̂kj = Ê[(Yk− Ê(Yk))(Yj− Ê(Yj))]
et Ĝ∗k(y) = Ĝk(y) − (Γ̂kk/Σ̂kk)(yk − Ê(Yk)). De plus,
g˜j,θj (n) = δj(Zj(n : N)) − δj(Zj(n − 1 : N)) avec
δj = g˙j,θj := g
′
j,θj
◦ g−1j,θj , g′j,θj le gradient de gj,θj par rap-
port a` θj .
3.2.1 Me´thode semi-parame´trique
Cette me´thode consiste simplement a` approcher les transfor-
mations non line´aires par des fonctions line´aires par morceaux.
C’est a` dire que, par rapport aux notations pre´ce´dentes, le vec-
teur θk des parame`tres correspondant a` la fonction gk de´signe
les coefficients directeurs de chaque morceau de droite. En ef-
fet, le fait de rajouter une constante a` chaque fonction gk ne mo-
difie pas la mesure de de´pendance quadratique. Cette dernie`re
ne de´pend donc que des de´rive´es g′k des transformations non
line´aires. En parame´trant les de´rive´es g′k par des fonctions tre`s
simples, constantes par morceaux, ceci revient a` approcher les
transformations gk par des fonctions line´aires par morceaux.
Cette me´thode permet d’obtenir une approximation des fonc-
tions gk assez facile a` mettre en place et de diminuer le nombre
de degre´ de liberte´ du proble`me par rapport au cas non pa-
rame´trique.
3.2.2 Me´thode parame´trique par la fonction quantile
De´taillons a` pre´sent cette nouvelle approche. Elle consiste
simplement a` faire la remarque suivante, dans le cadre d’un
me´lange post non line´aire, chaque transformation non line´aire
gk ve´rifie l’e´galite´ suivante, gk = QZk ◦ FXk ou` QZk est la
fonction quantile de Zk = gk(Xk), et FXk est la fonction de
re´partition de Xk. Pour les meˆmes raisons que pre´ce´demment,
il est inte´ressant de travailler avec seulement les de´rive´es de
QZk . En outre, les fonctions QZk ne sont pas borne´es et donc
difficilement parame´trisables. Pour toutes ces conside´rations,
la parame´trisation protera sur les fonctions appele´es densite´-
quantile, 1/Q′Zk = pZk ◦QZk .
D’apre`s l’e´criture du gradient ci-dessus, seules les quantite´s
zk,i = QZk((i − 0.5)/N) sont ne´cessaires. En revenant aux
notations utilise´es dans l’e´criture du gradient, on a
g˜j,θj (i) =
1
N(pk,i+1 − pk,i) log
(
pk,i+1
pk,i
)
, i = 1, . . . , N −1
ou`
pk,i =
M∑
j=1
s˜j
(
i− 0.5
N
)
θkj
et s˜1, . . . , s˜M est une base de B-splines d’ordre 2.
4 Re´sultats expe´rimentaux
Nous pre´sentons sur la figure 1, les re´sultats d’une simu-
lation de la me´thode parame´trique avec les fonctions quan-
tiles. Le me´lange est de´fini par, A =
(
1 0.6
0.7 1
)
et f1(x) =
f2(x) = tanh(4x) + 0.1x.
En pratique, nous utilisons aussi le re´sultat de Sole´ et. al.
[12], on applique une proce´dure de gaussianisation afin d’ob-
tenir une valeur initiale pour l’algorithme de descente du gra-
dient, ce qui augmente tre`s sensiblement la vitesse de conver-
gence.
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FIG. 1: Simulation
5 Conclusion
Utilisant une proprie´te´ d’inde´pendance base´e sur les fonc-
tions caracte´ristiques, nous avons de´veloppe´ une nouvelle
me´thode permettant de re´soudre le proble`me de se´paration de
sources. Il a e´te´ montre´ aussi comment envisager diffe´rentes
parame´trisations du mode`le de me´lange post non line´aire,
en particulier a` l’aide de fonctions quantiles. Pour finir, on
pre´sente le re´sultat d’une simulation. Les choix du noyau et
de la taille de feneˆtre e´tant tre`s importants, nous envisageons
d’e´tudier plus pre´cise´ment leur influence dans les algorithmes.
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