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Abstract 
Abstract 
Present day markets require manufacturing enterprises (MEs) to be designed and run in a flexibly 
structured yet optimised way. However, contemporary approaches to ME engineering do not 
enable this requirement to capture ME attributes such that suitable processes, resource systems 
and support services can be readily implemented and changed. 
This study has developed and prototyped a model-driven environment for the design, 
optimisation and control of MEs with an embedded capability to handle various types of change. 
This so called Enriched-Process Modelling (E-MPM) Environment can support the engineering 
of strategic, tactical and operational processes and comprises two parts: (I) an E-MPM Method 
that informs, structures, and guides modelling activities required at different stages of ME 
systems design and (2) an E-MPM Modelling Framework that specifies interconnections between 
modelling concepts necessary for the design and run time operation of ME systems. 
The E-MPM environment is centred on a development of the ClMOSA process modelling 
approach. Early study led to the development of simulation and workflow models, during which 
various ClMOSA shortcomings were observed, particularly in its support for aspects of ME 
dynamism. This raised a need for an enhanced modelling framework, to structure and support the 
creation and use of semantically enriched ME models. Thus a new modelling concept framework 
was developed that borrowed a number of concepts from CIMOSA, IEM, IDEF3 and PSL and 
coupled their use to that of a number of new concepts. All concepts were organised in a way 
analogous to aspects of human systems. To facilitate the creation and reuse of semantically rich 
ME models, the E-MPM process modelling approach was also developed. 
The applicability of the E-MPM environment was tested with respect to a number of case-study 
scenarios. This exploited capabilities ofa number of tools such as ilhinkTM, i-Flow®, Visio®, and 
Microsoft Excel®. Case study results demonstrated the effectiveness, persuasiveness and 
enrichment of concepts relative to ClMOSA. 
The research has generated new understandings, concepts and methods in the form of: 
• a structured model-driven approach to the design, optimisation and control of change capable 
manufacturing organisations; 
• an enriched modelling concept framework to capture requirements of static and dynamic 
aspects ofMEs. The concept framework has the capability to be extended; 
• an enriched and generic process modelling approach with capability to represent both static 
and dynamic aspects of an organisation; 
iv 
Abstract 
• example application scenarios, showing benefits in terms of lead-time and cost reductions 
and in terms of improved responsiveness of processes and resource systems. 
Keywords: Organisation Design, CIMOSA, Multi-Process Modelling, Domain Process, 
Business Process, Enterprise Activity, Static Model, Simulation Model, Workflow Model, 
Exceptions, Exception Handling, Process Modularisation, Coordination. 
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1. Model Driven Organisation Design 
1.1. Introduction 
Globalisation is a reality that all organisations, large or small, face today [Craig & Douglas, 
1997], [Nadler & Tushman, 1999], [Hammer & Champy, 2001], [NGM, 1997]. In the last decade 
this trend has opened a new era of business. The late 1990s and the start of this decade have seen 
a number of mergers and acquisitions [Jansson et ai, 1994], [Marks, 1997], [Salama et ai, 2003]. 
Global markets tend to reshape the scope, strategy and structures of present day organisations 
[Nadler & Tushman, 1999]. The political, social, cultural and technical diversification of markets 
requires organisations to treat each customer individually and be responsive [Hammer & 
Champy, 2001]. 
The challenges thus posed by globalisation on enterprises are to cater for "3Cs" i.e. change, 
customer and competition recognised by Hammer & Champy [2001] or "4Cs" i.e. change, 
complexity, competition and conscience recognised by Craig & Douglas [1997]. 
Rapid change pervades all aspects of working in a global organisation and the ability to respond 
to change has become a normal requirement. Change can arise for many reasons and for example 
can be initiated by technological, political or customer factors. Technological change can render 
obsolete products, processes and experience gained in regard to product and process 
development. In turn technological change can induce high pressures on organisations requiring 
significant investment and innovative thinking. Product lifecycles have shortened for various 
reasons and this has causal links with advancement in communications. When a new product 
concept is introduced in one segment of a global market (such as in one country) rapidly this 
change can impact on other market segments, and this places pressures on those organisations 
targeting impacted segments of markets [Craig & Douglas, 1997]. It is also difficult to develop 
business models, make assessments, and predict future status of an organisation because of 
present days' technological and political aspects that are increasing the pace of change. Thus 
patterns of change are seldom linear and cannot readily and accurately be predicted [Craig & 
Douglas, 1997]. Today predictable change is unlikely to drive a company out of business but 
unpredictable change is more likely to do so [Hammer & Champy, 2001]. 
In previous decades it was common for companies to sell their products based on best price. 
Today niche competitors' products are sold in different market segments on different bases. In 
one market products may be sold on the basis of price, in others on the basis of selection, quality, 
and/or service before, during and after the sale [Hammer & Champy, 2001]. Today a start-up 
company can enter a market with a product and potentially can capture a reasonable share of the 
market rendering already established companies to rethink their businesses. Technology can also 
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serve as a platform to market and sell products. For example one company may be concentrating 
on a sound network of sales offices in the market place, the other may be selling its products 
responsively through use of the internet. When new markets are opened up for global 
competition, companies have to compete with those who have previously captured a market 
[Craig & Douglas, 1997]. 
Today customers normally drive the business of a seller. Customers often tell sellers what they 
want and what they do not want. As they are more likely to have significant choice in global 
markets, customers can easily shift to another company if they are not satisfied. Commonly 
customers want to be treated individually and this negates the notion "the customer", and gives 
rise to the notion "this customer". Besides being treated individually customers require products 
of best value, price, quality, selection and service [Hammer & Champy, 2001]. 
Another prime issue described by [Craig & Douglas, 1997] concerns managing the complexity of 
international operations. Although technological advancements can be harnessed to enable 
management to co-ordinate and control operations on a geographical scale, the adoption ofthese 
advancements also adds to the complexity as management has to learn to use new tools and skills 
and to direct, co-ordinate and control diverse and distributed activities in value-chains. This 
added effort may require an organisation to accommodate layers of new personnel in the 
organisational structure with responsibility for global management. When entering into global 
markets, organisations need to enrich their functions at different steps in a value-chain with the 
concepts of global diversity, and interlinks among these functions need to be redefined. 
Moreover, as markets disperse, links with customers, suppliers and local headquarters have to be 
better defined. All such aspects of globalisation add to the complexity of systems and their 
organisation and the way operations are carried out. 
Global organisations also have to fulfil moral and social responsibilities besides providing goods. 
They have to produce products that are environmentally friendly and safe, and that should meet 
international standards. Customer education and well being also need to be considered by 
organisations [Craig & Douglas, 1997]. 
The "Cs" described above constitute new environments for businesses, and organisations that are 
designed to operate well in one environment may operate poorly in another [Hammer & Champy, 
2001], [Craig & Douglas, 1997], [Nadler & Tushman, 1999]. 
1.2. Next Generation Organisations 
To address challenges faced by present day organisations it is necessary to rethink the use of 
information systems, organisation structures, and resource deployment principles [Craig & 
Douglas, 1997]. Information systems shape the response of an organisation by providing linkages 
to the market place, customers, agents, and suppliers, and other organisations, by establishing 
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links within the organisation and by providing co-ordinating mechanisms. Organisation 
structures need to be adopted that enable responsiveness in dynamic environments. Hierarchical 
structures alone can no longer meet the present day market needs and a continuing trend is that 
vertical hierarchies are replaced by flatter coordination-extensive horizontal structures. Resources 
need to be deployed effectively and efficiently so that the various activities in value-chains can be 
operationalised to capture new markets and service existing markets efficiently and in a timely 
manner. 
In the near future organisations will have to be proficient in eight core competencies in order to 
cope with the challenges set by segmented and dynamic marketplaces [Nadler & Tushman, 
1999], namely: 
• Increase organisation clock speed; 
• Design structural divergence; 
• Promote organisational modularity; 
• Structure hybrid distribution channels; 
• Design metrical research and development; 
• Construct conflict management processes; 
• Organisational coherence; 
• Execute teams. 
To satisfy requirements of present day and projected future markets some industrial nations have 
initiated research and development programs like Next Generation Manufacturing (USA) [NGM, 
1997], Manufacturing - 2020 (UK) [www.foresight.gov.uk] and Intelligent Manufacturing 
Systems (Japan) [www.ims.org] in order to advance and align their manufacturing organisations 
to emerging needs and environments. Such programs are providing frameworks for actions to be 
taken by governments in liaison with industry, such that methodologies and planning guidelines 
can be generated for industry sectors so that their strategies and operations can be aligned with 
international markets. 
1.3. Need to Design Change Capable Organisation 
The Manufacturing - 2020 programme [www.foresight.gov.uk] analysed globalisation 
phenomenon and observed and recommended that tools need to be developed that enable real 
time modelling and decision-making within companies that can be shared with customers and 
suppliers in value chains. Similarly, agile, lean, and remote manufacturing philosophies, 
technologies and systems need to be developed to enhance the performance of manufacturing 
processes [Foresight Manufacturing - 2020,2000]. 
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Actions planned in Next Generation Manufacturing [NGM, 1997] include among others: 
• Development of next generation manufacturing models and assessment capabilities to assist 
companies in planning their evolution to the next generation. 
• Advancement in understanding of innovation and change management, to provide a basis for 
competitive advantage through "step function" improvements in productivity and 
responsiveness. 
• Enabling and promoting the pervasive use of modelling and simulation. 
• Developing intelligent processes and flexible manufacturing systems. 
Central to recommended actions in NGM, IMS and Manufacturing-2020 programmes is the 
concept of agility. Agility when embedded in organisational structures, information systems and 
resource deployment policies can help organisations survive, despite challenges posed by present 
day global markets (Figure-l.1). Agility requires building more understandable, controllable, 
predictable and reconfigurable manufacturing systems [Vernadat, 1999] which in turn can be 
achieved using enablers like enterprise engineering methods, reusable components, business 
process modelling and integration, integrating infrastructures and complex systems modelling 
workbenches to name a few [Vernadat, 1999], [Weston, 1998a]. 
Challenges posed by global markets 
pushing an organisation out of business 
~ 
, _____ ~_ Rp 
/' \\\ 
", \\\ 
: Present Day : 
------------~' rl ----------------i Organisation I 
.... ) 
\\\ ", 
', _________ J' 
Well designed organisational structure, 
information systems. and proper resource 
deployment approaches embedded along with 
the agility concept as an instrument for keeping 
~ 6. 'd ~ A (/ an organisation competitive in global markets 
<101> <101> ~-~-PV~ PV~ PV~ 
--~~~ -~~~ 
Figure-I.1: Present Day Organisations and Impacting Influences 
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Present day organisations cannot bounce back if they concentrate only on the current set of right 
products and services. This is because products have short life spans and soon they become 
obsolete in markets. Hence the long-term success of companies lies not only in their products but 
also in the processes they use to make products [Hammer & Champy, 2001], [Schael, 1998]. It is 
neither strategies nor management that solely can bring success to companies in a competitive 
and dynamic environment unless companies reengineer the way they carry out their basic 
operations. Reengineering basic operations does not mean automating them as "automating a 
mess yields an automated mess" [Hammer & Champy, 2001]. Rather it means defining and 
streamlining dependencies among different entities involved in an organisation and as needed 
subsequently to automate them. Hence one need of many present-day organisations is to be 
process-oriented. Agility requires organisations to be dynamic. A change coming from the 
environment affects business requirements of an organisation and diffuses through system design 
to operational levels of the organisation. Monfared [2000] presents a model of different types of 
change and describes 'top-down impacts' on manufacturing organisations and their supporting 
systems (Figure-I.2). 
Model of change Types of change, Manufacturing system design 
in Manufacturing Need to be procedure e.g. design of 
Organ· ations modelled Cell Control Systems 
What IS current position of the 1-----1 \---~I+_--------+l_o---------_./ ~~ ~ 
business? l! ::e ~ ~~:_~~~;~~~~':~o:? _______ rr B;;:i~;SS ~ j-_______________________________________ t 
What has changed In market? I::: Re- 1 Business Requirements .. ~ 
What is impact on our plan? ';; ~ "" (Change type \). System may need: Conceptual i' 
How new si~alion fits into j i Engineered Rcengmeermg Desi g. 
our capacity? V eo:: Business New model (BPR model) f-l 
What must be changed? /L ~ Replantmg the goals I: J 
w~a~~u~t~:r:~n~~u:~? ____ ~r \1-~e~~~~~a~~ ________________ ~~~!. __ _ 
] l!! I t f h Production (services) Gap in detailed design level 
Where the changes ] .ij mpac 0 c anges Requirements (Change ty'12) 
must be made? ~ g System may need -.. - ~- - - - - - - - -
What is the impact of .5 .! Technology Finance System resource reconfigurallon / i 
changes on different ~ Work Flow RedesIgning operatIonal detaIls 
departments? ~ New proccn model ~ 
How to reconfigurc YL Marketing ~Modlfical1ons In mfo Model -S 
r:s~:.ce!~------\-f \/~~1'!5~t~n~~~n~egra~l?.n!~~~ t i 
Implementation Change in Opmlional Delj: ~ ~ 
What new techniques 
need to be used? 
Are we doing as 
well as we can? 
System may need: T 
Technical Fle1l:ibility ~ ~ a 
New operational process ~ "8 0 Operation Evaluation Modifications in ~ ::E ~ 
'-----------___ --linfo.lystem, CC 
communication system 
inspection scales, etc. Operational System 
Figure-l.2: Model of change in a manufacturing organisatiou and its impacts on the system 
design [Source: Monfared, 2000 (Constructed from [Morris & Brandon, 1994] and 
[Monfared & Weston, 1997)). 
Monfared's model of change distinguishes four stages involved in formalising change in 
manufacturing organisations. In first stage a continuous assessment of the market place in which 
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a manufacturing organisation is operating is carried out and the strategy and plans of the 
organisation are judged against market requirements. If a change arises in the market it can affect 
the business of the organisation, and as needed the organisation should be able to change its 
strategy and plans to cater for this change. Market changes can be articulated at this first stage of 
formalising change. 
When a market change has occurred, a change in organisational plans and policies may be 
required. Implementing a change in organisational plans and policies requires an analysis of what 
actually has to be changed in the organisation in order to satisfY the needed revisions, e.g. 
capacities may need to be changed or new processes may have to be engineered. 
A consequence (causal effect) of a market change may therefore be a change in business 
requirements of an organisation. In turn a change in business requirements causes a needed 
change in resources, resource organisation and so forth. 
When needed business changes have been analysed there arises an opportunity to study the 
impact of such changes on organisational resources and how they need to be managed. This is 
likely to impact in the form of changes in technology, finance, workflows, marketing, personnel 
needs, etc. Resources may need to be reconfigured, new process models may need to be 
engineered and new ways of co-ordinating resources may need to be explored. Production 
(services) requirements may be related to propagated effects of different types of change. 
However, generally the causal impacts of change in complex organisations will by nature be 
complex and difficult to analyse rapidly and accurately. 
Changes in technical instructions will in general result in changes at the implementation level in 
an organisation i.e. new operational procedures will need to be designed, suitable levels of 
resource flexibility will need to be accommodated and communication among resources will 
need to be supported. This type of change may be considered to be change in operational details 
of systems. 
Monfared's model of formalising change in a manufacturing organisation highlights and 
classifies changes with respect to aspects of organisations i.e. change in market, change in 
resources, change in technical instructions, business requirements change, production (services) 
requirements change and change in operational details. High benefits can be achieved if 
necessary changes and their impacts are formally documented and articulated. The right hand 
side of Figure-1.2 shows those areas where change will impact on manufacturing system design. 
As illustrated the business requirements of an organisation can be linked to and articulated in 
terms of a conceptual model of systems. Whereas services requirements and operational details 
of a system will naturally be linked to detailed design and operation descriptions of these 
systems. 
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1.4. Problems with Organisation Design 
Often in today's organisations people may not know the purpose and causal impacts of the parts 
of the products they are realising, because they have no clear understanding about the complete 
value-chain. Restated this means they have limited understandings about what and how 
information flows among different elements of a value-chain and what importance this 
information bears in relation to the operations carried out at different steps in the value-chain 
[Mintzberg & Heyden, 1999]. Traditional organisational charts show names of managers of 
different sections. They do not detail processes, customers, procedures, people and other 
resources that are involved in producing a product. Today traditional organisational charts have 
become largely irrelevant [Mintzberg & Heyden, 1999]. As today's enterprises are extending and 
different steps in any value-chain are being carried out in different parts of the world, people are 
really struggling with understanding the processes involved in realising products, the role they 
play and how they must interact with other roles to realise quality products, in time, at the right 
place and at acceptable cost. Hence, there is a need to develop new approaches that can answer 
these kinds of questions by providing much improved organisational understandings. 
Secondly, it is observed that today's information systems should map onto the working of an 
organisation because if the working of an organisation is a mess, automating it will yield an 
automated mess. Often off-the-shelf information systems cannot satisfactorily support the overall 
working of an organisation because: (I) they impose an implicit (typically ill-defined) structure 
on the organisation rather than reinforcing a structure that is well matched to changing enterprise 
needs, (2) they will not be able to communicate/interact with each other properly if different off-
the-shelf systems (based on different architectural styles) are implemented in different parts of 
the organisation [Weston, 1999]. In order for systems to work together they must conform to a 
common architecture, and organisation design practice should define or refine such an 
architecture. Hence a true picture of the design and working of an organisation should specify 
requirements of the systems that will be built to support the working of the organisation. 
However, organisation design for most companies is neither a science nor an art; it is an 
oxymoron [Goold & Campbell, 2002]. Organisations are rarely built upon sound systematic, 
methodological and heuristic principles [Goold & Campbell, 2002], [Rechtin, 2000]. Even 
though organisations are typically the result of sound practical experiences, typically it is very 
difficult to operationaIise changes because of the settling time and learning time the organisation 
must pass through. This is a natural consequence of such "socio-technical systems" [Schael, 
1998]. Consequently, the structures that evolve often neither meet the goals and objectives of the 
design, nor have adequate information systems to support them. 
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1.5. Model Driven Organisation Design 
In last decade three disciplines for designing systems have been emphasised namely: systems 
engineering, axiomatic design and enterprise engineering. Many applications of these disciplines 
have been made in order to specifY requirements of supporting systems for present day 
organisations. For example see [Stevens et aI, 1997], [Hintersteiner, 1999], [Vemadat, 1996]. 
Distinctive differences between the application of these disciplines to systems design are as 
follows. 
1. Systems Engineering is generally favoured when designing a new system. 
2. Axiomatic Design is also considered to be most applicable to the design of new systems. 
However, relative to systems engineering it provides domain specific guides and constraints 
for system design using two general axioms and associated corollaries. 
3. Enterprise Engineering is considered to be equally applicable to the design of new systems as 
it is to changing and optimising the design of existing systems. It also provides guidelines for 
designing and generally provides domain specific axioms and guides for decomposition and 
integration in order to analyse complex, multidimensional systems. 
Enterprise engineering has been defined as the art of understanding, defining, specifYing, 
analysing and implementing business processes for the entire Iifecycle, so that the enterprise can 
achieve its objectives, be cost-effective and be more competitive in its market environment 
[Vemadat, 1996]. The basic idea is that enterprises are just like any other complex systems that 
can be engineered systematically [Bemus et aI, 1996 (Source: Bemus & Nemes, 1996)]. 
Enterprise engineering includes proven approaches to industrial engineering such as methods for 
business process definition, cost-based analysis, resource selection, manufacturing layout design, 
but adds techniques such as workflow management, information systems design and design of 
organisational structures to name a few [Vernadat, 1996]. 
Enterprise engineering can be split into enterprise modelling and enterprise integration where 
enterprise modelling is considered as a pre-requisite to or aids enterprise integration [Bemus et 
aI, 1996 (Source: Bemus & Nemes, 1996)], [Aguair & Weston, 1995). Enterprise modelling aims 
to provide a set of common languages to describe various aspects of the enterprise at different 
abstraction levels (e.g. business level, engineering level or operational level) and from different 
perspectives (e.g. function view, information view or organisation view) [Vemadat, 1996]. 
Workflow management systems are considered to be a promising technology to achieve 
objectives of enterprise engineering. Workflow management systems constitute a co-ordination 
technology that helps link resources of an enterprise and co-ordinates their actions by overlaying 
a process structure on them [Klein, 1996], [Pyke, J. (Source: Lawrance, 1996)]. Workflow 
management systems may also serve as a tool for enterprise engineering [Bupler, 1996]. A 
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workflow management system consists of two environments: (1) a process design environment 
(build time environment) where models of enterprises (consisting of activities, sequences, 
resources, etc) are defined and (2) an execution environment (or run time environment) where 
this process definition is enacted thereby linking modelled processes and real processes (Figure-
1.3) [Lawrance, 1996], [ButlerGroup, 2001], [Jablonski & Bussler, 1996]. The enactment of a 
process model should allow the assignment of activities to enterprise means (Le. human 
resources, applications and physical resources), co-ordinate these activities and facilitate 
communication and collaboration among them. However, the problem faced at the moment is 
poorly understood links among IT, human, and physical resources that take part in a process to 
achieve its objectives [Derks et aI, 2003). Distinguishing between workflow process models and 
business process models Bu~ler [1996) says that business process models are designed to 
understand and improve processes in an enterprise via 'high level' modelling. Whereas workflow 
process models aim at providing a way to execute processes in an enterprise at a 'lower level'. 
Business Process Analysis. 
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Figure-1.3: Workflow System Characteristics [Lawrance, 1996). 
A number of authors suggest that business process models should be developed using general and 
proven process modelling techniques and then specific aspects of these models should be pointed 
out that are important for execution. These aspects should then be mapped onto workflow models 
in order to enact them [Amberg, Derungs et aI, Koulopoulos, (Source: Lawrance, 1996)], 
[Jablonski & Bussler, 1996), [Bu~ler, 1996). 
Present day workflow management systems have largely been coordinating and supporting sales 
and finance functions of organisations. The application of workflow management systems in 
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engineering and production operation functions of an organisation requires much to be done such 
as developing a suitable generic enterprise modelling language [Dickerhof et aI, 1999], processes 
for designing reconfigurable manufacturing systems [Mertins et aI, 1997] and concurrent 
engineering [Derks et aI, 2003]. As enterprise modelling is considered to be a pre-requisite of 
enterprise integration on a large scale, workflow process modelling has been considered by the 
Workflow Management Coalition as a pre-requisite of workflow enactment. Envisaging 
enactable business process modelling takes us back to the broader discipline of enterprise 
modelling but with a workflow-perspective [Amberg, (Source: Lawrance, 1996)]. Looking at the 
enterprise modelling discipline it can be observed that "no complete enterprise modelling method 
currently exists and there is serious doubt that a complete modelling approach will ever exist" 
[Vernadat, 1996, p92]. For example one of the most comprehensive enterprise engineering 
architectures (the CIMOSA architecture) proposes the mechanistic capture of static aspects of 
enterprises and lacks various concepts and mechanisms needed to capture dynamic aspects of 
present day socio-technical organisations. Moreover, there is also a need to develop a generic 
semantically rich business process modelling language [Lin et aI, 2002], [Vernadat, 1999], 
[Dewhurst et aI, 2002]. 
1.6. Scope of Research 
Organisational 
Requirements 
Modelling 
Architectures, 
Languages, 
Techniques and 
Methods Modelling 
Tools 
This research work explores a number of 
problems associated with current industry 
requirements, modelling technology, 
organisation design and process execution. 
It assumes that there is a need for a process 
orientation when designing present day 
organisations and that modelling in support 
of organisation design and ena~tment can 
be key to satisrying that need. Hence, the 
overall aim of this research is to develop a 
model-based environment, which lends 
structure and support to organisation design 
and enactment. Naturally the scope of 
research needed to accomplish that aim 
encompasses: 
Tool 
Discrepancies 
New Modelling Concept Design 
Methodology. 
Framework, 
Techniques and Methods 
Figure-I.4: Scope of Research 
• Understanding the nature and role of processes in manufacturing organisations, 
• Process modelling within the broader context of enterprise modelling, 
• Process design and control requirements that arise when enterprises serve global markets 
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At the completion of this research the following main deliverables were expected: 
(I) a methodology including modelling stages, concepts and methods for capturing aspects of 
organisations, and techniques and tools that can be deployed to develop models of processes, 
(2) a modelling framework and modelling concepts that describes those aspects of an enterprise 
that need to be understood and captured when modelling processes. 
11 
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2. Literature Review 
2.1. Introduction 
The foregoing highlights problems faced by present-day complex manufacturing organisations 
and related trends and solutions being considered to address these problems. The description of 
the research scope highlighted important disciplinary areas in which further literature should be 
reviewed. Keeping this in mind the following sections describe some of the key literature on 
agility, enterprise engineering, (manufacturing) systems engineering, business process re-
engineering, workflow management systems and in these areas considering flexibility, exception 
handling, modularity, and modelling requirements. 
2.2. Agility 
Agility has been defmed within the context of Manufacturing Enterprises as follows: 
"Agility can be defmed as the ability to closely align enterprise systems to changing business 
needs in order to achieve competitive performance" [Vernadat, 1999]. 
"An agile enterprise uses market knowledge and virtual corporation to exploit profitable 
opportunities in a volatile market place" [Weston, 98b]. 
Although at first glance the agile manufacturing concept might seem revolutionary, according to 
Ross it is the natural evolutionary confluence of three business concepts, Flexible manufacturing, 
Integrated-product development and Strategic partnerships [Ross, 1994]. The goal of an agile 
manufacturer is to be able within acceptable time frames to present suitable specific solution to 
its customer needs rather than simply supplying products. A producer does this by learning what 
customer needs now and what they will need in some future time frame [Gunasekaran, 1998]. 
2.2.1. Agile Manufacturing 
Agile manufacturing organisations are characterised by their ability to affect flexible 
reconfigurations of resources, shorter cycle times and quick responses to immediate and 
temporary market opportunities. Information is the key factor in transcending physical barriers 
and importing enterprise-oriented agility and adaptiveness into organisations [Pant et al., 1994]. 
Besides being flexible and responsive agile manufacturing requires an adaptive capability to 
respond to future changes. Agility has two distinct elements: (I) development of internal 
capability, (2) ability to configure the company's assets (human and capital) to take advantage of 
future short-lived opportunities [Gunasekaran, 1998]. The development of internal capability 
requires acquiring sufficient technological and human resources within an organisation. Once the 
resources are available the organisation should also be able to organise these resources in flexible 
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structures so that they can be deployed and utilised efficiently. Gunasekaran also describes 
differences between tradition practices and current focus in manufacturing (see Table-2.1). 
Uniform I Standardised Highly variable I customised 
Self-contained Open-ended platform for upgrades I 
information Iservices 
Expected to have a longer market life Shorter market life 
Produced to forecast Produced to order 
Low on information content High information content 
Priced by manufacturing unit cost + margin Priced by customer perceived value 
Characterised by a specific market niche Characterised by multiple market niche. 
Table-2.1: Traditional versus current focus on manufacturing [Source: Gunasekaran, 
1998]. 
Marketing 
Design and production 
Organisation 
Management 
People 
.·.:·;\Strategles.forAgileManufacturing.! .•..• 
-,;." "'" " <"" , ,'" 
Individual customer - perceived value 
Rapidly producing variety of goods and services to customer order in 
arbitrary order quantities, a methodology that integrates suppliers 
relations, production processes, business processes, customer relations, 
and product's use and eventual disposal. 
Ability to synthesise new productive capabilities - facilities and skills 
regardless of their physical location. 
Leadership, motivation, support and trust. 
Knowledgeable, skilled, empowered and entrepreneurial total 
workforce. 
Table-2.2: Multiple facets of agility in manufacturing [Source: Gunasekaran, 1998]. 
Manufacturing agility concerns product development, manufacturing system development and 
production management. It must therefore be analysed from at least five interrelated angles 
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namely: market related imperatives, people related imperatives, business process related 
imperatives, technology related imperatives, and integration related imperatives [Vernadat, 
1999]. [Gunasekaran, 1998] identified five strategies for agile manufacturing (see Table-2.2). 
2.2.2. Enablers of Agility 
There lies a root problem in the fact that agile manufacture is synonymous with complexity and 
change [Weston, 1998b]. This raises the following requirements: 
• Need for a significant infonnation handling capacity that can cater for changing 
requirements. 
• Need for agile processes that satisfy complex and changing product and service realisation 
needs. It follows that nonnally (i) the planning, operation and co-ordination of multiple 
instances of the processes requires involvement of various groups of people who have 
different responsibilities and concerns, (ii) collectively the people involved require 
multidisciplinary understandings, knowledge and skills and affiliations and responsibilities 
that traverse traditional organisational boundaries. 
• Need to be able to develop and change processes, systems and resources on a continuing 
basis. 
The key enablers and a conceptual 
framework for the development of an agile 
manufacturing system are depicted in 
Figure-2.l [Gunasekaran, 1998]. The key 
issues have also been discussed in 
[Gunasekaran & Yusuf, 2002]. 
In a manufacturing enterprise, agility 
should cohesively be taken into account at 
least at the levels of: product design, 
manufacturing system design and control, 
and innovation management [Vernadat, 
1999]. 
Product Design 
Figure-2.1: A conceptual model to illustrate the 
concept and enablers of agile manufacturing 
[Source: Gunasekaran, 1998). 
Agile product design requires an ability to produce a variety of high quality products at low cost 
thereby realising cost effective product customisation. 
Besides the development of advanced CAD and CAE tools and methods, agile product design 
can be achieved through concurrently engineering products by integrating upstream and 
downstream activities related to product and process development. CE environments can be 
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significantly improved if advanced solutions are devised for enhanced integrated teams, 
cohesiveness of collective competencies, and knowledge and know-how capitalisation. 
Manufacturing System Design and Control 
Here agility requires building more understandable, controllable, and predictable manufacturing 
systems. The challenge is then to better understand the boundaries, roles and interactions between 
elements of the enterprise and their integration. This can be done in terms of enterprise 
engineering methods, reusable components and enterprise modelling and integration 
technologies. 
Innovation Management 
Innovation requires decision-making to be carried out in a manufacturing system by humans. 
However, efficient and timely innovation requires its management, which is not possible if the 
factors like performance indicators and drivers, competency management, and employee 
satisfaction are not properly mastered [Vemadat, 1999]. 
2.2.3. Agile Enterprise Systems 
[Weston, 1998a] argues that present 
day users of software systems 
require software which are 
developed through an 'open 
systems approach', i.e. one which is 
not bound artificially by (a) specific 
design or implementation 
constraints imposed by a given 
vendor solution, and its generalised 
view (or model) of what users 
=.c:::> 
---
\ 
/ / ..... -.-
, ~~~g 
\ 
Figure-2.2: Component technology based approach 
require or (b) by artificial [Source: Weston, 19983]. 
application and system boundaries 
which historically have been enforced by organisational units commonly deployed within 
companies. Despite improving the cohesiveness of companies and their resource utilisation under 
conditions of change, the operation of software systems should be flexibly and closely aligned to 
business process needs. In the solution domain Weston [1998a] mentions two approaches for 
software development coping with change. One is based on producing evolving software, the 
other by deploying an evolving architecture. Weston concentrates on the second approach and its 
manifestation in the field of study known as component technology. Figure-2.2 illustrates a 
component technology based approach that combines the use of three areas of technology, viz.: 
(i) distributed systems, (ii) enterprise modelling and (iii) reusable softtvare components. The 
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basis of this approach is to encode the evolving architecture within system models, which can be 
executed to organise and maintain the way in which reusable software components can 
interoperate to demonstrate the collective behaviours required. In this approach the components 
can (if required) be intelligent, evolving software provided that its behaviour fits within structural 
constraints encoded by an architectural model, although the architecture itself may also evolve. 
2.3. Enterprise Engineering 
"Enterprise engineering can be defined as the art of understanding, defming, specitying, 
analysing, and implementing business processes for the entire enterprise life cycle, so that the 
enterprise can achieve its objectives, be cost-effective, and be more competitive in its market 
environment" [Vemadat, 1996]. 
Enterprise engineering conceives and engineers enterprises as systems. It includes industrial 
engineering approaches & methods, and adds new techniques such as workflow management, 
information system design and analysis, dynamic resource allocation and management, or design 
of organisational structures. It is an interdisciplinary, large-scale effort carried out by co-
operating teams of users, designers, analysts and managers [Vemadat, 1996]. 
Enterprise modelling and enterprise integration are considered two compulsory parts of enterprise 
engineering. Enterprise modelling is perceived as a pre-requisite to enterprise integration. 
2.3.1. Enterprise Modelling 
"A model is a useful representation of some subject. It is an (more or less formal) abstraction of a 
reality (or universe of discourse) expressed in terms of some formalism (or langnage) defined by 
modelling constructs for the purpose of the user". Whereas, "a modelling construct (or simply 
construct) is primitive of a modelling language, the syntax and semantics of which must be 
precisely defined" [Vemadat, 1996]. 
An enterprise model reflects a consensual view and a roadmap for a group of people in an 
enterprise. There is no model that could reflect all aspects of an enterprise, however, several 
models can be generated that reflect different viewpoints of people in an enterprise to serve 
different purposes; such as behaviour modelling [Choi et aI, 2003], function & behaviour [Toh et 
al, 1999], human resource modelling [Weston et aI, 2001] and information modelling [Harding et 
al, 1999]. Building and combining all aspects of an enterprise within one model would be a 
complex, and not particularly useful pursuit. 
Fox & Gruninger [1998] view an enterprise model in two perspectives namely: design 
perspective and operation perspective. From a design perspective, an enterprise model should 
provide the language used to explicitly define an enterprise. The model should be changeable in 
terms of organisational structure, behaviour, and should be able to work under different possible 
16 
Chapter-2: Literature Review 
sets of constraints that impact on an enterprise. From an operation perspective, the enterprise 
must be able to represent what is planned, what might happen, and what has happened. It must 
supply the information and knowledge necessary to support the operations of the enterprise, 
whether they can be performed manually or by machine. 
Enterprise modelling covers the set of activities, methods, and tools related to developing 
enterprise models for various aspects of an enterprise. Enterprise modelling is defined as: 
"Enterprise modelling is the process of building models of whole or part of an enterprise (e.g. 
process models, data models, resource models, new ontologies, etc.) from knowledge about the 
enterprise, previous models, and/or reference models as well as domain ontologies and model 
representation languages" [Vernadat, 1996]. 
Gruninger, Pinto and Fox explain the development of a general theory for representation of 
enterprise knowledge in TOVE (TOronto Virtual Enterprise) project [Gruninger & Pinto, ~ 
and [Fox & Gruninger, 1998]. However, the need of a general enterprise model is still felt and 
efforts are being put to realise such a model [Dewhurst et aI, 2002], [Lin et aI, 2002]. It is worth 
noting that many possible enterprise modelling processes or methodologies can be defined 
depending on the desired modelling fmality, type of analysis or experience of users. For example 
see [Kim et aI, 2001] and [Monfared et aI, 2002]. 
2.3.2. Enterprise Modelling for 
Enterprise Integration 
Prior to the 1990s integration was mainly 
perceived as a problem of database system 
development and interconnection by means 
of complex networks and communications 
protocols. This was called 'integration of 
data and information'. It is now realised that 
integration is first of all a matter of business 
process co-ordination. 
Aguair and Weston [1995] present a model-
based approach to enterprise integration. 
Figure-2.3 illustrates how a model-based 
approach to enterprise integration can be 
structured by means of a hierarchy of 
software tools used to support life-cycle 
meta-phases. Here an enterprise is depicted Figure-2.3: Entity-relationship model of an 
from a design perspective with design integrated manufacturing enterprise Iifecycle 
[Source: Aguair & Weston, 1995). 
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function related to the various Iifecycle phases in a structured and model-driven manner. 
Essentially, the Iifecycle progresses onwards as the hierarchy is traversed downwards. Each layer 
in the enterprise hierarchy naturally corresponds to a phase in the Iifecycle. The activities of each 
layer are supported by a collection of integrated tool sets (i.e. workbenches), which collectively 
facilitate enterprise integration. Thereby, seeking means of effectively handling models of 
different scope, context and level of abstraction. 
2.3.3. Reference Architectures for Enterprise Modelling and Integration 
CIMOSA 
CIMOSA, the European Open System Architecture for CIM was developed by the AMICE 
Consortium during a series of ESPRIT Projects [AMICE, 1993]. CIMOSA aims to help 
companies manage change and integrate their facilities and operations to compete on price, 
quality and delivery time. It has been emphasised by Kotsiopoulos [1996], Kosanke [1997], and 
is considered by many authors to be the most comprehensive of current public domain EM 
approaches [Vernadat, 1996], [Monfared, 2000] and [Reithofer, 1997]. 
CIMOSA introduced a process-based approach to integrated enterprise modelling, ignoring 
organisational boundaries, as opposed to various function or activity-based approaches. But more 
importantly CIMOSA has introduced the idea of open system architectures for CIM. Here an 
enterprise is considered to compose vendor independent standardised CIM modules, described in 
term of their function, information, resource and organisational aspects, and designed according 
to a structured engineering approach that can then be plugged into a consistent, modular and 
evolutionary architecture for operational use [Vernadat, 1996]. Inherent in CIMOSA is an 
enterprise-modelling framework, an integrating infrastructure and a CIM system Iifecycle. It 
presents a model-based approach to design, operationalise and manage an enterprise. 
PERA 
The Purdue Enterprise Reference Architecture (PERA) is characterised by its layering structure. 
These layers together present a methodology for the design and operation of a business enterprise 
as a whole or in part. A comprehensive example of the use of PERA and its methodology is 
described in [Rathwell & Williams, 1996]. 
The PERA methodology covers various Iifecycle phases of an enterprise starting with 
identification of the business unit itself and its strategic role and objectives and ending with 
enterprise operation [Kosanke, 1996]. PERA does not provide its own modelling language 
however; other modelling tools and techniques can be used to support its concepts. PERA 
identifies three classes of entities in an enterprise namely: information, human, and organisation. 
Particular importance has been given to humans and their organisation. 
18 
Chapter-2: Literature Review 
ARIS 
ARlS stands for ARchitecture for integrated Infonnation Systems. It deals with business-oriented 
issues of enterprises (such as order processing, production planning and control, inventory 
control, etc.). The focus is essentially on software engineering and organisational aspects of 
integrated enterprise system design [Vemadat, 1996]. 
ARlS offers four views of an enterprise at three modelling levels. The three modelling levels are 
similar to CIMOSA i.e. generic, partial and particular. The four views include: 
The function view defmes a hierarchy of functions in tenns of structograms and program 
modules, and finally code of programs generated. The data view defmes semantic data models (in 
tenns of entity-relationship diagrams), which are translated into relational schemata before 
implementing them within physical database systems. The organisation view defmes the 
enterprise structure summarised by an organisation chart, the network topology, and the physical 
network implementation. The control view federates the architecture and is related to the three 
other views. This is where the business processes, also called activity chains, can be put together 
and implemented as logical sequences of program execution with relevant computer screens and 
distribution of data over the enterprise network. 
ARlS is composed of four levels of process optimisation, process management, workflow and 
application. The ARlS framework which is also called house of business engineering covers 
lifecyc1e phases from business process design to infonnation technology deployment. The 
architecture also bridges the gap between business process modelling and workflow driven 
applications, from business process reengineering to continuous process improvement [Scheer, 
1998]. 
2.3.4. Enterprise Modelling Approaches 
Some of the approaches for modelling an 
enterprise are mentioned below. 
SADT 
SADT (Structured Analysis and Design 
Technique) was originally developed as a 
method for detailed requirements definition 
when engineering software systems. However, 
later it became a methodology for problem 
analysis, requirements definition, and 
functional specification applicable to many 
application domains. SADT consists of two 
parts: 
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1. A box-and-arrow diagramming language for structured analysis, as shown in Figure-2.4 and 
2. An analysis and design technique 
The diagramming language is based on a simple graphical notation, called the structured analysis 
box. This has a dual nature; one is called actigram and is used to represent activities (in the case 
of a transfonnation). 
The other one is called datagram and is used to represent data (in the case of infonnation or 
documents analysis). The analysis is called the ICOM box because of its structure and stands for 
(I)nput - (C)ontrol- (O)utput - (M)echanism. 
Its limitations include incapability to specify discrete event dynamic systems because of inability 
to handle resource and control flows, and lack of semantic explanations. 
The IDEF Suit of Methods 
IDEF was an attempt to extend the SADT method to model CIM enterprises. Originally, the 
IDEF method comprised three non-integrated modelling techniques, namely: IDEFO for 
functional modelling; IDEFlx for infonnational modelling; and IDEF2 for dynamic modelling. 
IDEF has been extended with a number of methods of which the most noticeable are: IDEF3 for 
enterprise behaviour modelling, and IDEF4 for ontology definition. 
Among others some of the disadvantages of IDEF include: it produces static (non computer 
executable) models of systems; ill-defmed system behaviour, consists of non-integrated models 
and the same concepts need to be repeated in models, and this gives rise to poor consistency 
checking capability. 
CIMOSA 
In tenns of modelling, CIMOSA is 
supported by a set of modelling 
constructs. Constructs are defmed in 
tenns of object classes and elements 
(see Figure-2.5). Object classes have 
an object-oriented structure defined by 
the CIMOSA object class, which is the 
most generic class (or root). CIMOSA 
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object classes are organised into Figure-2.5: CIMOSA Modelling construct 
generic building blocks and building structure [Source: Vernadat, 1996). 
block types. Generic building blocks defme the set of basic primitives (or ge~eric classes) of the 
modelling language provided to users. Building block types are specialisations of generic 
building blocks, i.e. more specific subclasses of basic primitives using the property inheritance 
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principle as found in object-oriented languages [Vernadat, 1996]. CIMOSA provides principles 
and guidelines for modelling but does not provide a modelling language of its own and thus . 
leaves the selection of modelling language to the modeller. 
The IEM Approach 
IEM borrows the activity box concept from SADTIIDEFO [Vernadat, 1996]. However, in IEM 
inputs/outputs of this box are states of three kinds of object namely: product, order and resource. 
IEM defmes an activity chain (process) as a sequence of activities combined using concatenation 
operators that describe the control flow of processes. It can be applied to system requirements 
definition and design specification but does not provide an implementation description model. It 
can provide an executable model at the design specification level for simulation purposes 
[Mertins & Jochem, 1998]. The IEM approach taken is to use an object-oriented approach to 
model enterprise but to separate the enterprise model according to only two main views, function 
view and information view. 
2.3.5. Enterprise Integration 
Enterprise Integration (El) is concerned: to facilitate flows of information, data and control; to 
break down organisational boundaries; to connect necessary functions and heterogeneous 
functional entities; to improve communications, co-operation, and co-ordination among functions 
to enhance productivity, flexibility and reactivity (capacity for change management) [Vemadat, 
1996]. Enterprise integration involves organisational, management, technology, workforce issues 
thus requires a holistic, multidisciplinary approach to engineer an enterprise. 
Hansen [1991] gives five bases for integration that include: flow of resources to the right people 
at right time, delegation of power, communication, demarcation of boundaries and sharing of 
information. Integration can be either loose integration: when two systems merely exchange 
information without ensuring that they interpret this information in the same way or full 
integration: when (1) specifications of anyone of them are only known to the system itself and 
not by the other one, (2) the two systems both contribute to a common task and (3) the two 
systems share the same definition of each concept they exchange. 
El can take forms of: horizontal integration which is concerned with physical and logical 
integration of end to end business processes, from product demand to product shipment, 
regardless of the organisational boundaries; or vertical integration which is concerned with 
integration between the various management levels of the enterprise, which may be centred on 
decision-making integration [Weston, 1993]. El centres on intra-enterprise integration as well as 
inter-organisation integration. 
Levels ofIntegration 
Enterprise integration requires integration at three levels [Weston, 1998a], [Vernadat, 1996]: 
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Physical System Integration: essentially concerns systems communication, i.e. interconnection 
and data exchange by means of computer networks and communications protocols. 
Application Integration: concerns interoperability between applications run on heterogeneous 
platforms as well as access to common shared data by the various applications. Distributed 
processing environments, common services for the execution environment, application program 
interfaces (APIs) and standard data exchange formats are necessary at this level to build co-
operative systems. 
Business Integration: is concerned with integration at the enterprise level, such as business 
process co-ordination and knowledge sharing at the enterprise level. This requires good 
understandings about enterprise operations, rules, and structure in terms of functions, information 
systems, resources, applications, and organisational units. Use of some form of enterprise model 
and an integrating infrastructure are probably both mandatory pre-requisites of successful 
business integration. 
2.4. Systems Engineering 
The definition of 'system' depends upon 
one's view of the world. Frequently the word 
system is used synonymously with a product, 
where a product is an artefact built from 
integrating constituent 'parts'. An end 
product is mostly the focal point for an 
engineering proj ect, but user requirements 
are fulfilled if they are provided with full 
operational capability. This might involve a 
set of product(s), operational procedures, 
support processes, marketing material 
training, and disposal actions integrated in a 
working environment. The operational 
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environment may consist of a number of Figure-2.6: Development and Operational 
external systems such as cooperating or Systems [Source: Stevens et aI, 1998) 
competing systems with which product 
interacts and have to survive. Making an end product needs development support systems and 
perhaps a system to install or mass-produce the product [Steven et ai, 1998] (see Figure-2.6). 
Therefore, SE is: 
"An interdisciplinary, comprehensive approach to solving complex system problems and 
satisfying stakeholder requirements" [Lake, 1996] [Source: Martin, 1997]. 
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Where interdisciplinary means that systems engineering of complex systems requires individuals 
from a variety of engineering and non-engineering specialities and functional areas contributing 
skills and knowledge in an integrated manner to realise effective and efficient system. 
Systems Engineering (SE) is about creating effective solutions to problems and managing the 
technical complexity of resulting developments. From an outset, it is a creative activity centred 
on defining system requirements, and then concepts and details embedded into the product to be 
built. Then the emphasis switches again, to integration and verification, before delivering the 
system to the customer [Stevens et al, 1998]. Martin [1997] defmes SE as basically consisting of 
three elements: 
SE Management: plans, organises, controls and directs the technical development of a system or 
its products. 
Requirements & Architecture Defiuition: defines the technical requirements based on the 
stakeholder requirements, defines a structure (or an architecture) for the system components, and 
allocates these requirements to the components of this architecture. 
System Integration and Verification: integrates components of systems at each level of the 
architecture and verifies that the requirements for those components are met. 
SE entails an approach to the development of systems. A sequential approach is generally the 
simplest approach to systems development as given in Figure-2.7, [Stevens et aI, 1998]. It starts 
with user requirements and ends with delivery of complete operational capability. Thus it covers 
all Iifecycle stages ofthe systems development. 
Component Systems Acceptance 
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Figure 2.7: The sequentiallifecycIe for systems [Source: Stevens et aI, 1998] 
~ '~Ch8nge & 
feedback 
Figure-2.8 shows another view of the IifecycIe reorganised as a "V-diagram". This view entails a 
combined top-down and bottom-up approach to system development. The top down approach 
envisages a system as a whole that may be decomposed into manageable components. Individual 
components are developed using a systems engineering process and subsequently integrated 
together to realise a systems' solution. The bottom-up approach looks at the way systems' 
solution may need to be produced, utilised, maintained and supported. Evaluation and 
verification of each stage of system design against customer requirements in a top-down 
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approach, and each stage of system production and operation against system design are the key 
concepts that need to be embedded in systems engineering process. 
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Figure-2.8: The V-diagram form ofthe system Iifecycle [Source: Stevens et aI, 1998) 
The Systems Engineering follows a development process. As depicted in Figure-2.9, the process 
starts with identifying the need or 
customer requirements. Once the customer 
requirements have been identified, they 
are analysed in order to identify system's 
operational attributes. Once it is made 
certain that system is feasible, technical 
requirements are detennined and 
functional analysis is carried out. 
Functional analysis is followed by system 
design (concept design, detail design) and 
production. The process ends with 
successful operation, maintenance, and 
disposal at the end of its lifecycle. 
The sequential lifecyc1e demonstrates the 
fundamental concepts of processes and 
views. However, practical lifecyc1e is 
project specific because no fixed pattern is 
uniquely suited to develop all products. 
The resultant lifecyc1e is much more 
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Figure-2.9: The systems engineering process 
[Source: B1anchard, 1998). 
complicated. However, the elements of the sequentiallifecycle can be reused to build these more 
realistic development approaches [Stevens et aI, 1998]. 
24 
Chapter-2: Literature Review 
2.5. Axiomatic Design 
Axiomatic design theory and principles, or so called framework was presented by Professor Nam 
P. Suh in 1990. Axiomatic Design (AD) is an approach to systems development based on a 
number of axioms and corollaries that are considered usefully guide the development of efficient 
modular systems. The principles or axioms are used in a design process that consists of at least 
three activities namely: problem formulation, concept generation and concept evaluation & 
selection. 
The design process is a set of activities whereby designers develop means to achieve a set of 
objectives subject to constraints. The design process may create a new solution; better design an 
existing solution, or a combination of the two. A series of activities are performed by which the 
customers' perception of design task is transformed into a satisfactory output - the design object. 
The designer makes use of discipline specific information, available resources, and design tools 
and methods to accomplish this task. Axiomatic Design (AD) provides a general framework for 
system development, based on scientific foundation for design field, as it claims. AD gives a 
rationale of differentiating between good and bad design [Sub, 1990]. 
The design process starts with defining a set of Functional Requirements (FRs) from Customer 
Needs (CNs) as a first step, followed by creation of a tangible entity in the physical domain that 
satisfies the stated FRs with least resources. FRs are a minimum set of requirements that 
completely characterise the design objectives for a specific need. FRs are defined in solution-
neutral environment in terms of the functions to be achieved, not in term of particular solutions. 
DPs are defmed as the set of elements of the design object that have been chosen to satisfy the 
FRs. Once DPs have been selected means of producing them by choosing processes and setting 
process variables (PVs) are explored. 
Constraints can also exist on 'design tasks'. 'Constraints' are specifications of the characteristics 
that the design solution must possess to be acceptable to its customers and to the company 
designing it. The general axiomatic design process is shown in Figure-2.1 O. 
The fundamental concepts of axiomatic design are domains (including CRs, FRs, DPs, PVs), 
hierarchies, zigzagging, independence and information contents. Each of these concepts is a 
hypothesis or set of hypothesis within one of the knowledge areas of design theory. Statements I 
about 'domains' and 'hierarchies' are essentially hypothesis. The statements about 'zigzagging' 
and 'information' deal with the design process and the design object; and the statement about 
independence is a theory, which relates the two areas with the resource of time [Tate, 1999]. 
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Figure-2.10: Axiomatic design process [Source: Snh, 1990). 
The design process progresses from a system level to more detail levels. It progresses from 
systems to sub-systems to assemblies to parts to part features. This may be represented in term of 
design hierarchy. The decisions about the design object are structured in three of the domains in a 
hierarchical manner i.e. in functional, physical and process domains. The system design process 
as proposed by Sub [1990] is a sequential one however Tate [1999] has argued and proposed that 
decompositions of FRs and searching ofDPs is an integrated process. 
Domain mapping and hierarchies provide a structure for information about design decisions that 
have been made. The framing of design tasks in this way enables the identification of regularities 
in design decisions. 
Designers go through a process in which they zigzag between functional, physical, and process 
domains while designing a system. Thereby designers progress through problem formulation, 
synthesis and analysis of a system. Particularly at the conceptual design stage, design axioms 
provide criteria that can be used for analysis by the designer. AD provides two design axioms: 
Axiom-I: The Independence Axiom (maintain the independence of functional requirements) is a 
rationale for 'Modular Design'. 
Axiom-2: The Information Axiom (minimise the information content) is a rationale for reducing 
'Complexity' . 
The first of these axioms evaluates designs and renders them as uncoupled, decoupled and 
coupled designs; where I 
An uncoupled design; is one in which there is a one-to-one relationship between FRs and their 
corresponding DPs. If any FR is changed, the design can be changed by altering or adjusting the 
corresponding DP. 
A decoupled design; in which a design can be changed by changing DPs in a certain sequence, 
when FRs are changed. 
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A coupled design; corresponds to one in which the design cannot be altered by changing DPs to 
satisfy FRs, but new DPs have to be defmed. 
The second axiom can inform the designer that among all the designs that satisfy a particular set 
of FRs which design is the most suitable and has minimum information contents. 
2.6. Manufacturing Systems & Engineering 
2.6.1. Manufacturing Systems 
Manufacturing systems can be defmed with respect to their following three aspects [Hitomi, 
1996). 
Structure Aspects: Structurally a manufacturing system is a unified assemblage of hardware that 
includes production facilities, material handling equipment, workers and other supplementary 
devices as well as production information (methods, and technology). This definition captures 
static aspects of a system. 
Transformational Aspects: Based upon a transformational or functional definition of system, a 
manufacturing system may be defmed as a conversion process executed by production resources. 
This definition necessarily considers those processes that transform raw material into finished 
products, aiming at maximum productivity. 
Procedural Aspects: Based upon a procedural definition of a system this view of a 
manufacturing system is the operating procedure of production, which relates to the management 
system for manufacturing. This constitutes planning, implementation and control functions of a 
management system. 
[Chryssolonris, 1992) states that a manufacturing organisation can be considered to be a system 
(Figure-2.ll), which under operation passes through a number of stages where product design is 
the initial stage and the delivery of finished products to the market is the final output. 
Chryssolouris realised the need to decompose manufacturing systems into fragments in order to 
facilitate identification of multidisciplinary i.e. engineering, management issues allowing a 
"scientific" approach to be useful to solve problems. He divides manufacturing into 
manufacturing processes: that alter the form, shape and/or physical properties of a give~ 
material; manufacturing equipment: that are used to perform manufacturing processes; and 
manufacturing systems: that are the combinations of manufacturing equipment and humans 
bound by a common material and information flow. 
27 
Chapter-2: Literature Review 
Perfonnance 
t t t 
Production Production Production 
Production Control Equipment Processes 
~ Product Design 1-+ planning f- (Feedback, f- (Including ~ (Removal, (for production) (programming) Supervisory, Machine- Fonning, 
Adaptive tools) Consolidative) 
Optimisin.) 
t t f f 
. 
~ Needs (Product Reouirementsl (;OillN anti (".anah1Hti~ 
~ Creativity (Product Concepts) 
Figure-2.11: The System of Manufacturing [Source: Chryssolouris, 1992]. 
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Traditional study of production engineering was based on specialised and isolated segments. 
"Very rarely was a manufacturing system viewed from a system perspective as an integrated 
combination of processes, machine systems, people, organisational structure, information flows, 
control systems and computers, designed and operated in order properly to support a coherent 
manufacturing strategy" [Wu, 1992]. 
Manufacturing systems engineering is the unified and integrated paradigm to production! 
manufacturing studies [Hitomi, 1996]. It requires efficient and economical execution of 
production activities unifying material flows (production process system), information flows 
(production management system) and cost flows (production economic system). According to 
Hitomi the following six approaches exist and can be used to engineer different aspects of 
manufacturing systems: 
1. To clarify the concept of manufacturing systems and their basic functions and structures -
that is, the problem of designing the manufacturing systems, especially, the material flow 
(system engineering approach); 
2. To optimise manufacturing systems - that is, the problem of optimum decision-making f9r 
manufacturing (management science / operations research approach); 
3. To control manufacturing systems - that is, process control and the problem of automation of 
manufacturing - factory automation / computer integrated manufacturing (control 
engineering approach); 
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4. To process production information adequately for manufacturing systems within a strict time 
frame - that is, the problem of information flows for production management - management 
/ manufacturing information systems (information technology approach); 
5. To clarifY industrial/production economics for manufacturing - that is, the problem of cost 
flows in manufacturing / management (economics approach); 
6. To recognise the social aspects of manufacturing - that is, the problem of value flows as 
'manufacturing excellence' for future production perspectives (social science approach). 
2.7. (Re)Engineering Business Processes 
2.7.1. Business Process 
"A collection of activities that takes one or more kinds of input and creates an output that is of 
value for the customer" [Hammer & Champy, 1993]. 
A more precise defmition is given by [Davenport, 1993]: 
"A structured, measured set of activities designed to produce a specified output for a particular 
customer or market. It implies a strong emphasis on what. A process is thus a specific ordering of 
work activities across time and place, with a beginning, an end, and clearly identified inputs and 
outputs". 
Business process analysis reveals how workers interact with one another to bring about a better 
outcome for the customer. Mostly business processes entail a higher level perspective and are 
implemented in information processes which are in turn implemented in material processes. Once 
an organisation perceives its business in terms of business processes, it can usually explore ways 
in which they may redesign their business to yield further improvements. Moreover, business 
processes can be re-designed to take advantage of advances in information technology related to 
the field of computer supported co-operative work (CSCW) [Schael, 1998]. 
2.7.2. Business Process Reengineering (BPR) 
Business process re-engineering first redesigns business processes of an organisation and then 
adjusts the organisation and technology accordingly, aiming at dramatic improvement. 
I 
Using the term "process innovation" instead of business process re-engineering Davenport [1993] 
defmed it as: "Stepping back from a process to inquire as to its overall business objective, and 
then affecting creative and radical change to realise orders-of-magnitude improvements in the 
way that objective is accomplished". 
Davenport argued that radical changes are only necessary in some processes of the organisation 
while other processes should be improved on incremental and continuous basis. 
29 
Chapter-2: Literature Review 
BPR has often been reported to be a failure when concentration is only on implementation from a 
technology perspective. Human factors, business processes, technology, organisational structure, 
strategy are all key facets of BPR that need to be blended together in a harmonised way to bring 
about efficiency. Moreover, this blend must be able to change itself when required in today's 
rapidly changing environment [Schael, 1998]. 
2.7.3. The role of Technology 
Very commonly BPR projects have been followed by information technology implementation 
either because normally BPR models could only be put into practice with IT support or most 
BPR models were presented by IT vendors to sell their products. At the same time computer 
supported co-operative work (CSCW) has produced marketable products like groupware and 
workflow management systems which have been used extensively to support BPR [Schael, 
1998]. 
CSCW researchers and practitioners favour empowerment, self-control, process-management, 
group-related micro-organisations and functional integration in business process in forms that 
enable change. However, organisations need to concentrate on developing work and organisation 
design and then linkages between CSCW and organisation development should be defmed 
[Schael, 1998], [Hammer & Champy, 2001]. These authors state that the problem is not one of 
technology, but in coherence between the organisational model for the organisation and in 
particular the realities of processes, teams, and co-operation. 
Schael [1998] has particularly identified six problems that obstruct the achievement of benefits 
from re-engineering efforts: 
The first problem is concerned about the change of mentality while migrating from rational, 
functional organisations to natural, process-centred organisations. 
The second problem lies in the 'grouping of people' in a process. Little experience of group 
working in many sectors provides an insufficient knowledge to understand implications for 
professional and human resources rules that formalise organisations. 
The third problem lies in the capability of people associated with information systems to change 
their perspectives concerning technology. 
Vested interests in organisations can inhibit progress. As process working changes personnel 
systems, the meaning of career advancement and subsequently human resource rules and formal 
organisations need to be changed. 
The fifth point concerns the social dimension of business process re-engineering. The survival of 
re-engineered companies might be beneficial for some of the original employees and others may 
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become unemployed. Hence BPR and any other process-centred changes can be a threat for 
thousands of office workers. The result may be a socially unacceptable approach. 
The sixth point is that continuous change creates the problem of burnout of personnel who need 
to function at a higher pace and because of their designated responsibilities in process 
organisations. Without empowerment of people and the organisation any solution cannot be 
sustained long term. 
2.8. Workflow 
"The automation of a business process, in whole or part, during which documents, information or 
tasks are passed from one participant to another for action, according to a set of procedural rules" 
[Lawrance, 1997]. 
"Manage, measure and revise work-processes that span the efforts of multiple workers and 
applications (and possibly companies)" [Butlergroup, 1996]. 
An analysis of these defInitions reveals that workflow involves two perspectives; business 
processes and their automation. Workflow isa general term that is used to refer to a number of 
concepts associated with either the engineering of business processes or automating information 
process flows. The distinction between these perspectives is not always made and the term 
workflow may refer to either or both perspectives [Weston, 1999]. 
2.8.1. Workflows in Process-Centred Organizations 
A workflow, similar to steps in procedures, is a unit of work that is carried out repeatedly in an 
organisation. However, in contrast to procedures an important difference is that a workflow 
generates an output that is of some value to internal or external customers of an organisation and 
thus wins customer satisfaction. Thus workflows form processes that co-ordinate and control 
actions of people working in it, and facilitate and track movements of documents, information, 
and products. Workflows reflect recurrent organisation of work, but their organisational and 
co=unication patterns are based on both standard and ad-hoc actions taken by specifIc persons 
in order to fulfIl a particular condition of satisfaction requested by someone [Schael, 1998]. 
Workflows in process centred organisation can obtain a number of benefIts through achieving 
process efficiency and standardisation, process management, efficient delivery of tasks, efficibnt 
delivery of information resources to workers, and process design [Stark, 1997], [Butlergroup, 
1996]. 
2.8.2. Workflow Management & System 
The term workflow management is used to refer to technology supporting the reengineering of 
business and information process flows. It involves [Weston, 1999]: 
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• Defining and exploring workflows from a business point of view, i.e. evaluating only 
conceptual aspects of a process that are relevant to the business ... 
• Providing a flexible infrastructure that facilitates the fast redesign and re-implementation of 
process flows. 
Before looking at workflow management systems, it is necessary to understand the basic 
concepts that need to be addressed in workflow management. There are four basic concepts in 
workflow management [Stark, 1997], [Butlergroup, 1996]: 
Process logic: The rules a business process must follow. Such logic provides the backbone that 
mediates the flow of responsibility in a process from person to person and from task to task. It 
will defme which actions should be taken, by whom, under what circumstances, then provides 
run-time support for the flow of control between tasks and from one worker to another. 
Match-Making between People & Tasks: Workflow systems take responsibility for ensuring that 
the tasks that need to be done are matched up with the resources needed to perform them. When a 
task needs a person in order to be completed, the workflow system will support the necessary 
matching between people and tasks. 
Providing Information Resources for Task: Tasks may require both human and information 
resources. When these information resources are computer-based, the workflow system can make 
sure that the tasks that need to be done are matched up with the information resources that are 
needed to help complete the task. 
Process Management: Process management is a key concept in workflow systems. Workflow 
systems are considered to have strengths in controlling processes. However, workflow systems 
also hold out the promise of being able to help manage as well as control business processes. 
Proper business management means more than just process control. 
A workflow manage~ent system should support these concepts. The Workflow Management 
Coalition defmes a workflow management system as: 
"A system that defmes, creates and manages the execution of workflows through the use of 
software, running on one or more workflow engines, which is able to interpret the process 
definition, interact with workflow participants, and where required, invokes the use of IT t,ols 
and applications" [WfM:C, 1997]. 
Workflow management systems are classified as production workflows, administration 
workflows, collaborative workflows, and ad-hoc workflows, in which successively non-
determinism of the order of activities, and required flexibility in matching information and 
human resources to tasks increases [Weston, 1999], [Ultimus, 1998]. 
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Despite the fact that workflow management is a collection of methods, techniques, approaches 
and concepts needed to manage and control workflows, its purpose is to realise an adaptive and 
responsive enterprise. In principle a workflow management system (or workflow system) can 
provide a base to achieve this but as yet the use of such systems has only proven successful in 
some application domains characterising relatively stable and enduring processes. 
2.8.3. Workflow Management as a Technology for Enterprise Integration and 
Coordination 
Workflow management technology is considered by some authors to be technology for realising 
business process engineering, enterprise engineering and co-ordination [BuJ3ler, 1996], [Klein, 
1996], [Lawrance, 1997]. 
BuJ3ler [1996] argues that workflow management systems provide a promising technology that 
can realise enterprise integration by their capability to model intra-organisational and inter-
organisational business processes, and provide executing mechanisms to enforce, structure and 
co-ordinate the interworking of organisational entities. 
Klein [1996] discusses issues involved in facilitating collaboration and co-ordination among 
resources in an enterprise and informs that workflow management is a technology to resolve 
some ofthese issues. 
2.9. Exceptions 
The occurrence of exceptions is a fundamental part of organisational processes. In order for 
workflow systems to support process execution in the presence of exceptions, they must be able 
to support handling of these inconsistencies and adapt to change over time [Kammer et aI., 2000]. 
Exceptions impact a workflow model at varying levels of significance. Some exceptions cause 
only minor perturbations to the work process. Others may affect only the current running instance 
of the workflow. The most significant require the process itself to evolve to acco=odate 
changes that have occurred in the environment. Different classes of exceptions require different 
approaches to support their handling and recovery as well as evolutions within the workflow 
system [Kammer et al., 2000]. From this viewpoint the handling of exceptions requires first a 
capability to classify exceptions and then choose appropriate approaches for their handling. I 
An exception may be defined as: 
"The case that computer systems cannot process correctly without manual intervention" [Strong 
& Miller, 1995]. 
Ellis and Keddara [2000] define exception as a sUb:class of "change". They include: 
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" .... dynamic procedural change is referred to as process change. A process change has two 
facets; namely schema change and instance change. A schema change occurs when a process 
definition is modified. An instance change occurs when a process execution changes. For 
example, an exception represents a form of instance change; it occurs when a case deviates from 
its specification as the result of an enactment error (e.g. a constraints violation) or an unexpected 
situation (e.g. a workers strike)". 
These definitions treat exceptions more or less the same way; as something that system cannot 
process during enactment and the result is impaired performance or inefficiency. 
2.9.1. Perspectives on Sources of Exceptions 
Exceptions can arise from changes in resources, organisation structure, company policy, task 
reqnirements or task priority, incorrectly or tardily performed tasks, resource contentions 
between two or more distinct processes, unanticipated opportunities to merge or eliminate tasks, 
conflicts between actions taken in different process steps and so on, [Klein & Dellarocas, ~. 
This list highlight some of the sources of exceptions, however, many other sources may exist 
besides. In order to systematically handle exception any exceptions and their sources need to be 
classified. Strong & Miller [1995) classify sources of exceptions in different perspectives 
namely: Random Event Perspective, Error Perspective (Operation Errors, Design Errors, 
Dynamic Organisations), Political System Perspective, Total Quality Management Perspective, 
and Human - Computer System Perspective. 
From a viewpoint of handling exceptions, they can be classified as internal and external 
exceptions. Internal exceptions are those that arise from within a system. Most often they belong 
to some error-perspective. They need to be addressed for consistent and continual successful 
working of the system. External exceptions are those, which come from system surroundings and 
tend to impair performance or successful operation of the system. In order to address these 
exceptions two steps may be taken (1) damp exceptions at the system boundary so that they may 
affect a system least; (2) provide sufficient flexibility within a system to address them. 
Unplanned exceptions can be described not only in terms of how they impact the organisation but 
also how they impact the work model. Exceptions may be classified into three classes: 
Exceptions that can be tolerated by process or can be safely ignored because the systems c~ still 
produce satisfactory results can be referred to as noise. Some exceptions are relatively unique to 
a specific work instance or set of work instances yet still require changes to be made to the 
process for those instances. These are described as idiosyncratic. Finally, evolutionary exceptions 
require changes in the overarching workflow model (resulting from changes within 
organisational procedures, or from the introduction of a new technology) [Kammer et aI., 2000). 
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The type of exception impacts on the kind of support that should be provided by the underlying 
system. Depending on the classification, the needed functionality will vary. 
2.9.2. Exception Handling 
Strong and Miller [1995] give two perspectives for handling exceptions namely: TQM-
perspective and human-computer system perspective. These focus on the perspective of frequent 
exceptions ranging from understanding why exceptions are different or impossible to eliminate to 
why exceptions are a useful and important part of process capabilities. The TQM-perspective 
considers that causes of exceptions should be eliminated and understanding the causes of 
exceptions provides the basis for reducing or eliminating some exception types. While the 
human-computer perspective emphasises a need to efficiently detect and handle exceptions. As 
any TQM approach is based on quality assurance, it considers that any disturbance to the process 
should be removed from its root as it results into reduced product quality. Thus TQM approaches 
could make a process rigid over time. On the other hand human-computer system approaches can 
make a system flexible, by introducing humans as part of system, to handle exceptions. 
Many practitioners and researchers in workflow systems have provided approaches and methods 
for handling exceptions in such systems such as [Xu et aI, 2003], [Liu & Ong, 1999], [KIein & 
Dellarocas,~, and [Zhao, _Ca) & Cb)]. On one hand, organisational control requires detailed 
modelling of workflow processes and stringent procedural guidelines. On the other hand, 
dramatic organisational change and frequent exceptions demand system flexibility, [Zhao, 
_Ca)]. Existing and potential workflow support systems, allow various levels of flexibility. The 
framework given in Table-2.3 has five such levels of flexibility namely: rigid, flexible, adaptive, 
organic and chaotic. Each level of flexibility requires support of certain workflow capabilities as 
indicated in the second column of the table, [Zhao, _Ca)]. 
In addition Zhao focuses on two levels of flexibility: system adaptability and system versatility 
[Zhao, _Cb)]. Where system adaptability refers to the capability of the system to be modified 
quickly to cope with major changes in business processes with little or no interruption in on-
going processes, and system versatility refers to the capability of the system to allow flexible 
procedures to deal with exceptions in processes and procedures. 
2.10. Flexibility 
By reviewing and analysing a thorough work of Buzacott, Zalenovic, Garett, Slack, and 
Mandelbaum Weston [1999] defmes and classifies flexibility as: 
State Flexibility: Design Adequacy of manufacturing enterprise to do the range of' stuff in hand 
or planned. This class of flexibility is further divided into two sub.classes. 
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Rigid Workflow interoperability 
Flexible Exception Handling 
Adaptive Change management, process versioning 
Organic Partial ordering, emergent processes 
Chaotic Workspace and awareness support 
Table-2.3: Five levels of dynamiC workflow automation [Source: Zhao, _(b»). 
Programmability: The capability of an enterprise to make planned and anticipated changes 
quickly and effectively. 
Adaptability: Ability to cope with unpredictable requirements and disturbances. 
Action Flexibility: Ability to facilitate change rapidly and effectively, by means of design 
adequacy, to do 'new stuff or the same stuff markedly differently, or a lot more of the same 
stuff, in response to both the planned changes and to unplanned / uncertain / unpredictable 
requirements and environment changes. 
Harrison et al. [200 I] keeping in mind this analysis and experimental studies give a measurable 
definition of flexibility as 'change capability'. 
Change Capability 
The extended definition separates out three change capability classes and relates them to change 
scenario types in which they can most beneficially be applied as follows: 
Programmability: the ability to program system behaviour and/or composition so that a system 
can reach a range of well known states, thereby providing means of coping with change of a 
predictable nature. 
Reactivity: the ability to react to change of an unpredictable nature by modifYing system 
behaviour or composition. 
Pro-activity: the ability to prepare for modification of system behaviour or composition, sJch as 
by predicting and anticipating change requirements in uncertain environments. 
Narain et al [2000] list thirteen types of flexibility that range from machine, material, operation, 
through process, product, production, to labour and market flexibility, to name a few of them. 
Flexibility is a complex, multidimensional, and hard-to-capture concept. It is therefore becomes 
fundamental to find some variable for the classification, that is to say, the different logic for 
interpreting the various dimensions of flexibility [Sethi & Sethi, 1990]. Toni and Tonchia [1998] 
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fouud four different classification logic's, although 'often the taxonomies presented are the result 
of mixed logic namely: Horizontal or by Phases, Vertical or Hierarchical, Temporal, by the 
Object of Variation. 
2.10.1. Measure of Flexibility 
Harrison et al [2001] provide a measure of flexibility as 'change capability rate'. It is defined as 
the ability of a system to change at a given rate with a specified unit of engineering resource. 
This concept is a representation of Slack's 'time or cost of change' and Zalenovic's 'adaptation 
flexibility'. The authors assumed that 'change capability rate' would depend on: 
• 
• 
• 
The properties of modular building blocks from which systems are composed, 
The structure and mechanisms used to integrate the various parts of a system, 
The types of change processes and supporting technology that is available to modify 
composition and behaviour. 
2.11. Modularity 
In the late 1980's some extensive research on modular technology influenced the horizons of 
manufacturing engineering in Russia. Modular technology was taken as a hybrid approach 
centred on 'group technology', and 'standardisation'. At that time different researchers in Russia 
developed concepts and applied them on different aspects of manufacturing i.e. equipment, tools, 
processes, process planning. It can be observed that the works of Komashenko et al [1990] in 
machine systems, Sorokin et al [1989] in grouping workpieces, Ivanov and Smol'yannikov 
[1989], Rybal'chendo et al [1990] and Sorokin [1989] in the fields of 'Tool production and 
management', 'Modular technology processes', and 'Fixtures' are particularly distinguishable. 
2.11.1. Modularity - Defmition 
Technically a module is defined as: [Young, 1994][Source: Marshall, 1998] 
"A (sub)system that comprises a group of individual elements that form an independent, co-
operative, self-contained unit with one or more testable composite functions". 
This definition highlights that a module is: 
Independent: when performing its intrinsic functions and sub-functions, 
Co-operative: in performing extrinsic or overall functions of a system, 
Self-contained: in its physical architecture to perform intrinsic functions, 
Testable: for the functions it performs. 
Marshall [1998] defmes modularity as theory and process of module creation. 
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2_11.2_ Modularity - A Paradigm 
Modularity is a paradigm - this concept was developed by R.Marshall and P.G.Leaney in 
Loughborough University, UK. Modularity is typically used to rationalise variety through 
partitioning product functions. However modularity is more than just a design technique 
[Marshall et ai, 1999]. Marshall argues that modularity should be developed as a linking 
methodology supported by the total view of a system-level framework from product realisation, 
to provide an integrated structured product modularization process. Modularity needs support of 
a system level framework in order to manage its complexity and broad-ranging links and 
interactions. Modularisation cannot be viewed as an isolated process capable of being 
implemented without consideration of the organisation system in which it is to fit. 
The similar concept is forwarded by Rushton and Zakarian [2000]. Modular systems provide the 
ability to achieve product variety through the combination and standardisation of components. 
2.11.3. Approaches to Product Modularization 
Kusiak and Huang [1996] developed a methodology for detennining modular products taking 
into account cost and perfonnance issues. To interpret various types of modularity such as 
component-swapping, component sharing, and bus-modularity, a graphical representation of the 
product modularity is presented, while the module components of a product set are detennined by 
a heuristic approach. With the module components known, a rule-based fuzzy representation of 
module development process is represented, while the trade-off between performance and cost of 
modules is analysed by a fuzzy neural network approach. 
Pimrnler and Eppinger [1994] describe a methodology for the analysis of product design 
decompositions. Their technique is claimed to be useful for developing an understanding of 
'system engineering' needs that arise because of complex interactions between components of 
design. The method can potentially reduce the complexity of the product development process by 
reducing the need for difficult co-ordination across large development teams. The method 
involves three steps that include: decomposition of the system into elements, documentation of 
interactions between elements and clustering the elements into architectural and team chunks. 
2.11.4. Modular Design 
Most of the techniques developed to realise modular design are based on the formulation that 
firstly the needs and product functional requirements are established. The product is then 
decomposed based on its functional and physical characteristics. Next, a similarity index is 
introduced to measure the associativity between the basic components. Finally, a clustering 
technique is used to integrate the basic components into design modules based on their similarly 
index. The works of Salhieh and Kamrani [1999], Gu and Sosale [1997], Gu and Sosale [1999], 
Newcomb et al [1998] and Ericsson and Erixon [1999] are particularly relevant. 
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Rampersad [1996] distinguishes different types of inodules within a product system: modules 
which fulfil basic function; modules which fulfil a special or a supplementary function; modules 
which fulfil an adaptation function; modules which fulfil an assignment-related function. 
2.11.5. Lifecycle Modularity 
Gershenson et al [1999] presents a measure of relative modularity and a methodology to develop 
modules of products based on their lifecycle. Products and their accompanying processes 
modularised considering lifecycle issues support agile reaction to the changes. 
Life-cycle modularity is a relative property and distinguishes products based on higher or lower 
degree of modularity. A product with a higher degree of modularity either contains a larger 
percentage of components or sub-assemblies that are modular or contains components and 
subassemblies, which are, more modular. Those subassemblies, which are relatively more 
modular in nature are realised as modules. 
2.11.6. Modular Manufacturing 
Tsukune et al [1993] proposes a new concept of modular manufacturing to integrate intelligent 
and complex machines. Considering modularization to be indispensable he argues that future-
manufacturing systems will be configured from modules made from parts, products, information 
and manufacturing equipment, as well as design and operating activities. He envisages that the 
creation of such a manufacturing system will rely on construction and operating systems that will 
enable design and simulation in the virtual world, and production and control in the real world, in 
a unified approach. Hardware and software modules will be composed flexibly and hierarchically 
to fulfil specified tasks. 
Examples of application of modularity concepts in different aspects of manufacturing include: 
Assembly systems in [Hollingum, 1995] and [He & Kusiak, 1997], assembly automation in 
[Kochan, 1996], modular fixturing in [Stockton, 1998] and intelligent machining modules to 
CNC systems in [Aitintas et ai, 1996] and [Altintas & Munasinghe, 1996]. 
2.12. Modelling Tools and Techniques I 
A number of modelling tools and techniques were reviewed that were relevant to the enterprise 
engineering discipline and that had the potential to be used in this research work. They are briefly 
described below. 
IThinkTM [www.hps-inc.coml 
IThink is a simulation tool for modelling and analysis of systems and processes. It was developed 
by High Performance Systems, Inc. (HPS). IThink tool supports systems thinking approach, 
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which primarily focuses on how the things under consideration interact with each other and with 
other constituents of a system. Systems thinking uses a language called causal-loop diagrams to 
develop our mental models of systems. Thus IThink uses causal-loop concepts and allows 
developing mental models of systems. These models can be extended when more factors 
influencing systems are taken into consideration. The tool supports system decomposition 
principles to decompose systems into sub-systems, and process modelling to analyse dynamic 
behaviour of these systems. It has three-layered structure with specific model building blocks for 
each layer. It uses differential equations to produce dynamic behaviour. 
I-FIow® [www.i-flow.com] 
I-Flow is a web-based workflow management system developed by Fujitsu Corporation. I-Flow 
is a workflow engine that automates human and event driven business processes across 
enterprise. It is a distributed client-server tool that was desigued to manage co-ordination aspects 
of business processes, as well as run-time integration of distributed processes and systems. It 
provides a set of modelling constructs desigued to represent and enact representations of business 
process and activities, relationships linking activities, attributes of personnel assigued to 
activities, or in which process steps should take place and data needed for each step. 
CIM-Tool [www.rgcp.com] 
This tool was developed by RGCP (Rene' Gaches Consultant in Production), an independent 
consulting company operating for large-scale European companies, in the field of Computer 
Integrated Manufacturing. The ClM-Tool uses CimOsa/rg methodology, which was derived from 
ClMOSA by RGCP. The tool provides graphical representational formalism for processes, uses 
the ClMOSA decomposition principles, and provides a capability to develop information and 
functional activity models. 
UML TM [www.omg.com] 
Unified Modelling Language (UML) was first introduced in November 1997. Since then it has 
become the standard modelling language for software development [Eriksson & Penker, 2000]. 
UML is the successor of object-oriented analysis and desigu (OOA&D) methods. It combines 
most directly the methods of Booch, Rumbaugh, and Jacobson of system analysis and desigu 
[Fowler & Scott, 2000]. Naturally UML is a language for object-based analysis and dfsign of 
systems. It is a language not a method because a method is considered to be consisting of a 
language and a process. UML does not present a process for the development of systems. There 
is a trend for using UML in business process and enterprise modelling, for example see [Eriksson 
& Penker, 2000], [Marshall, 2000]. It is reported [Eriksson & Penker, 2000] that object-oriented 
concepts and techniques and thus UML can lend a number of advantages to model a business 
system such as: 
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• Object-oriented techniques provide similar concepts to business system and accompanying 
processes, 
• Object-oriented modelling and programming are well established and proven techniques, 
• UML provides standard modelling notations, 
• Using same basic concepts to describe business systems and supporting information systems 
is advantageous. 
Microsoft Access 
Access is a database management system (DBMS) developed by Microsoft Corporation. It is 
considered to be a simple and very flexible DBMS available in the market. It provides with a 
software tool to organise data of a system under study. It allows adding, changing, and deleting 
data from the system. For database design, operation and management Access presents tables, 
queries, and forms. Access facilitates to produce summaries of required data from the database in 
the forms of reports and in a desired visual format. These reports can also be published on 
Internet by converting them in HTML format within Access environment. Access can be 
integrated with Structured Query Language (SQL) server and thus data can be accessed, worked 
with, and stored on database server from within Access environment 
[http;lldatabase.about.comllibrary]. 
2.13. Critical Review ofthe Literature 
The foregoing has described a body of literature that is relevant to organisation design and 
operation in a volatile market place. A number of issues need to be addressed by organisations if 
they are to be successful and meet customer requirements in a responsive and efficient way. 
Particularly they will be concerned about responding to customers and the competition whilst 
coping with complexity, change and conscience issues as identified by Hammer & Champy 
[2001] and Craig & Douglas [1997]. It follows that organisations need to design well their 
structures, resource systems and information systems so that they have an inherent capability to 
be changed. With respect to MEs the literature describes two important complementary aspects 
of 'agility', namely 'responsiveness' (which concerns the inherent ability of the ME to respond, 
such as to external stimuli) and 'change capability' (which concerns an inherent ability Of the ME 
to change itself, such as in respect of its composition and structures). It follows MEs need to 
develop strategies in order to design and change processes and systems that facilitate agility with 
respect to planned and unplanned changes impacting on marketing, design & production, 
management, people and organisation of resources [Gunasekaran, 1998]. A number of authors 
such as Weston [1998b], Gunasekaran [1998], Gunasekaran & Yusuf [2002] and Vernadat 
[1999] have theorised about ways of enabling agility in an enterprise. 
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Gunasekaran [1998] appears to confuse emerging technologies and mechanisms with underlying 
concepts that have potential to facilitate agile organisation design and working. His description of 
seven enablers namely: physically distributed teams, rapid partnership tools, concurrent 
engineering, integrated productJproduction/business information systems, rapid prototyping tools, 
electronic commerce and virtual enterprise formation tools reflects an emphasis on tools that may 
support organisational working, rather than tat:kIing key problems associated with how 
organisations should be structured, how their processes should be designed, what policies should 
be adopted to resource allocation and so forth. Model driven organisation design and change can 
only work effectively if the underlying organisation design and working is change capable in 
nature [Weston, 1998a]. 
Weston [1998b] explains that agile manufacture can be enabled via the coherent use of: (a) 
suitable models of changing market requirements and product development processes, (b) change 
capable resource systems and (c) an inherent ability to change structure and composition of 
resource systems on a continuing basis. Another significant distinction made about separating 
concerns in an agile enterprise was provided by Vernadat [1999] who distinguished three areas of 
concern in an organisation namely: product design; manufacturing system design; and control, 
and innovation management. From the viewpoint of "manufacturing system design & control" a 
manufacturing organisation may be conceptualised as being composed of a number of sub-
systems such as strategy making, manufacturing support, product design and production. Each 
sub-system may be composed of a number of different types of resource and process that interact 
with one another during operation. Therefore, enterprise-engineering methods, enterprise 
modelling and integration technologies can be used to design an organisation in a systematic 
way. From the foregoing it can be understood that Weston and Vernadat point out more or less 
the same organisation design and operation issues that need to be addressed by an enterprise in 
order for it to be agile. Therefore, methods, techniques and approaches need to be developed that 
can show how organisation design and change can be achieved based on the adoption of these 
concepts. 
Also evident from the literature is that enterprise modelling can be used to specify the design of 
an organisation whereas enterprise integration concerns developing infrastructure and technology 
to realise concepts developed via enterprise modelling [Vernadat, 1996]. Much of conttmporary 
enterprise modelling is founded on graphical languages embedded into SADT and the IDEF suite 
etc. and architectures and frameworks like CIMOSA, PERA and ARIS. It is evident that process 
oriented organisation design needs to be linked to customer satisfaction and responsiveness as 
discussed in detail by Schael [1998] and Hammer & Champy [2001] but existing enterprise 
modelling approaches only satisfy this need in part. However in order to assess their potential to 
support process orientation these approaches need to be analysed in detail. In this respect the 
literature reports a need to develop a generic modelling approach that can specify structure, 
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processes and resource deployment in a coherent way, which can enable the management of 
instances of processes and the coordination of resources [Dewhurst et al, 2002], [Lin et ai, 2002]. 
The need for systematic design and change in organisations also requires the adoption of suitable 
"systems" concepts. In this respect the systems engineering literature describes various candidate 
basic principles and concepts. Commonly reported is how systems engineering approaches have 
been applied to products systems built from integrating sub-parts. For example Steven et al 
[1998] applied and discussed the potential application of systems engineering theory with respect 
to customer requirements and explains that developing a successful product requires the 
development of support systems, and system to install or mass-produce the product, in addition to 
product development itself. However, their discussion is limited to the production system that 
could produce a product without paying attention to how organisations should be resourced and 
how business strategies and business plans should be determined and realised. 
One candidate systems approach that has been applied for the development of artefacts is 
axiomatic design. This was put forward by Suh [1990]. During the late 1990s attempts were 
made to apply axiomatic concepts and principles to the design of manufacturing systems [Suh, 
2001]. It should be noted that axiomatic design principles transform customer requirements into a 
finite set of functional requirements (FRs) that specify a set of functions a system should fulfil. 
Once FRs are defmed then a system is physically designed and a set of parameters (Domain 
Paramters-DPs) which are attributes of the physical system are chosen that satisfy defmed 
requirements. Attempts are made to design a system in such a way that there is a one-to-one 
relationship between DPs and their corresponding FRs. Such a design produces a modular system 
structure. However, it should be noted that axiomatic design principles may naturally lead to a 
functional structure in an organisation. Nevertheless this type of approach provides basic 
principles to decompose complex systems into sub-systems and can be used to inform the quality 
of design. Enterprise engineering architectures like CIMOSA and PERA incorporate axiomatic 
design like principles in the way they separate application issues from system issues and thereby 
facilitate enterprise decomposition. In this study it was determined that the effect of 
decomposition approaches needed to be investigated. 
One of the shortcomings cited in the literature review is that although systems engineering and 
axiomatic design can provide concepts for system decomposition and design, they la~k formal 
concepts to enable and measure system flexibility and exception handling. One reason for this 
might be that these disciplines are primarily about the design of artefacts and artefacts in nature 
are quite stable and typically mechanical or electromechanical. Therefore these disciplines may 
not need to incorporate methods and mechanisms to handle change such as needed when 
exceptional conditions arise. However, change and exceptions are ongoing and are often handled 
in a routine manner in organisations because organisations are organic in nature. Architectures 
and frameworks for enterprise engineering do provide concepts that can underpin exception 
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handling. However, it is noted that industrial strength standards like CIMOSA provide limited 
capability for exception handling [Vernadat, 1996]. 
Specifically regarding sources of exceptions the literature is confused with ''the instances in real-
life that require a change in normal execution of a system" and ''the cases a computer system 
cannot process correctly without human endeavours". Secondly, the literature is full of sources of 
exceptions that range with respect to different perspectives as random event perspectives, error 
perspectives, political system perspectives etc. This makes it difficult to specify ways of 
achieving a coherent and effective change capability within a given organisation design. 
Therefore, there remains an unsatisfied need for a systematic approach to handle types of change 
and exceptions that could arise at different stages in organisation design and working. 
The issue of customisation requires an organisation to be able to reconfigure itself. Marshall et al 
[1999] consider modularisation to be a paradigm [Marshall et ai, 1999] with potential to enable 
systems to be designed in such a way that they are rapidly reconfigureable. Modularity has been 
discussed widely at the product level [Kusiak & Huang, 1996], [Pimmler & Eppinger, 1994] and 
production operations level [Hollingum, 1995], [He & Kusiak, 1997] and [Altintas et ai, 1996]. 
Today these efforts provide knowledge about developing strategies for separated and integrated 
development of products and their production processes. For an organisation to be 
reconfigureable with regard to changing market needs it must develop sufficient knowledge 
about organisational aspects of modularity. And this needs to take into account the business 
processes and resources to be designed, integrated and grouped in a flexible way so that they 
facilitate reconfiguration. 
There is a need to design processes, information systems, coordinating resources and links to 
change management and the organic and complex nature of a manufacturing organisation and its 
sub-systems. Some of these entities are relatively enduring in nature but others are dynamic in 
nature within a timeframe of interest. Processes need to be instantiated and changes made to them 
with regard to specific products. It follows that resource allocation policies need to be revised 
and information systems upgraded. Such levels of complexity call for a structured approach to 
the design and working of an organisation. 
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3. Research Focus & Design 
3.1. Introduction 
Organisations operating in today's markets face a number of challenges that are imposed by 
varying customer demands, competitive markets, and different environmental influences. 
Organisations also need to take care of legalities and moral, and ethical values while providing 
products. The success of an organisation lies in its capability to overcome these challenges and 
keep looking for new markets for its products and services. The literature survey in the previous 
chapter shows that many authors consider that this goal can be reached in part through 
appropriate use of agility concepts in the design of an organisation. This chapter builds upon the 
literature reported in Chapter-l & 2 to highlight current problems association with organisation 
design and contemporary approaches used to address those problems. The discussion develops 
the focus of this research study and provides a base line justification for the research design and 
approach taken. 
3.2. Organisation Design Requirements and Current & Emerging Solutions 
The literature reported in previous chapters describes a number of requirements in regard of 
organisation design and current and emerging solutions in regard to addressing these 
requirements, which are summarised in the following. 
3.2.1. Organisation Design Requirements 
General trends impacting on present day organisations include: globalisation; customisation, 
reduced lead-times, increased competition, increased need to respond to new ethical and moral 
issues and new legislations. Key issues that need to be considered to cater for these trends are: 
a) How to realise flexible Organisation Design; 
b) How to reconfigure for Customisation 
c) Complexity and Change Management; 
d) Multiple Views, Multiple Threads of Value Adding Activities, and to understand the impact 
of Organisational Units and Boundaries; 
e) Need to decide on What the enterprise should do and How it can achieve the What rapidly 
and effectively; 
f) Responsive Deployment of Finite Resources; 
g) How to achieve Self-Configuring System capabilities, bearing in mind that organisations are 
Organic in Nature; 
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In Chapter 2 it was observed that to address these issues successfully it is necessary to: 
Adopt a stroctured approach to organisation design that could simplify 
design and take into account roles and concerns of all stakeholders, 
including bankers, different actors such as users, producers, and vendors 
involved in the working of an organisation. 
3.2.2. Current & Emerging Organisation Design Practice 
There are a number of paradigmic concepts, such as functional, value adding chains and value 
adding streams, that provide different ways of structuring resources into systems that realise 
products and services. These paradigmic concepts make use of system design approaches to 
realise systems based on respective concepts. Three types of approaches prevail that can be used 
for system design namely: bottom-up, top-down, and middle-up-down approaches. With top 
down approaches, first a system is broken down into smaller and manageable segments (i.e. sub-
systems) by applying "decomposition principles". Once decomposition is complete each sub-
system is designed and developed. When all sub-systems have been developed they are 
integrated together in order to realise complete system, by applying "integration principles". 
a) Functional Organisation 
Historically many types of organisation have organised their resources into functional units. 
The units can be focussing on the grouping together of resources with a common purpose or 
with similar functionality. Focus of attention in organising functionally can be to achieve 
better resource management, and customer focus in different segments of markets. 
b) Value Adding Chains 
This approach to organisation design perceives organisations as parts of value adding chains, 
which act as value adding nodes. The focus of attention in this organisational form is on 
optimising the activities needed to achieve specific product or service provision and value 
chain development, rather than on the working of multi purpose organisations as a whole. An 
organisation can become a part of value chain if it possesses the required capability to add 
value at a particular node in the chain, irrespective of how it does so. Within a value-chain 
when capable organisations group together they work for shared benefits. 
c) Value Adding Organisations 
This organisational concept [Weston et ai, 1997] embraces the previous two paradigmic 
concepts and realises that multi-purpose organisations do not focus solely on product 
realisation but also on efficient management of resources and processes, so products and 
services are realised in efficient, cost effective ways. The concept can be comprehended by 
considering Figure-3.1. In this diagram it can be seen that each class of product application 
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can be realised via a related "process stream" whose different activities may be carried out in 
different organisations or departments of one organisation. Thus each organisation adds value 
to the overall process of achieving individual product applications. Along the "organisation 
stream" each company (or indeed each departmental unit) has a confined responsibility for 
value adding activities, but this needs to be discharged with respect to a number of product 
applications. It follows that each company (or departmental unit) must provide capabilities 
related to the set of activities it is assigned. Further it will need to manage the use of this 
capability so that all needed product applications are satisfactorily achieved in a timely and 
cost effective manner. Thus an overall coordination and organisation of activities and 
resources needs to be achieved to ensure that all product applications are realised across the 
complete capability set provided by the cooperating companies or departmental units. 
- ---- ---- ---- --------
sub-process (or activity) nodes 
product 
application 1 
product 
l-+-fI-+-:-_!-IH_-=--!-~:-+_nD-'-II-' ..... ,.....p,I-I-.apPllcatiOn 2 
product 
application 3 
~~~-r~~-rhn~~~~~-A~++ 
product 
application 6 
+e:)..,O-fl-..;..:.-;....;;...!-II{iiH~{'lr-()-+-;.-H--;--H-+-{'ll-{;]nH... product 
application m 
company a companyb companyc companyd companye 
Figure-3.1: Process and Organisation Streams across and within Company Boundaries 
[after Weston et aI, 1997) 
Chapter 2 considered various emerging concepts, methods and techniques that can be harnessed 
in support of organisation design. Also described were technologies that are emerging to support 
organisational working. New ways of sharing, structuring and storing information typify the 
latter developments. In recent years one widely discussed technology is that of workflow 
management systems. The purpose of workflow management systems is to support and 
coordiuate process based working in organisations. Workflow concepts can provide an 
overarching groupware structure for defining relationships and for organising interactions among 
database systems, applications, information sharing systems, and communication systems. 
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Thus in this thesis the following key assumptions have been made, namely that: 
There is a need to 'pick and mix' various organisational forms, (i.e. 
functional, process, product and information oriented forms) and to use 
appropriate technology to design and achieve a' suitably balanced 
organisational form. Thereby any given manufacturing enterprise should 
appropriately match its organisation design to its specific business and 
environmental context. 
'Dependencies' can be conceptualised and modelled through referencing a 
backbone of process-oriented modelling concepts, to which other modelling 
concepts can be attached. 
- --- --------- - - --------- - --------
3.2.3. Emerging Organisation Design Technologies 
It was observed in Chapter 2 that emerging organisational design technologies that can be utilised 
include: 
a) Organisational Design paradigms and concepts, that bring into view potential approaches to 
business process improvement and business process re-engineering. 
b) Enterprise Engineering Architectures and Methods, to accomplish systematic representation, 
decomposition and integration within complex and changing organisations; 
c) Systems Engineering Methodologies, that systematically facilitate top-down, bottom-up and 
middle-up-down enterprise engineering; 
d) Infrastructural Design and Services, to facilitate flexible and scalable system building and 
ongoing change. 
e) Process and Systems Engineering Tools, to underpin the development and operation of 
workflow management and databases and transactional processing systems. 
3.3. Research Focus 
This thesis develops and tests the assumption that emerging concepts, methods and techniques 
characterised by a) through e) can be deployed in a unified way to usefully defme semantically 
rich process-oriented structures that can enable ongoing organisational design and change. A 
secondary assumption made is that there is a need to develop and test a general modelling 
method that can guide the application of any unified set of process oriented organisation design 
and change concepts, methods and techniques. Thus a connected implicit assumption made is that 
a complementary modelling language is needed to formally represent (and help visualise and 
communicate) key aspects of any organisation so that consensual engineering of enterprises can 
be ensured on an ongoing basis. A further assumption made is that there is a need to design and 
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implement organisational structures (e.g. process, functional, etc) in a flexible and reconfigurable 
way. To satisfy these needs in prototype form this research intends to develop and illustrate a 
unified application of the following: 
1. Concepts related to multi-process oriented organisational structures that help realise and 
eilforce decomposition principles needed in connection with complex and changing 
organisations; 
2. A mUlti-process modelling method that helps identify and structure activities that need to be 
carried out during organisation design, resourcing, optimisation and control; 
3. A generic process modelling language that lends a sufficiently rich modelling formalism that 
can specify complex organisational requirements; 
4. A mUlti-process modelling framework that unifies the capture of key views, life phases, and 
model types related to organisations; 
5. Modular and flexible concepts that can be readily embedded into process designs, naturally 
leading to reconfigurable and flexible organisations; 
6. A structured approach to handling exceptions, treating these as a significant class of 
enterprise change. 
3.4. Research Design 
3.4.1 Research Paradigms 
A paradigm is considered to be a set of basic beliefs that drives one to view the world in a 
specific way and to fmd one's own position in that world. "These beliefs are basic in the sense 
that they 'must' be accepted simply on faith (however well argued) and there is no way to 
establish their ultimate truthfulness" [Denzin & Lincoln, 1994]. Research paradigms serve to 
gnide investigative researchers as to how they should enquire about relationships between 
different elements in different areas of research. 
Qualitative research seeks answers to three fundamentally different types of question, namely: 
ontological questions, epistemological questions and methodological questions [Denzin & 
Lincoln, 1994]. The qualitative research community agrees that these three fundamental 
questions need to be asked when pursuing research [Johnson & Duberley, 2000], [Creswell, 
1998] and [Denzin & Lincoln, 2000]. The ontological question investigates the 'nature of 
reality', and therefore 'how things are?' and 'how things really work'? The composition and 
structure of reality is explored. The epistemological question identifies the relationship that the 
researcher has with reality. Here means of reducing the distance between the researcher and 
reality is explored. Whereas the methodological question identifies how researchers might go 
about exploring the nature of reality. 
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Apart from identifying needed assumptions a research paradigm brings 'ideological 
perspectives'. An ideological perspective constitutes a way of thinking that dominates one's 
inquiry and is reflected by the stance taken by a researcher when viewing and informing reality. 
Different ideological perspectives such as positivism, postpositivism, critical theory, 
constructivism, have become dominant over different periods of time during the last century. 
Also new perspectives are emerging such as constructivism and participatory perspective 
[Denzin & Lincoln, 2000). This does not mean that a researcher has to adopt emerging 
perspectives because these are becoming popular. A researcher must adopt a perspective that 
reflects one's own point of viewing the reality. A researcher may utilise more than one of these 
perspectives in relation to different aspects of a study, such as in the beginning of a study, when a 
particular approach to data collection is selected [Creswell, 1998). However, it should be 
understood that the perspective taken when answering the ontological question (for example) 
may constrain the way epistemological and then methodological questions are answered. 
Denzin and Lincoln [1994) tabulated an easily understandable comparison of different 
philosophical paradigms and this tabulation was updated in [Denzin & Lincoln, 2000). The 
updated account is reproduced in Table-3.I. These ideological perspectives are not described in 
detail here and the reader is referred to the source material of Denzin and Lincoln, however, the 
positivisim and constructivism perspectives are considered to be particularly relevant to this 
study, hence key aspects of these two perspectives are outlined as follows. 
On the ontological stance positivism assumes that a reality exists that is driven by natural laws 
and mechanisms that need to be discovered. It posits that these laws and mechanisms can be 
generalised and will be true and equally applicable no matter in what or at what time they are 
being applied. Some of these laws can take the form of cause-effect laws. Everything is 
considered to be interconnected by logic and therefore is considered to be completely 
deterministic. On the epistemological stance positivism assumes that reality can be investigated 
in completely neutral manner. That is to say that the 'researcher' and 'researched reality' can be 
considered to be independent entities. The researcher is assumed to be a 'conveyor of a message' 
whose presence does not influence the message and whatever message is received one informs 
'as it is'. Neither does the message influence the researcher. Strategies can be taken to minimise 
any influence in either direction. On the methodological stance positivism states propositions and 
chiefly quantitative methods that are borrowed or derived from natural sciences and are applied 
for purposes of verification. 
The constructivist perspective is quite different from the positivist perspective. On the 
ontological stance constructivism assumes that reality is apprehendable but is completely 
relativistic in nature. Views of reality can be constructed in terms of multiple and intangible 
mental models. Logic can be drawn among physical, and social phenomena based on one's 
viewpoints and this logic is situated and specific. It is not absolute truth but consensual truth that 
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is deemed to be infonned. Thus a construction of reality (or an infonned view of reality) is not 
necessarily true at a different point in space and time, nor necessarily will the same reality be 
infonned similarly by another researcher at the same point in time and space. On the 
epistemological stance constructivism assumes that the 'researcher' and 'researched reality' are 
linked and that the researcher influences knowledge drawn. On the methodological stance 
constructivism assumes that as constructions of reality are subjective, they are constructed 
through interactions between the researcher and respondents. And those methods should be used 
that allow dialogue on constructions between researcher and respondents so that a consensual 
construction is achieved. 
Most of the other ideological perspectives lie somewhere in between the positivist and 
constructivist perspectives, illustrated by Table-3.1. Burrell and Morgan's metatheoretical 
assumptions about the nature of social science (as described in [Johnson and Duberley, 2000]) 
reflect these two extreme view points, tenned objectivist-approach and subjectivist-approach in 
Figure-3 .2. 
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Ontology 
Epistemology 
Methodology 
Naive realism - "real" 
reality but apprehendable 
Dualist/objectivist; 
findings true 
Experimental! 
manipulative; 
verification of 
hypotheses; chiefly 
quantitative methods 
" "'- " '" w 
, i. . ••. ;Posipo~itiv's~, 
H·',; 
Critical realism - "real" 
reality but only 
imperfectly and 
probabilistically 
apprehendable 
Modified 
dualist/objectivist; critical 
tradition/community; 
findings probably true 
Modified experimental! 
manipulative; falsification 
of hypotheses; may 
include qualitative 
methods 
Historical realism - virtual 
reality shaped by social, 
political, cultural, economic, 
ethnic, and gender values 
crystallised over time 
Transactional!subjectivist; 
value-mediated fmdings 
Dialogic/dialectic 
Table-3.t: Basic Beliefs of Alternative Inquiry Paradigms [Source: Deuziu & Lincoln, 2000). 
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Relativism - local and 
specified constructed 
realities 
Transactional! 
subjectivist; created 
fmdings 
Hermeneuticl 
dialectic 
~i, ';,' .,,; 'f;''';''<'OS !;:ii 
PaNiCijJatil'f:c;;1 
Participative reality -
subjective-objective reality; 
co-created by mind and given 
cosmos 
Critical subjectivity in 
participatory transaction with 
cosmos; extended 
epistemology of experiential, 
propositional, and practical 
knowing; co-created findings 
Political participation in 
collaborative action inquiry; 
primacy of the practical; use 
oflanguage ground in shared 
experiential context 
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Objectivist Approach Subjectivist Approach 
.. ONTOLOGY 
Realism 
in essence, social and 
organisational reality exist 
independently of human 
consciousness and cognitions 
Nominalism 
- reality is simply a product of our 
minds - a projection of our 
consciousness and cognition with no 
independent status 
.. EPISTEMOLOGY 
Positivism 
- it is possible to observe the 
empirical world in a neutral manner 
through the accumulation of 
objective sense-data 
Anti-positivism 
- there are no neutral grounds for 
knowledge since all observation is 
value- and theory-laden 
..... 1--------- HUMANNATURE --------... ~ 
Determinism 
sees human behaviour as 
determined by the situation - as 
necessary responses to exteri1al 
stimuli 
VoIuntarism 
- human action arises out of the 
culturally derived meanings they 
have deployed during sense-making 
.. METHODOLOGY 
Nomothetic 
- located in the unity of the sciences 
and applies protocols and procedures 
derived from the natural sciences 
Ideographic 
attempts to uncover the internal 
logics that underpin human action by 
deploying methods that access 
cultures 
Figure-3.2: BurrelI and Morgan's metatheoretical assumptions about the nature of social 
science [Source: Johnson & Duberley, 2000) 
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3.4.2 Philosophical Position 
"Any paradigm represents simply the most informed and sophisticated view that its 
proponents have been able to devise given the way they have chosen to respond to 
the three (agreed) defining questions. The sets of answers given are in all cases 
human constructions; that is, they are all inventions of the human mind and hence 
subject to human error. No construction is or can be incontrovertJ."ly right; 
advocates of any particular construction must rely on persuasiveness and utility 
rather than proo/in arguing their position" [Denzin & Lincoln, 1994]. 
This researcher holds a philosophical position which is reflected by the above description of 
paradigms. Fundamentally he agrees with the 'notion' that an 'ideal world' can be interpreted via 
a positivist approach. But bearing in mind the complexity of interrelationships in the domain 
under investigation in his study it may prove more effective to adopt a constructivism 
perspective. 
A problem that arises when applying positivism to a complex problem domain is that whether or 
not reality has been informed in a neutral way, it will remain difficult to convince others that it 
has been informed neutrally. However this researcher remains inclined to a positivistic approach, 
as it seems quite natural for human endeavour to deploy objectivism to prove truths when 
exploring the real world. 
Keeping in mind questions like validity, truthfulness, and human beliefs, proponents of 
construction consider that reality is that which is dialectically agreeable and on which some 
consensus can be made at a given point in time and space. The intention is to construct the logic 
among constituents of a reality that is subject to change and to develop and share this logic 
between informer and respondents so that a consensus can be achieved. Such a 'consensual 
construction of reality' is then considered as 'reality'. The implications of this approach are 
markedly different from positivism at the ontological level, where 'reality' becomes that what 
one conceives of it. Therefore reality becomes completely 'relativistic'. 
Bearing in mind the subject of study, this researcher believes that some elements of positivism 
and constructivism perspectives are persuasive on ontological, epistemological and 
methodological grounds. Hence it is difficult to position himself entirely in either of these 
perspectives. Both ideologies seem important and valid in their own right. Both have their own 
objectives, where these objectives are considered as derivatives of one top-level objective to 
explore the same reality, but are in effect addressing the reality at different levels of granularity. 
However apparently those objectives are non-contradictory and are complementary. For example 
if one sees the trends in global research arena, one can understand that at different parts of the 
world constructions of reality are produced by researchers that might be circumstantial as well as 
54 
Chapter-3: Research Focus & Design 
time- and space- situated. Whereas the standardisation bodies in turn take inputs from these 
situated constructions of reality, analyse, check their applicability with an intention to generalise 
the results. Hence generally applicable standards are produced. This way it seems that in the 
global research arena the research carried out at different parts of the world act as constructivist, 
and generalisation and standardisation bodies act as positivist. 
Bearing this discourse in mind, during this research work this researcher has decided to adopt a 
research paradigm that combines positivism and constructivism views. Essentially this viewpoint 
has been ontologically positivistic but epistemologically and methodologically constructivistic. 
3.4.3 Research Methodology 
The research methodology adopted in this research is presented in Table-3.2. The table shows 
prime groupings of activities carried out within the research project. Corresponding to each 
activity generic research method(s) adopted are presented along with the type of data involved 
during method implementation. 
1 
2 
3 
4 
General review ofliterature about enterprise Exploratory 
engineering, flexibility, agility, modularity, 
workflow management systems, process 
centred organisation, systems engineering 
etc. 
Detailed and specific literature review on Exploratory 
enterprise modelling frameworks and 
architectures, exceptions & handling, 
organisational design principles. 
Example Case Study Descriptive 
Early Modelling Capturing Data from Descriptive, 
example case, and using state of the art Exploratory 
ClMOSA modelling framework, and public 
domain process modelling tools 
5 Structure enhancements to earlier modelling Grounded Theory 
activities and proposing "Multi-Process 
Modelling Method" based on (4) 
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Quantitative 
Chapter-3: Research Focus & Design 
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Generic Research :. .'. 
I 
Activity 
Main Activities in the Research Methods to be Data Type 
. No. 
. •........ Adopt~d.: .• : •...• Involved .. 
" . 
. ... '.', ....... . 
. . 
6 Enrichment of process requirements in Grounded Theory Qualitative 
manufacturing enterprises. 
7 Enrichment of concepts for modelling Grounded Theory Qualitative 
processes in manufacturing enterprises Explanatory 
proposing; "Multi-Process Modelling 
method" 
8 Concept enhancement to earlier modelling Grounded Theory 
concepts and proposing "Enriched Multi-
Process Modelling Environment" 
9 Partial testing of "Enriched Multi-Process Explanatory Qualitative 
Modelling Environment" using different Quantitative 
cases. 
Table-3.2: The Methodology adopted during this Research 
In general two main strategies were chosen for this research, namely: "case-study" and 
"grounded theory". A case, which corresponded to "Interactions between Cross Huller (a 
machine builder) and Ford (a car engine manufacturer) dnring New Engine Projects", was used at 
the start of the research with a view to specifying and initially testing enterprise modelling 
concepts and principles, and to develop a business process modelling methodology. The selection 
of this case was dependent largely upon ease of data accessibility and upon MSI's previous 
contacts and experience with the companies. Three types of research method, namely: 
Exploratory, Descriptive, and Explanatory, were employed during this phase of the study. A brief 
overview of these methods is considered necessary, in order to explain why these methods were 
chosen, and the steps taken to achieve data elicitation and analysis. 
3.4.3.1. Case-Study Strategy 
Case-study research as a strategy considers an object (whether a situation, individual, event, 
group, organisation or whatever) and develops a detailed understanding of it [Wisker, 2001]. In 
this research, as stated earlier, the selection of the case was dependent upon data accessibility and 
MSI's previous experience and knowledge of a complex engineering process that involves 
interactivity between two companies and their departmental grouping and assigned teams of 
personnel. The main sources of data for capturing process descriptions were archival records, 
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company documentation and discussions with colleagiles in MSI who had an in-depth knowledge 
of (inter-) working between Cross-Huller and Ford. The data was analysed using a strategy of 
'developing case descriptions' [Yin, 1994] in an embedded way [Creswell, 1998]. This case 
study facilitated the development of understandings about enterprise design and operation. 
3.4.3.2. Grounded Theory 
As the intent of a grounded theory is to generate or discover theory [Creswell, 1998], such a 
research strategy was employed to develop concepts and make propositions based on current 
literature about enterprise modelling and integration. Understandings were developed during the 
case study and from using public domain software tools that were available to this researcher 
were deployed for process modelling. When generating those concepts the stance was taken that 
existing (grounded) theories, concepts or models can be further developed by 'qualitative case 
analysis' [Vaughan, I 992] [Source, Denzin & Lincoln, 1994]. These and other authors advocate 
'theory elaboration' instead of' grounded theory'. In the entirety of this research general concepts 
were developed and their applicability tested with respect to different case-study scenarios. By 
testing the applicability of these concepts in different cases it was shown that the developed 
concepts were general enough to be applied in different domains. The concepts developed were 
also evaluated with reference to state-of-the art modelling frameworks and methodologies, such 
as CIMOSA, IDEF and IBM. 
3.4.3.3. Descriptive Method 
"Descriptive research aims to fmd out more about a phenomenon and to capture it with detailed 
information" [Wisker, 2001]. It asks 'what' questions and does not capture reasons of happenings 
within the phenomenon. 
When descriptive research is applied to a case (such as a Cross-Huller - Ford Machine Design 
and Build Process) it brings about a method that allows the capture of an in-depth understanding 
of the case. 
3.4.3.4. Exploratory Method 
As descriptive research aims to answer 'what' questions, if further details are needed to be 
captured regarding reasons of happenings, exploratory methods can be used. Exploratory 
research asks both 'what' and 'why' questions [Wisker, 2001]. While asking 'why' questions the 
exploratory research method deals with complex issues of a phenomenon as well. When applied 
in conjunction with a case-study strategy it explores those situations in which the intervention 
being evaluated has no clear, single set of outcomes [Yin, 1994]. 
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3.4.3.5. Explanatory Method 
This research method also asks 'why' questions. When description and exploratory methods have 
come up with a number of variables that confuse rather than clarify assumptions and hypotheses, 
this method specifically focuses on cause and effect relationships between those variables and 
clarifies their interrelationships [Wisker, 2001]. In other words this explains the causal links via 
real life interventions [Yin, 1994]. 
In this research study an explanatory method has been utilised in order to explain the application 
and impact of concepts, developed through descriptive and exploratory case study, and grounded 
theory strategies, in respect to process modelling and organisation design. 
3.4.3.6. Evaluation 
Maxwell [1996] described eight strategies for evaluating qualitative research, namely: the Modus 
Operandi approach, searching for discrepant evidence and negative cases, triangulation, 
feedback, member checks, "rich" data, quasi-statistics and comparison. Maxwell also gives an 
account of generalisation in qualitative research and treats it as a separate means of evaluating the 
quality of qualitative research. 
Out of these eight strategies, three strategies namely: "rich" data, comparison, and generalisation 
have been selected in this study to evaluate research fmdings. The first criterion "rich" data is 
self-evident and requires research findings to have structured and organised semantically rich 
descriptions of reality. Secondly, the generic modelling structure and concepts (framework) 
developed in this research are compared against state-of-the-art modelling frameworks and 
architectures such as ClMOSA, IDEF3, and IEM. Finally regarding the third strategy, 
applicability of the developed modelling structure and concepts is tested in different scenarios. 
3.5. Research Process 
The research process followed during this research study is shown in Figure-3.3. The process has 
been documented using the IDEFO modelling formalism. The main activities carried out during 
the research are represented, as a rational sequence of activities, showing interactions among 
them. This process does not intend to represent the actual sequence of research activities 
followed, as the actual sequence of activities was circumstantial and a little different from the one 
shown in Figure-3.3. The research activities are divided into phases that are represented by white, 
light grey and dark grey areas in Figure-3.3. The first phase of research (white area) focused on 
reviewing literature, defining aims & objectives and structuring the 'modelling activities' needed 
to carry out whilst modelling an enterprise. The distinctive output of this phase was a Multi-
Process Modelling (E-MPM) method. The second phase (light grey area) focused on enhancing a 
number of modelling concepts and populating MPM with a modelling framework, thus 
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developing a Enriched Multi-Process Modelling (E-MPM) Environment. While the third phase 
(dark grey area) focused on applicability and evaluation of this environment. 
The rest of the thesis follows based on the activities highlighted in the research process. Chapter-
4 presents a detailed review of some of the leading edge process modelling framework and 
languages. It concludes by identifying gaps in the state of process modelling both with respect to 
academic descriptions and industrially deployed frameworks and languages. Chapter-5 illustrates 
further these shortcomings by actually developing some preliminary models using the CIMOSA 
modelling framework, a selection of public domain tools and case-study data. The development 
of a structured Multi-Process Modelling (MPM) method is described in this chapter, highlighting 
and encoding those modelling activities that should be carried out, and concepts and tools that 
may be deployed to create static and dynamic process models. New concepts related to process 
modelling and organisation design are developed in chapters 6, 7, 8 and 9 and an enriched 
modelling environment is presented. The E-MPM Environment (which comprises the E-MPM 
method and E-MPM framework) has been partially tested which is described in Chapter 10. 
Chapter 11 evaluates capabilities of the E-MPM Environment and compares them with respect to 
the prior state of the art modelling frameworks and languages. Also in this chapter research 
achievements, contribution to knowledge, conclusions and suggestions about possible extensions 
to the E-MPM Environment are made. 
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4. Analysis of Candidate Modelling Approaches 
4.1. Introduction 
The purpose of this chapter is to analyse candidate modelling approaches in support of process 
based organisation design. The chapter starts with looking at an example problem domain to 
comprehend the complexity of issues involved in organisational working. Then general issues 
concerning the complexity of organisations with regard to process-orientation are discussed. 
Process lifecyc1e phases and key requirements for process-based organisation design are 
compiled with regard to support needed from enterprise modelling. Finally a number of candidate 
modelling approaches are analysed against these requirements to illustrate their coverage. 
4.2. An Example Problem Domain 
Ford specialise in producing automobiles. Their many businesses involve engine production and 
assembly, body production and [mal assembly of automobiles. From time to time Ford generates 
a need to develop new engine makes and models. When a new engine development project 
co=ences normally to date this generates a need to develop new production and assembly 
machines with capability to produce these engines in the required volumes, production rates and 
so forth. The design and manufacture of machines and lines that produce engine cylinder blocks 
is a speciality of Cross Huller. Cross Huller are a tier-l supplier for Ford for this type of 
machinery. Therefore when they initiate a new engine project Ford invite a tender from Cross 
Huller to produce the engine cylinder block production machines that Ford will require. 
Essentially Cross Huller can be viewed as a Make-to-Order business because the machines it 
designs and makes for Ford are largely specialist versions of the existing machine designs. 
A sub-function of the manufacturing support function in the Ford organisation develops machine 
specifications, budget plans and requests the marketing department of Cross Huller for contract 
proposals. Ford also provide Cross Huller with engine part drawings and tryout parts so that they 
can determine contract proposal details. When Cross Huller has received these inputs, the Sales 
Engineering department holds meetings to create Conceptual Design and Production Proposals 
for the production of the new engines. This information is sent back to Ford for consideration. I 
Ford personnel review Conceptual Design and Production Proposals documents: making changes 
if necessary and reco=ending standard components to be used. Contracts may be signed after 
successful negotiation. Once a contract is established, Cross Huller starts working on the project 
and (from time to time) Ford monitors progress of the project. When machine designs have been 
agreed, a site is prepared and Machine Usage Instructions are provided for Ford. Also during the 
design process Cross Huller needs to interact with its vendors, in respect of parts and component 
procurement. If Ford changes its machine design requirements during the lifetime of machine 
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design, build and installation processes, these changes have to be accommodated. This may even 
require the design process to be started all over again, in which case the contract may need to be 
renegotiated and renewed. Changes in requirements may be enabled if dependencies between 
design and build activities are well understood, well defined and recorded. A change in 
requirements may also necessitate a re-evaluation of costs and lead-time issues, which in turn 
may require a new contract. When the machines have been developed they are accepted by a 
Ford Acceptance Team and are transferred to the host site where they are installed with 
assistance from Ford manufacturing engineering workers, then commissioned and run. When 
machines are successfully working, shop-floor personnel are provided with training on how to 
operate and maintain the machines. Iffaults occur during the normal working of machines, Cross 
Huller maintenance teams are required to fix the faults. Although some key interactions occur 
across company boundaries, once a contract has been fmalised most of the interaction between 
hundreds of design and build activities takes place within and between Cross Huller departments. 
On receiving sales order and contract details, production design starts with the generation of 
initial machine designs, including the specification of station layouts and standard unit & part 
lists. Associated with this initial design process is an estimate of project budget and time and a 
list of sub-contractors. The complete set of design information is produced by project engineers, 
tooling engineers, machine designers and senior designers as they work concurrently and 
collaboratively towards producing these designs. The information so produced is sent for design 
review. If this review is approved between the Customer and Cross Huller, then detailed design 
activity is authorised. Detail design activity produces scheduling lists, fmal drawings and work 
instructions for manufacturing. It also requests finance to purchase standard parts & units, 
components and raw material. On arrival these machine elements are sent to manufacturing so 
that machine production can commence. Manufacturing activity is organised into a number of 
sub-processes that produce and assemble machine segments. Following initial testing assembled 
machine segments are transported to Ford for installation and commissioning. 
Information that flows between different companies and Cross Huller departmental sections 
varies from simple arithmetic values of design variables to complex data in the form of machine 
drawings and function diagrams. Each organisational unit tends to keep records of what they 
perceive to be key information. Monitoring project progress is an important issue with respect to I 
achieving customer satisfaction. Inter-organisation and intra-organisation meetings are very 
important in order to achieve successful project working and contract making. Accommodation 
of changes in design and then in production needs to be facilitated by these meetings and 
information flows. Physical resources (i.e. material, human and machine resources) move from 
one place to another and from one organisation to another. A trace of their movements needs to 
be maintained. Ongoing notification of events and status of project activities are important to 
stakeholders. It is observed therefore that for successful working and satisfactory project 
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progress, it is necessary to facilitate concurrent working among people, which necessitates timely 
and effective transfer of information & data and the transfer of physical resources to the right 
place at the right time. Associated requirements are effective and timely event notification and 
accommodation of changes. 
4.3. Issues Involved In Shifting Towards Process Orientation 
Changing requirements demand enterprises to flexibly develop their products, which in turn 
requires enterprise processes, systems and resources to be responsive and change capable on 
continuing basis [Weston, 1998b]. Processes which are purposively conceived, planned, 
designed, implemented, executed and controlled can characterise complex organisations [Schael, 
1998]. Manufacturing enterprises that shift their organisation from function-orientation to process 
orientation need to converge functions to support their primary or core processes and to reduce 
the impedance of functional boundaries. In many enterprises one outcome can be increased 
complexity because of needs to facilitate interactions (I) within and among different processes 
and (2) among resources. 
Another organisational trend and set of problems faced by manufacturing businesses concerns a 
move towards interoperation between flexibly integrated sets of small enterprises, possibly each 
being specialist in a specific (sub-) process capability. When these relatively small capability 
units come together with an intent to work in harmony, they need to form an extended enterprise 
that works for shared benefits of all stakeholders involved. The direct requirement of extended 
enterprise organisation structures is a need to form and support the interoperation of all involved 
and the formation of distributed teams of people who need to work together in order to achieve 
collective benefits. 
However, a typical manufacturing organisation can appear to be a well organised structure of 
multiple processes working in parallel to fulfil business objectives. Consider the typical set of 
processes found in a manufacturing enterprise illustrated by Figure 4.1. The process classes are 
derived from Salvendy [1992]. 
Strategy Making Process - SM 
Realising Business Product Planning & Development Process - PP &D 
~r Manufacturing Support Process - MS 
Production Operation Process - PO 
Figure-4.1: Process Set in a Typical Manufacturing Organisation 
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Consider, for example, the manufacturing support process, the main purpose of which is to 
provide direct support to production operations (used to realise products). This support will 
typically take the form of ensuring the provision of raw materials and equipments for working 
and information on how to use hoth [Koenig, 1994]. Manufacturing Support activities and 
processes are commonly performed to achieve 'materials control', 'quality control' and 
'manufacturing engineering'. Where 'manufacturing engineering' involves activities and sub-
processes (here the term sub-process is used to indicate part of a parent process) such as 
'advanced manufacturing engineering', 'process control', 'methods planning & work 
measurement', and 'maintenance'. This breakdown (decomposition) of MS processes is 
illustrated by Figure-4.2. 
Materials Support activities are required to generate master production schedules in accord with 
the orders received from marketing. Also they may need to control and monitor the execution of 
production schedules (Le. be defined based on sequences of production operations) such as by 
transmitting specification information from product planning and development to resource 
systems used to carry out manufacturing support activities and by transmitting manufacturing 
instructions from manufacturing support systems to resources used to perform production 
operations. The Material Support activities may also be needed to purchase raw materials and 
ensure that they arrive in accordance with the MPS. Major activities carried out by 
Manufacturing Engineering typically include instructing production operations systems as to how 
they should sequence operations and use facilities so as to make products. Manufacturing 
engineering resource systems also need typically to determine and plan the availability of plant 
and technology. Capacity planning, capability evaluations, process control and maintenance of 
plant and equipment also come within the manufacturing engineering domain. Quality control is 
considered to be a liaison activity between PP&D and manufacturing engineering. Manufacturing 
engineering activities are also needed to transform design specifications into manufacturing 
method definitions and planning instructions that are passed to operational systems. [Actual 
quality control and assurance is carried out in Process Control within the Manufacturing 
Engineering process]. Manufacturing engineering also typically monitors manufacturing losses 
and establishes routines for measurement and corrective action. 
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Figure-4.2: Manufacturiug Support Process and its elemental sub-processes and activities [Abstracted by the author ofthis thesis from: Koenig, 1994) 
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The foregoing description of manufacturing enterprise activities and processes was abstracted by 
the author from [Koenig, 1994] and is supported by observations made by the author and his 
colleagues in MSI research institute. 
It is clear from this description of manufacturing enterprise activities that manufacturing support 
activities are centred on maintaining connections between PP&D and PO. To fulfil its purpose, a 
number of sub-processes (and their elemental activities) need to interact with other processes and 
activities that are outside of the normal scope of manufacturing support so that long and short-
term objectives are achieved. Information passes to and from one resource system to another. 
Therefore communication is required between team members situated at different functions. It 
follows that collaboration and coordination amongst team members and their supporting 
technical resources have to be facilitated in order to realise processes, sub-processes and 
activities in a timely and effective manner. Activities need to be linked to each other and to the 
resources used to realise activities. In general these links need to be made in a flexible way so 
that change of various types (including responses needed when exception events occur) can be 
accommodated. It is also obvious that interactions exist between 'product planning & 
development' and 'manufacturing support' processes as well as between 'manufacturing support' 
and 'production operation' processes. Similarly, it can be deduced that interactions exist between 
'strategy making' and 'product planning & development' processes. It is also obvious from 
foregoing that a typical manufacturing organisation is reduced to structure the interoperation of 
multiple process streams that are required to work synchronously towards the fulfilment of 
business objectives. 
In this thesis the focus of attention is not on establishing a comprehensive compilational 
definition nor illustration of business processes in operation. Rather, the focus of attention is on 
identifYing common key properties of different types of process deployed by manufacturing and 
service organisations. 
For example in Figure-4.2, with respect to manufacturing domains, it was realised that sub-
processes need capabilities to: determine what needs to be done; plan to achieve what needs to be 
done; use appropriate techniques and methods to carry out the plan; and thereby to realise what 
needs to be done. For example, if an 'advanced manufacturing engineering' domain is considered 
its purpose is likely to be to address questions related to manufacturing capacity, capabilit~, 
technology management, etc. In order to address such questions, actors operating in that domain 
must develop plans (like area plans, long-term plans and forecasts) whilst keeping business aims 
in mind. Then in order to take actions in accordance with these plans needed processes should 
realise methods and techniques to determine the suitability and availability of enterprise 
capability and capacity. Similarly, actors in sub-domains need to carry out: 'method planning and 
work measurement', 'maintenance' and 'process control', in order to achieve objectives of their 
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parent domain. Hence, from this line of thinking it can be concluded that in general one can 
deduce that manufacturing support processes of an enterprise can encompass three broad groups 
of activities, namely: what activities, how activities and do activities. Via similar reasoning it can 
be observed that strategy making and production operation processes also involve these three 
activity groupings. Hence, a characteristic situation in a complex manufacturing organisation is 
the one shown in Table-4.1. 
Generally speaking it is observed that PO processes require associated MS, PP&D and SM 
processes to support their life cycle. Some key phases of that life cycle and key issues of concern 
during each phase are listed below. 
Process Designing 
Defme Objectives, Activities and Performance criteria. 
Process Resourcing 
SpecifY the Resources required. IdentifY Resources available and new Resources required. Group 
Resources into resource systems. 
Process Optimising 
Select feasible individual or group resources for activities, taking into consideration availability 
and cost criteria. 
Process ControUing 
Defme necessary Sequencing, Behaviours, States and Exception (and possibly other change type) 
Handling Procedures. 
Process Operation 
Monitor States and Statuses, Realise needed Interactions, Exception Handling and achieve 
Specified Resource working. 
It is assumed therefore that any PO process will have life phases identified above and 
responsibility for the life phase issues listed will typically be assigned to appropriate resource 
systems used to realise associated MS, PP&D and SM processes. 
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Strategic 
Processes 
Tactical 
Processes 
Operational 
Processes 
What 
activities 
How 
activities 
Do 
activities 
What 
activities 
How 
activities 
Do 
activities 
What 
activities 
How 
activities 
Do 
activities 
Defme Business Objectives, Strategy, Business Plan 
Define Methods and Techniques to be used or 
developed: such as SWOT Analysis, Gap Analysis, in 
order to create business strategy, plan, and define 
business objectives 
Create Business Strategy, Plan, and Set Business 
Objectives 
DefIne what needs to be done to Organisation 
Structures, Functions, Resources in order to implement 
business plans. Create tactical plans such as area plan, 
quality plan, capability plan, maintenance plan etc. 
Determine how to use or develop appropriate methods 
and techniques: such as Capacity Analysis, Capability 
Analysis, Work Measurements, Quality assurance etc. 
to inform, create and implement these plans. 
Practically implement these plans by getting 
information such as from production operations 
Ensure tactics are 
followed and 
implemented at the 
operation level 
Produce production plans 
and ensure products are 
produced properly 
Use Resources (e.g. human, machines, materials), 
quality standards, methods and techniques either 
developed at tactical level or specifIcally used by 
people at the operation level, so as to achieve efficient 
resource deployment, scheduling, knowledge 
capitalisation or liquidation, etc. 
Carry out operations needed to generate product, 
provide services, etc. 
Table-4.1: Process Classes and Types of activities involved. 
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With respect to the life cycle engineering of PO processes a common problem faced is one of 
having an insufficiently weII defined set of process requirements to properly specify the resource 
systems needed to realise that process and its elemental sub-processes and activities [PSL, 1996]. 
In such cases, some PO process aspects may be neglected at the process design and resourcing 
stages. Another common process life cycle engineering problem is that frequently manufacturing 
enterprises buy off-the-shelf systems to realise enterprise requirements (and related PO sub 
processes and activities). A likely outcome is that an enterprise needs to adopt implicit 
organisation structures of the selected systems rather than impose an explicit organisation 
structure in the adopted system. Another problem of systems integration arises when systems 
supporting different enterprise requirements are selected that have been developed by different 
system builders and suppliers [Weston, 1999]. An outcome of this problem may be that although 
selected functions may work properly within the boundary of each system, they may not 
interoperate successfuIIy because of differences of underlying structure and designed in 
behaviours. One possible approach to overcoming interoperabiIity issues is to define sufficiently 
rich and generic attributes of processes that can be met over short or long time frames by system 
suppliers and developers. 
Bearing the above described process phenomenon and classifications in mind, the Ford-Cross 
HuIIer domain can roughly be depicted (using pattern of Figure-3.1) in the form of Figure-4.3. 
Where cross-organisational dependencies are shown by arrow-headed lines. 
In principle therefore, process design no-matter how confmed in scope is likely to present 
complex problems. In a manufacturing enterprise where typicaIIy synchronous interoperation of 
multiple processes, sub-processes and activities, is needed (requiring interoperation of their 
underlying resource systems) the complexity can be extremely high. It follows that Enterprise 
ModeIIing (EM) potentiaIIy has a key role to play. The basic purpose of EM is to be able to 
decompose and be able to represent complex and large systems in order to visualise a sufficiently 
complete and semanticaIIy rich picture of any domain under consideration, and thereby to defme 
relationships among different entities involved in such a way that system specifications can be 
generated, leading to interoperable systems and definitions of techniques needed to achieve ·that 
interoperation. 
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Example suh-processes: 
Produce materials, 
components, an/Vol' ,ulll-
assemblies 
Supply materials, 
components. an/VOl ,ultl-
assemblies 
Product Requirements Capture & Defmition 
Conceptual & Detailed Design 
Materials Specification & Quantity 
Observed sub-processes include: 
Production process requirements capture & 
defmition 
Needed production activities & behaviour 
Needed physical location of product ion process 
segments 
Related material, infonnation, and control 
flows 
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Figure-4.3: Multi-Process Oriented Organisation Design for Ford-Cross Huller (Vision) 
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4.4. Analysing Candidate Modelling Approaches 
The foregoing raises the need to analyse public domain and state of the art process modelling 
approaches in order to access their capability to support issues involved in such complex 
organisations. The analysis of process modelling approaches requires a set of criteria against 
which their capabilities can be accessed. From the foregoing section and from the research focus 
described in section-3.3 the following criteria were established. 
1. Process lifecycle; 
2. Multi-process oriented organisation structure, enforcing decomposition principles; 
3. Generic process modelling language, for generating semantically rich process specifications; 
4. Process modelling method, to support process lifecycIe and multiple processes; 
5. Modelling concepts framework; 
6. Exceptions handling; 
7. Resource coordination; 
From enterprise modelling research and development world wide a number of process based 
modelling approaches and frameworks have been conceived and published. From amongst these 
a selected grouping of widely written about process modelling approaches such as CIMOSA, 
IDEF3, and IEM have been selected and are analysed in the following sub-sections with 
reference to the types of criteria outlined above. 
4.4.1. The CIMOSA Architectural Framework 
The CIMOSA Architectural Framework (Figure-4.4) has been described by various authors such 
as [Aguair, 1995], [Vernadat, 1996], [Kotsiopoulos, 1996], [Kosanke, 1997], [Monfared, 2000], 
and is considered by many authors to be the most comprehensive of current public domain EM 
approaches [Vernadat, 1996], [Reithofer, 1997]. CIMOSA also has known applicability in 
different business domains. Essentially CIMOSA concepts are organised into three component 
parts as follows: 
I. An enterprise modelling framework (MFW); 
2. An integrating infrastructure (liS); and 
3. A CIM system lifecycIe (SLC). 
As illustrated by Figure 4.5, the CIMOSA enterprise modelling framework comprises two 
architectures, referred to as: Reference Architecture and Particular Architecture. 
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Figure-4.5: The CIMOSA Modelling Framework [Source: Vernadat, 1996) 
The particular architecture is a set of models that collectively represent a particular business 
whilst the reference architecture provides a reference model structure. Model eletents 
conforming to this reference structure are populated with specific data about a business when a 
set of models comprising a particular architecture is generated. The reference architecture has 
two layers, referred to as the Generic and Partial layers. The generic layer provides constructs 
that constitute semantics of an enterprise modelling language. The modelling constructs of the 
generic layer can be used to describe models related to different life phases of an enterprise from 
Requirements Specification, through Desigu Specification to Implementation Description. The 
partial layer consists oflibraries of partially completed enterprise models that can be instantiated 
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(such as by adding specific model data) and used in a particular architecture. These architectures 
span the Instantiation dimension of CIMOSA modelling framework. The MFW also promotes the 
use of three key enterprise engineering principles, as follows: 
View Generation 
This principle recommends that an enterprise model should cover at least four views, namely 
Function, Information, Resource and Organisation views and that representation should not 
generally be limited to these four views. Many other views of an enterprise may also prove 
purposeful. 
Derivation of models 
This set of CIMOSA principles and concepts facilitates a step-by-step derivation of models 
through life stages of Requirements Definition, through Design Specification to Implementation 
Description. 
The CIMOSA specification describes general characteristics of the CIM system IifecycJe, in 
terms of those sequences of phases that are normally used to build a particular architecture, from 
requirements defmition to system installation, test and release and subsequently maintain 
systems. 
Integrating Infrastructure (lIS) components should provide enabling technology to achieve 
physical and application integration. The integrating infrastructure should also provide enabling 
technology to engineer models. It is a set of basic IT services that should execute implementation 
model and enable communication between and interoperability of multi-vendor systems. It 
should also enable collaboration and coordination of multi-vendor systems, as well as humans. 
The integrating infrastructure should also hide the heterogeneity of underlying manufacturing and 
information systems. 
4.4.1.1. Capabilities of CIMOSA Modelling Framework: 
The CIMOSA modelling framework provides a multi-faceted structure that enables the capture of 
models of reality and the interoperation of computer executable models with real enterprise 
elements. To facilitate aspects of CIMOSA based model development and use, various methods 
and tools have been developed, some of which were available to the author of this 1hesis. 
Examples of available methods and tools are: MSI's previous process modelling approaches; the 
CimTool developed by RGCP Consulting; FirstStep, that was developed by Interfacing 
Technologies; and other tools. The software tools and accompanying methods known to author 
have a comprehensive capability to dynamically enact models with the purpose of linking 
modelled processes to real-world processes, as envisioned by CIMOSA architectural framework 
concepts. For example the Process Modelling Approach that was developed by RP.Monfared in 
MSI is based primarily on a subset of concepts defmed by the CIMOSA modelling framework. 
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This approach follows in a step-by-step manner the CIMOSA process modelling approach and 
thereby essentially captures 'static'! models of enterprise processes. This early process modelling 
approach has proven useful because it represents enterprise activities, resources, and processes 
with a view to understanding their organisation structure i.e. how changes to these entity types 
are linked together in a given enterprise. However, this approach only generates graphical 
descriptions of these static models without encoding them for use within a particular software 
tool. Similarly, it is observed that the CimTool from RGCP Consulting implements a subset of 
CIMOSA modelling framework concepts, so as to generate static models of an enterprise without 
directly providing capabilities to simulate enterprise behaviours or to enact these models. Indeed 
when looking at the status of available methods and tools all seem to have significantly less 
capability than that envisioned by CIMOSA. This observation suggested that CMOSA provides a 
'good reference model' that can be used to position Enterprise Engineering capabilities provided 
by any given enterprise modelling method or tool. 
CIMOSA inherently visualises an enterprise as being comprised of multiple processes. The 
CIMOSA specification and its concepts in some respects neglect the fact that functional or 
departmental boundaries exist in most enterprise types. However its modelling approach starts 
with identifying domains in a given enterprise. Here a domain is defined in CIMOSA 
terminology as a functional area of an enterprise, made up of a defined set of domain processes 
that fulfil clearly defmed business objectives when subject to certain business constraints. 
Different domain types are identified when modelling an enterprise, namely: CIMOSA 
(conformant)-domains and non-CIMOSA domains. CIMOSA domains are those that constitute a 
focus of consideration during any current process of enterprise modelling. While non-CIMOSA 
domains are those that are not being considered during the said enterprise modelling project. 
Once the CIMOSA domains of concern have been identified, each one of these domains is 
decomposed into sub-domains and sub-sub-domains. Once sub-domains are identified that 
constitute a self-standing thread of process, these sub-domains can be considered to be domain 
processes. At this stage also interactions between domain processes can be defined. Interactions 
take the form of information / data / resources transferred between domains and events that 
trigger the execution of domain processes. Each domain process can be decomposed further into 
sub-processes, which are referred to as business processes. Following which business-proc,ss can 
be decomposed into more elemental business process and atomic units of enterprise adtivity. 
Using CIMOSA terminology a business-process is similar to a domain process, however, 
business processes are contained in a domain-process and their execution is initiated by their 
! These models are static in the sense that they code various aspects of relatively enduring enterprise 
entities and relationships linking enterprise entities, but they do not represent dynamic changing properties 
of processes, as these processes are executed. 
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parent domain process, rather than being triggered by an event. Also the termination conditions 
of business processes must be defmed as ending statuses. Enterprise activities are defmed in 
CIMOSA as an asset of elementary actions requiring resources and time to realise their full 
execution. Now once the business processes and enterprise activities have been defmed they may 
be connected together in a structured manner so that required sequences of sub-process models 
can be specified. CIMOSA does not provide any graphical modelling formalism. However, 
CIMOSA does provide examples that illustrate how entities can be represented graphically and 
provides constructs to represent the entities involved. Modellers can select their own graphical 
representational formalism when creating process models, but they must bear in mind the basic 
principles of CIMOSA model creation. Examples of model creation are given by Vernadat 
[1996]. When enterprise models have been created they can be executed for the purposes of 
analysis and then the developed model should be delivered for enactment purposes. 
RPM's Approach to Enterprise Modelling 
A Process Modelling Approach developed by R.P.Monfared (RPM) at the MSI Research Institute 
(Loughborough University) essentially formed the basis of Multi-Process Modelling (MPM) 
approach and its enrichment. RPM's enterprise modelling approach is primarily based on use of 
the CIMOSA function view. An organised use of four types of diagram was developed namely: 
context-diagrams, interaction-diagrams, structure-diagrams and activity-diagrams. Each one of 
these constituted an important fragment of the process modelling approach developed, and 
collectively they provided a coherent and complementary set of views of process attributes at 
needed levels of abstraction. These diagrams give a step-by-step understanding of how CIMOSA 
concepts can be partially depicted and implemented in a graphical form. Attributes of these 
diagrams (which will be elaborated in Chapter-5) can be summarised as follows: 
1. Context Diagram 
The context diagram is used to define domains to be modelled using CIMOSA formalisms. The 
context diagram organises an enterprise into manageable modules and hierarchically breaks down 
system complexity. These modules are called Domains. Modules that are of concern in a project, 
and for which models will be produced, are termed CIMOSA-Domains and those which are not 
of concern are called non-CIMOSA-Domains. Domains may be represented by oval-1shaped 
bubbles. CIMOSA domains may be represented by simple bubbles, while non-CIMOSA dbmains 
may be represented by crossed-out bubbles. Contact Diagrams can be decomposed into sub-level 
context diagrams to identify sub-domains and domain processes. 
2. Interaction Diagram 
Domains interact with each other by means of events (which typically take the form of requests 
or triggers to do something) and results (defmed as being views on enterprise objects). The 
interactions among domains take the form of information exchange, human resource exchange, 
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physical resource exchange and events. These interactions are specified by creating interaction 
diagram. Interaction diagrams can be drawn to identify, defme, organise, and represent the 
interactions involved among domain processes 
3. Structure Diagram 
A structure diagram is the one that identifies, structures and organises the business processes and 
enterprise activities that collectively compose a domain process, or sub-domain process. 
4. Activity Diagram 
An activity diagram encodes a sequence of enterprise activities and business processes. 
Enterprise activities, business processes and control flows are represented by graphical model 
building blocks. 
The author considered the provision of CIMOSA modelling constructs in support of the 
description of domain processes, business processes and enterprise activities. It was observed that 
these constructs are not suited to describing real-time working requirements and time dependent 
attributes of processes. The real time working of processes requires (1) means of specifying and 
facilitating the flow of control and flow of data; (2) means of specifying, monitoring and 
reporting upon states and statuses of each activity and of parent sub-processes and processes; (3) 
means of specifying and handling the kinds of exception that can occur during process execution; 
(4) mechanisms that enable communication and collaboration among resources to be supported; 
(5) means of defining functional capacity, performance attributes and constraints; (6) types of 
event to be specified that can impact activities, sub-processes and processes; (7) means of 
specifying how process elements should be resourced; (8) specifying behavioural aspects of 
resources. None of these issues (that are not claimed to comprise an exhaustive list) are supported 
adequately by CIMOSA modelling concepts and constructs. 
Turning back to the nature of CIMOSA graphical models, it can be observed that interaction 
diagrams represent the overall transfer of information, resources and events between and amongst 
domain process but the way in which these entities flow between activities cannot be described 
using CIMOSA activity diagrams. The activity diagram neither represents nor distinguishes 
between active and passive resources nor can it represent necessary transformations, transfers and 
resource commitments. When processes are executed the interactions between and amon, active 
resources cannot be modelled nor supported by CIMOSA. From this short description the reader 
should conclude that the CIMOSA modelling framework and its accompanying modelling 
constructs can not provide a semantically rich picture of all the commonly needed aspects of 
process design, execution and change. 
However, CIMOSA does provide an effective methodology to specify some key properties of 
processes in manufacturing organisations, and this was the reason it was deployed as the basis of 
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RPM's Enterprise Modelling Approach. However, the CIMOSA methodology was limited to 
specifying static models of processes. Guidelines for producing simulation models and 
executable models for process control and coordination of resources were absent. At run-time 
one important issue for an enterprise is to realise collaboration among resources, this was not 
considered neither in RPM's approach nor in existing CIMOSA specification documents. Further 
RPM's approach did not take into consideration the flexibility required in processes so that in the 
case of exceptions alternate methods can be deployed to complete an enterprise activity or 
business process. Indeed CIMOSA is limited with respect to defining and handling exceptions. 
CIMOSA does provide a modelling framework that encompasses common modeller and model 
user views that need to be considered while designing an organisation. 
Therefore, in view of shortcoming in CIMOSA and particularly in it not taking into consideration 
key aspects of run-time issues listed above, the view set presented in CIMOSA was considered to 
provide an insufficiently semantically rich process oriented view of manufacturing organisations. 
A related deficiency of CIMOSA is that it provides limited process and system life-cycle 
coverage and therefore does not provide key concepts needed during system optimisation and 
reconfiguration. 
4.4.2. IDEF3 
"The IDEF3 Process Description Capture Method was created specifically to capture descriptions 
of sequences of activities. The primary goal of IDEF3 is to provide a structured method by which 
a domain expert can express knowledge about the operations of a particular system or 
organisation. Knowledge capture acquisition is enabled by direct capture of assertions about real 
world processes and events in a form that is most natural for capture. This includes the capture of 
assertions about the objects that participate in the process assertions made about supporting 
objects and the precedence and causality relations between processes and events in an 
environment" [nCE - IDEF3 Process Description Capture Method Report, 1995]. Evidently 
though the IDEF3 process description method and diagramming language was not developed 
with a view to creating computer executable models, it can be observed that IDEF3 also lacks 
some relevant aspects of the real-time working of processes. However, contrary to the case ofthe 
CIMOSA modelling framework, IDEF3 presents a general but formal representationallFguage 
and accompanying schematics, with a view to capturing and representing semanticJUy rich 
descriptions of processes. For this purpose IDEF3 Process Description is based on two types of 
knowledge acquisition strategies: a process-oriented strategy and an object-oriented strategy. The 
process-oriented strategy captures and represents temporal, causal and logical relations that exist 
in a given process scenario, while the object-oriented strategy focuses on objects and state 
changes to objects involved in a process. These two strategies of knowledge acquisition require 
two alternative types of schematic namely Process Schematics and Object Schematics. Process 
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Schematics in general use four types of graphical symbol, namely Unit Of Behaviour (DOB), 
Links, Junctions and Referents, along with Forms that capture elaborated descriptions that cannot 
be represented using graphical symbols. These graphical symbols (when connected together in a 
manner guided by IDEF3) create process descriptions. Object Schematics use five types of 
graphical symbol, namely: Object Symbols, Links, Junctions, Connecting Symbols and 
Referents. Accompanying Forms also facilitate elaboration descriptions that cannot be 
represented using graphical symbols. When graphical symbols are connected together in a way 
guided by IDEF3 they create object-transition descriptions that complement process descriptions. 
Because process-centred descriptions and object-centred descriptions are not mutually exclusive, 
the mechanisms for cross-referencing between the two descriptions are a part of each descriptive 
language. This is the purpose of the Referents. 
The intention here is neither to describe graphical representational formalisms in detail nor to 
elaborate descriptions in the Forms. Rather it is to provide the reader with a flavour of what 
IDEF3 covers and how it works. However, another intention is to determine what kinds of 
knowledge IDEF3 can capture and to what extent that capture might be complete. 
First it should be kept in mind that essentially IDEF3 creates static models of process 
descriptions. Dynamic aspects are not covered with a view to operationalising processes and 
objects by executing models. Nevertheless, the static process and object models that can be 
captured make IDEF3 a good candidate technique for representing process descriptions. UOB is 
the fundamental (atomic) unit of process description and can be accompanied by an elaborated 
form as shown in Figure-4.6. 
Besides having identification and naming fields this elaborated form has an object-field that lists 
names of all the objects (types or instances) that relate to the UOB. The objects may be either 
physical or conceptual in nature. Objects can play a role, can be created, modified or destroyed 
during the lifetime of a process. Correspondingly they may be categorised as Agents, Affected, 
Participant, and Created or Destroyed. Another important field, the 'constraints' field, lists 
constraints on UOB i.e. what must hold in the case of all instances of the UOB. It should be 
noted here that this Form is very general and abstract in nature. The object-field bears the 
information related to the objects involved in a process. These may be inputs, outputs or 
transitional states of outputs and inputs. The constraints field does not specify wha~ sort of 
information needs to be captured; all it says is "what must hold in the case of all instances of that 
UOB". Functional inputs, control inputs, activity unit behaviours, and other attributes that can be 
specified using CIMOSA constructs cannot be represented using the IDEF3 modelling notation. 
For this reason the UOB Elaboration Form does not specify fully what aspects should be captured 
even for static models of processes. 
78 
Chapter-4: Analysis of Candidate Modelling Approaches 
, ... ~, ... llI\ ni: T 
I NOT'''', ''''''''010 RI1V, m""~~ lion UOUN.ur~ N~ 
U!ll'l:t_!l: . 
',nB 
1'';:11111: 
Constraints 
IXs:rlJ1-'DJl: 
UOIl UOBNmtr! UOBbb!l: 
N~ 
llOB 
Cl!ll.'£tII: 
Ha1t5: 
CDllllltmtn15: 
~rI(t.,..: 
.. lITE'" , I~~'TYI''''· I 
Figure-4.6: UOB Elaboratiou Form [Source: lICE - IDEF3 Report] 
Object descriptions in IDEF3 are captured as states. An object state is an intennediate fonn an 
object can occupy when a process executes. An object state elaboration fonn is used to capture 
this intennediate description of an object. However, an object description is captured in an Object 
Elaboration Fonn as shown in Figure-4,7. 
Similar to the UOB Elaboration Fonn, an Object Elaboration Fonn does not specify what kind of 
infonnation should be captured in the case of physical or conceptual objects. Object capabilities, 
competencies, functions they need to fulfil, are not specified. Apparently IDEF3 leaves all these 
aspects to the whims of the modeller. There is no clear description of what should be captured 
and what should not. Coming to the graphical symbolism used in IDEF3 process descriptions, 
one main point that should be raised concerns issues when two units of behaviour interact with 
each other. A Relational Link is used to represent this kind of interaction. The Relational Link 
can specify that some fonn of communication or collaboration exists between the two UpBs. But 
the interaction type that is communicated and how it should be communicated and othbr related 
issues are not specified in the description. 
79 
Chapter-4: Analysis o/Candidate Modelling Approaches 
DATE: E = , I'IIDJ I!!:T: I Nams, "34SG7 •• 1O OFV: ' I 
Ol~cct OllloctN.llnr.: 
State 
N. 
Illbcl: 
0 
Fact,; 
CIllL-.t,ralnlfll: 
[):I!~crjpl'j(Jn: 
I , lTlNG I"'I'M I ::..;'i~~t'!.':" 
Figure-4.7: Object Elaboration Form [Source: lICE - IDEF3 Report) 
The foregoing brief analysis of capabilities of the IDEF3 modelling notation is sufficient to 
observe that IDEF3 approach is neither semantically rich enough to represent various views of 
entities that exist in real manufacturing processes nor does it provide a methodology to structure 
the capture of interactions between multiple process threads that occur at different levels in an 
organisation (such as concurrent instances of SM, PP&D, MS and PO processes, or of 
Ford-Cross Huller processes). 
4.4.3.IEM 
Integrated Enterprise Modelling (!EM) method was developed at Fraunhofer Institute of 
Production Systems and Design Technology, Germany [Merlins & Jochem, 1996]. As the name 
suggests, it is a modelling method that was proposed for enterprise modelling. The method 
comprises a modelling language, a methodology, an 'Information View' and a 'Function View' 
[Molina et aI., 1998], [Vernadat, 1996]. 'Information View' aspects are represented iJ terms of 
objects. Objects have states and thus they can have a life cycle. Three general classes of object 
have been derived namely: 'Product', 'Order' and 'Resource' objects; which are specialisations 
of the generic class 'Object'. 'Function View' aspects are represented in terms of 'Action', 
'Function' and 'Activity', which successively are defmed to detail the function view. Activities 
are linked to one another by means of concatenation operators to create' Activity-Chains'. The 
function view aspects are represented in terms of an !EM generic activity model. 
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4.4.3.1 Generic Object Classes 
IEM conceives that a manufacturing enterprise can be described in tenns of three generic entity 
classes namely: Products, Orders and Resources. The analogy is taken by considering that the 
basic function of an enterprise is to produce 'products'. The products are realised only when 
enterprise receives an 'order' and 'resources' are developed to practically realise these products. 
IEM employs an object-oriented approach to modelling these three enterprise aspects and thus 
'product object', 'order object' and 'resource object' are classes of infonnation aspect about 
enterprise entities. These classes of objects are derived from a general object structure. The 
general object structures identification features, relational features and behavioural features of an 
object that are necessary to be captured for all the object-classes in an enterprise. These aspects 
are inherited and particularised for in each derived object class. The derived object classes also 
include class-specific attributes, which are necessary to be captured for complete specification of 
that class as deemed by IEM (see Figure-4.8). Thus IEM deploys an object-oriented modelling 
approach that is based upon specifying four object characteristics namely [Molina et al, 1998]: 
I. Object identification 
2. Representation of properties and behaviour of objects by attributes 
3. Structuring of objects into classes and sub-classes 
4. Inheritance of characteristics by sub-classes 
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Figure-4.8: Features of IEM - Object Classes [Source: Moliua et al, 1998] 
4.4.3.2 Generic Activity Model 
When IEM objects of a manufacturing enterprise have been captured and ordered into object-
classes, there is a need to defme functions of these objects in the enterprise and to define their 
interactions. Such a development leads to the specification ofIEM Generic Activity Model. 
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The Generic Activity Model is a graphical formalism used to represent object classes and their 
relationships with activities that are carried out in an enterprise. The activities defme functions 
(purpose) and how they will be carried out. For this purpose it defmes relationships with the three 
object classes. The structure of the generic activity model is represented in Figure-4.9. 
"Objects to be processed" "Processed objecb" 
I Scope of description I 
I Action Function ActMty i ! t. i 
t ~+rl 
Figure-4.9: Generic Activity Model ofIEM (IEM-GAM) [Source: Molina et al, 1998] 
The basic model building block of activity is based on use of the IDEFO IeOM box. In fact the 
defInition of inputs and output is exactly the same for IDEFO and IEM. However, a conceptual 
difference with IEM is that aJI inputs and outputs are states of the three object classes. In IEM, 
activity is realised after successive extensions to 'Action'. An 'Action' is the basic element that is 
required to fulflI some objective. It is represented by a simple rectangular box, as shown in 
Figure-4.8. When the objective is defmed (by associating input and output states of a product-
object) it changes into 'Function'. Whereas an 'Activity' specifIes the need and association of 
resource-object and order-object to realize the 'Function'. Activities are combined together using 
concatenation operators, thus forming 'activity-chains'. 
Having understood and defmed properties of generic object classes and generic activity models, 
then 'function models' and 'information models' can be developed. 
4.4.3.3 Function Model View 
The task of the 'function model view' is to describe those functions and processes in the 
enterprise that are necessary for its planning and control [Molina et aI., 1998]. IEM makes use of 
functional decomposition in order to design systems at any abstraction level and in order to 
specify requirements for resources. The approach is based on three steps that include: 
1. Decomposition of the overaJI enterprise function into partial functions, 
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2. Description of parallel and dynamic function processes, which result from the 
decomposition, 
3. Description of functional requirements of resources. 
Firstly the overall enterprise function is decomposed into partial-functions that are deemed 
necessary to realise the objectives of overall function. Partial functions are logically sequenced to 
create a linked process. A process associated with time is termed a dynamic process. The way the 
overall function is decomposed also influences the resources need to be provided. Once the 
partial functions have been identified they can be used to specify functional requirements of 
resources that are needed to execute the partial functions. 
4.4.3.4 Information Model View 
This view describes information within an enterprise. Modelling data is obtained from object 
instances and changes, or it results from specifying the requirements of activities with regard to 
the availability of data. Information model is an arranged compilation of all data with regard to 
an object instance. It includes [Molina et al, 1998]: 
1. A structured catalogue of enterprise data, 
2. Data flow within an enterprise, 
3. Requirements with respect to resources, and 
4. The capabilities of resources. 
4.4.3.5 IEM Methodology 
The IEM methodology consists of a number of stages, which are highlighted below: 
1. System Delimitation 
The 'system delimitation' stage pertains to deciding which areas need to be considered for 
modelling and at what detail. Functional areas, enterprise objects, organizational units, resources 
etc. are taken into consideration during the modelling process. 
2. Model Development 
The 'model development' pertains to the development of enterprise-specific models'l The model 
development results in: 
• Descriptions of object decompositions and information models for all objects belonging to 
the product, resource, and order classes. 
• Functional models in which activities and their relationships with objects are defmed. 
• Partial models, which are derived from functional and information models, and which 
contain specific partial aspects of the objects. 
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3. Model Evaluation & Use 
During 'model evaluation & use' models are checked for any weaknesses contained in them. 
4. Model Update 
'Model update' pertains to improving existing models so that they can show desired states and 
results. Usually it is easier to use existing models rather than to update models to provide 
desirable results. 
From this short description it can be understood that IBM extends the capabilities of IDEFO by 
clearly deftning the type of inputs and outputs of an activity box. It also captures aspects related 
to the 'flow of data' from one activity to another. IBM activity modelling also introduces the 
need for 'control' at the start of an activity; however, it does not provide concepts related to 
'control flow' and thus lacks in capabilities to identify organisational responsibilities. 
The generic activity model formalism develops static models of an enterprise. IBM does not 
identify the need for simulations to optimising processes and system, nor of the need to manage 
resources. IBM, similar to other modelling approaches analysed during this study lacks the 
provision of some needed enterprise decomposition principles and lacks capabilities to defme 
organisational boundaries. It does not consider issues like coordination of resources, exceptions 
and their handling, nor reconfiguration. The intention of IBM is to develop systems based on 
process-orientation. However, it does not provide a structured framework like CIMOSA to order 
the development and use of views and life-cycle systems aspects that should be considered 
during desigu and run-time life phases of enterprises. 
4.5. Comparison of Modelling Approaches 
Having analysed the capabilities of different approaches, their capabilities were assessed against 
the requirements set established in section-4.4. Table-4.2 tabulates observed capabilities of these 
approaches with respect to requirement set. The legend developed in Table-4.2 provides a scale 
to draw out comparisons between different approaches studied. 
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Process lifecycle 
Multi-process oriented 
organisation structure 
enforcing decomposition 
principles 
Multi-Process Oriented 
Structure 
Decomposition Principles 
Generic process modelling language for generating 
semantically rich process specifications 
Process modelling method to support process lifecycle 
Modelling concepts framework 
Exceptions handling 
Resource coordination 
o 
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et 
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Table-4.2: Comparison of different approaches against organisation design requirements set 
85 
et 
G G 
et et 
--- et 
--- ---
--- ---
0 ---
Chapter-5: A Stepwise Approach towards Enacting Enterprise Models 
5. A Stepwise Approach towards Enacting Enterprise Models 
5.1. Introduction 
This chapter starts with and builds upon R.P.Monfared's (RPM) approach and systematically 
enact dynamic models. Hence this chapter illustrates the use of RPM's approach through 
examples then explains how a stepwise approach to enacting simulation and workflow models 
was achieved. The resultant approach acts as a structured methodology to going about modelling 
multiple processes in an enterprise. 
5.2. Illustrative Use ofthe RPM Approach to Enterprise Modelling 
The enterprise modelling approach developed by R.P.Monfared is essentially based on the use of 
the CIMOSA function view. The coherent use of four diagramming techniques developed 
namely: context-diagrams, interaction-diagrams, structure-diagrams, and activity-diagrams 
[Monfared et aI, 2002]. The creation of each of these diagrams constitutes an important step in 
the process modelling approach developed by Monfared such that collectively the four diagrams 
provide complementary views of process attributes at needed levels of abstraction. The context 
diagram is used to defme the CIMOSA domains to be modelled. The context diagram organises 
an enterprise into manageable modules and hierarchically breaks down the overall system 
complexity. Resultant modules are called Domains. Modules that are of concern in a project, and 
for which models will be produced, are formally represented graphically as CIMOSA-Domains 
and domains that are not modelled are referred to as non-CIMOSA-Domains. CIMOSA Domains 
are represented by oval-shaped bubbles while non-CIMOSA domains are represented by crossed-
out bubbles. Thus what will and what won't be modelled is defined, as illustrated by the 
exemplary context diagram shown in Figure-S.l. 
Various aspects of the 141I5 'New Engine Project' (carried out by the Ford Motor Company and 
its global partners during 1990s) were studied in detail by R.P .Monfared and colleagues during 
the life span of three EPSRC projects. As illustrated by Figure-5.1, one 'New Engine Project' 
domain concerned many sub-domains. Those domains are represented by bubbles in this top 
level context diagram. 
This top level context diagram may be broken down into lower-level context diagram(s). Figure-
5.2 shows such a diagrammatic decomposition. A context diagram may be decomposed into 
lower-level context diagrams until core processes of concern are identified. These core processes 
are called Domain Processes. As shown in the Figure-5.2 the 'Production/Assembly Machines' 
domain may be further decomposed into sub-domains i.e. Customer, Machine Builder, 
Component builders, and Technology Vendor. They may also be represented as CIMOSA or 
non-CIMOSA domains. Each identified CIMOSA sub-domain can be treated as a Domain 
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Process, namely a process that can exist independently to deliver quantifiable or measureable 
outputs, that contribute to the fulfilment of the objectives of the domain. 
NewEoglne Project: 
Figure-5.1: Overall context diagram for New Engine Project 
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Domains interact with each other by means of events (which typically take the form of requests 
or triggers to do something) and results (defIDed as being views on enterprise objects). The 
interactions among domains take the form of information exchange, human resource exchange, 
physical resource exchange and events. This is shown in an exemplary interaction diagram 
shown in Figure-5.3. The modelling notations and their meanings are described and explained in 
the diagram. Interaction diagrams can be drawn to identify, organise, and represent the 
interactions involved among domain processes, as they work together to achieve domain 
objectives. Interaction diagrams may also be developed to represent interactions among sub-
domain processes. 
A CIMOSA Domain Process represents an end-to-end process, which can exist independently. 
Domain processes can be viewed as independent units of capability that when grouped together 
result a valuable whole but which independently have well-defIDed starting conditions and 
defIDed measureable or quantifiable end-results. CIMOSA domain processes are triggered by 
events. In themselves, they represent sequences of business processes and enterprise activities 
that are carried out to realise the objectives of the domain process. They have defined inputs and 
outputs. The inputs and outputs of a domain process apply to enterprise activities, which function 
to transform inputs into outputs, whereas processes just concatenate the activities. 
Customer - DPl 
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Figure-5.3: Interaction diagram for Production! Assembly Machine Interactions 
A domain process may include sub-domain processes that work together and interact with one 
another to fulfil the purpose of the domain process. The domain processes can be decomposed 
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into sub-processes, sub-processes into sub- sub-processes and so on. Tills kind of decomposition 
is based on functional decomposition principles. Top-level processes are called domain 
processes. When these are decomposed, until there can exist an independent sub-process, they are 
called sub-domain processes. At the bottom there are enterprise activities. All middle-levels 
between an independently existable domain or sub-domain process and enterprise activities 
comprise business processes and enterprise activities. CIMOSA business processes are similar to 
domain processes in that they concatenate enterprise activities and have inputs and outputs. 
However, CIMOSA business processes not only require events for triggering purposes but they 
must also be called by a parent domain process. Tills means a business process is always a sub-
process of a domain process. Moreover, business processes always attributed with ending 
statuses. Enterprise activities, which constitute the actual functional parts of a CIMOSA domain, 
transform inputs into outputs. They need physical resources, human resources, and information 
resources to realise these functions. 
A structure diagram structurally organises domain processes, business processes and enterprise 
activities. One such example diagram is shown in Figure-SA. 
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Figure-S.4: Structure diagram for Cross Huller - Product Design Engineering Domain 
Process 
In Figure-SA, 'Product Design Engineering' is a sub-process of the 'Machine Builders' domain 
process. This process consists of a number of business processes whilst each business process 
comprises sub-business processes and enterprise activities. For example 'Product Design 
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Engineering' has a business process 'Concept Design', and 'Concept Design' consists of two 
sub-business processes 'Station Lay01,t!' and' Advanced Planning'. Enterprise activities involved 
in each sub-business process are listedwith reference to that sub-process. In this way all business 
processes in a modelled domain can be structured. After structuring they are organised in a 
sequence. Such a sequence can be represented by means of arrow-headed lines, indicating which 
business process follows the other. This diagram presents a very useful way of structuring all 
processes that contribute to the purpose of an enterprise. 
The fourth and the last CIMOSA diagram utilised by Monfared in his work for the Ford 
Consortium, was the activity-diagram. An activity diagram encodes a sequence to enterprise 
activities and business processes. An example activity diagram is shown in Figure-5.5. 
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Figure-S.S: Activity diagram for Cross Huller - Product Design Engineering 
(Admin/DoclCommission) 
In Figure-5.5 enterprise activities (EAs) and business processes (BPs) are both represented by 
rectangular boxes. The name of respective enterprise activity or business process is written inside 
this box and a unique identifier is placed in the top right hand corner of each rectangle. The flow 
of information, physical resources, ~\lIDan resources, and events is represented by continuous 
arrow-headed lines. The flow of control from one EAlBP to another EAlBP is represented by a 
chained arrow-headed line. An alternate EA or BP is represented by a dash-lined rectangular box. 
Groups ofEAs included in a BP can be enclosed by a frame-box representing those EAs included 
in a particular BP. Each frame-box is assigned a name and identifier as shown in the diagram. 
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The CIMOSA fonnalisms can be adhered to when modelling by using the diagram notations and 
." . . 
graphical representations recommended by CIMOSA and its modelling notations. Collectively 
the diagrams can be followed from top-to-bottom and therefore explain the CIMOSA modelling 
approach and in a step-by-step manner elaborate the picture and complexity of the problem 
space. This explanation and the use of example diagrams provides an explanation of how 
CIMOSA can be used. However, it should also be evident that these diagrams provide only static 
views of entities. The activity diagram covers some process modelling aspects of the CIMOSA 
modelling framework. However, when developing this kind of diagram no consideration of the 
real-time working of the modelling processes is covered. Hence resultant diagrams lack the 
fonnalisms needed to represent many aspects of processes that should be encoded in process 
models if they are to be used with respect to understanding and enabling the real-time working of 
processes. For example the activity diagram does not cover aspects related to process behaviours, 
i.e. its reachable states and state transitions. How a process will behave in response to an input, 
how an activity will respond to an input, are not explained by this diagram. Sequencing rules for 
complex processes are not covered. On what conditions control is transferred from one business 
process/enterprise activity to other business process/enterprise activity is also not elaborated. 
How to resource a process and how resources should be controlled is not considered. When real-
time working with processes, the status and state monitoring of each entity in the process should 
be considered and this is not covered. These and many other issues of process detail are lacking 
in this diagram. And it is clear that this diagram has not been developed with a view to 
operationalising a process. However, this diagram presents a good way of representing activities, 
resources and processes with a view to understanding their organisational structure i.e. how they 
are linked together in an enterprise. It also proves helpful in identifying the purpose of enterprise 
activities, business processes and domain processes, and possible roles of resources. Indeed this 
is a real strength of CIMOSA diagramming, namely that process modelling can be placed in the 
broader context of enterprise operation. Therefore the value adding activities of processes can be 
related to overall enterprise (business) perfonnance e.g. can be linked to product realisation lead-
times, resource utilisations and thereby costs. However, with respect to operationalising 
processes CIMOSA diagramming lacks sufficient semantic richness about the dynamics of 
processes modelled. 
5.3. Dynamic Simulation Modelling of Business Processes 
The activity diagram created by Monfared during his modelling approach was found to provide a 
good way of representing activities, resources, and processes with a view to their organisational 
structure. This was because it provides a mechanism to encode and capture the complexities of 
AS-IS processes of an enterprise and to create a unifonn but unenactable (that is to say it does 
not provide any direct computer link between modelled processes and real processes) picture of 
these processes. The CIMOSA diagrams were also found to usefully depict some of the 
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dependencies that may exist between enterprise activity, business process, and resource entities 
involved in the same or possibly to other end-to-end process. Its semantic picture may also serve 
as a means to identify discrepancies among involved entities and to inform structural aspects of 
rationalising domain processes so as to suggest candidate TO-BE processes. 
One key potential benefit of enterprise modelling is that in principle it can inform the 
optimisation of processes [Cheung & Bal, 1998], [Davenport, 1993]. In principle business 
process optimisation can centre on an analysis of enterprise activities, business processes, and 
their involved resources to identify which set of entities can best defme needs to carry out tasks 
that fulfil an objective whilst satisfying given conditions. If the number of variables in a business 
model are a few analysis may be carried out manually. However, if the business process models 
become more and more populated with entities manual analysis may become impossibly complex 
or time consuming. One of the ways of achieving business process analysis and optimisation is to 
deploy simulation modelling centred on computer executable business process models [Chan & 
Jiang, 1999], [Irani et ai, 2000], [Gunasekaran & Kobu, 2002]. Some graphical simulation 
packages allow modelling business processes, enterprise activities, and resources and capturing 
their interrelationships so as to represent a picture of a process that needs optimisation or what-if 
analysis. Once this picture is developed, data can be fed to the model and simulations can be run. 
These simulations may help analyse and suggest conditions under which a process can be run in 
an effective manner. 
A number of simulation tools are available commercially that may be used to model, analyse and 
achieve improved process design and resourcing. Examples of the tools include iThink™. 
Arena®. Witness®. [http://www.idsia.ch/-andrea/simtools.html#Vissim. 2003]. Some of the 
simulation tools are dedicated primarily to certain aspects of an organisation such as Arena (for 
layout design), Witness (for material flow) but some tools have a more general purpose nature 
and can be used to model many aspects of processes and systems. iThink is one such general 
purpose dynamic systems modelling tool. A number of simulation tools were briefly analysed 
and their relative strengths and weaknesses are provided in Appendix-A. 
[Think 
IThinkTM developed by High Performance Systems, Inc. [www.hps-inc.com] allows to develop 
mental models of dynamic systems, i.e. the picture that we create in our minds to visualise and 
understand things. Mental models help us to understand what we see in this world and what we 
experience. Sometimes such a picture is clear with readily understandable interrelationships (i.e. 
with links and strength of these) among the entities comprising the picture. But sometimes these 
mental pictures are not clear. If relationships among entities are not clear, or iflinks are missing, 
we may create these links in our mind and develop understandings of our picture by taking into 
consideration more and more factors that may be of concern. This set of mental activities starting 
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from tracing links between ,entities and exacting them, ~aJdng into considerations more and more 
concerning factors is itself a mental process. Now whether the picture in our mind is clear or not, 
we carry out mental processes and we do try to create mental models. But the problem is, as our 
picture builds up, interrelationships among entities become complex and factors affecting entities 
begin to 'mushroom'. At some stage during model building, it becomes impossible to grasp the 
whole picture. We loose sight of what we are trying to achieve and cannot usefully further 
develop our models. iThink is a software that helps us to map our mental models and helps check 
their exactness by numerating, simulating, and improve them by analysing and communicating 
[IThink Analyst Technical Documentation, 1996]. The software can execute its models in the 
form of dynamic simulations that allows us to replicate, understand and even produce complex 
system behaviours. 
In this research work iThink tool has been used for simulation modelling and optimisation of 
processes involved in Cross-Huller Domain. This tool has been adopted because of its general 
nature to allow modelling any system and MSI's previous experience of using this tool. 
As regard business process modelling the static data pool (coded via CIMOSA graphical 
templates specially Activity Diagrams Figure-5.5) provides source knowledge about how 
activities require resources, information flows, control flows and material flows in order for them 
to generate suitable process outputs. Also coded within that data pool are triggering events and 
ending statuses that call and terminate process interactions. However, cause and effect model 
concepts and graphical modelling primitives used to model systems in iThink require quite 
distinctive ways of visualising and representing processes and particularly are centred on 
multiple differential equation solving to exhibit complex system behaviours. Systems Thinking 
does not defme specific process semantics such as domain processes, business processes, 
enterprise activities etc. Nor does it enforce CIMOSA decomposition rules such as a need for 
separated modelling of process requirements and resource and related system solutions. Rather it 
facilitates the use of very general modelling constructs which include: variables, links, loops, 
stocks and flows. The iThink modelling tool offers three levels of modelling abstraction to 
support the efforts of model users and model developers. It follows that CIMOSA and System 
Thinking concepts are complementary but that high levels of skill and human intuition are needed 
to convert information coded into the static data pool into effective simulation models and 
dependency scenarios that can be executed using the iThink tool. 
5.3.1. Process Modelling with iThink 
The CIMOSA defmes a Domain Process as a sequence of business processes and enterprise 
activities connected by behavioural rules that when executed realise desired enterprise behaviour. 
Business Processes are very similar to domain processes except that (I) they need not only events 
but also call from a parents structure such as a domain process or a higher level business process 
93 
Chapter-5: A Stepwise Approach towards Enacting Enterprise Models 
in order to be triggered and (2) their termination conditions must be defined as ending statuses 
[Vernadat, 1996]. Ending statuses are values defmed by a user and characterise the execution 
status of a process. They depend on the ending statuses of the employed enterprise activities that 
compose the process. Looking at the iThink tool, it should be remembered that this tool is not a 
CIMOSA compliant tool. It does not provide any explicit support for decomposing systems into 
domains, domain processes, and business processes based on CIMOSA principles. However, it 
offers (in the context of process modelling) some relatively general purpose and simple model 
building blocks that may partially model resources and activities, and resource and control flows 
associated with activities. 
To facilitate modelling of CIMOSA business processes, and domain processes, there are two 
layers in the tool i.e. the MaplModellayer (or Model Construction layer) and the Interface layer. 
If the Model Construction Layer represents activities the Interface Layer (which is the upper 
layer) may be used to represent business process behaviour at a high level of abstraction suitable 
for managers and other model users (other than model builders or model developers). The 
Interface Layer might for example model domain processes from a few perspectives of concern 
to a model user. But the Model Construction Layer must represent business processes and their 
constituents in sufficient detail to enable behaviour simulation that reflects reality well. Hence 
two levels of abstractions can be modelled at one time in iThink tool. However, there is one more 
layer in iThink software tool i.e. Equation Layer. This layer constitutes differential equations 
related to each building block for Model Construction Layer and defmes relationships between 
them in mathematical terms. This layer is hardly used during model building exercises. 
The model building blocks and functionality provided by the iThink tool, that lends them to 
building process models, are explained below. The development of these models is 
complementary to the CIMOSA modelling of static process carried out by Monfared as explained 
in section-5.3. The data used to build the example process models is taken from real Cross Huller 
process scenarios. 
As indicated above, the iThink tool has three layers namely an Interface Layer, MaplModel or 
Model Construction Layer and an Equation Layer. Only the ftrst two of these layers (Interface 
Layer and MaplModel Layer) may be used to create process models graphically at different 
levels of abstraction. At the Interface Layer, as shown in Figure-5.6, business processes may be 
represented along with their necessary attributes using a 'Process Frame' (or Sector Frame), 
which is a rectangular shaped model building block with rounded corners. 
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Figure-S.6: Sector Frames (rounded corner rectangular boxes) representing bUSiness 
processes in Interface Layer. 
A number of business processes can be modelled in this way and can be concatenated using 
' Bundled Flow' and ' Bundled Connector ' modelling constructs. 1l1ese may be used to link or to 
develop a simple sequence between two BPs . But they cannot be used to represent complex 
sequences among BPs. BundIed Flow is a set of Flows wbere a Flow is used to tUI or drain 
accumuIations over a period of time. This is represented by an arrow headed thick-line shown in 
Figure-5.7. When double clicked on it provides a summary of all the flows that exist between two 
processes in the Model Construction Layer. Similarly, the Bundled Connector is a set of 
Comlectors where a Connector is used to connect Model elements. A Bu ndled Connector is 
represented by an arrow-beaded tbin-line. When double clicked on, it gives a summary of all the 
Connectors that exist between two business processes in Model Construction Layer. Each 'Sector 
Frame' has a downward arrow symbol in its Sector Header. This symbol provides a link between 
business process at the Interface Layer and its elaborated view (containing enterprise acti viti es) 
in the Model Construction Layer. The inputs and outputs of business processes may be modelled 
by 'Converters ' and/or ' Reservoir' modelli ng constructs at the Model Construction Layer. 
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Figure·S,7: Bundled Flow (thick arrow-headed line) & Bundled Connector (thin arrow· 
headed line) between two business processes in Interface Layer. 
The Model Construction Layer (Figure-5.8) provides a building block ca lled 'Stock ' whose 
particular form (caUed 'Oven') may be used to model an enterprise activity-EA. TIle 'Oven' has 
the property that it processes discrete batches of work. An oven opens its door, fills (either to 
capacity or with respect to time), closes the door, bakes the contents and then unloads them in an 
instant. An oven is represented graphically by a double lined rectangular box with a text field 
caUed ' Name Plate' . TIus field may be used for the identification of an enterprise activity. TIle 
main attributes of an Oven are capacity, fill time, cook time, initial , and documents. The 
Objectives, Constraints, Functional Description and Design Authority may be included in the 
document field. 
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Figure-S.S: Model Construction Layer in iThillk software tool. 
Cook Time provides an opportunity to put a time control on a modelled enterprise activity, which 
behaves in the way Illat when each Cook Tune interval elapses the contents of Oven are passed 
out. Function Inputs and Resource Inputs to an enterprise acti vity may be modelled using a 
model building block call ed a 'Converter'. A Converter is represented as a ' Ilun lined circle ' , and 
has the capability to serve a number of functions i.e. it can bold values for constants, define 
external inputs to a model, calculate graplucal relationships, and can serve as a repository for 
graphical functions. The way a Converter serves as a Function Input and Resource lnput is to 
hold values for constants. Any acti ve resource, passive resouTce or data may be modelled by 
Converters. The presence or absence of an entity may be represented by numerating Converter as 
' I' or '0 ' respecti vely. Controllnput to an enterprise acti vity can be modelled by an ' Inflow'. An 
Inflow is a type of flow (where a flow is used to fiJl or draul accumulations over a period of 
time), which takes in inputs and feed them to enterprise activity. An Inflow is represented as a 
pipe willl a valve in it and an arrowhead points towards an Oven. Inflow may be used to pass 
resouTces and control to an enterprise activity. All the Converters representing resources or other 
entities may be linked to an Inllow using Connectors. A condition may be set with respect to an 
Inflow using tbe Builtin function so that when all the resources required by an enterpri se acli vity 
are available, the EA will be triggered or not depending upon the evaluated condition. This 
trigger may be designed by nu merating ' lnt1ow' as ' I ' or '0', i.e. ' I ' for triggering and '0 ' for 
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not-triggering. Tbe output of an enterprise activity may be passed out of an Oven througb an 
'Outflow' . An outflow exactly resembles an Inflow but is designated by having arrowbead 
pointing away from Oven. Tbe output of an enterprise activity may be accumulated in a Stock. A 
Stock is a single-lined rectangular box, whicb serves as a repository tbat accumulates tbings. 
Function Output and Control Output may be modelled partially by a Stock and Outflow 
modelling constructs respectively. 
The iThink modelling formalism developed above can be exempli fied by modelling a sub-domain 
process, product design engineering, as depicted in Activity Diagram (Figure-5.5). Consider the 
segment includes three business processes i.e. Concept Design-BP222, Design Review-BP223, 
and Detail Design-BP224. This segment of domain process bas been modelled in Interface layer 
of iThink tool as obvious from Figure-5 .6, 5.7. The control flows and resource flows between 
business processes bave been modelled using Bundled Flows and Bundled Connectors. Each of 
these business processes may be modelled in detail using the formalism explained above. Figure-
5.8 and 5.9 sbows model construction layer in wbicb each of these business processes bas been 
elaborated. Figure-5.8 in particular shows a portion of concept design business process. In this 
detail model an enterprise activity "Check Anomalies" has been modelled using an oven 
construct as distinguished by double lined rectangle. The inputs needed by tbe activity i.e. Active 
Resourcel , Data Availablel, and Passive Resourcel are modelled using converters. Moreover, 
the triggering event ' new project' is also modelled using a converter. The value of each input can 
be either ' 0' or ' I ', where '0' stands for absence of an entity and' I' stands for presence of the 
entity. All of these inputs are passed to an inflow ' inputs\CA'. In ' inputs\CA' a condition is set 
and according to this condition it sends a triggering event as well as resources to 'Cbeck 
Anomalies'. 'Cbeck Anomalies' activity is executed and tbe result of this activity is passed via an 
outflow 'output\CA' to 'Anomalies' stock, which stores these results. In this way all the activities 
in a business process can be modelled in iThil1k tool. 
The forgoing explains the way in which an enterprise activity may be represented and executed in 
an iThil1k process model. However, a process is generated only when activities are concatenated. 
Therefore, there is a need to formali se tbe concatenations of EAs present in the business process. 
In order to link enterprise activities and enable tbe passing of Outputs from one EA as Input to 
another EA, two ways have been developed. One is ' unconditional passing' while the second is 
'conditional passing' . Via unconditional passing the output of one EA is passed directly by 
means of an Inflow to anotber EA. While in conditional passing output is cbecked, judged, 
corrected if necessary, and then passed to the next EA. Similarly entities can be passed across 
BPs by means of Inflows, Outflows and Connectors. As an example the snapshot of the how 
activities are con catenated and how business processes interact with each other is shown in the 
Figure-5.9. 
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Figure-S.9: A snapshot of business processes interacting with each other. 
Having designed a process model , it can be executed by iTltink software tool which can be 
programmed to deploy various numerica l integration techniques. IThink does not provide a 
capability to enact a model in the sense that it can link the model to the real world that is 
modelled. However, it provides a capability to dynamically simulate model behaviours. As an 
example for the enterprise activity 'Check Anomalies' simulation is carried out and its results are 
depicted as in Figure-5.10. The simulation results show that at every input signal i. e. when 
' inputs\CA' value cbanges from '0' to T , it triggers the 'Check Anomalies ' activity. 'Check 
Anomalies' activity remains active for a period of time as deti ned ill the oven attributes, and 
when activity completes it generates an output. TIlis output is obvious as an impulse of 
'outputs\CA'. Moreover, when 'Check Anomalies' activity fini shes the output is stored in the 
'Anomalies' stock, and its value changes from '0 ' to ' 1'. The whole set of actions repeat again 
when the next triggering event comes aDd ' inputs\CA' is passed to 'Check Anomalies'. TIlis 
simulation can be very helpful in viewing whether the model developed is in conformance with 
the designer requirements or not and whetller it provides a useful accurate representation of 
reality. If not changes can be made in the model. indeed the model can be expanded to 
accommodate more factors , whicb may be considered by a multi-disciplinary team to be 
important in the process. 
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Figure 5.10 shows a sample of simulation results obtained when executing the models sbown in 
Figures 5.8 and 5.9. Various simulation parameters can be adjusted and iThillk provides a so 
called flight sillw/alOr to allow process and systems designers to interact effectivel y with 
dynamic simulations. 
The iThillk simulation models bave proven very effective. They can help to learn about and 
communicate multi-disciplinary bebavioural aspects of ' as is', 'could be' and ' to be ' processes. 
By so doing they can help to specify requirements of related human, machine and [T systems . 
5.4. Process Enactment 
[t was also conceived in this research that optimisation of business processes through dynamic 
simulation modelling should not end the objective of business process modelling. The optimised 
process models obtained through simulation modelling should be instantiated to lend structure to 
the capture and descriptions of workflow model s that can be enacted by some workt10w 
management tool. 
A number of commercial workt10w management systems ha ve recently become available. An ' A 
to Z workt10w tool vendors' list is avajlable at (www.waria.org). Some of the most notable tools 
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that support work flow management include COSA® Workflow, FlowMind, Webjlow, W4 and i-
Flow. With respect to phases of tbe process lifecycle, dependencies may exist in a complex 
manufacturing organisation tbat traverse four types of workflow namely: production workflows, 
administration workflows, ad-boc workflows, and collaborative workflows. Therefore it can be 
argued that to fully support organi sational needs, workflow management systems should operate 
across the boundaries of these different types of workflows. Bearing this observation in mind, 
common cbaracteristics of the above mentioned workflow management systems are summarised 
in Appendix A, where tbe interpretation given is drawn from (www.waria .org). 
i-Flow 
i-Flow® is developed by Fujitsu Corporation [www.i-Flow.com).This tool is a distributed client 
server, web-enabled, workflow application development tool that was designed to manage co-
ordination aspects of business processes. It provides a set of modelling constructs designed to 
represent and enact representations of certain aspects of enterprise activities, relationships linking 
activities, attributes of personnel assigned to activities, the order in which process steps sbould 
take place and relevant data needed for each process step. Tbereby processes can be designed 
using i-Flow templates that are used to define properties of a sequence of i-Flow activity nodes 
and bebaviour nodes, baving some defined fmality . Specified nodes can tben manage and control 
real processes and tbeir resources using Internet enabled services. 
i-Flow was chosen to operalionalise aspects of AS-IS and TO-BE process models previously 
captured, validated and analysed. Process enactment tools other tban i-Flow could bave been 
cbosen. However, the i-Flow tool was perceived to possess well developed capabilities to achieve 
distributed management and control, based on tbe use of Internet enabled systems integration 
services. 10 particular it provides capabi lities needed to acbieve runtime connectivity between 
distributed processes. i-Flow is capable of enacting process models so that a ' programmable co-
ordination structure' cou ld be flexib ly imposed around the real execution of multiple IT systems, 
i.e. the i-Flow workflow management tool can provide a 'groupware mecbanism'. Previous 
commercial use of tJlis particular workflow management tool bas been confined mainly to 
financial and related business application areas. However one thread of MSI research 
investigated tbe potential new appl ication of this tool in manufacturing and engineering domains. 
Because tbeir intended purpose and scope of use is different, naturally there are marked 
differences between the modelling constructs and modelling templates available during ClMOSA 
and i-Flow modelling of processes. Therefore it is needed to ensure that their capabi lities are 
used coherently, thereby enabling multiple uses (and reuses) of encoded knowledge during the 
lifetime of mu ltiple, dependent processes. Here it is observed that i-Flow modelling templates 
and constructs can be used effectively to model workflow aspects of either domain processes or 
business processes. However they need to be triggered in accordance with ClMOSA rules. 
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Therefore for example, when an i-Flow template is initiated by another i-Flow template, then the 
initiated template must be a business process. 
Figure 5. 11 illustrates a snapshot of an i-Flow template that was created from knowledge 
previously encoded into Figures 5.5 and 5.9. The i-Flow tool provides three user interface 
' panes ' , namely: an ' exploded drawing pane' (right hand side of Figure 5.11); a ' browser pane ' 
(top left of Figure 5.11) whicb lists templates, processes and activities that may be sorted or 
filtered based on a number of criteria; and a thumbnail view (bottom left of Figure 5.11 ) which 
sbows the 'context' of tbe exploded view. Above the start node appears a horizontal bar 
containing different types of Node Icon, i.e. ' Activity Node', 'Conditional Node', 'Control Flow 
Node', etc. Selection and joining oftbese nodes results in simple or complex activity sequences. 
i-Flow defines templates as being reusable process definitions. They contain the entire structure 
of a process. However they are not active. Rather they are static entities used to define common 
process properties and bebaviours (including the standard ordering of activities). TIley also 
provide a static view of links between activities and tbeir associated information and human 
resources. 
Therefore i-Flow templates can re-encode some of information previously defined using 
CIMOSA templates into a form that leads to process enactment. i-Flow uses the Java Script 
language to define ru les tbat can: defUle local variables, import/export data variables, do simple 
arithmetic functions, delay process initiation or conditionally start a process. Various 'Timers ' 
and 'Emai ling Facilities' may be used to exert time control over processes. 
Process designers can use a number of node-types to represent processes. Those types can be 
grouped into two categories: 'Activity Nodes' and 'Behaviour Nodes'. These nodes may be used 
in various ways to model aspects of enterprise activities previously coded within CIMOSA 
templates. Particularly they allow dynamic aspects of processes to be detai led in such a way that 
process model execution can be linked to real groupings of activities carried out by human and IT 
systems. 
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Figure-S.n: A snapshot of i-Flow software tool showing general environment and a 
template being designed 
As an example consider the 'concept design process' previously modelled by using both 
CIMOSA templates and Ule iThillk dynamic systems simulation tool. Suppose now Ulat Uus 
CIMOSA business process needs to be remodelled using an i -Flow template, so that aspects of 
instances of Ule actual operation of the concept design process (and its elemental enterprise 
activities and Ule functioning of its contributor human and IT systems) can be co-ordinated more 
effecti vely than that previously aclueved at Ule site of a vendor of engine production maclunes. 
Figure-5.12 illustrates how the constituent acti vities of this process are modelled by i -Flow 
activity nodes and behavioural nodes. 
If U,ere are different types of enterprise acti vity, all have to be modelled by the same i-Flow 
' Acti vity Node' modelling construct. However Ule state of these nodes can be colour coded by 
Ule i-Flow tool. When a node is being designed it is coloured Teal' but it changes colour for 
different states like accepted, declined, suspended, etc. ' Roles ' to which enterprise acti vities are 
assigned can be shown in an 'apparent upper fi eld' . i-Flow 'Roles' consist of a list of resources 
that come under a category and where each resource item listed has the capability to do the 
enterprise acti vi ty. By such means enterprise acti vities may be assigned to a speci fi c person, 
department or orga nisation. 
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Figure-S.12: Defining template I>roperties 
Figure 5. 13 illustrates bow i-Flow may be used to model activity nodes and behaviour nodes of 
the 'concept design ' business process in a templated fashion. When aU templated activities have 
been defined , the Templates can be stored as a static model. To work willl the template, an 
instant of that template needs to be generated. TIle i-Flow 1001 considers a process to be dynamic 
ellaClmems of temp/me illSlOllces that provide a. real time lillk bellVeell a 'designed process' alUl 
a ' real process'. When a process instance is generated, the system clock starts ticking for this 
process and the first activity becomes active and is assigned to the designated assignee. Four 
types of ' User Lnterface' are provided here for stereotypical roles of ' Development Manager', 
'New Process' , 'Task Manager' and 'Server Administrator' . 
For our example, when the 'concept design' template is saved, its name and a unique identifier 
appears in tbe 'browser pane'. When an instance of Illis template is created a process becomes 
active. TIus is indicated via colouring, as iUustrated by Figure 5.14. The status of a process (and 
its activities) is monitored via Ule ' Development Manager' user interface: designated colour 
schemes (green, blue and yellow) inform process owners about specific activity stales. i-Flow 
allows multiple processes and activities to run concurrently. Whenever a new process is 
instantiated from a template it appears as an active process in the organiser pane. 
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Figure-S.13: Activity node Jlrol>erties as Jlrovided by i-Flow. 
Figure-S.14: An active conceJlt design Jlrocess as shown in develoJlment manager interface 
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5.5. Multi-Process Modelling (MPM) Method 
RPM 's enterprise modell ing approach created four types of complementary diagrams that step by 
step follow CrMOSA modelling approach to capture requirements of an enterprise. These 
diagrams include Context Diagram, Interaction Diagram, Structure Diagram, and finally Activity 
Diagram and collectively tbey have the ability to capture static pool of data in an enterprise such 
as domain processes, business processes, enterprise activities, resources, information flow, and 
resource flow, and organi sation of processes. Activity Diagram particularly also represent 
processes of an enterprise along a time-line that helps understand the time span over which 
processes can be completed. However, it was identified that these diagrams do not seem to 
provide any guidelines about capturing dynamic aspects of processes involved in an enterprise, 
which was described earlier. These diagrams al so lack the capability to analyse, and evaluate 
processes in terms of time and cost for they cannot check the effects of utilising different 
resources present in the organisation. Therefore, it was conceived and tested that the objective of 
enterpri se modelling can be enhanced if models of processes and related resources could be 
dynamically executed to analyse, evaluate, validate, and suggest conditions in which processes 
cou ld run in most effective ways. It was also conceived and tested that once the improved models 
of processes have been developed they shou ld also be enacted in order to lay a structure and 
control over real processes and resources in order to get tbem done in a timely and manageable 
way. 
These modelling activities resulted in conception and development of a Multi Process Modelling 
(MPM) method that proved very helpful in providing a structured approach for going about 
modelling, achieving process improvement and enacting multiple processes of an enterprise. The 
method thus developed is represented in tbe Table-5.1. The MPM presents a set of guidelines 
about activities that may need to be carried out when modelling enterprise processes. The MPM 
has two dimensions. The first dimension encompasses phases starting with ' collecting data from 
an enterprise' through 'As Is-' and 'To Be- ' static and dynamic model generation to focused 
deployment ofthese models. The second dimension outlines activities, underlying concepts, and 
techniques and tools involved in each phase of the modelling activity. The multi-process 
modelling method (MPM) intends to capture a semantically rich picture of manufacturing 
enterprises that can be transferred into a focused set of requirements specifications for developing 
systems that could underpin and facilitate real-time working of enterprise processes. A 
description of MPM and examples of its case study application are reported in a published 
refereed journal paper [Chatha et ai, 2003] , which is also included as Appendix-B in this thesis. 
At first sight one may think that the MPM consists of the modelling concepts provided in 
ClMOSA modelling framework. As a matter of fact the development of MPM did start by 
adopting CIMOSA concept framework to visualise and represent an enterprise in a certain way. 
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However, during thi s research work it was established (as will be described in next four chapters) 
that the CIMOSA modelling framework provides a minimum set of attributes and aspects that 
one might need to consider wben effectively modelling enterprise processes. Hence populating 
metbods and concepts for modelling activities in MPM are not limited to CIMOSA modelling 
framework. New concepts and methods bave been developed, tested and enhanced the CIMOSA 
modelling framework . The next four chapters in thi s tbesis encompass a set of these concepts tbat 
populate tbe MPM method in order to realise an Enriched MPM Environment. 
The development and testing of executable simulation and enactment models as described in thi s 
chapter has enhanced RPM's approach and has extended its scope and fomlali sm from four 
diagramming templates to six forrnali sms. The new approacb called MPM approach includes the 
formalisms as illustrated in Figure-5. l5 . 
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Outline Description of Modelling Activities 
Needed at each Main Step of the Modelling 
Method 
Method & Concepts used to 'Structure' Modelling 
Activities & Multiple Process Representations 
Modelling Techniques & Tools Deployed to 
Represent & Analyse Modelled Entit ies & their 
Interrelationships 
Elicit and record mult iple understandings about A developed approach to documenting altemative Various paper based sketches o f CIMOSA 
current business processes deployed by the views of multiple business processes; held either within confOl1nallt 'domain processes', 'business processes' 
engineering partners, with the aim of developing the heads of people responsible for different process and 'enterprise activities' are developed to facilitate 
a unified set of process representations that segments or previously recorded 10 company knowledge elicitation and multi-process 
collectively fonn a static pool of enterprise documents. Structured interviews (which constitute an documentation, leading to the population of many 
knowledge Umt can be reused for various integral part of the approach) are organised with modell ing templates. 
purposes. reference to the need to populate four kinds o f 
CIMOSA diagramming template. 
Reuse of e licited data to populate and validate Static views captured and populated in confonnance A structured approach to the use of a combined 
multiple 'static views' of 'as is' business wiLh CIMOSA diagramming templates needed to Powerpoint and V ISIO (general purpose presentation 
processes that collectively and coherently encode 'enterprise requirements'. Thus fragmented so ftware) was developed to fac ilitate the generation 
provide a 'semantica lly rich picture' o f process views, at multiple levels o f abstraction are o f graphical (non-computer executable) 
relatively enduring entell)rise entities and their organised into 'context' , 'interaction ', 'structure' and representations o f 'as is' static model views, based 
interre lationships that can be reused by different 'activity' modelling templates pertaining to both 0 11 the semi-s tructure use of ClM OSA COnfOnllant 
enterprise persolmel in support o f their various partnership enterprises and individual partner modelling constructs. 
roles. businesses. Individual and collective validity o f the 
views is rechecked with appropriate personnel. 
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O utline Description of Modelling Activities 
Needed at each Main Step of the Modelling 
Method 
Method & Concepts used to 'Structure' Modelling 
Activities & Multiple Process Representations 
Modelling Techniques & Tools Deployed to 
Represent & Analyse Modelled Entities & their 
r nterrela tionships 
Selected aspects of the static representa tions of Various general CfMOSA modell ing concepts Generate alternat ive dynamic models using the 
'as is' processes are recoded into computer (pertaining to 'derivation " 'generation' and iThink modelling to01, by recoding selected entities 
executable models wi th capability to simulate 'installtiation') were used to focus and stlUcture and entity relationships previously coded by the 
process operation and behaviours from some dynamic model generation. However use of these sta tic base data. This yields computer executable 
perspective and ulereby provide new insights concepts and associated CIMOSA decomposit ion models that via the application o f numerical 
into 'as is ' process design, process resourcing principles needed to be translated into an alternative set integra tion techniques simulates and displays 
and process operatioll. Initial dynamic model of modelling concepts which can be practically metricated dynamic behaviours in various 
analysis and development is focused on model implemented using a selected dynamic systems programmable and in teract ive fonns. 
validation with subsequent analysis on modelling tooL 
identi fying possible constraints arising from 'as 
is' practice. 
Based on knowledge of 'as is' process properties Use of CIMOSA and causal loop modelling concepts Causal loop diagramming techniques and the iThillk 
(s tatic and dynamic) new business process help stl1lchlre ' to be' scenario generation. Use of systems dynamic tool are used to ' visual ise ' and 
scenarios are developed and are run under CIMOSA ellteq)rise activity and junctional entity 's imulate' causal effects and the operation of various 
simulation. This provides metricated analysis of concepts help structure process resourcing activity. cand idate ' to be' scenarios. This enables conceptual 
alternative: p rocess desiglls; atrribllriollS of These and new modelling concepts needed to be thinking and focused simulation of possible 'to be' 
resources to process elemems; and process mapped onto modelling concepts and constructs made behaviours and metrict'ated performance 
operations. avai lable by the selected dynam ic systems modelling measurement made relat ive to 'as is' benclunarks. 
tool. 
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6. Enriched Multi Process Modelling (E-MPM) Environment 
6.1. Introduction 
In order to investigate ' bow modelling can help design, resource and control complex processes 
deployed by manufacturing enterprises, a Multi Process Modelling (MPM) approach was 
conceived from experience of using a selection of CIMOSA diagramming techniques, in 
conjunction with proprietary modelling tools, to: 
(a) create 'as is' models of case study processes used currently by manufacturing companies; 
(b) simulate dynamic behaviours of case study processes and resource systems, within the 
broader application context defined via (a), so as to propose possible ' to be ' process and 
system enhancements; 
(c) create workflow models with reference to case study processes and system models, so as to 
propose improved ways of achieving process enactment and runtime management. 
The experience gained from chapter 5 and the observed need to meet certain modelling 
requirements specifications it was decided that an Enricbed version of MPM was needed and that 
tbis should comprise three main elements: 
(i) an enricbed set of multi process modelling constructs tbat could be operationalised within 
the context of an Enriched Multi Process Modelling (E-MPM) Framework, such that tbey 
more naturally support process simulation and process enactment, when compared with the 
first generation MPM Framework conceived by the author; 
(ii) an Enriched Multi Process Modelling (E-MPM) Method which structures multi process 
modelling along similar but improved lines to its predecessor MPM method except tbat it is 
designed to structure the use ofE-MPM modelling constructs, rather than MPM ones, and 
(iii) an Enriched Multi Process Modelling (E-MPM) Environment, which comprises a specific 
instance of the E-MPM Framework, E-MPM Method and a selection of proprietary process 
modelling, simulation and enactment tools. 
It fo llows that the E-MPM Framework inherits a number of modelling concepts from the 
CIMOSA modelling framework but that new complementary concepts needed to be conceived 
and introduced to achieve stated aims of thi s research work. The outcome is that E-MPM 
Framework and E-MPM Method enable enriched process and simulation models to be created 
and input naturally into simulation and enactment tools. The E-MPM Framework is represented 
conceptually in Figure-6. 1. Whil e developing the first generation static and dynamic models 
described in Chapter-5, it was reali sed that the CIMOSA modelling framework lacks sufficient 
modelling concepts to capture and represent time dependent (or dynamic) attributes of an 
JJ2 
Chapter-6: Enriched Multi-Process Modelling (E-MPM) Environment 
enterprise. It was also observed that existing CIMOSA modelling constructs lack explicit means 
of representing and supporting other key enterprise engineering concepts, such as 'change 
capability' , ' modulari sation' and ' collaboration '. This observation provided the prime motivation 
for devising and adding new concepts that have an abi lity to explicitly encode selected: 
collaboration concerns; exception types and their hand ling; aspects of process modularisation; 
and developmental aspects of dynamic models. However, a significant number of CIMOSA 
concepts were retained, although in some cases amendments were made to enable them to be 
used consistently in conjunction with the new concepts. All new and amended concepts were 
organised in relation to pre-existing specifications of the CIMOSA modelling framework . This 
enabled the definition of the scope and focus of the E-MPM Framework, relative to an ISO 
standard. The E-MPM Framework has three dimensions (similar to the CIMOSA modelling 
framework) , namely a 'generation ', ' instantiation ' and ' derivation ' dimension. E-MPM's 
instantiation dimension closely mirrors that of tbe CIMOSA instantiation dimension. However 
the 'generation' dimension is split into three strata that represent reality, where the strata chosen 
are akin to aspects of ' human beings'; namely a 'physical body' ; ' intellect and knowledge ' and 
'self [AI-Hujweri, Translated by Nicholson, 1976]. This decomposition was made bearing in 
mind that (manufacturing) organisation are socio-technical systems [Schael, 1998]. Therefore the 
three strata of the ' generation' dimension are: physical stratum, a knowledge stratum and a social 
stratum . The physical stratum captures aspects related to physically building an organisation. The 
knowledge stratum captures aspects related to the knowledge used and produced by or for an 
organisation. This includes tacit knowledge as well as explicit knowledge. This may also 
encompass procedures for handling change. Whilst a social stratum captures aspects related to 
social behaviour and the social environment of the organisation. In the current version of the E-
MPM Framework, the social stratum is centred on coordinati on, collaboration and 
communication concepts and principles. It may also include cooperative and trust concepts. Each 
of these three strata of an organisation are considered to be 'open ' in the sense that the E-MPM 
Framework is eclectic and is discussed to accommodate the introduction of additional concepts 
(such as in future studies). Together concepts incorporated into the three strata of reali ty can be 
used to structure and represent different perspectives when seeking to study, design, develop and 
change an organisation. This notion is further developed in chapter 8. 
Returning to tbe physical stratum of the E-MPM Framework, a number of enhancements were 
made in comparison to the CIMOSA modelling framework. In tbi s study, first and foremost it is 
assumed that most ME' s can be considered to be process-orientated organisati ons and that other 
organisational perspectives can be interpreted relative to that primary view. It fo llows that the 
'functi on' view of tbe CIMOSA framewo rk bas explicitly been replaced by an 'activity' view. 
Also activity execution requires active resources, as wi ll be discussed in chapter 8, that have 
capabili ties to do functional operations, so as to carry out those activities. Also that in general 
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activities will require passive resources on which either functional operations are carried out to 
produce outputs or which are used or consulted when carrying out acti viti es. 111ese modified and 
additi onal concepts are fundamental to the E-MPM Framework, the development of which will 
be explained more full y in subsequent sections of this chapter. 
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Figure-6.1: Enriched Multi-Process Modelli ng F ramework 
The derivation dimension encodes and represents requ irements of systems during their lifetime. 
Notable differences in this dimension (compared to the CIMOSA fram ework) are concepts 
provided to create semantically rich static process models; modularise processes; and to create 
dynamic models of systems. Requirements for these concepts were partially explained in the 
di scussion included into chapter 5 but further development of the rationale for them is included 
into thi s chapter and chapter 8. 
The Enriched Multi Process Modelling (E-MPM) Framework has been designed to satisfy 
identified enterprise modelling requirements by incorporating into it capabilities to: 
I. support the generation of semanticall y rich descriptions of processes and dependencies 
between processes; 
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2. enable selected aspects of semantically rich process descriptions (generated under I) to be 
transformed readily into a computer executable form that can be run in a computer so as to 
form an integral part oftbe actual processes being designed, resourced and controlled; 
3. naturally enforces a structured way of linking aspects and life pbases of 'process models' to 
related aspects and life phases of candidate 'models of systems' (i.e. organised collections of 
models of human and technical system elements) that are or cou ld be used to resource 
modelled processes. Tills structure was designed to enable transformation, change, 
reconfiguration, extension, scalability and. general reuse of models and segments of models; 
4. enable process and system designers to use 'guides'! and 'constructs,2 to create models of 
processes in a modular fashion, thereby enabling cbange capable processes to be specified 
and developed based on the reuse of process modules; 
5. 'guide' and 'construct' tbe use of suitable coordination theory, so as Ci) to lend time-based 
structures to groupings of activities involved in the design, resourcing and control of 
(multiple) complex processes and (ii) to structure communications among organised sets of 
resources used to rea lise complex processes; 
6. offer a generic approach to handling exceptions that may interrupt the normal execution of a 
process. Also to provide mecbanisms to handle different types of exceptions. 
The following sections provide more details about key elements of the E-MPM Framework. To 
illustrate use of the E-MPM Framework the example problem domain of Ford- Cross-Huller as 
described in section-4 .2 is adopted and related appl ication examples are considered. Also 
explained is reasoning about typical solution assumptions and cboices tbat need to be made when 
using E-MPM. 
It should be noted bowever that study time and resource constraints meant tbat it was only 
possible to partiaLly study in depth and test the application of the E-MPM modelling framework. 
Those parts of the E-MPM Framework that have been studied in detail are represented by shaded 
boxes in Figure-6.2. 
L The tenn 'guide' is used here 10 indicate the provis ion of some exemplar (or reference) model, method or rule, which 
can guide design, process resourcing and control activi ti es specified and/or carried out by process designers and 
developers. 
2 The lenn 'construct' is used to indicate lhat a description or modelling mechanism is provided. 
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6.2. S ema nt icaUy Rich Process Descriptions 
This subsection of E-MPM Modell ing Framework covers the area included by the larger boxes in 
Figure-6.3. It describes a graphical formalism that was developed with the purpose of developing 
semantically rich representations of processes deployed within manufacturing enterprises, 
example types of which were described in sections-4.2 & 4.3 . Importantly the representational 
technique devised needed to encode sufficient detai l tbat interaction between and among 
organised groupings of resources used to perform activities and organised groupings of activities 
(i .e. processes) is enabled in an effective and timel y manner. Thereby the overall purposes of the 
semantically rich representation developed is to help: ( I) produce a shared, consistent and 
mutually understandable picture for different stakeholders involved in tbe lifetime of processes; 
and (2) help to resolve complexity and reuse issues associated with issues of process (re)design, 
process resourcing and during the design of candidate systems witb necessary capabilities and 
capacities to reali se the processes defmed. 
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Figure-6.3: Coverage of E-MPM Framework in section-6.2 (bigger boxes) 
A cornerstone ofE-MPM Modelling Framework is tbe assumption that manufacturing enterprises 
can be conceptually represented usefully by three classes of processes, which function in an 
interrelated fashion during the lifetime of an enterprise. Weston [1 999] identified three prime 
activity types that need to be resourced by an organisation, namely: 'what-activities', ' how-
activities' and ' do-activities'. What-activities primarily address strategic questions, such as what 
sort of things should an enterpri se do to reali se its purpose. How-activities primarily address 
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tactical questions like 'how things can or should be done', while ' do-activities' are mainly 
needed to do activit ies (typically on a repetitive basis) so as to generate the products and services 
of the enterprise. This concept suggests that a manufacturing enterprise can be conceptual ised as 
comprising three classes of process (corresponding to three types of grouping of activities), 
namely: strategic processes, tactical processes and operational processes as shown in Figure-6.4. 
Both E-MPM and its predecessor MPM assume that in general an enterprise will comprise three 
fundamental classes of process namely, strategic processes, tactical processes and operational 
processes . The prime purpose of the strategic process class is to specify mid to long term 
objectives and plans of an enterprise. Strategies are created, and decisions taken about the type of 
business that should be created and the goals it should achieve. The prime purpose of the tactical 
process class is to achieve means of realising defined goals of the organisation, thereby enacting 
organisation design and engineering to ensure that the organisation has the capabi lities and 
structures to reali se strategic goals and objectives. Whereas the operational process class 
constitutes some ordered sets of activities that realise goals and objectives by actually carrying 
out operations using capabilities, methods and techniques developed via tactical processes. Hence 
descriptions of these three classes of processes can describe the working of an enterprise as a 
whole. 
Strategic Processes e.g. 
Mergers 
Tactical Processes e.g. 
Engineering 
Operational Processes e.g. 
Prcxiuct ion Operations 
-~-
- -----~--.. ~ 
Figure-6.4: Classes of processes in a manufacturing enterprise 
Figure-6.4 implies an emphasis on processes that add value to the enterprise, via their relation t? 
enterprise activities and resources, rather than focussing directly on products and services. In 1 
typical organisation these processes run essentially on differing timeframes, with different start 
and fini sh times, and typically responsibility for them is associated with different hierarchical 
levels of an enterprise, in the manner as depicted. [f an enterprise is considering a 'merger', as a 
means of growing the enterprise for example, a strategic process will need to be instantiated, 
resourced and realised. Outputs from such a strategic process will commonly result in: objective 
setting for some enterprise future, deciding what types of business market segments the 
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enterprise should operate in, what strategic partnerships it should form, etc. Whereas 'how' 
enterprise engineering processes, for example, may typically be concerned with developing 
alternative ways of designing and producing products. Whilst typically ' do' processes actually 
procure, produce, assemble and ship products. On considering common relationships between 
the process classes shown in Figure-6.4 it can be observed that upper level processes may drive 
lower level processes in a top-down fashion but that good strategy and tactics must be cognisant 
of constraints that will limit the achievable operation and performance of lower level processes. 
Whilst in other cases lower level process events and observations may initiate higher level 
processes and inform their pro[,'Tession and outcomes. In general therefore, couplings or inter-
dependencies will exist between these processes in any given organisation and those 
interdependencies can be expected to change over time. However, in many enterprises the 
importance and nature of these links is not well understood and seldom are they explicitly 
defined. 
Each process class requires various inputs, outputs, resources, techniques, methods and 
mechanisms to realise their purpose. Al so processes may involve different levels of complexity, 
such as in terms of different numbers of activities and in terms of the complexity and invariance 
of their interrelationships. Vemadat [1996] describes this picture in the following way: "models 
and performance indicators used by top management must be based on some aggregation of 
lower-level information. Models used by middle management are more detailed but have a 
narrower focus; and so on th.rough the hierarchical structure of the organisation down to the 
operational level where the model becomes an image of reali ty in its full complexity". Hence in 
this study it was posited that: if we are able to capture representational and functional 
requirements of anyone process, we may be able to derive rules and principles that may be 
equally applicable to the modelling of other dependent processes. Further, sbould this prove to be 
achievable it was presumed that it wou ld prove possible to create semantically rich 
representations of all processes involved in any domain of concern to an enterprise and thence 
that interrelationships between process classes and various instances of process classes should be 
explicitly identifiable; and thereby potentially better understood, explicitly modelled and 
standardised such that their inter-working in particular and that resultant enterprise working in 
general can be specified and enabled. 
Therefore, it was proposed that all three classes of process should share a common (graPhicai) 
representation. However it was understood that the representation to be devised had to be 
suffi ciently rich and open to enable the capture and depiction of relevant information at those 
different levels of abstraction needed so tbat mutual understanding by all enterprise actors (and 
their various perspectives and concerns about enterprise processes) can be achieved. 
For more than a decade much emphasis has been placed on enterprise modelling, albeit that 
primary focus has been on creating static enterprise models. For example see [Vernadat, 1996], 
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[Shaw, 2001] and [Bernus & Nernes, 1996]. An overall goal has heen to develop a generic 
modelling approach that could capture and represent all the entities involved in the lifetime of an 
enterprise and of interrelationships hetween such entities [Dewhurst et ai, 2002], [Lin et ai, 
2002], [Monfared et ai, 2002]. Many modell ing approaches, frameworks and languages have 
heen conceived and developed, such as CIMOSA, IDEFx, !EM, GRAIlGlM, etc. for such a 
purpose. Each of these approaches and their developed methods of use, cover numerous aspects 
of enterprise representation hut lack in other respects. Whilst some approaches and methods have 
been conceived with a more constrained agenda and consequently are more applicat ion specific, 
such as SADT, Petri -nets, Merise etc. This situation compelled Vernadat [1996, p92] to say, "no 
complete enterprise modelling method currently exists and there is serious doubts that one such 
approach will ever exist". Necessarily it was understood tbat the generic process modelling 
approacb developed in tbis study (in order to create semantically rich descriptions of processes in 
manufacturi.ng enterprises) could only realise a small step in such a pursuit. Furthermore it was 
deemed imperative that its development should be hased upon a unification and extension of 
previously developed enterprise modelling concepts and particularly those that had proven use in 
industry and had been incorporated into international standards specifications. 
6.2.1. Generic Process Modelling Approach 
The generic process modelling approach developed in this research study incorporates two prime 
stages of modelling considered by the ClMOSA modelling framework, namely: 'model creation' 
and subsequent 'model execution' . Two other key concept types of modelling are needed to 
satisfy study requirements generated and I isted in section-4.4. One such type of concept 
concerned tbe need for sufficient semantic richness when representing activities, states and other 
entities that constitute a process so that resultant representations could naturally form tbe basis of 
computer executable models for simulation and workflow control purposes. The second, and 
related concept type pertains to the need for real time process working, which requires the use of 
sub-concepts like 'supplier-customer relationships ' and 'communication' between entities. 
However it was decided that many of the basic modell ing concepts and sub-concepts could be 
firmly anchored to the CIMOSA Process Modelling approach. The reason for adopting CIMOSA 
as the modelling baseline is that ClMOSA has fairly widely been considered to be tile most 
comprehensive and well proven public domain framework for enterprise modelling ~t 
visualises an enterprise as consisting of concurrent and communicating processes. Consequently 
when creating MPM and E-MPM a numher of concepts were imported directly from CIMOSA. 
However, for reasons explained previously, a number of new concepts needed to be conceived, 
specified and unified witb CIMOSA concepts during the development of the new approach . 
The new approach imports and majors on the use of concepts 'business process', 'enterprise 
activity', and 'resource' as dermed previously for ClMOSA process modelling. lmportantly it 
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incorporates these concepts and their method of decomposition . However, it provides its own 
semanti c attributes and definitions for these concepts. An Enterprise Activity-EA is defined in 
the new approach as: a 'set of elementary actions carried out by active resources on a piece of 
work (passive resource) to obtain some objectives within a defined allowed time to complete'. 
The output from an EA cannot be valued separately outside the context of its host business 
process. Similarly a Business Process-BP is defined as: a 'sequence of enterprise activities 
converting process inputs into outputs with clearly defined objectives and complete-by time'. The 
output of a BP can be separately valued outside its host process. A resource is defined as: a 
'physical or information entity that takes part in an enterprise activity and contributes to the 
reali sation of its objectives' . 
Two types of EAs have been identified: 'manual EAs' and 'automated EAs'. A manual EA may 
be defined as: 'an EA in which most actions and decision making is carried out manually', 
whereas 'an automated EA is one in which most of the actions are carried out automatically 
linked possibly to human or [T based decision making' . It was decided that any Manual EA 
should be represented graphica lly by c::::::::J ,whereas an automated EA should be graphicall y 
be represented byl..( __ ) . Two EAs may be con catenated together graphically by means of an 
arrow-headed thick line i.e. ~ thereby for example creating BPs. For the purpose of 
identification the same fomJa lism as that defined by the ClMOSA process modelling approach 
has been adopted. It should be noted that for any given sequence of enterprise activities that are 
included into a business process definition, some enterprise activities can be more critical than 
others to the achieving of business process objectives. If an EA is critical, in the new process 
modelling approach this can be denoted by putting an '.' in the top-right corner of EA model 
building block. 
ClMOSA defines behavioural rules (see left two columns of Table-6. I) to defme structured and 
ill-structured processes . However in the new modelling approach it was determined that these 
rules should be graphically represented by new notations that facilitate the creation of 
semantically rich pictures of processes, as shown in the right hand column of Table-6.1. These 
notations when combined with the EA notation, and EA concatenation, will enable the 
description of a structured process. However, there may be instances where a given sequence of 
EAs cannot be predetermined before the process is executed. [n such a case processes ,re 
considered to be ill-structured processes. For ill-structured processes late binding (a term used by 
Vemadat, 1996) of EAs can be carried out. Following late binding, ill-structured EAs can be 
modelled in the same way as that used for modelling structured processes, but interrelationships 
and interconnections between processes may not be defined before the execution of one EA or 
before an EA thread is complete. 
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ClMOSA Behavioural Rule Modelling Element Model Building Block 
Process Triggering Rule Process Start Activity 8 
Forced Sequential Rule Simple Sequential Activity 
• 
Conditional Sequential Rule Conditional Sequential 
0 Activity 
Asynchronous Spawning Asynchronous Parallel 
D Activity 
Synchronous Spawning Synchronous Parall el Activity 
0 
Rendez-vous Rule Concurrent Activities 8 
Loop Rule Iterative Activity 
0 
Process Completion Rule Process Finish Activity 9 
Table-6.1: Grapbical Modell ing Blocks for ClMOSA Bebavioural Rules 
When an EA is complete, depending upon tbe resu lts it produces it can be decided which EA 
should execute next. When the next EA to be executed has been determined control and 
resources are transferred to that EA. Moreover, run-time support for handling exceptions may be 
provided. 
In a structured process, when an EA finisbes and an output is generated, control and resources 
can be transferred to tbe next EA. In a real process what bappens is that outputs are lransferre9 to 
next EA only when the results generated by previous EA are within the range of inputs needed by 
the next EA. Here a question arose as to how best to model this phenomenon so as to 
accommodate thi s concept within a rich picture. It is observed that this concept is about 
communicating between two enterpri se activities and therefore it was deemed to be necessary to 
determine a suitable modelling construct to accommodate those communicati on needs. Looking 
closely into different modelli ng approaches, for example process-oriented approaches (l ike 
CIMOSA and IDEF3) and configuration management approaches (i.e. CAD, CAM, DFMA and 
122 
Chapter-6: Enriched Multi-Process Modelling (E-MPM) Environment 
QFD), it appears that tbese approaches fundamenta ll y lack an ability to encode communication 
aspects between two EAs. Bearing this point in mind the authors' attention was diverted to the 
so-called language-action perspective [Winograd, 1987]. This approach seems to deploy concepts 
that match the observed communication requirements when modelling rich processes, namely to 
define and enact communications between enterprise activities. The basic concept of 
language/action perspective is that "people act through language" [Winograd & Flores, 1986: 
Source: Schael, 1998] . This is opposed to the perspective that "people process information and 
make decisions" [Winograd, 1987]. The language action perspective considers language to be the 
primary dimension of human activities and therefore of communication and cooperation [Schael , 
1998]. Based on this concept an action workflow model was previously created by Action 
Technologies and represented by Figure-6.S . 
1. Prepar.ation: 
The customer proposes work to be 
done by the performer. 
2. Neg oti .. ti on : 
The customer .and performer come 
to agreement about the work 
( commitment) to be fulflled. 
Conditions ofs.atisfaction 
for Fulfilling Commitments of 
Who. Wh.t .and Wben 
4. Ace epbnc e: 
"The CUSUlmef evllu4Imsthe work and 
either declares utisf.CO:on or points 
out what remainsto be done to fulfil! 
the request. 
3. Pl!mmunce: 
Th e performer fulf'ills the request 
.. od reports completion. 
Figure-6.S: Action Workflow iSource: bttp:llwww.actiontecb.com/ i 
In this model if request and acceptance pbases are omitted, an exploratory or declarative 
conversation is opened. In such cases the communication flow is less structured and can be seen 
as comprising recurrent communication steps between two participants i.e. customer and supplier 
[Schael, 1998] . 
It was observed tbat a customer-supplier perspective might usefully be used as part of th j E-
MPM modelling approach, bearing in mind action worktlow ideas. Thus it was assumed tbat if 
two consecutive EAs create a supplier-customer relationship then communication between these 
two EAs can be usefull y modelled using declarative or exploratory conversations. After its 
completion stage a supplier EA produces an output. This occurrence can be considered to be an 
event that informs its customer EA(s) about its results and asks to transfer control if the owner of 
next customer EA is satisfied with those results. It was decided that such an occurrence can be 
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modelled graphically by means of the ~ model building block. When a customer checks the 
results and sends a feedback response, thi s can be modelled using the "'--/ model building 
block. This feedback response may be either positive or negative in tbe sense that it is assumed 
that the outcome can be notified as being either acceptable or unacceptable. However there may 
be another outcome in that the customer and supplier may conduct a conversati on that leads to a 
settl ement about tbe results. The status of these feedback outcomes may be colour coded to 
provide a graphical indication of associated states. In this study the following co lour coding was 
chosen. If the result of a supplier-customer interaction is acceptable a green feedback signal 
should be indicated, with red for unacceptable, and yellow to signal initiation of a conversation. 
If the outcome is a positive feedback signal, control and resources are transferred to next EA. But 
for a negative feedback response tbe previous EA may need to be repeated. 
Another issue which is important in supplier-customer relationships is that often a supplier 
should continuously update customers about the status and states of EAs being carried out. In this 
study it was assumed that the states an EA may attain are: inaclive, when it is not started; active, 
when all pre-conditions have been fu lfilled and working has commenced; suspended; when it is 
inactive because some corrections are being made; and declined, when it has been rejected by 
prospective personnel (who have been assigned responsibility to carry out the EA). It was also 
assumed tbat the state of an EA may be represented by a colour scheme, as indicated below. 
Active: Green Suspended : Yellow 
Inactive: Blue Declined : Red 
The modelling approach developed here explicitly represents certain attributes of an EA using 
speci fi ed types of model building block. However, there are other attributes that were considered 
to be important to ensure the successful working of a process such as state, status and exception 
handling. It was considered to be impractica l in this study to develop modelling constructs to 
encode all such attributes. However, it was decided that the use of a new EA-construct (a 
C[MOSA like construct) would be enabled to cover those requirements and attributes that need to 
be captured in order to design a process, resource a process and to control tbe dynamic working 
of a process. The new EA construct specified is detailed at the end of this section, but sbme 
explanation of its purpose, design and use is given here. 
The new EA construct has been designed with a view to supporting EA execution. It consists of a 
number of attributes that are organised into a number of groups, keeping in view their 
implications. Four groups of requirement bave been identified, namely: General , Subject-related, 
Object-related and Run-Tinle. Starting with General Attributes, when an EA is designed it may 
be given a name, class and a specific identification number. The role responsible for getting it 
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done is also assigned. Typically constraints need to be satisfied before any processmg 
commences, i.e. need to confirm the availability of active and passive resources etc. and other 
constraints have to be satisfied before execution of the EA can be completed. Objectives to be 
achieved and allowed-time (or complete-by-tirne) bave to be specified. Resources are required to 
carry out an EA and achieve its objectives. Two classes and three types of resources need to be 
identified, as indicated earlier and as will be explained further later. Resource classes have been 
identified keeping in mind notions of 'Subject' and 'Object' as identified in natural languages so 
those classes are 'active' and ' passive' resources. Active resources (or subjects) are those tbat 
take actions, while passive resources (or objects) are those on which actions are taken. Subject-
related requirements of an EA are grouped together to specify the functions required from active 
resources to carry out an EA, performance attributes required from active resources to produce 
EA attributes, and constraints that should be satisfied by active resources as they fulfil their 
designated functions. Similarly, the Object-related requirements include what functions , 
properties and constraint objects (or passive resources) should fulfil. Besides subject-related and 
object-related requirements, for each EA it was observed that tbere is also a need to identify 
triggering events and levels of effort required. A designated level of effort can place quantitative 
requirements on resources. An EA starts only when all the resources required by an EA have 
arrived at a particular location. 
When all needed resources have been marshalled and are available, control can be transferred to 
one of the Subjects responsible for carrying out the EA. Now when an EA is active and execution 
bas started its attributes need to be continuously monitored and checked against the values 
required. If performance attributes or constraints have apparent deviations from requirements, 
active resources may need to be re-tuned to control the results. 
The new EA constructs differ from previously defined CIMOSA constructs and indeed other 
approaches by the fact that they have attached run-time attributes or requirements to be satisfied. 
Tbe foregoing describes the importance of representing states, statuses and performance 
monitoring of EAs that comprise a process . Besides these requirements, other requirements that 
need to be satisfied include: a suitable exception-handling ability, an ability to achieve dynamic 
modification of the model and facilities to achieve deadline management. 
Exceptions 
Different authors have defined and classified exceptions in different ways, see [Kamrner et aI, 
2000], [KJein & Dellarocas, _ _ ), [Ellis & Keddara, 2000) and [Strong & Mjller, 1995) for 
example. In the approacb developed by the author an ' exception' is defined as an 'instance 
situation (predictable/unpredictable) that stops or hinders execution of a process'. Whereas 
'exception handling' is defined as the way an exception is handled i.e. the method or mechanism 
employed to resume normal execution of a process. (A detailed description of exceptions and 
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their handling mechani sms will be described in chapter 9. At this stage the focus is on identifying 
probable exception causes and exception handling parameters that might usefully be attributed to 
the EA construct). 
Earlier it was explained that it was decided that the execution completion of an EA should result 
in the issue of an event notification at the EA-customer(s). If the results generated are accepted, 
then control and resources can be transferred to next EA. The use of (CIMOSA like) EA 
constructs strongly emphasises the inherent control functionality embedded into an EA. It follows 
that performance attributes of an EA are required to be monitored and checked against pre-
defined attribute values. If any event occurs in the system (of resources and sub-processes), 
relevant EAs or their executors should be noti fi ed. 
The Business Process-BP construct was also considered in section-6.2. A business process can be 
represented by c=J . A BP can have two types namely: Structured and Ill-structured. The BP 
construct mostly resembles an EA-construct, however, the differences are (I) EA states/statuses 
are dependent upon elementary actions taken by resources, and BP-states/statuses are dependent 
upon EAs; (2) BP-perfoffilance monitoring is mostly in terms of cost, time attributes; (3) BP-
exception handling is in terms of EAs changes; (4) a BP-triggering event may also come from 
some super-BP in the structure. Figure-6.6 represents a fragment of a process model. In this 
Figure manual and automatic EAs are shown. Moreover, a business process is also shown 
decomposed into its constituent EAs. Identification and representation of manual and automated 
enterprise activities at tbis level of modelling can help identify type of supporting information 
systems. 
A comparison can now be made between the CIMOSA EA-construct and the New EA construct 
specified, used and tested in this research study. The new EA construct is different from 
CIMOSA EA-construct in three prime ways. 
1. Subject, Object related requirements are specified; 
2. Run-time requirements are specified; 
3. Activity behaviour is specified. 
With respect to 1- the new EA-construct explicitly separates requirements of active resources and 
passive resources. In CIMOSA ' function inputs' and 'resource inputs' are designated at the bSM 
level & IDM level respectively. The CIMOSA approach clearly results into defining resources 
for an activity without accounting for their availability, constraints etc. It was assumed that such 
an approach could result into inflexible resource allocation by forcing resource allocations to be 
rigidly linked to an EA. 10 the new approach neither 'subjects' nor 'objects' are named at a 
specific level, rather their requirements are specified. Based on these requirements resources 
analyse their status at run time and eventually commit themselves to EAs. In the new approach 
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the aim is to enable the commitment of resources to EAs rather than via enforcement. This more 
flexible approach is deemed applicable to both active and passive resources. 
Busincss 
Process 
Output noti fication in languagc- Seria l Scqucncing 
action perspective 1 
-------. ~ 
Automatic Enterprise Activity 
I 
Manual Enterprise 
Activity 
Figure-6.6: A fragment of a process model: showing bow activities concatenate to create 
sub-processes (and tberefore processes) and bow tbese interact with each other and with 
resources. 
With respect to 2-, the CIMOSA EA construct does not consider, nor does it accommodate, run-
time requirements of an EA; but the new approach does. Regarding 3-, the difference between the 
two approacbes is tbat the new approach does not define activity behaviour within EA-constructs. 
This separation is a natural consequence of difference I. As functionality is decoupled from 
behaviour by the subject-object paradigm, there is no need to associate and define transfonnation 
functions within EA constructs. EA behaviours wi ll be dependent upon resource functionality, 
capabilities and constraints. The EA concept should not be confused with how resources wi ll 
behave, and its definition should be maintained independent of resource behaviour as long as EA 
objectives are fulfilled . 
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Generic EA - Construct 
General 
Name: A short name of an EA, having at-least one verh in it. The 
name suggests what thi s EA is about, or what is going to be 
done as a consequence of its execution. 
Type: (Manual or Automated) Two types of EAs are identified: Manual and Automated. A 
manual EA is one in which most of the operation and decision 
making is carried out manually whereas an automated EA is 
one in which most operat ions are carried out automatically 
with humans possibly involved in a little decision making. 
Identifier: A unique identi fi er for each EA. The identifier is an alpha-
numeric number having two parts. The initial part of an ' EA' 
identifier stands for 'J;;nterprise Activity' whi le the second part 
(numeric part) is for the identification of a particular activity. 
The identifier is to be used according to CTMOSA rules. 
Objective: This is a textual description that explains the purpose of an EA. 
Responsibility: The ' individual ' who is responsible for getting an EA done. 
This is usually a ' human'. The responsibility does not name 
any specific human rather it describes a 'role', the owner of 
which has the required capability and accepts responsibility for 
getting the EA done. 
Critical ity: This attribute points towards the importance of an EA In 
achieving ohjectives of a business process which it form s part 
of. 
Pre-processing Constraints: This is a list of constraints that need to be satisfied before the 
EA can execute. Some of the constraints may be concerned 
with the availability of active/passive resources, transfer of 
control, triggering event arrival, etc. I 
Post-processing Constraints: These are constraints that need to be satisfied after the EA 
finishes. These may be of the form of approving EA results. 
Level of Effort: (Man-hours) This attribute describes in quantity the number of man-hours 
estimated as being needed to carry out this EA. Therefore it 
quanti fies requirements for the quantity of resources needed 
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for carrying out this EA. 
Complete-by time: This constitutes eitber tbe deadline by which an EA sbould 
have been completed or the time allowed, which is counted 
from wben tbe EA has been generated. How time is best 
specified really depends upon the EA strategy. 
Triggering Event: An event of significance within/outside a BP that triggers an 
(An event that starts the EA) EA. This event may correspond to tbe arrival of a resource, 
production of some infonnation, etc. 
Output: This will describe in detail those outputs that are to be 
(The output(s) produced by an produced by an EA, along witb value-added attributes and 
EA) constraillts . Tbis wi ll also designate those attributes that are 
more important than others (priority attributes) in a list of 
va lue-added attributes. 
Subject-Related Requirements 
Function(s) to be fulfilled: This lists those functions needed to be fulfilled by an active 
resource. That li st will be EA specific. For example if a 
workpiece is to be machined the base EA specification does 
not specify whether that work piece should be faced, milled or 
drilled . It only specifies the piece that is to be machined as a 
consequence of EA operation. 
Performance Requirements : Corresponding to the function to be achieved, thi s specifies the 
performance levels that need to be achieved. For example the 
surface finisb to be achieved on the workpiece, etc. These 
requirements are used to compare required and actual results 
during perfomlance checking. 
Constraints: These are very important requirements ID tbe new approach 
Tolerances/Allowances and its approach to committing resources to EAs. Tbey may 
Time allowed 
specify, tolerances/allowances, allowed time for an El cost 
constraints, location of an active resource, etc. ctive 
Cost Resources are filtered one by one so that the most appropriate 
Etc. active resources commit to the EA. The sequence of 
constraints applied may depend upon the EA strategy. 
Object-Related Requirements 
Functions to be fulfilled: This lists those functions that need to be fulfilled by a passive 
129 
Chapter-6: Enriched Multi-Process Modelling (E-MPM) Environment 
resource. For example if a piece is to be machined this attribute 
field might speci fy that the passive resource should have 
certain hardness and stiffness properties, etc. 
Performance/Characteristic Corresponding to the required function to be played by a 
Requirements: passive resource, and important properties it should possess, 
this specifies what characteristic attributes are needed. This 
specifies those performance attributes, and their values, that 
are acceptable for thi s EA. 
Constraints: These are very important requirements in new approach for 
committing passive resources to EAs. They may take the form 
of: allowed time available, cost constraints, place of 
availability, etc. These constraints, when applied one by one, 
filter the most appropriate passive resources such that they 
commit themselves to an EA. The sequence of constraints 
applied may depend upon the EA strategy. 
Run-Time Requirements: 
State of the EA: State of an EA defines the condition an EA has reached at a 
(Inactive, Active, suspended, given point in time. This may be inactive: when an EA is 
declined) waiting to be started; active: when it IS being executed; 
suspended: when execution IS temporarily stopped; and 
declined: ifno resource is committed to execute the EA. 
Status of the EA: Status of an EA defines the extent to which the execution of an 
(Not-started, in-progress, EA is complete. An EA can have three statuses, namel y: not-
complete) started; in-progress; complete. 
Performance Monitoring: One typical run-time requirement of an EA is to monitor 
performance. It was assumed that commonly EA performance 
needs to be monitored in terms of time, cost and performance 
attributes. I 
Exception Handling: One of the most important aspects of EA fu .' r nctlOna Ity 
Key exception causing fields, concerns its capability to identify causes of exceptions that 
namely: may come during run-time and to select pre-structured or new 
structured procedures to resolve them. W.r.t. the states of an 
• Performance attributes not different EA many exception types can ari se such as: 
being achieved. 
active/passive resources are not available, performance 
• Constraints not being met. attributes are not being met, constraints are not being met, 
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Key exception handling fields 
• subject-related 
functions are not being fully offered, resources are not 
bebaving properly. Similarly there may be many ways In 
which exceptions could or should be bandied, such as: subject-Make 
changes 
• Make 
related approacbes to change, object-related change approaches 
object-related and EA requirements related cbange approaches. Semi-generic 
changes 
Dynamic EA Modification: 
• Function Aspects 
• Performance Aspects 
• Constraints Aspects 
Manage Deadline: 
procedures for handling exceptions that were specified by the 
author, are detailed in section-9.3. 
Dynamic EA modification can be deployed as one possible 
approach to handling exceptions. If constraints are too tight, 
tbey may be relaxed (possibly as a last resort) or certain 
functiona l operations can be changed or postponed. 
Deadline management offers an alternative way of handling 
exceptions. How to manage time in the case of exceptions will 
be dependent upon tbe strategy implemented by an EA, BP or 
the organisation more generally. However, one possible choice 
is to inform EA executors about the deadline in advance and to 
enforce the stopping oftbe execution of an EA ifno more time 
can be given. 
Table-6.2 : Generic Enterprise Activity Constr uct 
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Generic Business Process Construct 
General 
Name: A short name of a BP, having at-least one verb in it. The name 
suggests what this BP is about, or what is going to be done by 
it. 
Type: (Structured I IIl- Two types of BPs are identified: Structured & Ill-Structured. 
Structured) Structured BPs are those in which the sequence of EAs is 
Structured = pre-bound defined before run-time while, Ill-structured BPs are those in 
which the sequence of EAs is defined at run-time. 
Ill-Structured = post-bound 
Identifier: A unique identifier is used for eacb BP. Tbe identifier is an 
alpba-numeric number having two parts. Tbe initial part is 
'BP ' wbich stands for '.!!usiness frocess' whi le the second part 
(numeric part) is for the identification of a particular business 
process. The identifier is to be used according to CIMOSA 
rules. 
Objective: This is a textual description that explains tbe purpose ofa BP. 
Responsihility: Tbe 'individual ' wbo is responsibility for getting a BP done. 
This is usually a ' buman '. The responsibility does not name 
any specific human rather it describes a ' role' the owner of 
which has tbe required capability and accepts responsihility for 
getting tbe BP done. 
Pre-processing Constraints: These constraints are satisfied before the start of BPs. Tbey 
may take the form of availability of active or passive 
resources, triggering event arriva l, etc . 
Post-processing Constraints : These are constraints tbat need to be sati sfied after tbe BP 
fini sbes. These may be of the fom] of approving BP result s. 
Complete-by time: This constitutes either the deadline by whicb a BP shoJld have 
been completed, or the time allowed which is counted from 
when the BP has been in iti ated. How time is best specified 
really depends upon the BP strategy. 
Triggering Event: An event of significance within or outside a DP that triggers a 
(An event which starts tbe BP. This event may correspond to the arrival of a resource, 
process) production of some information, or invocation from some 
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process) domain, etc. 
Output: This will describe 10 detai l those outputs -that are to be 
produced by a BP, along with value-added attributes, and 
COllstraints. This will also designate those attributes that are 
more important than others (priority attributes) in a list of 
value-added attributes. 
Subject-Related Requirements 
Function(s) to be fu lfi lled: This lists the major functions to be fulfilled by a group of EAs 
and subsequently by aggregate active resources (for carrying 
out EAs) that are comm itting themselves to carry out those 
activities. 
Performauce Requirements: This lists performance requirements of a group of EAs or 
aggregate acti ve resources. 
Constraints: This constitutes constraints imposed on active resources in the 
Tolerances/Allowances form of tolerances or all owances required, allowed time for 
completion of a BP, cost-values, etc. II should be noted that 
Time allowed 
there may be a number of aggregate active resources that are 
Cost available to carry out BPs but when tbese constraints are 
Etc. applied one by one, those groups of EAs and aggregate 
resources that are most appropriate for each BP will be fi ltered 
out. The sequence in which constraints are applied will depend 
upon tbe strategy of an organisation. (It should bowever be 
noted that active resources will be grouped temporarily for the 
sake of BP execution, but they will not be permanently 
grouped). 
Object-Related Requirements 
Functions to be fu lfilled : This lists functions that need to be fulfilled by passIve 
resource(s). I 
I 
Performance Requirements: Corresponding to the required functi on to be played by a 
passive resource and important properties it should have, tbis 
specifies what characteristic attributes are needed. Performance 
attributes, and tbeir values, that are acceptable to BPs were 
specified earlier. 
Constraints: These are very important requirements of E-MPM 's approach 
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Customer Driven to committing passive resources to BPs. They may take the 
specifications & constraints form of: : allowed time for avai lability, cost constraints, place 
of avai lability, etc. These constraints when applied one by one 
Business practices & rules filter the most appropriate passive resources for commitment to 
constraints 
BP segments. Tbe sequence of constraint applied may depend 
Etc. upon the BP strategy. 
Run-Time Requirements: 
State of the BP: Tbe state of a BP defines tbe condition the BP is in at a given 
(Inactive, Active, suspended, point in time. This may be inactive: wben an BP is waiting to 
decl ined) be started; active: when it is being executed; suspended: when 
execution is temporarily stopped; and declined: if no resource 
is committed to execute BP. 
Status of the BP: Status of a BP defines the extent to which the execution of a 
(Not-started, ll.1-progress, BP is complete. It was assumed that a BP can bave three 
complete) statuses, namely: not-started; in-progress; complete. 
Performance Monitoring: One run-time requirement of a BP is to monitor performance. 
It was assumed tbat commonly BP performance needs to be 
monitored in terms of time and cost variables. 
Exception Handling: One of the most important aspects of BP functionality 
Probable exception concerns its capabi lity to identify and cope witb causes of caUSll.1g 
fields: exceptions that may arise during run-time and structured 
procedures. Hence BPs will need to select from between pre-
• Performance attributes not structured or structured procedures tbat resolve exception 
being achieved 
situations. W.r.t. BPs different exception types can ari se sucb 
• Constraints not being as : active/passive resources are not available, performance 
fulfilled attributes are not being met, constraints are not being met, 
Probable exception handling functions are not being fully offered, resources are not 
fields: behaving properly. Similarly there may be many ways in 
whicb exceptions cou ld or sbould be handled, such as l subject-
• Make Subject-Related related change approaches, object-related change approaches 
Changes 
and BP requirements related cbange approacbes. Semi-generic 
• Make Object-Related procedures for handling exceptions that were conceived by the 
Changes author are detailed in section-9.3 . 
Dynamic BP Modification: Dynamic BP modification can be deployed as one possible 
approach to bandling exceptions. If constraints are too tigbt, 
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Function they may be relaxed (possibly as a last resort) or even certain 
enterprise activities can be can be changed or postponed. 
Performance 
Constraints 
Manage Deadline: Deadline management offers an alternate way of handling 
exceptions. How time is managed in the presence of exceptions 
will be dependent upon the strategy implemented by BPs or 
DPs or the organisation more generally. However, one possible 
choice is to inform BP executors about the deadline in advance 
and to enforce the stopping of a BP if no more time can be 
glVen. 
Table-6.3: Generic Business Process Construct 
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6_2_2_ Generic Resource Modelling 
In this study it was considered to be of paradigmic importance to fac ilitate a general approach to 
resource modelling which complements that of generic process modelling. Indeed an expli cit 
assumption made was that seldom can a process description be captured usefully unless due 
consideration is given to resource modelling. This does not mean that the developed process 
modelling approach needed to be oriented towards modelling particular choice of resources. 
Rather the E-MPM process modelling approach was designed to explicitly faci litate 
understandings about the involvement of resources in various life phases of processes, and 
semantically rich descriptions of those processes. 
Bearing in mind ClMOSA process modelling as a baseline, there was an observed need for E-
MPM to additionally enable descriptions to be generated for all common types of resource 
involved in MEs. In order to satisfy this need different options were considered. For example, 
ClMOSA, IEM and IDEF3 specification documents have all specified some modelling concepts 
in this regard. CfMOSA identi fies two classes of entity under the heading of resource, namely: 
functional ent ities and components [Vemadat, 1996). 
A ClMOSA functiona l entity is defined as "any active resource inside or outside an enterprise 
capable of executing basic functional operations of an activity, that can play a given role in the 
course of a process". ClMOSA identifies three fundamental functional entity types within an 
enterprise: machines, applications and humans. Moreover, any combination of active resources or 
a combination of active resources with some passive resource will itself constitute a functional 
entity. Components on the other hand are passive resources i. e. obj ects that cannot provide 
functionality on their own [Vemadat, 1996). ClM OSA also identifies the need for aggregate 
resources. It highlights the need for two types of aggregate resources, namely "resource cells" 
and "resource sets". A resource cell in ClMOSA terms is a permanent aggregation of functional 
entities and/or resource components that can be considered as a functional entity. Whereas, a 
resource set is defined as a temporary aggregation of functional entities and/or resource 
components, that is temporarily used as a functiona l enti ty. The ClMOSA classification of 
resources is represented in Figure-6.7. 
In term of resource modelling IEM does not defme a resource classification of its ow~. However, 
it does recognise a need to classify resources. lEM provides a generic construct or 6bject class 
from which all resource types can be derived. The generic TEM bui lding block captures attributes 
of each resource class and is illustrated by Figure-6.8: 
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Resources 
Functional Entities Components 
Humans Machines Applications 
Figure-6.7: CIMOSA Resource Classification [Source: Vernadat, 1996) 
'. . . ... . . . ' ... 
. ,. . lE. M Class "Resonrc.e .. "..... . .. ' 
.' ........ ' ... ' .. 
Identifying Attributes 
Identifiers / Names 
ClassHierarchy 
Relational Attributes 
DecompositioiIHierarchy 
ObjectRelations 
Behavioural Attributes 
ResourceLifeCycJe 
ObjectClassFunctions 
Descriptive Attributes 
FunctionalCharacteristics 
FunctionalCapability 
DispositiveCapacity 
Figure-6.S: IEM resource object classes [Source: Vernadat, 1996). 
IDEF3 object descriptions consider every resource involved in activity realisation to be an 
'object'. When activities are carried out IDEF3 objects change state until, via a series of state 
transitions, those objects reach their required state. However IDEF3 does not identi~ any need 
for resource classification. 
Understandings developed from CIMOSA, IEM and IDEF3 showed that current public domain 
Enterprise Modelling frameworks do not, on their own, provide sufficiently complete 
descriptions of ME resource types to usefully encode properties of resource types during the 
lifetime of ME processes. Also observed was that CIMOSA proposes resource classifications but 
does not encode resource states or state transitions. 
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It was decided that the E-MPM approach would distinguish explicitly between resource types 
needed to carry out specific functional operations and those resource types that are incapable of 
carrying out specific functional operations_ Two main classes of E-MPM resource were 
determined, namely: Active Resources and Passive Resources. An active resource is defmed in 
E-MPM as: a resource that performs actions (or in CIMOSA terminology carries out functional 
operations) necessary to effectively produce useful outputs defmed for EAs. The use of the term 
functional entity was considered to be useful and in the context of E-MPM modelling is 
interpreted in the way defined by CIMOSA. Further, like CIMOSA, E-MPM active resource can 
be of three types, namely: machioes, humans and (software) applications. Also the basic 
defmition of passive resources is also adopted from CIMOSA. But in E-MPM it is explicitly 
understood that passive resources cannot undertake functional operations and that passive 
resources can take the form of two types namely: 'processed-passive resources' and 'used-
passive resources'. Processed-passive resources are those on which actions are taken by active 
resources and the result of these actions will be change in identity or location. Used-passive 
resources are used or consulted by active resources (such as when making decisions or taking 
actions) but this resource type is not itself processed (i.e. is not itself transformed or transferred) 
by the actions, so that its identity does not change after processing is complete. In a 
manufacturing enterprise material, data and information may be processed as a passive resource 
or it may be treated as a used-passive resource. On referring to the E-MPM EA construct 
specified in section-6.2.1, active resources address subject-related requirements of EAs while 
passive resources address object-related requirements of EAs. 
Moreover, in the context of E-MPM modelling it was observed that when two or more than two 
active resources work together to carry out an enterprise activity with a purpose they may create 
a team 1. This is merely a temporary aggregation of active resources whose objective is to carry 
out an enterprise activity (or a business process segment, domain process segment) and which 
can disband when the enterprise activity is complete. Also in an organisation similar active 
resources can be grouped together to create more permanent aggregations such as departments 
and functional groups. Similarly, in E-MPM it is realised that as for active resource aggregations, 
passive-processed resources can also have aggregations. Again two types of aggregation are 
envisaged, namely: 'characteristic related groups' and 'product related groups'. 'Tjle 'function 
related group' aggregates passive-processed resources that provide similJ functional 
characteristics. However, a 'product related group' aggregates passive-processed resources that 
relate to a product or part of a product. Typically a product related aggregation will last through 
1 This term "team" has been used here to mean that a group of active resources having different 
functionalities and capabilities need to work collaboratively. However, in this thesis the term considers 
only stereotypical roles of individuals and not their behavioural roles. 
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the life-cycle of a product. The overall E-MPM approacli to resource classification taken is 
depicted in Figure-6.9. 
Resource 
Humans 
Resource 
Figure-6.9: Resource Classification identified in E-MPM 
Used Passive 
Resource 
It was decided that active-resources should be modelled via th~ or by the 0 graphical 
modelling building blocks. Here theV symbol is used to represent an individual active resource 
whereas the 0 symbol represents an aggregate of active resources working together (i.e. 
collaboratively) to carry out EAs and BPs. Because an active resource can be of three types (i.e. 
human, machine and software application) this type can be designated and identified for 
individual active resources by writing H, M, and S respectively into the V modelling block. 
Moreover when a number of active resources are required, it was decided to numerate each active 
resource in order to give them unique identifiers. Thereby an 'alpha-numeric' identifier is used in 
the form (H or M or S + unique number) and assigned to individual active resource model 
elements. Similarly, in cases of aggregate active resource, a grouping can be identified via an 
'alpha-numeric' identifier of the form (T + unique number) for each team. For passive resources 
an 'alpha-numeric' identifier can be used of the form (PR + unique number); where 'PR' stands 
for ~assive Resource. The decision to use identifiers for passive-resources of a model can be left 
to the discretion of modeller. The modeller can decide based on the visual complexity and 
general understandability of a model that whether passive-resource identifiers improve the 
representation or not. 
It was also decided that material resources, which are one common form of pas~ve resource 
should be modelled using the graphical symbol c:::> . Further it was decided that information 
and data which are other common forms of passive resource should be modelled using the 
o graphical modelling building block. If the generation of a passive resource represents a 
significant outcome of the process execution, it was decided that this should be graphically 
represented by thick lined building blocks c:::> or 0 . 
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It should be noted that when a passive-processed resource is about to be processed, two 
requirements need to be fulfiJled. One requirement is that an active-resource must be available 
for taking functional operations. The other requirement is that aJl necessary used-passive 
resources must be available (if required) for consultation. When processing is complete, a 
processed-passive resource may be transform into either: (1) another processed-passive resource 
and used-passive resource, (2) a used-passive resource only or (3) another processed-passive 
resource only. Moreover foJlowing processing, a passive resource may be relocated, or a 
processed passive resource may be generated from using one or more used-passive resource. It is 
also possible that the same passive resource has a processed-part and a used-part. In such cases 
the passive-resource has one part that is to be processed and another part that is to be consulted 
(such as by next EA). 
It foJlows that E-MPM resource transformations may be modeJled in the manner shown in 
Figure-6.10 It was decided that transformations should be graphicaJly represented by means of an 
arrow-headed thin line ---;)~ . Whereas resource transfer from one EA to another EA can be 
graphicaJly modeJled by ------~ . Concatenation of resources is not compUlsory. Resources 
mayor may not concatenate depending upon specified EA requirements. 
Active Resource Control coming from EA 
Processed Passive 
~Ii 
Resource ~ .,,<=:::>-------~ 
~i 
/-¥ I 
-------~ 
i 
Used Passive Resource Transformation Transfer 
Figure-6.10: A fragment of an example E-MPM resource model describing how resources 
interact with one another and with the EA 
The status of a resource can play an important part in the execution of EAs. It S~OUld also be . 
noted that the states an EA can assume will depend upon the status that a resource can assume. 
For example if a resource is not available an EA will remain in an inactive state. An EA can 
move to an active state only when all necessary resources are available. It was decided that a 
colour scheme would be used to represent the status of resources. Here it was decided that when 
a resource has become available for use by an EA, this status can be represented by a 'green' 
coloured model building block and its non-available status can be represented by a 'red' coloured 
model building block. When a resource model is working in conjunction with a process model 
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that is being enacted, it was decided that the following general rules should apply: when all 
necessary resources are available and control has been transferred to the EA ready for 
execution, then the EA is executed; which means that control is transferred to one or more active 
resource. The active resource(s) will then take actions on processed-passive resources, by using 
used-passive resources as required, and will transform them into processed and/or used-passive 
resource(s). When resource transformations have resulted, an event of significance will have 
occurred and such an event (state change) can be signalled to concerned EAs. During the 
execution of any EA, the state of active-resources should be continuously monitored and the 
results produced should be checked against required attribute values. If necessary, after 
assessment and checking, the re-execution of an EA may be invoked to produce more acceptable 
results. 
Some perceived key aspects of resource modelling are explained by the rules defined above. 
However, to facilitate generic resource modelling in relation to real process execution there are 
other requirements that need to be specified. Some of the requirements observed as being 
required are explained below. 
There is a need to identify resource constructs that complement EA constructs in order to 
describe those attributes of a resource that are required by an EA. A description of a generic 
resource construct developed during this study is given at the end of this section. By mapping 
resource construct requirements onto EA construct requirements, needed attributes and 
capabilities of active and passive resources (that are necessary in order to carry out an EA) can be 
identified. Bearing such a consideration in mind, it is obvious that there will be two sets of 
resource constructs, namely: one for active resources and the other for passive resources. Also 
each resource needed to realise an enterprise activity will need to have its own individual 
construct that can be populated with values to define specific resource attributes. Active resource 
attributes may include those attributes associated with the functional operations that active 
resources can offer, performance levels that can be produced by the resource and constraints 
under which these associated functional operations may be carried out successfully. Similarly for 
a passive resource, the properties it can offer, the characteristic values for these properties and the 
limitations and constraints under which these properties can be provided all represent important 
aspects that may need to be modelled. 
One set of concerns that makes an active resource distinct from a passive resource relates to run-
time functions to be offered by active resources. Exceptions that may occur during execution of 
an EA can impose certain requirements on active resources. Active resources should possess 
capabilities to fulfil these requirements, such as: capabilities to be tuned with respect to 
parameter adjustments to inform andlor diagnose faults and to quickly change themselves in 
preparation for the next activity. Other capabilities that need to be modelled in the general case 
include performance attributes associated monitoring and aspects of state and status notification. 
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. General:. 
Name: 
Class: (Active or Passive) 
Type: 
Generic Resource Construct 
A unique name for a resource. 
Two resource classes have been identified, namely: the active 
resource class and the passive resource class. An active 
resource can undertake functional operations while a passive 
resource cannot. 
Three types of active resource have been identified, namely: 
Human, Machine and Software active resource types. With (Human / Machine / Software) 
or (Used / Processed) 
Identifier: 
Availability: 
Predictive 
Definitive 
Predicted downtime 
Operation(s) offered: 
respect to passive resources, two primary types have been 
identified, namely: passive-processed resource and passive-
used resource types. 
A unique identifier should be attributed to each active resource 
(individual and aggregated). Individual active resources can be 
identified by an 'alpha-numeric' identifier. As there are three 
types of individual active resource (Le. human, machine, and 
software), the first part of each unique identifier should be 'H', 
'M' or'S' respectively. The numeric part is a number that will 
identify and distinguish different resources from same type. 
Similarly, for aggregate resources, the first part of the 'alpha-
numeric' identifier will be 'T' and the second part will be a 
number. 
Similarly, for a passive resource an 'alpha-numeric' identifier 
should be used of the form 'PR + number'. Where PR stands 
for £assive Resource, while the number attributed should be 
unique. 
Availability of active or passive resources is a major concern 
in an organisation because in general resourct have to be 
shared by different EAs and BPs. It was assumed that the 
availability or unavailability of resources should be described 
in terms of predictive, defmitive, and predictive downtime 
attributes. 
This concerns a list of functional operations' that can be offered 
142 
Chapter-6: Enriched Multi-Process Modelling (E-MPM) Environment 
by an active resource. 
Capabilities and This concerns the perfonnance levels that can be linked to the 
Characteristics available: functional operations listed (as per above) that may be carried 
out by an active resource. 
Constraints and Limitations: The constraints and limitations of active resources are 
described here, particularly in tenns of the time and cost of 
operations, allowances and tolerances that can be produced, 
legal constraints and so forth. 
. 
. .. ... 
.. ....... .. 
Object-Related Provisions: 
. .... .. . 
Properties offered: This will specifY the major properties that can be offered by a 
passive resource. 
Capabilities and This details the characteristic values of properties offered by 
Characteristics available: passive resources. 
Constraints and Limitations: This lists the limitations of passive resources e.g. in tenns of 
time and cost of units, their availability, their legal constraints, 
etc. 
. 
... 
Run-Time Function: 
.. 
.. . . . . 
. . . 
State Notification: (applicable The states of an EA depend upon the states of its resources. A 
to both active and passive resource may have states like: inactive (not working), active 
resources) (working), broken (stopped for indefinite time); suspended 
(stopped for a short time). 
(Active, Inactive, Broken, 
Suspended) 
Status Notification: A resource may have two statuses: available or not available. 
(applicable to both active and 
passive resources) 
(Available, Not-Available) I 
Perfonnance Attributes This is one of the most important capabilities that a resource 
Notification: may have at run-time. Its perfonnance attributes w.r.t. value-
added attributes of an EA need to be measured continuously. 
Capability to be tuned for the To facilitate run-time exception handling with respect to EAs 
purposes of parameter and BPs, they require changes to be accommodated at their 
adjustment: related active- and passive-resources. Therefore active- and 
. 
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Capability to inform and/or 
diagnose faults: 
Capability to adjust rapidly in 
preparation for the next 
activity: 
passive-resources must possess capabilities to acco=odate 
various types and instances of change. These change 
capabilities are listed here (but are not necessarily limited to 
those listed). 
Table-6.4: Generic Resource Construct 
6.2.3. Example Application 
In this subsection the use of the developed process modelling approach is exemplified. This is 
done by describing representative results when modelling the flow of project activities involved 
in the 'concept design and review' process deployed by Cross Huller as their project engineers 
specify new production machines and production lines. 
When using the developed process modelling approach, modelling co=ences by creating 
partial models of target business processes. This partial model generation process is enabled by 
using the generic BP, EA and resource modelling constructs described earlier in sections-6.2.l & 
6.2.2. Fignre-6.11 gives an example graphical representation of a model created by using the 
developed approach. The model presented here represents only part of the complete Cross Huller 
machine design and build process and the model segment was chosen in order to facilitate the 
readers' understanding. Intermediate steps were taken when generating this example partial 
model representation. A first step taken was to tabulate all 'events', 'active resources', 
'processed-passive resources', 'used-passive resources' and 'outputs' associated with each EA in 
the target process. Table-6.S illustrates this first step for EAs that conform to two BPs concerned 
with 'concept design' and 'review' BPs (namely BP222 and BP223 respectively) that had 
previously been modelled by another researcher working in the MSI Research Institute (R P 
Monfared) by using only standard CIMOSA templates and modelling constructs. 
Follow up intermediate modelling steps required progressive detailing of the E-MPM models, 
also initially in tabulated forms to detail process properties and requirements and to link them to 
BPs, then to EAs comprising those BPs. Thereby the attributes of all BPs and EAs were fleshed 
out in terms of many attribute types (including subject-related, object-relat~d and runtime 
requirements) as defmed by the new modelling method specification (see section-6.2.l & 6.2.2). 
Tables 6.6, 6.7 and 6.8 illustrate results of fleshing out representative BPs and EAs. Following 
completion of this fleshing out process it was a natural next step to create the graphical partial 
model of the target process; in the example case the process model illustrated by Fignre-6.ll was 
produced. 
144 
Chapter-6: Enriched Multi-Process Modelling (E-MPM) Environment 
In the example case it was observed that EAs needed to be carried out manually. Therefore these 
EAs were modelled using rectangular boxes (see Figure-6.l1). Each EA was named using a 
unique identifier, placed just outside the activity box at its top right hand corner. Also illustrated 
by Figure-6.6 was how the concatenation of EAs was achieved using both simple and complex 
sequencing rules, so as to depict certain aspects of process flows. Also exemplified by Figure-
6.11, is how the developed modelling method and constructs allow active and passive resources 
to be associated with EAs, Le. to graphically depict those resources needed to execute each EA. 
Here the dotted line generic modelling block is used to indicate resource flows from one EA to 
another EA. When creating and applying the developed process modelling approach, a need was 
observed to elaborate a rich picture of resources: here it was decided to graphically depict all 
passive resources needed by each EA. It is understood that typically this will result in duplicated 
resource representation, as illustrated by Figure-6.11. However during the E-MPM modelling 
approach development it was assumed that this duplication was necessary to facilitate the various 
potential uses of the process model during enterprise engineering projects. For example this form 
of graphical representation of resources may prove helpful in specifYing resource management 
issues. 
In subsequent stages of using the developed E-MPM modelling approach, a particular process 
model is generated as a specific case of a previously developed partial process model. In any 
particular case, specific EAs and specific resources are committed to a specific project. 
Consider now an enactment ofa specific (project) instance of the example process model shown 
in Figure-6.11. At the instant in time when control is transferred to the 'Check Anomalies' EA, 
this assumes an 'active' state. This state representation can be denoted by colouring the EA box 
green. When this EA state is reached, the person responsible for the activity (Le. checking 
anomalies) who is designated as the project manager should arrange for all passive-used 
resources to be marshalled, Le. proposal drawings, sales orders, sales check lists, etc. When this 
has been achieved all passive used resource representations, associated with the executing EA 
can also be coloured green and control can be transferred to human resource HI, namely the 
active resource assigned responsibility for carrying out the 'Check Anomalies' activity, which in 
this case is also the Project Manager. HI then executes functions needed to check anomalies, 
possibly according to some pre-defmed process, and anomalies are generated as 1utputs from this 
EA such as a mismatch between proposal drawings and sales order, or a mismatch between sales 
order and sales checklist, enquiries on checklist. In the actual segment of the example process, 
Cross Huller treat the identification of an anomaly as an event of significance. Therefore the 
process model specifies that the Project Manager must communicate with (one or more) Project 
Engineers who may have generated the anomaly in such a way that the source of knowledge 
about the 'identified anomaly' can be consulted. The 'clarify anomalies' activity is depicted in 
Figure-6.11, via the Clarify Anomalies EA box. Precedence and other conditions can be placed' 
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on this connection and pre-defmed processes partially specified with respect to E2222. As the 
enactment of the process continues the states of connections (e.g. links between EAs) and EA 
boxes can be denoted using colour coding. Hence the model is enacted, generally in the case of a 
single project instance with green (active) state flows along the process (and project) thread. 
With reference to the above example process model segment and its enactment the reader can 
make initial assumptions and draw initial conclusions listed below about the potential use of the 
developed E-MPM modelling method, and its capabilities to represent and enact complex 
engineering processes: 
Observation 1: By building upon and extending the use of CIMOSA process modelling 
constructs, the developed modelling approach (and its construct extensions) can be used to create 
partial and particular process models that have richer semantics than equivalent CIMOSA 
models. 1n later sections of this thesis it will be explained that E-MPMs' semantic extensions 
facilitate the use of captured process models in support of component-based process enactment. It 
is understood that component-based process enactment can facilitate the simulation of alternative 
process behaviours: and thereby can support process design, the resourcing of processes with 
human and technical systems and the attachment of domain specific metrics to executing process 
models. Further it is understood that component-based enactment of the enriched process 
descriptions can facilitate runtime process control and process management: and thereby can 
support the specification and enactment of workflows, pertaining to specific instances of the 
enriched process description. 
Observation 2: The developed E-MPM modelling approach encodes key temporal aspects of 
processes. Particularly each EA, and parent BP, has specified allowed completion times, or 
deadlines. Later in this thesis it will be shown that such a temporal extension to CIMOSA is key 
to facilitating certain aspects of process enactment, such as in support of deadline management. 
Observation 3: The use of resource modelling extensions to CIMOSA is enabled by the E-MPM 
modelling approach. This is also key to facilitating aspects of resource selection and process 
enactment. This requirement is also exemplified in subsequent chapters of this thesis. 
Observation 4: The developed modelling approach also introduces new 'passive resource' 
('used' or 'processed') modelling constructs and enables the attribution of'statis' and 'statuses' 
to such constructs. The ability to encode and notify passive resource 'states' and 'statuses' also 
facilitates aspects of process enactment. In so doing it makes it practical to integrate the real time 
operation of executing process models with that of the actual software, machine and people 
elements used to resource the strategic, tactical and operational processes of an enterprise. 
Observation 5: 1n the developed E-MPM modelling approach each 'active resource' (whether 
single or aggregated) can be represented by newly defined modelling constructs. Once again this 
facilitates aspects of process enactment, in this case by enabling the identification of co=itted 
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active resources and periods of time for which they are/could be committed. Here the construct 
extensions can support resource scheduling; as also illustrated within this thesis. 
Observation 6: The developed modelling approach also enables encoding of aspects of 
communication between any two EAs. This was considered to be important to realise appropriate 
transfers of 'control' and 'passive resources' between EAs. The communication constructs 
developed, as will be elaborated in Chapter-9, allow EA interactivity needed for them to reach 
mutual consent about satisfaction of results generated by a 'producer' (or 'source') EA. Thereby 
further aspects of process enactment are facilitated, as when control and resources are ready to be 
transferred to a 'consumer' (or destination') EA early preparation can be made to facilitate timely 
process execution. 
Observation 7: The developed modelling approach has distinctive graphical modelling 
constructs for 'manually' and 'automatically' executed EAs. This is also considered to be useful 
during process enactment in support of resource management. 
Observation 8: Each of the modelling constructs incorporated into the developed modelling 
approach has four main sections, namely: General, Subject-Related, Object-Related and Runtime. 
The general section is deployed to identify entities (Le. BPs, EAs and resource elements) and 
specify general attributes of them. Object-related and subject-related sections of EA and BP 
entities are used to specify functional requirements, performance requirements of resources to be 
committed and constraints under which specified functions should be produced or made 
available. Whereas active resource and passive resource sections of general resource constructs 
describe operations, capabilities and limitations of resources that are committed to fulfilling 
specified functions. A match between requirements to be fulfilled, and provisions ensures that 
specified resources are committed to EAs and BPs. The runtime section of modelling constructs 
specifies elements of entities associated with their real-time process working. In respect of 
exception handling, activity and process constructs give an opportunity to identify and capture 
exception causing areas and exception handling areas. 
147 
Chapter-6: Enriched Multi-Process Modelling (MPM) Environment 
Table-6.S: Concept Design (BP222*) and Review (BP223*) Processes 
2 
3 
4 
'X~~i~e Ii~so~r~~s 
:.,:,£::',':;:.'.:::' 
Project Commences Check anomalies among Project Engineer 
documents 
Anomalies among Clarify Anomalies Project Engineer 
proposal drawings, Administration! Customer 
sales order, 
customer standards, 
sales checklist, 
correspondence 
Anomalies Clarified Distribute Initial Project Engineer 
Meehanical Design Work 
Mechanical Design Design Initial Layout Project Engineer, 
Distributed Machine Designers 
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Proposal Drawings, 
Sales Order, 
Sales Checklist, 
Customer Standards, 
Correspondence 
Proposal Drawings, 
Sales Order, 
Sales Checklist, 
Customer Standards, 
Correspondence 
Complexity of Project, 
., . " -"::'. '" Pro~essed-PaSSlv~. . 
···Res()\Irces 
Related Forms 
Anomalies 
Anomalies among proposal 
drawings, sales order, 
customer standards, sales 
checklist, correspondence 
Anomalies Clarified 
Initial Mechanical Mechanical Design 
Design Workload of the Design Section Distributed 
Initial Mechanical Design, Related Drawing Initial Layout 
Any Software Applications Sheets (Applications) 
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'\i" ,Y 
••... "'l\!erprise,A~tivity Active Resources 
5 Initial Layout Design Station Station Designers Initial Layout, Proposal Basic Machine Station Design, 
Completed Drawings, Design Changes, Design Checklist, Tooling layouts, 
(Standards Book Reference Related Drawing 
XI2.005) Sheets Unit Cycle Times 
6 Initial Layout Advanced Planning Project Engineers Initial Layout, Proposal Related Forms Budget Check, Time 
Completed Drawings, Contact Details, Estimates, Initial Stocklist 
Station Design (std parts), List of Required 
Subcontractors 
7 Station Designed Check Station Design Project Engineer Station Design, Basic Machine Station Design Checked and 
Design Checklist Satisfied 
8 Station Design Collect All Information Project Engineer Information about station 
Checked about station design, design, tooling, spindles, 
tooling, spindles, lubrications etc. Collected 
lubrications etc. 
9 Information about Organise Design Review Project Engineer, Station Design, Design Review Meeting 
station design, Meeting Engineering Manager Tooling Layouts, Lubrication, Organised 
tooling, spindles, 
lubrications etc Unit Cycle Times 
Collected 
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No. 
10 
11 
12 
Event 
Design Review Review Design 
Meeting organised 
Project Engineer, 
Machine Designers, 
Engineering Manager, 
Heads & 
Representatives 
Tooling 
(from 
Manufacturing, Purchasing, 
Sub-Contractor, Quality and 
R&M Engineers) 
Review Design Write Minutes or Meeting Any nominated participant 
in the meeting 
Design Changes Analyse Needed Design Project Engineer 
Occurrence and Change. Convey 
Related Decisions Necessary Design Changes 
and Decisions to other 
Departments and 
Engineering Sections 
Information about station Related Forms 
design, tooling, 
lubrications etc 
spindles, 
Checklists 
(Standard Book References, 
XI2.000, X12.005) 
Design Decisions 
Form B.3879 
Design 
Decisions 
Changes 
Minutes or Meeting 
Information Sent 
and 
* It should be noted that BP222 and BP223 are Identifiers used in static activity models developed earlier by R.P.Monfared at the MSI Research Institute, 
Loughborough University. 
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General: 
Name: Concept Design 
Type: Structured 
Identifier: BP222 
Object-Related Requirements: 
Functional Requirements: Proposal 
Drawings, Sales Order, Sales Checklist, 
Customer Standards, Correspondence, 
Standard Book Re! X12. 000, XI2.005. 
Objective: This business process produces Performance Requirements: _ 
concept design documents for the project under Constraints:-
consideration. 
Responsibility: Project Engineer 
Pre-Processing Constraints: -
Post-Processing Constraints: -
Complete-by Time: xxx 
Triggering Event: Commencement of new 
project 
Output: Concept Design Documents, Unit cycle 
time, Standards to be followed 
Subject-Related Requirements: 
Run-Time Requirements: 
State of the process: Active, Inactive, 
Completed or Suspended 
Status of the process: SpecifY Functions that 
have been completed, and those that still have 
to be achieved. 
Performance Attributes: xxx 
Dynamic Model Modification: 
Subject-Related: Change functions, 
performance attributes or constraints. 
Functional Requirements: Create Initial Layout Object Related: Change functions, 
and Design of Stations. 
Performance Requirements: -
Constraints: In accordance with Basic Rules 
performance attributes or constraints. 
Exception Handling: Descriptions of how 
exceptions should be handled by Dynamically 
Rescheduling resources, the commitment of (Standard Book Ref. XI2.000); Consult Basic 
Machine Design Checklist (Standard Book Ref. 
XI2.005); Time allowed; etc. 
making Subject or Object related changes, 
and or by defining actions if specified 
constraints are not being m t. 
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ITaJjjl~~;.7:·CbeckAnomali~s ·\"'''''' ..... r 
General: 
Name: Check Anomalies 
Type: Manual 
Identifier: EA2221 
Objective: This enterprise activity checks all 
documents for anomalies. 
Responsibility: Project Engineer 
Criticality: xxx 
Pre-Processing Constraints: -
Post-Processing Constraints: -
Level of Effort: xxx man-hours 
Complete-by Time: xxx 
Object-Related Requirements: 
Functional Requirements: Proposal 
Drawings; Sales Order, Sales Checklist; 
Customer Standards; and Correspondence. 
Performance Requirements: -
Constraints: -
Run-Time Requirements: 
State of the Enterprise Activity: Active, 
Inactive, Completed or Suspended 
Status of the Enterprise Activity: SpecifYing 
the extent to which the enterprise activity has 
been completed. 
Performance Attributes: xxx 
Triggering Event: Commencement of new Dynamic Model Modification: 
project Subject-Related: Change jUnctions, 
Output: List of Anomalies contained in performance attributes or constraints. 
drawings 
Subject-Related Requirements: 
Functional Requirements: Check anomalies 
among documents. 
Performance Requirements: -
Object Related: Change jUnctions, 
performance attributes or constraints. 
Exception Handling: Descriptions of how to 
handle exceptions. This may be achieved 
Constraints: Time available; In accordance either by Dynamically Rescheduling 
with Basic Rules (Standard Book Ref. 
X12.000); Consult Basic Machine Design 
Checklist (Standard Book Ref. X12.005) 
committing resources, making Object related 
functional changes, defining needed actions 
(if performance and constfints are not being 
fulfilled) or by making Subject related 
changes to specified performance parameters 
or values of constraints. 
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Active Resource: Ht 
General: 
Name: = 
Type: Human Resource 
Class: Active 
Identifier: = 
Availability: 
Predictive: ttlddlmmlyy 
Definitive: ttlddlmm/yy 
Predicted downtime: = 
Subject-Relate Provisions: 
Operation(s) offered: Check Anomalies 
Passive Resource: 
General: 
Name: = 
Type: Used 
Class: Passive 
Identifier: = 
Availability: 
Predictive: ttlddlmm/yy 
Definitive: ttlddlmm/yy 
Predicted downtime: -
Object-Related Provisions: 
Function(s) Offered: Proposal drawing 
documents Characteristics: Profile showiog characteristics 
that the active resource must possess while Characteristics: Format of the document 
carryiog out this operation. (electronic non-electronic). 
Limitations: xxx 
Run-Time Functions: 
State notification: -
Status notification: -
Dyoamic Rescheduling: operations 
Performance Notification: -
Exception Handliog: 
Dyoamic Rescheduliog 
Subject Related Changes 
Limitations: = 
Run-Time Functions: 
State notification: -
Status notification: -
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T2 : Machine Designers, 
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T3 : Machine Designers + ToOling Engineers 
T4: Project Engineers 
T5 : Machine Designers + Tool Engineering + Project Engineer 
r6: Project Engineer -+ engineering Manager 
T7: Engineering Manager + Project Engineer + Machine Oeslgners 
+ HeadfTooIing Engineer + (Manufacturing" Purchasing + 
Sub-contractors + Quality) Engineers + Customers 
,~ 
.~" 
Minutes of Meeting 
Figure-6.11: E-MPM Rich Process Specification of the Concept Design and Review Processes 
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6.2.4. Inter-Process Dependencies 
Thus far the description of the developed modelling approach has been concerned with the design 
and execution of a single process. This has centred on capturing dependencies among different 
entities involved in that process. However, in previous sections it was observed that a 
manufacturing enterprise can be considered to comprise three sets of processes that may have a 
concurrent lifetime, namely strategic (primarily 'what'), tactical (primarily 'how') and 
operational (primarily 'do') processes. These process sets may function largely at different levels 
of MEs but in general will need to interact with one another to realise successful working ofthe 
ME through its lifetime. It follows that in general the capture of a semantically rich picture of 
such an enterprise will require modelling concepts to capture inter-process interactions as well as 
capturing individual threads of process. 
By understanding observations and developments from Koenig [1994], Abdomerovic and 
Blakemore [2002], Galloway [1998], Paashuis [1998] and through first hand experience of using 
CIMOSA diagramming techniques a need to capture key process dependencies was identified. 
Particularly it became evident that dependencies may exist between two or more 'end to end' 
processes and take the form of: 
1. Flow of information, data, and events between processes; 
2. Communication and collaborative interactions between active resources working in different 
processes at process execution time; 
3. Process specification generated by some higher level process, with a view to that 
specification being carried out by lower level processes; 
4. Methods and procedure specification at upper level processes to be carried out by lower level 
processes; 
5. Defmition of standards by higher level processes to be followed at lower level processes; 
6. Defmition and diffusion of strategies and policies to be followed during execution of lower 
level processes. 
Because dependencies may exist between any two processes, then aspects of these dependencies 
may need to be modelled and enacted during process execution, to e~sure successful and 
responsive enterprise working. 
It was hypothesised in this study that essentially there are three distinctive stages at which two or 
more processes need to interact with each other, namely: during strategy making [Salvendy, 
1992]; at process design time [Koenig, 1994]; and at process run time. 
A) At Strategy Making Time: When product development and related enterprise development 
strategies are conceived careful consideration should be given to product and process structures 
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and behaviours. For a successful product to be developed the strategies, policies and rules used 
for product design and production (process and system) design should not contradict each other 
[Salvendy, 1992]. During strategy definition it may be that initial consideration is given to 
dependencies between product designs and production processes. Commonly a desired outcome 
will be the development of strategic goals and objectives for various product designs and process 
specifications that can be enacted in a timely and cost effective manner. Other strategic 
considerations may require understandings of dependencies between corporate and marketing 
strategies. The outcomes of such considerations may be that goals and objectives are not clearly 
visible at the production operation level but that they are implied in each step of production 
process design and operation after they have been specified. 
B) At Process Design Time: When operational instances of a production process are designed 
(such as for a particular product) typically it will be necessary for manufacturing support 
engineers and production operation engineers to work in liaison. Consequently information and 
interactions will flow to and fro between manufacturing support and production operation 
processes. These flows may take the form of: specialist skills, knowledge, workstation 
specifications, design requirements, etc [Koenig, 1994]. When a particular production operation 
process instance has been designed, some of the process design information so defmed may be 
needed at run time. 
C) At Process Run Time: Exceptions may occur whilst particular instances of processes are 
executing. Also engineering knowledge will typically be needed to handle those exceptions. In 
such a case run time interactions may need to take place between two or more processes. 
Flows between two or more processes as a consequence of interdependencies between different 
process instances may be classified according to the following criteria. This classification was 
made with a view to explicitly modelling those interdependencies that can be usefully expressed 
in terms of E-MPM and previously available Enterprise Modelling concepts: 
Type of Interaction 
In contemporary enterprises, information commonly flows between two or more processes in the 
form of verbal communications or via documents. With respect to production operation 
processes, information is often needed either in written form (Le. on how r EA should normally 
be carried out) or in verbal form (i.e. when specialist knowledge needs to be accessed to solve 
problems during process run-time). 
Temporality 
This classifies whether a piece of information exists momentarily or is relatively enduring. A 
momentary piece of information may be defined as the one which is relevant to a particular 
product for which a process is being designed and may take the form of a technique or procedure 
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to carry out a particular EA for a particular BP. this piece of information may no longer be 
needed when the product has been realised. On the other hand an enduring piece of information 
may be defmed as the one which persists, such as information that needs to remain available in 
the enterprise and applies to all or most of the products, such as standard practice definition. 
On considering 'interaction type' criteria for classifying information one is directed towards 
developing physical means in order to support needed interactions (verbal or documented). While 
the second (temporality) criteria directs concern towards the management of information Le. how 
to manage both momentary and enduring pieces of information. With respect to the development 
of E-MPM concepts needed to capture a semantically rich picture of multiple dependent 
enterprise processes, it was observed that we may represent the transfer of information between 
two processes by a dashed line ------~ (Le. this relates to the transfer of a passive-used 
resource). However, if verbal interaction is required between two processes, the opening of a 
conversation channel (Le. a communication process) can be depicted graphically by (~ 
thereby identifying the need for a channel to link two or more active resources utilised in one, or 
more 'end to end' processes. Chapter 8 considers modelling concepts to encode aspects of verbal 
communication among active resources. 
6.2.5. Example Model Illustrating Process Interdependencies 
Consider an example engineering process, namely the "IV -011: Schedule and Monitor 
Engineering Performance" deployed by Cross-Huller as they design and build car engine 
production machines. The enterprise activities involved in this process were specified using E-
MPM modelling concepts and are tabulated in Table-6.9. In this example case, two sub-processes 
can be identified, namely: (A) 'Engineering Performance Report' and (B) 'Forward Load / 
Design Plan'. For these two sub-process related activities are identified. The resultant E-MPM 
graphical model of the IV-01l engineering process if shown in Figure-6.12. Naturally therefore 
E-MPM can specify engineering activities, and the active and passive resources that need to be 
involved. It can be observed that E-MPM can also explicitly identify and represent intra-process-
and inter-process interactions. In this example case, inter-process interaction is exemplified by 
the "actual process monitoring" enterprise activity specified. This activity is carried out as an 
integral part of the "Production Operation" process thread but it also inte1cts with the "Schedule 
and Monitor Engineering Performance" process to enable its completion. 
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Table-6.9: Schedule and Monitor Engineering Performance (IV-OH) 
A- Engineering Perfonnance Report 
I·' ")'(Evertf11!'" ' •. :. "!"'i . .... '. ."'" ....p. I..... .' ....... ; ..... "":'.'" ... ... "".....'..... . .. .... . . ... ....,,, .. ,' .,: .. p ,-, •.•••... ' ...•. NI'; ,"/~j,\T>\t;<\,' ','iXi,,':\;'i>, 
'.. Ent~;prise Activity I Active Resources . Passive-Used '. Passive-Processed Output .•... 
. . 1.0i;~'i .'. .• .. i~p:-·. · •• l:..·· .T ......... ..... , ".; .' . ...... I··.. . . ..•.. ". ·.·pi; .. S.~esour~.~.~. ". '.; ri; Il.esourcespi.. . . ......... " .. ,,,,'>." .'. 
I BOM Forward Input Initiate Engineering Project Engineer BOMForward Relevant Fonn(s) Partially Filled Engineering 
Perfonnance Report Perfonnance Report 
2 BOM Forward Input Initiate Budget Control Project Engineer BOMForward Relevant Fonn(s) Partially Filled Budget 
Report Control Report, Request for 
Completion 
3 Partially Filled Complete Report with Estimating Request for Partially Filled Completed Budget Control 
Budget Control Budget Hours / Estimated Department Completion Budget Control Report 
Report Costs Report 
4 Completed Budget Maintain (key in sub- Project Engineer Completed Budget Partially Filled Budgeted & Sub-contracted 
-
Control Report contracted and budgeted Control Report Engineering fields keyed in. 
parts) Perfonnance Report 
5 Budgeted & Sub- Actual Process Monitoring Project Engineer Filled in Timesheets Engineering Change of Schedule 
contracted fields (key in sub-contracted and from Production Perfonnance Report 
keyed in. budgeted hours) Operations 
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6 --- Actual Process Monitoring Production Related Process Time Sheets Filled in Time Sheets 
Operators Information 
B- Forward Load / Design Plan (on request) 
7 Engineering Plan Forward Load Project Engineer, Engineering Related Forms - Forward Load, People 
Performance Report Control Project Performance Appendix E required every week 
Maintained Engineer Report 
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-- ...... 
PMlallyF1hcf 
Budget Con1ro1 
, .... 
--, 
--, 
"-queotb" ----------
H1 : Project Engineer 
H2 : Estlmatlng Department 
H3: Production Operators 
' .... 
... -
T1 : Project Engineer, Controt Project Engineer 
--
-""'" 
,
' ..... 
Figure-6.12: Schedule and Monitor Engineering Process (BP222-22) 
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7. E-MPM: Simulation Modelling 
7.1. Introduction 
It has been described in Chapter-5 that the MPM approach adds simulation modelling and 
workflow modelling formalisms to RPM's modelling approach in order to enhance process life-
cycle coverage. However, Chapter-6 has realised a new generic process modelling formalism that 
is capable of developing semantically rich but static process descriptions. Therefore, it becomes 
necessary to develop simulation models that could complement such semantically rich process 
descriptions and could facilitate some of the concepts embedded in these static models. The 
following describes how such simulation models can be developed. 
7.2. Simulation Model Development: Derived from the Semantically Rich Process 
Descriptions 
Chapter-6 (Section-6.2) outlines key capabilities of the E-MPM graphical modelling language 
developed during this study to capture semantically rich process descriptions. Having created 
process models using the E-MPM graphical modelling language, these models can be used to 
support the life phases of processes. One such general class of rich semantic model use envisaged 
was that of deriving a variety of simulation models, in support of process design, process 
redesign and process resourcing. The role of simulation modelling is positioned conceptually 
within the E-MPM framework by the bigger boxes of Figure-7.I. 
Requirement 
Definition 
Modelling Level 
Slatic 
"'OO", 
Modular 
p,~ 
"""'. 
Dynamic 
Simulation 
Models 
Impl&mel1tation 
09scr'plion 
Modelling Level 
Generation 
Run·Tlme Functions 
Physical Stratum Social Stratum Knowledge Stratum 
f • 
Figure-7.1: Coverage of this chapter in E-MPM Framework (bigger boxes). 
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!think is a software tool that was previously commercially developed to create conceptual models 
of system dynamics in order to understand and replicate existing systems behaviours or predict 
new possible system behaviours; thereby to better understand how complex systems do or could 
work and to improve their design from a variety of points of view, via the provision of analytic, 
visualisation and communicative capabilities. This particular commercially available tool was 
selected and used to map conceptual models of manufacturing processes. The aim was to produce 
computer executable simulations that represent 'end to end' processes and interdependencies 
between processes and resources. The choice of !think was made based on (I) its flexibility to 
represent systems of any nature; (2) its dynamic (numerical integration based) simulation 
capability; (3) its ability to link models with common (spreadsheet, database, etc) software 
applications; and (4) previous successful experience of using this tool for different enterprise 
engineering purposes by colleagues in MSI research institute. 
Before starting to derive !think simulation models from the semantically rich conceptual models 
generated in section 6.2.5, it was deemed to be necessary to understand and derive formal 
mappings from generic E-MPM process model building blocks to equivalent !think model 
building blocks. This mapping process required a detailed understanding ofIthink model building 
blocks and a need to relate their capabilities to equivalent E-MPM process model building blocks 
and thereby to choose a suitable match of model transforms that would facilitate !think model 
generation from E-MPM rich process model graphical descriptions. 
By studying and understanding !think model building blocks in detail the following mapping 
formalism was established. This formalism was subsequently adhered to when deriving !think 
models from E-MPM rich descriptions of various case study processes. 
Generic Process Modelling Approach Ithink Modelling 
Enterprise Activity 
I I 
Oven g 
Oven 
Individual Active V Converter (Standard) 0 Resource Converter 
Active Resource 0 Converter ( ) 0 (Team) Converter 
Passive-Processed 0 Stock, DS'OCk Resource 
0 Converter (Standard) o Converter 
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Generic Process Modelling Approach Ithink Modelling 
Passive-Used 0 Converter (Standard) 0 Resource Converter 
Transfer of Resource 
---------> 
Connector, 0 ~ 
0~ 
Inflow/Outflow inflow \ outflow 
Transformation Implicit in Oven 
---
~ 
Start Activity 8 Converter (Standard) 0 Converter 
Simple Sequence Connector 
• 0 ~ 
Condition 0 Logic created using Converters and Connectors 
---
Asynchronous 0 Logic created using Parallel Activity Converters and Connectors 
---
Synchronous 0 Logic created using Parallel Activity Converters and Connectors 
---
Concurrent Q Logic created using Activities Converters and Connectors 
---
Iterative Activity 0 Logic created using Converters and Connectors 
---
Process Finish Q Converter (Standard) 0 Activity Converter 
Intra-process Transfer of information -
0 ~ 
communication ~ Connector Connector 
'-../ 
Collaboration = 
---
---
163 
Chapter-7: E-MPM: Simulation Modelling 
Generic Process Modelling Appro~ch Ithink Modelling 
Transfer of information -
0 ~ 
Inter-process ( } communication Connector Connector 
Collaboration ~ 
---
---
Table-7.1: Mapping generic process modelling blocks to Ithink modelling blocks 
Based on the use of this mapping formalism there follows an exemplar case of creating a simple 
enterprise activity model in Ithink. The resultant EA model is shown in Figure-7.2. In this 
example the EA "Assemble Column" has been represented by an Ithink "Oven" model building 
block as described in chapter 5. Related passive-used resources needed by the EA (i.e. Sales 
Order, M\C Drawings, & M\C Specifications) are represented by standard "Converters" while the 
passive-processed resources and the EA outputs (e.g. M\C with Column Scraped, & M\C with 
Column Assembled) are represented by simple "Stock" model building blocks. This interim 
model is incomplete, as it does not represent any of the active resources or procured passive-
processed resource elements required by the EA. The EA resource requirements defined via the 
• 
E-MPM rich process model include functions to be achieved, performance requirements with 
which those functions need to be achieved, and constraints or limitations under which those 
functions need to be achieved. These requirements are represented in this case by means of an 
!think 'Array-Variable', which is named 'Required AR' in Figure-7.3. The array variable 
provides means of reducing the visual complexity of Ithink models and can usefully be used with 
repetitive model structures. Ithink array variables may have one or two 'dimensions' and each 
dimension may have a number of 'elements'. By relating the concepts present in array variable to 
attributes of an EA, it has proven effective to define EA active resource requirements and 
represent them as a single dimension Ithink array variable, where this dimension can have three 
elements in it. Here one element each is used for functions, performance attributes, and 
constraints as shown in top left corner of Figure-7.3. Array element values are entered in 
numerals. 
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Figure-7.2: An EnterJ>rise Activity modelled in Ithink 
Figure-7.3: Active Resource (AR) Commitment 
Similarly active resources incorporated into any system may have three types of Ithink modelled 
characteristic correspond.ing to EA requirements. These characteristics may also be represented 
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by an ' Array-Variable'; in the example case an array is named ' Provided AR ' in Figure-7.3 and 
has three elements. Values for these elements are also provided as numerals. EA requirements 
may be checked against characteristics of available resou.rces in the modelled system by 
comparing ' Required AR ' numerals with ' Provided AR ' numerals. For this particular pu.rpose 
Ithink 's communication functionality has been exploited, which was designed to allow data 
communication with other applications in a modelled system. (This capability will be explained 
later). The most appropriate active resource that can fulfil the EA requi.rements may appear in 
' Provided AR ' array-variable. Attribution of this most appropriate AR is conditional on its ability 
to fulfil the EA requirements and if this condition is met it may conunit itself to the EA. The 
same procedu.re may be repeated for passive-processed resources that can be represented by 
' Required Object', ' Provided Object ' and 'Committed Object' types of array-variable. 
Besides defining functional requi.rements an EA model also sets time constraints on the 
commitment of resou.rces. Thus an EA may need to be completed in a specific period of time and 
before some deadline. These requirements may be represented using standard Ithink converters, 
as shown in Figure-7 .4. 
" 
~/~'m' .. AR 
T_R'~  
'" 
,,.., 
Figure-7.4: Time Commitment of Active and Passive (Objects) Resources 
In Figure 7.4 the T ime Required of AR' is defined by a 'Standard Ithink ConveI1er' . TIlis 
enumerates and represents time requirements of the example EA, i.e. ' Assemble Column ' . TIle 
time period for which an active resource is requi.red is computed using two variables, namely 
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'tr\! ' and ' trlu'. 'trlu' represents the 'upper limit of time required ' or the time by which an EA 
should be completed. This time may be entered as a numerical value representing hours, days, 
weeks or mont.hs, as defined by other simulation parameters input to the lthink tool. Similarly, 
'tr\! ' may represent the ' lower limit of time required' or the time at which an EA should have 
been started for it to be able to be completed by the defined deadline. This time is also entered as 
a numerica l value. In this way the time bound between these two limits represents the time 
required by the EA from an active resource. Active resources have avai labilities that (like EAs) 
can be modelled using standard Ithink converters. III Figure-7.4 the ' Availability of AR' 
converter represents the time period for which a resource is available. This time period is 
computed using variables ' ta\!' alld ' talu ' in a similar way to which the required time period is 
computed. A match between Time Required of AR ' and ' Availability of AR ' can result in 
commitment of a resource to an EA. The outcome of this comparison and decision to commit is 
represented by the 'Commitment of AR '. Similar logic and model elements can be deployed to 
model the commitment of passive resources or objects to EAs. The onJy notable difference is that 
in the case of Objects there may be no need to define 'trlu ' or ' talu ' limits. 
When appropriate active and passive resources (i.e. resources that meet EA requirements) have 
been selected and are committed, they enable progression of the' Assemble Column' EA. This 
cOlTunitment of resources is signalled in the enterprise activity model shown in Figure 7.5 by 
means of "Connectors". 
--
~~\ ~ -~ ~  
0:----/- - .~ 006000_- "'0 - "" 
. 
. ~ 
-
Figure-7.S: Active and P-assive Resources fed to Enterprise Activity 
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It should be noted that the graphical representation of activity requirements, resource 
availabi lities and their subsequent matching and commitment to EAs make the resultant lthink 
model complex in view. However the matching and committing modelling structures are an 
essential part of each EA because of the approach chosen to model EAs in lthink. Another way of 
looking at this is that each EA can be considered to comprise a module of an lthink process 
model, which in general will be composed from organised sets of EAs and therefore orga nised 
sets of EA modular building blocks of models. A resultant outcome is that if the full details of 
EA modules are shown it makes lthink process models difficult to understand and interpret. 
Therefore, the modeller may choose to hide details about resource selection and commitment to 
EAs. This hiding can be realised by exploiting the 'Space Compression Object ' facility of the 
lthink software tool. The Space Compression Object facility, as the Ilame suggests, compresses 
the graphical representational space of a model by hiding the model complexity and detailed 
logic underlying graphical models, by maintaining and executing the full model but only 
providing an abstract graphical representation of the outcomes (see Ithink analyst-technical 
documentation, 1996). From a representational point of view, Space Compression Objects have 
:" i 
--
--
-.,.;;--. (D·· '! L ) 
(C" -"'l 
: I 
" .... 
Figure-7,6: Space Compression Objecl hiding model complexity. 
two states, ' Open' and 'Compressed'. In the open state a rectangu lar space is presented which is 
used to display part of the model details that can be hidden. When compressed the rectangular 
box disappears, but a small double-lined box remains visible which shows that some module of 
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the mode l ex ists in greater detai l that will be managed by the Ithink too l. An exampl e Space 
Compress ion Object is shown in Figure-7.6 in both compressed and unco mpressed states. 
Comparison between Figures 7.5 and 7.6 shows the di ffe rence achieved in representationa l 
s implic ity and understandabil ity as a consequence o f using the Space Compress ion Object 
fac ili ty. 
7.2.1. Selecting aDd Committing Resources 
The previous section explained that active reso urce requirements of an EA can be modelled using 
an array vari able ' Required AR '. It was recommended that this array variab le should be one 
dimens ional (i .e. the ' Required AR(req uireme nts), dimension) and should incorporate three ty pes 
of element ( i.e. Functions, Performance Attributes and Constraints) each of which need to be 
de fi ned by attri buting numerical va lues. Further it is recommended that ava ilable capab il ities of 
active resource are represented by a one dimens iona l array variable ( i.e. the ' Provided 
AR(characteris tics), dimens ion) which a lso incorporates three types of e lements (name ly 
Functions, Performance Att ributes, and Constraints). By taking such an approach to modelli ng 
the matching of ' required' and 'ava il able' capabilities of resources can be centred on comparing 
equivalent e lement values of two lthink array variables, namely ' Required AR(requirements), 
and ' Prov ided AR(c haracteristics),. It may be best to determine outcomes of such compari sons 
before an Ithi nk s imulat ion mode l is run, thereby predetermining suitable resource sets that 
should be committed to each EA modelled, before a mode l execution. Alternat ive ly comparison 
of specific e lement va lues of the two mai n arrays may be carr ied out during s imulati on runs 
during whi ch various reso urce states and EA co nditions may be enumerated to determine 
poss ible s imulation behav iours. For exampl e, a condition may be set in a 'Committed AR' array 
that if val ues of provided elements exceed or equa l va lues of required e lements, the 
corres ponding AR may be committed to the EA so that its functions can be achieved. A s imilar 
method can be app lied to match and se lect pass ive processed resources . 
It is observed that a key aspect of process des ign and execution is re lated to se lecting the most 
appropri ate resource when a given set of EA requirements occur. Ithink provides functiona li ty to 
communicate (v ia import ing/export ing data) w ith other software applications. Potenti al ly this can 
be deployed to facilitate the se lection of suitable resources. Ithink data may be exported to some 
other software application and appropriate resources may be se lected by compari ng resource data 
stored in that so ftware application with data generated by the Ithin k too l. Also data perta ining to 
selected resources may be ported back into the lthink model to de fine resource commitments. 
Such an external software too l and developed application chosen for thi s purpose was that of the 
Microsoft Exce l spreadsheet tool. However, it should be noted that lthink communi cation 
capab iliti es are not limited to the use of Exce l spreadsheets, other applications such as Microsoft 
Access or some other app li cati ons may also be used to serve a s imi lar purpose in future stud ies. 
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To provide a further ill ustration of the ideas developed here, cons ider the case where EA 
requirements are exported to a M icrosoft Excel spreadsheet. Suppose a spec ific set of 
requirements is as fo llows: 
Enterprise Activity Requirements 
Functional Requirements I 
Performance Requirements 3 
Constraints 2 
Suppose there are five active resources in the system (whose characteristics are c lassified be low 
as Functions/Operations, Performance Leve ls and Constraints/Limi tations) a re encoded in terms 
of numerica l digits as their identification numbers. 
Resource Provisions ARI AR2 AR3 AR4 AR5 
Functions / Operat ions I I 9 I 3 
Performance Leve ls / Attr ibutes 3 I I 3 4 
Constraints / Limitations 4 3 4 2 I 
In order to find the best ac tive resource match, the modeller can deve lop and deploy a method for 
this purpose. A strategy so fo llowed may be th at active resources are selected that match the EA 
requi rements in the followin g order: 
Functional Operations > Performance Attributes > Constra ints 
The method followed might comprise steps such as: (I) compare functi ona l provi s ions of each 
resource with the funct iona l requirements of an EA; (2) select those reso urces that fulfil 
functiona l requirements of the EA ; (3) for se lected reso urces move to the next step and compare 
performance related provisions of each se lected resource with the performance requ irements 
posed by the EA; (4) select those reso urces which fu lfil performance requirements of the EA; (5) 
for selected resources move to the next step and compare limitations of resources of the selected 
reso urces with constraints imposed by the EA; (6) select those resources th at fulfi l the 
constraints. 
When such a met hod is applied with respect to functio nal characteristics of the example act ive 
resources the resources (ARI , AR2, AR4 , and AR5) are selected and taken to the second step: 
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Resource Se lecti on M ethod : Ste p I , Functiona l Require ments Compa ri son 
Resource Provisions ARt AR2 AR3 AR4 ARS 
Functional Characteristics I I 0 I 0 
Performance C haracteristics 3 I 0 3 0 
Constra i n ts/L imitations 4 3 0 2 0 
On app lying the second step of the method, with respect to Perfo rm ance Characte ri stics the 
resources (ARI and AR4) w ill be selected as shown be low: 
Resource Se lection Method : Ste p 2, Perfo rm ance Requirements Compari son 
Resource Provisions ARt AR2 AR3 AR4 ARS 
Functiona l Characteristics I 0 0 I 0 
Perfo rmance C haracteristics 3 0 0 3 0 
Constraints/L im itations 4 0 0 2 0 
Finally when the third step of the method compares Constra ints on acti ve resources the resultant 
best match to fulfil EA requirements is observed as fo llows: 
Resource Se lection Method: Step 3, Constra ints Compared 
FALSE FALSE FALSE TRUE FALSE 
Resource Provisions ARt AR2 AR3 AR4 ARS 
Functiona l Characteristics 0 0 0 I 0 
Perfo rmance C haracteristics 0 0 0 3 0 
Constra ints/L im itations 0 0 0 2 0 
The outcome is that active resource A R4 is se lected, as fo llows: 
The Best Suited AR 
AR4 
3 
2 
Such a method has a strength that it can advise the modelle r or process developer as to those 
resources that can carry out the EA. Wh en these reso urces are known, s uch a resource can 
commit itself to carry ing out the EA having taken into considerat ion its ava il abi li ty. The va lues 
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of the most appropriate resource re-input to the Ithink model and further conditions may be 
applied having nominaUy committed a resource to each EA. 
7.2.2. Simulation Model oran Example Process 
In this section a simulation model as derived from the Cross Huller "Schedule and MOllitor 
Engineering Performance" process will be used to exempli fy use of the Ithink modelling 
formalism described above. 
Figure-7.7 shows two sector fra mes of an example Ithi,lk simulation model deri ved from the 
semantically rich process description of the process "Schedule and Monitor Engineering 
Performance" described in section-6.2.5 and illustrated by Figure-6. 12. One of dlese sector 
fra mes relates to dle 'Scbedu.le & Monitor Engineering Performance' process as a wbole 
(IabeUed BP222-22), while the other sector frame represents the ' Actual Process Monitoring' 
(B P233) carried out as part of dle ' Production Operation' domain process. Interaction between 
these two process dueads is represented by an Idlink 'Connector ' model building block, which is 
used to transfer necessary information between the ' Actu al Process Monitoring' and the ' Actual 
Process Ti mes Keyed In' process threads. 
0 "' 0 o 
q 
'" 
Iil 
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l·~T··· I~""""'1 r 
Figure-7.7: Simulation Model of the C ross Huller " Schedule & Monitor Engineering 
Performance" Process 
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On taking a c loser look at these interact ing process threads it can be observed in Figure-7.8 that 
reso urces flowing between enterprise activities can be modelled by means oflthink 'Connectors' 
and ' inflows'. Here the s imul ation capabil ities of the Ithink software a llow the dynamic 
behavio urs o f EAs to be mode lled separately as well as an integral part of the two interacting 
process threads. Cons ider the ' In itiate Engi neering Performance Report ' EA (i .e. EA222-22 I) . 
Figure-7.9 shows the graphica l representations associated with this EA. When the simulation 
mode l is run the Ithi nk tool is progra mmed to disp lay start and stop times for the EA, the time 
period for which it remains active, and the outputs it generates during EA execution. The 
commitment of resources to this EA can also be modelled graphically, showing the period of 
time for whic h th is EA requ ires a resource to be ava ilable and the period for which a selected 
resource actua lly becomes avai lable. When these two variables are matched, the period for which 
a resource is committed to th e EA, and the period for which reso urce re ma ins idle can a lso be 
computed in the manner depicted by Figure-7. I O. 
Here it should be noted that in this specific example case at the execut ion leve l of the Ithin k tool 
equations evaluated in related to an enterprise activity (say Init iate Eng Perf Report) were as 
fo llows. For o ther activities simi lar variab les and equations apply but with different va lues. 
Rcquired_A RI/Function] = I, Provision_ARlI FUllctionl = I, 
Commitment_A RI = rF(Provision_AR I [Functions) > Reqll ired_AR I [Functions)) THEN I 
ELSEO 
Required_A RIIPerforma nce Attributes l = I, Provision_A R1lPerform a nce A tt r ibutes l = I, 
Commitment_A RllPerformance Attributesl = I F(Provisio n_AR I [Performa nce_Attributes) > 
Reqllired_AR I [Performance_Attributes)) THEN I ELSE 0 
Required_ARI IConst raints] = I, Provision_ARII Co ns tra ints l = I, 
Commitment_A RI IConstraintsl = I F(Provision_AR I [Constraints) > 
Required AR I [Constraints)) THEN I ELSE 0 
trll = I, trlu = 4, Time_Required_of_A Rl = IF(TIM E>trl l AND TIME<trlu) T HEN I ELSE 0 
tall = 0.5, tal ll = 4, Availability-ARl = IF(TIME>tal l AND T IME<talu) THEN I ELSE 0 
Time_Commitment_ARl = IF (Time_Requ ired_o f_ ARI = I AND Availabi lity_AR I = I AND 
(tal l=trl l OR t31I<1rl l)) THEN I ELSE 0 
Inputl l EP Re port = IF (START= I AND BoMJorward= 1 AND 
Comm it111ent_ AR I [Fu nctions) = 1 AND C0111 mitment_AR I [Perfonnance_Attri blltes)= 1 AND 
C0111mitment_ AR I [Constrai nts)= 1 AND Time_Com111itment_AR I = 1) THEN PULSE(I) ELSE 
0 
Initiate_Eng_Perf_ Report: 
Capacity = I, Fill_Time = INF, Cook_Time = 2.5, INIT IAL = 0 
O ut putl l EP Report = 0 
Partially Fil led Eng Perf Report: INITIA L = 0 
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Of course a significant part of tlle Itllink model creation process involved establishing and testing 
tile validity of underlying dynamic equations. 
UNIt 
.. ", 
Figure-7.S: EnteqJrise Activities in Schedule & Monitor Engineering Performance Process 
Itllink graphical rnodels of the form illustrated by Figures-7. IO and 7. 11 ca ll also prove useful 
when analysing and predicting process times in order to optimise process designs. The overall 
process time can be represented as shown in Figure-7. 11. Also the schedule of individual 
resources call be represented in tile manner shown in Figure-7. 12. 
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Initiate Engineering Performance Report 
1.5,------------------------------------------------------------------------------------, 
1 
0.5 
~N~ v ~w~ oo m~~~~ ~ ~~~~~@N~~~~~~re~~ M ~~~~~~~~~ ~ ~~ ~ ~~~~~g~ 
Time Line 
1--- lnput\ IEP Report -- Initiate Eng Pert Report - - Output\IEP Report -- Partially Filled Eng Pert Report I 
Figure-7.9: 'Initiate Engineering Performance Report', examllle EA timings. 
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Resourcing "Initiate Eng Pert Report" Activity 
1 . 5~----------------------------------------------------------------------------, 
'" GI ::I 
c;; 
> 
0.5 
Time Line 
--Time Required of AR1 --- Availability of AR1 --Time Commitment of AR1 
Figure-7.10: ' Initiate Engineering Performance Report ' with associated resource timings 
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Overall Process 
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Time line 
-- Initiate Eng Pert Report -- Initiate Budget Control Report -- Complete BC Report --Maintain Eng Pert Report 
--Plan Forward Load --Actual Process Monitoring -- Actual Process Feed Ins 
Figure-7.11: 'Schedule & Monitor Engineering Performance' Process Time 
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Resource Commitments 
1.5 
1 n (\ 
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Ti me Li ne (Hours) 
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8. E-MPM: Process Oriented Organisation Structure and 
Process Modularisation 
8.1. Introdu ction 
This chapter describes the provIsIons made within E-MPM to facilitate decomposition and 
analysis in support of organisation design. That provision enables the decomposition of 
manufacturing organisations into manageable and consistent parts namely domain processes, 
business processes and enterprise activities in support of process-oriented design. Al so provided 
are modelling concepts that help link and integrate processes and activities to suitable sets of 
resources (i.e. systems of human and technical resources) . The decomposition principles and 
modelling concepts provided are designed to enable transformation , change, reconfiguration, 
extension, scalability and general reuse of models and model segments. Also provided are 
concepts to modulari se model s so that process reconfiguration is enabled deploying a module 
identification method. The scope and focus of this chapter aligns primarily with the physical 
stratum of E-MPM as shown in Figure-8. 1. 
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Figure-S. l : Coverage of this chapter in E-MPM Framework (bigger boxes) 
8.2. Organisa tional Structure and Process Orientation 
Earlier thesis sections explain how a manufacturing enterpri se can be visualised as comprising 
three classes of processes. Such a view provides a natural structural decomposition of 
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manufacturing organisations. Each of these three process classes may be further decomposed in 
order to describe relationships among the entities involved. 
Three basic process engineering issues need to be addressed, namely: process design, process 
control and process resourcing. Incorporated into these process engineering issues are: design 
optimisation, process execution, process change and process coordination. Generally problems 
associated with these issues are complex and interdependent. 
As earlier described, in general processes in a manufacturing organisation are considered to 
consist of a number of activities that should be carried out in a defined sequence over a period of 
time. Processes require inputs in the form of materials and information. These inputs are routed 
to activities. At each activity site, actions are taken on inputs, value is added and outputs are 
produced. Outputs may be routed as inputs to the next or subsequent activity sites, where further 
value is added to inputs, leading to the production of further outputs. These inputs are routed 
through different activities where value is added and outputs of concern to the process are 
generated. The outputs of concern to a process are termed ' process outputs' . Apparently this is 
very simple as a concept but in reality it is not as simple as it seems. 
Every process starts execution with some objectives that it should achieve. Objectives may 
typically be described in terms that are not readily understandable by the entities that have to 
realise those objectives. In order to achieve objectives, sets of functions need to be defined that 
can be understood by process realising entities. Typically also a number of activities are grouped 
together and sequenced so that they operationalise and realise needed functions. Here it is 
important to emphasise the point that elemental process functions are commonly achieved by 
different groups and sequences of activities that in turn need to be carried out by resources with 
suitable competencies. Focussing on an activity, within an activity there are typically a number of 
sub-functions that are to be achieved by the activity. In order to achieve those sub-functions a 
number of operations and sequences of operations may need to be deployed. It follows that 
process objectives may be achieved by functions that utili se different groups and sequences of 
activities, while activity objectives may be achieved by sub-functions that utili se different groups 
and sequences of operations. 
From thi s visualisation of a process we can expect each class of process (in Figure-6.4) to consist 
of four types of entity, which using CIMOSA terminology will be referred to as : domain process 
(OP), business process (BP), enterprise activity (EA) and functional operation (FO) entity types. 
If we visualise each of these entity types as interoperating on coherent 'planes' and define 
relationships between those ' planes' we can conceptualise processes in the form of Figure-S.2. 
Each plane in Figure-S.2 can be considered to represent a different level of abstraction of the 
same reality and each level of abstraction is working to realise the same overall process 
objectives. However these planes should not be considered to exist as a functional hierarchy in 
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their host organisation. Rather the planes 'exist' just for the purpose of visualising di stinctions 
and relationships between different entities involved in order to achieve process objecti ves. In 
Figure-S.2, each plane has been divided into two sections. The left sections are used to represent 
design aspects of a process while the ri ght sections relate to control and real time working aspects 
of a process. 
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Consider first the design side of the domain process plane, i.e. the left side of the top most plane 
in Figure B.2. To achieve process objectives, those objectives need to be defined and di stributed 
in terms of domain process functions so that corresponding enterpri se activities (or group of 
enterprise acti vities) may be carried out to realise those objectives. From a performance point of 
view, domain process functions need defining along with necessary performance characteristics 
and constTaints. This in turn characterises outputs to be produced by the domain process. But we 
know fTom the previous discussion that in order to achieve the objectives of a domain process 
that actions should be taken on inputs to convert them into required outputs. It follows that 
selection of the right inputs plays an important part in generating the right outputs. Hence, apart 
from describing the process functions, performance attributes and constraints, it is also necessary 
to describe functional and performance requirements and constraints that should be met by 
inputs. 
In a typical manufacturing enterprise there are very significant numbers of enterprise activities 
being carried out. It may not be essential for anyone single enterprise activity to be able 
completely to achieve one of the functions assigned to it in a domain process. lndeed as 
explained earlier a number of enterprise activities may be grouped together in order to achieve a 
domain process function. Such a grouping of enterprise activities will be considered to be a 
CIMOSA confomlant business process. There may be instances when optionally more than a one 
enterprise-activity could achieve a sub-function of a domain process. In such cases alternative 
enterprise activities may be grouped to produce the same outputs. Similarly, alternative 
sequences of enterprise activities may be defined to produce the same outputs. Referring to the 
Business Process (or Activity-Group) Plane in Figure-B.2, it can be observed that there is a need 
to define aggregated functions that may be served by groups of activities, along with 
characteristics that may be produced and constraints and limitations under which these functions 
may be served. Similarly the functions served or offered by aggregated groups of inputs and their 
characteri stics and constraints need to be defined . Across the domain process and business 
process planes a match may be made between domain process functions (that need to be 
achieved) and functions that can be served by groups of enterprise activities, as well as between 
functions required of domain process inputs and functions served by available inputs. This inter-
planer match can serve as a basis of committing business processes (or group of activities) and 
inputs towards realising process objectives. One other point worth mentioning is that as explained 
in section-6.2, because inputs may be of two kinds, i.e. subjects (active resources) and objects 
(passive resources), there arises a need to match both kinds of resource. 
Consider now the Enterprise Activity plane. Just as a domain process can be described in the 
domain process plane in terms of functions that collectively can achieve domain process 
objectives, an enterprise activity may be described in the enterprise activity plane in terms of sub-
functions that together may achieve enterprise activity objectives. For each enterprise activity, 
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sub-functions may be described along with performance characteristics and constraints. Such a 
description sets requirements for subjects and objects of an EA. This description in the EA plane 
is analogous to the OP plane. It is observed that in any given manufacturing enterprise there may 
be a number of functional operations that can be performed individually and collectively by 
resources. When some of these functional operations are grouped together they may possess 
capabilities, competencies, capacities, etc, to realise EA sub-functions. Similarly those groupings 
of functional operations may have capabilities and limitations that can be matched to 
characteristic and constraint requirements of an EA. The capability characteristics and constraints 
of functional operations can be defined in the Functional Operation Plane. Moreover, functions, 
characteristics and limitations of inputs also need to be defined in the Functional Operation 
Plane. A match can be made between the EA plane and FO plane; i.e. between functions to be 
achieved by an EA and FO or by a group of FOs that can reali se needed EA functions; between 
functions required of EA inputs and functions served by available inputs. This match provides a 
basis for selecting and committing the right resources to EAs. 
In short, domain process objectives may be achieved by business processes (or activity groups) 
and EA objectives may be achieved by groups of FOs. But all of them i.e. business processes, 
enterprise activities and functional operations are contributing towards achieving the same 
overall objectives of the domain process. And there is no functional hierarchy among business 
processes, enterprise activities and functional operations. This aspect is also clear from Figure-
8.3, where a domain process is illustrated as comprising ofBPs (or groups ofEAs) and an EA is 
illustTated as comprising functional operations. 
Functional operations in an enterprise (or in a process) are carried out by active resources 
(subjects) while they are carried out on passive resources (objects). The analogy of Subjects and 
Objects was introduced in section-6.2, bearing in mind the way that words 'Subject' and 'Object' 
appear in simple natural language sentences. These active and passive resources are illustrated in 
the bottom right-most plane of Figure-8A. Because a group of functional operations may fulfil 
objective functions of an enterpri se activity, and because active resources execute those 
functional operations then a given grouping of active resources with assigned responsibilities for 
FOs may be considered as being an 'activity team '. As regard passive resources these fulfil 
object-related requirements of an EA. The commitment of active resources to FOs gives a basis 
for defining those team members needed to carry out an EA. If we use the same principle for 
grouping EAs (into say a BP), we may notice that each group of EAs (or business process) may 
be carried out by a team. Such a way of committing teams to business processes gives us a basis 
for defining the requirements and objectives of a 'domain process team' with reference to a 
domain process. 
Now suppose that a process has been designed (designing a process therefore requires that 
business processes, constituent enterprise activities, teams and other resources are defined), and it 
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is ready for execution. When a process is executed, in general a number of run-time functions 
need to be supported to achieve successful working of that process. Commonly required run-time 
functions are shown in the right hand side of the planes in Figure-8.2. The first function that 
needs to be supported is a ' notification of states and statuses' of each of the entities involved in a 
process. This provides information regarding states, such as whether they are active, inactive, 
suspended, or declined that should be available through the duration of the process. This can al so 
provide information regarding the extent to which each EA, BP, and DP has been completed. 
Process working al so requires that EPs, EAs, be flexibly attached to a DP so that 'dynamic 
rescheduling' can be achieved if required. This can be supported by the way the process is 
engineered (as described above) i.e. by separating resources from functionality , which also means 
separating behaviour from functiona lity. ' Performance attributes measurement' is important in 
process working so that changes can be made if needed results are not being achieved. If some 
exceptions arise there should be provisions to handle them. As illustrated in Figure-8.2, the 
probable 'exception causing fields ' in a process are states, statuses of EPs, EAs and resources, 
performance attributes and constraints while the probable ' exception handling fields' could be 
changing subject-related requirements or provisions, object-related requirements or provisions 
and signalled needs for the dynamic rescheduling of entities. 
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8.2.1. Points to R em ember 
Three important aspects have been noted if processes are to be designed in the way mentioned 
above. These aspects are explained below: 
The first aspect to note is that designing a process in the way recommended in the foregoing is 
analogous to speaking a simple sentence in a natura l language. A simple sentence constitutes: 
S ubject + Verb + Object + (phrase) 
We can observe that a simple language sentence is composed of three basic parts of speech i.e. a 
Subject, a Verb and an Object, with an optional phrase. According to dictionary definitions: 
A Subj ect is: "The noun, noun phrase, or pronoun in a sentence or clause that denotes the doer of 
the action or what is described by the predicate". 
A Verb is: "A word which affinms or predicates something of some person or thing; a part of 
speech expressing being, action or the suffering of action". 
A ll Object is: "A noun, pronoun or noun phrase that receives or is affected by the action of a 
verb within a sentence". 
W hilst a Phrase is: an optional part of speech, which enhances the meaning of the speech. 
Similarly in the developed version of E-MPM the basic parts of a process fragment are: 
Active-resource + Ellterprise-llctivity + Passive-processed resource + Pllssive-used resollrce. 
Where an active resource takes actions, an enterpri se activity defines what needs to be done, a 
passive-processed resource is acted upon and a passive-used resource is used, not processed 
when actions are taken. 
If we map parts of an enterpri se activity onto basic parts of simple natural language sentence, it 
can be observed that the way a process works can be considered to be analogous to that of a 
simple language sentence. 
The secol/d aspect to be noted is that processes can be viewed as functions at the interFace 
between two systems i.e. between a product system and resource system. Systems engineering 
may be applied to a product for the purpose of identification and defining the right product. 
Systems engineering may also be applied to a resource system in order to define and develop 
resources and to structure grouping of resources. However, when resources are used to produce 
products, interactions need to develop between the two systems. Realising these interactions in a 
coherent and possibly standardised way may be termed as interaction engineering or process 
engineering. This point is illustrated in Figure-8.5. 
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Figure-8.S: F igure showing natu re of a Process is at the interface of Pr odu ct System and 
Reso urce Sys tem 
A third a;pect to note distinguishes the E-MPM 's approach of process engineering in that it 
separates functionality from behaviour of physical entities . Processes define functions to be 
achieved whi le entities offer functions and operations they can provide. A match between these 
two commits entities to EAs and FOs thus flexibly attaching entities to achieve functions. There 
is no description in the business process plane or enterprise activity plane about any particular 
resource to be used to achieve their objectives. 
8.3. Modula rising Processes 
Consider the' Schedule and Monitor Engineering Performance' process developed by the Cross-
Huller automotive machine builder company as modelled in section 6.2.5 (see Figure-G. 12). This 
enriched process model is reproduced here as Figure-8.G. On looking closely at the way the 
execution of such a process progresses, a number of points are revealed. Firstly, each enterprise 
activity has an objective to be achieved . The objective may be dissolved into a number of 
realiseablejilllctiolls (and their associated requirements) that need to be carried out as an integral 
part of the purpose of enterprise activities, as they contribute to the achievement of that objective. 
Therefore, each enterprise activity may have at least one objective and corresponding functions 
to achieve. However to realise these functions each enterprise activity requires active and passive 
resources, which need to be associated (or assigned) to each activity for a specific time interval. 
Active resources transform input passive resources to outputs in a manner that leads to the 
fulfilment of objectives. So each enterprise activity has some outputs. When one enterprise 
activity is complete, its results should be passed to next enterprise activity, as required by the 
process flow. For this reason the owner of one activity may need to cOllllllullicate with the owner 
of a subsequent activity. Communication between two enterprise activities is therefore a 
requirement. In cases where the next activity needs outputs from a previous activity they may 
need to be physically transferred to the next activity. Passing results, by communicating and 
transferring outputs between two activities, highlights the existence of depel/del/ce of activities 
on other activities. It fo llows that there may be cases where an enterprise activity depends on a 
previous activity in order for it to achieve its functions. Hence, an enterprise activity from 
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objective to function realisation involves a number of dissolutions, associations and 
dependencies, which are important if an activity and process (i,e, an organised set of activities) is 
to achieve its objectives, It was observed therefore that understanding and characterising 
common activity associations, dependencies and di ssolutions might provide an organised basis 
for modularising processes, 
8.3.1. Nature of Processes 
It is interesting to consider further the purpose of the statements that a process is a sequence of 
enterprise activities, and an enterprise activity is a sequence of functional operations. For 
example are these statements meant to define a process or to seek to decompose it? Regarding the 
second purpose it is observed that a process consists of activities that in turn consist of 
operations. Regarding the first purpose and process definition the immediate questions raised are 
what actually is the process and what is the nature of a process? In order to understand the true 
nature of a process, it is necessary to look at its ontological basis. 
This author sought on ontological basis for processes and determined that Poli' s description 
about formal ontology [Poli, 2000, taken from hMp:llwww.formalontology.itIFraming_first.htm. and 
http://www.formalontology.itlFraming_second.htm] seemed quite relevant to this consideration. The 
following paragraph is mostly based on Poli's description about the nature of a process. 
Process is a top-level category in a number of well-developed ontologies. A process may be 
considered to be derived from the category ' object', and is itself an object. Like all the other top-
level categories processes correspond to the traditional concept of 'being ' or 'entity'. Process 
also corresponds to these concepts but concerns a particular context of analysis, Poli says 
whatever is true for the category object must also be true for process. He states that an object is 
always 'complex ' and this ontological thesis results in the following consequences: 
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Firstly precisely because it is complex, every object is a whole with parts. The parts of an 
object interact with each other according to various kinds of dependences that exist inside the 
object. This means that an object has a structure and can have structural stability. If objects 
are complex, it is natural to distinguish its interior from its exterior and to posit the presence 
of a frontier between the two. 
Secondly besides being a whole wi th parts, an object is al so a substance with determinations. 
Thirdly, some objects may be structured by layers and by stTata. 
Fourthly, the object "is something on which one can have a perspective" [Smith 
1996][Source, Poli, 2000]. Which entail s that "the presence of an object inherently involves 
its absence" . A consequence of thi s property is that for any given subject an object may not 
be wholly there in the sense of being readily accessible. In order for a subject to perceive an 
object as being an object, there must be separation between the subject and object perceived 
- enough separation to make room for intrinsic acts of abstraction, of detachment and of 
stabi li sation. 
He also states that all four of the object properties apply for a process as well as for other objects. 
Whatever exists in space and time will have temporal and spati al extension. However, one 
observed difference between a process and an object is that objects are apparentl y more stable 
than a process. An "object is that which moves together" [Uexkull, quoted by Poli]. (The author 
of this thesis believes that, contrary to the understanding that may be developed from the above 
description given by Poli, a process is that which may not cause its related objects to move 
together at some instances). It should be kept in mind that 'stable' does not mean static or 
atemporal [Smith, 1996][Source, Poli, 2000]. Everything that is dynamically real is partially 
stable, and consequently also partially unstable because stability is always considered relative to 
the interior of the some ever-changing universal nux. 
A process, when viewed by a categorising actor, will be a subject if it causes changes to itself 
(object). Which means that an object may be considered to be a process with respects to changes 
that are taki ng place in it. Consequently, in a process the subject and object is the same entity. 
Another classification of ontologies, as put forward by Sowa [2000] embraces and defines a 
process in the following manner. A process is the greatest common subtype (n) of Actua li ty and 
Occurant and may be expressed as: 
Process (IPO) = Actuality n Occurant 
= Independent n Physical n Occurant 
where 
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Independent (I): An entity characterized by some inherent Firstness, independent of any 
relationships it may have with other entities. 
Physical (P): An entity that has a location in space-time. 
Occuralll (0): An entity that does not have a stable identity during any interval of time. 
In plain text one can say that according to Sowa, a process is a real physical independent entity 
that does not have a stable identity during an interval of interest. In his own words he defines a 
process as: "Actuality (IP) considered as an Occurrent (0) during the interval of interest. 
Depending on the time sca le and level of detail, the same actua l entity may be viewed as a stable 
object or a dynamic process. Even an entity as stable as a diamond could be considered a process 
when viewed over a long time period or at the atomic level of vibrating particles." Moreover, he 
says that a process can be described by their starting and stopping points and by the kinds of 
changes that take place in between. Furthermore, distinction can be drawn between continuous-
process and discrete-process. Continuous-process may be identified by continuolls incremental 
changes that take place within it. Whereas a discrete-process may be identified by di screte 
changes that take place within, called events that are interleaved with periods of inactivity called 
states. 
Sowa's definition of process is intrinsically equivalent to one given by Poli, namely: a physical 
entity is considered to be a process that undergoes changes. Such an entity is characterised by 
space and time, and is considered to be physical in nature. Sowa's definition of process is derived 
from an analysis of natural language. While analysing a natural language he describes that an 
activity is an extended process (continuous or di screte) and is a result of actions that an agent 
takes [where an agent is defined as an animate entity that is capable of doing something for some 
purpose]. Agent's intention may also be important for identifying the success or failure of the 
process. If a cessation satisfies an agent's goals then the process is successful otherwise failure 
has occured. Sowa further developed this ana logy by identifying the features of tense and aspect, 
in natural language, that relate an event described by a verb to the type of process and to the 
reference tillles of one or more observers. However, it should be noted that this analogy may fit 
well with the process being described by the natural language but does not seem to fit well with 
all real world processes. As an example, in the analogy Sowa seems to under-emphasise the 
purpose of object in natural language, which is as important in the real world as a subject in 
natural language. 
Sowa appears to have derived his definition of process from analytical philosophy and structures 
process into his top-level categories of ontology. However, there is another paradigm of 
philosophy called continental philosophy dominated by the study of real world and matters. Poli 
[2000] describes that both analytic and continental philosophies have fallacies imbedded in them 
and suggests a quote of Franz Brentano, who emphasised that "the genuine method of philosophy 
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is none other than that of natura l sciences". To some extend the author agrees with thi s approach 
but there may exist things that do not come under the umbrella of conventional natural sciences. 
In the author' s opinion, which is based on observing processes in manufacturing enterprises, a 
process is not a subject. Its basic source is an objective that has to be achieved by the process and 
that may be resolved into reali seable fun ctions in order to achieve that objective. An activity is 
analogous to verb in natural language, and hence a process appears to be analogous to a sequence 
of verbs. But in the real world a process is ana logous to a sequence of dependent funct ions to be 
achieved. It is not a physical entity but an abstract entity (meaning that process is not something 
that physically exists). A manufacturing process does not undergo any physical changes, as it is 
not a physical entity rather it causes physical changes through agencies, neither it has any spatia l 
ex tension . However, it may undergo change, which means it is evolvable, and it does have 
temporal extension, which is one of its intrinsic attributes. 
8.3.3. What is a Module? 
There are a number of terms that are used that have similar meanings to that of a module and 
therefore can be confused with it. Examples of these terms are holon, component and off course 
module. First in this section common meanings are attributed to these terms. Following thi s the 
section reports on a deeper look at what a module should be and how it may be designed. 
Module: 
A number of definitions are available that describe what a module is and what it can do. Some of 
these definitions are given below: 
[The Chamber's Dictionary, 1999] defines module as: 
' 1- a small measure or quantity; 2- a unit of size, used in standardized planning of building and 
design of components; 3- a self-contained unit forming part of a spacecraft or other structure; 4- a 
standard unit or part of machinery etc.' 
From this definition it is clear that the term 'module' is associated with 'a small measure', ' a unit 
of size' and 'a self-contained unit'. This definition gradually gives meaning to what a module is 
currently considered to be in technical circles. Teclmically a module is defined as: [Young, 
I 994][Source: Marshall, 1998] 
' A (sub)system that comprises a group of individual elements that form an 
independent, co-operative, self-contained unit with one or more testable composite 
functions' . 
According to this definition a module is considered to be: 
Independent: in performing its inlTinsic function(s)/sub-function(s); 
Co-operative: in performing extrinsic or overall functions of a system; 
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Self-colltained: in its physical architecture to perfonn intrinsic function(s) ; 
Testable: with respect to the functions it performs. 
Marshall [1 998] defines modularity as: 
' Modulari ty ' (noun) 1- being modular, 2-the theory of module creation 
' Modularization' (noun) the specific process of module creati on. 
Rolon: 
The Holonic Manufacturing Systems consortium [http://hms. irw.uni-hannover.del] after 
Koestler's work on social organisations, li ving organi sms, and human beings is using the 
following but evolvable working definitions regarding holons. 
Hololl: An autonomous and co-operative building block of a manufacturing system for 
transfonning, transporting, storing and/or validating infonnation and physical objects. The holon 
consists of an infonnation processing part and often a physical processing part. A holon can be 
part of another holon . 
Autonomy: The capabi lity of an entity to create and control the execution of its own plans and/or 
strategies. 
Co-operation: A process whereby a set of enti ties develops mutually acceptable plans and 
executes these plans. 
Holarchy : A system of holons that can co-operate to achieve a goal or objective. The holarchy 
defines the basic rules for co-operation of the holons and thereby limits their autonomy. 
Holonic manufacturing system (HMS): a holarchy that integrates the entire range of 
manufacturing activities fro m order booking through design, production and marketing to realise 
the purpose of the agi le manufacturing enterpri se. 
Holonic allributes: attributes of an entity that make it a holon. The minimum set is autonomy and 
co-operativeness 
Component: 
The definition of software component given by the Component-based Development and 
Integration (CBDi) forum [http://www.cbdiforum.comlindex.php3] is as follows: 
"Component is an identifiable piece of software that describes and/or delivers 
a set of meaningful services that are only used via well-defined interfaces". 
According to Spott and Wilkes [1999] the essential characteri stics of so ftware components are: 
• Identifiable 
195 
Chapter-8: E-MPM: Process Oriented Organisation Structure alld Process Modularisatioll 
• Traceable through the fu ll development li fe cycle 
• Replaceable by component offering same function 
• Accessed only via interfaces 
• Services offered through interfaces must not change 
• Accurately documented service 
With regard to component based automation, Siemens defines a component as "the entire 
functiona li ty of a technological module - that is the unity of mechanics, electronics and control 
program - is encapsulated in component technology into an associated software component. 
Access to the interface of the component is standardi sed, i.e. uni formly defined. At the interface, 
access is only made available to those variables that are required for the interaction with other 
components as well as for diagnostics, visuali sation and connection to the planning & execution 
systems". 
We can notice that the "thing" these defini tions refer to should be autonomous, co-operative, 
should have at least one function and should be self-contained. The difference noted between a 
module and a holon is that a holon is supposed to have an information processing part and a 
physical part. Where for a module such parts are not reported in literature. The only thing 
mentioned is that it should be self-contained. Similarly the difference noted between a module 
and a component is similar to the di fference between a module and a holon . However, in the MSI 
Research Institute a working structural definition of a system (machine) is be ing used in which a 
module is considered to be a self-contained entity and that structurally at a higher abstTaction 
level thi s enti ty may contain a number of components, see Figure-8.7. 
System 
I :N 
I :N 
I : N 
Total Machine 
Part of Machine (complete safety etc.) 
0: N 
I :N 
Mechanical Module (e.g. 3 axis, 
2 axis, fi xture, head) 
Module can be built from 
other modules 
Network Node (i.e. 
di stributed controller) 
Elements 
Figure-8.7: Structure of a system (machine) 
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However, a holon and a component seem to be the same as far as mechanical or manufacturing 
systems are concerned. Looking at all these terms it is questionable that there are real differences 
among them, and this questions the need to have different terms for the sa me basic purpose of 
partitioning systems in a certain way. 
[n order to find the answer to this kind of question from an ontological perspective first it is 
necessary to understand how the real world is structured. In this regard the works: [Poli, 2000], 
[Sowa, 2000], and [Pomeroy, 2002] have been reviewed . Here the author is of the view that 
Poli 's distinction between internal and external categories seems quite relevant to this subj ect 
matter. Where internal categories enable us to analyse the inner structure of objects and external 
categories enable us to classify the external structure of objects. To emphasise this point the 
following quotes Poli 's summary of what entai ls internal categories of reality [Poli, 2000]: 
Internal Categories 
I . General Categories Categories which hold for all the ontological layers: 
Time, space, object, process, particular, individual, mass, feature, 
substance, determination, matter, form, bearer, borne, whole, part. 
1.1 Top Categories Object, process, particular. 
1.2 Layers Stratum, layer. 
1.3 Dimensions Time, space. 
lA Oppositions Matter-form, bearer-borne, substance-determination, whole-part. 
1.5 Dependences Between each kind of opposition, between layers . 
2. Layer Categories Categories which hold for any ontological layer. 
Table-S.l: Internal Categories of General Ontology ISource: Poli, 20001 
It is argued here that understanding what is meant by a module is directly to do with the whole-
part opposition irrespective of what top category, layer or dimension it touches. Consider what 
sorts of opposition are present between whole and part. 
The relationship between whole and part is not a linear one. The dependence relationship 
between parts and whole proceeds essentially from whole to parts not from parts to whole [Poli, 
2000]. In order to understand what characterise a whole, Poli identifies three points. Firstly, a 
whole comprises different types of parts and different types of relations among parts, which 
together consti tute structures that contribute to some aspects of the whole. For the identification 
of whole, at minimum one can find structural, spatial, temporal, functional interrelationships 
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between a whole and its parts, and by finding whether the parts are homeomerous (composed of 
similar parts) or not. Secondly , a whole possesses boundaries, which mayor may not be apparent. 
Putting in another way a whole is something that displays some form of independence with 
respect to an environment. Thirdly, many wholes themselves are composed of other wholes. 
This description about whole-part can suggest what aspects may need to be considered while 
structuring a whole. From the foregoing it is evident that "the presence of an object inherently 
involves its absence" thi s shou ld also be true in the case of the whole. And thi s should be true for 
the parts of the whole too which leads one to think of a "sujJicielll whole ". This means one may 
consider a whole from a certain perspective and assumes that it is a whole in that particular sense. 
As a whole may consist of still internal wholes, this gives an idea of designing a system that 
resembles the notion of a holon, module or component. Type of parts is another issue with 
respect to sufficient whole that will be described shortly. 
Problem Redu ction: 
It was realised that the problem of module identification is a problem of separability I non-
separability and dependence between wholes and parts. Deriving from the above (and as also 
identified by Poli separability I non-separability of parts) a whole can be checked based on four 
criteria: 
I . Functional parts (sub-system) are functional constituents of a whole and cannot be replaced 
by any other part. When removed cause a destructive effect on the whole. 
2. Qualities can be distinguished but cannot be separated from the whole. When removed part 
of the same kind can take their place. 
3. Boundaries cause independence of a whole from its environment. 
4. De fa cto non-separability: the parts that cannot be placed elsewhere in space or time. 
These criteria offer a starting point for identifying parts and consequently sufficient-wholes. 
Another important issue that seems directly relevant to defining sufficient-wholes is 
dependences. Dependences [poli, 2000] can have four forms i.e . stratum-layer dependence, 
substance-determination dependence, part-whole dependence and kind dependence. The first 
three forms are related to internal categories while kind dependence is related to external 
categories of reality. Simply speaking these dependences mean: 
StratulII-layer dependence: dependence between different types of layers of reality. 
Substance-determination dependence: dependence between persisting thin gs and matt er III a 
process . 
Whole-part dep endence: (as described above) between a whole and its parts. 
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Killd depelldellce: dependence among different kinds (a kind is anything with a certain structural 
unity like human ki nd, banknote, carbon, etc.). 
The dependences that seem most relevant to a sufficient-whole (fi'om one perspective) are whole-
part dependence and kind dependence. 
8.3.3. M odular Process 
Let us revisit the internal category table ofPoli. 
Internal Categories 
1. Gener al C atego ries Categories which hold for all the ontological layers: 
Time, space, object, process, particular, individual, mass, feature, 
substance, determination, matter, form, bea rer, borne, whole, part 
1.1 Top Categories Object, P rocess, particular 
1.2 Layers Stratum, Layer 
1.3 DimellSions Time, space 
1.4 Oppositions Matter-fornl , bearer-borne, substance-deternlination, W hole-Part 
I.S Dependences Between each (Some) kind of O pposition, between Layers 
2. Layer Catego ries Categories which hold for any ontological layer 
Table-S.2 : Internal Catego ries of Gener al Ontology (Categories r elated to Modular 
Process) 
Table-8.2 can help to identify ontologically, the concept of modular process. Categories and 
related concepts that contribute to help identify a modular process are shown in bold. However, it 
should be noted that these categories and related concepts can naturally contribute to defining the 
internal structure of a process but may not show how it is related to external categories. The 
relation with external categories may be defined by identifying what kinds (of external category) 
of a process may need to interact with for its realisation. 
Table-8.2 considers process to be is a top-level category (which the author believes is an 'abstract 
and non-phys ical entity ') that might consist of a number of layers of abstraction. A process 
definitely has a time span for which it ex ists. It does not occupy any space as it is abstract. 
Between different layers of abstraction there may exist different forms of dependence. A process 
may be a whole whi ch itself consists of parts. But it may also consist of intemlediate wholes 
cutting across or along layers. These intemlediate wholes may be considered as ' sufficient 
wholes'. A process may also involve different categories of enti ty at different levels of 
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abstraction (layers). This way of conceptualising a process onto logically was utili sed by the 
author when generating the process structure conceptualised in section 6.2. 
8.3.4. Process Module Identification 
Having considered the context of modular process, it is appropriate to consider how modules can 
be identified in a process. Consider a process in a manufacturing organisation as shown in 
Figure-8.8. Once the process has been designed, modules can be identified initiall y based on the 
fOllr non-separability conditions given in the last section: 
Process 
belonging to 
any class 
'Sufficient Whole' or Module 
Figure-8.8: Process Module identification 
This module identification does not mean simply a chunk of enterprise activities, or functional 
operations, rather it should be a sufficient·whole of functional operations and contral that 
illvolves resources (kind dependences). Similar principles may be applied for operational, tacti cal 
and strategic processes. And hence because of dependences between two or more classes of 
process there may arise a need to identify still bigger modules or suffici ent wholes as illustrated 
by Figure-8.9. 
Strategic Process 
Tactical Process 
Operational 
Process 
Module 
Module 
Module 
F igurc-8.9: Modules within modules fo r processes. 
Module 
Consider for the moment that we can identify sufficient wholes based on non-separability and 
dependence criteria within and among process entities . This will inform and help structure 
process design based on the use of reconfigurable and changeable chunks. If a chunk is not 
suitable for a particular reason it may be substituted by another similar one. All this seems fine 
but it is appropriate at this point to ask the question, is designing a process in terms of sets of 
strictly defined activities (which invol ve some resources and control flo ws between them) 
enough to realise successful working of the process. What if exceptions ari se? What if two 
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activities or processes have dependence and need to interact with each other? What about 
cooperative working? How will a process be able to cope with unpredictable circumstances? 
Some processes need to cope with exceptional cases; other processes should be capable of 
cooperating with others in order to carry out their functions. Hence our module definition is not 
complete at this stage as it is neither ' thinking' nor 'cooperating'. Hence there is a need to extend 
understanding about the nature of a process. 
8.3.5. Extended Theory about the Nature of Processes 
"Temporality is the true distinctive (specific) feature of reality, and it may be stated that reality is 
everything that is located in time. Whatever the entities considered they are real if they are 
temporally characterised" [poli , 2000] . Therefore, process is a rea l and a non-physical entity, i.e. 
is abstract. However, in order for it to be 'thinking' and 'cooperating ' it should be considered to 
be an 'abslracl al/imale el/lily'. Poli considered atleast three strata of the real world namely: the 
material, the psychological and the social. These strata of reality may be considered as external 
and may be considered as the consequences of three internal strata of reali ty, which have been 
called ' Jism', 'Ruh ' and 'Nafs' respecti vely in Persian by Syed Ali bin Usman Hajweri, a 11 Lh 
century Sufi. The meaning of these words in Engli sh may be taken as ' Body', 'Soul' and 'Self 
respectively. The first two can be considered to be primary categories while the third one can be 
considered to be secondary as it is the outcome of joining of the first two. The constituent of 
body is material and its characteristic property is sense. The soul is God's command and "its 
characteristic property is intelligence" [Al-Huj weri, Translated by Nicholson, 1976]. When this 
characteristic soul joins the body, the consciousness of Self emerges and " its characteri stic 
property is desire" [Al-Hujweri, Translated by Nicholson, 1976]. We can depict these strata of 
reality in a three-dimensional space, as shown in Figure-8. 10. Each of these strata may consist of 
a number of layers, in which case the Figure-8. 1 0 wi ll appear as shown in Figure-8. 11. 
There may exist relationships between layers in a stratum and with other strata. On considering 
different interna l strata of reality and their interrelationships, it can be observed that a process can 
be considered to consist of all these strata. In such cases, the body stratum is to do with main 
body of the process that forms the overall physical structure of a process (however, abstract). The 
'material' from which it is built is business processes, enterprise activities, functiona l operations 
along with knowledge about work and resource organisations and their sequencing by means of 
control flows. These enterprise activities and functiona l operations may be considered to be 
working at different levels of abstraction and therefore they can be perceived to form layers. 
Even different classes of processes may be working at different levels in an organisation and 
interact with each other to create a layer li ke structure. The type of relationship that exists 
between layers can be considered to be a malerial-!orm relaliol/ship type [Poli, 2000]. The 
malerial being functional operations, enterpri se activities and controls and the form being 
enterprise activities and processes. 
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bearer-borne 
Self Stratum 
Body Stratum 
bearer-borne 
relationship 
bearer-borne 
relat ionship 
Soul Stratum 
Dark-grey area represents 
existence of an animate, while 
ligh t-grey area represents 
requirement of ethics. 
Figure-S. IO: Internal Strata of r eality and their interrelationships. 
Soul is also considered to have different parts (where those parts may be considered to be aspects 
of soul). The relati onship between body stTatum and soul stratum is not of a material-form type. 
It may be considered to be a bearer-borne relationship, which is another type of relationship 
identified by Poli [2000]. In this relationship soul joins body and an animate body appears. This 
means that a process can start working, thinking, interacting and progressing. m order to 
understand what parts a soul may have, and what relationships may ex ist between/among these 
parts, it is necessary to look at the philosophy of soul. The author carried out a preliminary 
research study of this topic where it should be noted that necessarily there may have been 
selective access to the literature because of the short time avai lable. Apparently some of the 
important works on the subject of soul are from al-Kindi [d .c. 866), al-Farabi [870-950) , Tbn Sina 
[980- 1037), al-Ghazzali [1058-1 111) and Tbn Rushd [1126-1198) Sources: 
[www.muslimphilosophy.com). [Shams C. mati, _) and [Khurshid, 2000]. The understanding 
developed regarding different aspects of soul is represented in Appendix-C, which is claimed to 
give only a flavour of the subject. Significant additional study is needed to understand the subject 
in detai l. 
The implication of the soul dimension on processes and on an organisation can be manifest in 
process enactment and process intellect (knowledge). By process intellect (or knowl edge) it is 
assumed that layers in a process should be able to cope with exceptions and know how to handle 
them. Process intellect may be derived fTom the intellect of ' one who carries out the act', and that 
this intell ect may become part of the exception handling process. The approach taken to 
transferring control from one enterprise activity to the next may also be included in thi s 
dimension. 
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bearer-bome 
relallOnshlp 
L-_____ - -------.-1 
Figure-S. ll : Multiple Layers in Internal Strata of Reality 
bearer-borne 
relalionship 
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The third dimension corresponds to the Self-dimension. This dimension implies that when soul 
joins body, consciousness of self is created that needs to be tamed to show a social behaviour. In 
term of process (and particu larly process working in the context of MEs) this implies that the 
process should be cooperative and communicative. This may include principles such as inter-
process and intra-process communications, defin itions of roles and concerns and corresponding 
development of rules and regulations (ethics). All three dimensions in term ofa process may also 
be represented as shown in Figure-8. 12. 
bearer.oome 
relationship 
Process Ethics 
Dimension 
Process Body 
Dimension 
process, enteprise aclivit s, functional 
operations, active resources, and passive 
resources, sequenclng. 
fIJIes and regulations (ethics) tor Inter-process & 
nlra·process Interactions, roles, concems, and 
communications etc 
bearer-bome 
relationship 
bearer-bome 
relationship 
Process Intellect 
Dimension 
Figure-S. 12: Process co nsidered as co nsisting of three dimensions 'Body', ' Intell ect ', and 
'Ethics'. 
8.3.6. Module Definition Re-Visited: 
Having extended thinking into the basis of a process engineering theory it is appropriate to re-
visit the definition of a process module. As process is considered in this study to have two 
supplementary aspects i.e. intellectual and social, then a module of a process should also have 
these aspects imbedded in it. This can give ri se to a new definition of a process module, defined 
graphically by Figure-S. 13. 
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Passive 
Resource 
Figure-8.13: Definition of Process Module or 'Sufficient Whole'. 
8.3.7. Modularising Processes (The Method) 
As part of thi s study a method has been developed to identify process modules. The method has 
three steps. Each step is described and elaborated as follows. 
Step-l: 
Basic criteria that can be used to identify process modu les were described in Section-8.3.2 and 
are reproduced here, they concern. 
• Functional parts (sub-system), 
• Qualities, 
• Boundaries, 
• Defaclo non-separability: the parts that cannot be placed elsewhere in space or time. 
The above criteria are based primarily on the application of non-separability conditions among 
whole and parts and on identifying parts that may be non-separable or separable from a who le. 
Also the formalism established in the last section is used, where business processes, enterprise 
activities, and functional operations may be taken as parts of a domain process in the body 
stratum. On applying those criteria on these constituents in relation to a domain process the 
investigator (or process/system designer) can identify those business processes, enterprise 
activities and/or functiona l operations that are non-separable parts of the domain process. And if 
these criteria are applied to business processes, enterprise activities and functional operations in 
relation to one another, the parts that may be closely related to one another may also be 
identified. Such closely related and non-separable parts of the domain process may be grouped 
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together to achieve a preliminary selection of process modules. Having identified those 
preliminary modules of a domain process, the modularisation process can be further informed by 
identifying relationships and dependences between the preliminary modules identified and other 
domain processes. This may reinforce the preliminary module selection where common 
dependences are shared between processes. Identifying relationships and dependences within and 
between domain processes is equivalent to identifying whole-part dependences in the body 
stratum of a process. 
Apart from whole-part dependence, which is a type of internal dependence to a domain process, 
there may also exist cross-strata dependences i.e. having some bear borne relationships among 
process parts. However, the author decided not to investigate cross strata dependences, as they 
seemed to be outside the scope of this thesis. 
Another dependence that may exist within and among domain processes IS a dependence on 
active and passive resources that need to be employed to realise processes. This is kind 
dependence. Within a domain process, different business processes, enterpri se activities and 
functional operations may share same resources. Sharing the same resources gives a further 
opportunity to consider modules reinforcement, i.e. with respect to candidate modules identified 
earlier. 
Hence, the author concludes that there may exist at least the following types of dependences 
within and among domain processes. 
\. Whole Part Dependence 
a. Intra-process dependence 
b. Inter-process dependence 
2. Kind Dependence 
a. Active Resource Dependence 
b. Passive Resource Dependence 
Stcp-2 : 
Once the types of process dependences have been considered it was decided that ' weights ' could 
be assigned to each dependence when identifying modules. The weightings assigned can be 
based on the importance given to a particular type of dependence. The more important 
dependence can be given higher weight and less important dependence a lower weight. It was 
decided that a general weighting system would be applied with respect to each dependence in this 
study, as shown in Table-8.3. 
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Dependence Type Weight 
Intra-Process Dependences 10 
Active-Resource Dependences 7 
Passive Resource Dependences 5 
Inter-Process Dependences 3 
Table-S.3: General Weights selected for each Dependency Type 
Step-3: 
The dependences among process constituents can be identified, weightings assigned and related 
enterprise activi ties and business process can be grouped together that have hi ghest affinity for 
each other. 
The way this method can work is elaborated with respect to the following example. 
Example: 
Consider the ' Schedule and Monitor Engineering Performance' business process as described by 
Figure-8 .6. The non-separabili ty of enterprise activities in relation to this process, and in relation 
to each other is described by the ' Intra-Process Dependency Table- I ' shown in Figure-8.14. 
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All enterpri se ac tivities involved in this process have been shown on the left and on the top of 
this table. Simi larly, the process to which these EAs belong is shown at the top. For this business 
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process and its EAs fi ve non-separability conditions have been set. Based on these conditions, 
dependences between EAs and Process and among EAs can be identified. The light grey area 
includes dependencies between EAs and the Process, whi le dark grey area represents a 
dependency of an EA on itself (in the same stratum) that is not a concern. The ' Is' shown in the 
above table (in the area above the dark grey fie lds) denote that a particular type of non-
separability condition exists between two entities (in the crossing row and colunm). Whi le small 
blank boxes indicate that non-separability conditions do not hold. The area below the dark grey 
fi elds is not used to identify any dependence. Once dependence among all processes and EAs 
have been checked and the table is complete, the dependence of each EA with respect to others 
can be summed up and represented in ' Intra-Process Dependency Table-2', which is shown in 
Figure-8. 15. The summation of dependences among EAs gi ves an opportunity to group those 
EAs that the highest affinity for each other. In this table the fields showing ' 4s' represent strong 
affinity and suggest an opportunity to group the corresponding EAs, while the fields showing ' 2s' 
represent weak affinity for corresponding EAs. 
Basic Rul&- l (Ior oomblring): Ihe 
EAI being oom~ ~ be In 
umespace 
strong candidates for combining 
weak candidate5 for oomblAng 
Figure-8.J 5: Intra-Process Dependency Table-2 
luggesllng 10 oombine EA222·22<4 with EA222· 
225 and EA222·228 
Here a rule was defined with respect to the intra-process dependency table, namely that for two 
EAs to be considered for grouping, they must be non-separable in temlS of space. This means 
that two EAs can be considered for grouping only when they are being performed within the 
boundary of one process . This is why the fields showing ' 3s' have not been considered as 
cognate groupings of EAs. 
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Active-resource, passive resource and inter-process dependences are marked up in the Active-
Resource Dependency Table, Passive-Resource Dependency Table and Inter-Process 
Dependency Table shown in Figure-8. 16. In the Active-Resource Dependency Table associations 
between active resources and a particular EA is marked with an asterisk, as is those EAs that 
share the same active resource so that they may be considered for grouping together. The same 
procedure is adopted for passive-resources and for inter-process dependencies. However, it 
should be noted that in the Passive-Resource Dependency Table two kinds of interaction exist 
between EAs because of the nature of the passive resources available. There may be passive 
resources that are shared by more than one EA. This type of resource interaction may be termed 
as ' passive resource sharing relationship ' . In another type of interaction the output of one EA is 
used or processed by the next EA. This may be termed 'passive resource dependence' . Both of 
these types of interaction may be identified and considered during module identification. 
Once these tables have been developed and dependences among EAs have been identified, the 
dependences can be combined to observe and judge an overall affinity among EAs. For this 
purpose Overall Dependency Tables can be created as shown in Figure-8.1? In these tables all 
types of dependences are intended to be combined. Therefore each EA has fi ve types of 
dependency grouped together under it. The va lues of these dependences are taken from 
individual dependency tables, multiplied by individual weights, and posted in the Overall 
Dependency Table. Once values are posted for each type of dependence for each EA, these 
dependences are summed together to find overall dependences in order to identify final modules . 
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Active Resource Oependences 
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Figure-8.16: Active-Resource, Passive Resource, and Inter-Process Dependency Tables 
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9. E-MPM: Communications and Exceptions 
9_1- Introduction 
In thi s chapter communication issues amongst active resources working within a process or in 
different processes will be discussed. Second ly, in this chapter different ty pes of exception are 
considered along with poss ibl e methods that may be deployed to handle th em. With regard to the 
Enriched Multi-Process Modelling Framework this chapter covers the areas highlighted by bigger 
boxes shown in Figure-9.1. 
"i'~  ,~ /' 
Particular 
Requirement 
Oefirnlion 
Modelling level 
Slatic 
........ 
I.iOdular 
Process 
Modo" 
ImpIemet1li1bon 
"""'-MoOOIling level 
Generation 
Run-Time Functions 
Physical Stratum Social Stratum Knowledge Stratum 
Figure-9. ) : Coverage of this chapter in E-MPM Framework (bigger boxes) 
9.2. Communica tions in Manufacturing Organisations 
In prev ious sections there have arisen instances of need for communicat ion and co-ord ination 
amongst resources. Those requirements need to be addressed in order to carry out enterprise 
activit ies success fully. The relevant requirements are restated as follows. 
In section-6.2,4 it was observed that information that fl ows between two processes as a 
consequence of the ir interactions can be classified according to two criteria ' type o/interaction ' 
and ' temporality'. This classification was made with a view to capturing mode l-able information. 
The first crite rion directs us to deve loping physica l means to support interactions (verbal or 
documented) while the second cr iterion directs us towards the management of information i.e. 
how to manage momentary and enduring pieces of information. It was a lso observed that the 
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transfer of in fo rmation can be represented in the form of semantically rich descriptions that can 
be graphically represented by a dashed line ------. (i.e. transfer of resource). However, if 
verbal interaction is requ ired between two processes a conversation channel (~ may be 
opened between two active resources working within different classes of processes. 
In section-8 .2 while identifying the need to structure an organisat ion, a requirement for the inter-
working of active resources was observed in order to realise enterprise activit ies and business 
processes . For examp le to rea lise team worki ng. It can easi ly be understood that when such a 
team has been defined the team members have to co mmunicate with each other in order to 
complete tasks success fu lly, no matter whether team members are co- located or distr ibuted . 
In section-8.3.5 whi le creating a genera l framework for a process the need for an ethic/socia l 
dimension was observed . This was considered to be important in various process life stages, such 
as its resources so that they are cooperative. Also included under th is concern are issues o f 
communication among processes as well as among those who carry out these processes. 
Taking a step back, present day flexib ly integrated sets of small enterpr ises need to work together 
to share benefits. Such inter-working req uires communication, co llaboration and co-ordination so 
that cooperative work can be supported among these enterprises. In cooperative work, ac tive 
resources should work in harmony and support each other to achieve short and long term 
objectives. Klein states that cooperative work requires three layers of support [Klein, 1996] as 
illustrated by Figure-9.2. 
Co-ordinat ion 
Co llaboration 
Communication 
Figul"e-9.2: Laye rs ofSuppol"t for coopera tive work ISource: Klein , 19961. 
where 
Communication: allows participants in the decision process to share information. 
Co llaboration: allows partic ipants to mutually update some shared decision set. 
Co-ordi nation : ensures that the co llaborative action of individuals work ing on a shared set of 
dec is ions is co-ordinated to achieve the desired result effici ently. 
From these definitions it is observed that co llaboration can on ly be achieved if effective 
communication has been established. And co-ordination can only be achieved if collaboration 
and communicat ion have both been achieved. Hence, support for co-ordination should 
encompass support for communication and co ll aboration. Mentzas described a set of 
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characteristics necessary for the design of a co-ordination system [Mentzas, 1996] . Those 
characteristics are summari sed in Tab le-9.1. 
Design topics Alternative approaches 
Co-ordination Protocol Technological protoco l 
Social pro to co I 
Control Mode l Form-oriented model 
Procedure-oriented mode l 
Conversation-oriented mode l 
Communication structure-orie nted model 
Timespan of Co-ordination Seconds-hours 
Hours-weeks 
Weeks-months 
Synchronisation Mode Asynchronous 
Synchronous 
Information Sharing and Exchan ge Information sharing 
Information exchange 
Organisational Mechanism M utua I adjustment 
Direct supervis ion 
Standardisation of work process 
Standardisation of output 
Standardisation of skill s 
Table-9.1: Design characteristics of co-ordination sys tems ISource: Mentzas, 19961 
Now consider an enterprise activity that intends to rea lise some objective by achieving some 
sequence of operations, such as those shown in Figure-9.3. 
In section 8.2 on organisational strllcllIre, it was observed that a number of act ive resources may 
need to com mit themselves to carry out this activity . In so doing they may form a team (i.e. an 
effective group of active resources that are committed to realising an EA by working in harmony 
and in lia iso n to achieve the objectives defined for that EA). The active resources forming the 
team may be of three ty pes, i.e. human, machine and software app lication (as given in the generic 
process modelling approach). The types of interacti on that may exist betwee n at least any two of 
these resource types can be shown as in Table-9.2 . 
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active resources connected 
~in all channel netw ork 
------ r-C~o~m~m~un~i~c.~t1~o~n~C~o~ns~t~ru~c~t:~----' 
Pre-conditions: 
General: 
Wessage (w hich is tuple of U, E. p, M, W, 
T, p , ps, PI) : 
nferred Wess8ge:· Felicity conditions: 
Wessage confirrmlion (optional): } 
Figure-9.3: Figure showing position of co-operative working within activity level. 
Interaction types: 
Human - Human 
Human - Machine 
Human - Application 
Machine - Application 
Machine - Machine 
Application - Appli cation 
Table-9.2: Interactions among active resources 
Each interaction type may have its own peculiari t ies and this will pose resource type-spec ific 
requirements to be addressed in order to support that interaction. In this study foc us of attenti on 
was directed to human - human interactions. 
When humans interact with each other through verbal commun ication in order to carry out an 
EA, they assert, commit, declare, express or direct each other to do something via the act of 
speaking. These actions that are carried out when speaking are called bas ic parts of speech acts 
and emphas ise that people act on one another through language. Based on this concept Austin 
and Searle put forward a theory called speech act theory which says that people act through 
language [Winograd & Flores, 1986], which is distinct from the perspecti ve that " people process 
in fo rmation a nd make dec isions" [Winograd, 1987]. The language action perspecti ve takes 
language as the prime di mens ion o f human act ivity and therefore, of communi cat ion and 
cooperation acti vities [Schael, 1998]. According to this theory when one person speaks to another 
person, the firs t person acts on the second person. The second person hears the speaker, perceives 
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the speech act, processes in fo rmat ion in his/her mind and then replies back. This reply cou ld be 
in the form of a replied speech act or a phys ical action. It should be noted that process ing 
informati on and mak ing decis ions is beyond the scope of speech act theory. Speech act theory 
only concentrates on pragmatic parts of linguistic theory, namely that which is conveyed through 
language and is understood. 
Winograd and hi s co lleagues al Stanford Univers ity have carried out a s ign ificant body of 
research leadi ng to speech act theory and have deve loped supporting information systems. 
Winograd et al have carried out the ir research from the perspective of information sc ience. 
Whereas' Action Technologies' claim to have taken another perspective on speech act theory, so 
as to develop a language for modelling customer-supplier relationships from a business process 
modelling perspective [http://www.actiontech.coml]. The ir business interaction mode l shown in 
Figure-6.S is reproduced here in Figure-9.4. 
1. Preparation: 
"The customer proposes work to be 
done by the performer. 
2. Negotia tion: 
The customer and performer come 
to il9reement about the 1tJ ork 
(commitmen t) to be fulfilled. 
Con ditions of Satis faction 
for Fu lfill ing Com mitm ents o f 
Who. Whatand When 
4. Acceptance: 
The customer evaluates the work and 
either declares satisfaction or points 
out what remains to be done to fulfil! 
the request. 
3 . PeliOm'ance: 
The performer fu lflll s the request 
and reports completion. 
Figure-9.4: Action Workflow reproduced (Source: htlp:llwww.actiontech.com/J 
A bus iness interaction model seems to be useful for capturing business process descriptions. 
Schael [1998] has also used an interaction model for the modelling of bus iness processes. 
However, it is rea lised there is room available for development in this modellhat cou ld embrace 
issues related to communicat ion aspects, and cooperation among team members working together 
to carry out EAs. Therefore, it is envisaged that if it proves possible to deve lop a modelling 
approach that captures communications among humans it might be used to encode key aspects of 
cooperative behaviour and thereby lead to better team working. Here the author observed that it 
might prove poss ib le for such a modelling approach 10 be built on top of speech act theo ry and 
business interaction modelling as explained in the foll owing. 
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Commun ication is ' a piece of correspondence' [The Chambers Dictionary, 1999]. A set of speech 
acts may be called a commun ication. However, this set must constitute at least one speech act fo r 
communication purposes i.e. a dec larat ion speech act. A communication cons truct was composed 
by the author to deta il requirements to be fulfilled for completing communication. This construct 
will be described later in this section. Moreover, the bas is of a modelling lang uage is described to 
capture interacti ons in a cooperative environment. 
An instance of communicat ion may be called a conversation [The Chambers Dictionary, 1999]. 
Conversation may give formali sm and structure to communication and so helps de fine the 
purpose of communicat ion. Speech act theory [Winograd, 1987] distinguished four types of 
conversation between individuals. They are: 
• Conversation for action: where two people negotiate an action which one of them will do for 
the other person; 
• ConversationfOl· possibility: where two people negotiate a modificati on of the sett ing, within 
which they (inter-)act (the mood is one o f generating conversations for action); 
• Conversation for clarification: where the partic ipants cope with or anticipate brea kdowns 
concernin g interpretations of the cond ition of satisfaction for a conversation for action; 
• Conversation for orientation: where the partic ipants are in the mood to create a shared 
backgro und as a bas is fo r interpreting future conversations. 
It is rea lised that this class ification of conversation may be called a classification based on 
objeclive. This means that a conversation is being identified on the bas is of what is go ing to be 
achieved through it. Another class ifi cation of conversation is given by Jenlink and Carr [1 996] 
which is based on what is happening within a co nversation. This class ification o f conversations 
may be ca lled subjective classification. The conversation types under this class ifi cat ion are given 
below: 
• Dialectic conversation; foc uses on framing a logical argument for disti ll ing the truth, 
• Discussion conversation; is the forum in which many of us advocate our own indi vidual 
pos ition. 
• Dialogue conversation; is a conversation where meaning is constructed though sharing. 
• Design conversation; foc uses on creating something new. 
Winograd [1987] used objective classification of conversations to deve lop a system that 
fac ilitates interactions among humans by coordinating their actions and allowing exchange of 
in fo rmati on among team members. But the rea l essence o f co llaboration which should be present 
in cooperati ve working seems to be miss in g in this system, that is, whi le carrying out tasks 
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ind iv iduals are not able to co mmunicate and co llaborate with each other and thus help each other 
to take decisions and subsequent actions. 
It is therefore envisaged that in add ition to basing a system on coo rdinating the tasks amongst 
members, it should be beneficial to prov ide an environment that facilitates them open converse 
with each other whi le taking dec is ions that are help fu l in reali s ing cooperat ive working of a team. 
It was determ ined that such an env ironment could have two parts, (1) a platform that enables 
members to converse openly, such as via state of the art conversation too ls e .g. MSN Messenger, 
NetM eeting®, and (2) knowledge of conversati on structures to prov ide members wi th a 
mechanism to understand where the conversation is heading and what others may want from 
them in future. Subj ective classi fi cation of conversations may be helpfu l for (2). In this direction 
a combined conversation structure based on subjective c lassification of conversations has been 
developed which is also described shortly. 
Once the use of communication models and co llaborat ion is supported, then concern is about that 
of co-ordinating the activities of team members involved in cooperative working. Interactions 
may ex ist between any two or more active resources in a team thus requiring each active resource 
in a team to be connected with every other act ive resource. To serve this purpose different types 
of communicat ion network or topo logy ex ist (where topology is an arrangement in wh ich active 
reso urces of a team are connected to each other) i.e. whee l, chai ned, circ le, a il-channel networks 
etc. Clearly in order to support fl exible communication among act ive resources all channe l 
communication network seems to be the best option. 
There are also issues that re late intrinsically to team working. Effective team-working depends 
upon a number of factors i.e. group s ize, tasks, roles; group leadershi p; team deve lopment over 
time; group norms; and group cohesiveness [lones et ai , 1998]. Improving factors li ke, 
communicatio n, trust, and empathy among team members may a lso enhance team performance. 
Much work has been done in this dimension and is still be ing carried out. However, covering 
requirements of intrinsic team worki ng issues is considered to be beyond the sco pe of thi s thesis. 
9.2.1. Communication Construct 
A com munication construct was proposed and is shown in Tab le-9.3 . On the one hand th is 
construct describes pre-requirements that are cons idered necessary to be met before 
communication starts between two individuals. On the other hand it covers those aspects that are 
cons idered necessary to be taken care of while communicating. The comm unicat ion construct is 
primari ly based on speech act theory which emphas ises the pragmat ic part of a language that dea l 
with the issue of language use rather than structure or relationships between structural parts of a 
language [Schae l, 1998] . In thi s way the commun ication construct, when pro perly followed, may 
help co mmunicate properly. One point to be noted before further co ns idering and explai ning this 
communication construct is that parti cipants of communication may be co-located or distr ibuted. 
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In either case some of the communication construct elements will apply to one type and/or the 
other and some not. 
Communication Construct 
Pre-conditions: Applicability 
Speaker: an individual who Co-located Team, 
• has ability to produce message Distributed Team 
• has ability to encode message 
• is producing message 
Hearer: an indiv idual who Co- located Team, 
• has ab ility to receive message Distributed Team 
• has ability to decode message 
• is hearing 
Medium of connection (Medium for transferring message): Co- located Team, 
Distributed Team 
Language (mutually understandable language): Co- located Team, 
Distributed Team 
Message (which is tuple of U, E, P, M, W, T, lP, PS, PI): 
I. Act of Utterence (U): Co-located Team, 
• Consists of words and/or sentences Distributed Team 
2. Locutionary Act (E, P, M): Co-located Team 
• Identifiab le express ion (E) 
• Prosody i.e. the pattern of stress (P) 
• Sense i.e . meaning (M) 
3. Act of Referring (W, T): Co-located Team, 
• Particular referred world (W) at a particular time (T) Distributed Team 
4. lllocutionary Act (E, P, lP, PS): consists of Co-located Team, 
• Propos itional content or loc ut ion (E, P) Distributed Team 
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• II10cutionary force (lP, PS): 
0 II10cutionary point (IP): the basic purpose of a speaker 111 
making utterance, 
0 Pre-suppos itions (PS) : a background be lie f 
5. Perlocuti onary Act (PI): Co-located Team, 
An act of achieving a particular perlocutionary effect on th e intended Distributed Team 
hearer (PI ) 
Time synchrony: Co-located Team, 
Distributed Team 
Location synchrony (optional): Co-located Team 
Inferred Message: Co-located Team, 
• Felicity conditions: message is inferred correctly if following Distributed Team 
conditions are app li ed; 
0 Preparatory conditi on 
0 Execution condition (optional) 
0 Sincerity condition 
Message confirmation (optional): hearer may ask speaker if message has Co- located Team, 
not been correctly understood . Distributed Team 
Table-9.3: Proposed Communication Construct 
Within pre-requirements of communication the first requirement that may need to be estab lished 
is the need of a speaker. A speaker is an individua l who is able to produce a message or utter 
something. The speaker can produce a message in any form that somebody else can understand . 
That is why the second requireme nt of being a speaker is that one must be able to encode this 
message. This encoding may be in the form of speaking, writing, us ing body language, code 
words, etc . but the main iss ue is that whatever way of encod ing is used should be mutually 
understandable between the message producer and the message receiver. The third requirement is 
that the speaker is produci ng a message. Simi larly, the hea rer must also fu lfil three requirements 
as given. Medi um of connection is another important requirement that needs to be fulfilled. 
Medium o f co nnection is the mea ns e.g. air, li ght, e lectronic, radiative, that propagates a message 
to a hearer [lo nes et ai, 1998] . 
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A message produced for communication purposes, consists of five different acts i.e_ act of 
utterance, locutionary act, act of referring, illocutionary act and perlocutionary act [Allan, 
1998]. Each of these acts consists of a number of sub-parts and each sub-part has its own 
importance in communication. Each ofthese acts is explained here for a better understanding. 
An act of utterance is a speech act that consists of the verbal employment of units of expression 
(U) such as words and sentences. Locutionary act is about how this utterance is delivered i.e. the 
meaning and pattern of pause, pitch level, stress, tone of voice and the like. It consists of an 
identifiable expression (E) consisting of a sentence from a language, spoken with identifiable 
prosody (P) i.e. the pattern of speech and with some certain meaning (M). The identifiable 
expression (E) and prosody (P) are collectively called locution (E, P). The act of referring applies 
locution (E, P) and meaning (M) to a particular world (W) and at a particular time (T). 
In utterance (0), the speaker performs an illocutionaryact in using a particular locution to refer, 
such that (U) has the iIlocutionary force of a statement, a confirmation, a denial, a perception, a 
promise, a request and so forth. Where an illocutionary force carries the main part of speech act 
and constitutes the reason of delivering the speech act. An utterance may have more than one 
iIIocutionary force, and at least one of them is the reason of delivering the utterance, and that 
particular iIIocutionary force is the illocutionary point. Pre-supposition is the background belief 
about an utterance. A speaker's perlocutionary act is an act of achieving some effect on the 
hearer as a result of the locution and iIIocutionary forces in an utterance. 
As it has been mentioned above that a speech act may have a number of iIIocutionary forces, the 
right iIlocutionary force is the one which is the iIIocutionary point and the reason of the speech. 
Identifying this point is not easy. However, this task may be made easy and the right 
iIIocutionary point may be inferred iffelicity conditions are applied to the speech act. The felicity 
conditions are those conditions which may act as a backbone to a successful communication. 
These conditions are preparatory conditions, execution conditions and sincerity conditions. The 
most important of which is the sincerity condition. This condition implies that the speaker and 
hearer have trust in each other in a co-operative environment, are sincere, and believe in what 
they are saying. Even if the felicity conditions are met, there may be chances that the hearer does 
not pick out the iIIocutionary point of a speech act, in that case the hearer may ask back and 
confirm what he understood. 
Synchronisation of time and location are two other important factors to complete a 
communication between speaker and hearer, otherwise it is difficult to send and receive messages 
at the right time and right place. 
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9.2.2. Communication Modelling 
As explained in the foregoing, a speaker is one who has an ability to produce a message, an 
ability to encode a message in a mutually understandable language and is speaking. Similarly, a 
hearer is one who is able to hear the message, able to decode the message, and is hearing. Both 
individuals in a communication fragment are active resources, using terms defined for the generic 
process modelling approach as described in section-6.2. Therefore, each of them may be 
represented by the 'V model building block as explained in section-6.2. It should be noted that in 
communication the speaker can have only one role at any instance in time, i.e. Speaker. 
However, a hearer may have one of two roles, either "direct addressee" or "ratified participant" 
[Allan, 1998], where a direct addressee is the one who a speaker is speaking to and a ratified 
participant is one who is not being addressed but is hearing the speech. Direct addressee may 
have two states when a speaker is speaking. Either (s)he is attentive to the speaker or inattentive. 
In an attentive state the direct addressee is in a position to make sense of, and decode the message 
produced, while in inattentive state the direct addressee may not be in a position to make sense of 
or decode the message produced. Therefore, for a communication to be effective (and ensured) 
the speaker must be speaking and the direct addressee must be attentive to the speaker. Again an 
individual may serve as a speaker or a hearer at any instance in time but cannot serve both 
functions at the same time. So at any instance in time an individual is either a speaker or a hearer. 
As a speaker there may be speaker: hearer:: 1:1 or I:many relationships. As a hearer there can 
be only I: I relationship between the hearer and the speaker. 
As described earlier, a message is a tuple of [U, E, P, M, W, T, lP, PS, PI] and a message is 
deemed to have been conveyed if a hearer has understood the iIIocutionary point of a message. 
And the hearer's response to it could be in the form of a replied speech act or some physical 
actions. There are five iIIocutionary categories with respect to a speakers' point of view, as 
described by Allan [1998] and Schael [1998] based on Searle's [1975] work, given in Table-9.4. 
IIIocutionary 
category of Explanation Degree of involvement of hearer··. 
speech acts 
Assertives They express a speaker's belief that These are "Interpersonal Acts", 
something is true. typically directed at individuals. They 
Directives Are attempts to get a hearer to do require a Hearer to react to a 
something. Speaker's iIIocution. 
Commissives Commit a speaker to some future 
course of action. 
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Expressives Express a speaker's attitude to a 
certain state of affairs specified in the 
prepositional content. 
Declaratives Bring about correspondence between These are broadcast within a group. A 
the prepositional content and the speaker should have the right (this 
world. right is sanctioned by the community 
concerned) to perform these speech 
acts under stipulated conditions. 
Provided conditions are met, a 
hearer's reaction is irrelevant to the 
effectiveness ofthe declarations. 
Table-9.4: IIIocutionary Categories of Speech Acts 
It was decided that each of these iIIocutionary categories of speech acts may be represented by a 
different model building block as defined in Table-9.S. 
IIIocutionary category Model Building Block 
Assertives Dashed line ........ -_ ... ---;:--------. 
Directives Thin continuous line 
-
.. 
-
Commissives Dotted line ....•... 
................. , ";: ........................... ~ 
Expressives Chained line o· -.-.-.-... ~.-.-.-.-.-
-
$ 
-
Declaratives Thick continuous line 
Table-9.S: Model building blocks for iIIocutionary categories of speech acts 
The building blocks of this communication model are chosen for each ilIocutionary category and 
are inspired by the Business Design Language developed by Action Technologies as illustrated 
earlier. Based on these ideas, a communication between two active resources can be modelled as 
shown in Figure-9.S. 
This illustration of the model shows assertive speech acts. However, any type of speech act can 
be represented between a speaker and hearer and in any number of instances until communication 
is complete. It should be noted that when a speaker makes a speech act, the hearer does not have 
to reply back to him through a speech act. This means that communication can complete even if 
only a single speech act is made. 
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Spee h Act 
if 
Speaker or Hearer _~ V ::~~~:~~~:~ V -<f--t-
Speaker or Hearer t 
I 
Speech Act 
Figure-9.S: Model representing Communication between a Speaker and a Hearer. 
This modelling approach defined by this author has potential use to define, characterise and 
analyse the cooperative environment deployed in an organisation. It is realised that if team 
members have consensus over some objectives to be achieved, the way in which people 
communicate with each other can help create a cooperative environment among team members. 
9.2.3. Conversations 
This author assumes that in order to ensure cooperating working of a team, team members should 
be supported with an environment that could facilitate open conversation amongst team members 
as they take individual and collective decisions. It is also assumed that such an environment 
should have two parts, (I) a platform that enables members to converse openly, such as via state 
of the art conversation tools e.g. MSN Messenger, NetMeeting®, and (2) knowledge of 
conversation structures that provides members with a mechanism to understand where the 
conversation is heading and what others may want from them in future. The provision of a 
subjective classification of conversations as given by J en link and Carr [1996] may be helpful in 
realising (2). 
• Dialectic conversation focuses on framing a logical argument for distilling the truth. 
• Discussion conversation is the forum in which many of us advocate our own individual 
position. 
• Dialogue conversation is a conversation where meaning is constructed though sharing. 
• Design conversation focuses on creating something new. 
Winograd and Flores [1986] developed the use of a state-transition diagram technique to provide 
a structure for their classification of conversations. This technique seems helpful in 
understanding the moves each individual takes (whether hearer or speaker) when they are 
involved in a conversation while remaining totally independent of the subject matter of the 
conversation. It follows that this technique may help to coordinate and document mental actions 
of individuals, regarding conversation progression. The same technique with a little amendment 
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has been used to develop conversation structures for all four conversation classes mentioned 
above, with the third and fourth classes condensed as one. These conversation structures are 
shown in Figure-9.6, 9.7 and 9.8 respectively, and were developed by the author of this thesis by 
recording and interpreting some real conversations on topics that were selected to best match 
each conversation type. 
Consider the conversation structure shown in Figure-9.6. This structure is about dialect 
conversation, which focuses on logical arguments. In this diagram, each circle represents the 
state of the conversation and each arrow-headed line represents transitions of either person A or 
B involved in the conversation. For better identification the transitions of A may be represented 
by continuous lines and of B by dashed lines. At state- I there is no conversation when A 
formally or informally requests that the conversation should start. If B accepts the request, the 
state of the conversation changes from state-2 to state-3. However, if B rejects the request, the 
conversation ends and the state of the conversation changes from state-2 to state-4, (the states 
where conversation is ending have been illustrated with thick-lined circles). It should be noted 
that all those states where conversation ends up have been represented with thick lined circles. 
Similarly, if for some reasons A withdraws his request conversation ends again. In case 
conversation continues either A or B makes a ground statement, which is normally an assertive 
speech act. The state changes to state-5. B may ask A to elaborate on the ground statement, iffor 
example he cannot fully understand it. However in cases where B understands what A is talking 
about, either B agrees to it or he makes a counter statement. If B agrees then the state of the 
conversation changes to state-6 otherwise to state-7. Now if A agrees to B's counter statement, 
then the state of the conversation changes to state-6. State-6 may also be reached if B withdraws 
his counter statement at state-7. Otherwise A may also make a counter statement in which case 
the state of conversation may change from state-7 back to state-5 again. At this stage the whole 
cycle begins again. The conversation proceeds only if state-6 has been reached. Then A, based on 
his ground statements, makes a logical statement which is built on top of the consensus made for 
the ground statement. There may be more than one ground statement. Making logical statements 
is the maxima of a dialectic conversation. When such a statement is made again, the same circle 
of agreement, disagreement and counter statements starts over and conversation does not advance 
until state-9 has been reached. When state-9 is reached either both participants make a consensus 
on some issue, or anyone of them or both decide not to converse anymore. In either case 
conversation ends up or starts over again from stage- I. 
This explanation gives an account of how a state-transition diagram may help to articulate 
different stages reached within a conversation and how this may help to guide people towards 
better and productive conversation. As the structure for a dialect conversation has been 
explained, then similarly structures for discussion and dialogue conversations (illustrated by 
Figure-9.7, 9.8) may be understood with a little effort. 
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It should be realised that these conversations are complete conversation structures related to each 
conversation type. Any real conversation may be a fragment of anyone of these conversation 
types, or be a mix of two or more conversation types. Therefore this author assumes that a 
combined conversation structure may be thought of being able to represent reality more closely. 
Such a conversation structure for a combined classification of conversations is given in Figure-
9.9, and as for the structures depicted by Figure-9.7 and 9.8, it too can be understood with a little 
effort. It should be noted that in the combined conversation structure the start states and end up 
states have both been modelled with thick lined circles. 
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9.3. Exceptions & Exceptions Handling in Business Process 
Discussion in section-6.2, aimed at defining properties of the Generic EA-Construct and the 
Generic BP-Construct, pointed out that exceptions can be expected to arise during execution of 
EAs and BPs that constitute strategic, tactical and operational processes of an enterprise. Those 
exceptions may arise from changes in entities linked to the EAs or BPs or from changes in EAIBP 
requirements themselves. When exceptions arise they should be resolved in one way or another in 
order to resume normal EAlBP working. Consequently this author assumed that it is necessary to 
study the nature of types of exceptions, their causes and ways by which they can be resolved, if 
semantically rich process models are to be defined and enacted. 
Different authors have studied exceptions and their handling, such as [Kammer, P.J. et ai, 2000], 
[Klein, M., 1996], [Ellis & Keddara, 2000], [Strong & Miller, 1995] and [XU et ai, 2003] to name 
but a few. Many of those authors have consciously or unconsciously discussed exceptions within 
the context of workflow management systems. However, the work of Strong and Miller is 
distinctive in its development of a relatively general perspective on the nature of exceptions in 
organisations [Strong & Miller, 1995]. 
9.3.1. Exceptions 
There are many kinds of change that impact organisations. Based on these changes there arise a 
number of changes in the working of, and resource systems deployed by, organisations 
[Monfared, 2000]. Monfared also states that typically organisations deal with these changes in an 
ad-hoc manner. Complex changes within large organisations are particularly poorly understood. 
Therefore when these changes occur they cause adverse affects on organisational working [Ellis 
& Keddara, 2000]. However according to Kammer, the occurrence of exceptions is a fundamental 
part of any organisational processes. Therefore in order for workflow management systems to 
support organisational processes, they must be able to support the handling of these 
inconsistencies and adapt to changes over time [Kammer et aI., 2000]. Strong and Miller posit 
that exceptions are very commonly that what 'computer systems cannot process correctly without 
manual intervention' [Strong & Miller, 1995]. 
Ellis and Keddara [2000] define an exception as a sub-class of 'change'. They assert the 
following: 
' .... dynamic procedural change is referred to as process change. A process change has two facets; 
namely schema change and instance change. A schema change occurs when a process definition 
is modified. An instance change occurs when a process execution changes. For example, an 
exception represents a form of instance change; it occurs when a case deviates from its 
specification as the result of an enactment error (e.g. a constraint violation) or an unexpected 
situation (e.g. a workers strike)'. 
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Other exception definitions by different authors include: 'Departures of history of a workcase 
from its prescribed (or normal) flow' [Barthelmess & Wainer, 1995]. While Saastamoinen [1995] 
describes expected occurrences as variations and exceptions as "events that can neither be 
handled by a main process flow nor by the procedures that handle variations" [Source: Kammer 
et ai, 2000]. 
From these definitions it can easily be understood that the term exception generally implies an 
abnormal case in systems, which the system cannot handle by itself and therefore needs some 
kind of external intervention in order to resolve that case. However, as stated earlier, these 
definitions clearly consider exception in association with information systems (and their related 
processes). Based on the literature this author posits a new and arguably more general definition 
of the term 'exception' with reference to EAs and BPs, as follows. 
An instant event which impedes execution of a process and which needs an 
external action or method to be deployed so as to resume process execution. 
9.3.2. Sources of Exceptions 
'Exceptions can arise as a consequence of change in resources, organisation structure, company 
policy, task requirements, task priority, incorrectly or tardily performed tasks, resource 
contentions between two or more distinct processes, unanticipated opportunities to merge or 
eliminate tasks, conflicts between actions taken in different process steps, and so on' [Klein & 
Dellarocas, 2000]. This highlights some common sources of exception that can impact on a 
process and its constituent activities. This author supports the view that in order to systematically 
handle exceptions, the exceptions and their sources need to be suitably classified. With this 
purpose in mind Strong & miller attempted to classify sources of exceptions in three different 
perspectives [Strong & Miller, 1995]. 
Random Event Perspective 
The random-event perspective focuses on the impact of 'rare' and infrequent events. According to 
this perspective, exceptions are low-probability events that are unexpected, non-repetitive, and 
infrequent. Examples include both random errors during normal processing and such events as 
fires floods, and computer system down time. 
Error Perspective 
Exceptions may be caused by errors - operational errors, process design errors or errors due to 
dynamic organisations. Each one of these errors is described below. 
Operation Errors 
Operation errors include mistakes in processing e.g. promlstng delivery when there is no 
inventory, wrong sales order for example ofthe products that do not exist. 
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Design Errors 
These are interpreted as evidence of poor process design; for example, if the information process 
of a computer system has been designed and implemented correctly, then there would be only 
random-event exceptions. Research on the difficulty of understanding organisational processes 
provides some support for this interpretation of exceptions. Even if an accurate representation of 
an existing process or system is available, (I) the process of design is generally complex and not 
well understood, (2) the knowledgeable design of organisational routines and information 
processes is especially difficult and (3) the result of applying information technology in 
organisations is not predictable. 
Dynamic Organisations 
Exceptions caused by organisational change constitute a type of design error. Organisational 
procedures and goals, even for routine processes, are likely to evolve over time. A static process 
characterised and captured via systems analysis and embedded in a computer system will not 
accurately represent an organisation and its processing requirements for long. Over time, the 
mismatch between routines embedded in computer systems and organisational design rules may 
gradually increase, resulting in loss of performance and costly modification. However such 
exceptions represent cases that some computer systems were never designed to process because 
these cases did not exist or were not foreseen at the time when the computer systems were 
designed. 
Political System Perspective 
A political system perspective explores the persistence of some exceptions. When different sub 
units such as sales and manufacturing are captured into information systems their inherent 
differences in goals are likely to cause exceptions in the working of information systems. That is, 
the goal of less powerful subunits still exist and may need to be addressed even if these subunits 
failed to achieve their goals at the time of computer system development. Exception handling 
then serves the role of meeting, to some degree, the needs of these less powerful subunits. 
Conflicting subunits goals make it difficult to eliminate these exceptions since there may not be a 
solution that is satisfactory, let alone optimal, for all units involved. 
Kammer et ai, in association with workflow modelling issues state that exceptions impact on any 
workflow model with varying levels of significance [Kammer et ai, 2000). Some exceptions 
cause only minor perturbations to a work process, whereas others affect only a running instance 
of the workflow. The most significant requires the process itself to evolve to accommodate 
changes that have occurred in the environment. These different classes of exceptions require 
different approaches to support their handling and recovery as well as evolutions within the 
workflow system. 
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9.3.3. Scope of Exceptions Covered 
The above descriptions classify exceptions with respect to workflow or information system 
development. Some authors consider information system exceptions solely. Others mix 
information system exceptions with the exceptions that arise during the operation of real 
processes. It is argued here that with respect to the lifetime of manufacturing processes, it is 
necessary both to understand the nature and impact of exceptions that may arise (1) during the 
working of a manufacturing process, and (2) during the design and operation of information 
systems used to support manufacturing processes. Focusing firstly on exceptions that may arise 
during the operation of manufacturing processes it is also important to realise that underpinning 
information systems should incorporate suitable means for handling those exceptions so that 
process working is successfully achieved. 
Exceptions can occur during the working of manufacturing processes and their impact may be 
related to different stages reached by a business process (BP) and/or its constituent enterprise 
activities (EAs), as it progresses during its operation. From a logical perspective a business 
process and/or enterprise activity may reach five different distinct states during its execution or 
operation, namely: inactive, active, suspended, declined and completed. When any of these states 
have been reached, an exception may occur that hinders normal working of an EA or BP. The 
occurrence of an exception may lead to distinctive symptoms dependent on the current state, and 
knowledge about these distinctive symptoms can be used to signal the presence of an 
abnormality. When these symptoms are analysed so that abnormalities can be resolved, it may be 
deduced that a number of potential sources may be causing the exception. Each source may have 
more than one specific cause that can be the root cause of the exception. Table-9.6 illustrates 
some possible symptoms, sources, causes and handling methods. 
It can be deduced that the majority of exception types arise from within the process, and therefore 
may be considered to be internal (to the process) exceptions, and this concords with observations 
made by Strong & Miller [1995]. In general the occurrence of an internal exception, and the 
impact it has on any process or activity instance, needs to be resolved for successful working of 
an EAIBP. However there are other groupings of exceptions that may be arising outside the 
influence of the process itself but none the less can hinder normal process operation or execution. 
This class of exception may be termed external exception. It was established earlier that a process 
in an enterprise has the capability to: organise technical, informational and human resources; 
enforce a process structure on the organisation; and to embrace social and knowledge aspects and 
external exception aspects that impact on a process centred enterprise. The latter case concerns 
those exceptions that arise from outside the boundaries of the enterprise, namely from those 
environmental system that provide the context for enterprise working. However, in this research 
focus is only on those exceptions that arise from within an enterprise. 
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Process Sources of Handling 
Stage 
Symptoms 
Exceptions 
Specific Causes 
Exceptions 
Inactive EAlBP is not Resources Active resource is not Fix active resource 
starting available Make request of 
availability 
Change active 
resource 
Passive Resource is not Make request of 
available availability 
Change passive 
resource 
Active Performance Resources Active Resource is not Tune active resource 
Attributes are behaving properly Fix active resource 
not being met 
Change active 
resource 
Passive Resource is not Tune parameters of 
behaving properly active resource 
Change passive 
resource 
Performance Attribute values are too Relax attribute values 
Attribute Values difficult to achieve Change active 
resource 
Change passive 
resource 
Constraints are Resources Active Resource is not Tune active resource 
not being met behaving properly Fix active resource 
Change active 
resource 
Passive Resource is not Tune parameters of 
behaving properly active resource 
Change passive 
resource 
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Process Sources of Handling 
Stage 
Symptoms 
Exceptions 
Specific Causes 
Exceptions 
Constraints Values Constraints are too Relax constraints 
i.e. time difficult to achieve Change active 
constraints, quality 
resource 
constraints 
Change passive 
resource 
Functional Functions Functions are not possible Change function 
requirements to be carried out 
are not being 
met 
Suspended EAlBP is Resources Fault detected in active Fix active resource 
suspended resource Change active 
resource 
Fault detected in passive Track and correct 
resource fault 
Change passive 
resource 
Declined EAlBP is not Resources Active resources are ovecw Change constraints 
being accepted occupied to take task i.e. deadline etc. 
Change active 
resource 
Completed The outputs Outputs Outputs are not Change FOIEAIB P 
are not functioning properly. Change active 
satisfactory 
resource 
Change passive 
resource 
Table-9.6: Causes of exceptions in a BP/EA 
9.3.4. Handling Exceptions 
Strong and Miller [1995) describe two perspectives on handling exceptions; namely a TQM-
perspective and a human-computer system perspective. Their discussion provides an 
understanding of why exceptions cannot be eliminated completely and why exceptions are 
commonly a useful and important part of process capability. Their TQM-perspective considers 
causes of exceptions and their elimination at source. By understanding the causes of exceptions a 
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basis for reducing or eliminating unwanted exception types can be provided. Whereas their 
human-computer perspective emphasises the importance of efficiently detecting and handling 
exceptions. The TQM approach is essentially based on quality assurance, as it considers that any 
disturbance to the process should be removed from root, and that such an elimination can result in 
improved product quality with lesser disturbances to process. On the other hand, the human-
computer system approach can make a system flexible, such as if they support the role of humans 
as part of system deployed to handle exceptions. 
The author's chosen approach to handling exceptions is partly TQM perspective based and partly 
human-computer perspective based. Table-9.6 suggests ways of handling exceptions. It should be 
noted that a number of exception handling options might be available for owners of an EAIBP, 
from which they can select the best option pertaining to a given situation in which work is being 
carried out. Each option ultimately acts to handle the exception for which it is being used. 
However, it should be noted that the exception handling options included into this column offer 
only guidelines on exception handling methods; they do not definitively recommend rigid or final 
options. Other options that may handle a specific exception type or instance may be deployed as 
needed or deemed appropriate. 
It should be noted that each exception handling approach method or routine will in general 
constitute a number of exception handling activities that when carried out will result in the 
resolution (or compensation) of that particular exception. Key aspects of each of these approaches 
can be represented using the generic process modelling formalism, described in section-6.2. 
Therefore, each business process or enterprise activity may be considered to have a number of 
associated exceptions handling routines that provide a capability to resolve exceptions as they 
arise. In the following section example exception handling methods are coded using the 
developed generic process modelling approach. Also provided is an explanation of how they 
function to handle exceptions. 
1. Request for Resource Availability 
Consider Figure-9.IO where '1' represents an 
enterprise activity. Suppose an exception arises 
because a resource (active or passive) is not 
available. This exceptional event may be represented 
by 'El' as shown in the figure. When this 
exceptional event occurs, there is a need to handle 
this exception, bearing in mind the exception type 
and current BP and EA states. One way of handling 
this exception is to make a request for the needed 
E1 ~~: 
E1 ) 
81 
resource to become available. Making such a request Figure-9.10: Request for Resource 
Availability 
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might constitute a routine that consists of two activities containing events (Es) and solutions (Ss); 
those activity types are represented by '11', and '12' in Figure-9.1O. For activity '11', 'El' and 
'contact address AR2' as pre-requisites, an active resource 'ARI' makes a request 'SI' for the 
resource to be available. When 'SI' is made it is treated as an event of significance 'E2'. On 
receiving this request 'AR2' assesses its situation and gives feedback 'S2' about the time at 
which it can be available, which is another event of significance. On receiving the feedback 'S2', 
'ARl' can decide what is to be done to resolve 'I' i.e. whether it should wait for the resource or 
change the resource. 
2. Change Active Resource 
Suppose following feedback from the 
active resource request described in the 
previous routine that the required 
resource is notified as not being 
available. In such a case it may be 
decided that the active resource 
previously selected for use by the 
enterprise activity will have to be 
changed. If such is the case then another 
exception handling routine has to be 
deployed. Suppose 'El' represents the 
AA' 
E1 51 
Figure-9.11: Change Active Resource 
non-availability of the active resource. On receiving notification of this event at '11', active 
resource 'ARl' cancels the role commitment 'SI' of the previously selected active resource. This 
is an event of significance 'E2'. When 'E2' is generated then available capabilities of available 
resources are checked against enterprise activity requirements in '12' so that some available 
resource that has capabilities to carry out 'I' can commit (S2) itself to that activity. When this 
commitment (S2) is made and event 'E3' is generated 'I' is routed to new active resource in '13' 
so that this activity can be carried out. 
3. Change Passive Resource 
Changing a passive resource is similar to 
changing an active resource. The only 
difference is that during activity '12' 
comparison is made between passive 
(rather than active) resource provisions and 
enterprise activity requirements. 
Figure-9.12: Change Passive Resource 
238 
Chapter-9: E-MPM: Communications and Exceptions 
4. Relax (Change) Constraints and/or Performance Attributes 
If attempts have been made to achieve defined enterprise activity objectives, but desirable results 
cannot be achieved, constraints or performance attributes may need to be relaxed and therefore 
changed. Suppose an event 'El' requires constraints or 
performance attributes to be changed. Such an 
exception handling routine may consist of two activities 
'11', and '12'. In '11' the active resourceARI makes a 
request 'SI' to some person or resource system AR2 
with authority to change constraints or performance 
attributes (probably the process owner). When the 
authorised person (or system) receives this request into 
'12', it analyses the process (possibly negotiates with 
the customer) and makes changes in the constraints or 
., 
c-6 
81 
performance attributes 'S2'. The changes made to the Figure-9.13: Relax Constraints 
constraints or performance attributes of this enterprise 
activity may also necessitate changes in downstream enterprise activities as well. In such cases 
the process owner may redesign the process instance (or even the process itself) bearing in mind 
dependencies with the enterprise activity concerned. 
Such a new process instant needs to be designed and the 
new enterprise activities to be carried out need to be 
published. The backward arrow at enterprise activity' I ' 
indicates that upstream enterprise activities may also 
need to be changed in such a case. 
5. Change Operation 
If a request for change in operations is made, e.g. from 
drilling to milling, two exception handling activities 
similar to ones used in the 'change 
constraints/performance attributes' can be carried out. 
6. Fix Active Resource 
., 
c-6 
81 
Figure-9.14: Change Operation 
In cases of a fault being detected at an active resource, the first action taken by '11' may be to 
suspend enterprise activity 'SI '. Once the enterprise activity is suspended, 'SI' it is an event of 
significance, which requires ARI (activity owner) to make a request to repair the broken 
resource. A request' S2' is generated in '12' and is passed to a maintenance official. On receiving 
the request a maintenance person is assigned to fix the resource in activity' 13' and when repaired 
is notified to ARI. 
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El ) 
I ' 
El 
These are but a few of the possible 
methods that may be needed to handle 
exceptions. Other routines may also be 
developed and represented using the 
generic modelling approach developed in 
section-6.2. Once these exception 
handling routines or procedures have been 
defined, an exception handling process 
will need to be formalised in order to 
handle occurrences of those exceptions as 
they arise in an enterprise. Figure-9.15: Fix Active Resource 
9.3.5. Exception Handling Process 
Having characterised the sources of exceptions and ways of handling exception types as they 
arise, the process designer can reach a position from which to define a process that can be 
followed, so as to handle exceptions as they arise at a BPIEA. An exception handling process may 
consist of a number of steps, such as those shown in Figure-9.16. 
Identify 
E >a:eptions 
Diaglose 
E>a:eptions 
Choose Exception Handling 
Method 
• Methodsofhandling 
• Exceplionhandling strategy 
• Choose exception handnng 
method as appropriate 
Figure-9.16: Exception Handling Process 
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Identifying Exception 
When certain abnormalities arise to disrupt the operation of a BP or EA, the performance of the 
EA or BP can be affected or its function cannot be realised at all. When this occurs the source of 
the exception needs to be identified. Table-9.6 offers a guideline for identifYing sources of 
exceptions. 
Diagnose Exceptions 
When the source of an exception has been recognised then specific compensating action needs to 
be identified in order to resolve the exception. In this regard Table-9.6 can also prove helpful. 
Choose Exception Handling Method 
Once a specific cause of an exception has been identified, a proper exception handling method 
can be selected to handle it. This process may consist of the following steps. 
Selection of Method of Handling 
All potential methods of handling common exceptions should be available and a selection made 
on the basis of their suitability to resolve the specific exception type and instance concerned. 
Exception Handling Strategy 
Choice of an appropriate method of resolving an exception may depend upon the strategy chosen 
by the host organisation. For example suppose that a passive resource is not available for a given 
activity and in order to resolve this exception a request is made to know when this passive 
resource is going to be available. Suppose it is determined that the passive resource to be obtained 
is going to be late, so that the enterprise activity concerned will have to wait for some time. Now 
it depends upon the company strategy as to whether it waits for the passive resource or looks 
another passive resource that might be available in a lesser period of time, but which might be 
more expensive. It should be noted that the strategy could be company wide or be enterprise 
activity specific. 
Choosing an Appropriate Exception Handling Method 
During this step the company strategy is applied and an appropriate exception handling method is 
selected. 
Handle Exception (Apply Method) 
During this step the method of handling the exception is applied in a similar way to that described 
in the procedures of section-9.3.4. It could be that sometimes one exception handling method may 
follow another one as described in example given about the exception handling strategy. Here we 
______ can take a backward step from.'handling exceptions~ to.'choosing an exception handling method~ ___ _ 
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Notifying Changes to Process Owner 
If change is made to an enterprise activity or business process whilst an exception occurs, these 
changes may have to be notified to the process owner. 
9.4. Conclusion 
In this chapter issues related to communication and conversation among active resources amongst 
a process or between processes has been described. These concepts are deemed to be very useful 
for exploring social-stratum of E-MPM Framework such as when researching concepts like 
cooperativeness and trust. Secondly, in this chapter concepts related to exceptions handling in 
association with process execution particularly have been formalised. A number of methods that 
act as exception handling mechanisms and an exception handling process that provide a step-by-
step approach to identifY, diagnose and handle exceptions has been provided. 
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10. Case Studies 
10.1. Application Scenarios 
During the development of the Enriched Multi-Process Modelling (E-MPM) environment a 
number of example applications were investigated in outline to illustrate the way in which 
enriched multi-process modelling concepts can be applied. While illustrating the applicability of 
the developed concepts, most of the examples were derived from processes currently deployed by 
the Cross Huller organisation. However, the applicability of the E-MPM environment was not 
limited to any class of processes in an organisation. Rather the environment was designed to be 
equally applicable to business processes involved in strategic, tactical and operational threads of 
value adding activity in an organisation. Up to this point in this thesis the applicability of the 
developed concepts have only been partially tested with respect to limited scope application 
examples taken from manufacturing scenarios. However, it is intended that the applicability ofE-
MPM is not even limited to manufacturing organisations. As explained later in this chapter, it is 
believed that its concepts are equally applicable to scenarios drawn from service organisations. 
Before presenting somewhat specific case studies to illustrate and test the developed concepts, 
here it is considered helpful to highlight aspects of more general scenarios in which the 
developed E-MPM approach should be applicable. Pandya et al [1997] generalised twelve 
business processes that according to those authors characterise processes found in more or less all 
European manufacturing enterprises. The same authors classified these processes into three 
groups namely: operate processes, support processes and management processes. Pandya et al 
also emphasise that these processes should by no means be viewed as the final set of business 
processes to be resourced by an enterprise. Rather, they are essentially an abstract representation 
of what needs to be done that is used to encourage organisations to think about their business in 
terms of business processes. Pandya et aI's three groups of twelve business processes are: 
I. The generic operate processes: 
• The obtain an order process; 
• The product and service development process; 
• The order fulfilment process; 
• The support fulfilment process; 
2. The generic support processes: 
• The human resource management process~; __________________ _ 
• The financial management process; 
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• The information management process; 
• The marketing process; 
• The technology management process; 
3. The generic management processes: 
• The direction setting process; 
• The business planning process; and 
• The direct business process. 
Rose [2003] provided an alternative account of generic business processes deployed by small to 
medium sized manufacturing organisations. He identified and described some common properties 
of 52 business processes found within over 200 companies and observed that most manufacturing 
organisations constitute some subset of these 52 business processes. 
Looking at Pandya's 12 business processes and Rose's 52 processes the reader can understand 
the kinds of activity thread involved in manufacturing organisations. Clearly, however neither of 
these process sets is necessarily complete. For example Pandya's set does not identify processes 
concerned with capacity & capability evaluations of an organisation, quality control processes, 
maintenance processes, nor indeed enterprise engineering processes. Whereas Rose's set focuses 
rather sharply on manufacturing support processes. 
In this thesis the focus of attention was not on establishing a comprehensive compilational 
definition of business processes. Rather, the focus of attention was on identifying common key 
properties of processes that exist within strategic, tactical and operational processes deployed by 
manufacturing and service organisations. In order to do so, manufacturing and some service 
functions of organisations were studied, and sub-processes were identified as shown earlier in 
Figure-4.2. And thus a characteristic situation in a complex manufacturing organisation was 
shown in Table-4.1. 
From this table one can interpret the depth and breadth of concerns that a comprehensive 
business process modelling approach should be able to address. In this respect the E-MPM 
environment has an embedded capability designed within it to capture and represent all three 
types of activities (Le. what, how and do activities) that are constituent building blocks of 
different classes of process. Thus E-MPM approach was not designed and developed to support 
the life cycle engineering of any particular process class in an organisation, nor indeed any 
particular business process within a particular process class. Rather the approach taken when 
specifying and developing the enriched mUlti-process modelling environment was to identify the 
ontological nature of processes, which helped define a number of fundamental truths about any 
process involved in organisations. 
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10.2. Case Study -1: Cross Huller Domain 
The working of Cross-Huller organisation in conjunction with Ford has been described in 
section-4.2. This highlighted the complexity of issues involved in analysing real world business 
processes and resource systems. 
In specific instances of process types and processes, earlier chapters shown that E-MPM has 
modelling formalisms to capture many aspects of real processes observed in the Cross Huller 
domain. Apparently it was shown to have formalisms to support the working of the organisation 
in a number of ways, namely: 
I. It can provide a process-oriented structure for the organisation, by identifYing business 
processes, enterprise activities, and needed resources to carry out these business processes 
and enterprise activities. Here E-MPM was used to create static models of processes 
deployed by the Cross Huller organisation, which utilised various active and passive 
resources. 
2. It can overlay a modular decomposition and modular configuration onto processes. Resultant 
modules typically consist of enterprise activities belonging to a particular process class 
and/or to enterprise activities that function so as to straddle process classes. 
3. It can structure and support the development of dynamic simulation models in order to 
analyse and predict the feasibility of using alternative candidate resource systems and their 
effects in terms of cost and time criteria. The simulation models can also help monitor the 
progress of a project and enable estimations to be made regarding completion dates of 
projects. Moreover, simulation models can help designers to decide on the feasibility of 
alternative changes in cases where a process is not being carried out as planned. 
4. E-MPM was also shown to provide a coordination structure that can be overlaid onto the 
activities of distributed individuals when working in teams. 
5. E-MPM was also shown to be able to support the creation of enactable models in order to 
place process (information and control) flow overlays onto the actual working of people 
involved in carrying out processes. 
Because very extensive work is required to apply and test all the concepts developed in respect of 
E-MPM and because of limited real case information available to the author, in this PhD study it 
only proved possible to apply and test E-MPM concepts and methods partially. Consequently it 
was practical only to generate and use fairly simple static models, focused simulation models, 
and limited scope enactable models of focused processes. Similarly because of limited 
information available to the author it did not prove possible for the author to take into 
consideration real world examples of the strategic class of processes. However, the following sub 
sections of this thesis describe results when applying E-MPM to a selection of real world tactical 
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and operational processes and to selected interactions that actually occur amongst them. It was 
also impractical to seek to thoroughly apply E-MPM in respect of all processes deployed by 
Cross Huller or indeed in any other domain. Rather the intention was to select real processes that 
would properly exercise, exemplify and test E-MPM. Table-IO.1 depicts the focal areas in which 
E-MPM was applied with respect to Cross Huller domains. 
10.2.1. Static Models 
E-MPM's modelling concepts, described in section 6.2, were deployed in order to create a 
coherent set of static models. A general template was created in order to formally present the 
static process models in the manner as shown in Figure-IO.1. The template served the purpose of: 
identifying the domain under consideration; providing details about the model designer; and 
history data about model developments, amendments and approvals. A number of tactical and 
operational processes and sub-processes were selected as the subject of study, in order to 
exemplify the development of static models of the Cross Huller domain and to formally present 
this in the form of populated model templates. The static models so created are presented in 
Appendix-D. The development of these models involved a number of steps, as follows: 
I. Cross Huller information available within the MSI Research Institute and from discussions 
with MSI colleagues was marshalled to provide necessary information to develop the static 
models. 
2. The information thus gathered was tabulated into tables in the form of Table-6.S. 
3. MPM's rich process modelling language (as described in section 6.2) was applied by 
deploying the Visio1M tool to create the static models. 
The intention was to populate formal constructs of similar form to Tables-6.6, 6.7, and 6.8 for all 
enterprise activities, business processes and resources for each process modelled. However, this 
proved to be impractical in the general case because some of the needed information was not 
available and because limited time was available to carry out the research. 
The development of the static models required information about starting-points, end-points, and 
all enterprise activities and sub-business processes involved in the business processes modelled. 
It was also necessary to elicit information about the active resources required to carry out these 
processes, and about the passive-used and passive-processed resources that need to be 
transformed into products. The particularised EA, BP and resource (active or passive) constructs 
can articulate necessary static information and dynamic functions that need to be carried out 
when an activity is in operation. 
Consider for example the "Basic Design and Review Process, - designated BP222". It was 
observed that this BP consists of nine enterprise activities and two sub-business processes. The 
active resources (individual and grouped) and passive resources (used and processed) required to 
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carry out each enterprise activity and business process were represented using the generic process 
modelling formalism. For each enterprise activity or business process, its nature is represented 
either by a transformation line or by means of a transfer line. Transfer of passive resources from 
one activity to another is also represented by means of a transfer line. Wherever an interaction is 
necessary it is represented using inter-process or intra-process communication lines (e.g. see 
EA2226) where an activity cannot be completed without interactions with people in a relevant 
department where the information is produced. 
When "Design Initial Layout - EA2224" is finished two parallel strands of business processes 
and enterprise activities start i.e. the Station Design strand and Advanced Planning strand. The 
Station Design strand finally results into a complete basic design produced and needed changes 
and related decisions distributed. The "Advanced Planning" strand forms the basis of future 
planning decisions associated with active and passive resources. The Advance Planning strand is 
further decomposed and modelled in the form of "Advance Issue of New Sales Order BP222-2". 
Looking at "Advanced Issue of New Sales Order - BP222-2" it splits into two strands after 
BP222-21 i.e. Bill of Material strand and Engineering Performance strand. The Bill of Material 
strand deals with completing bill of material forward (BP222-21), stocklists (BP222-23) and 
raising purchase requisition (EA222-2S) for needed assemblies. Whilst the Engineering 
Performance strand deals with scheduling engineering activities and monitoring engineering 
performance (BP222-22). The "Schedule & Monitor Engineering Performance BP222-22" also 
acts as an example to illustrate one kind of interaction that may take place between tactical and 
operational processes during process run time. In this process it can be seen that the information 
produced by the "Assembly Process BP233" is required at the "Monitoring Actual Times EA222-
226" enterprise activity of BP222-22, so that project progress can be monitored and steering 
actions can be taken. These modelled processes represent the depth and breadth of process 
modelling that the E-MPM can support. 
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Process Simple Static Process Enactment 
Selected Example Processes Simulation Models 
Class Models Modules Models 
Name Identifier 
Feasible Resourcing Progress 
(Based on Time. Cost) Monitoring 
Strategic 
X x x x x x X 
Processes 
Basic Design & Review BP222 x ./ C 
Advance Issue of New Sales Order BP222-2 X ./ C 
Tactical 
Bill of Material Forward BP222-2l x x x X 
Processes 
Schedule & Monitor Engineering Perfonnance BP222-22 ./ x ./ ./ x 
Create I Amend Bill of Material Stocklists BP222-23 ./ x x x x 
Assemble Machine BP233 X ./ ./ x Operationa 
I Processes . Assemble Rotary Table BP233-3 ./ x x x x 
Legend x : Model Not Created '" : Model Created C : Conceptual Models Created 
Table-IO.I: Focused Application ofE-MPM Environment in the Cross Huller Domain 
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The static models thus produced were sufficiently developed to represent both inter-process and 
intra-process dependencies at needed levels of detail. The static models can be used to overlay a 
process-oriented structure onto organisational working. Otherwise they can also be used to decide 
how best to optimise organisational processes. The static models are also potentially very helpful 
because they can be used to identifY unnecessary activities that are being carried out in a working 
organisation, as well as activities that should be there but are not being carried out, at all or 
properly. The latter is likely to be identified when passive resource related dependencies are 
defined between enterprise activities or business processes. 
10.2.2. Simulation Models 
Once static models have been produced, they can be used to inform and structure the 
development of simulation models that in turn can be used to optimise processes in terms of their 
execution time and cost. Simulation models can also be used to help monitor the progress of 
processes in general, such as the overall progress of a project at run time. They can also be used 
to schedule activities & resources and thereby to improve the distribution of workloads. Different 
types of simulation models can be created for such different purposes. However, only those 
simulation models should be produced that are effective and necessarily required at different 
stages of a process design, optimisation and enactment. In the following example applications the 
use of simulation modelling is limited to creating two types of simulation model, the strengths of 
which can be exploited during process design, optimisation and enactment in a focused way, 
namely: 
• At process design time, when feasible resource classes & levels have to be selected. 
• At run time, in order to monitor the progress of a process. 
Once the Cross Huller static models had been created they were used (Le. selected aspects of 
them were transformed) into simulation models, by using the formalism described in Chapter-7. 
However, a few changes needed to be made in order to deploy these models for specific 
purposes; these needed changes are described in the following. 
10.2.2.1. Feasible Resourcing 
Before producing 'feasible resource' simulation models it was realised that two amendments 
needed to be made to the formalism described in section-7 .2. 
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1. The first amendment that had to be made concerned the modell ing block where resources are 
cOIlunitting times to an activity (Figure-I 0.2). 
time available \ lower limit time available \ upper limit 
lime required \ lower limit time required \ upper limit 
Figure-10.2: Change in Resource Time Commitment Modelling Block 
In this block "tilne required \ lower limit" and "time required \ upper lilnit" bind the span for 
which an active resource is required in order to carry out an enterprise activity or a business 
process. Whereas "ti me available \ lower lilnit" and "time available \ upper lilnit" bind the span 
in which an active resource will be able to carry out an activity. As different active resources in 
an organisation may be able to carry out an activity, but with different times taken, they may bind 
different time spans between " time available \ lower lilnit" and "time available \ upper lilnit". 
The logic defined in "H I Time Commitment" is that: 
• 
• 
• 
• 
If dlere is the need of an active resource to carry out an enterprise acti vity, and 
If a suitable active resource (say H1 ) is avai lable to carry out dlat enterprise activity, alld 
If dIe time available to the acti ve resource is equal to or less than the time allowed by/for the 
enterprise activity, then 
The resource conunits itself for the time in which it can carry out the enterprise acti vity. 
251 
Chapter-JO: Case Studies 
2. TIle second amendment made to the simulation model formalism developed in section-7.2 is 
that the "committing resource modelling block" should be replaced by the modelling block 
shown in Figure 10.3, which was developed by the author's colleagne J.O. Ajaefobi , also 
from MSI and the Department of Manufactnring Engineering, Loughborough University. 
Work Conten:s Pace 
Time Taken 
Figure-10.3: Time taken by Different Resource Classes for carrying out an enterprise 
activity 
Ajaefobi 's modelling work uSlllg E-MPM separates the representation of human resources 
present in an organisation into four competency classes namely: Cl , C2, C3 and C4. TIle 
competencies in each class are defined below: 
Cl Competency to execute some defined set of general operational activities based on 
already specified articul ated methods, procedures and order of operation. 
C2 Competency to understand, interpret, and translate concepts, designs, plans, methods, 
procedures linked to a specific scenario and to apply them when solving practical 
problems. 
C3 Competency required to translate abstract concepts into those tangible realities 
(through design, design analysis, process plan development, methodology 
specifications, development of operational plans and procedures etc.) needed to 
realise products and services. 
C4 Competency needed to set goals, define and articulate missions, policies and 
principles for an organisation to motivate, mobilize, harness and channel the 
available but scarce resources towards achieving specified goals. 
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Each of these competency classes concerns people funct ion ing conceptually at three levels 
namely: LI , L2, L3. Ajaefobi associates three levels to each class, which concerns the different 
performance leve ls that individua l show when carrying out the same given enterprise activity. 
Ajaefobi defines the noti on of performance rating to be a product of autonomy, output qual ity, 
fl ex ibility and experience. He gives diffe rent numerical values to these factors based on di ffe rent 
c lasses and leve ls (however a genera l numeral system has yet to be established). When these 
num erica l fa ctors are multiplied together they define a performance rating fo r a particular c lass 
and leve l. Similarly, different performance ratings can be ali gned to different paces at which a 
job can be carried out. This information is useful because if we know the work contents of an 
enterprise acti vity we can readily calculate the time taken by a particular c lass & level of human 
resou rce to carry out that enterprise ac tivity us ing the formula: 
Time Taken[Class,Levels] = Work_Contents [Class,Levels] / Pace[Class,Leve ls] 
For example if the work content of an enterprise acti vity is 10 units, and the pace of indi viduals 
be longin g to C l leve ls LI , L2, and L3 are respectively 1.25,2.5, and 5 unit s, then the Time 
Taken by indi viduals belonging to C l levels LI , L2, and L3 wi ll be 8, 4, and 2 units respectively . 
It should be kept in mind that the author does not intend to find the factors that define the 
performance of a particular class and level. Here only the logic is be ing made that if a 
performance rating is known and a pace can be rated, then the time can be ascertained for each 
c lass & leve l of individual. 
When these changes have been made to the model the overall modelling block for an enterprise 
act ivity can be represented in the way shown in Figure-I 0.4 . This modelling block c learly shows 
inputs and outputs of an enterprise activity, and the two changes in assoc iation with each other 
and in association with an enterprise activity. 
When va lues are ass igned to different variables of this enterprise-acti vity modelling block, the 
mode ller can realise a number of beneficial results. From amongst these results, performance of 
three levels within Cl is represented in Figure-10.5. Figure-10.5 c learly distinguishes between 
the achieved performance of three levels within the same class. Where L I takes 8 units of time, 
L2 takes 4, and L3 takes 2 units of time to carry out the same enterprise activity. This charting 
techn iq ue was developed and has proven very useful in predicting the "acti vity start and 
completion times" and the "time taken" by a comm itt ing act ive resource; and the resultant effect 
on th e overa ll process time line. This gives an opportunity for process designers (as they des ign a 
process) to select those classes and leve ls that can feasib ly (time based) carry out enterprise 
activities. 
Fo llowing these steps feasib le resource mode ls were created for a number of bus iness processes 
in the Cross Huller domain , so as to illustrate the mode lling concepts developed j o intly by this 
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author and J 0 Aiaefobi. The exemplar simulation models are presented in the CD provided with 
the thesis. However, their results and one such exemplar model are presented in Appendix-E of 
the thesis. 
Figure-10.4: Overall Enterprise Activity Modelling Block (an example) 
Consider the example of the business process "Basic Design and Review Process BP222". A 
feasible simulation model (time based) of this process was created using the formali sm developed 
in section-7.2, along with tbe amendments described in this section and also taking into 
consideration people categorised by different competency classes and levels. The complete 
process model developed is shown in Appendix-E. Here output process graphs are analysed so as 
to illustrate assistance given to a process designer (in terms of information and activity structures 
suggested) during t.he selection of resources, and when developing process structures and taking 
into consideration time constraints present. Suppose the process designer needs to choose from 
among a number of C l active resources. For this purpose the process designer can have made 
available four graphs of feasible resourcing, as sbown in Figure-10.6. The first graph (from the 
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top of the page) informs the designer about completion times of the standard process (and its sub 
processes and enterprise activities). The second graph (i. e. second from the top of the page) 
informs the designer about the performance of a C l , LI individual , rega rding those enterprise 
activities or business processes that he/she can complete and in what times. The third graph 
provides similar information for C l , L2, and the fourth graph provides similar information for 
Cl , L3 individuals. Hence from tlle latter tllree graphs a process designer can choose resources 
tllat fulfil designated time requirements. 
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10_2_2.2. Time-Cost Optimisation Model 
The time-cost optimisation model can be used In conjunction with the t ime-based resource 
feasibility models developed in last section. A generic time-cost based model was conceived 
with reference to the static models of Business Processes and developed as shown in Figure-1O.7. 
Essentiall y this model can be coupled to each activity of the model developed in last section. The 
generic time-cost model compares the "producibility cost'· of carrying out an enterprise activity 
and the "work cost" as posed by the work contents, complex ity, and quality of the product to be 
produced. A condition is defined with respect to each "selected resource" that if the producibility 
cost of a resource class & level is less U,an the work cost then the process designer is informed 
about the relevan t resource (class & level), so that this can be taken into cOI1Sideration during 
resource selection. Now as this is purely a cost criterion, in order to take into consideration time 
and cost collectively an "Optimisation Number" is defined . Such an "Optimisation Number" was 
defined as being the product of time and cost of a candidate active resource. 
Autonomy Ou!put Quality Flexibility 
Work CooI.re Complexity cA Job OI..aJrty Required 
OpttmlsalJon Number Selected R9S0Ur08 
Figure-I O.7: Time - Cost Optimisation Model 
The usefu lness of this model can be viewed in relation to an exa mple. Say an enterpli se acti vity 
has work contents of 10 units. Suppose also tbat the complexity of the job rated as 1.4, when 
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compared to that of a standard job, and that the quality rating is 1.2, when compared to a standard 
job. (It should be noted here that it has not been possible yet to establish a standard numeral 
system for all these variab les, which is considered as future research and deve lopment work to be 
done). " Work cost" was considered to be a product of work contents, complex ity, quality 
required and cost factor. Thus in the example case, the "work cost" comes out to be 16.8 units. 
Simil arly the " producibility cost" was considered to be a product of the "t ime taken" and " person 
cost". Suppose the "prod ucibili ty cost" for three leve ls in C l turns out to be as shown in Figure-
10.8. Then once the "producibi lity cost" and "work cost" are known a comparison can be made 
between them in order to se lect on a cost wise basis the feasible resources. Such co mparisons 
were made with respect to "se lected resources" by defi ning the fo llowing logic: 
IF Produc ibil ty_Cost[Class,Leve ls) < Work_Cost[Class,Leve ls) THEN I ELSE 0 
Producibility Cost 
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Figure-IO,8: Producibility Cost 
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Figure-IO.9: Cost wise feasible resources 
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Using thi s logic a graph can be developed to see which resources are feas ible, cost wise, and 
wh ich are not (see Figure-I 0.9). In the example case, Figure-10.9 suggests that resources 
belonging to (C l, LI) are feasible for carrying out the activity. 
However it should be noted that the information contained in Figure-10.9 takes cost into 
considerati on in an iso lated way. In a rea l situation the process des igner may want to obta in 
information in terms of both time and cost, so as to dec ide co llective ly in t ime and cost terms 
about the feasib le resources. To accommodate this factor an "Optimisation Nu mber" is 
introduced and defi ned as a product of time and cost. The Optimisation Numbers of the three 
leve ls of C I resources are shown in Figure-I 0.1 O. 
Optim isation Number 
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Figure- IO.IO: Optimisation Number fo l' levels in Class-l 
Co incidently, in the example case, the Optimisation Number of (Cl, LJ) has the smallest va lue. 
This indicates that LI of Cl is the most feasible resource type for carrying out the enterprise 
activi ty concerned. However, there cou ld be situations when the optimisati on number of other 
leve ls is lower than the optimisation number of L I. For example, suppose that if (cost, time) for 
LI is (2,5) and for L2 is (3 ,3) then the optimisation number of L2 will be less, and thus L2 would 
be the most feasib le resource level. In such situations, dec isions about the selection of a reso urce 
will probably need to rest with either organisation policy or product requirements. If process cost 
is important, ( i. e. a " reduce costs" policy is in operation) then priority may best be given to cost 
feasibi lity. But if a particu lar situation (may be derived by a product) requires a process to be 
completed in minimum time then priority may best be given to the time. The time- cost feasibility 
model does not add significant complex ity to the modelling endeavo ur neither does it need much 
imp lementation effort. If required its use can be read ily coupled with that of the Feas ible 
Resource Mode ls developed earli er. Resu lts can be produced automatically when actual data is 
in putted. 
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10.2.2.3. Progress Monitoring Model 
Once feasib le resources ha ve been selected and the process design has been fina lised, tbe process 
des igner can produce and use a Progress Monitoring Model. By incorporating two amendments 
to the simulation modelling formali sm developed in section-7.2 a generalised progress 
monitoring simulation model was developed and is described herein. The amendments requ ired 
were as fo ll ows: 
I. Omit the Resource Commitment module; see tile exa mple simulation model described 111 
section-7.2. 
2. Replace tile Resource T ime Commitment module in the example simulation model witb tile 
genera l modelling block shown in Figure·1 0.11 . 
lime avallable loNer limit time aVallabte upper limit ~~--
tIme reqUired lower hmit time reql.lred upper ~mit 
Figure-lO.ll : Resource Time Commitment Module fo r progress monitoring model 
In this model the "time required \ lower li mit" and "time required \ upper limit" are fed from lbe 
feasible resource models. Whereas the values for "time avai lable \ lower limit" and "time 
available \ upper limit" are inputted when a resource reaches a state ready to carry out an 
enterprise activity. The readied resource is able to commit itself to an enterprise activity only if it 
is of the suitable class, and t.he time it will take is equal to or less than the time span designated as 
needed to carry out the enterprise activity. The commitment logic developed for tilis modelling 
block is described as follows: 
• 
• 
• 
• 
If there is a need for an active resource to ca rry out an enterprise activity, and 
If a suitable active resource is available, and 
If the available time of a suitable active resource is equal to or greater than the lime des igned 
for can-ying out the enterprise activity, tilen 
That resource commits itself for tile desiglled time. 
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Once these changes have been made and connections have been defined with respect to an 
enterprise activity, tile related enterprise activity modelling block looks like tile one shown in 
Figure-IO.12. In this model , execution of tile enterprise activity starts when the active resource 
becomes available. 
Proposal Orawlnge 
SaleeOrder 
Sales Checkl181 
C~lomer'. stender<» 
Correspondence 
Check AnomehMln Informa1iOn EA222' 
lime available \ lower hmlt 
lime required lower lirnll 
Figure-IO.12: An enterprise-activity modelling block for progress monitoring model 
When proper va lues are inserted in tllis model results can be obtained. In order to monitor 
progress, the process des igner is presented with a display of the overall resource requirements in 
tile process in the form shown in Figure-I 0.13. This graph shows those active resources required 
aod when they are required. Now when the process starts and each acti ve resource becomes 
available, the process designer can insert their start.ing time and completed time in tile model to 
morutor tile progress. For example if HI arrives at time= 2, the process des igner will insert tius 
value in tile "time available \ lower limit", and rlln tbe simulation. The resultant output for first 
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activity will look like that shown in Figure-I 0.14. And if H I arrives at time=8 the activity wi ll be 
completed at times shown in Figure- I O. I 5. 
Progress monitoring models corresponding to the Cross Huller domain have been developed for a 
number of business processes as outlined in Table- I O. I. These corresponding simulation models 
are presented in the CD provided with the thesis. However, their results and one such exem plar 
model are presented in Appendix-F. For each process "process-completion times", "act ive 
resource time requi rements" and example "time commitments" have been presented in graphical 
form . This kind of oUlput is provided for each progress monitoring mode l. 
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10.2.3. Role Based Resource Selection 
It should be noted that the afore-described si mulation models enable resources to be selected 
based on time & cost criteria. It was understood that E-MPM can attri bute to enterprise activities 
functional , performance, and constra int requ irements assoc iated wit h active resources (see 
section-7.2 .1 ). It should be understood therefore that the select ion of resources on the bas is of 
time or cost criterion is actually meeting speci fi ed constraints on an enterprise activi ty. Therefore 
in order to se lect resources based on all these req uirements, it was observed that a role based 
resource se lection method co uld be dev ised and used. 
If a process des igner does not know which resources can carry out an enterprise act ivity, based 
on functiona l requ irements or performance requ irements considerations, then he/she needs to 
apply this method to first se lect those reso urces that ca n carry out an enterprise activity (or 
indeed a busi ness process) and then choose from amongst resources that meet this first cri terion, 
those resources whi ch could feasib ly carry out the enterprise acti vity (or the bus iness process) by 
deploying s imulation results from models developed in sections-I 0.2.2.2, and 10.2.2.3 . 
Such a role based resource se lection method can also be used in situat ions when for example a 
project manager or proj ect engineer is to be assigned to a new project. Indeed the method works 
equally we ll when long-term resou rce assignments need to be made. 
In the Cross Huller domain it has not been poss ible to directly apply a role based resource 
selection method because of the unavailability of the necessary data . However, a near to reality 
example is presented here to show how the method works. Suppose an enterprise activity poses 
requirements as shown in Figure- I 0.16 (topmost table). A number of functional requirements 
have been shown in the left co lumn in this table, whereas the capabil ity level required by the 
enterprise activity against each functional requirement is shown in right co lum n. These capability 
leve ls represent performance requirements by the enterprise act ivity. Figure-I 0.16 also shows 
(say) ten active resources supposed ly havi ng the same functional requirements but with vary ing 
capab ili ty leve ls (second table from top). Now as a ll act ive resources can fulfil the funct iona l 
requirements a ll are initially se lected . Second, the capabi lity levels avai lable from all se lected 
resources are compared with the capability levels required. In order to do so we find the 
difference of ava il ab le capab ility level s and required capabili ty levels represented in the table 
third from top. In the table third from the top, a negative va lue means a shortcom ing in capability 
available, ' 0 ' means capabil ity leve l ava il able is eq ual to capab ili ty leve l required, and a positive 
value means an over capability. 
265 
Chapter-! 0: Case Studies 
Functional Capability 
Requirements Level 
Function- 1 1 
Funclion-2 3 
Function-3 2 
Function-4 4 
Function-S 2 
Function-6 2 
Function-7 4 
Function-S 5 
Function-9 3 
Function-l0 5 
Function-l 1 1 
Function-12 2 
Function-13 1 
Function-1 4 2 
Function-15 1 
Functions Available Capability Level 
AR-1 AR-2 AR·3 AR·4 AR·5 AR·6 AR·7 AR·8 AR-9 AR·10 
Function-1 1 2 2 1 5 1 3 3 4 4 
Funclion-2 4 1 1 2 2 2 3 2 2 4 
Function-3 2 2 4 3 4 4 3 5 1 5 
Function-4 3 4 3 4 3 5 2 4 4 2 
Function-5 5 5 3 2 2 3 1 1 2 3 
Function-6 2 3 3 1 2 3 2 2 1 1 
Function-7 1 2 5 3 2 4 3 3 4 1 
Function-S 2 5 5 1 2 2 1 1 2 2 
Function-9 5 1 2 2 3 3 2 4 1 5 
Function- ' 0 3 3 2 1 4 1 3 5 3 4 
Function- l1 4 3 4 4 5 1 1 1 5 3 
Funclion-12 2 4 1 2 3 3 2 2 2 2 
Funclion-13 1 2 3 3 5 2 4 3 1 1 
Function-14 1 1 2 1 4 1 5 1 1 5 
Function-15 3 5 4 2 2 1 2 2 5 1 
Functions Available Differences in Performance Level 
AR-1 AR-2 AR-3 AR·4 AR-5 AR·6 AR·7 AR·8 AR-9 AR-10 
Function-l 0 1 1 0 4 0 2 2 3 3 
Function-2 1 ·2 ·2 ·1 ·1 · 1 0 · 1 · 1 1 
Function-3 0 0 2 1 2 2 1 3 · 1 3 
Function-4 -1 0 -1 0 -1 1 -2 0 0 -2 
Function-S 3 3 1 0 0 1 · 1 · 1 0 1 
Function-6 0 1 1 ·1 0 1 0 0 · 1 -1 
Function-7 ·3 ·2 1 ·1 ·2 0 -1 -1 0 -3 
Function-S ·3 0 0 ·4 ·3 ·3 ·4 ·4 ·3 ·3 
Function-9 2 ·2 · 1 ·1 0 0 -1 1 -2 2 
Function-l0 ·2 ·2 ·3 ·4 · 1 · 4 ·2 0 ·2 -1 
Function-l1 3 2 3 3 4 0 0 0 4 2 
Function-12 0 2 -1 0 1 1 0 0 0 0 
Function-13 0 1 2 2 4 1 3 2 0 0 
Function-1 4 ·1 -1 0 -1 2 -1 3 -1 -1 3 
Function-15 2 4 3 1 1 0 1 1 4 0 
Figure-lO.16: Role based resource selection an example 
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Thus cumulati ve shortcomings, over capabilities, and total number of eq ua l capabi lities are 
ca lcul ated in the fourth table from top as shown in Figu re-I 0.16. When these results are ava ilable 
different resources can be rated accordi ng to the following criteria adopted in this research: 
I . An active resource is given a maximum rating if it has a minimum cumulative shortcoming. 
2. If for two or more active resources the cumu lative shortcomings are equal then, over 
capabiliti es are taken into account. And the resource assigned a maximum rating is that with 
max imum over capability. 
3. If for two or more active resources over capabilities are also equal then the "Number of equal 
capabiliti es" are taken into account. The resource given maximum rating is that which has 
the max imum Number of eq ua l capab ilities. 
4. Now if for two or more active resources the "Number of equal capab iliti es" are also equal 
then both resources are given the same rating. 
By apply ing these criteria step-by-step the active reso urces shown in Figure-I O. 16 ca n be given 
respective rat ings. In this case the resource ass igned maximum rating is the one which matches 
best with the functio nal requirements and performance requirements of an enterpr ise acti vity. 
10.2.4. Use of Simulation Modelling & the Resource Selection Method 
It should be noted that because of the types of simulation models that can be developed (us ing a 
given modelling methodology and too lset) and the effort required to produce those si mulation 
models and spec ifics of the role-based resource selecti on method applied there is a need to 
understand th e way these mode ls and method might best be exploited . In th is respect the 
following guide lines are suggested: 
I. Dep loy a role based resource se lection method for se lecting individuals such as a proj ect 
manager. 
2. When des igning a process, deploy a role based resource selection method , to se lect reso urce 
c lasses that could fulfil both functional and performance requirements. 
3. Deploy feasible resourcing mode ls, and time- cost optimisation models to se lect resources 
while designing processes that can feasib ly carry out process. 
4. Deploy progress monitoring models when running processes in order to monitor progress and 
to take steering actions. 
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10.3. Case Study-2: Student Admission Process Domain 
This case is adopted as an example that shows the applicability of the E-MPM environment in a 
domain different from the manufacturing domain. This case study was obtained from a Pan-
American Uni vers ity Student Administration Process, as shown in Appendix-G Figure-G I. The 
model has been deve loped by the PeopleSoft® organisation. The overa ll Student Admi ni stration 
Process in vo lves a number of stakeholders such as Recru iter, Admiss ion Coo rdinators, Applicant 
Students, Registrar and Financial Aid Administration. The overall Student Admini stration 
Process a lso incorporates a number of sub-processes of which the Student Admiss ion Process is 
the only one detailed in Figure-G2. The Student Admiss ion Process in vo lves five stakeholder 
nodes i.e. Schoo l, Public Re lat ions Unit, Student Applicants, Receipt Unit (Financ ial Services) 
and Scho larly Serv ices. Actors at these nodes carry out a number of acti viti es some in para llel, 
some in series. In formation produced at one activity is needed by one or more downstream 
act ivities in the process. Some pieces of information also flow upstream. Thus informati on fl ows 
back and forth from activities to activities during the process li fetime. There a re also a number of 
decision points in the process where dec isions are taken based on informat io n avai lable. Contro l 
accord ingly fl ows from dec ision points to downstream act iviti es. 
The model represented in Fi gure-G2 was developed by PeopleSoft® with a view to streamlinin g 
and resourcing processes optimally, so as to part deve lop speci fications fo r ERP systems that can 
support computer based working of these processes. 
This domai n problem was chosen as a case study in order to exemplify the potentia l of breadth of 
app li cation o f the E-MPM Environment. 
10.3.1. Static Models 
In the first stage of modell ing, E-MPM conforma nt static models of the Student Admiss ion 
Process were developed and data related to each enterprise activity was tabulated as shown in 
Table-H I, Appendix-H. Thereby this data was used to bu ild stati c mode l of the process . The 
complete static model of Student Admiss ion Process is shown in Appendix-H Figure-H I. 
Identifiers were given to a ll enterprise activities and associated business processes based on the 
formali sm defi ned by E-MPM . The static models so deve loped proved to be very helpful as a 
means of art icul ati ng properties of the process and for finding any missing acti vities in the 
process as previous ly mode lled by PeopleSoft®. For example mi ss in g enterprise acti vities EA 14, 
EA 15, EA 19 were identified when the E-M PM static mode lling concepts were applied. These 
activities could not be identified within the PeopleSoft® models because of lack of suffic ient 
concepts to ca pture process semantics. It was poss ible only to identi fy these missi ng enterprise 
activities when an understandi ng of pass ive reso urce (in format ion) dependencies had been 
estab lished between and among enterprise activities, wh ich is an important di stinguishing 
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capabili ty of the E-MPM process mode lling approach. E-MPM static mode lling was fo llowed by 
simulation modelling. 
10.3.2. Simu lation Models 
Two kinds of s imulation models were deve loped and are described in section-I 0.2.2. One kind of 
model was found useful when the case study Student Admission process was des igned and 
fe asible resources were attributed to enterprise activities based on time and cost criteri on. While 
the other s imulation mode l type was found to be use fu l when monitoring th e o perationa l progress 
of the Student Admission process. It is envisaged that commonly in the mode lled Student 
Admiss ion Domain, for po licy and social reasons, the feas ible resourci ng of the process based on 
time and cost criteria may not be desired and that only progress monitoring mode ls may be 
required. Thus fo r the Student Admiss ion Domain use o f only the process progress monitorin g 
model was fully deve loped. This model is shown in Figure- H2, presented in the CD provided 
with the thes is . This kind of s imulati on mode l was found to readily predict information about 
ac tivi ty and process completion times and at what ti mes reso urces should commit themse lves to 
carry out these acti vities. It a lso provided a way of measuri ng the process status. 
10.3.3. Role Based Resource Selection 
In the mode lled student admission process domai n it is generally importa nt that the correct 
resources should be se lected to carry out activiti es at the different stakeholders' nodes. T his is 
important due to the fact that selected resources will be ass igned to activiti es at respective nodes 
fo r longer periods of time. 
In general it was assumed that acti ve resources requ ired at di ffe rent nodes will carry out activi ties 
and in so doing will be interacting with the support system. As such these active resources will be 
"Users" of the support system. In th is study " Users are di vided into three groups namely: Level-
I, Level-2 and Leve l-3 . " L I Users" are those who can take important dec is ions and can carry out 
enterprise acti v ities even when certain exceptions arise. " L2 Users" are those who ca n do certain 
kinds of analys is based on the data available and can create some kind of presentational outputs 
(e.g. graphs) and models for analys is purposes. While "L3 Users" are those whose prime purpose 
is to enter data into the system. Suppose that the system des igner decides that one L I User must 
be avai lable at the Schoo l node. Also that one LI User may need to be ava ilable at the Publi c 
Re lations Node and at least one, but a max imum o f two L2 Users may need to be available at the 
Pub lic Relations Node. Suppose that for L3 Users one such user must be available each at the 
Schoo l, Public Relations and Rece ipt Nodes; but that a max imum of two L3 Users may need to 
be available at the Receipt Node. Based on these assumptions a total of at least seven people may 
need to be ava i lable to satisfy the stated conditions. 
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It was observed that the ro le based resource se lect ion method can prove very effecti ve In 
s ituations like this when typi ca lly th ere are limited reso urces and where they are needed at 
different nodes in the system. First it is necessary to determine role requirements for each User 
namely: LI User role requirements, L2 User role requirements and L3 Use r role requirements. 
The role requirements essentially consist of a set of functional, perfo rmance, and constraint 
requirements. When these requirements are understood they can be matched w ith the capabilities 
of availabl e peo pl e to provide the ro le needed, and based on results of this an alys is, roles can be 
ass igned to people depending upon certain prede fin ed criteria . Once roles are ass igned to the 
peopl e ava ilable they can be attributed to different nodes in the system in order to satisfy the 
requirement conditions outlined above. 
The role requirements ofLI , L2 and L3 Users and the roles offered by the seven people ass umed 
to be ava ilable are given in Figure-H3 . In order to determin e which person is best suited to each 
role, a matching between them is carried out. In this example case it has been supposed that a ll 
those people ava il ab le can carry out functional requirements as posed by the roles requ ired. 
Consequently comparison is made between the ir capab ility levels. Thus the fo llowing steps were 
repeated for all peopl e in respect of the L I User ro le required, the L2 Use r ro le required and the 
L3 User ro le required (see Figures- H4, 1-1 5, and 1-16) . The steps taken were: 
I. Find the d ifference between capab ilities possessed by each person a nd the capabilities 
required. 
2. Find cumulative shortcomings, cumulative over capabilities, and to ta l number of equal 
capabilities. 
3. Gi ve ratin gs to persons ava il ab le according to the c riteria defined in section-IO.2.3 by 
applying the results obtained during step-2. 
Once these steps have been fo llowed it was decided that the top-three peo ple with closest match 
to each role required could be tabulated. In this examp le case the generated list was as fo llows: 
For L I User: Person-2, Person-7 and Persons-4 & 5 
For L2 User: Person-2, Person-7 and Person-4 
For L3 User: Person-2, Person-5 and Person-7 
Now in order to satisfy the conditions determined by the system des igner: 
Person-2 (L I) is ass igned to the School because of th at person's superio r dec ision-making 
capab ili ty. 
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Perso n-7 (L I), and PersonA (L2) is ass igned to the Public Re lati ons uni t. 
Perso n-3 (L3) is ass igned to the School. 
Person-5 (L3) and Person-6 (3) are assigned to the Rece ipt unit. 
Person-I (L3) is assigned to the Public Relations unit. 
Hence it can be seen that resources can be matched and attributed to respective nodes based on 
the use of the role based resource se lection method determined for this domain case. 
It was also observed that such a role based resource se lection method can be effectively applied 
in order to se lect people needed to implement the support system in the case study Uni vers ity . In 
this case people who can implement the support system in the University were ca lled 
" Im plementers". Here it was determined that Implementers can be of two kinds namely: "Expert" 
and "Technica l Bond". An Expert is an individ ua l who has knowledge not on ly about the 
working of the process itse lf but also has knowledge about how to des ign and deve lop the 
support system. Whereas the Techn ical Bond are people who act as a lia ison between Experts 
and Users. In the example case study it was required that one Expert and four Techn ica l Bond 
must be avai la ble in the organisation. Thus a group of fi ve people is needed amongst which one 
person is requ ired to act as Expert and the remaining four should act in the Technical Bond role. 
In thi s case it was also required that from among the four Technical Bond a person needed to be 
se lected to act as Expert in the absence of the rea l Expert . Here it was determined that se lect ion 
shou ld be made by determining the most capable amongst the four. 
In addition to determining functions and capabi lities required in thi s case, see Figure-H7, the 
importance of each functional requirement was determ ined so it could be taken into consideration 
when se lecti ng the right resource for each ro le required. The fo llowing steps were taken for 
resource selection assoc iated with the support system: 
I. Separate out the ro le requirements and the ro le ava ilabilities based on their leve l of 
importance. 
2. For each importance level, find the difference between the capab il it ies ava ilable and the 
capabilities required by each role. 
3. For each importance level, find cumul at ive shortcomings, cumul ative over capab ilities and 
the total number of eq ual capabi lities. 
4. Based on the results obtained from step-2, for each importance level give ratings accord ing to 
the criteria defined in section-I 0.2.3 . 
5. For each importance level, mUltiply the ratings by the respective im portance level, to ass ign a 
we ighted ratin g. 
6. Add we ighted ratings of each individua l together to find a final ra ting for each individual. 
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Havi ng applied these steps with respect to the case study information given in Figure-H7, it was 
determined that Karla is the most suitable person for the role of Expert. This was made obvious 
by Figure-H8. Similarly on app lying these steps on the information recorded into Figure-H9, and 
Figure-H I 0 it was determined that Laura is the most capable person for the rol es of Technical 
Bond and Substitute Expert . 
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11. Research Analysis & Contribution to Knowledge 
ILL Research Review 
Following an extensive literature review, candidate mode lling architectures were considered with 
reference to their ability to support various aspects of the lifecycJe of common processes found in 
manu facturing organisations. This revealed gaps in current mode lling techno logy provision. 
It was also observed that industry at large common ly organi ses itse lf functionally, whilst the 
literature emphas ises benefits of process-orientation even in small batch manufacturing 
organisations. However, those mode lling techniques avai lab le to support process design ei ther 
prov ide for an end-to-end process design approach, without due consideration for organisation 
structure and resource management, or merely result in the documentation of focused aspects of 
processes. This ra ised the need to develop an "Enriched Multi-Process Modelling" approach to 
enable organ isation (part icu larly complex manufacturing organ isation) des ign by supporting the 
lifecyc le engineering of three (strategic, tactical and operat iona l) classes of process and the ir 
cause and effect dependencies. 
Previous process mode lling approaches were a lso found to be lacking in their prov Is ion of 
sufficient support for process optimisation and process execution concern s. Hence means of 
achiev ing process model execution (simulation), process mode l enactment (work fl ow 
management) and resource coordination were deve loped. Such developments were based on the 
notion that static models of multiple processes co uld be captured th at are suFficient ly 
semantica lly rich that they fac ilitate simulation and workflow management and in so do ing 
provide support for vari ous life phases of processes. 
When seeking to deve lop and dep loy a number of mode lli ng concepts, their effecti ve 
interpretation and use wou ld have not been poss ible wi thout an accompany ing methodology to 
gu ide and structure mode lling activities. This prov ided the rational e wh ich led to the 
development of the Enriched Multi-Process Modelling (E-MPM) Method. 
Another related set of concerns was the need to uni fy concepts, views and process life phases 
within a mode lling framework that captures all needed aspects of the design and configuration of 
fl exible organisations. Hence attention was focused on rea lis ing an Enriched Multi-Process 
Modelling Framework that together with an Enhanced Multi-Process Modelli ng Method provides 
an Enriched Multi-Process Modelling Envi ronment. 
Thus an objective of thi s research study was to defi ne, and to partially implement and test, an 
Enriched Mu lt i-Process Model ling Environ ment that potentially can benefic ia lly be applied with 
respect to any manufacturing organi sati on. 
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11.2. Analysis of Research Results 
The research study has developed a number of new concepts, methods and techniques wh ich 
were desi gned to populate the E-MPM Env iron ment. The organi sed use of these new building 
blocks of modelling technology have been shown to help exploit and integrate the use o f a 
number of proprietary tools, such as iThinkTM, i-Flow®, Vis io® and the MSOffice® Suite. 
Particularly the research has rea lised the development of an E-MPM Method, E-MPM 
Framework and an accompanying process modelling language which it is be lieved, can be wide ly 
app lied. Key strengths and weaknesses of the resultant E-MPM Environment have been tabulated 
in Table-I 1. 1 in terms of the coverage it provides in support of the des ign of change capable 
manufacturin g organisations. This can be compared to coverage provided by previous approaches 
described in public domain documentation. In order to illustrate coverage of the developed 
environment, a number of concepts have been hi ghlighted on the left-hand s ide of Table-II.I. 
The completeness o f coverage has been assessed using a scale des ignated in the table footnote. 
Although thi s assessment is a subj ective one , it was made following many practical modelling 
studies carried out by the author. This scale was arbitrari ly chosen but enabled re lative measures 
of strengths and weaknesses of each approach to be portrayed. In the foll owing sections each 
major grouping of concepts listed on the left-hand-s ide of the table is discussed . It should be 
noted that because of the breadth and depth of concepts incorporated into the E-MPM 
Environment it was not poss ible to implement the fu ll range of needed concept support nor was it 
poss ible to exhaustive ly test the app lication of those concepts implemented, particularly beca use 
of the limited time avai lab le to this study. 
11.2.1. Organisational Structure 
The E-MPM Environment incorporates concepts that can cater both for ( I) functional 
organisationa l structures, often utili sed in present day complex manufacturing organisations to 
achieve efficient management of resources and (2) process ori ented organisat ional structures that 
enable responsive product deve lopment and customer satis faction. The way in which the E-MPM 
environment handles complexity is quite distinctive. As general manufacturing organisations 
comprise a unique and very complex set of dependent products, processes and systems of human 
machine and so ftware resources, the approach E-MPM taken to the des ign of such a complex 
system is to consider it to comprise of many sub-systems that have specific but re lated objectives. 
Once such sub-systems are identified, in principle they can be designed separately provided that 
well-des igned interactions and interfaces among them can be specified . The E-MPM method and 
modelling concepts were conceived bearing in mind that manufacturing organisations a lso 
typica lly deploy some specifically organised sets of strategic, tactical and operational processes; 
where collectively these processes can define, develop, use, maintain and change the complex set 
of dependent products, processes and resource systems avai lab le to the organi sation. E-MPM 
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modelling concepts were conceived fo r use in this kind of organi sation. As such its concepts are 
di fferent from those contemporary enterprise mode lling approaches reported in the literature 
which centre on a single end-to-end process in an organisation. Natura lly therefore the 
ass umption that enterpri se engineering requires a multi-process approach was a bas ic des ign 
requirement for the E-MPM environment. An important outcome of such an approach is a 
potent ia l red uction in modelling comp lex ity, which can naturally lead to improved process and 
system des ign and subsequently to more effective and timely enterprise operation, compared to 
other approaches. 
In support of fun ctional organi sation des ign the E-MPM Environment enables quantum units of 
bus iness process or of the ir constituent enterprise activi ty un its, to be structurally linked and 
mapped onto a suitabl e structured grouping of resources (such as a team or machine group). In 
th is way fun ctional organi sation units can be mode ll ed at different leve ls o f abstraction. Also 
indiv iduals within ass igned teams of people may come from di ffe rent functional groups that may 
be created based on their affili ation to grouping enterprise activities that add va lue to a product 
applicati on with all of its vari ants. It should be noted that CIMOSA identified a need to mode l 
"organisational units" and "ce lls" but as yet it has not been poss ible to develop E-MPM 's concept 
in re lation to formal types of groups. 
11.2.2. Proccss-Lifccyclc 
In this study the process li fecyc le was defined as consisti ng of fi ve stages namely: des ign, 
resourcing, contro l, optim isati on and operation. For the pre-ex isting approaches ana lysed ( i.e. 
CLM OS A, ID EF3 and IEM) Tabl e-I l. l shows that CIM OSA provided the broadest coverage of 
thi s process lifecyc le. However, when conducting exploratory mode lling studies it was realised 
(as retrospecti vely is made obvious by Table-I 1.1 ) that CIM OSA provides a mechanistic 
approach to resourc ing end-to-end processes and prov ides minimal concepts to capture inter-
process and intra-process dependenc ies. It was a lso found to prov ide minimal support for 
handlin g exceptions and does not provide concepts needed to support process-optimisation. 
These defi c ienc ies of C lM OSA have been part addressed by the deve lopment of the E-MPM 
Environment. 
Firstly, the E-M PM Environment provides sound princ ipl es that can be applied when 
decomposi ng (domain) processes. The decompos ition princ iple used in E-MPM is to decompose 
a doma in process into business processes and enterpri se activities in a s imil ar way to that used in 
CIMOSA but w ith a di stinction, namely that E-MPM bus iness processes are considered to be a 
kind of "candidate resource" of a domai n process and that their ass ignment to a domain process 
fo llows a process of " ro le based matching". The " Role based matching" criterion was developed 
and part tested based on matching functional, performance, and constraint requirements of a 
domain process to potential capabiliti es of "candidate" bus iness processes. 
275 
Chapter- I I : Research Analysis &Conlribulioll 10 Know/edge 
Modelling Approaches 
Organisation Design Aspects Enhanced MPM CIMQSA IDEF3 IEM MPM Environment 
Organisational Structure Funcllonal 0 G G 
Process One-orad SmQle EnG.t().End Process • • • • • 
MuItI·Process • 
OrOMlS8llona1 Demarcation G 
Process lIfecycle o.s.", OecompoSlllon ~ • ~ • 
lrteorallOl"l • • • 
lrter·Process Dependencv 0 G 
Irtra.Proce-ss Dependency 0 0 0 • 
Resourcmg ROle Based • 
Mechanistic • • • • 
Individual • 0 • 
Team (Aggregate) G • 
Quarru" 
Control 
_0« 
G ~ G 0 G 
State • G • 
SIaIus • G • 
Exceotion Hand~na ProceQx,* 0 G 
OpnrTllse Time Based G 
Cost Based G 
Time-Cost Based G 
Operauon • • 
Embedded Flexibility In Process Design 0 ~ 
Res ource Coordination • 
Exceptions & Exception Handling $tnJeOJfed Aooroech G 
Exception T'J'PiS 0 
" Process Reconngurabllllty !mer.Process Modues 
" hua..Process Modues 
" Modu4e Oefmlhon Active Resource $ub.ModuIe 0 
Passrve Resource $ub.ModuIe 0 
Social Sub-Module 0 
e Sub-Module 0 
Modellln Framework 
" 
.. 
Modelling Methodology 0 0 G .. 
MocIeI~no ActlYlties G 0 
" • 
MeIhod$ & Conc6PtS G 
" " 
• 
Techniaues & Tools G G 
" 
.. 
Process life-CYCle COY'8f'a(}! G 0 
" • Proce ss Modelling Language RePfesentooonal FOfmalism $tauc Models G 
" 
G 
" 
.. 
Simulabon ModEm 
" • EnaClmerc Models 0 
" " AccomP8f¥1lg Constructs Domain Construct G 
Business Process ConstnJct G • 
ACb'li Construct G 
" 
.. 
ResolXce Construct 
" " " 
.. 
Or!:)oosooon Construct 
" Irtonnation Construct G 
" " Organisation Dimensions cal DUn&rlSlon • 0 " • 
~ 
Soctal DImension 0 
Kf'IO'MedQe OImellSlOl"l 0 
Coverage 
0 v ", Low 
0 .... 
" 
M.dnm 
• ,.,.. 
• Vrt Hillh 
Table-I1.I: Coverage of the E-MPM Environment against organisation design 
requirements in comparison to other approaches. 
Similarly, enterprise activities are considered to be a kind of candidate resou rce for business 
processes and are also selected based on "role-based matching criteria". Furthermore by us ing 
similar role-based matching concepts busi ness processes and enterprise activ ities are " resourced" 
by needed active and pass ive resources. Conseq uently, the E-MPM approach definitive ly 
separates functiona lity requ ired by processes and act ivit ies from behaviour prov ided by 
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resources. Exploratory modelling stud ies have subsequently shown that this results in improved 
process fl ex ib ility and for the case study examples ana lysed enables process change during 
process runtime. The approach also natura lly establishes multi-perspecti ve requirements of both 
individual and aggregate active and pass ive resources. 
Also during the exploratory use of E-M PM concepts, certai n kinds of dependency with in a 
process and between two or more processes were identified and catego ri sed. Here three 
depe ndency categori es were observed with respect to the time at which dependencies are active, 
namely: at strategy making time, at process des ign time and at run-time. However this set of 
observations requires further detailed study to formally document causal interac tions that lead to 
process dependencies in manufacturing organisat ions; ultimately so that improvements in 
mode ll ing concept, method and too l prov is ion can be made. 
The E-MPM approach has also deve loped a number of conce pts pertaining to time-based, cost-
based and time-cost based optimisation for different process designs and has enab led choices to 
be made from amongst them. 
11.2.3. Flexibility & Exception Handling 
It is expla ined above that the E-MPM Environment provides a flex ible approach to the des ign 
and reso urcing of processes. Its " role-based approach" separates away func tionality requ ired 
from behaviour ava ilable, and provides multi-perspective modelling concepts to represent both of 
these concerns. The approach implies that for example an enterprise act ivity is ass igned all 
needed resources to fulfil functional and performance requirements at a quantum activity unit of 
mode lling granularity and that based on a cons ideration of resource constraints, at run time 
needed resources can commit themse lves to carry out th is activity unit. It is at run-time only that 
a resource is actually attributed to the activi ty unit and the resource must commit first before 
carry ing out the acti vity . This approach has been shown to improve the fl ex ibility of the 
ass ignment of resources to enterpri se activities and business processes, in comparison to 
predecessor enterprise mode lling frameworks and their underlying concepts. 
With respect to exceptions, amongst the public domain architectures and framework only 
CIMOSA offers a brief account of process exceptions and how these mi ght be handled. CIMOSA 
defines (but it is opt ional in CIM OSA) exception handl ing rules in order to detect and respond to 
abnormal s ituations that can arise at process ru n-t ime. CIMOSA defines two types of rule that 
re late to: ( I) a max imum duration fo r a process which can be defi ned, so that if th is limit is 
exceeded it is flagged as an abnormal condition, the process is aborted and an exception handling 
procedure is called ; (2) a condition which is defined such that if this cond iti on becomes true an 
exception handling procedure is called. However CIM OSA does not provide descriptions of 
general c lasses of method or procedure that ca n be called at the time when an exception occurs. It 
follows that C IM OSA modelling concepts proposed for handling exceptions are limited and do 
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not adequately satisfy present day needs of organisations to manage process change, including 
handling exceptions, in a coherent and systematic manner. To address this lack, first of all 
except ions were viewed as a s ignificant class of organ isational change that occurs at process run-
time. Importantly because E-MPM views "strategic", " tactica l" and "operational" processes in a 
coherent fashion, this means that exception occurrences may naturally equate to a significant 
process or system change, during the lifetime of the process impacted on by that change. A 
number of exception modes were defined, for which abnormalities cou ld obstruct the normal 
operati on of a process. For each abnormali ty type, appropriate exception handling procedures 
were dev ised. The abnormality types and handling procedures defined are not cla imed to be 
comprehens ive, but they could be made comprehensive within a given organisational domain 
[Derks et a i, 2003) if sufficient time is spent understanding practica l s ituati ons in organisations . 
Hence E-MPM specifies a structured approach to handling exceptions. The structured approach is 
thought to have significant potential in complex s ituations where a number of enterprise entities 
can give rise to exceptions, and a number of exception handling methods are already available. 
With this purpose in mind a general "exception handling process was suggested". The strength of 
the process is that it decoup les ( I) identification and diagnos is of exceptions and (2) deployment 
of re lated procedures to handle the exceptions ident ifi ed. When exceptions have been handled, if 
changes are made to the objectives or outcomes of enterprise act ivities or bus iness processes, 
process des igners are notified about those changes, so they can take appropriate actions with 
regard to subsequent activities. 
11.2.4. Coordination 
E-MPM also emphas ises the importance of coordin ation and communication Issues amongst 
distributed employees working in present day manufacturing enterpri ses. The author is not aware 
of any process mode lling approach that combines traditi onal process modelling approaches, such 
as CIM OSA, IDEF3 or IEM, with a speech-act approach. In E-MPM it was decided that the 
blending of a speech-act approach with traditiona l process modelling approaches could use full y 
be realised at process run-time. Here it was envisaged that such a notion could lead to the 
spec ifi cation of a generic process modelling language, in which suffic ient credence is given to 
resource coordination and communication issues. A pilot study carried out as part of this research 
on speech-act theory developed a "communication mode lling approach" and a "generic 
conversation structure". Here it was envisaged that the communication models so developed 
co uld prove help ful in capturing aspects of we ll-structured interactions among peop le in an 
organisation. Such a model was shown to have potential to spec ify requirements of supporting 
information systems that allow for interaction among them. In addition the "gener ic conversat ion 
structure" devised has potential to structu re the deve lopment of the interaction process between 
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two actors. Thereby the author believes that these concepts have s ign ificant potential to increase 
the effectiveness of interactions among distributed people in future organi sati ons. 
11.2.5. The E-MPM Methodology 
By building upon RPM 's enterprise engineering approach, a Multi-Process Modelling (MPM) 
methodology was developed in this research work. It provides concept to support for a number of 
stages of modelling correspond ing to different phases of the process lifecyc le. Building upon 
MPM an Enr iched Multi-Process Modelling (E-MPM ) methodology is developed that is 
embedded in E-MPM Framework. The new E-MPM methodology embrace new concepts that 
provide enhanced support for: ( I) large sca le static model capture, process design and resourc ing, 
(2) process mod ularisation, (3) s imu lation model generati on and deployment (e.g. for process 
opt imisation) and (4) creating and deploy ing enactment models, for process control and runtime 
operation. The Enriched MPM Methodology organi ses modelling act ivity at each stage. It also 
enables the use of its underlyi ng concepts and methods so as to structure modelling activ it ies and 
thereby the deployment of its se lected too ls and techn iques. Essentially therefore the E-MPM 
Methodology is an important constituent of the E-M PM Environment. 
As illustrated by Table 11 .1 the structural guides and mode lling concepts incorporated into the 
MPM Methodology so deve loped, were concerned primarily with respect to physica l aspects of 
an organ isat ion. This is now viewed by the author as a shortcoming of the MPM methodo logy. 
Hence it is recommended that future research and development work should provide 
complementary guides and modelling concepts to capture soc ial and knowledge aspects of 
organisations. 
11.2.6. Process Modelling Language 
A semantica lly rich process specification language was deve loped for use within the context of 
the E-MPM Envi ronment. A representational fo rmalism was conceived and implemented in order 
to specify processes in support of Stage-2 o f the E-MPM Methodology. Essenti ally this 
spec ificat ion language can define semantically rich process specifications in the form of static 
process mode ls, a lthough some related behavioural (dynamic) aspects of process operation (such 
as process states, statuses and exception handling attributes) can also be defi ned. The static 
process mode ls so developed are s ignificantly different from process model descriptions 
deve loped using the original MPM version. The new process spec ification language deploys 
some mode lling constructs (for business process, enterprise activ ity, and resources) th at are 
similar to constructs provided by CIM OSA. However, new process modelling concepts and 
constructs were incorporated into E-MPM to faci litate the capture of necessary static and some 
dynamic attributes of processes. 
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To inform and possibly part-automate the creation of simulation models, the formalism of the 
developed new process modelling language was mapped onto equivalent iThinkTM model 
construct forma l isms. 
11.2.7. E-MPM Framework & Organisation Dimensions 
The new E-MPM modelling framework deve loped during this study is primarily based on the 
pre-ex isting ClMOSA modelling framework. However it has enhanced the CIMOSA modelling 
framework via the incorporation of a number of new concepts and mode lling constructs. Based 
on results of subsequent exploratory modelling work, it is believed that the most important 
extens ion made to this framework concerns the splitting of the "Generation" view into three 
strata namely the " Physica l-Stratum", "Social-Stratum" and " Knowledge-Stratum". Here it is 
believed that by recognis ing the role of these three strata in the new E-MPM Framework 
important groundwork has been laid to capture semanti ca lly rich mode ls of phys ica l, social and 
knowledge aspects of organisations. As illustrated by exemplar E-M PM mode ls of physica l 
aspects inc luded into this thes is, re lated social and knowledge aspects can be modelled for 
individual and co llective groupings of enterprise acti vities. However because of time constraints, 
it proved possib le only to include minimal coverage for "soc ial" and " knowledge" aspects within 
the current version of the E-MPM Environment. 
11.2.8. Process Reconfigureability 
An abi li ty to reconfigure is a co mmo n requirement of present day manufacturing organisati ons. 
E-MPM Environment enh ancement was made with a view to facilitating the reconfigureabi lity of 
processes; and for this purpose a " module identification method" was conceived and its use 
illustrated. The biggest problem faced when identi fy ing this method, was to determine a suitable 
module definiti on; bearing in mind the many complex aspects involved in this problem space and 
the opportunity to build upon s imilar concepts described in the literature such as " ho lon", 
"component" and "module". The task of defining a process module led the author first to seek to 
identify and define what is meant by a "process". When seeking to define a process, within the 
context of exploratory modelling of manufacturing organisations, certain published 
misconceptions about processes were observed. Bearing these observations in mind and based on 
an onto logica l literature review, a "process module" de finition was conceived. Thereby concepts 
included into the E-MPM Environme nt distinguish between inter-process and intra-process 
mod ules of an organi sation . It also prov ides means to identify a number of mod ule types namely 
active resource modules, passive resource modules, soc ial modules and knowledge modules as 
constituent parts of a process module. However because of the limited industri al case data that 
was read ily available and the magnitude of the effort required it did not prove poss ible within this 
PhD study to apply this method to identify spec ific sets of intra-process and inter-process 
modules. 
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11-3_ Case-Studies Analysis 
The enhanced E-MPM organisation des ign approach is rich in modelling concepts relative to 
previous ly published enterpri se modelling approaches. However a natural downside of this 
richness is that: ( I) it requires an extensive effort to apply all the concepts developed and unified 
within the E-MPM framework and (2) to achieve exhaustive testing of the approach rich sets of 
data need to be collected about a number of organisati ons and from the ir employees. However, 
because of the short time avai labl e to the author and the re latively small set of organi sational case 
data readily avai lable in MSI it has only been poss ible to test a few of the deve loped concepts. 
On the other hand it has proven poss ible to capture a number of key aspects of case study 
processes so as to develop example "static process mode ls", some key exemplar types of 
computer executable "simulation model" and illustrative examples of "enactment models". The 
example models used to illustrate and test the capabiliti es of E-MPM were drawn from "tactica l" 
and "operational" classes of process used by an automotive machine builder (Cross Huller) and 
by a Pan American Univers ity. The choice of the se lected processes was largely dependent upon 
the data ava ilab le. However, the static process models so deve loped illustrate a number of 
strengt hs of E-MPM that ar ise from applying its multi-process decomposition principle so as to 
identify constituent busi ness processes and enterprise activities, active and pass ive resources and 
intra-process & inter-process dependencies. The developed models show that the generic process 
mode lling language can usefully identify all activities and business processes involved in a target 
domain process and that it enables due consideration to be taken of (a) resource dependencies and 
(b) process and enterprise activity dependenc ies. In particular the approach proved use ful in 
identifying previous ly " hidden" activities, that were not apparent when the same processes were 
mode lled using another mode ll ing approach, i.e. in the case of Student Admiss ion Process (Case 
Study-2). Simi lar benefits were also observed with respect to static model s of Cross-Huller 
processes. 
A key purpose of the E-MPM Environment is to enabl e process s imulation and enactment. 
However, it was understood, with respect to process and system optimisation, that many kinds of 
simulation mode l could be deve loped to enable process optimisation in different application 
cases; requ iring, for example, resource se lection, process/project progress monitoring, time-cost 
based process optimisation and resource scheduling. In general the development of any given 
simulation mode l (such as the cases of exemplar s imulation models deve loped in this study) wi ll 
require s ignificant effort. Further s ign ificant effort is usually (and proved in this study) needed to 
merge the use of s imu lation concepts with that of broader based static models, as this req uired 
understanding and poss ibly formal description of needed mappings between static model 
formal isms and s imulation mode l building blocks, such as used in the spec ific proprietary 
simulation tools to be used. None the less it was observed that the two generic types of 
si mulati on mode l deve loped have s ignificant potenti a l and can assis t process des igners at two 
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prime stages of the process li fecyc le name ly at process des ign time and process run-time. Also 
potenti ally ma ny other types of purposeful simulation model can be deve loped and appli ed in 
respect to a given set of organisation data capture via static process modell ing concepts provided 
by E-MPM. This offers various avenues for future research study. 
Aga in because of time constraints the applicability of the developed role-based resource selection 
method to the Cross-Huller Domain could only be illustrated in outline. Had a complete set of 
data been avail able the concepts would have been further applied to se lect specific classes and 
levels of active resource that match specific process requirements. 
One of the ma in achievements of this research work is illustrated by the second case study, in as 
much that the broad application base of the concepts has been demonstrated by successfully 
address ing process mode lling concerns in an entire ly di fferent domain . T he enhanced E-MPM 
Environment and its concepts were conceived bearing in mind general needs of manu facturing 
organisation des ign. However, most of the E-MPM concepts were found to be equally appli cable 
to the case study service organisation. Indeed in the second case study the Pan-Ameri can 
University Admission Process was del iberately selected in order to test the applicabili ty of the 
developed concepts in a di stinctly di fferent domain. Static and Simulation mode ls were 
developed in order to spec ify and optimise the Admiss ion Process and benefi cial results were 
demonstrated with reference to the use of an alternative modelling approac h. Thi s case study also 
verified the applicabili ty of the developed resource selection method, whi ch could not be 
adequately tested in the Cross-Huller Doma in because of the unavailability of data. 
In summary the case study results are promising and it is highly like ly that many other benefit s 
aris ing from the application of E-MPM concepts would have been demonstrated had suffi c ient 
time and sets of case study data been ava il able. 
11.4. Critical Evaluation of Contribution to Knowledge 
The research work can be evaluated on three bases, viz.: " rich data", "comparison" and 
"generali sation". Section- I 1.2 cons iders the richness of process models created us ing the 
enhanced E-MPM Environment in comparison to process mode ls created using other 
contemporary publ ic domain and state-of-the-art approaches. The generali ty of the E-MPM 
Environment is demonstrated by the breadth o f the case study mode ls created and benefi c ially 
deployed. This demonstrates the applicabi l ity o f some of the developed concepts in tactical and 
operationa l c lasses of processes deployed by manu facturing and service organisations. It is 
predicted but not yet proven that all of the deve loped concepts will a lso have utili ty in respect of 
many other sets of case data. 
The critical rev iew of literature presented in secti on-2. 13 ra ised a number of issues that needed to 
be addressed. Bearing these issues in mind a set of requirements was formulated fo r the des ign of 
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complex organisations. These requirements are described in section-3.2.1. The outcomes reported 
in this thesis can also be evaluated with respect to these outstanding issues and their associated 
organisation design requirements. The E-MPM environment provides concepts for decomposing 
an organisation into three parallel and concurrently working domain processes; of strategic, 
tactical and operational concern to stakeholders in an organisation. It follows that within the E-
MPM environment an organisation is conceptualised as being a complex system that is composed 
of three concurrently working sub-systems. It was supposed in this study that such an 
organisational decomposition can effectively be centred on mUlti-process oriented organisation 
design and that such a structural decomposition can provide a key step in resolving complexity 
present in a complex manufacturing organisation. This is because it results in a separation of 
concerns of stakeholders and coordinating aspects of respective resources, which can be aligned 
with the timeframes and scopes of concern of different stakeholders and resource groups. This 
kind of decomposition is different from other process-oriented approaches such as CIMOSA, 
IDEF3, IEM, which tend to design an organisation based on a single end-to-end process, which is 
presumed to cut across an organisation, and to which most organisational resources can be 
attached and on which stakeholders' concerns are concentrated. 
When different groupings of stakeholder concerns and resource attribution and synchronisation 
issues have been separated each domain process can be designed separately, of course taking into 
consideration inter-dependencies between domain processes. While designing any domain 
process, activities and their related resources can be separated with respect to strategic thinking 
and planning (What), developing methods and techniques (How), and actually carrying out (Do) 
activities. Such a structured approach resolves important complicating aspects of processes, 
executing concurrently but on different timeframes, by carefully capturing dependencies among 
activities and resources and separating concerns of stakeholders. In the limited range of practical 
cases investigated in this study, this approach to organisation design was shown to enable change 
management as envisioned by [Monfared, 2000]. Changes in the market place can impact on an 
organisation and in such cases an organisation designed using E-MPM concepts should have an 
inherent capability to trace change effects from top-to-bottom to improve change management 
accordingly. 
To enable the design of various types of domain process a generic process modelling language 
was developed in this study, which it is believed was urgently needed as pointed out in the 
critical review of literature. The language conceived was formally specified and then beneficially 
applied in a number of scenarios and case studies. A key feature of this language is that it 
facilitates flexible design of processes both in terms of (1) activities that may be needed to 
produce a product and (2) resources that may be needed to carry out those activities. The 
flexibility embedded in designing and executing processes facilitates temporary and responsive 
commitment of resources to units of activity. 
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A business process Iifecycle, also developed in this research work, highlights three stages where 
flexible design and execution of processes is facilitated. Firstly, a process is designed by 
choosing and concatenating a number of activities that can fulfil an objective. When an 
appropriate set of activities has been concatenated, resources are chosen at a second dynamic 
modelling stage based on time, cost and a chosen organisation policy. Classes and levels of 
resources are specified rather than specific resources and this also facilitates flexibility of 
resource allocation at process run-time. For use at a third modelling stage a structured approach 
to handling exceptions at process run-time has been developed that enables timely completion of 
processes. The scope of each exception type has been well defined in the context of process 
execution, as compared to the confusion present in the literature. Such a structured approach was 
shown in this study work to enable flexible process design and execution and thence flexible 
organisation design and working. 
In a structured approach to organisation design a process Iifecycle was defined in this study as 
consisting of five stages namely: design, resourcing, optimisation, operation and control. During 
this research it was observed that distinctive types of process model naturally needed to be 
developed namely: static models and dynamic models. Static model are needed to capture 
enduring structural aspects of processes and resources and can be developed using the generic 
process modelling language conceived in this study. Static models mainly facilitate process 
design and resourcing stages of the process lifecyc1e. On the other hand dynamic models capture 
aspects of process instances and pertain mainly to process optimisation, control and operation 
stages of process Iifecycle. Two types of dynamic modelling formalisms have been developed 
namely: simulation models and workflow models. So far E-MPM concepts have been developed 
and tested to facilitate simulation modelling in support of process resourcing, optimisation and 
control Iifecyc1e stages of processes. Whereas workflow models place control on resources, 
facilitate resource coordination and pertain to the operation stage of the process Iifecyc1e. 
Another need that was raised by the literature review and associated organisation design 
requirements was that of reconfiguration of organisations. In this respect a module identification 
method was developed that identifies modules taking into consideration dependences between 
activities of a process, dependences of activities with resources in a process, and dependences of 
activities with other activities in another process class. The process modularisation concepts so 
developed have potential to realise a process consisting of a number of modules, which are 
affectively sets of activities fulfilling a number of purposes. Modules can be substituted by other 
modules if needed and thereby responsive reconfiguration can be enabled. 
It follows that the developed E-MPM environment provides concepts, methods and techniques 
that can be utilised for model based design and operation of complex manufacturing 
organisations. The practical application of this approach has also been proven in part by 
conducting case study work which emulates real complex multi-process threads and associated 
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resource systems utilised by two distinctive types of organisation. That practical application has 
demonstrated distinctive benefits that can be achieved relative to current practice in those 
organisations which is apparently a common practice in the business sectors involved. Clearly 
further case study experimentation is needed to fully test the concepts advanced by this work but 
this requires involvement of many additional companies and significant project budgets and 
timescales. None the less the study has contributed to knowledge in respect of different aspects of 
organisation design and operation as illustrated by Tables-I 1.1 & 11.2. It should also be noted 
that it was not possible during this research work to test all the concepts embedded in E-MPM. 
The intention is to test those concepts in future studies. 
11.5. Research Achievements & Weaknesses 
The main achievements of this research work are tabulated in Table-I 1.3. Ideally the E-MPM 
Environment should provide concepts, methods and tools to cover the complete scope of Table-
11.1. However, because of time and resource constraints associated with a single PhD study only 
those concepts highlighted in Table-I 1.2 have been studied and tested. It follows that weaknesses 
of this research work may prove to be: 
• Some of the concepts that have been conceived have yet to be tested and consequent on that 
testing may need to be further enhanced before that can be widely applied. 
• The research work has been limited to the development of conceptual workflow models, 
rather than detailed workflow models. This shortcoming can be addressed only if sufficient 
time and resources are made available. 
• Exceptions have been considered as a significant class of change during process runtime. 
However it is likely that various other change types need to be determined, such as those 
which pertain to the design of processes, the design of products and so forth. 
11.6. Conclusions 
The coverage of MP M and E-MPM in Tables-I 1.1 and 11.2 highlight the areas where knowledge 
has been contributed as a result of this research work. Moreover, having analysed the research 
achievements, case study findings and considered the comparative strengths and weaknesses of 
this research study it is claimed that the general objectives of the study have largely been 
achieved. The focus was on developing a general multi-process model driven approach to 
underpin organisation design with particular emphasis on process orientation. This has 
conceived, part tested and part developed in the form of the following: 
• An Enriched Multi-Process Modelling Method; 
• An Enriched Multi-Process Modelling Framework; 
• A method of identifying process modules; 
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• A sound basis for decomposing manufacturing organisations; 
• Communication and coordination concepts within processes; 
• A structured approach to handling exceptions. 
Also conceived, developed and tested were a number of concepts and modelling formalisms to 
facilitate the capture and specification of focused static and dynamic aspects of the process 
Iifecycle. 
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Table-ll.2: Comparison of Coverage of Organisation Design Aspects: to indicate remaining 
weaknesses of the E-MPM Environment. 
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< 
Research Achievements 
Research Objectives < < 
Achievements Assumptions Not Achieved 
, , < 
Development of Multi-Process Oriented Multi-Process oriented organisational structure 
-
It has not been possible to 
organisational structure concepts to concepts have been developed that enforce clearly defme functional groups 
provide and enforce sound decomposition decomposition principles in order to realise in order to cater for better 
principles. process-oriented organisations. resource management. 
Develop Multi-Process Modelling Method An Multi-Process Modelling Method has been The Multi-Process Modelling Method could 
---
in order to identify and structure activities developed to identify and structure activities be beneficially extended to incorporate social 
that need to be carried out during during organisation design, resourcing, and knowledge dimensions of an organisation. 
organisation design, resourcing, optimisation and control. 
optimisation and control. 
Develop a generic process modelling language A generic process modelling language has been The language is general enough to be applicable to Not all the concepts embedded in 
in order to specity processes deployed in developed that provides semantically rich fonnalism processes of other manufacturing and service the generic process modelling 
complex manufacturing organisations. to accommodate activity, resource, inter-process and organisations. language have been tested. 
intra-process interactions in complex organisations. Some of the concepts contained in the language, 
The concepts appear to be equally applicable to 
that have yet to be tested, are equally applicable. 
processes in service organisations. 
Develop an Enriched Multi-Process Modelling An Enriched Multi-Process Modelling Framework The E-MPM Framework can be extended to cover The social dimensions and 
Framework that unifies key views, life phases has been developed that unifies key concepts, life other significant dimensions, such as the social and knowledge dimensions have not 
and model types related to organisations. phases and model types related to organisations. knowledge dimensions. been explored to any significant 
extent. 
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. . . 
Research Achievements 
.. 
Research Objectives 
• 
Achievements 
. 
Assumptions Not Achieved 
. 
Develop Modular and Flexible concepts that Modular and flexible concepts have been developed The developed concepts have been tested and Research study time constraints 
can naturally be embedded into process designs, that can be embedded into process designs. shown to be able to realise reconfigurable and meant that the modular and flexible 
leading to reconfigurable and flexible flexible organisations. concepts developed could not be 
organisations. tested in case studies. 
Developing a structured approach to handling A structured approach to handling exceptions was It was not intended to capture all types of Process design changes have to he 
exceptions as a significant class of enterprise developed along-with procedures for handling exceptions that may arrive at process run-time. But studied and a similar structured 
change. different exception types that can be common at the exception types articulated are assumed to be a approach needs to be developed to 
process run-time. sufficient set to underpin the structured approach. accommodate them. 
Realise a generality of Approach to enterprise The E-MPM Environment was shown to be equally The applicability is assumed based on examples 
-
modelling and enterprise design. applicable to the design of service organisations as it studied in respect only of two case studies. 
was to the design of manufacturing organisations. 
Expandability of Approach The E-MPM Environment is considered to be readily It is assumed that prime subjects of beneficial ---
extendible. future research work will be to develop the social 
and knowledge strata of E-MPM. 
Table-ll.3: Research Achievements 
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11.7. Implementation Process for Organisation (Re)Design 
The E-MPM Environment for designing organisations can be equally applied to a whole 
organisation as it can to one of its business units. Such a need to (re)design an organisation can 
typically arise if a step (or dramatic) change is to be made in the organisation or business unit 
under consideration. Alternatively such a need can arise if incremental improvements need to be 
made so as to regularly update an organisation with latest technology and improved techniques 
for doing work. So far in such scenarios the E-MPM concepts have only been part developed and 
tested. A wider scale implementation ofE-MPM is envisaged to achieve intended benefits. To fill 
this gap this author presents an implementation process for organisation design (based on 
systemic use of the E-MPM Environment) which is presented conceptually in Figure-I!.!. The 
salient features of this implementation process are discussed in the following. 
As it can be seen in Figure-Il.l the first task in the implementation process is to create an 
Organisation (re)Oesign Team (OOT). This team will consist ofa number of people who will be 
designated prime responsibility, knowledge and capability to implement E-MPM concepts in the 
organisation under consideration. As in general the application of E-MPM concepts will require 
changes to be made to a number of organisational aspects such as structure, resource systems, 
and remuneration plans, that may result a clash between OOT responsibilities and functional 
managers' responsibilities, the OOT must be sufficiently empowered to make appropriate 
changes in the subject organisation. 
Once an OOT is fully operational the next step could be to develop a plan for organisation 
(re)design. This plan may consist of stages that will suggest which business units in an 
organisation will be redesigned first and which at later stages. This plan may also suggest the 
timescale and budget that may be required in respect of stages of a redesign project. The plan 
should be communicated, negotiated and approved by higher management, and this may take a 
number of iterations. 
Once the plan is approved and budget allocated, the OOT should enrich itself with suitable IT 
tools and resources. The OOT should also prepare communication channels with middle 
managers to inform them about organisation (re)design objectives and plans. Here it may be 
appropriate to create three implementation teams, one for each process class namely: a strategic 
process implementation team (SPIT), a tactical process implementation team (TPIT), and an 
operational process implementation team (OPIT). These teams should comprise people groupings 
chosen from each target class of process as well as selected members of the main OOT. The OOT 
member of each process implementation team will communicate with lower management, the 
team itself, and other staff to enable them to understand perceived benefits and advantages of the 
new plans. 
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Figure-ll.t: Proposed Implementation Process 
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The prime responsibility of each process class team will be to develop a general AS-IS process 
and general TO-BE process. This will involve interviews with managers, reviewing archival 
records, and interacting with lower level staff and workers to encode their practices. This will 
also require SPIT, TPIT, and OPIT members to be trained appropriately. 
Once the agreed general AS-IS processes are articulated, they can be analysed in terms of 
missing activities and redundant activities using static process models developed using E-MPM. 
The general TO-BE processes generated and widely agreed with management and staff will 
provide a backbone model, which can be instantiated with minor variations subject to different 
product variations. The TO-BE processes will also provide the bases of developing a sub-
structure of the business unit or organisation under study. This will also give the basis of defining 
business process teams and domain process teams in strategic, tactical and operational classes of 
process which will be responsible for day to day process working after the planned organisation 
design has been implemented. The workload and variations in activities will give an opportunity 
to estimate the capacity and capability of the resources required in each business process. 
It should also be noted that by this time, with the active involvement of human resource 
department, new policies for remuneration, reward and new organisational roles and 
responsibilities should have been defined. Under such a new remuneration system the capabilities 
and capacities of resources should have been accounted for. This will also provide useful 
information to acquire new resources if needed. Once this stage is reached the ODT will oversee 
physical changes in the business unit and organisation. 
11.8. Possible Future Extensions to E-MPM 
Ideally E-MPM should underpin all organisation design aspects outlined in Table-ll.1. To 
achieve this, certain remaining weaknesses of E-MPM need to be addressed. Suggestions as to 
how this might be achieved are as follows. 
I. New concepts are required that relate to different types of organisational unit and their 
characteristic mUlti-process oriented structures. It is envisaged that each class of process may 
have groups of people for creating process plans and strategies, people for devising methods 
and techniques to develop and change processes in accordance with process plans and 
strategies, and people for carrying out activities. 
2. The general types of inter-process dependency discussed in section-6.2,4 could usefully be 
populated with particular dependencies. A structured approach may be used to explore the 
use of models of these dependencies at different stages of the process lifecycle. 
3. It is particularly important that concepts should be developed to analyse and define roles that 
individual and aggregate resources can provide in terms of the functions they can fulfil, their 
performance capabilities, and the constraints under which they can provide these roles. This 
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will enable business process and enterprise activity roles to be assigned to individual and 
aggregated sets of resources . 
. 4. A generic numeric system needs to be developed to codify required and provided functions, 
capabilities, capacities and constraints types. This will allow matching between business 
processes, enterprise activities and resources using role-based matching criteria. 
5. Teamworking is another area that needs particular attention. Once an enterprise activity or a 
business process has been designed and a team has committed to carry out this task, concepts 
have to be developed and principles have to be devised to support the development of 
teamworking. This is expected to require concepts to represent developmental characteristics 
of teams during different phases of their lifetime. This may also require means of encoding 
team system behaviours and changes in roles as teams execute tasks and develop collective 
methods of task execution. Issues like leadership and trust may also need to be considered, 
which result in synergetic working of team systems [Byer and Weston, 2003]. 
6. In this research a structured approach to handling exceptions at process run-time has been 
devised. There is a need for such a structured approach to manage changes through the 
lifecycle of processes and with respect to different process classes. The author believes that a 
richer approach to dependency management, such as developed in this study can be a key to 
change management. Once links among domain processes, business processes, enterprise 
activities and resources have been defined, it becomes easier to determine propagated effects 
of change and to take appropriate actions. A number of methods or procedures can then be 
developed to manage changes. Moreover, individual methods can be selected and used to 
manage a specific change. 
7. This research work identified a need to explore ways of modelling the social and knowledge 
dimensions of an organisation, and to associate these models to the physical dimension. The 
author envisages that future organisation can be represented usefully as knowledge 
embedded socio-technical systems. Realising such organisation models requires extensive 
research work to be carried out in areas of human interactions, social systems behaviours and 
psychology and tacit and explicit knowledge representation and organisation. 
8. Keeping in mind the above future modelling requirements, a follow up study could define 
and develop a further enriched mUlti-process modelling framework that has more completely 
populated concepts in the three strata of the generation axis. This would help organise the 
development of modelling concepts in relation to social and knowledge strata and their 
integration with the physical stratum. This may require future amendment of some of the 
static model building blocks and their mapping onto equivalent simulation and enactment 
model building blocks. 
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9. It can be seen that two aspects namely communications among distributed active resources 
and exception handling have been explored in this research in relation to social and 
knowledge strata. However, it is envisaged that having researched other related aspects (such 
as decision-making and devising rule-based approaches) E-MPM may need to be revised. 
New methodology stages may need to be incorporated to identify (say) decision-making or 
knowledge based activities. 
11.9. Intended Application Areas 
The primary purpose of E-MPM was to support the lifecycle engineering of manufacturing 
organisations. The environment envelops generic concepts that apparently are equally applicable 
to strategic, tactical and operational classes of processes. The types of activities that are generally 
carried out in each of these process-classes are shown in Table-4.1. These activities range from 
setting objectives, making plans, devising methods and techniques for achieving relative 
objectives of each class and carrying out operations. Being generic in purpose, E-MPM is 
designed to support all of these activities. It provides generic constructs to represent enterprise 
activity, business process and active and passive resources that can be used to capture business-
process related aspects of these entities. Once these aspects of entities are captured they can be 
used to develop process specifications using the static modelling formalisms provided by E-
MPM. The static models provide a basis for reengineering processes by removing or adding 
(un)necessary enterprise activities or business processes andlor redefining resource dependencies. 
The reengineered static models of processes are then mapped onto simulation models that can be 
used to optimise enterprise designs. The static models can also be used to support the 
development of specifications of enactable models. This will also require developing "generic 
control constructs", and information-related attributes such as "data type", "input/output 
parameters", "kind of data" to be developed for workflow specification purposes in this 
approach. As E-MPM seeks to enforce a separation of "functionality" from "behaviour", when 
developing workflow specifications it is not necessary to define how a resource will carry out a 
function. 
It is believed therefore that E-MPM is generally applicable but its use has only been partially 
tested. The partial testing was achieved by taking examples of "tactical" (manufacturing support) 
and "operational" (assembly operation) classes of processes at the Cross-Huller Company. The 
applicability of approach was also tested in respect of a student admission process at a Pan-
American University service organisation. Specifically these example processes pertain to 
"tactical do" and "operational do" activities when viewed within Table-4.1. However, they can 
also be applied to "how" and "what" activities in relation to Table-4.1. This means that E-MPM 
concepts should prove useful in specifying strategy making processes, business goal definition 
processes, capacity planning processes, capability evaluation processes, or production planning 
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processes to name a few. In order to support these observations a number of example applications 
were searched in literature. This showed that in recent years concepts like the ones developed in 
E-MPM are also applicable to the use of ERP, PPC, MES and production development areas 
[Neumann et aI, 2002], [Furicht et aI, 2002], [Dickerhof et aI, 2002]. For example Neumann et al 
[2002] suggest a workflow management model for the integrated coordination of production 
planning and control (PPC) processes. Furicht et al [2002] describe the design and realisation of a 
component based application framework to structure the development of manufacturing 
execution systems (MES). The framework embeds aspects of equipment states and production 
workflows. Dickerhof et al [2002] describe INFOFLOW, which is a process-oriented Workflow 
and Information System. However, each of these authors concludes that further research is 
needed to enable benefits to be widely realised. 
A number of observations can be drawn from the above examples, as follows: 
• There is a need of further process (modelling, simulation and enactment) concepts to be 
developed in production planning and control, manufacturing execution processes and 
production design and manufacture areas. 
• In cases of PPC and MES (even following the development of required process concepts) 
there will arise a need to integrate these sub-domains 
• INFOFLOW exemplifies the need for wider scope integration, i.e. of product design and 
production. 
By extrapolating the above trend, one might assume that concepts underpinning future strategy 
making processes will be integrated with corresponding concepts for engineering processes, such 
as by deploying software systems that not only inform different classes of employee about 
operating conditions of an organisation but may also coordinate their working via workflow 
concepts. Similar concepts may also be expected to be deployed to achieve inter-working 
between two or more organisations. 
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Appendix-A 
Simulation and Workflow Tools 
Appendix-A 
AI. A Brief Analysis of Simulation Tools 
Extend Witness Arena IThink Simul8 
Graphical 
. 
Representation of 
Yes Yes and Customisable Yes Yes 
activities, resources, Yes 
and processes 
Representation of 
Dependencies among 
Yes Yes Yes Yes Yes 
activities, resources, 
and processes 
Hierarchical 
Modelling Structure to 
Yes No Yes Yes Yes 
facilitate Model 
Decomposition 
Capability to facilitate Yes 
Yes 
Information, Control Rule based flow of information Yes Yes Yes 
Rule Based 
Flows and data items 
Representation of 
States / Statuses of Yes Yes No No No 
Entities 
Prime Application Large scale systems, For supply chain, Manufacturing, supply Application Work flow management, throughput 
Area manufacturing, logistics, inventory control, chainllogistics, business Independent analysis, de-bottlenecking, new 
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packaging lines, transportation, resource consumption process, military, product/process development, capacity 
business, engineering issues healthcare analysis, continuous improvement, what-
if scenarios 
Allows interaction with other 
applications through 'paste-
Allows interactivity 
Allows interactivity Allows interactivity with I through Excel, 
with AutoCAD, Allows interactivity 
Interactivity with link', 'block inter-process with I through Visio, VB, COM, FactoryCAD, SML, SQL, 
FactoryCAD, with I through paste-
other Applications connectivity function', ActiveX, VBA, Excel, ARIS Toolset, IGraphix FlowCharter, 
Spreadsheets, Text link, DDE 
'ODBC', 'embedded ActiveX, AutoCAD, Access ProActivity 
OLE', and 'DLL' 
files, Video files 
Integral Database Yes No No No No 
Auto Optimisation Yes Yes Yes No Yes 
Optimisation 
Enhanced Evolutionary 
Mathematical 
What-If experiments 
Algorithms - An open source OptQuest are carried to find the OptQuest 
Technique 
evolutionary optimiser 
techniques 
best answer 
Simultaneously 
solving differential 
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Underlying 
Discrete Event Simulation Discrete Event Discrete Event 
equations using 
Simulation algorithms (Euler's Discrete Event Simulation Approach 
Approaches 
Approach Simulation Approach Simulation Approach 
method, 2nd_order 
Runge-Kutta and 4th 
-order Runge-Kutta) 
User Interfaces Model creation, Graphical Model creation, Model creation, Model creation, Model creation, Graphical visualisation of 
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I visualisation of results for Graphical Graphical visualisation Graphical results for analysis, Statistical Analysis 
analysis visualisation of of results for analysis, visualisation of 
results for analysis, Statistical Analysis results for analysis, 
Videos Statistical Analysis 
Methodology for 
developing Simulation No No Yes Partial No 
Models 
Modular Software Modules for graphics, 
No No No Yes 
Structure and optimisation 
Programming to 
Yes 
facilitate Model ModL programming language No No No 
Development 
Visual Logic 
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A2. Workflow Tools 
COSA® Workflow 
This workflow tool has been developed by COSA Solutions [www.COSA.nl/uk.asp].This 
workflow tool has capabilities to automate and control administration business processes. The 
software is claimed to be effective where: 
• High and consistent levels of product quality are required; 
• Organisations want to improve their productivity per unit time; 
• Flexible processes are required to adapt to changing environments and regulations; 
• Web-enabled process control is required. 
Integration with other applications and databases is facilitated through CaM, DCOM, aLE and 
Java. COSA® workflow has a multi-server architecture and has been mostly applied in e-
commerce systems. Its application can be supplemented with a number of other software tools as 
COSA®Archive for document management; COSA®Port@1 for coordinating the work of 
geographically distributed employees and COSA®FlowModeller particularly to simulate the 
operation of process models to create optimally structured models. 
FlowMind 
FlowMind developed by Akazi Technologies [www.akazi.coml] supports most phases of the 
process Iifecycle. However, it is difficult to assess the extent to which it provides support for 
complex organisational working without directly using the software. However its use can be 
supplemented with FlowPoint'M, which functions as a business-process modelling interface and 
FlowComposer that focuses on enriching the models developed with FlowPoint™. Activity 
interfaces are generated using HTML forms and this provides a web-based worklist handler. 
Webtlow 
This tool is developed by SAP [www.sapgenie.comlworkflowl]. Webjlow embraces a number of 
tools for defining, analysing and monitoring the business process operation. The workflow tool 
can be web enabled. A large number of different procedures can be defined, managed and re-
used. Workflow concentrates on procedure management and organisational modelling whilst 
leaving activity implementation to the programmer. The end users receive information about 
activities in the "Business Workplace". "Workflow Builder" is for defining and making changes 
to workflows. Business objects may be used to provide SAP functions to a workflow through use 
of the "Business Object Builder". 
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W4 
W4 is developed by World Wide Web Workflow [www.W4global.com]. The scope of W4 ranges 
from production to administration. It claims to support flexible collaboration between software 
applications. It is an internet-based workflow system. HTML forms can be automatically 
generated and can be re-drawn graphically using an HTML Editor. It offers simple mechanisms 
to handle unforeseen situations. It can be integrated with SAP through a SAP adapter. It has been 
implemented successfully in respect of processes concerned with product quality and production 
management functions. The extent of its applicability is unknown, but it claims to support 
complex procedures and their reuse. 
i-Flow 
i-Flow® is developed by Fujitsu Corporation [www.i-Flow.com].This tool is a distributed client 
server, web-enabled, workflow application development tool that was designed to manage co-
ordination aspects of business processes. It provides a set of modelling constructs designed to 
represent and enact representations of certain aspects of enterprise activities, relationships linking 
activities, attributes of personnel assigned to activities, the order in which process steps should 
take place and relevant data needed for each process step. Thereby processes can be designed 
using i-Flow templates that are used to define properties of a sequence of i-Flow activity nodes 
and behaviour nodes, having some defined finality. Specified nodes can then manage and control 
real processes and their resources using Internet enabled services. 
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An approach to modelling dependencies linking 
• • englneermg processes 
K A Chatha, R H Weston' and RP Monfared 
MSI Research Institute, Loughborough University, Loughborough, UK 
Abstract: A mUltiperspective modelling method is described that was developed and used to support an 
international consortium of businesses concerned with realizing automobile engine production on a 
global scale. The modelling method provides a capability of documenting, communicating and 
analysing various dependent aspects of multiple threads of engineering activities. Commercially 
available and specially developed computer modelling tools have been deployed to operationalize the 
method, and thereby to facilitate the design of dependent activity flows, the resourcing of activity 
flows by suitable human and technical systems and the control and management of workflows. The 
paper outlines requirements of the method, with reference to properties of engineering processes that 
needed to be modelled. A prime focus of attention was on engineering a new generation of 
component-based manufacturing lines suitable for the 'mass customization' of automotive engine 
products in production plants around the globe. Key features of the modelling framework are 
described. as are the stages of modelling and the associated use of proprietary modelling tools. Also 
provided are examples of models generated when using the method and tools. 
Keywords: enterprise modelling, complexity, responsiveness, business processes, workflows 
I GENERAL DESCRIPTION OF THE PROBLEM 
DOMAIN 
Since the late I990s an international consortium of 
automotive companies and their systems suppliers have 
been participants in a collaborative engineering pro-
gramme aimed at mass customizing four- and five-
cylinder petrol engines on a global scale [I]. The 
programme (known as 14/15) was founded on the 
notion that a select group of automotive manufacturers 
could use a common base of engine technology and 
production systems but would remain competitors with 
respect to the sale of fully packaged cars at locations 
around the globe. A small group of partners conceived 
the 14/15 programme. so that it comprised a number of 
dependent engineering process threads, including: 
(a) product design and rationalization processes, 
(b) production process design and globalization pro-
cesses, 
(c) production machinery design and build processes, 
(d) production facility installation and 'roll out' pro-
cesses. 
The MS was received on J October 2002 and was accepted after revision 
for publication on 12 December 2002. 
• Corresponding author: MSl Research Institute, Loughborough Univer-
sity. Loughborough, Leicestershire LEI J 3TU, UK. 
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Through their lifetime (of the order of 4 years), these 
engineering process threads needed to be resourced by a 
bigger partnership of companies, namely a core group 
of around ten internationally prominent companies 
including automotive product manufacturers and auto-
motive production system vendors. Some of the engineer-
ing effort of this core group has been supported and 
documented by researchers at the MSI Research Institute 
at Loughborough University with a view to: 
(a) understanding and abstracting current best industry 
practice. 
(b) proposing and developing enhancement of that 
practice. 
Necessarily, each 14/15 engineering process thread was 
complex in its own right. This was because of: 
(a) the dependent nature of the various engineering 
activities involved (and dependencies between out-
puts produced by these activities); 
(b) the need to satisfy multiparty (business partnership) 
desires and concerns; 
(c) the need to coordinate the geographically distributed 
efforts of those parties. 
Also, na turally complex dependencies link engineering 
activity carried out concurrently in different process 
threads. For example, product design decisions may 
Proc. Instn Mech. Engrs VoL 217 Part B: J. Engineering Manuracture 
670 K A CHATHA, R H WESTON AND RP MONFARED 
impact significantly on the design and implementation of 
human and technical systems used to achieve production 
processes, and vice versa. 
Many discussions with 14/15 consortium partners help 
to qualify aspects of a common industry problem that is 
centred on current lack of technology provision needed 
to facilitate reasoning about and ongoing maintenance 
of dependencies between engineering activities carried 
out both within and between mUltiple process threads. 
This paper reports progress made by MSI researchers 
in addressing aspccts of this problem. 
2 'COUPLINGS' BETWEEN ENGINEERING 
PROCESS THREADS 
Members of the 14/I5 engineering programme have 
rationalized and enabled the shared use of a common 
set of car engine components among a small number of 
automotive manufacturers. Consequently, competitive 
advantage is being gained by consortium members 
relative to other car manufacturers and automotive 
system vendors. 
Even before the I4/I5 programme, it was common 
practice in the automotive industry to manufacture car 
engines from five main subassemblies, namely: cylinder 
blocks, cylinder heads, crankshafts, con rods and cam-
shafts. By enhancing this concept, I4/15 engineering 
process threads (primarily threads of engine product 
design and rationalization and production process 
design) sought to develop a priori types of 'industry stan-
dard' engine subassembly into a coherent and well-defined 
Cam. Crank. COil Rod. Head. Block 
1.8 L Bore 
Head Cam 
1.8 L 1.8L 
Low Power 
set ofI4/15 standard car engine components. (In the litera-
ture, the term 'component' is used with different mean-
ings. In this context the term is used to emphasize the 
fact that car engine elements are well defined and therefore 
their characteristic properties can be usefully modelled.) 
Necessarily, constraints needed to be imposed on the 
degree of customization (and hence differentiation) 
between engine products. However, when so doing, 
14/15 product designers and 14/15 production facility 
designers and developers had to ensure that sufficient 
product flexibility and production flexibility would be 
provided so that all needed makes and models of car 
engine could be produced economically, largely using 
14/15 standard production proccsses and on a global scale. 
It follows that a key deliverable of 14/15 engineering 
activity was a new component-based car engine decom-
position. This deliverable is illustrated in Fig. 1. An 
essential outcome of the decomposition is that only a 
relatively small number of engine components need to 
be manufactured, each with sufficient 'programmability' 
(in the sense that selected 'features' of engine compo-
nents can be changed readily, e.g. via standard machin-
ing or fixing operations) for their 'configuration' 
(largely via standard machining, assembly and transpor-
tation processes) into customer-specified engine types. 
New concepts embedded into the developed engine 
decomposition also led to propagated impact on the 
design of related production processes, production 
management processes, logistical processes and process 
engineering processes realized by the consortium. For 
example, the reader can observe (at least in qualitative 
terms) that a standard and shared engine decomposition 
2.8L* 
Core Engine 
2.3 L 
.---""'--'1.. Metal 
2.4L Bore 
Fig. 1 14/15 product decomposition and rationalization achieved by the consortium 
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Fig. 2 'As is' process decoupling prior to 14/15 product decomposition 
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can enable a reorganization of production and logistical 
process streams from the 'as is' to the 'to be' situations 
illustrated respectively by Figs 2 and 3. This observation 
emphasizes a closeness of coupling between engineering 
activity, leading to product modularization. 
The reader may deduce that the benefits of standardiz-
ing and sharing engine components arose for three 
connected reasons: 
(a) improved production process decoupling, 
(b) production process simplification, 
(c) production process standardization. 
components is decoupled from the manufacture of 
other engine components and from the configuration of 
customer-specified car engines. In the 14/15 case, six 
well-decoupled process production threads (or process 
modules) can be identified. This affords new opportu-
nities to mass produce engine components while 
customizing the manufacture of final engine products 
in smaller (possibly much smaller) batches. The 14/15 
consortium refers to this phenomenon as 'mass 
customization'. In theory, at least process decoupling 
can suit both customer needs (for product variety) and 
manufacturer needs (for cost effective production). 
Figure 3 directly illustrates how a new decoupling point 
could be introduced into the production flows of 14/15 
manufacturer partners. An outcome of product 
modularization and standardizing interfaces among 
components is that the manufacture of engine 
Production process simplification is also a natural out-
come of product modularization and standardization, 
and of the process decoupling that it enables. Because 
a relatively small number of standard components can 
be well defined, the production and logistical activities 
- Z ~ i:'.,', • ~~'/)' " configuration process flow for c1r ;';:< Gr:" !~~>.'r;.!... - _. - - - - - - - - - - - - - _. !.\~'1 i« _ _ _ _ _ _ _. ~-.~ cyli1Jdcr~block production .(lOll :','. engine make Ford and modelsfff ) ~ .;;. "" ;,. 
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Fig.3 'To bc' process decoupling after 14/15 product decomposition: towards LEAGILE manufacture 
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that are needed to make and transport these components 
can be simplified. Because of the resultant process 
decoupling in particular, it can be surmised that there 
will no longer be such complex interdependences linking 
'make' and 'transport' activities. 
The reader can deduce that process simplification and 
decollpling can naturally lead to process standardiza-
tion. Now it becomes possible to define subprocesses 
(and associated 'make' and 'transport' activities) more 
completely, to communicate process requirements and 
problems more effectively and to distribute responsibil-
ities (in space and time) for process realization. 
In tandem, therefore, the process of decoupling, 
simplifying and standardizing production and logistical 
processes can be key to realizing complex products on 
a global scale. What is more, it can be presumed that 
these three outcomes from product modularization 
can greatly simplify engineering projects, processes and 
activities associated with the design, realization and 
change of production processes and facilities. In princi-
ple, therefore, good product and process decompositions 
are likely to simplify greatly subsequent process change, 
process development and ongoing process improvement. 
In as complex a case as 14/15 global production facility 
development, however, it was observed that practical 
realities mean that it is difficult to quantify propagated 
effects of decisions and actions taken in one engineering 
process thread on decisions and actions taken on 
associated concurrent engineering or production process 
threads. Therefore, at present the 14/15 consortium can 
neither communicate nor reason in a readily measured 
way about the effects of such a propagation. It follows 
that, at least to some extent, they can only make a 
'leap of faith' when designing and implementing new 
product and production process decomposition. Tn 
short, any major change is likely to be associated with 
significant short- and long-term risks. A natural and 
likely actual outcome is conservatism, resistance to 
change and very limited realization of potential benefits. 
Regarding the latter point, in spite of a standardization 
agreement on 14/15 engine components, it remains the 
case that 'as is' engineering processes deployed by the 
consortium are fairly conventional, costly, long lead 
time affairs that are not designed: 
(a) to be readily reinstantiated in order to 'roll out' the 
next phase 14/15 production plant; 
(b) to cope with late product, process or plant change; 
(c) to cope with uncertain, yet-to-be-determined global 
needs. 
3 METHOD FOR MODELLING MULTIPLE 
PROCESSES AND PROCESS DEPENDENCIES 
The Engineering and Physical Sciences Research 
Council (EPSRC) has funded research at Loughborough 
Proc. Instn Mech. Engrs Vol. 217 ParI 8: J. Engineering Manufacture 
University that has created and used various multi-
perspective models of the engineering and production 
processes resourced by 14/15 business partners [1]. As 
successive 14/15 process modelling studies were carried 
out, a new approach to multi-process modelling 
(MPM) was conceived. Furthermore, its use has been 
tested and developed during follow-up research study. 
Essentially, the MPM method lends 'structure' to the 
use of state-of-the-art enterprise modelling concepts 
and tools. That structure 'organizes': 
(a) the ongoing capture of a coherent and semantically 
'rich picture' of dependent processes in such a way 
that key dependencies can be explicitly represented 
during process lifetimes; 
(b) the reuse of multiple coherent views of multiple-
process models and their modelled dependencies 
for different enterprise engineering purposes. 
Literature review and previous experience of the authors 
showed that no pre-existing multi process modelling 
method (and supporting software toolset) was available 
to satisfy these requirements. Consequently, the MPM 
method was conceived. Method design and development 
has centred on an enhanced use of CIMOSA modelling 
concepts [2], which were found to provide a suitable 
backbone of representational primitives. Table I 
describes the state of development of the MPM at 
the time of writing, but method developments are 
ongoing. 
Early stages of MPM method development focused on 
the capture of a pool of static data, which incorporated 
various views of multiple processes so that alternative 
uses of the information pool could be promoted [in this 
context the term 'static' indicates that cngineering 
process model capture was focused on representing 
relatively enduring process entities and entity relation-
ships, this being centred on the normal flow of engineer-
ing activity carried out. Such a focus of attention is 
distinct from that of modelling dynamic (short-term) 
properties of engineering processes such as when model-
ling specific activity states and state transitions required 
to make a particular engineering decision]. A selected 
base of CIMOSA enterprise modelling and reference 
architecture concepts was found to provide suitable 
formalisms: 
(a) to decompose complex systems (of processes) into 
subsystems (or many largely self-standing sub-
processes) that can be analysed independently; 
(b) during later stages of analysis and project engineer-
ing, to recompose subsystems into a collective 
whole. 
More specifically, MPM builds upon the use of four 
types of diagramming template specified within the 
CIMOSA function view, namely context diagrams, 
interaction diagrams, structure diagrams and activity 
diagrams. This set of CTMOSA diagramming concepts 
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to Table 1 Overview of the multiprocess modelling (MPM) method :;: 
~ 
0 
~ Modelling techniques and tools deployed to 
@ Outline description of modelling activities needed at Method and concepts used to 'structure' modelling represent and analyse modelled entities and their 
~ each main step of modelling method activities and multiple process representations interrelationships 
R 
.. Stage 1: elicit 'as is' process data Elicit and record multiple understandings about A developed approach to documenting alternative Various paper-based sketches of CIMOSA-
'" 8 from engineering partners current business processes deployed by the views of multiple business processes; held either confonnant 'domain processes'. 'business 
w engineering partners, with the aim of developing a within the heads of people responsible for processes' and 'enterprise activities' are developed ~ unified set of process representations that different process segments or previously recorded to facilitate knowledge elicitation and 
collectively form a static pool of enterprise in company documents. Structured interviews multiprocess documentation, leading to the j knowledge that can be reused for various (which constitute an integral part of the approach) population of many modelling templates purposes are organized with reference to the need to 
populate four kinds of CIMOSA diagramming Q template 
Stage 2: create and validate 'static Reuse of elicited data to populate and validate Static views captured and populated in conformance A structured approach to the use of combined cl 
views' (or representations) of multiple 'static views' of 'as is' business processes with CIMOSA diagramming templates needed to Powerpoint and VISIO (general-purpose 0:: 
'as is' processes that collectively and coherently provide a encode 'enterprise requirements'. Thus, presentation software) was developed to facilitate 0 
'semantically rich picture' of relatively enduring fragmented process views, at multiple levels of the generation of graphical (non-computer- Cl 
'" 
enterprise entities and their interrelationships that abstraction, are organized into 'context', executable) representations of 'as is' static model .... 
can be reused by different enterprise personnel in 'interaction', 'structure' and 'activity' modelling views, based on the semi-structure use of ~ support of their various roles templates pertaining to both partnership CIMOSA-conformant modelling constructs. Use enterprises and individual partner businesses. for this purpose of various specialist commercial Cl Individual and collective validity of the views is tools (such as FIRST STEP. MO'GO and t:l rechecked with appropriate personnel METIS) was considered but not adopted ~ Stage 3: develop and validate Selected aspects of the static representations of ' as is' Various general CIMOSA modelling concepts At the time of writing, more than ten modelling 
dynamic models pertaining to processes are recoded into computer-executable (pertaining to derivation, generation and studies have, for different purposes, generated ~ focused aspects of 'as is' models with the capability of simulating process instantiation) were used to focus and structure alternative dynamic models using the ithink processes operation and behaviour from some perspective dynamic model generation, However, use of these modelling tool [41. by receding selected entities fJl and thereby providing new insights into 'as is ' concepts and associated CIMOSA decomposition and entity relationships previously coded by the 
process design, process resourcing and process principles needed to be translated into an static base data. This yields computer-executable I ~ operation. Initial dynamic model analysis and alternative set of modelling concepts that could be models that, via the application of numerical development is focused on model validation with practically implemented using a selected dynamic integration techniques, simulate and display ~ subsequent analysis to identify possible systems modelling tool metricated dynamic behaviour in various constraints arising from 'as is' practice programmable and interactive forms i l:: Stage 4: develop and validate Based on knowledge of 'as is' process properties Use of CIMOSA and causal loop modelling Causal loop diagramming techniques and the ithink ~ dynamic,models of focused (static and dynamic), new business process concepts help structure 'to be' scenario systems dynamic tool are used to visualize and !l' aspects of possible 'to be' scenarios are developed and are run under generation. Use of CIMOSA enterprise activity simulate causal effects and the operation of 
'" 11 processes simulation. This provides metricated analysis of and functional entity concepts help structure various candidate 'to be' scenarios. This enables ~ < alternative process designs, attributions of process resourcing activity. These and new conceptual thinking and focused simulation of !'- resources to process elements and process modelling concepts needed to be mapped onto possible 'to be' behaviour and metricated ~ operations modelling concepts and constructs made available performance measurement made relative to 'as is' .. ~ :>:l 
~ by the selected dynamic systems modelling tool benchmarks 0 
!!' Stage 5: focused deployment and One important potential use of 'as is' and 'to be' CIMOSA decomposition principles, and The i-Flow worldlow management tool [3] was @ 
,.. use of static and dynamic static and dynamic process models is to manage particularly its instantiation, enterprise activity J selected to operationalize focused worldlow co 
'" 
process models to control and control worldlows. At this stage of the functional entity, information object and aspects of the 'as is' and 'to be' process models fJl 
•l actual workftows modelling method, selected model fragments enterprise event modelling concepts, are used previously captured, validated and analysed (previously captured and validated) are receded partially to structure the reuse of previously coded 0 
" so that they can be executed (in a suitable process knowledge into recoded forms (namely •.. 
workflow tool). This anows computer-executable control flows and data flows) that need to be ~ g . models to be linked to the actual process and its enacted by the set of modelling constructs 
'" 
resource entities provided by the selected worldlow tool 
a 
'" ..... • w 
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and graphical modelling constructs provided effective 
means of structuring the capture and representation of 
multiple and coherent static views of 14/15 engineering 
process attributes at all needed levels of abstraction. 
Context diagrams are used to organize process models 
into interrelated CIMOSA-conformant and non-
CIMOSA-conformant domains, the former being 
domains of concern tha t need to be modelled (using 
Cl MO SA and other modelling constructs) in confor-
mance with the new modelling method. Context dia-
grams are decomposed as required into more detailed 
(lower-level) context diagrams until core processes (so-
called 'domain processes') of concern are identified. 
Domain processes are then treated essentially as inde-
pendent processes that exist in order to contribute to 
domain objectives and deliver quantifiable benefits. 
Domain process interactions are normally modelled in 
terms of the exchange of information, human resource 
and/or physical resources where such an exchange is 
triggered by specified events. This set of ideas was also 
found to offer suitable means of attaching business 
metrics. 
Interaction among subdomain processes is represented 
by interaction diagrams which also model the exchange 
of results and resources tha t is triggered by events. 
Subdomain processes work together and interact with 
one another to fulfil the purpose of a domain process. 
Subdomain processes can be further decomposed into 
so-called 'business processes' and 'enterprise activities'. 
CIMOSA business processes are similar to domain 
processes in that they concatenate enterprise activities 
and have well-defined inputs and outputs. However, 
whereas domain processes can be triggered by only an 
event, business processes need to be jointly triggered by 
an event and a call from a domain process. Business 
process specifications also need an ending status to be 
defined. Enterprise activities are used to represent 
elementary function units of a CIM OSA domain. Enter-
prise activities exist to transform inputs into outputs, and 
they require informational and physical (i.e. human, 
machine and IT system) resources to realize their 
function. 
Dependencies between business process and enterprise 
activities comprising a single domain process (and its 
subprocesses) are encoded by structure diagrams and 
activity diagrams. Structure diagrams are used formally 
to attribute relatively enduring (or static) organizational 
relationships that couple the business processes and 
enterprise activities of a domain process. Activity dia-
grams, on the other hand, are deployed formally to 
attribute relatively short-lived descriptions of precedence 
links between business processes and enterprise activ-
ities. Typically, therefore, a structure diagram might be 
used to specify long-term heterarchical or hierarchical 
relationships, while an activity diagram might be used 
to define the order of execution of a set of enterprise 
activities. The status of precedence links (which may be 
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specified in terms of designated process conditions, 
actions and events) can determine and/or modify the 
order in which activities are carried out during process 
execution. 
The diagramming templates were found to provide an 
effective and practical way of developing mid- to long-
term views of 14/15 dependencies that couple complex 
groupings of processes, activities and resources. The 
resultant static model, coded graphically by many related 
template model fragments, can be followed from top to 
bottom. Thereby, it can represent and communicate 
multiple pictures of dependent processes in a coherent, 
step-by-step manner at different levels of abstraction. 
The well-defined and well-structured a pproach of 
CIMOSA proved capable of elaborating a holistic (but 
static) picture of 14/15 that cuts through much of the 
complexity that previously had inhibited collective 
understanding and the coherent development and 
description of more focused concerns within a well-
defined common context. The capture and subsequent 
use of a static data pool describing 14/15 engineering 
processes has proven effective in identifying, visualizing 
and communicating the purpose of activities and pro-
cesses and possible roles tha t might be played by different 
resource groupings. On the other hand, use of the 
diagramming templates alone does not provide qualita-
tive means of exercising 'what if thinking. Nor do they 
directly encode certain real-time working concerns, 
such as about how individuals or dependent processes 
might alternatively behave in response to changes in 
process inputs, process flows, operating conditions and 
so forth. 
I! was observed that the 14/15 consortium needed 
improved multiprocess modelling and decision-making 
capabilities in order to (a) gain new in sights into current 
process designs, process resourcing and process opera-
tion and (b) realize metricated analysis of possible 
alternative scenarios discovered under (a). Therefore, 
stages 3 and 4 of the MPM method (see Table I) were 
designed and developed to complement earlier stages of 
modelling. Here, it was decided that MPM development 
should be based on the combined use of: 
(a) CIMOSA model generation, instantiation and deri-
vation principles applied to the static data pool; 
(b) dynamic 'systems thinking' and the selective use of 
modelling concepts and mechanisms previously 
developed by Forrester et al. [3]. 
Systems thinking concepts were adopted because they 
naturally support the process of generating clear 
mental pictures about complex systems. They provide 
means of understanding the effect and strength of 
cause and effect relationships that otherwise may not 
be readily apparent. When they were used in combina-
tion, CIMOSA modelling and 'qualitative' and 'quanti-
tative' versions of systems thinking concepts and 
computer tools were found to provide effective means 
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of developing and reusing computer simulation models 
that draw from a pre-established pool of relevant 
information about dependent processes. 
Many different software tools could usefully have been 
selected and used to simulate the dynamic behaviour of 
alternative process designs and configurations and 
thereby to lend support for stages 3 and 4 of the model-
ling method. However, modelling method development 
was focused on enabling an effective use of the dynamic 
systems thinking tool ithink. The strength of this 
particular tool was perceived to lie in its ability to help 
visualize process behaviour and process dependencies 
in a way that can unify views and concerns of different 
stakeholders. Being essentially a tool for solving sets of 
differential equations that describe interrelated physical 
process behaviour, it provides excellent behaviour 
simulation capabilities at an aggregated level. It was 
found that a developed use of the tool can provide 
effective support for hypothesis and new policy testing 
associated with 'could be' and 'to be' multiprocess 
scenarios. However, the tool was found to have limited 
ability to support detailed aspects of process and 
human and IT system design, and hence there was also 
an observed need to develop the use of other commercial 
simulation tools within the context of the MPM method. 
Other needed [4/15 decision-making concerns were 
observed that related to: 
(a) the specification and development of human and 
machine systems, with capabilities, capacities and 
qualities to resource 'as is' and 'to be' engincering 
process designs; 
(b) the specification, management and control of actual 
instances of [4/[5 engineering workflows. 
Much of the previous MSI modelling research reported 
in the literature has centred on (a). In this respect, 
previous [4/[5 modelling studies have sought to deter-
mine how the introduction of a new generation of 
component-based engine assembly machines would 
impact on future [4/[5 engineering processes [1]. With 
respect to (b), improved engineering workflow manage-
ment and control of [4/15 project work was needed to 
reduce the impact of overly long machine design and 
build lead-times, and the impact of late change to 
machine designs on machine engineering processes 
carried out by vendor partners. To address this, and 
similar workflow management and control problems, 
the multi process modelling method was further extended 
as outlined in Table I. At a fifth stage of modelling, 
C[MOSA concepts related to model instantiation were 
used to lend structure to the capture and description of 
workfiow models that can be enacted by an 'off the 
shelf workflow management tool, namely the i-Flow™ 
tool [4]. 
Process enactment tools other than i-Flow could also 
have been chosen. However, the i-Flow tool was perceived 
to possess well-developed capabilities of achieving 
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distributed management and control, based on the use 
ofInternet-enabled systems integration services. [n parti-
cular, it provides capabilities needed to achieve runtime 
connectivity between distributed processes, and particu-
larly engineering processes used by [4/15 vendor partners 
to design and make engine assembly machines. The i-Flow 
tool is a distributed client server, web-enabled, workflow 
application development tool that was designed to 
manage coordination aspects of business processes. It 
provides a set of modelling constructs designed to 
represent and enact representations of certain aspects of 
enterprise activities, relationships linking activities, 
attributes of personnel assigned to activities, the order in 
which process steps should take place and relevant data 
needed for each process step. Thereby, processes can be 
designed using i-Flow templates which are used to define 
properties of a sequence of i-Flow activity nodes and 
behaviour nodes, having some defined finality. Specified 
nodes can then manage and control real processes and 
their resources using Internet-enabled services. 
4 ILLUSTRATIVE USE OF MPM 
It is only practical within journal publication constraints 
briefly to illustrate a few of the modelling steps and 
model views that can be usefully generated and reused 
when using the new multiprocess modelling method. 
The following subsections are designed to illustrate the 
concepts in action, rather than to provide a comprehen-
sive picture of results achieved from [4/15 process 
modelling or to illustrate the magnitude of modelling 
efforts involved when using the MPM method. 
4.1 Sample static models of 14/15 engineering processes 
A sample use of the four types of static modelling 
template is illustrated by Figs 4 to 8. The sample is 
taken from a much larger set of templates used to 
model dependent engineering processes used currently 
to design and manufacture engine assembly production 
machines. Each templa te is essentially a fragment of 
the complete model of [4/15 engineering processes and 
represents selected aspects of that model graphically in 
terms of CIMOSA-defined standard modelling con-
structs. The CIMOSA graphical modelling constructs 
made available are illustrated in template keys. Attribu-
ted labels and text descriptions particularize the use of 
these standard constructs. 
Figures 4 and 5 are two examples of the use of context 
diagrams. Figure 4 illustrates the overall project domain 
for the New Engine Project. One domain process of 
concern within this overall project domain comprised 
an organized set of engineering activities that collectively 
lead to the production/assembly of machines. When 
modelling, this set of engineering activities became 
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known as the produce engine assembly machine (PEAM) 
domain process. This domain process is shown in the 
context diagram illustrated in Fig. 5. The figure shows 
that the PEAM domain process was itself decomposed 
into subdomains related to concerns of customers, 
machine builders, component builders and technology 
vendors. Models of these subdomains needed to interact 
according to attributed CIMOSA rules. It was deter-
mined that 14/15 modelling studies related to the 
PEAM domain process only required detailed modelling 
of customer, machine builder and component builder 
subdomains. When creating CIMOSA models, these 
subdomains were treated as dependent domain pro-
cesses. This means that it was assumed that the tech-
nology vendor subdomain was sufficiently decoupled 
from consortia decision making (and therefore other 
subdomain processes) that it was not necessary to 
carry out detailed modelling of technology vendor 
activities. 
A sample interaction diagram is shown in Fig. 6. This 
graphically represents interactions between dependent 
domain processes specified previously by templates 
shown in Figs 4 and 5. In the case of modelling 14/15 
engineering processes, mUltiple instances of multi level 
sets of interaction diagrams needed to be produced in 
order to define sufficiently well the interactions that 
occur between the various end-user customers, machine 
builders and machine component vendors involved in 
14/15 engineering projects. The modelled interactions 
are those necessary to achieve interworking between 
domain process and subdomain processes, so that 
collective domain objectives are achieved. 
Figure 7 shows a sample structure diagram. This 
fragment of the overall static model identifies, structures 
and organizes the business processes and enterprise 
activities that collectively comprise a single domain 
process, in this case those activities for which machine 
builder I is responsible. In this case the modelled 
domain process comprises a structured grouping of 
business processes (namely concept design, design 
review, detailed design, etc.) which in turn comprise sub-
business process (for example 'concept design' comprises 
'station layout' and 'advance planning') and enterprise 
activities (these being listed in Fig. 7 with reference to 
parent business processes). After 'organizing' business 
processes (BPs) and enterprise activities (EAs) in this 
way, they can be further structured in accordance with 
the MPM method by attributing a sequence to them. 
Such a sequence is designated graphically by means of 
arrow-headed lines indicating those BPs and EAs that 
follow each other. In the 14/15 engineering process 
modelling studies, the use of structure diagrams was 
found to be powerful and effective, providing a technique 
for coding up, validating and visualizing process infor-
mation elicited from 14/15 partners. 
The use of Cl MO SA activity-diagrams was also found 
to be highly effective. Figure 8 shows a sample 14/15 
B)4502 iD IMechE 2003 
activity diagram. This represents flows associated with 
some of the EAs and BPs specified in Fig. 7. 
Very many CIMOSA diagramming templates needed 
to be created to facilitate the holistic, albeit static, repre-
sentation of dependent 14/15 engineering processes. To 
capture knowledge required to model 14/15 processes, 
approximately 4 man months work was carried out to 
extract information from company experts and their 
documentations. Furthermore, I man month was 
required to structure the information in CIMOSA-
compliant templates, and another man month for 
consistency checking and validating the models in 
consultation with the collaborators' engineers. This 
constituted a considerable modelling effort (of the 
order of 6 man months work), partly because, at the 
time when the static model was captured, no sufficiently 
comprehensive and conveniently available computer 
modelling tool was available to support multi process 
model development, documentation and change. Some 
(mainly) research prototype tools had previously been 
created for such a purpose, but all available alternatives 
considered were found to have technical or practical 
limitations. Therefore, general-purpose graphical model-
ling software is being developed for this purpose. 
In spite of the effort involved, the process of eliciting, 
validating, visualizing and updating the static pool of 
templated multiple-process data has proven effective. It 
has provided a rich and coherent source of data about 
a number of interrelated 14/15 engineering processes. 
The data pool has been reused and developed in a 
series of modelling studies that serve various purposes. 
4.2 Sample dynamic simulation model 
During stages 3 and 4 of the multi process (MPM) mod-
elling method, an underlying purpose of modelling is a 
better understanding of the nature of domain processes 
and their interdependencies from viewpoints of con-
cerned parties. These new understandings should lead 
during stage 3 to a measured assessment of the effective-
ness of current practice, and in stage 4 to assessments of 
benefits and risks of alternative practice. Specific 14/15 
engineering process modelling studies carried out by 
MS1 personnel confirmed the complex and time depen-
dent nature of process dependencies, showing how deci-
sions made and action taken by a responsible party in 
one segment (or subdomain) of a domain process can 
significantly influence the magnitude and distribution 
of costs and lead-times associated with partner roles in 
engine assembly machine design and build projects. 
This exemplified the need for a multi process simulation 
capability. To satisfy that need, new simulationmethods 
were developed on the basis of the combined use of 
CIMOSA and systems thinking concepts. 
The static data pool (coded via CIMOSA graphical 
templates) provides source knowledge about how current 
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Fig, 8 Activity diagram for Company X product design engineering (Admin/Doc/Commission) 
sequences of I4/I5 engineering activities require resources, 
information flows, control flows and material flows in 
order for them to generate suitable process outputs. 
Also coded within that data pool are trigger event and 
ending statuses that call and terminate process inter-
actions. However, cause and effect model concepts and 
graphical modelling primitives used to model systems in 
ithink require quite distinctive ways of visualizing and 
representing processes and, in particular, are centred on 
multiple differential equation solving to exhibit complex 
system behaviour. Systems thinking does not define 
specific process semantics such as domain processes, 
business processes, enterprise activities, ctc. Nor does it 
enforce CIMOSA decomposition rules such as a need 
for separated modelling of process requirements and 
resource and related system solutions. Rather, it facilitates 
the use of very general modelling constructs, including 
variables, links, loops, stocks and flows. The ithillk mod-
elling tool olTers three levels of modelling abstraction to 
support the efforts of model users and model developers. 
It follows that CIMOSA and systems thinking concepts 
are complementary, but that high levels of skill and 
human intuition are needed to convert information 
coded into the static data pool into elTective simulation 
814502 © IMechE 2003 
models and dependency scenarios that can be executed 
using the ithink tool. 
Figure 9 shows an example process segment repre· 
sented at the interface layer of the ithink tool, which 
corresponds to a part of the 14/15 process represented 
by the activity diagram of Fig. 8. This layer of modelling 
is designed to provide a high-level view, suitable for 
senior managers or middle managers who may have 
financial responsibility for sanctioning process and 
systems engineering projects. 
Figure 10 shows a sample of enterprise activities and 
their relationships described at the ithink model con-
struction layer. This model segment details a segment 
of BP222 (sce Figs 7 to 9 related to the 'as is' concept 
design sector of the machine design and build process 
deployed by machine vendor I). The purpose of the 
model construction layer is to facilitate the roles of 
system and process modellers as they build, run and 
develop alternative dynamic models. 
Consider a segment of the 'as is' subdomain process, 
product design engineering, specified previously by the 
activity diagram in Fig. 8. This model segment concerns 
three business processes, i.e. concept design BP222, 
design review BP223 and detailed design BP224. This 
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Fig.9 Sector frames and bundled flow and bundled connectors, representing business processes at the 
interface layer 
model segment is also part of a wider-scope domain 
process that was previously modeHed at the interface 
layer of the ithink tool. Figures 10 and 11 show model 
fragments representing some of the concept design 
BP222 enterprise activities. Model segments like this 
can be executed (using dynamic simulation techniques 
based on numerical integration) by the ithink tool, 
thereby enabling dynamic behaviour to be predicted 
and analysed, However, a process is only generated 
when a coherent' group of activities is concatenated. 
Therefore, there arises a need to formalize the concatena-
tion of activities so that inputs and outputs can be passed 
between them, Two ways of achieving this were devel-
oped. An example snapshot of how activities are 
concatenated is shown in Fig, 11. 
The ithink tool does not provide means to enact a 
process, in the sense that it cannot link to, and interact 
with, the real-world system it models. However, it does 
provide means to predict the behaviour of modelled 
processes, providing various ways of interacting wilh 
process model developers wishing to analyse and com-
pare the behaviour of alternative process designs. 
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Figure 12 shows a sample of simulation results obtained 
when executing the models shown in Figs 10 and 11. 
Various simulation parameters can be adjusted, and 
ithink provides a so-called flight simulator to aHow 
process and systems designers to interact effectively 
with dynamic simulations. 
The ithink simulation models of 14/15 engineering 
processes have proven very effective. They have helped 
both academic and industrial partners to learn a bout 
and communicate mUltidisciplinary behavioural aspects 
of 'as is', 'could be' and '10 be' processes. By so doing, 
they have helped to specify requirements of related 
human, machine and IT systems. 
4.3 Example use of process models to control actual 
workflows 
Suppose, following stages 3 and 4 of modelling, a case for 
process improvement has been made and a suitable 
project budget has been agreed. Depending on the 
nature of the needed process change, alternative uses 
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can be made of the new process understandings coded by 
the static data pool and by 'as is', 'could be' and 'to be' 
simulation models. Importantly, aspects of these 
multi process models can be used to inform the design 
of (new or changed) human and IT systems, so that 
modified enterprise activities or activity relationships 
can be appropriately resourced. In the case of 14/15 
process engineering projects, many new and old 
distributed systems (comprising people, IT systems and 
manufacturing machines) were needed to organize and 
realize the many complex engineering activities carried 
out by the business partners. Common types of needed 
process change included: 
(a) the introduction of new systems, 
(b) the replacement of existing systems, 
(c) improvement to the integrated operation of existing 
and/or new systems. 
Stage 5 of the multiprocess modelling method was 
conceived and developed primarily to satisfy process 
change cases of type (c). Here, concept and tool develop-
ment was centred on the use of the commercially 
available workflow management tool i_Flow™. This 
B14$02 ([') IMechE 2003 
was capable of enacting process models so that a pro-
grammable coordination structure could be flexibly 
imposed around the real execution of multiple IT 
systems; i.e. the i-Flow workflow management tool 
would provide a groupware mechanism. Previous 
commercial use of this particular workflow management 
tool had been confined mainly to financial and related 
business application areas. However, one thread of 
MSI research investigated the potential new application 
of this tool in manufacturing and engineering domains. 
Because their intended purpose and scope of use are 
different, naturally there are marked differences between 
the modelling constructs and modelling templates 
available during CIMOSA, ithink and i-Flow modelling 
of processes. Therefore, the MPM method needed to 
ensure that their capabilities are used coherently, thereby 
enabling multiple uses (and reuses) of encoded knowl-
edge during the lifetime of multiple, dependent processes. 
Here, it was observed that i-Flow modelling templates 
and constructs can be used effectively to model workflow 
aspects of either domain processes or business processes. 
However, they needed to be triggered in accordance with 
CIMOSA rules. Therefore, for example, when an i-Flow 
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template is initiated by another i-Flow template, the 
initiated template must be a business process. 
Figure 13 illustrates a snapshot of an i-Flow template 
that was created from knowledge previously encoded 
into Figs 8 and 11. The i-Flow tool provides three user 
interface 'panes', name]y: 
(a) an 'exploded drawing pane' (right-hand side of Fig. 
13); 
(b) a 'browser pane' (top left of Fig. 13) which lists 
templates, processes and activities that may be 
sorted or filtered on the basis ofa number of criteria; 
(c) a thumbnail view (bottom left of Fig. 13) which 
shows the 'context' of the exploded view. 
Above the start node there is a horizontal bar containing 
different types of node icon, i.e. activity node, condi-
tional node, control flow node, etc. Selection aud joining 
of these nodes results in simple or complex activity 
sequences. i-Flow defines templates as being reusable 
process definitions. They contain the entire structure of 
a process. However, they are not active. Rather, they 
are static entities used to define common process proper-
ties and behaviour (including the standard ordering of 
Proc. Insln Mech. Engrs Vol. 217 Put B: J. Engineering Manufacture 
activities). They also provide a static view of links 
between activities and their associated information and 
human resources. 
Therefore, i-Flow templates can re-encode some of the 
information previously defined using CIMOSA templates 
into a form that leads to process enactment. i-Flow uses 
the Java Script language to define rules that can: define 
local variables, import/export data variables, do simple 
arithmetic functions, delay process initiation or condition-
ally start a process. Various timers and em ailing facilities 
may be used to exert time control over processes. 
Process designers can use a number of node types to 
represent processes. Those types can be grouped into 
two categories: activity nodes and behaviour nodes. 
These nodes may be used in various ways to model 
aspects of enterprise activities previously coded within 
CIMOSA templates. In particular, they allow dynamic 
aspects of processes to be detailed in such a way that 
process model execution can be linked to real groupings 
of activities carried out by human and IT systems. 
As an example, consider the concept design process, 
which was one of the 14/15 business processes previously 
modelled by using both CIMOSA templates and the 
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Fig.12 Simulation result of check anomalies activity 
'''ink dynamic systems simulation tool. Suppose now 
lat this CIMOSA business process needs to be 
~modelled using an i-Flow template, so that aspects of 
lstances of the actual operation of the concept design 
rocess (and its elemental enterprise activities and the 
mctioning of its contributor human and IT systems) 
an be coordinated more effectively than has previously 
een achieved at the site of a vendor of engine produc-
on machines. Figure 14 illustrates how the constituent 
ctivities of this process are modelled by i-Flow activity 
odes and behavioural nodes. 
If there are different types of enterprise activity, all 
a ve to be modelled by the same i-Flow activity node 
lOdelling construct. However, the state of these nodes 
In be colour coded by the i-Flow tool. When a node is 
eing designed, it is coloured teal, but it changes colour 
lr different states such as accepted, declined, suspended, 
Ic. Roles to which enterprise activities are assigned can 
e shown in an apparent upper field. i-FlolI' roles consist 
f a list of resources that come under a category and 
'here each resource item listed has the capability of 
erforming the enterprise activity. By such means, 
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enterprise activities may be assigned to a specific 
person, department or organization. 
Figure 15 illustrates how i-Flow was used to model 
activity nodes and behaviour nodes of the concept 
design business process in a templated fashion. When 
all templated activities have been defined, the templates 
can be stored as a static model. To work with the tem-
plate, an instant of that template needs to be generated. 
The i-Flow tool considers a process to be dynamic enact-
ments of template instances that provide a real time link 
betwcen a 'designed process' and a 'real process'. When a 
process instance is generated, the system clock starts 
ticking for this process, and the first activity becomes 
active and is assigned to the designated assignee. Four 
types of user interface are provided here for stereotypical 
roles of development manager, new process?, task 
manager and server administrator. 
For the present example, when the concept design 
template is saved, its name and a unique identifier 
a ppears in the browser pane. When an instance of this 
template is created, a process becomes active. This is 
indicated via colouring, as illustrated by Fig. 16. The 
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Fig. 13 Snapshot of i-Flow software tool, showing the general environment and a template being designed 
status of a process (and its activities) is monitored via the 
Development Manager user interface: designated colour 
schemes (green, blue and yellow) inform process owners 
about specific activity states. i-Floll' allows multiple pro-
cesses and activities to run concurrently, Whenever a new 
process is instantiated from a template, it appears as an 
active process in the organizer pane. 
5 OBSERVATIONS AND CONCLUSIONS 
The foregoing discussion ServeS to illustrate the high 
levels of complexity involved when engineering signifi-
cant product and process change. This is particularly 
true when multiple companies collaborate in order to 
influence and/or dominate product markets worldwide, 
Improved understanding about the nature and operation 
of product-realizing processes, which typically will need 
to cross conventiona1 organizational boundaries, can 
illuminate the likely propagated impact of different 
types of change (e,g. product, process, resource, 
change, etc,) on the interests of concerned stakeholders 
(manufacturers, vendors, engineers, managers, etc,). 
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Experience gained when seeking better to understand 
14/15 product, process and machine engineering work 
of a global consortium has demonstrated the importance 
of being able to reason about multiple threads of activity 
(Le, multiple processes) and about dependency links that 
couple these threads, By being able to reason about these 
dependent threads from various viewpoints of concern to 
stakeholders, it becomes possible to predict: 
(a) benefits and risks associated with new ways of 
achieving the same ends, 
(b) how the adoption of these new ways will impact on 
the provision (lead time, cost and quality) of engin-
eering functions, 
This set of observations formed the basis of a rationale 
for developing a new multi process modelling (MPM) 
method which seeks to systemize the collective use of 
best-in-class available enterprise modelling concepts 
and tools, Key features of the developed method have 
been described, as was the rationale for choosing a 
five-step approach that unifies the use of different kinds 
of modelling template and modelling construct through 
different life phases of process engineering projects. 
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Fig. 14 Defining template properties 
The purpose of the first two steps of the MPM method is 
to 'cut through' problem complexity issues and to 
develop a well-decomposed, well-defined set of static 
process models that can be reused. Currently, these two 
stages of model development are only supported by 
limited capability modelling tools, but new capabilities 
are being sought so that process model sets can be 
captured and modified more effectively and quickly 
and with increased guarantee of modelling coherence. 
The third and fourth stages of the MPM method are 
centred on the use of a multiprocess simulation capabil-
ity. Here, causal relationships are modelled in both 
qualitative and quantitative forms. This leads to 
computer-executable models that can predict likely 
benefits, cost and risks associated with various types of 
product and process change. Here, the simulation 
models need to be recoded on the basis of the reuse 
of process understanding previously coded using 
CIMOSA templates and modelling constructs. Although 
this recoding process has proven complex and time 
consuming, collectively the CIMOSA templates can 
provide a context for more focused process simulation 
work and much of the base data needed to model 
814502 CO IMechE 2003 
alternative multi process arrangements with sufficient 
clarity and accuracy. In the case of 14/15 engineering 
process simulation work, this has informed the design 
of new processes that: 
(a) reduce lead times and costs associated with changing 
engine assembly machine designs; 
(b) more effectively attribute human teams to groupings 
of engineering activities; 
(c) attribute benefits and risks associated with engineer-
ing component based engine assembly machines and 
production lines; 
(d) specify design and make activity sets that can be man-
aged and controlled effectively via workflow tools. 
The fifth stage of the MPM method is centred on facili-
tating the use of a commercial workflow tool, particu-
larly in support of coordinating multipartner, 
multi process engineering activity carried out by vendors 
of engine assembly machines. Once again, significant 
complexity was found to arise when using the tool to 
transform base static data into computer models that 
can be enacted. The MPM method helped systemize 
this process, and thereby enabled detailed process 
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Fig. 16 Active concept design process as shown in the Development Manager interface 
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modelling and process enactment with a broader and 
well-defined context of enterprise needs. 
Ongoing research in MSI seeks to develop and deploy 
the MPM method further. This will deliver new results 
for 14/15 partners and provide further case study findings 
that will be used to test capabilities and qualities of 
the method. One such avenue of testing will seek to deter-
mine the extent to which and the ease with which depen-
dency types can be adequately represented and reused. 
As new case study work is carried out, alternative 
commercially available modelling tools will be selected 
and their systematic reuse facilitated. Where necessary, 
prototype modelling tools will be created that help 
maintain coherence between multipleprocess models 
and/or semi-automate the process of creating, storing 
814502 (e IMechE 2003 
and changing modelled templates during their useful 
lifetime. 
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Human Soul 
Apparently some of the most important works on the subject of soul are from al-Kindi (d.c. 866), 
al-Farabi (870-950), lbn Sina (980-1037), al-Ghazzali (1058-1111) and lbn Rushd (1126-1198) 
(Sources: [www.muslimphilosophy.com]. [Shams C. Inati, _] and [Khurshid, 2000]). Unless 
otherwise stated, here "soul" is referred to, by these authors, as terrestrial soul. 
"Soul does not resemble other bodies in limitation or in accepting division. It is not an accident 
rather an essence and can produce consciousness or intelligence. Human soul is indivisible and it 
does not occupy space. It exists in itself, is not impressed upon body, and is neither connected 
with nor disconnected from it" [Mysteries of Soul, al-Ghazzali][Interpreted by: Sabbir A 
Rahman, 1997]. Soul is form for a body and gives peifection to it both in tenns of giving it 
identification, and ability to carrying out its basic functions. The soul in its lowest stage when 
relating to a body is the plant soul, which is called vegetative spirit. This is a primary perfection 
for an organic natural body inasmuch as this body can take nourishment, grow and reproduce. 
This gives form to the plant body as well as power to grow. This stage of soul is equally shared in 
animals. Vegetative spirit develops into animal spirit when it is related to animals, which is a 
primary perfection for an organic natural body inasmuch as this body has sensation and 
movement through will. This not only gives the power to grow and form to the body but also 
produces in them sensations and locomotive power. Two types of sensations may be identified; 
internal senses and external senses. According to lbn Rushd [The Human Soul, Interpreted by 
Joseph Kenny] five types of external senses can be identified i.e. taste, touch, smell, hearing and 
sight. No further external sense may be identified, as that will be useless for an animate. 
Similarly, lbn Sina [The Human Soul, Interpreted by Joseph Kenny] describes like five external 
senses five internal senses may also be identified i.e. the common sense, imagination, estimative 
power, representational power, and memory. However, philosophers including lbn Rushd 
identify only three internal senses: common sense, imagination, and memory. They include 
estimative power and representational power as part of imagination. 
The animal spirit further develops in the case of rational beings and is termed as rational soul or 
psychic spirit, which is defined as a primary perfection for an organic natural body inasmuch as 
this body can act by rational choice and grasp the universals. lbn-Sina [Notes and Observations 
on Natural Science, Interpreted by: Joseph Kenny], [The Human Soul, Interpreted by: Joseph 
Kenny] divides rational soul into practical intellect and theoretical intellect. The practical 
intellect seeks knowledge in order to act in accordance with the good in its individual body, its 
family and its state. It must, therefore, know the principles for properly managing the body, the 
family and the state, that is, ethics, home management and politics. The practical intellect is the 
rational soul turning its face down-ward. The theoretical intellect is the rational soul with its face 
Appendix-C: Human Soul 
upward. The practical intellect looks up to the theoretical one and moves its body accordingly. In 
'al-Shifa' [Source: The Human Soul, Interpreted by: Joseph Kenny] Ibn-Sina divides theoretical 
intellect into five types: material intellect, intellect in act, habitual intellect, perfected or acquired 
intellect and Agent Intellect. Material intellect resembles a blank slate that has the capability of 
grasping intelligible forms. Intellect in act makes judgements; habitual intellect knows self-
evident first principles and what drives from them. Perfected or acquired intellect is the one, 
which is the outcome of the activity of intellect in act. Ibn-Sina identifies Agent Intellect 
differently in his different works. 
Ibn-Rushd carried to an extreme Aristotle's thought on the human soul. From his work on soul 
three stages can be discerned [The Human Soul, Interpreted by Joseph Kenney]. Infirst stage he 
describes that intelligible forms have two aspects: formal aspects and material aspects. Formal 
aspects are unique and eternal while, and material aspects are those by which they can be 
received by many men. He says body can receive only bodily forms not intelligible forms. 
Intellect cannot receive intelligible forms because an intellect as intellect must be in act. 
Therefore, it is soul that permits one to receive intelligible forms, and among the powers of the 
soul, precisely imaginary forms. This preparation of the imagination is the "material intellect", in 
its existence, but not in its receptiveness. He further describes that material intellect on receiving 
intelligible forms changes to habitual intellect. When man is conscious of intelligible forms 
habitual intellect becomes to the intellect in act. The Agent Intellect actualises the material 
intellect; it is also called the "acquired intellect" when material intellect is in union or contact 
with it. 
At the second stage he says, since Agent Intellect and Material Intellect are incorruptible and 
eternal, and since imagination is corruptible, the acquired or speculative intellect is corruptible 
with all its individual knowledge. He rejects in this stage that material intellect is the preparation 
of the imagination. 
The third stage, Ibn-Rushd explains that the material intellect has no physical passivity, but that 
it can receive intelligible forms. He rejects that preparation to receive exists in the human soul, 
and he says that it should be in a subject of the same genus as the intelligible forms, that is, in a 
separated substance. But, as other commentators say, a separated substance is not in itself of the 
same nature as this preparation, but it is in so far as it is in contact with man. It is clear that 
material intellect is composed of this preparation in us and of the intellect which is in contact 
with this preparation. It is the prepared intellect and not the intellect in act, in so far as it is in 
contact with it. It is an intellect in act in so far as it is not in contact with this preparation. And 
this intellect is exactly the Agent Intellect. Thus, there is no need to posit a passive or Material 
Intellect distinct from the Agent Intellect which is unique for all of humanity. 
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Al-Farabi asserts even though soul is of different parts it is a unity with all its parts working for 
one final end, namely happiness. The author also holds this view that different parts of a soul are 
in fact its aspects, these aspects seem to show up when soul differs step by step from vegetative 
soul to human soul. These aspects of soul should have a bearerlbome type of relationship among 
them, as otherwise unity is insensible. A summary of soul aspects is shown in shown in Figure-
Cl. 
Now the question arises, what relation does this preliminary research have with notions about 
process? The answer is simple if process needs to be thinking and cooperative i.e. if it needs to be 
considered as animate then we need to understand about animate entities that can think and 
cooperate. As the final perfection of soul is in humans, then a process that is conceptualised as an 
animate abstract entity should have the properties of prepared intellect and agent intellect, which 
is the highest degree of soul known. The relationship of this stratum with process body will be of 
bearer-borne type. 
~~~~] 
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part ial analysis) Accredition 
2 Marketing Information Recruit Prospect Public Relation Potential Student Database Questionna ire, Potential Student File (data), 
Produced Students (send Blank Forms etc Enquiry File (Yellow File), 
application forms Admission Exam Subscription 
to students) (Red File) 
3 Potential Student File (data), Apply for Prospect I Student Potential Student File (data), Related Forms Applicants Information, Grade 
Enquiry File (Yellow File), Admission Applicant Enquiry File (Yellow File), 
Admission Exam Subscription Admission Exam Subscription 
(Red File) (Red File) 
4 Applicants Infonnation, Evaluate Public Relation Applicants Information, Grade Automatic Pass Automatic Pass Applicants 
Grade produced Applicants Document (when Registration (status I Automatic 
necessary) Pass ') & List, 
Admission Exam Applicants 
(status 'Admission Exa m') 
&List 
Appelldix-H 
No. Event Enterprise Active Resources Used-Passive Resources Processed-Passive Output 
Activity Resources 
5 Automatic Pass Applicants Appraisal to Public Relation Automatic Pass Applicants Appraisal Forms Appraisal for Enrolment 
School for quick Registration (status 'Automatic 
Enrolment Pass') & List 
6 Appraisal for Enrolment Evaluation by School Appraisal for Enrol.ment, Related FomlS Failed for Interview Applicants 
produce School for quick Applicants Information, List, Approved for lnterview 
Enrolment Approved Applicant List Applicants List, Applicant 
(Admission Exam) needing Exam 
7 Failed for Interview Prepare Reject ion School Failed for Interview Applicants Letterhead Pads Rejection Letters 
Applicants Letters List, Failed Applicant List 
(Admission Exam), Failed After 
lntcrvicw 
8 Rejection Letters typed Send Rejection School Appl icants In formation Rejection Letters Rejection Letters Sent 
Letters to Failed 
Stndents 
9 Approved for Interview Interview School Approved for Interview --- Approved Applicants List from 
Applicants Approved Applicants List Interview, Waitl isted 
Applicants Applicants, Failed Applicants 
List from Interview 
10 Approved Applica nts list from Update Approved School Waitlisted Applicants Approved Final List of Approved 
Interview, Waitlisted Applicant List Applicants List Applicants 
Appel/dix-H 
No. Event Enterprise Active Resources Used-Passive Resources Processed-Passive Output 
Activity Resources 
Applicants produced from Interview 
11 Final List of Approved Update Application School Final List of Approved --- Admitled Students Registration 
Applicants produced Program Status and Applicants (status 'Admitted'), Inscription 
Request for Payment Amount 
Payment 
12 Admitted Students Pay Enrolment Public Relation Admitted Students Registration Payment Forms etc Inscription Receipt 
Registration (status Deposits (status ' Admitted'), Inscription 
'Admitted') Payment Amount 
13 Inscription Received Pay Enrolment Receipt Inscription Receipt, Admitted --- Students List with status 
Deposi ts Students Registration, Students "inscription payment received", 
List with the status "inscription Students List with the status 
payment not received" "inscription payment not 
received" 
14 Students List with status Appraisa l to Admit Receipt Students List with status Related FomlS List of Students "to be 
"inscription payment Applicant "inscription payment received". matriculated" 
received" 
15 List of Students "to be Update Application School List of Students "to be Application List of Students 
matriculated" Program & matriculated" Program, Related "Matriculated", Student fi le 
Request Students Forms Documents, Request Students 
to Submit Personal for sending transcripts, Request 
Appel/dix-H 
No. Event Enterprise Active Resources Used-Pass ive Resources Processed-Passive Output 
Activity Resources 
Documents Scholarly Services for opening 
(Transcripts) fi le 
16 Request Students for sending Send Student Students Request Students for sending --- Student Documents 
transcripts Personal transcripts (Transcripts) sent to Scholarly 
Documents Services 
17 Student Documents Open File in Scholarly Services Personal Documents, List of Blank Fom, File Opened and Maintained 
(Transcrip ts) sent to Scholarly Scholarly Services Students Matriculated, File 
Services request, Student File Documents 
18 Admission Exam Applicants Inform Students to Public Relation Admission Exam Applicants --- Admission Exam Charges 
List produced, Applicants pay for Exam & List, Applicants needing Exam Informed 
needing Exam List produced Apply Discounts List, Available Di scount 
Charges 
19 Admission Exam Charges Payment of Snldents Admission Exam Charges Payment Form Admission Exam Receipt 
Informed Admission Exam 
20 Admission Exam Receipt Verify Payment & Receipt Admission Exam Receipt Application Status Changed to "Received" 
Change Status & Program 
Permission of 
Exam 
21 Status Changed to " Received" Take Exam Snldent Status Changed to " Received", Exam Book Applicant 's Recognition Paper, 
Admission Exam Receipt, Admission Exam (Completed) 
Appelldix-H 
No. Event Enterprise Active Resources Used-Passive Resources Processed-Passive Output 
Activity Resources 
Student Academic Memorial, Complete Application File 
Admission Exam, Public 
Relation Inquest, Student I.D. 
22 Admission Exam Completed Evaluate & Provide Public Relation Admission Exam Completed, --- Applicant Final Note 
Grades (Note) Completed Application Fi le 
23 Applicant Final Note Receive Grades Public Re lation Applicant Final Note --- Approved Applicant List 
(Admission Exam), Failed 
Applicant List (Admission 
Exam) 
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User Requirements 
I Level-' Level-' 
Inew 
1softwaco 2 3 3 
, In so.twace 2 3 
I "n lhe woO< 3 3 
I 3 2 
Inl"n, I 
I I I , 
I I 
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~I 
~I 
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11 
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Capabilites of Available Resources 
I I 
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I I i 
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I making 
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Useo' 
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Figure-H3: User Role Requirements and Provisions 
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Difference of Capabilites Available and Capabilites Requ ired for Level -1 
I Person·1 
I 110 choose correcl software 0 0 
I I , In software 
~dapI new I "n Ihe wor1< ., 0 
Oral I ., ·2 
No en, I ., ., ·1 
I I ., 
I ., 0 ., 
lule' "eamlng ·2 ·1 
·2 ·2 0 
letwor1< wor1<lng ., ., ·1 0 
·2 ., ., ·1 0 
I I making ., 0 ·2 ., 
Open ·2 ., ., ·1 ·1 
·1 0 0 
., 
·1 ., ·1 
~ · 1 ·1 ·1 I ·2 ., ., , , 
~ ., 1 0 ., Emalt 0 
"em, ., ., 
0 ., 
; 
; , syslem 1 
I ., , ., ., 
., ., ., 
; ; 
·2 ·2 ·1 
Cummulative Shortcomings, Over Capabilites, & Number of Matched Capabilites 
Person-1 Person-2 Person·3 Person-4 Person·S Person-6 Person·1 
Cummulative Shortcomin s ·21 ·7 ·17 ·17 ·17 ·21 ·16 
Cummulative Over Capabilites 5 4 2 5 5 1 5 
No of Matched Capabililes 8 17 ' 2 9 9 9 ' 2 
Final Rating 
Rating 21 & 171 51 
Figure-H4: Role Matching and Rating for L 1 Role 
Difference of Capabilites Available and Capabilites Required for Level-2 
I Pmon·' 
ili ,to choose 
I ·2 
I ., ·2 
~ I , ., ., .1 I I ., ., . , .. I ,will 11 ·2 ·2 ., · 2 ., 
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·2 ·2 
lu~k leamlng ., 
~lIi I , , 
;pen 
·2 ., ., ., ·2 
., 0 
~reports ., ·1 ., 0 ·1 ., ., 
'ublic I j ., ., 0 ., 
., ., 0 0 ., 
I system 0 0 0 
·2 ·2 ·2 
~I 
Cummulative Shortcomings, Over capabilites, & Number of Matched capabilites 
pe"~ Pe" on·3 Person·" 
-
·20 ·22 -29 
·'9 
'I 
No of H 9 4 '3 
Final Rating 
Rallng I 2 1 'I 'I ' 6 
Figure·H5: Role Matching and Rating for l2 Role 
Difference of Capabilites Available and Capabilites Required for Level-3 
I P." 
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Cummulative Shortcomings, Over Capabilites, & Number of Matched Capabilites 
Person·1 Person-2 Person-3 Person-4 Person-S Person-6 Person-7 
Cummulative Shortcomin s -n -4 -9 -a -a -n -a 
Cummulalive Over Ca abililes '4 20 13 '5 13 10 '6 
No of Matched Capabililes 9 6 '0 9 '0 6 8 
Figure-H6: Role Matching and Rating for L3 Role 
Expert Requirements 
Ke!. I I ,Level 
52 5 
45 ask I 5 5 
I 5 
55 5 
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I I of rules and 
splril 5 
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64 I 5 
58 eam, 5 
60 :lIenls relallons 
ral 5 5 
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Capabil ites of Available Human Resources 
Ref. I I Karla Lauro Lui. Foblola 
52 ~tivily 
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I 3 4 
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I 4 3 3 4 
'and, , I 3 3 5 
motionall Ui 4 4 4 
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Figure-H7: Expert Role Requirements 
Difference of Available and Required capabilites 
Ref. Functions Importance Karla l aura Luis Fernando Fabiola 
52 Creativity ., ·2 ·2 ·2 ·3 
45 Task Management 0 ·2 ·1 ·2 ., 
49 ResPOnsibilitv 0 0 ·2 ·2 ., 
55 Res t of others 0 ., ·2 0 ., 
42 Autonomy 0 0 ·1 0 ·3 
43 Following of rules and procedures 0 ·2 ·2 ·2 ·2 
56 Team woriling spirit ., ·2 ·2 ., ·2 
54 Abstraction and simplification 0 ·2 ·2 0 ·2 
64 Emotional Intell' ence ·3 ., ·1 ., ., 
58 Team conductin 5 ·2 ·2 ·1 ·2 ·2 
60 Clients relations 0 ·3 ·1 ., ·3 
57 Oral communication · 3 ., ·3 ·3 ·2 
50 Open mindedness ·2 ·2 ·1 ·2 ·1 
53 Structuring and Reducling ., ·2 ·2 ·3 ·2 
59 Stress resistance ·2 ·2 ·1 ., ., 
46 Information transmission · 2 ., ·2 ·3 ·1 
44 Or anisalion 0 ·2 ·2 ., 0 
5' Ada lability ·2 ., ·3 ·2 0 
48 Delegation 0 ·2 ·2 ., ·1 
47 Decision makin ·2 0 ·3 0 ·3 
Cummulative Shortcomings, Over Capabil ites, & No. of Matched Capabilites 
Ka,'a Lau,a is Fabioia 
·30 ·32 
j 0 0 
f Ma'chec 5 
~<a"ng 3 2 15 5 20 '0 
Final Rating 
Rating I 5 3 4 2 
Figure·H8: Expert Selection 
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Figure-H9 : Technical Bond Role Requirements and Provisions 
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Figure·H10: Most Capable Individual for Technical Bond Selection 



