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Abstract
Measures of monetary shocks commonly give rise to the puzzling result where
a monetary tightening has an expansionary effect. A possible reason is that agents
may believe that monetary shocks contain information regarding the central bank’s
assessment of the economic environment (Nakamura and Steinsson, 2018). Under
this hypothesis, the estimated response to monetary policy shocks would contain
two conflating effects: the actual effect of monetary policy and the reaction of pri-
vate agents to the newly acquired information. This paper overcomes this problem
by extracting a novel series of monetary shocks using text analysis methods on
central bank documents. The resulting text-based variables contain the informa-
tional content from changes in the policy rate. Thus, they can be used to extract
exogenous changes in monetary policy that are orthogonal to any central bank infor-
mation. Using this information-free measure of monetary policy shocks reveals that
a monetary tightening is not expansionary, even when estimated on more recent
periods.
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When estimated on recent periods, many of the conventional monetary policy shock
(MPS) measures obtained via SVAR analysis, narrative methods or, more recently, high-
frequency approaches show puzzling results where a monetary tightening has expansionary
effects (Barakchian and Crowe, 2013; Miranda-Agrippino and Ricco, 2017). Assuming that
these methodologies successfully isolate exogenous movements in the policy rate, Naka-
mura and Steinsson (2018) argue that private agents could still face a signal extraction
problem, which gives rise to the so-called information channel. For example, suppose
private agents interpreted an exogenous increase in the policy rate to signal an improving
economy. In that case, production could increase and unemployment decrease, leading
to an expansionary effect after a policy tightening (Romer and Romer, 2000; Nakamura
and Steinsson, 2018). Hence, the results of MPS, even if econometrically exogenous, de-
pend on whether private agents believe that they carry information on the central bank’s
assessment of the economy (Ramey, 2018).
This paper derives a new monetary policy ”text shock”1 series that addresses the infor-
mation channel problem by using natural language processing techniques on central bank
documents. After every policy meeting, the federal open market committee (FOMC) pub-
lishes so-called minutes to explain their policy decisions to the public. Quantifying the
information within these minutes captures the explanations of policy decisions. There-
fore, it is a direct proxy for the signal extraction problem facing private agents, deciding
whether a surprise move in the policy rate is due to superior central bank information or
genuinely exogenous.
To extract macroeconomic information within the FOMC minutes, I use a directional
sentiment approach. More precisely, I construct three so-called dictionaries containing
keywords that describe output, inflation and unemployment, respectively. These keywords
are then counted for every sentence. Similarly, I adopt a directional-term dictionary with
words such as ”increase” or ”decrease”. Combining the directional-term count with the
keyword counts allows assessing how much was talked about the three economic variables
in question and in which direction.
I then regress the central banks’ policy rate on the textual information from the FOMC
to obtain the monetary policy shock series. Interpreting the FOMC minutes as the private
agents’ information set on monetary policy decisions, anything that is not explained by
the text measures is a surprise move in the policy rate, which can be interpreted as MPS
to private agents.2 This is similar to the seminal work by Romer and Romer (2004), who
1In a recent article that I was not previously aware of, Handlan (2021) calls her shock series ”text
shocks” as well. While both shocks are derived using text analysis, they are not the same.
2This is a necessary assumption. Assume the central bank does not have information beyond what
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use Greenbook3 forecasts to free the policy rate from anticipatory movements. However,
these forecasts are not available to the public at the time of policy setting. Thus, even
if regressing the target rate on central bank forecasts produced exogenous shocks in the
econometric sense, these shocks would only coincide with private agent monetary policy
shocks if the central bank and the private agents had the same information set (Ramey,
2018).
This paper focuses on resolving the information channel problem by controlling for
the private agent information set. Nevertheless, for the shock series to be exogenous, it
cannot be anticipated by the central bank. Suppose the central bank had information
that private agents do not and acted on it. Then the estimated effect of monetary policy
comprises the causal effect and the realisation of the economic developments the fed
foresaw (Romer and Romer, 2004). To show that the central bank does not anticipate
the new shock series, I regress the text shock series on the forecast variables contained
with the FOMC Greenbook. None of the forecasts is significant, and hence, the new
shock series is exogenous to the central bank’s information set. This also implies that the
FOMC reveals much of its information in the minutes and that the language processing
tools applied can extract data from text.
I use the newly identified shock series as an instrument in a local projection instrumen-
tal variable approach (LP-IV) to produce impulse response functions (IRFs) (Jordà et al.,
2015). The empirical IRFs of output and employment are back in line with standard mon-
etary theory. That is, a monetary tightening leads to an economic contraction. Contrary
to conventional shock measures, this holds even for recent time periods, excluding the
volatile Volcker period pre-1983. I obtain comparatively large results where a monetary
policy shock leading to a one percentage point increase in the federal funds rate decreases
industrial production by approximately 4.5% at its trough. Similarly, unemployment
increases by up to 0.8% per cent.
I also show that the more rigorous conduct of monetary policy is a possible explanation
for why conventional shock measures used to obtain theory-consistent results when esti-
mated on earlier time periods but not when confronted with more recent data. Contrary
to other shock series that are only available from the 1990s, the new text shock series
allows studying earlier periods. Analysing earlier periods reveals that monetary policy
was less systematic in earlier periods and that differentiating between the central bank
is contained in the FOMC minutes, but private agents believed otherwise. Then the shock series would
still be contaminated with what private agents infer from the movement in the policy rate even though
there was no actual information revealed.
3The Greenbook contains macroeconomic forecasts published internally by FOMC staff members one
week before every meeting.
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and private agent information set was less important. Indeed, comparing the text shock
to the Romer and Romer (2004) narrative shock shows that the IRFs of the new shock,
estimated on 1983–2007, are similar to what Romer and Romer (2004) found for their
time period, 1969–1996. Therefore, the information channel appears to have become more
important in recent years resulting in misleading results of conventional shock measures.
Literature This paper contributes to several strands of literature. Firstly, methodolog-
ically, this paper is most similar to Hansen and McMahon (2016) and a recent working
paper by Handlan (2021). Both articles analyse FOMC statements using topic modelling
and neural networks, respectively, to analyse the effect of forward guidance on macroeco-
nomic aggregates. Focusing on FOMC minutes instead, I am able to derive a longer shock
series dating back to 1969 and study why previous shock measures led to theory consistent
results when estimated for earlier but not when estimated for more recent periods.
Furthermore, although in recent years topic modelling (Blei et al., 2003) has become
the almost default for analysing textual data in economics (Hansen and McMahon, 2016;
Hansen et al., 2018; Dybowski and Adämmer, 2018; Mueller and Rauh, 2018), I show
that the appropriate way to analyse texts depends very much on the task at hand. Using
simple text analysis methods can be powerful when the economic information to look for in
texts is already known and where the underlying text source is technical. The latter point
means that technical documents are explicit about their language such that, for example,
”inflation” always implies that the document is talking about inflation. This simplifies
text analysis since taking account of textual context through more advanced techniques
becomes less critical. This transparent approach can therefore be easily adapted for other
empirical research beyond monetary policy shocks.
Second, to take account of the possible signal that policy changes entail, the derivation
of MPS has shifted from controlling for the central bank’s information set (e.g. Romer
and Romer, 2004) to controlling for the information set of private agents (e.g. Gertler
and Karadi, 2015). So far, all studies controlling for the private agent information set
rely on high-frequency data of federal funds futures. However, Miranda-Agrippino and
Ricco (2017) show that high-frequency identified shocks are anticipated by the central
bank and, therefore, not exogenous. Two recent papers have sought to solve this prob-
lem. Jarociński and Karadi (2020) use sign restrictions to differentiate between an in-
formation and a ”true” monetary policy shock. Wolf (2020) has recently cautioned that
the minimal requirement where only the shock of interest can satisfy sign restrictions is
not sufficient when a linear combination of other shocks might lead to the same results.
Miranda-Agrippino and Ricco (2017) regress changes in federal funds futures (private
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sector information set) on Greenbook forecasts (central bank information set). However,
as pointed out before, this only yields valid exogenous shocks when the private agents’
information is the same as the central bank’s information set. This paper can be seen
as an alternative, testing whether different assumptions, no sign restrictions, and solely
using a private-sector information set can lead to similar results.
Third, there is an ongoing debate in empirical macroeconomics on using local pro-
jection or SVAR techniques. Plagborg-Møller and Wolf (2021) have shown that both
methods produce the same IRFs in population with an unrestricted lag structure. Using
LP-IV methods, I obtain large real effects of monetary policy compared to two other
recent SVAR based studies by Miranda-Agrippino and Ricco (2017), and Jarociński and
Karadi (2020). Nevertheless, these larger results from an LP-IV approach become very
similar when estimating the effects in an SVAR framework as in Miranda-Agrippino and
Ricco (2017) and Jarociński and Karadi (2020). This is related to the fact that differences
in empirical studies on the effect of monetary policy can be due to varying methodologies,
a point which was made theoretically in Wolf (2020).
Outline Section 2 discusses the data sources with a particular focus on the unstructured
data of FOMC minutes. The third section describes the derivation of the new monetary
policy text shock series. This contains the methodology of obtaining the text-based mea-
sures. Fourth, impulse response studies show the effects of the new shock series. The fifth
section presents several robustness checks, and the final section concludes.
2. Data
This section describes the data used in the empirical analysis to derive a new monetary
policy shock measure. One of the novel parts of this paper is that it combines structured
(quantitative) and unstructured (textual) data for 1969−2007. I first report the structured
data sources and then focus in greater detail on the description of the FOMC minutes
and the pre-processing steps conducted for text analysis.
The structured data for the main analysis is obtained from Romer and Romer (2004)
and Coibion et al. (2017). The central bank’s policy rate in the form of the intended
funds rate series stems directly from Romer and Romer (2004) for 1969 − 1996 and was
extended up until 2007 by Coibion et al. (2017). For comparability, I use the data on
output, inflation and unemployment from the Romer and Romer (2004) data set. To check
whether the new text shock series is forecastable, I use macroeconomic forecast variables
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on unemployment, output and inflation from the FOMC Greenbook.4 Additionally, I draw
on the FRED monthly data set of the Federal Reserve Bank St. Louis to obtain a large
set of macroeconomic variables for a second forecastability check.5 All FOMC related
data (intended funds rate, Greenbook, and minutes) are at the frequency of meetings.
Leaving the target rate aside, the critical data source for this paper is the minutes of the
FOMC meetings. The information from these texts acts as a proxy for the private agents’
information set. FOMC minutes are roughly structured in four parts (Jegadeesh and Wu,
2017). The first part is administrative and contains information on who participated in
the meeting and previous policy actions. The second part reviews the go-around session
during FOMC meetings where central bankers present their prepared statements on the
economic situation. The second part is augmented by information on the FOMC members’
discussion of the current economic environment and their projections. The final section
contains policy decisions, their rationalization and potentially, discussions on future policy
actions.
One caveat of using FOMC minutes rather than FOMC statements is their publication
lag. From 1967−1976, FOMC minutes (then called Record of Policy Actions) were released
90 days after each meeting. Starting in 1976, they were published a few days after the
subsequent meeting, and since 1993, the FOMC minutes are published after three weeks.
This time lag means that the source of information is not available to the public at the
time of the decision making of the FOMC. Hence, using FOMC minutes is only a proxy to
the signal extraction problem of private agents, albeit an improved one compared to the
Greenbook data, which is published with a five-year lag. Furthermore, given that we are
interested in the effect on slow-moving macro variables, FOMC minutes are still a good
proxy for the signal extraction problem and the information available to private agents
despite their time lag of three weeks.
FOMC statements, which are a short document on the policy decision published im-
mediately after each meeting, are not used in the analysis because they were started only
in 1994, making comparisons to earlier periods impossible. An extension of this paper
could combine FOMC statements with a federal funds shadow rate (rather than the tar-
get rate) or high-frequency movements of federal funds futures to derive monetary policy
shocks for more recent periods, including the zero lower bound period.
The FOMC meeting documents are directly scraped from the website of the federal
reserve and then undergo light pre-processing (described in Appendix A for the dictio-
4These variables are also kindly provided by Romer and Romer as well as Coibion.
5Code to download this data set is kindly provided by McCracken and Ng (2015).
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nary methods used in the following section.6 This pre-processing results in 360 minute
documents and a total of 35919 sentences for 1969− 2007.
3. Extracting Text Data from FOMC Minutes
This section approximates the signal extraction problem of private agents using direc-
tional sentiment analysis, a form of dictionary methods. In particular, I construct three
individual directional sentiment indices that track the monetary policy stance on output,
inflation and unemployment, and one overall sentiment measure tracking overall economic
sentiment.
3.1 Text Measure: Directional Sentiment
This subsection describes the construction of the individual directional sentiment indices.
Following this, the directional sentiment measures are illustrated graphically to show that
they track their quantitative counterparts well.
The construction of individual sentiment measures is similar to Apel and Grimaldi
(2014) but extended in three ways.7 In their simplest form, dictionary methods count the
occurrence of keywords specified in a dictionary to measure the amount of discussion about
a certain concept within a text. However, solely counting keywords such as ”inflation”
might not provide information on whether inflation increases or decreases. Suppose the
FOMC talks more about inflation whenever it is both high or low. In this case, counting
keywords would not reveal whether inflation increases or decreases. To obtain directional
text measures, Apel and Grimaldi (2014) suggest combining keywords with terms that
indicate directional sentiment. I adopt a directional term list from Hansen and McMahon
(2016) shown in Table 1 that differentiates words into groups that indicate an increase or
decrease.8 Counting the combination of these directional terms with keywords provides a
directional sentiment measure.
The first extension of the Apel and Grimaldi (2014) approach is that rather than
developing only an overall measurement of the monetary policy stance, I differentiate
between sentiment on inflation, employment and output by constructing keyword lists for
each variable. The keyword lists shown in Table 1 are constructed following Apel and
6Phone conferences are not accounted for since no minutes are published for phone calls. Similar to
Romer and Romer (2004), I also exclude the executive session of the 29th of March 1976 from my analysis.
7Appendix B provides example sentences from FOMC minutes to illustrate the algorithm.
8I thank S. Hansen for kindly providing the directional term list used in the paper Hansen and
McMahon (2016).
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Grimaldi (2014) and extended with commonly appearing words when the minutes talk
about output, inflation and unemployment.
The differentiation of the keywords allows extracting information on inflation, output
and unemployment, separately. Furthermore, it allows controlling for cases where an
”increase in unemployment” and ”an increase in employment” would both be classed as
indicating an increase even though they should be classed as going in opposite directions.
These cases can now be accounted for by interchanging the directional terms such that
increase become decrease terms (and vice versa) whenever the keywords ”unemployment”
or ”deflation” are counted.
Table 1: Dictionary Words and Directional Terms
Key-Words Directional Terms
Inflation Employment Output Increase Decrease
inflation employment output accelerate collapse
price unemployment gdp boom contract
cpi labor gnp expand cool
ppi job economic growth fast decelerate












Note: This table presents the keywords used to class a sentence as being about the topic of
inflation, output or employment. Counting the number of directional terms in every classed
sentence and subtracting the decrease from the increase terms provides a directional measure
for the sentence.
Since the minutes are economic documents, and the FOMC uses the word ”inflation”
when it talks about inflation, this simple approach is powerful. Unlike texts with more
literary acclaim, this characteristic of the FOMC minutes allows for simple identification
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of whether a sentence is about inflation or GDP growth. Furthermore, knowing the
variables we are looking for avoids the necessity for more advanced tools such as topic
models. In fact, this sentiment approach identifying sentences with keywords is similar
to a guided topic model where we know the topics in advance.
The second extension classes sentences as increase or decrease if one of the direc-
tional terms appears within the proximity of the keyword. This is different to Apel and
Grimaldi (2014) who only search for direct combinations, e.g. ”increased GDP”. In par-
ticular, I test for combinations where a directional term appears with a keyword within a
sentence.9 Compared to direct keyword directional term combinations, this will capture
more combinations and is closer to speech patterns in FOMC meetings. For example,
in many transcripts, the keyword ”unemployment” is never used directly with any direc-
tional words. When allowing for a somewhat looser measurement, however, discussions
on employment are captured again.
The final extension accounts for negations, which improve the fit of dictionary methods
when compared with human judgement (Shapiro et al., 2017). Negations are sentences
such as ”there was no increase in output”. A naive dictionary would falsely class this
sentence as increase, not accounting for the ”no” as a negator of the sentence. To control
for this, I use a list of the most common negators by Rinker (2019).
Equipped with the keywords and directional terms from Table 1 as well as negations,
the algorithm determining the directional sentiment can be outlined below. Firstly, the
algorithm goes through every sentence for each keyword and tags the sentence if the
keyword appears. To ensure consistent matching, the keywords, the directional terms
as well as the text was lemmatized. The lemmatization implies that keywords such as
”price” will also tag sentences that mention ”oil prices” or ”energy prices”.
The next step classes the tagged sentences as either increase or decrease. To do so,
all directional words within a tagged sentence are counted. This yields a total count of
terms indicating an increase and decrease for every sentence.
Thirdly, all negations within the tagged sentences are counted whenever there is an
odd (even) number of negators, the directional sentiment of the sentence flips (stays the
same).
All sentiment measures are calculated on the sentence level. For every keyword I count
how many decrease and increase terms appear in the keyword sentence and then subtract
the decrease counts from the increase counts. The result is then multiplied by plus or
9I also tested for more restricted combinations where directional terms appear four words before and
two words after the keyword. Both yield similar results. Hence, I present the more straightforward
method of counting sentence combinations.
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minus one depending on whether the number of negators in the same sentence was even
or odd. To aggregate this count to the meeting level, I sum all sentence-level sentiment
measures and divide the result by the total number of words used in the minutes for every
keyword. Dividing by the total number of words is a standardization to account for the
varying length of the minutes. This provides a sentiment measure for every keyword in
the three subgroups. To create the final index for output, inflation and employment, I
take the average over all the keywords in every subgroup.
Figure 1 compares the yearly rolling mean of each directional sentiment measure to its
quantitative counterpart from the FRED database measuring industrial production, con-
sumer price index and the unemployment rate. This reveals that the dictionary methods
capture information on these three macroeconomic variables well.10 For the comparison,
all variables are standardized.
Panel 1a juxtaposes the sentiment measure of output growth (solid-blue line) with
industrial production growth (short-dashed green line). It can be observed that the text
variable tracks the quantitative measure very closely, apart from the late-1980s, where
the dynamics briefly go in opposite directions. Note that it was unnecessary to take
the first difference of the directional sentiment measure to compare it to the growth
in output. This is intuitive since the gross domestic product or industrial production
is mostly discussed as percentage growth and rarely as its level. The directional text
measure will pick this up directly and can be interpreted as measuring the percentage
change in output rather than the overall level. Many economic studies using text analysis
employ first-differences of their text measures in regression exercises. However, since the
text variable already appears to measure changes in quantitative variables, the intuition
of taking first differences would not be immediate, showing the importance of mapping
the text to quantitative variables.
Similar observations can be made for the sentiment measure on inflation in Panel 1b,
although the two measures do not seem to follow each other as closely as the sentiment
on output and industrial production. Including more keywords in the inflation dictionary
did not improve the measure substantially. The variable used from the FRED database
is the monthly consumer price index. To obtain the inflation measure shown in Panel
1b the monthly percentage change is calculated and presented as a rolling mean. Again,
inflation is mainly discussed as a percentage rather than the level of the consumer price
index. Hence, the directional sentiment will measure inflation directly rather than the
level of the consumer price index.
10The macroeconomic data stems from the FRED database, and the codes for output, inflation and
unemployment were INDPRO, CPIAUCSL, UNRATE.
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Sentiment Unemployment Unemployment %−Point Change Unemployment
(c)
Note: This figure compares the directional sentiment measures for output, inflation and em-
ployment to their quantitative counterparts. The macroeconomic variables were obtained from
the FRED monthly data set. For ease of comparison, the graph depicts a yearly rolling mean
of the standardized variables.
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Panel 1c reveals that the measure for unemployment sentiment11 tracks the unemploy-
ment rate very well. This time, the graph includes the level of the unemployment rate
(green short-dashed line) since it is the overall level of unemployment that FOMC min-
utes discuss rather than the monthly change in the unemployment rate (red long-dashed
line). The sentiment measure does appear to track the dynamics of both quantitative
measurements closely.
3.2 Text Measure: Overall Sentiment
This subsection derives the overall economic sentiment measure to complement the indi-
vidual indices. Although it is important to leave as much variation within the monetary
shock as possible, overall economic sentiment measures have strong predictive powers
(Shapiro et al., 2017), and I include it as an additional control for economic forecasts.
To measure the stance on the overall economy, I use a dictionary approach with positive
and negative terms. Differently from the above, I do not count keyword and directional
term combinations. Instead, I count all the sentiment terms within the minutes. Since
the FOMC minutes are solely about economics, this sentiment measure is unlikely to be
measuring anything but the sentiment on economics. It can therefore be seen as an overall
sentiment measure on the economy.
Following suggestions by Shapiro et al. (2017), I combine the sentiment dictionaries
of Loughran and Mcdonald (2011) and Hu and Liu (2004) and account for negations.
These dictionaries comprise approximately 4500 negative and 1800 positive terms.12 In
every sentence, the positive and negative words are counted and then subtracted from
each other to obtain an overall sentence-level sentiment measure. Whenever the number
of negations in a sentence is odd (even), the sign of the overall sentiment is flipped. To
aggregate from the sentence to the meeting level, I sum all overall sentiment measures per
sentence and divide them by the total number of words within the respective minutes.
Figure 2 shows that the overall sentiment consistently declines before and during
recessions. The graph depicts the rolling mean of the overall economic sentiment for the
FOMC minutes of every meeting since 1970. The shaded areas are NBER recessions.
Overall sentiment starts to decline before and continues to decline further during all six
NBER recessions. This would indicate that overall sentiment is a good predictor for
recessions and that the text measure appears to extract valuable information from the
11Throughout the text, I have used a measure for employment. Here, the negative of the employment
text variable measures unemployment sentiment for ease of comparison with the unemployment rate.
12The dictionaries are available on their website as well as in the replication code provided for this
paper.
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Note: The overall sentiment of each FOMC minutes depicted as a rolling mean from 1970−2007.
The red bars indicate NBER recession.
FOMC minutes.
4. Derivation of the Monetary Policy Text Shock
The previous section empirically approximated private agents’ signal extraction problem
by constructing variables based on the information contained within central bank minutes.
These text-based variables are now used to purge the federal funds target rate from antic-
ipatory movements and information effects. I then show that the resulting MPS series is
not forecastable with private information of the central bank or factors of macroeconomic
aggregates.
4.1 Specification
This subsection specifies the derivation of the new MPS series, regressing the change in
the federal funds target rate on the text measures constructed in the previous section.
The resulting residuals are MPS - movements in the target rate unexpected by private
agents and not interpreted as signals about the economy.
Similar to Romer and Romer (2004), I estimate an empirical Taylor rule that takes
account of output, inflation, and unemployment forecasts and use the residuals as MPS.
It is not necessary to account for all the information private agents and central banks
possess at the time of the committee meeting. Instead, to study the effects of monetary
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policy on inflation, output and unemployment, it suffices to control for the information
and anticipation on these three variables (Romer and Romer, 2004). What is essential is
that the shock removes the problem of reverse causality from the output, unemployment,
and inflation forecasts (Cochrane, 2004). This is by construction since anything that
remains in the residual is orthogonal to these three variables. Additionally, this allows
for more variation in the residuals, which is helpful for identification and alleviates the
problem that monetary shocks are nowadays rare and small (Ramey, 2018).
The difference to the Romer and Romer (2004) approach is that I do not use the
central bank’s but the private agents’ information set to control for output, inflation
and unemployment. This allows accounting for the information channel. Controlling
with the central banks’ information set might produce econometrically exogenous shocks.
However, private agents who produce the data that we estimate the impulse response
functions with might interpret these movements in the target rate as new information
producing misleading impulse response functions.







To derive the new shock series, equation (1) depicts the regression of the target rate,
ff on three sentiment measures for output, inflation and employment (ys, πs, emps) as
well as the old target rate, ffb to control for mean reversion (Romer and Romer, 2004).
The remaining residual of equation (1), ε is the monetary policy shock on the frequency
of FOMC meetings.
Table 2 shows the regression results from equation (1). Again, it should be noted that
the goal was not to predict the central bank’s Taylor rule perfectly. Hence, the low fit of
roughly 37% is unsurprising. Moreover, if the text measures are good approximations for
the information set of private agents, the low fit is a good sign leaving more variation in
the error term. Additionally, repeating the same exercise but with Greenbook forecasts
instead of text measures following Romer and Romer (2004) yields a similarly low fit of
44%, indicating that the text measures capture useful information similar to quantitative
variables from the Greenbook (see Appendix D).
Analysing each explanatory variable, both sentiment on output and the overall senti-
ment measures are highly significant and positive. The positive sign would indicate that
an increase in the directional sentiment of output correlates with a positive change in
the intended federal funds rate. This is what we would expect the central bank to do to
protect the economy from overheating. Similarly, when overall sentiment increases, this
indicates a positive stance on the overall economy, and hence, the central bank would
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∗ (p < 0.1), ∗∗ (p < 0.05), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.366, N= 200
Note: This table shows the regression of the change in the intended Federal Funds rate on
sentiment measures. The resulting residual is interpreted as a monetary policy shock.
increase interest rates.
While both inflation and employment are statistically non-significant, their positive
signs can be interpreted similarly to the above. Moreover, the insignificance might be
due to some multicollinearity between the individual and the overall sentiment measure.
Indeed, repeating the above regression without the overall sentiment and only with the
directional sentiments does make the employment sentiment measure significant, hinting
at some collinearity between the overall and the directional measures (see Appendix
C). Furthermore, the results (including the later impulse response studies) without the
overall measure are similar to including it. However, explanatory power drops roughly
10 percentage points. Hence, including overall sentiment acts as an exogeneity insurance







To obtain monthly shocks, I accumulate the series and set the shock to zero for months
in which there were no meetings (Romer and Romer, 2004). Following Miranda-Agrippino
and Ricco (2017), the monthly shock series is then regressed on twelve lags (i.e. one year)
to control for autocorrelation. The new shock series, free of autocorrelation, is the residual,
MPSac resulting from regression (2).
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Text Shock Target Rate
Note: This figure compares the new shock measure (solid-blue line) to the change in the policy
instrument (dashed-green line). The comparison is on meeting-level frequency.
Figure 3 shows the resulting shock series plotted against the change in the target
federal funds rate. For illustrative reasons, Figure 3 shows the target and shock series
on the meeting level frequency to avoid plotting zeros whenever there was no meeting.
The shock series remains similar to the changes in the target rate, which is unsurprising
given an explanatory power of the empirical Taylor rule of approximately 37%. Notably,
the differences between the two series increase whenever there were comparatively large
changes in the target rate. This shows that the model does well in predicting small changes
around the policy instrument but that larger jumps will be interpreted as monetary policy
shocks.
4.2 Is the shock forecastable?
Having derived the new MPS series, it remains to show that it is exogenous and, thus,
a valid shock measure. Following Miranda-Agrippino and Ricco (2017), the exogeneity
assumption can be analysed by testing whether it is predictable (1) by the Greenbook
forecasts of the FOMC used in Romer and Romer (2004) and (2) by macroeconomic
variables from the FRED database (McCracken and Ng, 2015).
The first forecastability check regresses the shock series on the Greenbook forecasts
used in Romer and Romer (2004) and shows that there is no explanatory power. The
Greenbook forecasts can be seen as the information set of the FOMC, and thus, a corre-
lation between the shock and the forecasts might indicate that our shock series contains
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Forecasted Unemp. Rate (Current Quarter) −0.018 0.013
∗ (p < 0.1), ∗∗ (p < 0.05), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.058, N= 200
Note: The new shock series is regressed on Greenbook forecasts used in Romer and Romer
(2004). It is shown that the Greenbook variables have no explanatory power and thus, the
shock series is also orthogonal to the information set the central bank possesses at the time of
setting the new target rate.
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anticipatory movements from the central bank. Table 3, containing the regression results,
shows that none of the Greenbook forecasts is significant. Furthermore, the adjusted
R-squared is low at approximately 6%. Hence, the new shock series is orthogonal to the
information set of the central bank, which is necessary for a valid exogenous shock series
(Romer and Romer, 2004).













Lagged Controls in Logs:
Ind. Prod. (1) 0.025 0.047
Inflation (1) 0.015 0.046
Unemp. (1) −0.008 0.064
Ind. Prod. (2) −0.028 0.047
Inflation (2) −0.014 0.046
Unemp. (2) −0.020 0.063
∗ (p < 0.05), ∗∗ (p < 0.01)
Adjusted R2 = 0.059, N= 297
Note: This table shows the regression of the new shock series on factors from the FRED
monthly macroeconomic variable database from 1983− 2007.
The second forecastability check regresses the shock series on macroeconomic factors
summarising a large set of monthly variables from the FRED database. A completely
exogenous monetary policy shock should be unpredictable by any information, and re-
gressing the new shock series on the information contained within the FRED database is a
strong check for this (Miranda-Agrippino and Ricco, 2017). Nonetheless, it is to note that
the shock constructed here has to be solely exogenous to the variables in question. I follow
McCracken and Ng (2015) in summarising the variability of the whole FRED database
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using principal component analysis. The analysis suggests summarising the 123 monthly
macroeconomic variables available for 1983− 2007 into eight factors. Additionally, I add
controls that will later be used in the impulse response exercise.
Regressing the text shock on the eight components from the PCA in Table 4 reveals
that factor four is significant and hence, correlates with the new shock series. This factor
is related to different Treasuries (see Appendix F, which shows the six most important
macroeconomic variables for each of the eight factors). Nevertheless, for two reasons,
the problem of a significant factor might not be too severe. Firstly, the shock was con-
structed to be orthogonal only to the key variables - output, inflation and unemployment
- leaving as much variation from economic variables in the series as possible. Hence, it
is unsurprising that some factors have explanatory power since we did not control for
every possible macroeconomic variable. Therefore, the significance of some factors is not
problematic as long as this does not entail anticipatory movements concerning the three
key variables. Moreover, as shown before, the shock series cannot be anticipated by the
Greenbook forecasts. Secondly, the overall model only explains 5.9% and thus, has still
low explanatory power.
5. Impulse Response Functions of the New Shock
Series
This section shows that the new shock series produces IRFs in line with economic theory
for the post-1983 period. I first specify the local projection regressions used to estimate
IRFs. Following this, I present the IRFs focusing on the post-1983-period where conven-
tional MPS measures produce counter theoretical results.
LP-IV is used to estimate IRFs for two reasons. Firstly, Ramey (2016) used local pro-
jections to reveal that the Romer and Romer (2004) shock yields opposite results when
estimated on the 1983 - 2007 period as opposed to the original 1969 - 1996 period. Using
a similar methodology facilitates a direct comparison focusing on the new shock series
rather than using a different estimation technique. Secondly, the reason for extending
the Ramey (2016) methodology with an IV part is that using the new shock series as
an instrument rather than the actual shock series makes the estimation robust to mea-
surement error (Stock and Watson, 2012; Plagborg-Møller and Wolf, 2021). Additionally,
Plagborg-Møller and Wolf (2021) show that using a valid instrument allows disentangling
the fundamental shock from the potential linear combination of other shocks. Hence,
LP-IV estimates the correct (relative) IRFs even if the true monetary policy shock is
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not invertible - that is, even when the true shock cannot be recovered by lags and leads
of observable macroeconomic data (Stock and Watson, 2018; Plagborg-Møller and Wolf,
2021).
I specify local projections following Ramey (2016) but this time extending it by using
the new shock series as an instrument rather than directly in the projection. Similar to
the usual IV-estimation, the instrument has to satisfy two restrictions. Borrowing from
Stock and Watson (2018) and letting zt denote the instrument and εj the shock of interest
and ε−j all other shocks, the two restrictions are:
1. Cov(zt, εj,t) 6= 0 and Cov(zt, εj,s) = 0, ∀s 6= t.
2. Cov(zt, ε−j,s) = 0, ∀s.
Condition one states that the instrument has to be relevant, i.e. correlated with the
true shock we are after. However, the instrument has to be unrelated to any leads or lags
of the shock. The second condition can be interpreted as the exclusion restriction stating
that the instrument is not related to any other shocks and neither their lags nor their
leads.
The estimation can then be written in two steps for convenience13
ffrt = α + β1shockt + β2Controls+ vt (3)
yt+h = αh + θh ˆffrt + γhControls+ εt+h (4)
where Equation (3) is the first stage regressing the federal funds rate on the instrument
and the other exogenous control variables. The fitted values from this equation are then
used in the second stage, Equation (4). In Equation (4), y is the variable of interest such
as the log of industrial production, log of the GDP deflator, the unemployment rate or
the federal funds rate. Controls include two lags of all endogenous variables. Then, θh is
the estimate of the impulse response of the dependent variable at horizon h to a shock at
time t. The IRF is then just the point estimates at each horizon, h.
13An alternative computation to see why the LP-IV computes relative IRFs is to write the first stage as
in Equation (3) but in the second stage estimate the reduced form as yt+h = αh+θhshockt+γhControls+
εt+h. The impulse response coefficient θIVh would then be θIVh =
θh
β1
(Plagborg-Møller and Wolf, 2021;
Stock and Watson, 2018).
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5.1 Results
Having specified the local projection, we can now analyse the resulting IRFs for the post-
1983 period. Figure 4 shows the IRFs to the new text shock series in Panel 4a and to the
original Romer and Romer shock re-estimated on 1983− 2007 in Panel 4b. Both impacts
of the shock series are scaled to increase the federal fund rate by one percentage point.
The grey areas are 95% confidence intervals, and the light blue areas are 68% confidence
intervals.
Starting with the Romer and Romer shock in Panel 4b, it can be observed that in
response to a contractionary monetary policy shock, industrial production increases sig-
nificantly and starts returning to its original level after around 42 months. This is a
troubling result since we expect contractionary monetary policy actions to have contrac-
tionary effects on the economy (Romer and Romer, 2004; Ramey, 2016). Similarly, in
response to a contractionary monetary policy shock, the unemployment rate decreases.
These puzzling results have been found by others such as Ramey (2016), and Barakchian
and Crowe (2013) for the Romer and Romer shocks, and VAR identified shocks such
as in Christiano et al. (1998). More recent methods using high-frequency approaches
(Gertler and Karadi, 2015) have also been shown to lead to counter theoretical results
(Miranda-Agrippino and Ricco, 2017).
Panel 4a shows that contrary to the Romer and Romer shock, the new text shock series
produces IRFs that are back in line with economic theory. Panel 4a, top-right shows that in
response to a one percentage point increase in the federal funds rate, industrial production
declines and unemployment increases. In other words, a contractionary monetary policy
shock is again contractionary.
Indeed, the results appear similar to what Romer and Romer (2004) found for the
1969 - 1996 period (see Figure 6b) and are at the larger end to that what is found in other
studies (Miranda-Agrippino and Ricco, 2017; Jarociński and Karadi, 2020). For example,
the trough for the log of industrial production is at approximately 5%. As a comparison,
Miranda-Agrippino and Ricco (2017) and Jarociński and Karadi (2020) find lower effects
around 1.6 − 2% while for their original time-period (1969 - 1996) Romer and Romer
(2004) found a maximum trough of 4.3%. Similarly, the peak of unemployment at 0.8%
is larger than the approximately 0.2% that Miranda-Agrippino and Ricco (2017) find but
in line with previous findings by Romer and Romer (2004).
The robustness section converts this LP-IV exercise into a hybrid SVAR thereby show-
ing, that the estimates decrease close to the results found by Miranda-Agrippino and Ricco
(2017) and Jarociński and Karadi (2020). As will be discussed, this indicates that the
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(b) Romer and Romer Shock
Note: This figure shows IRFs to the new text shock series (Panel 4a) and the original Romer
and Romer shock (Panel 4b). The light grey areas are 95% and the light blue areas are 68%
confidence intervals. Standard errors are calculated using 2SLS-Newey-West standard errors.
Both shocks are identified on the 1983− 2007 period.
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larger magnitude is mainly due to the estimation method used.
Analysing the effect of monetary policy on inflation14 in the bottom-left panel of Figure
4a reveals a price puzzle that does not appear when using the Romer and Romer shock
for the same period (Figure 4b, bottom-left panel). Several studies suggest including
commodity prices to overcome the problem of price puzzles (Bernanke and Ilian, 1998;
Bernanke et al., 2005). Unfortunately, this does not alleviate the problem, and the price
puzzle remains.
Interestingly, using the original Romer and Romer shock in the here presented LP-IV
approach also reveals a price puzzle for the 1969 - 1996 period that is similar in magnitude
to Figure 4a (see Figure 6). However, in their SVAR analysis, Romer and Romer (2004)
do not find a price puzzle, which could suggest that the price puzzle found here might be
due to the LP-IV methodology used. Indeed, repeating the exercise in a hybrid SVAR
study (rather than LP-IV) does improve the prize puzzle suggesting that the differences
are due to methodology (see section 6.2).
Another possible explanation for the price puzzle might be that the text measure for
inflation is not capturing all the information on the development of prices. Table 2 in the
previous section showed that the directional sentiment on inflation is insignificant, which
could suggest that the text measure does not adequately capture all the information on
prices. Extending the dictionary on inflation with other price-related words does not
solve the price puzzle. However, given that Romer and Romer (2004), using Greenbook
forecasts on inflation similarly find a price puzzle might indicate that more price-related
information is needed to overcome the price puzzle.
Another difference can be observed in the dynamics of the federal funds rate in Figure
4. In Panel 4a, the federal funds rate becomes negative after around 25 months and then
drops to roughly offset the initial increase. A similar, though slightly lower in magnitude,
finding is presented by Miranda-Agrippino and Ricco (2017) and Jarociński and Karadi
(2020). In response to their shock measures, the one-year treasury bond rate increases on
impact and becomes negative after 12 horizons for Miranda-Agrippino and Ricco (2017)
and after 20 horizons for Jarociński and Karadi (2020). The trough is reached shortly
after that and remains at roughly negative 20% and 50%, respectively of their impact
measure of the one-year treasury bond rate.
To conclude on the central question of this paper, Figure 4 shows that controlling for
the information set of private agents rather than the information set of the central bank
14For reasons of comparability, I have used the CPI here. This could be problematic because, until the
1980s, interest rates entered directly into the index. Using personal consumption expenditure (implicit
deflator) instead does not change the results (see Appendix E).
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results in monetary policy shocks that produce IRFs that are back in line with what theory
would predict. This supports the hypothesis that the information channel is responsible
for the fact that monetary shock series that do not fully take account of the information
channel lead to counter-theory results.
Nevertheless, this also raises the question of why the information channel did not lead
to problems in earlier periods. A possible reason for this might be that approximately
until after the Volcker period, shocks were still large and monetary policy setting was not
as systematic as it is today, so that private agents did not interpret surprising changes in
the target rate as a signal extraction problem (Ramey, 2016, 2018). To test this, Appendix
D estimates the Romer and Romer (2004) shocks for the original time period as well as
for 1983 - 2007, excluding the Volcker period. Repeating the Romer and Romer (2004)
exercise for different periods reveals that the Greenbook forecasts only explain 22% of
the change in the federal funds target rate for 1969 − 1996 as compared to 44% in the
post-1983 period. The doubling in the explanatory power of the Greenbook forecasts is
evidence that monetary policy has become more systematic in recent years. Furthermore,
since the model explains more of the movements in the target rate, less volatility remains
in the error term, and MPS become smaller.
The hypothesis that pre-1983 monetary policy shocks were more similar for the central
bank and private agents than in the later period is further supported by comparing the
Romer and Romer and the new text shock series in Figure 5 (for illustration purposes,
I aggregated the shocks to quarterly frequency). Panel 5a depicts the two shock series
for the post-Volcker time-period of 1983− 2007 and Panel 5b for the original Romer and
Romer period of 1969 − 1996. It appears that the earlier shock series are more closely
related. This is further evidence that it is more important to control for the private
agent information set for more recent periods. These observations are confirmed when
calculating the correlation coefficients. For the original Romer and Romer period of 1969
- 1996, the correlation coefficient between the Romer and Romer shock and the new text
shock series is 0.828. This correlation is lower for the more recent period and estimated to
be around 0.715. Hence, it has become more important to take the information channel
into account in recent years since central bank shocks differ from private agent shocks.
6. Robustness Checks
This section executes several robustness checks showing that the new shock series is
robust to changes in the estimation period, estimation technique, and the methodology
A NEW MONETARY POLICY TEXT SHOCK 24

























Text Shock Original RR
(b)
Note: Panel 5a, 1983−2007 (post-Volcker period): Shock comparison of the Romer and Romer
shock and the new text shock series. The correlation coefficient is 0.715. Panel 5b, 1969−1996
(original Romer and Romer period): Shock comparison of the original Romer and Romer shock
to the new text shock series. The correlation coefficient is 0.828.
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of quantifying FOMC minutes.
6.1 IRFs for the original Romer and Romer Period - 1969-1996
Repeating the identification exercise above between 1969 and, 1996 show that the IRFs are
robust to changes in periods. Different to other recent monetary policy shocks (Miranda-
Agrippino and Ricco, 2017; Gertler and Karadi, 2015; Jarociński and Karadi, 2020) the
identification method presented here allows to derive shock series for earlier periods. This
is because most current methods rely on high-frequency data, which is only available from
the 1990s, whereas the FOMC minutes are available in slightly changing form since 1967
(then Minutes of Action).
Figure 6 shows the IRFs of the new text shock series in Panel 6a for 1969 - 1996 and
compares them to the original Romer and Romer shock in Panel 6b. Two observations
can be made from this comparison. Firstly, the IRFs in both panels look very similar.
The similarity indicates that the text shock identification is robust to changes in the
time period. Similar to what Romer and Romer (2004) find for 1969 − 1996, industrial
production (top-right graph) as well as unemployment (bottom-left graph) both show an
initial counter theoretical increase and decrease, respectively. After approximately five to
ten horizons, industrial production becomes negative and unemployment positive, as we
would expect. The magnitudes of the effect of a shock that increases the federal funds
rate by one percentage point appear to be similar.
Secondly, the bottom-left graphs in figure 6 show a pronounced price puzzle for both
IRFs. Adding commodity prices as controls does improve the price puzzle for the Romer
and Romer IRFs somewhat but has almost no effect on the text shock IRFs. Similar to
the discussion for the 1983 - 2007 period, a possible reason for the price puzzle with the
text shock might be that the directional sentiment measure is the only text measure that
is not significant (the directional sentiment on unemployment is significant at the 10%
level). Hence, one might need to add other information on prices to overcome this puzzle.
6.2 Estimation Methodology: Hybrid SVARs
Another question that often arises in empirical studies is whether to use a VAR or LP
estimation technique. I compare the LP-IV technique to the VAR literature by using a
hybrid VAR and endogenously including the external shock series.
Plagborg-Møller and Wolf (2021) show that the VAR equivalent of an LP-IV estimation
is to order the instrument first in a VAR. The resulting VAR model can therefore be
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(b) Romer and Romer Shock
Note: This figure shows the IRFs to the original Romer and Romer shock (Panel 6b) and the
new text shock series (Panel 6a). The light grey area is the 95% and the light blue area the 68%
confidence intervals. Standard errors are calculates using 2SLS-Newey-West standard errors.
Both shocks are identified on the 1969− 1996 period.





Fj~yt−j + ~ut (5)
where ~y contains the text shock, industrial production, inflation, unemployment, and
federal funds rate in that order, and ut are reduced form residuals. The lag length is two,
equal to the LP-IV specification.
























































Note: This figure shows the IRFs to the new shock series using two different methodologies. The
solid blue line depicts the IRFs identified using a hybrid VAR ordering the shock instrument
first. The dashed-green line is the IRFs estimated using LP-IV. Both IRFs are estimated for
the time period of 1983− 2007.
Figure 7 shows that the IRFs resulting from the hybrid VAR are consistently smaller
than the LP-IV IRFs after few horizons. The similarity for short horizons would be
expected according to Plagborg-Møller and Wolf (2021) who show that LPs and VARs
produce the same IRFs up to the maximum lag number used. After a few horizons, the
difference between the two IRFs becomes greater. The results from the hybrid VAR appear
very similar in magnitude to the findings in Miranda-Agrippino and Ricco (2017), and
Jarociński and Karadi (2020) who both use a (Proxy) SVAR approach for their estimation.
The reason for this difference in magnitude might be due to a possible persistence
of the shock measure. Alloza et al. (2019) show that due to the forward iteration in
LPs, shock persistence biases the IRF point estimates upwards even when the shock was
corrected for auto-correlation (i.e. regressing the shock on its lags). This is because by
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iterating forward, the correlation between future shock measures and the shock measure
at t affects the point estimates, and this possible correlation has not been controlled
for by regressing the shock measure at t on its lags. However, using the Box-Pierce
test for serial correlation as Alloza et al. (2019) suggest, the null hypothesis of no serial
correlation cannot be rejected (p-value = 0.177). Similarly, the results remain unchanged
when including leads of the instrument in the estimation of the IRFs with the LP-IV
approach to account for possible shock persistence. Hence, there does not seem to be
persistence in the shock measure, and the difference appears to be due to estimation
techniques.
6.3 Topic Model on FOMC Minutes
To test whether the methodology of converting textual data to quantitative variables
affects the derivation of the new shock series, I apply a correlated topic model to find
latent topics within FOMC minutes and repeat the identification exercise using these
topics instead of the directional sentiment measures.
One of the drawbacks of using a dictionary approach is that the researcher has to
determine the words for the dictionary. Overcoming this subjective input, the correlated
topic model (Blei et al., 2003; Blei and Lafferty, 2007), a so-called unsupervised machine
learning algorithm, has been developed, finding the latent topics within a text without
requiring the researcher to label the data set. I delegate the interested reader for a detailed
description of the methodology and processing steps to Appendix H and here only sketch
a brief outline to provide sufficient understanding.
A correlated topic model provides the researcher with a probabilistic topic distribution
over all FOMC meeting minutes. The only parameter that has to be provided by the
researcher is the number of topics the algorithm should look for in each document. Then,
for each of the FOMC minutes, the algorithm provides a probability of a specific topic.
For example, given that we specified a topic model with K = 10 topics, the model’s
output would be of the following form. Topic 1 appears in FOMC meeting A with 20%
probability, topic 2 with 75% and the remaining eight topics appear with low probabilities.
We observe these probabilities for each FOMC meeting and obtain a time series of topic
distributions that can control for the information contained within FOMC minutes.
The algorithm does not label the topics themselves. However, each topic contains
a probability distribution over the whole vocabulary of the text corpus (i.e. all FOMC
minutes). The probability attached to each word within a topic allows the researcher
to give intuitive labels to each topic. For example, if the word ”inflation” or ”energy
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prices” have high probabilities within topic A, then the researcher could label this topic
”inflation”. Those labels have no impact on the empirical analysis but are provided for
convenience and tentative interpretability.
Loosely speaking, a topic receives a high probability within a document when its high
probability terms appear often. This is very similar to the sentiment approach, where I
count how often a word within a dictionary appears in a text. The difference is that the
topics or word groups were found by a data-driven algorithm and not by the researcher.
On their own, the topics do not carry any directional information but rather measure how
much the FOMC talked about a particular topic. If, however, the topic of employment
increases whenever employment is high or low, we would not be able to disentangle the
direction of the topics. For this reason, I follow an approach by Hansen and McMahon
(2016) who created directional topics by counting directional words like ”increase” or
”decrease” within each topic and obtain a directional word count for each topic.
Since the algorithm does not provide the topic labels, selecting the topics to be included
in the regression exercise has to be done with another approach. Again, I follow Hansen
and McMahon (2016) and conduct a bootstrap LASSO analysis for the model selection.
The bootstrap entails repeating LASSO selection N times and keeping only those variables
that have been selected more than a certain threshold. Here, I keep all variables that are
chosen more often than 65% of the time. However, moving this threshold up or down does
not alter the results. After the selection process, I then regress the target rate change
on the selected topics and obtain the remaining residual as the monetary policy shock on
the meeting level. This shock series is cumulated to the monthly level and regressed on
twelve of its lags to control for autocorrelation. This shock series is then used in the same
LP-IV specification as shown previously to estimate IRFs.
The resulting IRFs are presented in Figure 8 and show that the identification proce-
dure is robust to the methodology used to quantify textual data. Two main observations
can result from Figure 8. Firstly, the dynamics remain similar to using directional sen-
timent measures instead of topics from a topic model. The similarity confirms that the
identification procedure is robust to the methodology used to transform textual data into
quantitative variables. Secondly, the effects of the topic shock series appear to be similar
in magnitude overall. Note that using dictionary methods above allows controlling for the
”topics” to be searched for in the text and included in the regression. The topic model
approach does not provide such a clear distinction. Hence, a selection approach for the
topics was needed. However, the selection was based on which topics best explain the
target rate. Thus, less variation was left in the error term than when one only controls
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for output, inflation, and employment, as was done above. Although more information
was purged from the target rate in this process, both the dynamics and magnitudes are
similar to the more straightforward text analysis method.


















































Note: This figure shows the IRFs to the new shock series using topics from a correlated topic
model as controls for the private agent information set. The light grey areas are 95% and
the light blue areas are 68% confidence intervals. Standard errors are calculates using 2SLS-
Newey-West standard errors. Both shocks are identified on the 1983− 2007 period.
7. Conclusion
This paper derived monetary policy shock series free from an information effect that allows
estimating IRFs consistent with monetary theory for recent periods. It was argued that
unanticipated changes in the policy rate might contain information for private agents on
the central banks’ economic projections. Not controlling for this so-called information
channel can lead to unexpected results in IRFs.
To overcome the information channel problem, this paper used natural language pro-
cessing techniques to obtain text measures of the informational content of FOMC min-
utes. FOMC minutes contain public information on discussions and policy decisions
during FOMC meetings. As such, the extraction of information from the FOMC minutes
can be interpreted as a proxy for the signal extraction problem and the private agents’
information set.
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A directional sentiment approach allows extracting the information contained within
FOMC minutes and turning the unstructured data into quantifiable variables. More
precisely, three sentiment dictionaries were constructed containing keywords to describe
output, inflation and unemployment. These keyword counts were then combined with
directional terms such as ”increase” or ”decrease” to assess the direction of the sentiment.
Furthermore, to augment this analysis, an overall sentiment measure was constructed for
each meeting minutes capturing the general sentiment on the economy.
To construct the new MPS series, changes in the target rate were regressed on the
directional and overall sentiment. Using these text measures as controls for the private
agent information set, anything not explained by these variables could be interpreted as
surprise movements in the target rate. Hence, the remaining residual of this regression
was interpreted as the new MPS.
The new MPS series is then used in an LP-IV approach to estimate IRFs. Contrary
to more conventional shock measures (Romer and Romer, 2004) and high-frequency ap-
proaches (Gertler and Karadi, 2015), the estimated IRFs produce results that are back in
line with what theory would predict. A contractionary policy shock leads to a contraction
in the economy. Namely, industrial production decreases, and unemployment goes up.
However, the price puzzle remains.
Another advantage of the new shock identification strategy is that it allows for the
analysis of earlier periods. It was shown that monetary policy was less systematic for
earlier periods, and thus, private agents interpreted surprise movements in the target rate
not as signals but as true monetary policy shocks. Hence, the information channel is less
critical for earlier time periods.
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A. Appendix: Pre-Processing of FOMC Minutes for
Dictionary Methods
Firstly, I transform all pdfs into computer-readable text and read in each meeting at the
sentence level. Secondly, the first part on administrative details is deleted for the analysis
following Jegadeesh and Wu (2017), and Boukus and Rosenberg (2006). Thirdly, I correct
for some bad read-ins due to the transformation of older pdfs to text files (for example,
”uncertain” to ”uncertain”). Fourthly, I account for contractions transforming ”don’t”
to ”do not”. This simplifies the sentiment analysis later on when allowing for negations.
Fifthly, the text is lemmatized. Lemmatization is the reduction of words to their word
stems. For example, ”going” would be reduced to ”go” or ”meetings” to ”meeting”. This
process makes it unnecessary to look for both ”inflation” and ”inflationary”. Finally, I
transform some key nouns to their acronyms whenever they were not already in this form
to ensure a consistent count of these terms. This entails transforming ”gross domestic
product” to ”GDP”, ”gross national product” to ”gnp”, ”producer price index” to ”PPI”
and ”consumer price index” to ”cpi”.15
Figure 9 shows how the length (measured in the number of sentences) of the FOMC
minutes increased over time. Particularly at the beginning of the sample, FOMC minutes
were much shorter, containing only around 50 sentences compared to roughly 150 on
average for later periods. Since the primary analysis of this paper focuses on the time
after the volatile Volcker years from 1983 − 2007, the increasing length of the FOMC
minutes appears less problematic. Figure 9 shows that the average length of the more
recent minutes was reached from the mid-1980s. Nevertheless, the varying length of the
minutes will still necessitate a normalization of the word counts in the dictionary methods
used in the next section.
15Preparing the text data for the topic model in the robustness section entails further pre-processing
steps outlined in appendix H.
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Note: This figure depicts the development of the length (measured in the
number of sentences) of FOMC minutes over time from 1969− 2007.
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B. Appendix: Sentiment Analysis Examples
Below I show several examples of the algorithm’s workings to derive the directional sen-
timent measures for inflation, unemployment and output. This is mainly for illustrative
purposes showing the advantages and disadvantages of the classification procedure.
Inflation: An example (not pre-processed) for a sentence classed to be about inflation
in the February 6. 1991 FOMC minutes:
”With oil prices lower and some added slack expected in resource utilization, the staff
projected a slowing in the pace of increases in prices and labor costs in coming quarters.”
The word ”prices”, marked in bold, tags the sentence to be about the topic of inflation.
The algorithm then searches for directional terms, which are underlined. Here, ”lower”
and ”slowing” are counted as decrease words and ”increase” as increase such that the
sentence gets classed as decrease with a count of minus one.
Output: An example (not pre-processed) for a sentence classed to be about output in
the September 21. 1976 FOMC minutes:
”One member questioned whether the strike under way in the automobile industry might
not have a significantly adverse effect on expansion in aggregate output, at least over
the near term–although others stated that in the past the bulk of output losses resulting
from major strikes had generally tended to be made up within a short period.”
The algorithm marks the sentence to be about output due to the word ”output”
appearing in the sentence. Note that the underlined term ”losses” increases the directional
term count of decrease words by one. ”Expansion” is not included in the directional term
list, only its verb forms, ”expand, expanded, expanding, expands”. This follows Hansen
and McMahon (2016). Furthermore, the emphasized negator, ”not”, flips the sign of the
sentence such that the sentence is classed as increase with a count of one. This shows some
shortcomings of this counting approach since a reader would likely class this sentence as
negative/decreasing since it is cautioned against an adverse effect.
Unemployment: An example (not pre-processed) for a sentence classed to be about
unemployment in the September 21. 1976 FOMC minutes:
Service industries continued to post large gains in employment in June; however, hiring
at retail establishments was markedly slower than earlier in the year.
The sentence above is tagged to be about ”employment”. The directional terms ”gains”
and ”slower” counteract each other such that the sentence gets a count of zero.
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C. Appendix: Shock Derivation without Overall
Sentiment
Table 5: Identification of the Text Shock without Overall Sentiment
∆ Intended Federal Funds Rate
Coefficients Standard Error
Constant −0.041 0.035





∗ (p < 0.5), ∗∗ (p < 0.01), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.237, N= 200
Note: This table shows the regression results of a change in the intended Federal Funds rate
on sentiment measures but without the overall sentiment. The resulting residual is interpreted
as a monetary policy shock.
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D. Appendix: Original Romer and Romer Shock
Identification





























Forecasted Unemp. Rate (Current Quarter) −0.048∗∗ 0.021
∗ (p < 0.1), ∗∗ (p < 0.05), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.229, N= 263
Note: This table replicates the original Romer and Romer shock identification (1969− 1996).
The intended funds rate is regressed on Greenbook forecasts. The resulting residual is inter-
preted as a monetary policy shock.
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Forecasted Unemp. Rate (Current Quarter) −0.054∗∗∗ 0.013
∗ (p < 0.1), ∗∗ (p < 0.05), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.442, N= 200
Note: This table replicates the original Romer and Romer shock identification (1983− 2007).
The intended funds rate is regressed on Greenbook forecasts. The resulting residual is inter-
preted as a monetary policy shock.
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E. Appendix: IRFs using Personal Consumption
Expenditure (PCE) 1983 - 2007




















































Note: This figure shows the IRFs to the new text shock series using PCE instead of CPI.
The light grey areas are 95% and the light blue areas are 68% confidence intervals. Standard
errors are calculates using 2SLS-Newey-West standard errors. Both shocks are identified on
the 1983− 2007 period.
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F. Appendix: Description of Factors
Table 8: Factor Description from PCA






















































S&P div yield 0.506
S&P PE ratio 0.447
UMCSENTx 0.202
W875RX1 0.115
Note: This table shows the six most important variables for each of the eight factors from
the principal component analysis of 123 macroeconomic monthly variables from the FRED
database.
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G. Appendix: Text Shock Identification 1969 - 1996










∗ (p < 0.1), ∗∗ (p < 0.05), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.195, N= 263
Note: This table shows the regression of the change in the intended Federal Funds rate on
sentiment measures. The resulting residual is interpreted as a monetary policy shock.
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H. Appendix: Correlated Topic Model
This section describes the correlated topic model used for the robustness check. A brief
description of the algorithm is provided. Then the data pre-processing is laid out in
detail. Following this, the number of topics is determined in a data-driven way. Given
this parameter (the number of topics), the topic model is estimated, and the topics are
shown. These topics are then transformed into directional topics and finally used in the
shock identification procedure.
The strategy of a correlated topic model is to assume a generative model and then
estimate the most likely parameter values from the data (Roberts et al., 2019). To describe
this assumed data generating process, I will first fix some notation and terminology.
The only observables when working with textual data are words within documents. All
documents put together make up a corpus. Following convention, let wd,n denote the nth
word in document d. The correlated topic model relies on the bag-of-words assumption,
meaning that only the word count per document is important, not their position in the
text. Hence, we can represent the corpus in a document-term matrix that contains the
number of times a unique term is used in every document. Furthermore, a topic is a
probability distribution β over all unique terms. A topic contains all unique terms of
the entire corpus, and each term has a probability attached to it though most words’
probabilities will be close to zero. The terms with the highest probability within a topic
are usually used to label topics and cluster the text. Even though a topic contains all
unique terms, it is assumed that a word within the text stems from a particular topic.
This is often referred to as a topic assignment zd,n, where n is the nth word and d the dth
document (Blei and Lafferty, 2007). Finally, the key variables for the empirical exercise
are the topic proportions, θd. Topic proportions are probability distributions over all
topics for a document, d. Thus, a topic proportion, θd, depicts the probability with which
a document is about a certain topic. Put differently, θd encapsulates the probability with
which the words in a given document, d are drawn from the topics, K. Note that following
Blei and Lafferty (2007), I use a parametrization such that η = log(θi/θK).
Having laid out the terminology, the generative process assumed to be underlying a
document will be explained following Blei and Lafferty (2007). Given a number of topics,
K, which is set by the researcher:
1. Draw β ∼ Dir(γ).
2. Draw ηd|[µ,Σ] ∼ N (µ,Σ).
3. Then for n ∈ 1, ..., Nd:
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(a) Draw a topic assignment zd,n|ηd from a Mult(f(ηd)).
(b) Given the topic assignment and the topics, draw word wd,n|zd,n, β1:K from a
Mult(βzd,n).
The generative model for a CTM varies from an LDA topic model in that it draws
the topic proportions from a multivariate Gaussian rather than a Dirichlet distribution.
This change allows the consideration of correlation between topics, which is captured in
the covariance of the Gaussian, Σ. The cost of this advancement is that the multivariate
is no longer conjugate to the multinomial, and hence, more complex sampling algorithms
have to be used for inference (Blei and Lafferty, 2007).
This paper uses a spectral initialization and a partially collapsed variational EM al-
gorithm by Roberts et al. (2016) to infer the parameters of the model from the data.16
The inference of the model relies on a trade-off that is imposed through the Dirichlet and
multinomial Gaussian priors. The trade-off is that a document is populated by as few
topics as possible and similarly, that a topic attaches high probability to a few words and
low probability to the rest.
To make the modelling assumption that only a few topics populate a document more
plausible, I follow Hansen et al. (2018) in their suggestion to estimate the topic model on
the paragraph rather than the document level. This is argued to yield better interpretable
topics for long documents since paragraphs are more likely to contain fewer topics than a
whole transcript. However, estimating the model on the paragraph level creates the diffi-
culty of aggregating the probabilities to the document level after the estimation. Hansen
et al. (2018) propose to estimate the topic model on the paragraph level and then use this
topic model to predict the topic proportions for the transcripts on the document level as
if it was new data. The approach used in this paper calculates a weighted average for the
document level. Both approaches yield similar results.
The following list best describes the pre-processing steps undertaken before estimating
a topic model:
1. Read in minutes at paragraph level.
2. Set M1, M2 and M3 to “moneyone”, “moneytwo”, “moneythree”. This avoids loosing
these terms in later pre-processing steps.
3. Identify contractions. Change e.g. ”don’t” to ”do not” or ”we’re” to ”we are”.
4. Eliminate all non-alphabetical characters and set all characters to lower-case.
5. Exclude paragraphs with less than 20 words.
16This algorithm is calculated with the stm-package in R, developed by Roberts et al. (2019)
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6. Remove common stop words. The stop-word list was kindly provided by Andrew
Wu (Jegadeesh and Wu, 2017).
7. Find Collocations. That is find words such as ”Open Market Committee” or ”Labor
market” and connect them as one. Find tri- and bigrams. That is find words such
as ”Open Market Committee” or ”Labor market” and connect them as one.
8. Write out all acronyms to count them consistently and not drop any later on. For
example, ”ppi” to ”producer price index”.
9. Lemmatize the words.
10. Remove words with less than three characters.
The critical parameter to be specified by the researcher is the number of topics. Several
measures have been suggested in the literature to choose the number of topics in a data-
driven manner. Nevertheless, there is a trade-off between the interpretability of the topics
and the fit of the model (Blei and Lafferty, 2007; Hansen et al., 2018). Measures such
as held-out-likelihood and semantic coherence versus exclusivity would suggest a number
of topics between 25-30. However, the highest interpretability is achieved with a number
of topics between 10 - 15 topics, which is also found by Jegadeesh and Wu (2017). For
tractability, I choose ten topics. However, the same results follow through even with
higher numbers of topics around 40.
Estimating the topic model results in a probability distribution over each FOMC
meeting overall topics and a probability distribution over all words within a topic. Table
10 shows the five most important words for each topic. Given these top-words, the topics
are labelled for ease of illustration.
To create directional topics, I follow Hansen and McMahon (2016) and count direc-
tional words within each paragraph, sum all positive and all negative direction words, take
the difference of the two and divide by the total number of directional words used in the
paragraph. This index is then multiplied with the topic distribution of each paragraph,
where the topic distribution acts as a weight on the index. Finally, following Hansen and
McMahon (2016) I also construct first differences of these directional topics.
As described in the main part, the topic labels are just for illustrative purposes. The
topics to be used in the shock identification have to be chosen via model selection. I
conduct a bootstrap LASSO analysis with N = 300 and choose all variables that are
selected more than 80% of the time. This threshold is chosen since there appears to be a
cut from the last variable chosen at 81% to the next variable at 73%. However, extending
the threshold to all variables that are chosen more often than, for example, 65% does not
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Table 10: Topic Labels
Label Highest Probability Terms
1. Economy business, economic, consumer, economy, market, demand, effect, continue,
financial, pressure
2. Inflation inflation, energy, labor, consumer, cost, core, food, producer, index,
compensation
3. Money Stock monetary, aggregate, economic, money, policy, broad, interest, behavior,
market, monetary aggregate
4. Debt debt, dollar, market, nonfinancial, domestic, currency, nonfinancial debt,
domestic nonfinancial, aggregate, monetary
5. Inventory inventory, sale, vehicle, motor, motor vehicle, manufacture, consumer,
production, output, retail
6. reserve restraint, pressure, directive, degree, market, acceptable, monetary,
reserve restraint, position
7. Construction construction, house, equipment, employment, business, home, sale, capital,
gain, start
8. Policy policy, inflation, risk, economic, ease, economy, pressure, market, view,
tighten
9. Trade unite, state, export, economic, unite state, foreign, trade, import, economy,
deficit
10. Bond Yield market, interest, yield, fund, long, short, balance, bond, economic, policy
Note: Topics from topic model estimated for 1983 − 2007. This table shows the ten most
important terms for each topic. The topics are labelled subjectively.
change the results and does not increase the adjusted-R2 when regressing the change in
the intended funds rate on the chosen topic measures. The resulting regression results of
the change in the target rate on the chosen topics are depicted in table 11.
From table 11 it can be seen that the model fit is slightly higher at approximately 40%
as compared to 37% when using sentiment measures. This is unsurprising since we have
chosen the topics that best describe the change in the target rate and not solely focused
on controlling for output, inflation, and employment. Again, the remaining residual
of regressing the change in the target rate on the topic measures is interpreted as the
monetary policy shock. The resulting IRFs are discussed in the main section on robustness
checks.
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Initial level of Intended Funds Rate −0.327∗∗∗ 0.062
Topic Measures:




10.Bond yield 0.123∗∗ 0.061
∆ 4.Dollar −0.055 0.056
∆ 5.Inventory −0.249∗∗∗ 0.069
∆ 6.Reserve −0.139∗∗ 0.069
∆ 8.Policy −0.140∗∗ 0.070
∗ (p < 0.1), ∗∗ (p < 0.05), ∗∗∗ (p < 0.001)
Adjusted R2 = 0.397, N= 200
Note: This table shows the regression of the change in the intended Federal Funds rate on
directional topic measures and first differences thereof. The resulting residual is interpreted as
a monetary policy shock.
