Abstract. In this paper, we propose and analyze a new parallel SOR method, the PSOR method, formulated by using domain partitioning and interprocessor data communication techniques. We prove that the PSOR method has the same asymptotic rate of convergence as the Red/Black (R/B) SOR method for the 5-point stencil on both strip and block partitions, and as the four-color (R/B/G/O) SOR method for the 9-point stencil on strip partitions. We also demonstrate the parallel performance of the PSOR method on four di erent MIMD multiprocessors (a KSR1, the Intel Delta, a Paragon and an IBM SP2). Finally, we compare the parallel performance of PSOR, R/B SOR and R/B/G/O SOR. Numerical results on the Paragon indicate that PSOR is more e cient than R/B SOR and R/B/G/O SOR in both computation and interprocessor data communication.
each subgrid into one processor, JSOR can be e ciently implemented on MIMD computers with only communicating these \boundary values" once per iteration, just like the Jacobi method (a completely parallel algorithm) implemented in parallel. JSOR is shown 21] to have a faster convergence rate than Jacobi, but slower than the original SOR method. Hence, the JSOR method is rarely used as a parallel solver of linear systems. Instead, it can be an e cient smoother for parallel multigrid methods as shown in 21] .
In this paper, with a novel use of interprocessor data communication techniques, we modify JSOR into a new parallel version of SOR by domain partitioning, and refer to it as the PSOR method. We then show that PSOR is just the SOR method applied to a reordered linear system, so that the SOR theory can be applied to the analysis of PSOR. In particular, we prove that the PSOR method has the same asymptotic rate of convergence as the Red-Black SOR (R/B SOR) method for the 5-point stencil on strip and block partitions and as the R/B/G/O SOR for 9-point stencil strip partitions. We then demonstrate the parallel performance of the PSOR method on four di erent message passing multiprocessors (a KSR1, the Intel Delta, a Paragon, and an IBM SP2) for solving a Poisson model problem. Numerical results show that PSOR is an e cient parallel version of SOR by domain decomposition.
Since the multicolor SOR method is a widely-used parallel version of SOR, we compare the parallel performance of PSOR versus R/B SOR for solving the 5-point stencil of the Poisson model problem and the R/B/G/O SOR method for solving the 9-point stencil on the Paragon. Numerical results point to the e ectiveness of PSOR in both computation and interprocessor data communication. Theoretically, the PSOR and multicolor SOR methods have the same number of oating point operations to be calculated. Hence, the di erence must be in memory accesses and integer arithmetic. So the numerical results show that traversing the data structure only once during calculation, as PSOR does (note: R/B and R/B/G/O SOR require two and four memory accesses, respectively), can have a big advantage. Since the multicolor SOR method is also usually implemented on parallel computers based on a domain partition, each m-color SOR iteration needs to communicate the \boundary values" between processors m times (one color each time). For strip partitions, for example, the rst and last row of each strip will contain each of the m colors, so about 2m messages will need to be sent. In contrast, PSOR de ned on a strip partition needs to communicate only twice during each iteration to neighboring processors (once to the south processor and once to the north processor). Hence, PSOR takes less interprocessor data communication time than the multicolor SOR method.
Being de ned on a domain partitioning, PSOR can be more easily applied to solving complicated problems (such as irregular geometries, high orders of discretization, local grid re nement, and discontinuous coe cients) than the multicolor SOR method. For such complicated scienti c problems, we may have di culties in de ning a global multicolor ordering, while determining a proper decoupling of each partition perimeter required by PSOR may be an easier task.
The remainder of this paper is organized as follows. In Section 2, we present a model analysis of the PSOR method for solving the 5-point stencil approximation of Poisson's equation. In Section 3, we present a general description of PSOR. In Section 4, we prove that the ordering for PSOR is a \consistent ordering" whenever the global ordering for SOR on the domain partitions is consistently ordered. We note that this is the case for the 5-point stencil on both strip and block partitions; hence, PSOR has the same asymptotic rate of convergence as the associated SOR method applied to the domain partitions. We also prove that PSOR has the same asymptotic convergence rate as rowwise SOR and 4-color SOR (R/B/G/O) for the 9-point stencil and strip partitions. In Section 5, we demonstrate the parallel performance of the PSOR method using either a strip or a block partition on the four distinct multiprocessor computers.
In Section 6, we compare the PSOR method versus the R/B SOR method for the 5-point stencil and the R/B/G/O SOR method for the 9-point stencil 3]. Finally, some conclusions are given in Section 7.
2. The Model Problem Analysis. We consider the 5-point approximation to
Poisson's equation on a unit square with zero boundary data 4u ij ? u i?1;j ? u i+1;j ? u i;j?1 ? u i;j+1 = h 2 f ij in h ; (1) and u ij = 0 on @ h . Here, grid size h = 1=(m + 1) for some positive integer m, f ij is the value of function f at mesh point (ih; jh), u ij denotes the approximation of u(ih; jh), and h and @ h are the sets of the interior mesh points and boundary mesh points, respectively.
Under some ordering of unknowns, (1) can be written in a matrix form Au = f with A being an m 2 m 2 matrix, and both u and f being column vectors of order m 2 . Obviously, there are many ways to order the unknowns, but the natural rowwise ordering as shown in Fig.1 and the Red-Black ordering as shown in Fig.2 (here mesh points (ih; jh) with i + j being even and odd are called red and black points, respectively) are two widely-used orderings in practice.
The SOR method using the natural rowwise ordering generates a sequence of iterates from a given initial guess u (0) ij and a real number ! 2 (0; 2) by the form
which is completely sequential.
The Clearly, the JSOR scheme can be implemented in parallel on p processors by mapping h; into Processor for = 1; 2; : : :; p. Between JSOR iterations, we need to communicate the updated values of u (k+1) ij on the rst and last grid lines between processors in two steps:
Step 1: Send u (k+1) ij on 1 h; from Processor to Processor ?1 for = 2; 3; : : : ; p.
Step 2: Send u (k+1) ij on the last grid line of h; from Processor to Processor + 1 for = 1; 2; : : :; p ? 1.
Since each JSOR iteration needs to do interprocessor data communication only twice (once in Step 1 and once in Step 2), which is the same as the Jacobi method implemented in parallel on the strip partition, JSOR can be e ciently implemented on parallel machines. While it is faster than the Jacobi method, the convergence rate of JSOR slows down almost linearly with respect to the number p of strips 21]. Due to this, it is rarely used as a parallel solver for linear systems but instead is used as an e cient smoother for parallel multigrid methods 21].
The PSOR method is a new type of parallel SOR that is generated from JSOR by a novel use of interprocessor data communication techniques. If Step 1 of JSOR is carried out as soon as the computation of (5) is done, the updates u (k+1) ij on 1 h; can be employed by the updates u (k+1) ij on the last grid line of h; such that they are de ned by
Consequently, PSOR is generated from JSOR. For clarity, we write a pseudo-code of (c) Compute u (k+1) ij on 2 h; by using (2) and on the last grid line by using (6) .
Step 2 of the interprocessor data communication.
Clearly, if we switch the positions of (b) and (c), equation (6) returns to equation (2) , so that PSOR goes back to JSOR. PSOR can have a much faster convergence rate than JSOR, and can be implemented as e ciently as JSOR on parallel computers. For the model problem, we can easily prove that PSOR can have the same asymptotic rate of convergence as the SOR iteration (2) using the SOR theory in 22].
In fact, PSOR with a strip partition is equivalent to SOR using a new ordering as shown in Fig. 3 . Let A = (a ij ) be the matrix associated with the new ordering. Here a ij 6 = 0 if and only if mesh node i is adjacent to node j. For the ordering as shown in Fig. 3 shows that these sets satisfy the de nition of a consistently ordered matrix 22], so that A is consistently ordered. Therefore, from the SOR theory in 22] it follows that the PSOR method has the same asymptotic rate of convergence as the SOR iteration (2) and hence the R/B SOR iteration (3) and (4) .
Similarly, we can de ne the PSOR method on a block partition as shown in Fig. 5 . In order to communicate the data between processors e ciently, we propose a particular local ordering of the mesh points at each block h; as shown in Fig. 6 , which is consistently ordered. In fact, for the ordering shown in Fig. 6 , we construct the following subsets S 1 = f1g; S 2 = f2; 5g; S 3 = f3; 6; 8g; S 4 = f4; 7; 9; 11g; S 5 = f10; 12; 14g; S 6 = f13; 15g; and S 7 = f16g; which satisfy the de nition of a consistently ordered matrix. PSOR on a block partition is also equivalent to the SOR method with a new global ordering as shown in Fig. 4 , which is consistently ordered. In fact, for the ordering shown in Fig. 4 which satisfy the de nition of a consistently ordered matrix. Therefore, from the SOR theory, it follows that PSOR on the block partition has the same convergence rate as the SOR method using the natural rowwise and the R/B orderings. During the implementation of PSOR we must take care to communicate the values on the perimeter of each partition to neighboring processors before that value is needed in a calculation according to the precedence indicated in the global ordering. This ensures that PSOR is indeed a successive over-relaxation method. For example, in the block partition case, from Fig. 4 , we observe that the value of node 4 must be sent West and South to be used in the calculation of nodes 14 and 12, respectively. By replicating the local ordering shown in Fig. 6 to all processors, we can implement the PSOR method as shown in the global ordering in Fig. 4 with only 5 send messages each iteration combined with calculation as follows: (calculate 1), (node 1 -send West), (calculate 2,3,4), (nodes 1,2,3,4 -send South), (calculate 5,6,7), (nodes 5,6,7 -send West), (calculate 8 to 16), (nodes 4,10,13,16 -send East), (nodes 7,14,15,16 -send North). This is a savings over the 7 messages that would be required during a R/B SOR iteration for the same partition. We note that only 7 instead of the normal 8 messages are needed since R and B nodes can be sent to the south processor simultaneously and still arrive there in time for the B nodes in that processor to utilize the new R values (assuming at least a 4x4 block of nodes per processor).
3. PSOR Method. We consider the solution of the linear system that arises from a nite element or a nite di erence discretization of an elliptic boundary value problem. We assume that the mesh domain is decomposed into p partitions, and each partition can be divided into t types such that the nodes of a given type are not connected across partitions. This means that the entry a ij of matrix A is zero if nodes i and j are the same type but on di erent partitions. There is no restriction of connectivity within a given partition (nodes of the same type can be connected within the same partition). We further assume that nodes of type i in a partition can only be connected to nodes of type greater than i in partitions numbered less than and can only be connected to nodes of type less than i in partitions numbered greater than . We rst order by partitions, and within partitions by node type. ; ; = 1; : : : ; p; (8) and A ij represents the connectivity between unknowns (nodes) of type i in partition to unknowns of type j in partition for ; = 1; 2; : : : ; p and i; j = 1; 2; : : : ; t. With our assumptions, the matrices A in (8) can be simpli ed as T denotes a vector transpose. Using (7) and (9), we write the linear system Au = f in a block form for the equations of type i in partition as
A ij U j = F i ; (11) where i = 1; 2; : : : ; t, and = 1; 2; : : :; p.
For 5-point and 9-point strip partitions (see below) where nodes in the rst row of each partition are type 1 and nodes in successive rows are type 2, equation (11) is satis ed (with t = 2). This equation is also satis ed by the block partitions of 5-point and 9-point stencils, with three and four types (t = 3 and 4) of nodes, respectively, as shown below. The PSOR Algorithm can be described in general for each iteration as follows. We note that other node typings with fewer node types exist for these stencils, but we don't consider them here unless (9) is satis ed. One such partition for the 5-point stencil, for example, would replace the type 3 nodes in the 5-point block partition above with type 1 nodes. This would violate (9) 4. PSOR Analysis. In this section we show that PSOR is equivalent to the successive over-relaxation method applied to a reordered linear system. So, the general SOR theory can be used to study the convergence of PSOR.
Based on the partitions in PSOR, we de ne another global ordering: rst order by node type, and within node type by partitions. Let P be a permutation matrix that relates the unknowns ordered by this global ordering to those rst ordered by partition as seen in (10) . Then the linear system Au = f can be reordered to the formÂû =f withû = P T u,f = P T f, andÂ = P T AP.
Using the notation in (8) 
whereÂ ij (i; j = 1; 2; : : :; t) has the following expression: 
A simple calculation gives thatD = P T DP;L = P T (B + M)P; andÛ = P T (C + N)P: Hence, the iteration matrices in (14) and (18) have the same eigenvalues because they are related byM P SOR (!) = P T M P SOR (!)P: Therefore, PSOR is equivalent to SOR applied toÂ, and the usual theorems apply. For completeness, we state the results. We knowÂ is symmetric positive de nite whenever A is symmetric positive definite, so as long as we choose 0 < ! < 2 we know the PSOR method converges. We also know that consistently ordered matrices lead to iteration matrices with the same eigenvalues (see Young 22] ). The following theorem shows thatÂ is consistently ordered whenever A is consistently ordered. This shows that the iteration matrix for SOR (applied to A) andM P SOR have the same eigenvalues and hence the respective iterations have the same asymptotic rate of convergence. theorem 3. Let A andÂ be de ned in (7)- (9) and in (15) i with a connection to one of the Q's has been found, the rest of the sets in partition j are merged in sequence by including S (j) i?1 in set Q k?2 , set S (j) i?2 in set Q k?3 , ... , set S (j) 1 in set Q k?i , set S (j) i+1 in set Q k , ... , and set S (j) n in set Q k+nj?i+1 . The process continues until sets in all p partitions are merged with new Q's formed as needed. The matrixÂ is therefore consistently ordered with the resulting K p sets.
From 22] we know that the natural rowwise ordering for the 5-point stencil is also consistently ordered. For the strip partition, the matrix A represents this rowwise ordering. Hence, we have that PSOR for the 5-point stencil on strips is consistently ordered (as shown earlier for an example by demonstrating the consistently ordered sets). The theorem above also applies to the 5-point block partitions. The block partition for matrix A is shown in Fig. 7 and is consistently ordered. This can be shown by constructing the consistently ordered sets or by simply observing that it is a nonmigratory permutation of the diagonal ordering (and the rowwise ordering). Hence, we know from the theorem above thatÂ is consistently ordered, and it follows that PSOR and SOR (applied to A) have the same asymptotic convergence rate.
To further illustrate the relation between PSOR and SOR, we reverse the ordering of types in each partition while retaining the ordering of partitions. This leads to a di erent ordering for A andÂ. Examples are shown below for 5-point and 9-point With this typing, the matrix A is still expressed as in (7) and (8), but the rst matrix in (9) now is for the case > and the second one for < . Equation (11) A ij U j = F i ; (19) and the PSOR Algorithm is the same with (11) replaced by (19) . It then follows that (14 5. Numerical Examples. In this section, we rst con rm numerically that the PSOR method on either a strip partition or a block partition for the 5-point stencil has the same asymptotic convergence rate as the corresponding SOR method. We then highlight the parallel performance of the PSOR method on four parallel MIMD machines: the KSR1 at Houston, the Intel Delta and Paragon at Caltech, and the IBM SP2 at Cornell.
Two PSOR programs were written in Pfortran 4] and MPI 17], respectively. The programs were compiled with optimization level ?O2 on the KSR1 and the SP2 and ?O4 on the Intel Delta and the Paragon, respectively. In the Pfortran program, the CPU time was computed by using the dclock() system routine on the Intel Delta and the Paragon, the user seconds() system routine on the KSR1, and the mclock() on the SP2. In the MPI program, MPI function mpi wtime() was used. For simplicity, we xed the grid size h = 1=513, the relaxation parameter ! = 1:99 (which is \optimal" according to our experience), and the initial guess u (0) = 0 for all of the numerical experiments in this paper.
In the gures and tables, Linear Time stands for the ideal case, which is de ned by T(1)=p on p processors, where T (1) (22). This also indicates the accuracy of our time measurements.
We rst considered the 5-point stencil (1) with f(x; y) = 2 2 sin x sin y. We xed the number of PSOR iterations as 1000. In the strip partition case, the grid mesh was partitioned into p strips with equal sizes on p processors. In the block case, the grid mesh was divided into 2 2, 4 4, 8 8 and 16 16 blocks with equal sizes when PSOR was implemented on 4, 16 , 64 and 256 processors, respectively. Table 1 compares the performances of the PSOR on strips versus blocks on the Paragon. Note that PSOR on one processor is the SOR using natural rowwise ordering. Here the relative residual Resid and the relative error Err are de ned by Resid = kf ? Au (1000) k 2 =kfk 2 ; and Err = ku (1000) ? uk 2 =kuk 2 ; where k k 2 is the L 2 norm, u (1000) is the 1000th PSOR iterate, and u is the exact solution on the grid mesh. The values of Resid and Err in the table show that PSOR has the same asymptotic rate of convergence as the corresponding sequential SOR method applied to matrix A. We note that they appear a little di erent on di erent groups of processors due to the di erent computing formula of PSOR. From the table we also see that PSOR has a better performance on the strip partition than on the block partition because the strip partition has a lower communication overhead than the block partition. Hence, we only consider the case of strip partitions in the reminder of the paper.
To demonstrate the performance of PSOR on di erent parallel machines, we consider the model problem (1) 
We used the same Pfortran code on the KSR1 and the Intel Delta, and the same MPI code on the Paragon and the SP2. Figs. 9 to 12 display the parallel performances of PSOR as functions of the number of processors on the KSR1, the Intel Delta, the Paragon and the SP2, respectively. The total numbers of PSOR iterations determined by the convergence criterion (22) e cient parallel version of the SOR method using the optimal relaxation parameter on these distinct MIMD multiprocessor machines. Fig. 13 compares the performance of PSOR on the KSR1 versus the Intel Delta. From the gure we see that PSOR has largely the same performance on these two di erent machine architectures. We also compare the performance of PSOR on the Paragon versus the SP2 in Fig. 14, showing that the SP2 is more powerful than the Paragon in both oating point operations and interprocessor message passing.
Comparison of PSOR and Multicolor SOR for Strips. In this section
we compare the parallel performance of PSOR with R/B SOR for 5-point strip partitions and with R/B/G/O SOR for 9-point strip partitions on the Paragon. For the 9-point strip partitions, we also give a theoretical result that shows PSOR has the same asymptotic convergence rate as R/B/G/O and the rowwise ordering; hence, the convergence rate will not be sacri ced by using PSOR. 
and u ij = 0 on @ h .
The multicolor SOR method involves four colors for the 9-point stencil. There are many distinct four-color orderings, but we only consider one of them, which is illustrated in Fig. 8 with ordering R=B=G=O. This ordering has been shown to be equivalent to the natural rowwise ordering in 2]. In the following theorem we show this ordering is also equivalent to PSOR on strip partitions with the node typing shown in Fig. 3 . theorem 4. The iteration matrices for the PSOR algorithm using node typing shown in Fig. 3 , the R/B/G/O SOR algorithm, and the rowwise SOR algorithm have the same eigenvalues for the 9-point stencil with strip partitions.
Proof. The proof rst shows that PSOR is a nonmigratory permutation of a multicolor T matrix as de ned in Adams, Jordan 2]. We do this by indicating times each node can be updated on the rst iteration and still maintain the PSOR precedence of the strip partition. These times may not be the earliest time possible, nor the update time used in an actual implementation, but they do maintain the correct precedence for proof purposes. The assumption is that each node requires one unit of time to update. For comparison, we also give these times for the rowwise ordering. . . 
If we group nodes into sets with nodes in a given set representing four update times (and order within sets by the time of the update) we get s sets where nodes with times 1,2,3,4 are in the rst set, nodes with times 5,6,7,8 are in the next set, etc, until the entire domain has been grouped. Notice that the last set may contain less than 4 update times. Now this ordering of nodes leads to a multicolor T matrix as described in Adams and Jordan 2] for PSOR and to a di erent multicolor T matrix for the rowwise ordering. We know from a theorem in Adams and Jordan 2] that a multicolor T matrix has an SOR iteration matrix with the same eigenvalues as its associated multicolor SOR iteration matrix. We observe that the associated multicolor SOR method for both the PSOR and rowwise SOR method is the R/B/G/O SOR method. Hence, PSOR and rowwise SOR have iteration matrices that have the same eigenvalues as the R/B/G/O SOR method and the proof is completed. Table 2 A comparison of PSOR with R/B SOR for solving the 5-point stencil (1) In numerical experiments, we consider the model problem (23) with f = 1 and h = 1=513. We set ! = 1:99 and xed the total number of iterations as 1000 for both PSOR and multicolor SOR. Numerical results were reported in Tables 2 and 3. The   term Residual in Tables 2 and 3 Tables 2 and 3 .
The R/B and R/B/G/O SOR methods were programmed in an e cient way. For illustration, we illustrate a piece of the R/B SOR program for strip partitions in Fig.18 . With our strip partition approach, each R/B and R/B/G/O SOR iteration require four and eight send messages (send South and North each color) per iteration, respectively. In contrast, each PSOR iteration only requires two send messages (send South and North) for both 5-point and 9-point stencils. Hence, PSOR can spend much fewer CPU time on interprocessor data communication than multicolor SOR. This is con rmed in Figs. 15 and 16 .
Figs. 15 and 16 also indicate on the Paragon that PSOR can spend much less CPU time on computation than the multicolor SOR method. Theoretically, the PSOR and multicolor SOR methods have the same number of oating point operations to be calculated. Hence, the di erence must be in memory accesses and integer arithmetic. 7. Conclusions. We have presented and analyzed an e cient parallel version of SOR, called the PSOR method. Since it is de ned by using domain decomposition and interprocessor data communication techniques, PSOR is simple to use, and can be advantageous for dealing with complicated scienti c and engineering problems, such as irregular geometries, high orders of discretization, local grid re nement, and discontinuous coe cients. Besides, PSOR for strips only needs two send messages per iteration, and accesses the local data structure more e ciently on current computers than does the multicolor SOR method.
For the 5-point stencil model problem, we have proved for both strip and block partitions that both PSOR and SOR have the same asymptotic convergence rate as the rowwise ordering. We also proved a theorem that shows, in general, thatÂ will be consistently ordered whenever A is consistently ordered. Here A andÂ are de ned in (7) and (15), respectively. For the 9-point stencil model problem, we also proved a theorem that shows that PSOR has the same asymptotic rate of convergence as both the rowwise ordering and the R/B/G/O ordering for the strip partitions. Since PSOR requires less communication and accesses the local data structure more e ciently, it can be used as an alternative to R/B/G/O as a parallel method.
We demonstrated the parallel performance of the PSOR method for the 5-point stencil on four distinct MIMD multiprocessor computers (a KSR1, the Intel Delta, an Intel Paragon and an IBM SP2). Numerical results showed that PSOR is very e cient on these machines. They also con rm that PSOR, either on a strip partition or a block partition, has the same asymptotic rate of convergence as the natural rowwise ordering.
Finally, we compared the parallel performance of the PSOR method versus the R/B SOR method for the 5-point stencil and the R/B/G/O SOR method for the 9-point stencil on the Paragon. Numerical results point to the e ectiveness of PSOR in both computation and interprocessor data communication. The results also showed that PSOR and R/B/G/O SOR have the same asymptotic rate of convergence as expected from our last theorem.
