We have investigated the influence of laser beam size on laser-induced damage threshold (LIDT) in the case of single-and multiple-shot irradiation. The study was performed on hafnia thin films deposited with various technologies (evaporation, sputtering, with or without ion assistance). LIDT measurements were carried out at 1064 nm and 12 ns with a spot size ranging from a few tens to a few hundreds of micrometers, in 1-on-1 and R-on-1 modes. These measurements were compared with simulations obtained with the statistical theory of laser-induced damage caused by initiating inclusions.
Introduction
In dielectric thin films, laser-induced damage in the nanosecond regime is due mainly to the presence of nanometer-sized precursors in the material that initiate the damage mechanism. The origin of these precursors could be contaminants from polishing and cleaning processes or coating deposition [1] [2] [3] [4] . In most cases, however, these defects are not identified and characterized. Therefore a lot of effort has been made in recent years to develop tools and methods for studying these defects, aiming for fundamental understanding and feedback on the manufacturing process.
An approach that has proved to be of great interest for studying defects and their implications in the laser damage resistance of thin films is the analysis of laser damage measurements with statistical models [5] [6] [7] [8] [9] [10] [11] . Indeed, with appropriate modeling one can extract from laser damage statistics the defect densities and discriminate different defect classes. In the present work we propose to investigate the potentialities of combining these statistical models for laser damage measurements made with various spot sizes (from micrometer to submillimeter diameter sizes). The objective is to use the test beam as a probe, with different spatial detection capacities, to discriminate different types of defects on a sample and to study their properties independently.
In the first part of this paper, the samples used for the study (hafnia monolayers) are described, as well as the laser damage testing procedure and the statistical model for the interpretation of laser damage statistics. In the second part, after reviewing the different investigations of spot size effects on laser damage in the literature, we analyze the results obtained in coatings irradiated with different spot sizes under single-shot irradiation. The results will be interpreted in terms of initiating defects and compared with simulations. To finish, the spot size effects on the damage probability curves under successive irradiation (R-on-1 mode) are investigated. The results are interpreted in terms of defect properties in order to quantify the ability of the defects to be conditioned or, in contrast, to produce fatigue effects.
Materials and Methods

A. Samples Description
The samples under study are HfO 2 monolayers. This is one of the most important high-index materials for the production of optical coatings for infrared applications. The substrates are 1 in. (2.54 cm) diameter fused silica substrates (Corning 7980) polished for high-power applications. All the substrates are from the same batch and were polished at the same time. The optical thickness of the layers is a half-wave at 1064 nm. Four different methods were used to manufacture the samples: electron beam deposition with and without ion assistance (either from hafnium or hafnia starting material), reactive low-voltage ion plating, and dual ion beam sputtering. The samples will be called EBD-Hf, EBD-HfO 2 , RLVIP, and DIBS, respectively. The different coating plants and deposition parameters used to produce these coatings are described in [12] . The parameters correspond to the optimized processes developed at the Institut Fresnel for this material.
B. Experimental Tools
The laser damage facility, described in Fig. 1 , is based on an injected Nd:YAG laser (Quantel YG 980) with a pulse duration of 12 ns. The laser operates at 1064 nm with a maximum output energy of 1200 mJ, at a repetition rate of 10 Hz. The beam is linearly polarized and irradiates the sample at normal incidence. The available output energy allows us to vary the irradiation beam size from submillimetric to micrometric range by changing the focus lens. In this study two different spot sizes were used: 44 and 320 μm (diameter taken at 1=e
2 ). This energy is controlled with a variable attenuator (half-wave plate and polarizer). A mechanical shutter permits extraction of single shots from the 10 Hz source. The observation of the sample is done by imaging the backscattered light (He-Ne probe) with a longdistance video lens (magnification 200×), which provides a detection limit of 10 μm. The damage detection is performed by comparing the area before and after irradiation with image processing software. The damage criterion is then any visible modification detected with this system. The measured laserinduced damage threshold (LIDT) is defined as the highest fluence that does not induce any detectable damage.
Statistical measurements were made on the different samples by using two standard test procedures: 1-on-1 [13] and R-on-1.
• For the 1-on-1 mode, 20 different fluences were tested, with 50 shots at each fluence for the 44 μm spot size and 20 shots at each fluence for the 320 μm spot size. Fewer data points were taken for the larger spot size because of the lack of available space on the samples: indeed, the distance between two tested sites must be large enough to avoid any measurement artifact such as contamination or stress caused by previous damage. Thus the error bars on the measurements are different.
• For the R-on-1 mode, 75 sites were tested. On each site the fluence was progressively increased from half the LIDT previously measured in the 1-on-1 mode to the fluence leading to damage, with increments of 1 J=cm 2 and a frequency of 1 Hz. For those measurements, we used the same laser damage criterion as in the 1-on-1 mode.
The error bars for the probability measurements are calculated by using the procedure described previously [14] . They correspond to a confidence level of 95%: the confidence that the estimated probability (measurement) is between the upper and lower levels of the error bars is 95%.
C. Theoretical Tools
Laser damage statistics obtained with the use of the 1-on-1 mode can be modeled. Different phenomenological models have been developed and refined [5] [6] [7] [8] [9] [10] [11] through the years to link the laser damage probabilities to defect densities, spot size, fluence, etc. The model that is used in this study is the one developed by Krol et al. [11] .
First, we consider a collection Ω 0 of isolated defects (so-called precursor centers) with a random distribution. The probability of damage at a fluence F is the probability of the presence of a precursor center under the irradiation beam that receives more fluence than its intrinsic LIDT T. This probability is given by
where NðFÞ is the number of precursor centers under the laser spot, initiating damage at a fluence lower than F: Here, S T ðFÞ is the spot surface where the fluence is higher than the defect threshold T:
with the spot size diameter w defined at 1=e 2 . NðFÞ also depends on gðTÞ, the defect ensemble function, representing the density of defects initiating damage at a threshold fluence T. This function is a Gaussian distribution with three variable parameters: a damage threshold mean value T 0 , a threshold standard deviation ΔT 0 , and a precursor defect density d 0 [Eq. (4)]:
A Gaussian defect ensemble gðTÞ and its associated theoretical laser damage probability curve are plotted for illustration in Figs. 2(a) and 2(b). We can generalize this statistical model to a material that contains n different defect classes Ω i , characterized by their own ensemble function g i ðTÞ, i.e., their density d i , their damage threshold mean value T i , and their threshold standard deviation ΔT i . Then, the total ensemble function gðTÞ is given by
In the case of two defect classes, a Gaussian defect ensemble gðTÞ and its associated theoretical laser damage probability curve are plotted for illustration in Figs. 3(a) and 3(b). It is apparent that the laser damage probability curve has two slopes, each being linked to one defect class.
Statistics obtained by R-on-1 are not so easy to model, since several other parameters can be involved in the laser damage mechanism: the number of shots on each site, the step between each fluence, and shot frequency. Each of these parameters can have an influence on the LIDT [15] . If no conditioning or fatigue effects are involved in the tested material, and if one assumes that there is no spatial variation of the laser beam, the laser damage probability should be the same as in the case of 1-on-1 tests. In other cases, fatigue or conditioning effects could be interpreted as a variation in the defect ensemble function. This will be described in detail in Section 4. 
Simulation of the associated laser damage probability curve (spot size diameter 50 μm). (c) Simulation of laser damage probability curves for different spot size diameters. 1, 10 μm; 2, 15 μm; 3, 20 μm; 4, 30 μm; 5, 50 μm; 6, 500 μm.
Spot Size Effects on Damage Probability Curves
Laser damage studies on optical components rely on statistical tests made at different fluences on the sample, with a given spot size diameter. The most commonly used test is the 1-on-1 test, defined by an ISO standard [13] , which recommends the use of a spot size of at least 400 μm for laser damage tests. Other refined procedures such as raster scanning have also been implemented for specific studies of large-area components [16, 17] . In the case of 1-on-1 tests, the first experiments showed a LIDT dependence on spot size [5, 18, 19] . This was caused by an inadequate definition of the threshold, which was defined as a fluence leading to a damage probability of 50%. Considering the curves of Fig. 2(c) , we can easily observe that such a definition will induce a spot size dependence of LIDT. Using statistical models based on defect considerations, Foltyn [20] and Porteus and Seitel [6] studied theoretically and experimentally the influence of the spot size on laser damage experiments. They have concluded that by taking the "onset" (higher fluence for 0% damage probability), a spot-size independent LIDT could be obtained. We have seen that the method could have limitations when different kinds of defect are involved in the laser damage process.
It has also been suggested that if neighboring defects can collaborate in the damage process, spot size dependence of the LIDT should also be expected [21] .
Taking these studies into consideration, we chose to investigate the potential of using intentionally different spot sizes in laser damage tests to obtain information on the damage mechanisms in a particular material.
A. Theoretical Analysis
The spot size dependence of the LIDT can be predicted according to the model presented in Subsection 2.C. First, we consider a material with a single defect class, chosen arbitrarily for illustration and denoted Ω 0 . For a given distribution function gðTÞ, the laser damage probability curve can be plotted as a function of the spot size diameter [ Fig. 2(c) ]. In this case one should find the same LIDT, independently of the spot size. An increase of the laser beam size should only change the curve slope. Then the spot size should theoretically have no impact on the measured LIDT.
In a second case we consider that different defect classes can be embedded in the material. We have plotted in Fig. 3 (c) the case of two classes of defect, Ω 1 and Ω 2 (again chosen arbitrarily), with the density of Ω 1 being larger than the density of Ω 2 , and the threshold of Ω 1 defects being higher than the threshold of Ω 2 defects.
From these simulations, we find that in the case of beam sizes in the range of few tens of micrometers, the measured LIDT will be 35 J=cm 2 , which is the 
Simulation of the associated laser damage probability curve (spot size diameter 100 μm). The two damage probability curves corresponding separately to precursors Ω 1 and precursors Ω 2 are also plotted (dashed curves). (c) Simulation of laser damage probability curves for different spot size diameters. 1, 15 μm; 2, 35 μm; 3, 100 μm; 4, 150 μm; 5, 250 μm; 6; 600 μm.
2 , close to the intrinsic threshold of Ω 2 defects. For intermediate spot sizes, a break in the slope of the measured damage probability curves is expected. It occurs when the probabilities of finding a defect Ω 1 or Ω 2 under the spot are similar. Therefore, if different classes of defect can initiate laser damage, the LIDT is spot size dependent, and no scaling laws can be used to anticipate the damage threshold of an optic from tests made with a small beam size (in comparison with the mean free distance between defects).
We notice that these considerations are valid only in the case where the more populous class of defect has a higher activation threshold fluence than the other. The opposite case, where the more populous class of defect has a lower activation threshold fluence, is similar to the one-defect case explained above.
Apart from metrological considerations, the interesting point shown by these simulations is that performing laser damage measurements with different spot sizes can provide specific information about the laser damage precursors. Indeed, knowing the density and the number of defect classes can be helpful for the optimization of fabrication processes, as shown in [22, 23] , for the study of polishing and cleaning processes.
B. Results and Discussion
Measurements have been made on the samples described above with different spot diameters, 44 and 320 μm (at 1=e 2 ). Results are shown in Fig. 4 . The curves can be fitted with the model described above (solid curves in the figure).
Each pair of curves illustrates a particular case of what has been seen by simulations in the previous part. For the EBD-HfO 2 samples, the two curves can be fitted with the same parameter values: only one class of defect is highlighted with a LIDT of 14 J=cm 2 and a density of 6 × 10 2 =mm 2 . Here, we have measured a single threshold for different spot sizes (14 J=cm 2 ). This corresponds to what is shown theoretically in Fig. 2 Fig. 3 .
Regarding the results obtained for the DIBS sample, the defects of class Ω 2 are expected to be, in theory, detected by the 44 μm beam size, provided that the statistic is improved, i.e., the number of tested sites is increased. However, this is limited by two factors. Fist, it was demonstrated that the distance between two tested sites is a very important parameter in laser-induced damage metrology [24] . Indeed, owing to the fragment pollution, mechanical stress, and so on, a laser-induced damage can affect tests of neighboring sites at distances greater than the damage size (typically a few hundred micrometers). To avoid this effect, one has to perform measurements with a minimal distance between two neighboring tested sites: in our case, 300 μm for the 44 μm spot size and 600 μm for the 320 μm spot size. Moreover, the dimensions of the sample physically limit the tested site number. Now, let us introduce the ratio ξðsample= spot sizeÞ, defined by
where "sample" is the sample tested, "spot size" is the spot size used for the test, N def is the maximum defect number of a given class that can be intercepted when the whole sample is tested, and N test is the maximum number of sites irradiated when the whole sample is tested. For a good measurement, ξ should be close to 1 or higher, in order to intercept at least 1 defect at each test. A small value of this ratio means that we will not be able to detect this defect class with this spot size, even when testing the entire sample. Taking into account these limiting parameters, we can deduce that N test ¼ 3364 sites with the 44 μm spot size and N test ¼ 841 sites with the 320 μm spots size. That implies that a maximum of 1.65% of the entire surface sample can be tested with the 44 μm spot size (5:11 mm 2 ), and 21% with the 320 μm spot size (67 mm 2 ) [25] . In the case of the EBD-HfO 2 sample, we detected just one class of defect, with a density of 600=mm 2 . Thus, with the 44 μm spot, N def ¼ 5:11 × 600 ¼ 3066 defects. So, here ξðEBD-HfO 2 =44Þ ¼ 3066= 3364 ¼ 0:91, and with a 320 μm spot size, ξðEBD-HfO 2 =320Þ ¼ 47:8. In this case, both spot sizes are appropriate for the detection of this defect class. With the same argument, considering now the defect class Ω 2 detected by the 320 μm spot on the DIBS sample (density of 10=mm 2 ), ξðDIBS=44Þ ¼ 0:015 and ξðDIBS=320Þ ¼ 0:79. As we can see, ξðDIBS=44Þ is very low, which means that even when testing the entire DIBS sample, the detection of this low-density defect class would still be difficult with a very focused laser beam (44 μm). Thus, for the detection of the Ω 2 defects, we need a larger spot (320 μm in our case) in order to increase the ξ value.
Thus, one aspect of this multiscale study is to exhibit different classes of defect that could exist in the material at different densities, depending on the spot size used. We will see in the next section that the multiscale approach allows one to study the behavior of the defects separately, for instance, under multiple irradiation.
Spot Size Effects in the Case of Cumulative Shots
The R-on-1 procedure is adapted to observe potential conditioning effects, i.e., improvement of the LIDT due to preirradiation. In the case of HfO 2 tested with the R-on-1 procedure, large conditioning effects (increase of the LIDT up to a factor of three) have been reported in the literature [26] . In addition, the tests are faster to conduct than with the 1-on-1 procedure: fewer sites are necessary for testing, since each tested site gives a threshold value. Accordingly, this method is commonly used in the laser damage community. However, the spot size effects on the measured LIDT in the case of R-on-1 tests are not obvious to interpret, given the fact that, as opposed to 1-on-1 tests, conditioning or fatigue effects can be involved. It appears useful, then, for the LIDT metrology to study spot size effects in R-on-1 tests.
In the case of several classes of defect, as evidenced on some of our samples in the previous section, each defect may have its own evolution under successive irradiation. The R-on-1 measurements with different spot sizes should therefore give information on the behavior of each defect, since we have seen that they can be separated.
A. Theoretical Analysis
As seen in Subsection 2.C, fatigue or conditioning effects in the case of R-on-1 tests can be interpreted as variations in the defect distribution function. In a first approach we have chosen to consider different possible evolutions:
• No evolution of gðTÞ under successive irradiation. Then the results obtained in R-on-1 mode should be the same as in 1-on-1 mode
• A reduction of the defect density d corresponding to possible mechanisms of defect ejection or desorption [27, 28] • An increase or decrease of the threshold mean value under successive irradiation corresponding to possible annealing or modification of the defect structure [15, 29, 30] • The creation of new defects caused by irradiation [15] To illustrate the potential of our test method to describe variations of the distribution function, we have plotted in Fig. 5 the modifications induced on laser damage probability curves by a variation of AE10% of the parameters of the distribution function.
B. Results and Discussion
To investigate the spot size influence in the case of multishot testing, R-on-1 experiments were conducted on the samples, again with two different spot sizes (44 and 320 μm) and the test procedure described in Subsection 2.B. These experiments were conducted on the RLVIP and EBD-HfO 2 samples. The results are plotted in Fig. 6 and compared with the 1-on-1 measurements. The R-on-1 results alone are plotted in Fig 7. Opposite effects on the two samples are observed, as well as a spot size dependence of these effects.
For the RLVIP sample, no significant effect of the R-on-1 test was observed on the LIDT obtained in the case of the 44 μm diameter beam. However, in the case of the large test beam, a fatigue effect (i.e., a decrease of the LIDT with multiple shots) was observed. The fact that different behaviors are observed depending on the spot size used to test the sample can be explained by defect properties: we have seen previously that different classes of defect are involved for 44 and 320 μm spot sizes.
For the EBD samples, a conditioning effect was measured for the 44 μm spot diameter as well as for the 320 μm spot size. The same behavior was observed for the two spot sizes, in agreement with the fact that a single class of defect is involved.
To explain the differences between the two samples, we have to consider their different physical properties. Indeed, coatings made with ion plating are very dense, with a density near the bulk one, whereas coatings obtained by electron beam techniques are rather porous. In our case the respective refractive indices of these two samples are 2.2 and 1.9 [12] . The results are to be compared to those reported in the literature: conditioning effects are observed mainly in porous thin films (obtained by EBD or solgel process). In this case, under multiple irradiation, the material porosity could imply a better relaxation of mechanical stress or allow the ejection of defects without damage to the surrounding area, since the defect is not strongly bonded to the material [31] . Moreover, studies on artificial metallic Fig. 5 . Influence of (a) a variation of AE10% of the defect density on the laser damage probability curve and (b) a variation of AE10% of the threshold mean value of the defects.
nanodefects have shown that, under irradiations below the LIDT, these defects can be heated to their melting point and the metal can diffuse in the matrix without macroscopic damage, which may improve the LIDT of the coating [32] . In the case of dense hafnia coatings, however, no conditioning effects have been reported in the literature, to our knowledge. From our study it appears that under these conditions this material rather exhibits fatigue effects.
Another important point is that in addition to the observation that the LIDT is spot size dependent, the behavior of the material under repetitive shots (conditioning or fatigue) is also spot size dependent. This is because different classes of defect, with different potential behaviors, are highlighted when different spot sizes are used for laser damage tests. This could explain discrepancies observed in the literature, i.e., materials that exhibit conditioning effects under certain test conditions and no effects or fatigue effects under other tests conditions [33] .
Conclusion
Spot size influence on laser damage probability measurements has been theoretically and experimentally investigated in optical coatings under single and multiple irradiations. The experiments were conducted on hafnia coatings made with different deposition techniques: electron beam deposition with and without ion assistance, reactive low voltage ion plating, and dual ion beam sputtering. Thanks to a statistical analysis of the results based on a defect model, we have demonstrated the potential of this multiscale approach to highlight different classes of defect and study their properties separately, especially when their surface densities are not of the same order of magnitude. We have also shown that the behavior of a particular material under multiple shots can be spot size dependent when various defects with different potential behaviors are involved. Opposite behaviors, i.e., fatigue or conditioning effects, were observed on the samples depending on the deposition process used for their manufacturing. These effects were related to defects and mechanical properties of the coatings.
