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1. Introduction
In this paper, we study the following integral boundary value problems for first order impulsive integro-differential
equations of mixed type:
y′(t) = g(t, y(t), y(ω(t)), Ty(t), Sy(t)), t ≠ tk, t ∈ J = [0, T ],
1y(tk) = Ik(y(tk)), k = 1, 2, . . . ,m,
y(0) = λ1y(τ )+ λ2
∫ T
0
µ(t, y(t))dt + k,
y(t) = y(0), t ∈ [−r, 0],
(1.1)
where t ∈ J+ = [−r, T ](T > 0), r > 0, g ∈ C(J × R4, R), ω ∈ C(J, J+), t − r ≤ ω(t) ≤ t, t ∈ J , and
tk < ω(t) ≤ t, t ∈ (tk, tk+1], τ ∈ (0, T ], µ ∈ C(J × R, R), λ1, λ2, k ∈ R, 0 < t1 < t2 < · · · < tm < T , J0 = [0, t1], Jk =
(tk, tk+1], k = 1, 2, . . . ,m, tm+1 = T , Ik ∈ C(R, R).1y(tk) = y(t+k )− y(t−k ), k = 1, 2, . . . ,m, and
(Ty)(t) =
∫ β(t)
0
k(t, s)y(γ (s))ds, (Sy)(t) =
∫ T
0
h(t, s)y(δ(s))ds,
here β, γ , δ ∈ C(J, J), k(t, s) ∈ C(D, R+), h(t, s) ∈ C(D0, R+),D = {(t, s) ∈ R2 | 0 ≤ s ≤ β(t), t ∈ J},D0 = {(t, s) ∈ R2 |
0 ≤ s ≤ t, t ∈ J}, R+ = [0,+∞).
If λ1 = 1, λ2 = k = 0 and τ = T , then we have the periodic boundary condition, if λ2 ≠ 0, then we have the integral
boundary condition, and if λ1 = λ2 = 0, we have an initial condition as special cases of the boundary condition in (1.1).
Remark 1. We note that the boundary value condition in (1.1) will change if τ changes from zero to any positive constant
in interval (0, T ]. That is, our boundary value condition has a very general form.
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Impulsive differential equations form a class of important models, which describes many evolution processes that
abruptly change their state at a certain moment (see [1]). This type of differential equation has been studied extensively
by several authors in recent years (see [1–5]). On the other hand, periodic boundary problems (see [6,2,3,7,4]) that are
important because they have many applications in the study of physical, biological and chemical phenomena have been
studied only by a few authors. Recently, Wang [8] studied the following integral boundary problem:
x′(t) = g(t, x(t), x(ω(t)), Tx(t), Sx(t)),
x(0) = λ1x(τ )+ λ2
∫ T
0
ω(s, x(s))ds+ k. (1.2)
Motivated by thework ofWang,we discuss in this paper the extremal solutions of first order impulsive differential equations
with integral boundary value conditions.
The monotone iterative method (see [9,10]) can be used to prove the existence of extreme solutions for differential
equations with initial and boundary conditions (see [11,5]). We use the same technique in the present work.
In this paper, we first establish a new comparison theorem, and then, by using the monotone iterative technique, we
investigate the extremal solutions (1.1). An example illustrates our results.
2. Several lemmas
Let J− = J+ \ {t1, t2, . . . , tm}, PC(J+, R) = {y : J+ → R | y(t) is continuous everywhere except for some tk at which
y(t−k ) = y(tk), k = 1, 2, . . . ,m}. PC ′(J+, R) = {y ∈ PC(J+, R) | y′ is continuous on J−, where y′(0+), y′(T−), y′(t+k ) and
y′(t−k ) exist, k = 1, 2, . . . ,m}. Let E0 = {y ∈ PC(J+, R) | y(t) = y(0), t ∈ [−r, 0]}with norm
‖y‖E0 = sup
t∈J+
|y(t)|,
then E0 is a Banach space, and let E = PC(J+, R) PC ′(J+, R). A function y ∈ E is called a solution of (1.1) if it satisfies (1.1).
The following comparison results and lemmas play an important role in the present work.
Lemma 1 (Comparison Theorem). Let β, γ , δ ∈ C(J, J), β(t), γ (t), δ(t) ≤ t on J. Assume that y ∈ C1(J, R) satisfies
y′(t)+M(t)y(t)+M1(t)y(ω(t))+M2(t)Ty(t)+M3(t)Sy(t) ≤ 0, t ≠ tk, t ∈ J,
1y(tk) ≤ −Lky(tk), k = 1, 2, . . . ,m,
y(0) ≤ 0,
y(t) ≤ y(0), t ∈ [−r, 0],
(2.1)
where 0 ≤ Lk < 1, k = 1, 2, . . . ,m, and M(t),M1(t),M2(t),M3(t), are non-negative integrable functions, and satisfy∫ T
0
[
M(t)+M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk ≤ 1, (2.2)
then y(t) ≤ 0,∀t ∈ J+.
Proof. Assume that y(t) ≤ 0,∀t ∈ J+ is not true. Since y(t) ≤ y(0) ≤ 0, t ∈ [−r, 0], there exists a t∗ ∈ (0, T ] such that
y(t∗) > 0. Let inf0≤t≤t∗ y(t) = −b, then b ≥ 0.
Case 1: if b = 0, then y(t) ≥ 0,∀t ∈ [0, t∗]. Thus, by (2.1), we have y′(t) ≤ 0,∀t ∈ [0, t∗], and 1y(tk) ≤ −Lky(tk) ≤
0, 0 < tk < t∗, hence y(t) is non-increasing in [0, t∗]. So, we have y(t∗) ≤ y(0) ≤ 0, which contradicts y(t∗) > 0.
Case 2: if b > 0, then there exists a t∗ ∈ Jj (j ≤ m) such that y(t∗) = −b < 0, or y(t+∗ ) = −b. We only consider
y(t∗) = −b, as for the case y(t+∗ ) = −b, the proof is similar. Now from (2.1), we have
0 < y(t∗) = y(t∗)+
∫ t∗
t∗
y′(t)dt +
−
0<tk<t∗
1y(tk)
≤ −b+ b
∫ T
0
[
M(t)+M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt + b
m−
k=1
Lk
= b
∫ T
0
[
M(t)+M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk − 1

.
Then, we get∫ T
0
[
M(t)+M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk > 1,
which contradicts (2.2). Hence we have y(t) ≤ 0,∀t ∈ J , also, y(t) ≤ y(0) ≤ 0, t ∈ [−r, 0]. Thus, we have y(t) ≤ 0,
∀t ∈ J+. 
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We now consider the linear equation:
y′(t)+M(t)y(t)+M1(t)y(ω(t))+M2(t)Ty(t)+M3(t)Sy(t) = σ(t), t ≠ tk, t ∈ J,
1y(tk) = −Lky(tk)+ Ik(η(tk))+ Lkη(tk), k = 1, 2, . . . ,m,
y(0) = λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k,
y(t) = y(0), t ∈ [−r, 0],
(2.3)
where 0 ≤ Lk < 1, k = 1, 2, . . . ,m, and M(t),M1(t),M2(t),M3(t), are non-negative integrable functions, and η ∈ E,
σ (t) ∈ PC(J, R).
Lemma 2. y ∈ E is a solution of (2.3) if and only if y ∈ E0 is a solution of the impulsive integral equation:
y(t) =

e−
 t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k
]
+
−
0<ti<t
1y(ti)e
−  tti M(r)dr +
∫ t
0
e−
 t
s M(r)dr [σ(s)
−M1(s)y(ω(s))−M2(s)Ty(s)−M3(s)Sy(s)]ds, t ∈ J,
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k, t ∈ [−r, 0].
(2.4)
Proof. Assume that y ∈ E is a solution of (2.3). Let z(t) = y(t)e
 t
0 M(r)dr . Then z ∈ E and, by (2.4),
z ′(t) = [σ(t)−M1(t)y(ω(t))−M2(t)Ty(t)−M3(t)Sy(t)]e
 t
0 M(r)dr . (2.5)
It is easy to establish the following formula:
z(t) = z(0)+
∫ t
0
z ′(s)ds+
−
0<ti<t
[z(t+i )− z(ti)]. (2.6)
By (2.4), we have
z(t+i )− z(ti) = 1y(ti)e
 ti
0 M(r)dr . (2.7)
It follows from (2.5)–(2.7) that
y(t) = e−
 t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k
]
+
−
0<ti<t
1y(ti)e
−  tti M(r)dr
+
∫ t
0
e−
 t
s M(r)dr [σ(s)−M1(s)y(ω(s))−M2(s)Ty(s)−M3(s)Sy(s)]ds, t ∈ J,
and it is easy to see y(t) = y(0) = λ1η(τ)+ λ2
 T
0 µ(s, η(s))ds+ k, t ∈ [−r, 0] that is, y(t) satisfies (2.4).
Conversely, if y ∈ E0 is a solution of the impulsive integral equation (2.4), then by direct differentiation, it is easy to verify
that y ∈ E and y(t) satisfies (2.3). The proof is complete. 
Lemma 3. Let β, γ , δ ∈ C(J, J), β(t), γ (t), δ(t) ≤ t on J, and non-negative integrable functions M(t),M1(t),M2(t),M3(t)
satisfy (2.2) and
 T
0 M(t)dt > 0. Then (2.3) has a unique solution y ∈ E0.
Proof. By Lemma 2, we know that y(t) ∈ E is the solution of (2.3) if and only if y(t) ∈ E is a solution of the impulsive
integral equation (2.4). Now, we prove (2.4) has a unique solution y(t). For any y ∈ E0, we define A by
(Ay)(t) =

e−
 t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k
]
+
−
0<ti<t
1y(ti)e
−  tti M(r)dr +
∫ t
0
e−
 t
s M(r)dr [σ(s)
−M1(s)y(ω(s))−M2(s)Ty(s)−M3(s)Sy(s)]ds, t ∈ J,
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k, t ∈ [−r, 0].
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Then (Ay) ∈ E0, for any y1, y2 ∈ E0, we get
‖Ay1 − Ay2‖E0 = sup
t∈J
|e−
 t
0 M(r)dr
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k
]
+
−
0<ti<t
1y1(ti)e
−  tti M(r)dr +
∫ t
0
e−
 t
s M(r)dr [σ(s)−M1(s)y1(ω(s))
−M2(s)Ty1(s)−M3(s)Sy1(s)]ds− e−
 t
0 M(r)dr
×
[
λ1η(τ)+ λ2
∫ T
0
µ(s, η(s))ds+ k
]
+
−
0<ti<t
1y2(ti)e
−  tti M(r)dr −
∫ t
0
e−
 t
s M(r)dr
×[σ(s)−M1(s)y2(ω(s))−M2(s)Ty2(s)−Ms(t)Sy2(s)]ds|
= sup
t∈J
 −
0<ti<t
−Li(y1(ti)− y2(ti))e−
 t
ti
M(r)dr +
∫ t
0
e−
 t
s M(r)dr
×

−M1(s)(y1(ω(s))− y2(ω(s)))−M2(s)
×
[∫ β(s)
0
k(s, r)(y1(r)− y2(r))dr
]
−M3(s)
[∫ T
0
h(s, r)(y1(r)− y2(r))dr
]
ds

≤ sup
t∈J
 −
0<ti<t
Lie
−  tti M(r)dr +
∫ t
0
e−
 t
s M(r)dr
×
[
M1(s)+M2(s)
∫ β(s)
0
k(s, r)dr +M3(s)
∫ T
0
h(s, r)dr
]
ds

‖y1 − y2‖E0
≤
∫ T
0
[
M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk

‖y1 − y2‖E0 .
By (2.2) and
 T
0 M(t)dt > 0, we know∫ T
0
[
M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk
<
∫ T
0
M(t)dt +
∫ T
0
[
M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk
≤ 1,
soA is a contraction operator. Consequently, by theBanach fixedpoint theorem,Ahas a unique fixedpoint y∗ ∈ E0. Obviously,
the y∗ is a unique solution of (2.3). Lemma 3 is proved. 
3. Main results
Now, we are in the position to establish the main result. We first introduce the definition of upper and lower
solutions, then we show that under the concept of upper and lower solutions, the monotone iterative technique is still
valid.
Definition 1. A function α0 ∈ E E0 is called a lower solution of (1.1) if
α′0(t) ≤ g(t, α0(t), α0(ω(t)), Tα0(t), Sα0(t)), t ≠ tk, t ∈ J,
1α0(tk) ≤ Ik(α0(tk)), k = 1, 2, . . . ,m,
α0(0) ≤ λ1α0(τ )+ λ2
∫ T
0
µ(s, α0(s))ds+ k,
α0(t) ≤ α0(0), t ∈ [−r, 0].
(3.1)
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Definition 2. A function β0 ∈ E E0 is called an upper solution of (1.1) if
β ′0(t) ≥ g(t, β0(t), β0(ω(t)), Tβ0(t), Sβ0(t)), t ≠ tk, t ∈ J,
1β0(tk) ≥ Ik(β0(tk)), k = 1, 2, . . . ,m,
β0(0) ≥ λ1β0(τ )+ λ2
∫ T
0
µ(s, β0(s))ds+ k,
β0(t) ≥ β0(0), t ∈ [−r, 0].
(3.2)
For α0, β0 ∈ E, we write α0 ≤ β0 if α0(t) ≤ β0(t) for all t ∈ J+. In such a case,we denote [α0, β0] = {y ∈ E, α0(t) ≤
y(t) ≤ β0(t), t ∈ J+}.
Theorem 1. Assume the following conditions hold,
(H1) The function α0, β0 ∈ E0 ∩ E are lower and upper solutions of (1.1), respectively, such that α0(t) ≤ β0(t) on J+;
(H2) There exist 0 ≤ Lk < 1, k = 1, 2, . . . ,m, and non-negative integrable functions M(t),M1(t),M2(t),M3(t) such that
g(t, u, v, x, y)− g(t, u, v, x, y) ≥ −M(t)(u− u)−M1(t)(v − v)
−M2(t)(x− x)−M3(t)(y− y)
for α0(t) ≤ u ≤ u ≤ β0(t), α0(ω(t)) ≤ v ≤ v ≤ β0(ω(t)), Tα0(t) ≤ x ≤ x ≤ Tβ0(t), Sα0(t) ≤ y ≤ y ≤ Sβ0(t), ∀t ∈
J, t ≠ tk.
(H3) Ik(x(tk))− Ik(y(tk)) ≥ −Lk(x(tk)− y(tk)),
λ1(v(τ )− v(τ))+ λ2
 T
0 µ(s, v(s))− µ(s, v(s))ds ≤ 0,
where α0(tk) ≤ y(tk) ≤ x(tk) ≤ β0(tk), k = 1, 2, . . . ,m. α0(t) ≤ v ≤ v ≤ β0(t), λ1, λ2 ∈ R.
(H4) 0 ≤ Lk < 1, k = 1, 2, . . . ,m, and M(t),M1(t),M2(t),M3(t), are non-negative integrable functions, satisfying (2.2) and T
0 M(t)dt > 0.
Then there exist monotone sequences {αn(t)}, {βn(t)} ⊂ E which converge uniformly to the extreme solution of (1.1) in
[α0, β0], respectively.
Proof. First, we construct two sequences {αn(t)}, {βn(t)}which satisfy the following equations:
α′i(t)+M(t)αi(t)+M1(t)αi(ω(t))+M2(t)Tαi(t)+M3(t)Sαi(t)
= g(t, αi−1(t), αi−1(ω(t)), Tαi−1(t), Sαi−1(t))+M(t)αi−1(t)
+M1(t)αi−1(ω(t))+M2(t)Tαi−1(t)+M3(t)Sαi−1(t), t ≠ tk, t ∈ J,
1αi(tk) = −Lkαi(tk)+ Ik(αi−1(tk))+ Lkαi−1(tk), k = 1, 2, . . . ,m,
αi(0) = λ1αi−1(τ )+ λ2
∫ T
0
µ(s, αi−1(s))ds+ k,
αi(t) = αi(0), t ∈ [−r, 0],
(3.3)

β ′i (t)+M(t)βi(t)+M1(t)βi(ω(t))+M2(t)Tβi(t)+M3(t)Sβi(t)
= g(t, βi−1(t), βi−1(ω(t)), Tβi−1(t), Sβi−1(t))+M(t)βi−1(t)
+M1(t)βi−1(ω(t))+M2(t)Tβi−1(t)+M3(t)Sβi−1(t), t ≠ tk, t ∈ J,
1βi(tk) = −Lkβi(tk)+ Ik(βi−1(tk))+ Lkβi−1(tk), k = 1, 2, . . . ,m,
βi(0) = λ1βi−1(τ )+ λ2
∫ T
0
µ(s, βi−1(s))ds+ k,
βi(t) = βi(0), t ∈ [−r, 0].
(3.4)
Obviously, by Lemmas 2 and 3, both Eqs. (3.3) and (3.4) have solutions, hence the above definitions are adequate.
We complete the proof by four steps.
Step 1. We prove that αi ≤ αi+1, and βi ≤ βi−1, i = 1, 2, . . . ,m.
By the above procession, we know that α1 satisfies
α′1(t)+M(t)α1(t)+M1(t)α1(ω(t))+M2(t)Tα1(t)+M3(t)Sα1(t)
= g(t, α0(t), α0(ω(t)), Tα0(t), Sα0(t))+M(t)α0(t)
+M1(t)α0(ω(t))+M2(t)Tα0(t)+M3(t)Sα0(t), t ≠ tk, t ∈ J,
1α1(tk) = −Lkα1(tk)+ Ik(α0(tk))+ Lkα0(tk), k = 1, 2, . . . ,m,
α1(0) = λ1α0(τ )+ λ2
∫ T
0
µ(s, α0(s))ds+ k,
α1(t) = α1(0), t ∈ [−r, 0].
(3.5)
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Let p(t) = α0(t)− α1(t), then
p′(t)+M(t)p(t)+M1(t)p(ω(t))+M2(t)Tp(t)+M3(t)Sp(t)
= α′0(t)+M(t)α0(t)+M1(t)α0(ω(t))+M2(t)Tα0(t)+M3(t)Sα0(t)
−α′1(t)−M(t)α1(t)−M1(t)α1(ω(t))−M2(t)Tα1(t)−M3(t)Sα1(t)
= α′0(t)− g(t, α0(t), α0(ω(t)), Tα0(t), Sα0(t)) ≤ 0.
It is easy to prove that
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m,
p(0) ≤ 0, p(t) ≤ p(0), t ∈ [−r, 0].
Then by Lemma 1 we have p(t) ≤ 0, which implies α0(t) ≤ α1(t), i.e. α0 ≤ α1.
By mathematical induction, we obtain that the sequence {αn} is a non-decreasing sequence.
Similarly, we can prove {βn} is a non-increasing sequence.
Step 2. We show that α1 ≤ β1, if α0 ≤ β0. Let p = α1 − β1, then for t ≠ tk, t ∈ J ,
p′(t)+M(t)p(t)+M1(t)p(ω(t))+M2(t)Tp(t)+M3(t)Sp(t)
= α′1(t)+M(t)α1(t)+M1(t)α1(ω(t))+M2(t)Tα1(t)+M3(t)Sα1(t)
−β1(t)′(t)−M(t)β1(t)−M1(t)β1(ω(t))−M2(t)Tβ1(t)−M3(t)Sβ1(t)
≤ [g(t, α0(t), α0(ω(t)), Tα0(t), Sα0(t))+M(t)α0(t)+M1(t)α0(ω(t))
+M2(t)Tα0(t)+M3(t)Sα0(t)] − [g(t, β0(t), β0(ω(t)), Tβ0(t), Sβ0(t))
+M(t)β0(t)+M1(t)β0(ω(t))+M2(t)Tβ0(t)+M3(t)Sβ0(t)] ≤ 0.
It is easy to verify that by (H3)
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m,
p(0) ≤ 0, p(t) ≤ p(0), t ∈ [−r, 0],
then we have p(t) ≤ 0, which implies α1 ≤ β1, still by mathematical induction, we have αi ≤ βi, i = 1, 2, . . . , n.
Step 3. Following the first two steps, we have
α0 ≤ α1 ≤ · · · ≤ αn ≤ · · · ≤ βn ≤ · · · ≤ β1 ≤ β0
and each αi, βi ∈ E ∩ E0 satisfies (3.3) or (3.4). Obviously the sequences {αi}, {βi} are uniformly bounded and equi-
continuous, one can employ the standard arguments, namely the Ascoli–Arzela criterion to conclude that the sequences
{αi}, {βi} converge uniformly on J+ with
lim
i→+∞αi(t) = y∗, limi→+∞βi(t) = y
∗.
Clearly, y∗, y∗ satisfy (1.1).
Step 4. We prove y∗, y∗ are extreme solutions of (1.1) in [α0, β0].
Let y(t) is a solution of (1.1), which satisfies α0(t) ≤ y(t) ≤ β0(t), t ∈ J+.
Setting p(t) = αn+1(t)− y(t), then for t ≠ tk, t ∈ J ,
p′(t) = α′n+1 − y′
≤ −M(t)p(t)−M1(t)p(ω(t))−M2(t)Tp(t)−M3(t)Sp(t)
and
1p(tk) ≤ −Lkp(tk), k = 1, 2, . . . ,m,
p(0) ≤ 0, p(t) ≤ p(0), t ∈ [−r, 0].
By Lemma 1 we have p(t) ≤ 0 for all t ∈ J+, i,e. αn+1 ≤ y. Similarly, we can get that y ≤ βn+1, t ∈ J+. Thus
αn+1 ≤ y(t) ≤ βn+1, (n = 0, 1, 2, . . .), for all t ∈ J+, which implies y∗(t) ≤ y(t) ≤ y∗(t). We complete the proof. 
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4. Example
Example. Consider the following problems:
y′(t) = g(t, y(t), y(ω(t)), Ty(t), Sy(t)), t ≠ 1
2
, t ∈ [0, 1],
1y

1
2

= −1
2
y

1
2

,
y(0) = −1
2
y(τ )−
∫ 1
0
(2s− y(s))ds+ 2
3
,
y(t) = y(0), t ∈ [−1, 0],
(4.1)
where
g(t, y(t), y(ω(t)), Ty(t), Sy(t)) = − 1
15
ty(t)+ 1
250
t3
[
t − y

t
2
]3
+ 1
12

t5 −
∫ t2
0
2
3
tsy(s)ds
3
+ 1
150

t3 −
∫ 1
0
2
3
tsy(s)ds
5
, t ≠ 1
2
, t ∈ [0, 1].
It can easily be verified that (4.1) admits the lower solution α0(t) = −1, t ∈ [−1, 1] and the upper solution β0(t) given by
β0(t) =

1, t ∈ [−1, 0],
2
3
t + 1, t ∈

0,
1
2
]
,
2
3
t + 2
3
, t ∈

1
2
, 1
]
,
and α0 ≤ β0.
By computing,
g(t, u, v, x, y)− g(t, u, v, x, y) = − 1
15
t(u− u)+ 1
250
t3[(t − v)3 − (t − v)3]
+ 1
12
[(t5 − x)5 − (t5 − x)3] + 1
150
[(t3 − y)7 − (t3 − y)5]
≥ − 1
15
t(u− u)− 3
250
t3

t + 4
3
2
(v − v)
− 1
4
(t5 + 1)2(x− x)− 1
30
(t3 + 1)4(y− y)
where α0(t) ≤ u ≤ u ≤ β0(t), α0(ω(t)) ≤ v ≤ v ≤ β0(ω(t)), Tα0(t) ≤ x ≤ x ≤ Tβ0(t), Sα0(t) ≤ y ≤ y ≤ Sβ0(t).
Then we see that
M(t) = 1
15
t, M1(t) = 3250 t
3

t + 4
3
2
, M2(t) = 14 (t
5 + 1)2, M3(t) = 130 (t
3 + 1)4,
and ∫ T
0
[
M(t)+M1(t)+M2(t)
∫ β(t)
0
k(t, s)ds+M3(t)
∫ T
0
h(t, s)ds
]
dt +
m−
k=1
Lk
=
∫ 1
0

1
15
t + 3 ⊣
250
t3

t + 4
3
2
+ 1
4
(t5 + 1)2
∫ t2
0
2tsds+ 1
30
(t3 + 1)4
∫ 1
0
2tsds

dt + L1
≤ 1
30
+ 1
24
+ 1
18
+ 8
45
+ 2
3
< 1,
it is easy to get,
Ik(x(tk))− Ik(y(tk)) = −12 (x(tk)− y(tk))
≥ −2
3
(x(tk)− y(tk))
= −L1(x(tk)− y(tk))
where α0(tk) ≤ y(tk) ≤ x(tk) ≤ β0(tk), L1 = 23 .
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Obviously,
λ1(v(τ )− v(τ))+ λ2
∫ T
0
µ(s, v(s))− µ(s, v(s))ds ≤ 0,
where α0(t) ≤ v ≤ v ≤ β0(t), λ1 = − 12 , λ2 = −1.
Thus, all conditions of Theorem 1 are satisfied. Therefore, by Theorem 1, (4.1) has extremal solutions y∗, y∗ ∈ [α0, β0],
which can be obtained by taking limits from some iterative sequences.
Remark 2. In this example, the boundary value condition in (4.1) would change if τ changes from zero to any positive
constant in interval (0, 1], which include τ = 12 . That is, our boundary value condition has a very general form.
5. Conclusions
In this paper, we have discussed integral boundary value problems for first order impulsive integro-differential equations
of mixed type. The main result (Theorem 1) is new and the following results appear as its special cases:
(i) If we take ω(t) = t in (1.1), we obtain the first-order impulsive ordinary integro-differential equations with integral
boundary conditions.
(ii) By taking ω(t) = t + ζ , ζ ∈ [−r, 0] in (1.1), our result corresponds to retarded integro-differential equations.
(iii) For Ik(y(tk)) = 0, k = 1, 2, . . . ,m, in (1.1), we get the integral boundary value problems for first order integro-
differential equations of mixed type.
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