This special issue presents five articles presenting foundational contributions to computer vision covering a broad spectrum of the field: image compositing, segmentation, optimization of higher order MRFs and structure from motion. The articles are characterized by their clarity and rigor and offer an opportunity to the reader to really learn about new methodologies in the field. The three first papers operate at the pixel level while the two last papers are rather geometric using points as features.
high-dimensionality of the stochastic PDE the authors use the generalized spectral decomposition.
The third paper "Inference Methods for CRFs with Co-occurrence Statistics" by Ladicky et al. introduces a new computational approach to the incorporation of co-occurence statistics in conditional random fields. The authors prove that even if global potentials defined over all variables are introduced in addition to the pairwise terms in a CRF, the optimization can still be solved using graph-cut algorithms. This method is particularly attractive when considering optimization problems involving higher order interactions.
The last two papers advance the structure from motion field of computer vision. The paper "Adaptive Non-rigid Registration and Structure from Motion from Image Trajectories" by A. Del Bue describes a new approach to the problem of non-rigid registration of 3D models to 2D trajectories. The author starts with a generalized SVD-based factorization yielding a reconstruction modulo an affine transformation which is then adjusted to euclidean 3D space using metric constraints induced by scaled orthographic projection. Last, but not least in "Multi-linear Factorizations for MultiCamera Rigid Structure From Motion Problems", R. Angst and M. Pollefeys address the challenging problem of multiple cameras observing the same motion without having features correspondences cross cameras. They introduce the notion of motion subspaces and are able to recover such motions even in extreme cases of one visible point.
We hope that the reader will enjoy reading and learn a lot of novel representations, methods, and algorithms.
