In this paper, we are interested in unsupervised speech enhancement using latent variable generative models. We propose to learn a generative model for clean speech spectrogram based on a variational autoencoder (VAE) where a mixture of audio and visual networks is used to infer the posterior of the latent variables. This is motivated by the fact that visual data, i.e., lips images of the speaker, provide helpful and complementary information about speech. As such, they can help train a richer inference network. Moreover, during speech enhancement, visual data are used to initialize the latent variables, thus providing a more robust initialization than the noisy speech spectrogram. A variational inference approach is derived to train the proposed VAE. Thanks to the novel inference procedure and the robust initialization, the proposed audio-visual mixture VAE exhibits superior performance on speech enhancement than using the standard audio-only counterpart.
I. INTRODUCTION
T HE recent impressive performance of deep neural networks (DNNs) in computer vision and machine learning has paved the way to revisit many important signal processing problems. One such problem is that of speech enhancement, i.e., the task of estimating a clean speech from its noisy observation [1] , [2] . DNNs have been widely utilized for this task, where a neural network is trained to map a noisy speech spectrogram to its clean version, or to a time frequency (TF) mask [3] - [5] . This is often done in a supervised way, using pairs of noisy speech and the corresponding clean ones.
Unsupervised methods based on deep latent variable models offer another approach for speech enhancement, gaining much interest over the past few years [6] - [10] . The first and main step is to train a generative model for clean speech spectrogram using a variational auto-encoder (VAE) [11] , [12] . VAEs provide an efficient way to estimate the parameters of the generative model, also called the decoder. This is done by approximating the intractable posterior distribution of the latent variables using a Gaussian distribution parametrized by a neural network, called the inference (encoder) network. The encoder and decoder are jointly trained to maximize a variational lower bound on the marginal data log-likelihood. At test time, the trained generative model is combined with a noise model, e.g., nonnegative matrix factorization (NMF). The trained encoder is mainly used to initialize the latent variables by using the noisy speech spectrogram as input.
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The unknown noise parameters are then estimated from the observed noisy speech. Being independent of the noise type at training, these methods have shown a better generalization than the supervised approaches [6] , [7] .
Motivated by the fact that the visual information, when associated with audio information, often helps improve the quality of speech enhancement [13] - [15] , an audio-visual latent variable generative model has recently been proposed in [16] . Within this model, the visual features corresponding to the lips region of the speaker are also fed to the encoder and decoder networks of the VAE. The effectiveness and superior performance of the audio-visual VAE (AV-VAE) compared to the audio-only VAE (A-VAE) for speech enhancement has been experimentally verified in [16] . To deal with noisy visual data at test time, e.g., non-frontal or occluded lips images, a robust method has been proposed in [17] , where during speech enhancement, a mixture of trained A-VAE and AV-VAE is used as the clean speech model. Because of that, the bad effects associated with missing visual information are avoided as the algorithm switches from AV-VAE to A-VAE in these cases [17] . Besides AV-VAE, a video-only VAE (V-VAE) has also been introduced in [16] , where the posterior parameters of the latent variables, i.e., the encoder parameters, are trained using only visual information. As such, the latent variables governing the generative process of clean speech spectrogram are inferred from visual data only. V-VAE has been shown to yield much better speech enhancement performance than A-VAE when the noise level is high [16] . This might be due to the fact that at test time, the latent variable initialization in V-VAE is based on visual features, whereas in A-VAE, it is based on the noisy mixture. As a result, V-VAE provides a better initialization, because it uses noise-free data (visual features) [16] .
The original contribution of this paper is to optimally exploit the complementarity of A-VAE and V-VAE, without systematic recourse to simultaneously using audio and visual features, i.e., AV-VAE. Indeed, we aim to bridge the performance gap between A-VAE and V-VAE by designing a mixture of audio and visual inference (encoder) networks. The inputs to audio and visual encoders are speech spectrogram frames and the corresponding visual features, respectively, thus enabling the encoder mixture to be trained to select the best combination of the two encoders, rather than systematically using both. A variational inference approach is proposed to train the encoders jointly with a shared decoder (generative) network. This way, the decoder reconstructs the input audio data using both audio and visual latent samples. At test time, the latent variables are initialized using the visual encoder, thus providing a robust arXiv:1912.10647v1 [eess.AS] 23 Dec 2019 initialization. Our experiments show that the proposed strategy yields much better performance than previous methods.
The rest of the paper is organized as follows. In Section II, we review speech modeling based on VAE. Next, Section III introduces our proposed modeling and enhancement strategy. Experimental results are then presented in Section IV.
II. VAE-BASED SPEECH MODELING
A. Audio-only VAE Let s n ∈ C F denote the vector of speech short-time Fourier transform (STFT) coefficients at time frame n, for n ∈ {0, ..., N − 1}, which is assumed to be generated according to the following latent variable model [6] , [7] :
where z n ∈ R L , with L F , is a latent random variable describing a speech generative process, N (0, I) is a zero-mean multivariate Gaussian distribution with identity covariance matrix, and N c (0, σ) is a univariate complex proper Gaussian distribution with zero mean and variance σ. Moreover, σ s (.) : R L → R F + is modeled as a neural network parameterized by θ, which are the parameters of interest.
To estimate θ, we need to compute the posterior p(z n |s n ). However, this posterior is computationally intractable. As such, VAE suggests a tractable variational approximation to p(z n |s n ) which is parametrized by another neural network, called the inference (encoder) network [12] . This variational distribution is defined as follows:
where, µ a z (.) : R F + → R L and σ a z (.) : R F + → R L + are neural networks, with parameters denoted ψ a , takings n (|s 0n | 2 . . . |s F −1 n | 2 ) as input. ψ a and θ are then estimated by maximizing a lower bound on the data log-likelihood, also called the evidence lower bound (ELBO) [12] :
where, N tr denotes the total number of training spectrogram time frames, and KL(q p) denotes the Kullback-Leibler (KL) divergence between q and p. Since all the parameters are estimated using only audio data, the above model is called A-VAE [16] .
B. Visual-only VAE
A visual VAE (V-VAE) was proposed in [16] , assuming the same generative model as in (1) and (2) . The difference with the A-VAE is that, here, the posterior p(z n |s n ) is approximated using visual-data only:
where, v n ∈ R M is an embedding for the image of the speaker lips at frame n, and µ v z (.) :
III. INFERENCE WITH AN AUDIO-VISUAL MIXTURE
In this section, we aim to devise a framework able to choose the best combination between the auditory and visual encodings, as opposed to systematically using both encodings as in the AV-VAE proposed in [16] . To that aim, we propose a probabilistic mixture of the audio and visual models. Due to the limited space, the details of the derivations are provided in a supplementary document available online 1 .
A. Inference Network
We formulate our model using a set of mixture variables, α = {α n } Ntr n=1 , α n ∈ {0, 1}, denoting the component of origin for the latent variable of each time frame. The model learns to select if the posterior of z n should be audio-or video-based. The posterior distribution of the latent variables is defined as:
The following prior distribution is assumed for α n :
The mixture components in (6) are defined as follows:
These posteriors cannot be computed in closed-form, due to the non-linear generative model. Therefore, we pursue an amortized inference approach by approximating the posteriors in (8) by some parametric Gaussian distributions:
q(z n |s n , v n , α n ; ψ) = q(z n |s n ; ψ a ) α n = 1, q(z n |v n ; ψ v ) α n = 0,
in which, ψ = {ψ a , ψ v }, and ψ a and ψ v denote the parameters of the associated audio and visual inference neural networks, which take the same architectures as those in (3) and (5), respectively. The overall architecture is depicted in Fig. 1 . The posterior of α n , i.e., p(α n |s n , v n ), cannot be computed in closed-form as well. So, we resort to a variational approximation, denoted r(α n ). Put it all together, we have the following approximate posterior: We solve (11) by alternately optimizing the cost over r and Θ. For optimizing over r, we fix Θ to its current value and use calculus of variations, keeping in mind the constraint that r integrates to 1. Doing so, r turns out to be a Bernoulli distribution with parameter π n given below:
where g(x) = 1/(1 + exp(−x)) is the sigmoid function and:    F a (n) = ln p (s n |z a n ; θ) − KL q(z n |s n ; ψ a ) p(z n ) ,
where, z a n ∼ q(z n |s n ; ψ a ) and z v n ∼ q(z n |v n ; ψ v ). The KL terms in the above equations take the following forms:
KL q(z n |s n ; ψ a ) p(z n ) = − log diag σ a z (s n ) + trace diag σ a z (s n ) + µ a z (s n ) 2 , (13) and analogously for the vision-based term. To update Θ, we should optimize the following cost:
Ntr−1 n=0 π n ln p (s n |z a n ; θ) +
(1 − π n ) ln p (s n |z v n ; θ) − π n · KL q(z n |s n ; ψ a ) p(z n ) −
Like in a standard VAE, we use a re-parametrization trick along with a stochastic gradient descent algorithm to update ψ and θ [12] . Finally, optimizing (14) over π results in π = 1 N tr Ntr n=1 π n .
Now, if we rewrite (6) with the derived variational inference formula, we obtain the VAE encoder mixture:
p(z n |s n , v n ) = π n N µ a z (s n ), diag σ a z (s n )
. (17) The overall training algorithm then consists of iteratively updating the variational distribution of α n via (12), updating ψ and θ via optimizing (14) , and uprating π using (15).
B. Speech Enhancement
At test time, once the VAE is trained, the STFT time frames of the observed noisy speech are modeled as x n = s n +b n , for n = 0, . . . , N − 1, with b n denoting noise STFT time frame. For the probabilistic modeling of s n , we use the generative model trained on clean data (see Subsection III-A). To model b n , the following NMF based model is considered [7] 
where, W ∈ R F ×K + , and h n denotes the n-th column of H ∈ R K×N + . The parameters, i.e., {W, H}, as well as the unknown speech are then estimated following a Monte-Carlo Expectation-Maximization (MCEM) method [18] . We follow a similar approach as proposed in [17] to estimate the unknown speech. The details are provided in the supplementary document available at https://team.inria.fr/perception/research/ av-mix-se/.
IV. EXPERIMENTS Dataset. To evaluate the performance of the proposed method, which we call mixAVEnc-v, we use the NTCD-TIMIT dataset [19] . This dataset contains audio-visual (AV) recordings from 56 English speakers with an Irish accent, uttering 5488 different TIMIT sentences [20] . The visual data consists of 30 FPS videos of lips region of interests (ROIs). Each frame (ROI) is of size 67×67 pixels. The speech signal is sampled at 16 kHz, and the audio spectral features are computed using an STFT window of 64 ms (1024 samples per frame) with 47.9% overlap, hence F = 513.
The dataset is divided into 39 speakers for training, 8 speakers for validation, and 9 speakers for testing, as proposed in [19] . The test set includes about 1 hour noisy speech, along with their corresponding lips ROIs, with six different noise types, including Living Room (LR), White, Cafe, Car, Babble, and Street, with noise levels: {−15, −10, −5, 0, 5, 10, 15} dB.
Baseline methods. As the baseline methods, we choose the A-VAE, V-VAE and AV-VAE speech enhancement methods discussed in [16] , which have been trained on the NTCD-TIMIT dataset.
VAE architecture and training. The generative network (decoder) of the proposed VAE uses the same architecture as the one used in the A-VAE and V-VAE models [16] : a single hidden layer with 128 nodes and hyperbolic tangent activations. The dimension of the latent space is L = 32. The audio and the video encoders in Fig. 1 share also the same architectures as those of A-VAE and V-VAE encoders, respectively. The A-VAE encoder has a single hidden layer with 128 nodes and hyperbolic tangent activations. The V-VAE encoder is similar to that, except for extracting visual features embedding lip ROIs into a feature vector v n ∈ R M , with M = 128. This is composed of two fully connected layers with 512 nodes and 128 nodes, respectively. The dimension of the input corresponds to a single vectorized frame, namely 4489 = 67 × 67. Furthermore, we consider another version of our proposed network, referred to as mixAVEnc-AVDec, in which the visual features are also concatenated with the latent codes in the decoder. Note that the prior of the latent variables remains as in (2) . The encoder has the same architecture as the one in Fig. 1 .
The decoder parameters of mixAVEnc-v and mixAVEnc-AVDec are initialized with those of the pretrained A-VAE and AV-VAE decoders, respectively. The parameters of the audio and the video encoders are also initialized with the corresponding parameters in the pretrained A-VAE and V-VAE encoders. Then, all the parameters are fine-tuned using the Adam optimizer [21] with a step size of 10 −4 , and for 200 epochs. The batch-size is 64. Furthermore, to force the network to make use of the visual data in the encoder, we add some uniform noise to about one-third of speech spectrogram time frames that are fed to the audio encoder.
Results. We used standard speech enhancement scores, that is, the signal-to-distortion ratio (SDR) [22] and the perceptual evaluation of speech quality (PESQ) [23] scores. SDR is measured in decibels (dB) while PESQ values lie in the interval [−0.5, 4.5] (the higher the better). For each measure, we report the (median) difference between the output value (evaluated on the enhanced speech signal) and the input value (evaluated on the noisy/unprocessed mixture signal). Figure 2 shows the results of A-VAE, V-VAE, and mixAVEnc-v. As can be seen, there is a clear performance advantage with the proposed method, especially in high noise levels. As explained earlier, this might be due to the facts that the network efficiently makes use of the robust initialization provided by the visual data, and also by the richer generative model (decoder) which has been trained using both audio and visual latent codes. However, as the amount of noise decreases, the performance of mixAVEncv gets closer to that of A-VAE.
Next, we investigate the performance of mixAVEnc-AVDec, and the proposed method but with the audio encoder as the initializer. We call this variant mixAVEnc-a. Fig. 3 compares different methods, including also the AV-VAE method of [16] . Inspecting the results, we can reach to several conclusions. First, as expected, mixAVEnc-a performs quite similarly as A-VAE, with a slightly improved performance in high noise levels. Furthermore, mixAVEnc-AVDec shows much better performance than mixAVEnc-v for very high noise levels, however, it exhibits worse results as the noise level decreases. This demonstrates that the visual features in the generative model contribute mainly in high noise regimes. Compared to AV-VAE, mixAVEnc-v shows much better performance in terms of PESQ. Moreover, it shows a competing SDR performance, with improved results for low noise levels. Part of the worse performance of AV-VAE could be explained by the way the latent codes are initialized, which is based on concatenation of noisy audio and clean visual data. It is worth mentioning that in the low noise regime, the amount of performance improvement is decreasing for all the methods. This can be explained by the fact that it is difficult to enhance a less noisy speech signal. Some audio examples are available at https://team.inria.fr/perception/research/av-mix-se/.
V. CONCLUSIONS
Inspired by the importance of latent variable initialization in the test phase of VAE-based speech enhancement, we proposed a mixture of audio and visual encoder networks, which are jointly trained with a shared generative network. A variational inference approach was proposed to estimate all the parameters of the model. At test phase, the initialization of the latent variables, as required by the MCEM inference method, is based on visual data, which is assumed to be clean in contrast to audio data. As such, it provides much better performance than initializing with noisy audio data. This was confirmed by our experiments. Making the proposed algorithm robust to noisy visual data, e.g., by using the mixture idea suggested in [17] , remains as a future work.
