to date, possibly due to weak effects of individual genetic variants. Polygenic risk scores (PRS), which capture the genetic susceptibility associated with a set of variants, can be a powerful tool for detecting global patterns of interaction. Motivated by the case-only method for evaluating interactions with a single variant, we propose a case-only method for the analysis of interactions with a PRS in case-control studies. Assuming the PRS and E are independent, we show how a linear regression of the PRS on E in a sample of cases can be used to efficiently estimate the interaction parameter. Furthermore, if an estimate of the mean of the PRS in the underlying population is available, the proposed method can estimate the PRS main effect. Extensions allow for PRS-E dependence due to associations between variants in the PRS and E. Simulation studies indicate the proposed method offers appreciable gains in efficiency over logistic regression and can recover much of the efficiency of a cohort study. As an illustration, we apply the proposed method to investigate interactions between a PRS and epidemiologic factors on breast cancer risk in the UK Biobank study.
Many diseases have complex etiologies, including both environmental and genetic factors
and their interactions (1, 2) . Understanding gene (G)-environment (E ) interactions enhances our ability to model risk and thereby identify high-risk subgroups and could provide insights into biological mechanisms of disease (2) (3) (4) (5) . Consequently, the study of G-E interactions has been a focus in many areas of research (5) , including psychiatry (6) , pulmonology (7) , and oncology (8) (9) (10) (11) . Here, we consider binary outcomes and focus on interactions as departures of joint effects from multiplicative relative risks. When the data come from a case-control study, the standard approach is to test for interaction using logistic regression; when the outcome is rare, the resulting odds ratio estimates will approximate the relative risks.
The development of powerful analytic methods for investigating G-E interactions in casecontrol studies has been an active area of research for several decades (12) . One of the most important contributions in this line of research was the development of case-only method for estimating G-E interactions for categorical G and E (13) . Under G-E independence in the underlying population and a rare disease assumption, the interaction odds ratio can be estimated by regressing E on G (or vice versa) in a sample of cases (13) . This approach can yield large gains in efficiency relative to logistic regression, which does not incorporate the independence assumption (13, 14) . Motivated by the potential for gains in efficiency by exploiting G-E independence, a number of novel methods were subsequently developed that extended the case-only method, including methods based on the retrospective likelihood (14, 15) , data-adaptive shrinkage methods (16, 17) , and two-stage hypothesis testing procedures for genome-wide scanning of interactions (2, 18) . In spite of these developments, genomewide association studies (GWAS) have thus far discovered few G-E interactions (4, 5) . It is likely that because individual genetic variants have very weak effects, the power to identify G-E interactions at the level of individual variants is low even with large sample sizes and relatively efficient methods.
Findings from GWAS indicate many complex diseases are highly polygenic, the result of the joint action of a large number of variants (19) . Thus, polygenic risk scores (PRS), which quantify the genetic risk from a set of single-nucleotide polymorphisms (SNPs) (19) , offer an attractive alternative to single-variant analysis of G-E interactions. PRS aggregate existing knowledge, removing the need to test for interactions between E and the individual genetic markers that comprise the PRS. Furthermore, PRS are expected to have more variability in the underlying population than single variants, which may lead to increased power for detecting interactions (3, 4, 20) . Using PRS to investigate G-E interactions may be most fruitful if many SNPs have similar types of interactions; in the absence of such similarity, the interactions between the individual SNPs and E may become diluted when the SNPs are combined into the PRS. In settings where the goal is to develop a parsimonious risk prediction model including the joint effects of genetic and non-genetic factors, using PRS to evaluate interactions is particularly compelling (e.g., (21) (22) (23) (24) ).
In this paper, we demonstrate that exploiting independence between a PRS and E leads to a case-only method for studying the interaction between the PRS and E and that this approach offers gains in efficiency over logistic regression. Specifically, we show this interaction can be evaluated using a simple linear regression of the PRS on E in a sample of cases.
We then show how the main effect of the PRS can be estimated and how the method can be extended to the setting where the PRS and E are correlated due to associations between E and some of the variants in the PRS. We use breast cancer data from the UK Biobank, a large cohort study, to illustrate application of the proposed method.
METHODS
Throughout, we consider a binary outcome D, where D is either 0 or 1, with 1 indicating disease. Parameter estimates are denoted by a circumflex (or "hat").
PRS definition
A PRS is typically defined as a weighted sum of risk alleles for a collection of SNPs, i w i G i , where w i is the weight for the i th SNP and G i indicates the number of copies of the risk allele for the i th SNP (0, 1, or 2) (19) . The weight w i is typically an estimate of the association between the i th SNP and the outcome, such as an estimated log odds ratio.
We focus on the scenario where the weights are given, e.g., are based on summary statistics from large GWAS, and need not be estimated.
G-E independence
Suppose the true population risk model for a D conditional on the PRS for D, S D , and
Furthermore, suppose
that is, S D and E are independent in the population. The parameter θ I characterizes the interaction between S D and E on the log relative risk scale. Since S D is a weighted sum of a number of SNPs, we assume the central limit theorem holds and the distribution of S D can be characterized by a normal distribution with mean µ and variance σ 2 . Under independence of S D and E, we have (S D |E) ∼ S D ∼ N (µ, σ 2 ). Using this result and the model given in equation 1, we demonstrate (Web Appendix A, available at https://academic.oup.
; in other words, the conditional distribution of S D among cases is normal, where the mean is a linear function of E.
Thus, in practice, we can evaluate the interaction between S D and E by fitting a linear regression to a sample of cases:
where ∼ N (0, σ 2 ). This provides estimates of τ 0 = µ + σ 2 θ S and τ 1 = σ 2 θ I . Scalingτ 1 byσ 2 yieldsθ I . An estimate of σ 2 could be obtained internally, e.g., based on the residual standard error estimate from the model in equation 3. Alternatively, as σ 2 is also the marginal variance of S D , an external sample or, if the disease is rare, a sample of controls could be used to estimate σ 2 . The estimated standard error forτ 1 must also be scaled bŷ Estimating the main effect of S D . In the linear regression model defined in equation 3, (25) . Thus, in exploring interactions between BMI and S D on the risk of D, one needs to be cautious about the potential for G-E correlation due to variants in S D that are also associated with BMI. In the following, we propose a way of correcting for such G-E dependence by utilizing a PRS for E.
Let us suppose, in addition to S D , we can calculate S E , a PRS for E. The SNP weights used in S E could be obtained from a large GWAS for E. We will assume that conditional on S E , S D is independent of E, which implies S E captures all of the association of the variants in S D with E. We further assume that conditional on S D and E, D and S E are independent, i.e., S E provides no independent information about disease risk given S D and E.
We assume the multivariate central limit theorem holds and the joint distribution of (S D , S E ) can be characterized by a bivariate normal distribution with means µ and δ, respectively, variances σ 2 and γ 2 , respectively, and correlation λ.
Using arguments similar to those used above in the setting of G-E independence, it can be shown (
. Thus, we can study θ I by fitting a linear regression to a sample of cases:
where ζ ∼ N (0, ψ 2 ).
This provides estimates of ω 0 = φ 0 + ψ 2 θ S , ω 1 = φ 1 and ω 2 = ψ 2 θ I . By scalingω 2 bŷ ψ 2 (e.g., based on the residual standard error estimate from the model in equation 4), we can obtainθ I . The standard error estimate forω 2 must be similarly scaled byψ 2 in order to provide proper inference forθ I . Ifμ andδ are also available, θ S can be estimated usinĝ
UK Biobank data
To illustrate application of our method, we used data on breast cancer from the UK Biobank (26, 27) , a large cohort study that enrolled approximately 500,000 individuals aged 37-74 years and is following them to observe health outcomes. The UK Biobank data included 264,232 women. We sought to explore G-E interactions on risk of post-menopausal breast cancer, defined as breast cancer after age 50 years. We defined our cohort as unrelated women of white British ancestry who did not have pre-menopausal breast cancer, were aged at least 50 years at study entry, and did not have breast cancer before entry. This yielded a cohort with 116,030 individuals, of which 2,339 were incident cases. The UK Biobank was approved by the North West Multi-centre Research Ethics Committee. This research was conducted under UK Biobank Resource application 17712.
Previous work evaluated a 77-SNP breast cancer PRS in a case-control study with 28,239 cases and 30,445 controls (24) . The PRS was categorized into deciles and interactions between the PRS and several variables, including alcohol intake, height, and BMI, were considered. Significant interactions were found for alcohol intake and height, but clear doseresponse patterns were not seen. In other words, the estimated associations between the environmental variables and breast cancer risk did not uniformly increase or decrease with increasing PRS decile.
We generated a PRS based on a recent breast cancer GWAS conducted by Michailidou et al. (28) This study identified 161 SNPs that achieved genome-wide significance (P value ≤ 5×10 −8 ); of these, 151 SNPs were available in the UK Biobank data. Thus, we constructed a 151-SNP breast cancer PRS based on the summary statistics provided by Michailidou et al. and the genotype data available from the UK Biobank. We considered interactions between the PRS and alcohol intake derived from self-reported consumption (defined as g/day), BMI, and height. All variables were modeled as continuous variables. We compared three analyses:
the case-only method with all 2,339 incident cases, an analysis of a mock case-control study with all 2,339 incident cases and 2,339 randomly sampled controls, and an analysis of the full cohort of 116,030 women, including the 2,339 incident cases. For the case-control and cohort analyses, we fit a logistic regression model and a Poisson regression model with robust variance estimation (29) , respectively. The case-control and cohort analyses included adjustment for age at study entry. All analyses were conducted using R, version 3.5.1 (R Foundation for Statistical Computing, Vienna, Austria).
Assuming the true population risk model is similar to the model in equation 1, to the extent breast cancer risk is low for all levels of a given E during the follow-up period of the cohort (mean follow-up time = 5.7 years), all three methods will estimate approximately the same interaction parameter, i.e., the interaction on the relative risk scale. Otherwise, the case-control approach will estimate the interaction on the odds ratio scale, a distinct parameter. Given the low prevalence of breast cancer in the population and relatively modest observed associations between the variables considered here (height, BMI, and alcohol consumption) and breast cancer risk (30, 31) , it is anticipated that all three approaches will estimate approximately the same interaction parameter.
Simulations
We conducted simulations to investigate the ability of the proposed case-only method to estimate and provide inference for the parameters of interest. Throughout, we compared our method to a case-control study and a cohort study; all three approaches (case-only, casecontrol, and cohort) included the same number of cases. We fit a logistic regression model for the case-control approach and a Poisson model with robust variance estimation for the cohort approach. In all simulations, the true population risk model was the log-risk model in equation 1 and the parameter values used were such that the outcome was rare for all levels of E; thus, all three approaches (approximately) estimate the interaction parameter and the S D main effect parameter on the log relative risk scale.
For all simulations, we first generated a population of 10 6 observations. From this population, a sample of n cases and n controls were drawn; the n cases were used by the case-only method, while the n cases and n controls were used in the case-control approach. For the cohort approach, a sample of size n/p, where p was the proportion of cases in the population, was drawn; this yielded a sample with n cases and the same disease prevalence as in the population, on average. Throughout, n was 1000, 2000, or 5000. All simulations were repeated 1000 times. All P values (used to estimate the type I error rate) were two-sided and the nominal type I error rate was 0.05.
Estimating the interaction parameter under G-E independence. We evaluated bias, variance estimation, and confidence interval coverage for the interaction parameter for the three approaches under G-E independence. In these simulations, S D and E were independently normally distributed both with mean zero and variance 0.25. We simulated D as a Bernoulli random variable with success probability exp 
and
respectively. For the case-only method, the residual standard error estimate from the linear regression model was used to estimate σ 2 .
We also investigated the type I error rate of the three approaches. The simulation set-up was identical to that described above, except θ I = 0; that is, D was simulated as a Bernoulli random variable with success probability exp(η 0 + 0.589S D − 0.5E), where again η 0 was such that the disease prevalence in the population was 1%.
Estimating the main effect of S D under G-E independence. We evaluated the estimates of the main effect of S D in terms of bias, variance estimation, and confidence interval coverage.
The simulation set-up was identical to that described above. For the case-only method,τ 0 was centered by an estimate of µ from an external sample of size n * (n * = 5000, 10000, or 50000). This centered estimate was then scaled byσ 2 , whereσ was the residual standard error estimate from the case-only linear regression model, yieldingθ S . The standard error of θ S was estimated as described in Web Appendix D. We also evaluated the type I error rate of the three approaches by setting θ S to zero.
Estimating the interaction parameter under conditional G-E independence. We consid- 
where η 0 was chosen to yield a disease prevalence in the population of 1%. For the case-only, case-control, and cohort approaches, we fit the regression models given in equations 4, 5, and 6, respectively. For the case-only method, the residual standard error estimate from the linear regression model was used to estimate ψ 2 . Finally, we investigated the type I error rate of the three approaches (i.e., we set θ I = 0).
RESULTS

Application to data from the UK Biobank
Although no significant interactions were identified, the results of the case-only analysis generally mirror those of the cohort analysis and differ notably from those of the case-control analysis ( Table 1 ). In particular, the confidence intervals from the case-only and cohort analyses are similar and are 30-40% narrower than those from the case-control analysis. These 
Simulations
Estimating the interaction parameter under G-E independence. For all three approaches, the interaction parameter was estimated with little bias, the mean estimated standard errors were generally close to the empirical standard errors (i.e., the standard deviation of the parameter estimate across simulations), the coverage probabilities were approximately 95%, and the type I error rates were close to the nominal level ( Table 2 ). The mean estimated standard errors for the case-only method were slightly lower than the empirical standard errors. These differences were small, diminished with increasing sample size, and were likely due to small sample bias associated with using an estimate of σ 2 to obtainθ I . We also observe marked gains in efficiency (that is, reduced empirical variance) for the case-only method relative to the standard case-control analysis: examination of the variance ratios indicates the case-only method was more than twice as efficient as the case-control analysis and nearly recovered the efficiency of the cohort approach. Estimating the main effect of S D under G-E independence. All three methods did well in estimating the main effect of S D and its standard error and were able to maintain the nominal coverage probability and type I error rate (Table 3) . Again, we see some discrepancies in the mean estimated and empirical standard error for the case-only method that lessen with increasing n. However, the mean estimated standard errors for the case-only method generally tracked well with the empirical standard errors, indicating we were able to adequately account for the use of an estimate of µ. The estimates from the case-only method were at least as efficient as those from the case-control approach and in many cases were substantially more efficient. In general, as n * /n grew, the efficiency of the case-only method relative to the case-control analysis increased and approached that of the cohort analysis. When n * and n were of a similar magnitude, i.e., n * = 5000, the estimates from the case-only method were up to 40% more efficient than those from the case-control approach (when n * = n = 5000, the efficiency of the estimates from the case-only and case-control approaches was comparable). When n * = 10, 000, that is, at least twice as large as n, the case-only method was between 28% and 45% more efficient. In the setting where n * was at least ten times as large as n (n * = 50, 000), the case-only method was between 62% and 81% more efficient. Abbreviations: E, environment; G, gene. a For the case-only and cohort analyses, this is an estimate of the main effect of S D on the log relative risk scale. For the case-control analysis, this is an estimate of the main effect of S D on the log odds ratio scale. These parameters are approximately equal in these simulations.
Estimating the interaction parameter under conditional G-E independence. When S D and E were independent conditional on S E , there was little bias, the mean estimated standard errors were generally similar to the empirical standard errors, the coverage probabilities were near 95%, and the type I error rates were close to 0.05 for all three approaches (Table 4) .
Again, we see large gains in efficiency for the case-only method relative to the case-control approach; in particular, the case-only method was at least 70% more efficient than the casecontrol approach and recovered much of the efficiency of the cohort approach. Abbreviations: E, environment; G, gene. a For the case-only and cohort analyses, this is an estimate of the interaction on the log relative risk scale. For the case-control analysis, this is an estimate of the interaction on the log odds ratio scale. These parameters are approximately equal in these simulations.
DISCUSSION
We have proposed a method for case-only analysis of G-E interactions using a PRS. Our method is easy to implement, requiring only the ability to run linear regression. Importantly, the case-only approach incorporates an assumption of independence of the PRS S D and E (either marginally or conditionally given S E , a PRS for E), yielding marked gains in efficiency over logistic regression analysis of case-control data. The proposed method makes no assumptions about the distribution of E, lending flexibility to this approach. We used breast cancer data from the UK Biobank to illustrate our method, providing evidence it can offer gains in efficiency over the case-control analysis and produce results very similar to the analysis of the full cohort.
For most rare diseases, implementing a cohort study is not feasible; hence, a case-control study is frequently pursued. Our approach requires collecting only a sample of cases, yet it can nearly recover the results that would be observed in a cohort study. In addition to the gains in efficiency described above, the reliance on only a sample of cases is a strength of our method, as control selection issues may lead to bias in case-control studies (32) (33) (34) (35) .
Additionally, if an estimate of the mean of S D in the underlying population is available (and, in the case of conditional independence, an estimate of the mean of S E ), the main effect of S D can be estimated by our method, providing a fuller understanding of disease risk.
There are some similarities between our approach and recent work by Aschard et al.
on methods for single-variant G-E interactions where E is continuous and measured with error (36) . They demonstrated that a linear regression of E on D, G, and DG can be used to efficiently estimate the interaction parameter in this setting. However, their method does not leverage G-E independence. Furthermore, for evaluating G-E interaction with a PRS, it is more natural to model the PRS as the outcome as it is a continuous variable, while E could be categorical, ordinal, or continuous and may also be multidimensional.
Our method relies on an assumption of G-E independence to provide estimates of the interaction parameter θ I using only a sample of cases. We have shown how this assumption can be relaxed to allow for dependence between S D and E due to associations between the SNPs in S D and E. S D and E may also be correlated due to population stratification, as the distributions of both E and S D may vary by population strata (37, 38) . Since population stratification can also influence disease risk and possibly the association between S D and D, additional work is needed to develop efficient methods for studying interactions between S D and E in the presence of population stratification.
Web Appendix A
Derivation of conditional distribution of S D in cases. . Furthermore, we can write
Then
Web Appendix B
Derivation of variance ofθ I in case-only model.
Consider the model presented in equation 3, S D = τ 0 + τ 1 E + , where τ 1 = σ 2 θ I . We propose usingτ 1 /σ 2 as an estimate of θ I and we claim that
We can show this as follows. Using a first-order Taylor series approximation, we have
Consider the third term, V ar(σ 2 ) E(σ 2 ) 2 . Recall that due to the central limit theorem, S D and (S D |D = 1, E) are approximately normally distributed. Thus, when σ 2 is estimated from an external sample or a sample of controls or the residual standard error is used,
holds approximately, where p = 1 when an external sample or a sample of controls is used (andñ is the size of that sample) and p = 2 when the residual standard error from model in equation 3 is used (andñ is the number of cases). This gives V ar(σ 2 )
Next consider the second term, 2 Cov(τ 1 ,σ 2 ) E(τ 1 )E(σ 2 ) . When σ 2 is estimated in an independent sample (i.e., an external sample or an internal sample of controls), Cov(τ 1 ,σ 2 ) = 0. We claim that whenσ 2 is the residual standard error from model in equation 3, Cov(τ 1 ,σ 2 ) = 0.
The score equations for (τ 0 , τ 1 , σ 2 ) can be written as
where n is the number of cases. The information matrix is then
However,
since the residuals have expectation zero. Likewise,
by independence of the residuals and E and the fact that the residuals have expectation zero. Thus,
This gives Cov(τ 1 ,σ 2 * ) = 0, whereσ 2 * is the solution to the score equation, that is,
Then Cov(τ 1 ,σ 2 ) = n n−p Cov(τ 1 ,σ 2 * ) = 0, as claimed. This means that the second term in (7) is zero.
We can rewrite (7) as
Provided |θ I | is not large (which is expected in general), we have which can be used to obtain an estimate of the standard error ofθ I .
Web Appendix C
Derivation of logit-risk model form under log-risk population model. where the approximation follows from arguments similar to those in Web Appendix B, the first equality follows from the fact that τ 0 and µ are estimated in independent samples (in a sample of cases and in either an external sample or an internal sample of controls, respectively) and so are uncorrelated, and n * is the size of the sample used to estimate µ.
The derivation in Web Appendix
ThusV ar(θ S ) ≈V ar(τ 0 ) +σ 2 /n * σ 4 .
