




A NEW VARIANT OF BLACK HOLE 
ALGORITHM BASED ON MULTI POPULATION 













DOCTOR OF PHILOSOPHY 
 




MAKLUMAT PANEL PEMERIKSA PEPERIKSAAN LISAN  
 
 
Tesis ini telah diperiksa dan diakui oleh   
This thesis has been checked and verified by 
 
 
Nama dan Alamat Pemeriksa Dalam  : Prof. Dr. Kamal Z Zamli  
Name and Address Internal Examiner  
       Faculty of Computing,  
       Universiti Malaysia Pahang 
  
 
Nama dan Alamat Pemeriksa Luar  : Prof. Dr. Azuraliza Abu Bakar 
Name and Address External Examiner   University Kebangsaan Malaysia 
 
 
Nama dan Alamat Pemeriksa Luar  : Prof. Dr. Abu bakar Md Sultan  
Name and Address External Examiner   Department of Computing, College of 





Disahkan oleh Penolong Pendaftar di IPS 




Tandatangan :      Tarikh: 
Signature       Date   
     










We hereby declare that we have checked this thesis and in our opinion, this thesis is 







 (Supervisor’s Signature) 
Full Name  : DR. ABDULRAHMAN A. ALSEWARI 
Position  : SENIOR LECTURER 






 (Co-supervisor’s Signature) 
Full Name  : DR NORAZIAH AHMAD 
Position  : ASSOCIATE PROFESSOR 







I hereby declare that the work in this thesis is based on my original work except for 
quotations and citations which have been duly acknowledged. I also declare that it has 
not been previously or concurrently submitted for any other degree at Universiti 




          
___________________________ 
 (Student’s Signature) 
Full Name : HANEEN ABDULWAHAB ABDULRAHEEM 
ID Number : PCS15002 






A NEW VARIANT OF BLACK HOLE ALGORITHM BASED ON MULTI 
POPULATION AND LEVY FLIGHT FOR CLUSTERING PROBLEM 
 
 




Thesis submitted in fulfillment of the requirements 
for the award of the degree of 





Faculty of Computing 















To my parents 
Mr & Mrs  
Abdul Wahab and Ikram 
To my sister 
Duaa 





Undertaking this PhD has been a truly life-changing experience for me and it would not 
have been possible to do without the support and guidance that I received from many 
people. 
Foremost, I would like to express my sincere gratitude to my supervisor Associate 
Professor Ts. Dr. AbdulRahman A. Alsewari, and my beloved Co-supervisor Associate 
Professor Dr. Noraziah Ahmad for taking out time to ensure qualitative supervision of 
this research. Thanks a lot for your support and frequent feedback. 
My parents, I am deeply grateful to my parents my father Abdul wahab and my mother 
Ikram who encouraged and helped me at every stage of my personal and academic life, 
and longed to see this achievement come true. Their love, sacrifice and blessings have 
always been a source of energy and courage to me. They are driving force in my life 
which keeps me continuing. I owe them a lot and wish I could show them just how 
much I love and appreciate them.                                                                                                  
My sister, a very special word of thanks goes for Duaa. For her advice, her patience, 
and her faith, because she was always there for me.                                                                          
Above all, I owe it all to Almighty God for granting me the wisdom, health and strength 






 Penggugusan data adalah salah satu cabang yang paling popular dalam pembelajaran 
mesin dan analisis data. Algoritma penggugusan berasaskan pemetakan seperti 
pendekatan cara K terdedah kepada masalah penghasilan satu set gugusan yang jauh 
dari sempurna disebabkan sifat kebarangkalian. Proses penggugusan bermula dengan 
beberapa sekatan rawak yang mencuba untuk memperbaiki sekatan secara beransur-
ansur. Sekatan awalan yang berbeza boleh menghasilkan gugusan akhiran yang berbeza. 
Mencuba semua calon gugusan untuk hasil yang sempurna terlalu memakan masa. 
Algoritma metaheuristik bertujuan mencari global optimum dalam masalah berdimensi 
tinggi. Algoritma metaheuristik berjaya dilaksanakan pada masalah penggugusan data 
yang mencari penyelesaian optimum yang terhampir dari segi kualiti gugusan yang 
dihasilkan. Baru-baru ini, algoritma yang diilhami semula jadi dicadangkan dan 
digunakan untuk menyelesaikan masalah pengoptimuman secara umum dan masalah 
penggugusan data khususnya. Algoritma pengoptimuman lohong hitam (BH) digariskan 
sebagai penyelesaian bagi masalah-masalah penggugusan data. BH adalah metaheuristik 
berasaskan populasi yang meniru fenomena BH di alam semesta. Dalam hal ini, setiap 
penyelesaian yang bergerak dalam ruang carian mewakili bintang individu. BH asli 
menunjukkan prestasi yang baik apabila diterapkan pada dataset tanda aras; walau 
bagaimanapun, ia tidak mempunyai keupayaan penerokaan. Selaras dengan batasan ini, 
kajian ini mencadangkan varian baru BH melalui dua modifikasi yang berbeza pada BH 
asli. Pengubahsuaian pertama ialah penyepaduan algoritma BH dan penerbangan Levy, 
yang menghasilkan kaedah penggugusan data, iaitu "lohong hitam penerbangan Levy 
(LBH)". Dalam LBH, pergerakan setiap bintang bergantung pada saiz langkah yang 
dihasilkan oleh pengagihan Levy. Oleh itu, bintang akan meneroka kawasan yang lebih 
jauh dari BH terkini apabila nilai saiz langkahnya besar, dan sebaliknya. 
Pengubahsuaian kedua adalah BH populasi berganda yang dicadangkan sebagai 
generalisasi kepada algoritma BH, di mana algoritmanya tidak bergantung kepada 
penyelesaian terbaik, tetapi pada satu set penyelesaian terbaik yang dihasilkan, yang 
dikenali sebagai "MBH". Hasilnya, varian baru BH untuk dataset dimensi tinggi yang 
dipanggil lohong hitam Levy populasi berganda (MLBH) dicadangkan untuk 
mengendalikan dataset dimensi biasa dan tinggi melalui penyepaduan LBH dan MBH. 
Hasil yang diperoleh dibandingkan dengan BH dan algoritma-algoritma 
pengoptimuman sebelumnya untuk kedua-dua fungsi ujian serta penggugusan data dari 
segi dataset dimensi biasa dan tinggi. Keseluruhan hasil eksperimen dan analisis hasil 
yang diperoleh menunjukkan bahawa algoritma yang dicadangkan memenuhi sebagian 
besar kriteria yang diperlukan. Tambahan pula, keputusan menunjukkan kadar 
penumpuan yang tinggi, di mana prestasi algoritma tertakluk kepada masalah 
penggugusan data dan disiasat menggunakan enam dataset sebenar. Data-data ini 
diambil dari makmal pembelajaran mesin UCI. Arah penyelidikan masa depan juga 
dibincangkan dalam kajian ini. 




Data clustering is one of the most popular branches in machine learning and data 
analysis. Partitioning-based type of clustering algorithms, such as K-means, is prone to 
the problem of producing a set of clusters that is far from perfect due to its probabilistic 
nature. The clustering process starts with some random partitions at the beginning, and 
it tries to improve the partitions progressively. Different initial partitions can result in 
different final clusters. Trying through all the possible candidate clusters for the perfect 
result is too time consuming. Metaheuristic algorithm aims to search for global 
optimum in high dimensional problems. Meta-heuristic algorithm has been successfully 
implemented on data clustering problems seeking a near optimal solution in terms of 
quality of the resultant clusters. Recently, nature-inspired algorithms have been 
proposed and utilized for solving the optimization problems in general, and data 
clustering problem in particular. Black Hole (BH) optimization algorithm has been 
underlined as a solution for data clustering problems. The BH is a population-based 
metaheuristic that emulates the phenomenon of the BH in the universe. In this instance, 
every solution in motion within the search space represents an individual star. The 
original BH has shown a superior performance when applied on a benchmark dataset; 
however, it lacks exploration capabilities. In keeping with this limitation, this study 
proposes a new variant of BH through two different modifications on the original BH. 
The first modification is the integration of BH algorithm and levy flight, which result in 
data clustering method, namely “Levy Flight Black Hole (LBH)”. In LBH, the 
movement of each star mainly depends on the step size generated by the Levy 
distribution. Therefore, the star explores a far area from the current BH when the value 
step size is big, and vice versa. The second modification is the multiple population BH 
that is proposed as a generalization to the BH algorithm, in which the algorithm was not 
reliant upon the best solution but rather on a set of best solutions generated, called 
“MBH”. As a result, a new variant of BH for high dimensional datasets which is called 
multiple population levy black hole (MLBH) has been proposed for handling normal 
and high dimensional datasets through the integration of LBH and MBH. The obtained 
results were compared with the BH and previous optimization algorithms for both test 
functions as well as data clustering in terms of normal and high dimensional datasets. 
Overall, the experimental outcomes and analysis of the obtained results indicated that 
the proposed algorithms have satisfied most of the required criteria. Furthermore, the 
results revealed a high convergence rate, upon which the algorithm’s performance was 
subjected to data clustering problems and investigated using six real datasets. The 
datasets were retrieved from the UCI machine-learning laboratory. The future research 
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