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FOUR GENERATED, SQUAREFREE, MONOMIAL IDEALS
ADRIAN POPESCU AND DORIN POPESCU
Abstract. I ) J be two squarefree monomial ideals of a polynomial algebra over
a field generated in degree ≥ d, resp. ≥ d+1 . Suppose that I is either generated
by three monomials of degrees d and a set of monomials of degrees ≥ d+1, or by
four special monomials of degrees d. If the Stanley depth of I/J is ≤ d + 1 then
the usual depth of I/J is ≤ d+ 1 too.
Monomial Ideals, Depth, Stanley depth.
2010 Mathematics Subject Classification: Primary 13C15, Secondary 13F20,
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Introduction
LetK be a field and S = K[x1, . . . , xn] be the polynomialK-algebra in n variables.
Let I ) J be two squarefree monomial ideals of S and suppose that I is generated by
squarefree monomials of degrees ≥ d for some positive integer d. After a multigraded
isomorphism we may assume either that J = 0, or J is generated in degrees ≥ d+1.
By [5, Proposition 3.1] (see [12, Lemma 1.1]) we have depthS I/J ≥ d. Depth of
I/J is a homological invariant and depends on the characteristic of the field K.
The purpose of our paper is to study upper bound conditions for depthS I/J . Let
B (resp. C) be the set of the squarefree monomials of degrees d + 1 (resp. d + 2)
of I \ J . Suppose that I is generated by some squarefree monomials f1, . . . , fr of
degrees d for some d ∈ N and a set of squarefree monomials E of degree ≥ d+ 1. If
d = 1 and each monomial of B \E is the least common multiple of two fi then it is
easy to show that depthS I/J = 1 (see Lemma 3). Trying to extend this result for
d > 1 we find an obstruction given by Example 2. Our extension given by Lemma
4 is just a special form, but a natural condition seems to be given in terms of the
Stanley depth.
More precisely, let PI\J be the poset of all squarefree monomials of I \ J with
the order given by the divisibility. Let P be a partition of PI\J in intervals [u, v] =
{w ∈ PI\J : u|w,w|v}, let us say PI\J = ∪i[ui, vi], the union being disjoint. De-
fine sdepthP = mini deg vi and the Stanley depth of I/J given by sdepthS I/J =
maxP sdepthP , where P runs in the set of all partitions of PI\J (see [5], [20]). Stan-
ley’s Conjecture says that sdepthS I/J ≥ depthS I/J . The Stanley depth of I/J is
a combinatorial invariant and does not depend on the characteristic of the field K.
Stanley’s Conjecture holds when J = 0 and I is an intersection of four monomial
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prime ideals by [8], [10], or I is such that the sum of every three different of its min-
imal prime ideals is a constant ideal by [11] (see also [14]), or I is an intersection of
three monomial primary ideals by [22], or a monomial almost complete intersection
by [4].
Theorem 1. (D. Popescu [12, Theorem 4.3]) If sdepthS I/J = d then depthS I/J =
d, that is Stanley’s Conjecture holds in this case.
Next step in the study of Stanley’s Conjecture is to show the following weaker
conjecture.
Conjecture 1. Suppose that I ⊂ S is minimally generated by some squarefree
monomials f1, . . . , fr of degrees d, and a set E of squarefree monomials of degrees
≥ d+ 1. If sdepthS I/J = d+ 1 then depthS I/J ≤ d+ 1.
Set s = |B|, q = |C|. In the study of the above conjecture very useful seem to be
the following two particular results of [13, Theorem 1.3] and [19, Theorem 2.4].
Theorem 2. (D. Popescu) If s > q + r then depthS I/J ≤ d+ 1.
Theorem 3. (Y. Shen) If s < 2r then depthS I/J ≤ d+ 1.
These results were hinted by Stanley’s Conjecture since it is obvious that s > q+r,
or s < 2r imply sdepthS I/J ≤ d+1. The proof of Theorem 2 uses Koszul homology
(see [1, Section 1.6]). Shen’s proof of the above theorem as well of Theorem 2 is
easy and uses the Hilbert depth considered by Bruns-Krattenhaler-Uliczka [2] (see
also [21], [6]).
An equivalent definition for the Stanley depth is:
sdepth(M) = max{sdepthD | D is a Stanley decomposition of M},
where a Stanley decomposition of a Z−graded (resp. Zn−graded) S − module M
is D = (Si, ui)i∈I , where ui are homogenous elements of M and Si are graded (resp.
Zn−graded) K−algebra retracts of S and Si ∩ Ann(ui) = 0 such that M = ⊕iSiui;
and sdepthD is the depth of the S−module ⊕iSiui. A more general concept is the
one of Hilbert depth of a Z−graded module M , denoted by hdepth1(M). Instead of
considering equality, we only assume that M ∼= ⊕Si(−si), where si ∈ Z. One can
also construct hdepthn analogously if M is a multigraded (that is Z
n) module.
In [9] is presented (and implemented) an algorithm that computes hdepth1(M)
based on a Theorem of Uliczka [21]; and in [7] was presented an algorithm that
computes hdepthn(M). Meanwhile, another algorithm that computes hdepth1 and
more was given in [3]. [9, Proposition 1.9] gives a partial answer to a question of
Herzog asking whether sdepthm = sdepth(S ⊕m), where m is the graded maximal
ideal of S. More precisely, for n ∈ {1, 2, 3, 4, 5, 7, 9, 11} one obtains hdepth1m =
hdepth1(S ⊕m), which gives sdepthm = sdepth(S ⊕m) (again Hilbert depth helps
the study of Stanley depth). For n = 6 we have hdepth1m 6= hdepth1(S ⊕ m),
which means that in general Herzog’s question could have a negative answer. Later
Ichim and Zarojanu checked the case n = 6 and found indeed a counterexample to
Herzog’s question, which will be included in the new version of [7].
An important step in proving Conjecture 1 is the following theorem.
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Theorem 4. (D. Popescu-A. Zarojanu [16], [17, Theorem 1.5]) Conjecture 1 holds
in each of the following two cases:
(1) r = 1,
(2) 1 < r ≤ 3, E = ∅.
Next theorem is the main result of this paper.
Theorem 5. Conjecture 1 holds in each of the following two cases:
(1) r ≤ 3,
(2) r = 4, E = ∅ and there exists c ∈ C such that supp c 6⊂ ∪i∈[4] supp fi.
This follows from our Theorems 6, 8. The proof of 6 extends the proof of [17,
Theorem 2.3].
We owe thanks to A. Zarojanu, who noticed some small mistakes in a previous
version of this paper and gave us the bad example 5.
1. Depth and Stanley depth
Let I ) J be two squarefree monomial ideals of S. We assume that I is generated
by squarefree monomials f1, . . . , fr of degrees d for some d ∈ N and a set of squarefree
monomials E of degree ≥ d+1. We may suppose that either J = 0, or is generated
by some squarefree monomials of degrees ≥ d + 1. B (resp. C) denotes the set of
the squarefree monomials of degrees d+ 1 (resp. d+ 2) of I \ J .
Lemma 1. Let J ⊂ I be square free monomial ideals and j ∈ [n] be such that
(J : xj) 6= (I : xj). Then depthS(I : xj)/(J : xj) ≥ depthS I/J .
Proof. We have
pdS I/J ≥ pdSxj (I/J)⊗Sxj = pdSxj ((I : xj)/(J : xj))⊗Sxj = pdS((I : xj)/(J : xj))
the last equality holds since xj does not appear among the generators of (I : xj)
and (J : xj). Now it is enough to apply the Auslander-Buchsbaum Theorem. 
Lemma 2. Let t ∈ [n]. Suppose that I 6= J+I∩(xt) and depthS I/(J+I∩(xt)) = d.
If depthS I/J ≥ d+ 1 then depthS I/J = d+ 1.
Proof. In the following exact sequence
0→ (I : xt)/(J : xt)
xt−→ I/J → I/(J + I ∩ (xt))→ 0
the first term has depth d+ 1 by the Depth Lemma. Now it is enough to apply the
above lemma. 
Let wij be the least common multiple of fi and fj and set W to be the set of all
wij ∈ B.
Lemma 3. If d = 1 and B ⊂ E ∪W then depthS I/J = 1.
Proof. First suppose that E = ∅, let us say I = (x1, . . . , xr). Set S
′ = K[x1, . . . , xr],
I ′ = I∩S ′, J ′ = J∩S ′. By hypothesis B ⊂ S ′ and it follows that (xr+1, . . . , xn)I ⊂ J
and so depthS I = depthS′ I
′ = 1. But depthS J ≥ 2, if J 6= 0, and so depthS I/J = 1
by the Depth Lemma.
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Now, suppose that E 6= ∅. In the following exact sequence
0→ (x1, . . . , xr)/J ∩ (x1, . . . , xr)→ I/J → I/(J, x1, . . . , xr)→ 0
the first term has depth 1 as above and the last term has depth ≥ d + 1 since it is
generated by squarefree monomials of degrees ≥ 2 from E. Again the Depth Lemma
gives depthS I/J = 1. 
Lemma 4. Suppose that I ⊂ S is generated by some squarefree monomials f1, ...fr
of degree d. Assume that for all b ∈ B all divisors of b of degree d are among
{f1, . . . , fr}. Then depthS I/J = d.
Proof. Apply induction on d ≥ 1. If d = 1 then apply the above lemma. Assume
d > 1. We may suppose that n ∈ supp f1. (I : xn) is an extension of a squarefree
monomial ideal I ′ of S ′ = K[x1, . . . , xn−1] which is generated in degree ≥ d − 1.
Similarly (J : xn) is generated by a squarefree monomial ideal J
′ of S ′. Note that
the generators of I ′ of degree d − 1 have the form f ′i = fi/xn for fi ∈ (xn), and
the squarefree monomials B′ of degrees d from I ′ \ J ′ have the form b′ = b/xn for
some b ∈ (B ∩ (xn)). Certainly we must consider also the case when fj 6∈ (xn). If
xnfj ∈ J then fj ∈ (J : xn) is not in B
′. Otherwise, fj = (xnfj)/xn ∈ B
′. Note that
all divisors of degree d − 1 of each b′ ∈ B′ are among f ′i . By induction hypothesis
we have depthS′ I
′/J ′ = d− 1 and so depthS(I : xn)/(J : xn) = d. Now it is enough
to apply Lemma 1. 
An obstruction to improve Lemma 3 and the above lemma is given by the following
example.
Example 1. Let n = 5, d = 2, r = 5, I = (x1x2, x1x3, x2x3, x1x4, x3x5),
J = (x1x2x5, x1x4x5, x2x3x4, x3x4x5), B = {x1x2x3, x1x2x4, x1x3x4, x1x3x5, x2x3x5}.
We have depthS I/J = 3 because depthS S/J = 3, depthS S/I = 2 and with the
help of Depth Lemma. Note that each b ∈ B is the least common multiple of two
generators of I, but for example b = x1x2x4 has x2x4 6∈ I as a divisor of degree 2.
Let C2 = C ∩W and C3 be the set of all c ∈ C having all divisors from B \ E in
W . In particular each monomial of C3 is the least common multiple of three of fi.
The converse is not true as shows the following example.
Example 2. Let n = 4, d = 2, r = 3, f1 = x1x2, f2 = x2x3, f3 = x3x4, I =
(f1, f2, f3) and J = 0. Then c = x1x2x3x4 is the least common multiple of f1, f2, f3
but has a divisor b = x1x2x4 ∈ B which is not the least common multiple of two fi.
Next theorem is our key result, its proof is based on [17, Theorem 2.1] and will
be given in the last section. The main reason that this proof works for r ≤ 3 but
not for r = 4 is that in the first case |C3| ≤ 1 but in the second one we may have
|C3| = 4, which makes the things harder. However, for r ≥ 5 will appear a new
problem since we may have B ⊂ W and s ≥ 2r (for example when r = 5, d = 2 we
may have s = 10 = 2r). We remind that by Theorem 3 we had to check Stanley’s
Conjecture only when s ≥ 2r.
Theorem 6. Conjecture 1 holds for r ≤ 3, the case r = 1 being given in Theorem
4.
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Example 3. Let n = 5, f1 = x1x2, f2 = x1x3, f3 = x1x4, a = x2x3x5, E = {a},
I = (f1, f2, f3, a), J = (x4a). We have w12 = f1x3, w13 = f1x4, w23 = f2x4.
Set c = w12x4, c1 = w12x5, c2 = w23x5, c3 = w13x5. Then C = {c, c1, c2, c3}
and B \ E = B ∩ (∪i[fi, ci]). Thus s = 7, q = 4, r = 3. It is easy to see that
sdepthS I/J = 3. Indeed, note that c1 is the only c
′ ∈ C which is multiple of
a. Suppose that there exists a partition P on PI/J with sdepth 4. Then we have
necessarily in P the interval [a, c1]. If P contains the interval [f1, c] then it must
contain also the intervals [f2, c2] and so [f3, c3], but then w13 ∈ [f1, c] ∩ [f3, c3], that
is the union is not disjoint. If P contains the interval [f1, c3] then P contains either
[f3, c], [f2, c2], or [f2, c], [f3, c2], in both cases the intersection of these two intervals
contains w23, which is false. By Theorem 6 we get depthS I/J ≤ 3, this inequality
being in fact an equality.
2. A special case of r = 4
Theorem 7. Suppose that I ⊂ S is minimally generated by some squarefree mono-
mials {f1, . . . , fr} of degrees d such that there exists c ∈ C with supp c 6⊂ ∪i∈[r] supp fi.
If Conjecture 1 holds for r′ < r and sdepthS I/J = d+ 1, then depthS I/J ≤ d+ 1.
Proof. By [17, Lemma 1.1] we may assume that C ⊂ (W ). By hypothesis, choose t ∈
supp c such that t 6∈ ∪i∈[r] supp fi. We may suppose that B ∩ (xt) = {xtf1, . . . xtfe}
for some 1 ≤ e ≤ r. Set It = I ∩ (xt), Jt = J ∩ (xt) and Ut = It/Jt. Then Bt
generates It.
First assume that sdepthS Ut ≤ d + 1. It follows that depthS Ut ≤ d + 1 by [12,
Theorem 4.3]. But Ut ∼= (I : xt)/(J : xt) and so depthS Ut ≥ depthS I/J by Lemma
1, which is enough.
Now assume that Ut has sdepth ≥ d+2. Let PUt be a partition on Ut with sdepth
d+ 2 and let [bi, ci] be the disjoint intervals starting with bi = xtfi, i ∈ [e]. We may
suppose that ci ∈ C for i ∈ [e]. We have ci = xtwiki for some 1 ≤ ki ≤ r, ki 6= i
because C ⊂ (W ). Note that xtfki ∈ B and so ki ≤ e. We consider the intervals
[fi, ci]. These intervals contain xtfi and wiki. If wiki = wjkj for i 6= j then we get
ci = cj which is false. Thus these intervals are disjoint.
Let Ie be the ideal generated by fj for e < j ≤ r and B \ (∪
e
i=1[fi, ci]). Set
Je = Ie ∩ J and Ue = Ie/Je. Note that ci 6∈ Ie for any i ∈ [e]. In the following exact
sequence
0→ Ie/Je → I/J → I/J + Ie → 0
the last term has a partition of sdepth d+2 given by the intervals [fi, ci] for 1 ≤ i ≤ e.
It follows that Ie 6= Je because sdepthS I/J = d + 1. Then sdepthS Ie/Je ≤ d + 1
using [18, Lemma 2.2] and so depthS Ie/Je ≤ d + 1 by Conjecture 1 applied for
r′ < r. But the last term of the above sequence has depth > d because xt does not
annihilate fi for i ∈ [e]. With the Depth Lemma we get depthS I/J ≤ d+ 1. 
Example 4. Let n = 5, r = 4, f1 = x2x3, f2 = x1x2, f3 = x3x4, f4 = x3x5
and J = (x1x2x4x5). We have w12 = x1x2x3, w13 = x2x3x4, w14 = x2x3x5,
w34 = x3x4x5, w23 = x1x2x3x4, w24 = x1x2x3x5, C2 = {w23, w24}, C = C2 ∪
{x1w34, x2x3x4x5}, I˜1 = {x1f3, x1f4, f2} ⊃ J , I˜4 = {f3, x4f2} ⊃ J and B ∩ (x1) =
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{x1f3, x1f4, x4f2, x5f2, w12}, B∩(x4) = {w13, w14, w34, x4f2, x1f3}. Note that sdepthS U1 ≤
d + 1 = 3, sdepthS U4 ≤ 3 because |B ∩ (x1)| = |B ∩ (x4)| = 5 > |C ∩ (x1)| + 1 =
|C ∩ (x4)|+ 1 = 4. Thus depthS U1 = depthS U4 ≤ 3 and so we get depthS I/J ≤ 3
using two different t.
Theorem 8. Suppose that I ⊂ S is minimally generated by four squarefree mono-
mials {f1, . . . , f4} of degrees d such that there exists c ∈ C such that supp c 6⊂
∪i∈[4] supp fi. If sdepthS I/J = d+ 1 then depthS I/J ≤ d+ 1.
Proof. Apply Theorem 7, since Conjecture 1 holds for r < 4 by Theorem 6. 
3. Proof of Theorem 6
Suppose that E 6= ∅ and s ≤ q+ r. For b = f1xi ∈ B set Ib = (f2, . . . , fr, B \{b}),
Jb = J ∩ Ib. If sdepthS Ib/Jb ≥ d + 2 then let Pb be a partition on Ib/Jb with
sdepth d + 2. We may choose Pb such that each interval starting with a squarefree
monomial of degree d, d+1 ends with a monomial of C. In Pb we have some intervals
[fk, fkxikxjk ], 1 < k ≤ r and for all b
′ ∈ B \ {b, f2xi2 , f2xj2 , . . . , frxir , frxjr}] an
interval [b′, cb′]. We define h : [[{f2, . . . , fr}∪B]\{b, f2xi2 , f2xj2 , . . . , frxir , frxjr}]→
C by fk → fkxikxjk and b
′ → cb′ . Then h is an injection and | Im h| = s− r ≤ q (if
s = r + q then h is a bijection).
Lemma 5. Suppose that the following conditions hold:
(1) r = 2, 4 ≤ s ≤ q + 2,
(2) C ⊂ ((f1) ∩ (f2)) ∪ ((E) ∩ (f1, f2)) ∪ (∪a,a′∈E,a6=a′(a) ∩ (a
′)),
(3) sdepthS Ib/Jb ≥ d+ 2 for a b ∈ (B ∩ (f1)) \ (f2).
Then either sdepthS I/J ≥ d + 2, or there exists a nonzero ideal I
′ ( I generated
by a subset of {f1, f2} ∪ B such that sdepthS I
′/J ′ ≤ d + 1 for J ′ = J ∩ I ′ and
depthS I/(J, I
′) ≥ d+ 1.
Proof. Since sdepthS Ib/Jb ≥ d + 2 we consider h as above for a partition Pb with
sdepth d+ 2 of Ib/Jb. We have an interval [f2, c
′
2] in Pb. Suppose that B ∩ [f2, c
′
2] =
{u, u′}. A sequence a1, . . . , ak is called a path from a1 to ak if the following statements
hold:
(i) al ∈ B \ {b, u, u
′}, l ∈ [k],
(ii) al 6= aj for 1 ≤ l < j ≤ k,
(iii) al+1|h(al) and h(al) 6∈ (b) for all 1 ≤ l < k.
This path is weak if h(aj) ∈ (u, u
′) for some j ∈ [k]. It is bad if h(ak) ∈ (b) and it is
maximal if either h(ak) ∈ (b), or all divisors from B of h(ak) are in {u, u
′, a1, . . . , ak}.
If a = a1 we say that the above path starts with a.
By hypothesis s ≥ 4 and so there exists a1 ∈ B \ {b, u, u
′}. Set c1 = h(a1). If
c1 ∈ (b) then the path {a1} is maximal and bad. We construct below, as an example,
a path with k > 1. By recurrence choose if possible ap+1 to be a divisor from B of
cp, which is not in {b, u, u
′, a1, . . . , ap} and set cp = h(ap), p ≥ 1. This construction
ends at step p = e if all divisors from B of ce are in {b, u, u
′, a1, . . . , ae}. If ci 6∈ (b)
for 1 ≤ i < e then {a1, . . . , ae} is a maximal path. If one cp ∈ (u, u
′) then the
constructed path is weak. If ce ∈ (b) then this path is bad. We have three cases:
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1) there exist no weak path and no bad path starting with a1,
2) there exists a weak path starting with a1 but no bad path starts with a1,
3) there exists a bad path starting with a1.
In the first case, set T1 = {b
′ ∈ B : there exists a path a1, . . . , ak with ak =
b′}, G1 = B \ T1, and I
′
1 = (f1, G1), I
′
2 = (f2, G1), I
′
12 = (f1, f2, G1), I
′′ = (G1),
J ′1 = I
′
1∩J , J
′
2 = I
′
2∩J , J
′
12 = I
′
12∩J , J
′′ = I ′′∩J . Note that I ′′ 6= 0 because b ∈ I ′′
and all divisors from B of a monomial c ∈ U1 = h(T1) belong to T1. Consider the
following exact sequence
0→ I ′12/J
′
12 → I/J → I/(J, I
′
12)→ 0.
If U1 ∩ (f1, f2) = ∅ then the last term has depth ≥ d+ 1 and sdepth ≥ d + 2 using
the restriction of Pb to (T1) \ (J, I
′
12) since h(b
′) /∈ I ′12, for all b
′ ∈ T1. When the
first term has sdepth ≥ d+ 2 then by [18, Lemma 2.2] the middle term has sdepth
≥ d+ 2. Otherwise, the first term has sdepth ≤ d+ 1 and we may take I ′ = I ′12.
If U1 ∩ (f1) = ∅, but b2 ∈ T1 ∩ (f2), then in the following exact sequence
0→ I ′1/J
′
1 → I/J → I/(J, I
′
1)→ 0
the last term has sdepth ≥ d+2 since h(b′) /∈ I ′1, for all b
′ ∈ T1 and we may substitute
the interval [b2, h(b2)] from the restriction of Pb by [f2, h(b2)], the second monomial
from [f2, h(b2)]∩B being also in T1. As above we get either sdepthS I/J ≥ d+2, or
sdepthS I
′
1/J
′
1 ≤ d+1, depthS I/(J, I
′
1) ≥ d+1. Similarly, we do when U1∩ (f2) = ∅
but U1 ∩ (f1) 6= ∅.
Now, suppose that b1 ∈ T1 ∩ (f1) and b2 ∈ T1 ∩ (f2). We claim to choose b1 6= b2
and such that one from h(b1), h(b2) is not in (w12), let us say h(b1) 6∈ (w12). Indeed,
if w12 6∈ B and h(b1), h(b2) ∈ (w12) then necessarily h(b1) = h(b2) and it follows
b1 = b2 = w12 which is false. Suppose that w12 ∈ B and h(b2) = xjw12. Then choose
b1 = xjf1 ∈ T1. If h(b1) ∈ (w12) then we get h(b1) = h(b2) and so b1 = b2 = w12
which is impossible.
In the following exact sequence
0→ I ′′/J ′′ → I/J → I/(J, I ′′)→ 0
the last term has sdepth ≥ d + 2 since we may replace the intervals [b1, h(b1)],
[b2, h(b2)] of the restriction of Pb to (T1)\(J, I
′′) with the disjoint intervals [f1, h(b1)],
[f2, h(b2)]. Also the last term has depth ≥ d+ 1 because in the exact sequence
0→ (f2)/(J, I
′′) ∩ (f2)→ I/(J, I
′′)→ I/(J, I ′′, f2)→ 0
the end terms have depth ≥ d+1 since h(b1) 6∈ (f2), otherwise h(b1) ∈ (w12), which
is false. As above we get either sdepthS I/J ≥ d + 2, or sdepthS I
′′/J ′′ ≤ d + 1,
depthS I/(J, I
′′) ≥ d+ 1.
In the second case, let a1, . . . , at1 be a weak path and set cj = h(aj) for j ∈ [t1].
We may suppose that ct1 ∈ (u), otherwise take a shorter path. Denote T1, U1 as
in the first case, which we keep it fix even we will change a little h. Suppose that
at1 ∈ (f2). Then change in Pb the intervals [at1 , ct1], [f2, c
′
2] by [f2, ct1 ], [u
′, c′2]. Thus
the new c′2 is among {c1, . . . , ct1} ⊂ U1, though the old c
′
2 6∈ U1. Also the new u
′
is in T1. However, if the old u
′ is not a divisor of a c from U1, then the proof goes
as in the first case using T ′1 = T1 ∪ {u}, G
′
1 = B \ T
′
1 with I
′ = I ′2, or I
′ = I ′12.
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Otherwise, T ′1 should be completed because u
′ is not now in [f2, c
′
2] and we may
consider some paths starting with u′. Note that there exists a path from a1 to u
′
since u′ is a divisor of a monomial from U1. It follows that there exist no bad path
starting with u′. Take T˜1 = T
′
1 ∪ {b
′ ∈ B : there exists a path from u′ to b′}
and the proof goes as above with T˜1 instead T
′
1, that is with I
′ generated by a subset
of {f1, f2} ∪ G˜1 for G˜1 = B \ T˜1.
Now suppose that at1 6∈ (f2) but there exists 1 ≤ v < t1 such that av ∈ (f2) and
av|ct1 . Then we may replace in Pb the intervals [ap, cp], v ≤ p ≤ t1 with the intervals
[av, ct1 ], [ap+1, cp], v ≤ p < t1. The old ct1 becomes the new cv, that is we reduce to
the case when u divides cv and av ∈ (f2), subcase solved above.
Remains to study the subcase when there exist no av ∈ (f2), 1 ≤ v ≤ t1 with
av|ct1 . Then there exists an at1+1 ∈ B ∩ (f2), at1+1 6= u such that at1+1|ct1 . Clearly,
at1+1 6= u
′ because otherwise c′2 = ct1 . We have two subcases:
1′) there exists a path at1+1, . . . , al such that h(al) ∈ (av′) for some 1 ≤ v
′ ≤ t1,
2′) for any path at1+1, . . . , ap, any h(aj), t1 < j ≤ p does not belong to (a1, . . . , at1).
In the first subcase, we replace in Pb the intervals [aj , cj], v
′ ≤ j ≤ l with the
intervals [av′ , cl], [aj+1, cj], v
′ ≤ j < l. The new h(at1+1) is the old ct1 and we may
proceed as above. In the second case, we set
T2 = {b
′ ∈ B : there exists a path from at1+1 to b
′}.
Note that any path starting from at1+1 can be completed to a path from a1 by
adding the monomials a1, . . . , at1 . Thus there exists no bad path starting with
at1+1, otherwise we can get one starting from a1, which is false.
If there exists no weak path starting with at1+1 then we proceed as in the first case
with T2 instead T1. If there exists a weak path starting with at1+1 then we proceed
as above in case 2) with T ′2, or T˜2 instead T
′
1, or T˜1, except in the subcase 2
′) when
we will define similarly a T3 given by the paths starting with a certain at2+1. Note
that the whole set {a1, . . . , at2} has different monomials. After several such steps
we must arrive in the case p = tm when {a1, . . . , atm} has different monomials and
the subcase 2′) does not appear. We end this case using Tm, or T
′
m, or T˜m instead
T1, or T
′
1, or T˜1.
In the third case, let a1, . . . , at1 be a bad path starting with a1. Set cj = h(aj),
j ∈ [t1]. Then ct1 = bxl1 and let us say b = f1xi. If at1 ∈ (f1) then changing in Pb
the interval [at1 , ct1 ] by [f1, ct1 ] we get a partition on I/J with sdepth d + 2. Thus
we may assume that at1 6∈ (f1). If f1xl1 ∈ {a1, . . . , at1−1}, let us say fxl1 = av,
1 ≤ v < t1 then we may replace in Pb the intervals [ap, cp], v ≤ p ≤ t1 with the
intervals [av, ct1 ], [ap+1, cp], v ≤ p < t1. Now we see that we have in Pb the interval
[f1xl1 , f1xixl1 ] and switching it with the interval [f1, f1xixl1 ] we get a partition with
sdepth ≥ d+ 2 for I/J .
Thus we may assume that f1xl1 /∈ {a1, ..., at1}. Now set at1+1 = fxl1 . Let
at1+1, . . . , ak be a path starting with at1+1 and set cj = h(aj), t1 < j ≤ k. If ap = av
for v ≤ t1, p > t1 then change in Pb the intervals [aj , cj], v ≤ j ≤ p with the intervals
[av, cp], [aj+1, cj ], v ≤ j < p. We have in Pb an interval [f1xl1 , f1xixl1 ] and switching
it to [f1, f1xixl1 ] we get a partition with sdepth ≥ d + 2 for I/J . Thus we may
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suppose that in fact ap 6∈ {b, a1, . . . , ap−1} for any p > t1 (with respect to any path
starting with at1+1). We have three subcases:
1′′) there exist no weak path and no bad path starting with at1+1,
2′′) there exists a weak path starting with at1+1 but no bad path starts with at1+1,
3′′) there exists a bad path starting with at1+1.
Set T2 = {b
′ ∈ B : there exists a path at1+1, . . . , ak with ak = b
′}, G2 = B \ T2,
U2 = h(T2) in the first subcase, and see that I
′ generated by a subset of {f1, f2}∪G2
chosen as above works.
In the second subcase, let at1+1, . . . , ak be a weak path and set cj = h(aj) for
t1 < j ≤ k. We may suppose that ck ∈ (u). Changing Pb we may suppose that
the new c′2 is in U2 as above. If the old u
′ was not a divisor of a c ∈ U2 then the
proof goes as in the first case with T ′2 = T2 ∪ {u}, I
′ = I ′2. Otherwise, T
′
2 should be
completed to a T˜2 similar to T˜1. The proof goes as above with T˜2 instead T
′
2.
In the third subcase, let at1+1, . . . , at2 be a bad path starting with at1+1 and
set cj = h(aj) for j > t1. We saw that the whole set {a1, . . . , at2} has different
monomials. As above ct2 = bxl2 and we may reduce to the case when f1xl2 6∈
{a1, . . . , at1}. Set at2+1 = f1xl2 and again we consider three subcases, which we
treat as above. Anyway after several such steps we must arrive in the case p = tm
when b|ctm and again a certain f1xlm is not among {a1, . . . , atm} and there exist no
bad path starting with atm+1 = f1xlm . This follows since we may reduce to the case
when the set {a1, . . . , atm} has different monomials and so the procedures should
stop for some m. Finally, using
Tm = {b
′ ∈ B : there exists a path atm+1, . . . , ak with ak = b
′}
(resp. T ′m, or T˜m) as T1 (resp. T
′
1, or T˜1) above we are done. 
Lemma 6. Suppose that the following conditions hold:
(1) r = 3, 6 ≤ s ≤ q + 3,
(2) C ⊂ (∪i,j∈[3],i 6=j(fi) ∩ (fj)) ∪ ((E) ∩ (f1, f2, f3)) ∪ (∪a,a′∈E,a6=a′(a) ∩ (a
′)),
(3) There exists b ∈ (B ∩ (f1)) \ (f2, f3) such that sdepthS Ib/Jb ≥ d+ 2.
Then either sdepthS I/J ≥ d + 2, or there exists a nonzero ideal I
′ ( I generated
by a subset of {f1, f2, f3} ∪ B such that sdepthS I
′/J ′ ≤ d + 1 for J ′ = J ∩ I ′ and
depthS I/(J, I
′) ≥ d+ 1.
Proof. We follow the proof of Lemma 5. Since sdepthS Ib/Jb ≥ d+ 2 we consider h
as above for a partition Pb with sdepth d+2 of Ib/Jb. We have two intervals [f2, c
′
2],
[f3, c
′
3] in Pb. Suppose that B ∩ [fi, c
′
i] = {ui, u
′
i}, 1 < i ≤ 3 . As in Lemma 5 we
define a path a1, . . . , ak from a1 to ak and a bad path. The above path is weak if
h(aj) ∈ (u2, u
′
2, u3, u
′
3) for some j ∈ [k]. It is maximal if either h(ak) ∈ (b), or all
divisors from B of h(ak) are in {b, u2, u
′
2, u3, u
′
3, a1, . . . , ak}.
By hypothesis s ≥ 6 and there exists a1 ∈ B \ {b, u2, u
′
2, u3, u
′
3}. Set c1 = h(a1).
If c1 ∈ (b) then the path {a1} is maximal and bad. We construct below a path with
k > 1. By recurrence choose if possible ap+1 to be a divisor from B of cp, which
is not in {b, u2, u
′
2, u3, u
′
3, a1, . . . , ap} and set cp = h(ap), p ≥ 1. This construction
ends at step p = e if all divisors from B of ce are in {b, u2, u
′
2, u3, u
′
3, a1, . . . , ae}. If
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cj 6∈ (b) for 1 ≤ j < e then {a1, . . . , ae} is a maximal path. If one cp ∈ (u2, u
′
2, u3, u
′
3)
then the constructed path is weak. If ce ∈ (b) then this path is bad.
We may reduce to the situation when Pb satisfies the following property:
(∗) For all 1 ≤ i < j ≤ 3 if wij ∈ B \ {u2, u
′
2, u3, u
′
3}, 1 ≤ i < j ≤ 3 then
h(wij) 6∈ (ui, u
′
i, uj, u
′
j) if i > 1.
Indeed, suppose that wij ∈ B \ {u2, u
′
2, u3, u
′
3} and h(wij) ∈ (uj). Then h(wij) =
xlwij for some l 6∈ suppwij and we must have let us say uj = xlfj . Changing in Pb
the intervals [fj, c
′
j ], [wij , h(wij)] with [fj , h(wij)], [u
′
j, c
′
j] we see that we may assume
uj = wij . Suppose that (∗) holds. We have three cases:
1) there exist no weak path and no bad path starting with a1,
2) there exists a weak path starting with a1 but no bad path starts with a1,
3) there exists a bad path starting with a1.
In the first case, set T1 = {b
′ ∈ B : there exists a path a1, . . . , at with at =
b′}, G1 = B \ T1, and for k = (k1, . . . , km), 1 ≤ k1 < . . . km ≤ 3, 0 ≤ m ≤ 3 set
I ′k = (fk1, . . . , fkm , G1), J
′
k = I
′
k ∩ J , and I
′
0 = (G1), J
′
0 = I
′
0 ∩ J for m = 0. Note
that all divisors from B of a monomial c ∈ U1 = h(T1) belong to T1, and I
′
0 6= 0
because b ∈ I ′0. Consider the following exact sequence
0→ I ′k/J
′
k → I/J → I/(J, I
′
k)→ 0.
If U1 ∩ (f1, f2, f3) = ∅ then the last term of the above exact sequence given for
k = (1, 2, 3) has depth ≥ d + 1 and sdepth ≥ d + 2 using the restriction of Pb to
(T1)\ (J, I
′
k) since h(b
′) /∈ I ′k , for all b
′ ∈ T1. When the first term has sdepth ≥ d+2
then by [18, Lemma 2.2] the middle term has sdepth ≥ d+ 2 which is enough.
If U1 ∩ (f1, f2) = ∅, but there exists b3 ∈ T1 ∩ (f3), then set k = (1, 2). In the
following exact sequence
0→ I ′k/J
′
k → I/J → I/(J, I
′
k)→ 0
the last term has sdepth ≥ d+2 since h(b′) /∈ I ′k, for all b
′ ∈ T1 and we may substitute
the interval [b3, h(b3)] from the restriction of Pb by [f3, h(b3)], the second monomial
from [f3, h(b3)] ∩ B being also in T1. As above we get either sdepthS I/J ≥ d + 2,
or sdepthS I
′
1/J
′
1 ≤ d+ 1, depthS I/(J, I
′
1) ≥ d+ 1.
Now, we omit other subcases considering only the worst subcase m = 0. Let
b1 ∈ T1 ∩ (f1), b2 ∈ T1 ∩ (f2) and b3 ∈ T1 ∩ (f3). For 1 ≤ l < j ≤ 3 we claim that
we may choose bl 6= bj and such that one from h(bl), h(bj) is not in (wlj). Indeed,
if wlj 6∈ B and h(bl), h(bj) ∈ (wlj) then necessarily h(bl) = h(bj) and it follows
bl = bj = wlj, which is false. Suppose that wlj ∈ B and h(bj) = xpwlj. Then choose
bl = xpfl ∈ T1. If h(bl) ∈ (wlj) then we get h(bl) = h(bj) and so bl = bj = wlj, which
is impossible.
Therefore, we may choose bj such that h(b1) 6∈ (w12), h(b2) 6∈ (w23). Note that it
is possible that f1|c for some c ∈ h(T1) even b 6 |c for any c ∈ U1. If h(b1) ∈ (w13)
then we may also choose h(b3) 6∈ (w13). In the case when h(b1) 6∈ (w13), choose any
b3 ∈ T1 ∩ (f3) different from the others bj . We conclude that the possible intervals
[fj , h(bj)], j ∈ [3] are disjoint. Next we change the intervals [bj , h(bj)], j ∈ [3]
from the restriction of Pb to (T1) \ (J, I
′
0) by [fj , h(bj)], the second monomial from
[fj , h(bj)] ∩ B being also in T1. We claim that I/(J, I
′
0) has depth ≥ d + 1. Indeed,
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in the following exact sequence
0→ (f2)/(f2) ∩ (J, I
′
0, f3)→ I/(J, I
′
0, f3)→ I/(J, I
′
0, f2, f3)→ 0
the first term has depth ≥ d + 1 because h(b2) 6∈ (f2) ∩ (f3). If h(b1) 6∈ (f3) then
h(b1) 6∈ (f2, f3) ∩ (f1) and so the last term has depth ≥ d + 1. If h(b1) ∈ (w13)
then we may find a b′ ∈ (B ∩ (f1)) \ (f3) dividing h(b1). It follows that b
′ ∈ T1 and
b′ 6∈ (f2, f3) ∩ (f1), which implies that the last term has again depth ≥ d+ 1. Thus
depthS I/(J, I
′
0, f3) ≥ d+1 by the Depth Lemma. Our claim follows from the exact
sequence
0→ (f3)/(f3) ∩ (J, I
′
0)→ I/(J, I
′
0)→ I/(J, I
′
0, f3)→ 0
because the first term has depth ≥ d+ 1. Therefore, as above we get either
sdepthS I/J ≥ d+ 2, or sdepthS I
′
0/J
′
0 ≤ d+ 1, depthS I/(J, I
′
0) ≥ d+ 1.
In the second case, let a1, . . . , at1 be a weak path and set cj = h(aj) for j ∈ [t1].
We may suppose that ct1 ∈ (u2), otherwise take a shorter path. Denote T1, U1
as in the first case. First consider the subcase when U1 ∩ (f3) = ∅. Suppose
that at1 ∈ (f2). Then change in Pb the intervals [at1 , ct1 ], [f2, c
′
2] by [f2, ct1 ], [u
′
2, c
′
2].
Thus the new c′2 is among {c1, . . . , ct1} ⊂ U1, though the old c
′
2 6∈ U1. If the old
u′2 is not a divisor of any c ∈ U1 then the proof goes as in the first case with
T ′1 = T1 ∪ {u2}. If the old u
′
2 is a divisor of a monomial from U1 then T
′
1 should be
completed because the old u′2 is not now in [f2, c
′
2]. Note that there exists a path
from a1 to u
′
2 since u
′
2 is a divisor of a monomial from U1. It follows that there
exist no bad path starting with u′2. It is worth to mention that the old c
′
2 is now
in U1 and we should consider all pathes starting with divisors of c
′
2 from B. Take
T˜1 = T
′
1 ∪ {b
′ ∈ B : there exists a path from u′2 to b
′} and the proof goes as
above with T˜1 instead T
′
1, that is with I
′ generated by a subset of {f1, f2, f3} ∪ G˜1,
where G˜1 = B \ T˜1.
Now suppose that at1 6∈ (f2) but there exists 1 ≤ v < t1 such that av ∈ (f2) and
av|ct1 . Then we may replace in Pb the intervals [ap, cp], v ≤ p ≤ t1 with the intervals
[av, ct1 ], [ap+1, cp], v ≤ p < t1. The old ct1 becomes the new cv, that is we reduce to
the case when u2 divides cv and av ∈ (f2), subcase solved above.
Remains to study the subcase when there exist no av ∈ (f2), 1 ≤ v ≤ t1 with
av|ct1 . Then there exists an at1+1 ∈ B ∩ (f2), at1+1 6= u2 such that at1+1|ct1 . Clearly,
at1+1 6= u
′
2 because otherwise c
′
2 = ct1 . We have two subcases:
1′) there exists a path at1+1, . . . , al such that h(al) ∈ (av′) for some 1 ≤ v
′ ≤ t1,
2′) for any path at1+1, . . . , ap, any h(aj), t1 < j ≤ p does not belong to (a1, . . . , at1).
In the first subcase, we replace in Pb the intervals [aj , cj], v
′ ≤ j ≤ l with the
intervals [av′ , cl], [aj+1, cj], v
′ ≤ j < l. The new h(at1+1) is the old ct1 and we may
proceed as above. In the second subcase we set
T2 = {b
′ ∈ B : there exists a path from at1+1 to b
′}.
Note that any path starting from at1+1 can be completed to a path from a1 by
adding the monomials a1, . . . , at1 . Thus there exists no bad path starting with
at1+1, otherwise we can get one starting from a1, which is false.
If there exists no weak path starting with at1+1 then we proceed as in the first case
with T2 instead T1. If there exists a weak path starting with at1+1 then we proceed
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as above in case 2) with T ′2, or T˜2 instead T
′
1, or T˜1, except in the subcase 2
′) when
we will define similarly a T3 given by the paths starting with a certain at2+1. Note
that the whole set {a1, . . . , at2} has different monomials. After several such steps
we must arrive in the case p = tm when {a1, . . . , atm} has different monomials and
the subcase 2′) does not appear. We end this case using Tm, or T
′
m, or T˜m instead
T1, T
′
1, or T˜1. We should mention that if there exists b1 ∈ Tm (or in T
′
m, T˜m) such
that h(b1) ∈ (f1) then changing Pb as in case 1) we may suppose that h(b1) 6∈ (w12)
and b1 ∈ Tm ∩ (f1). Thus we may consider the interval [f1, h(b1)] disjoint of [f2, c
′
2].
Consider the subcase when there exist bj ∈ T1, j = 2, 3 such that h(b2) ∈ (u2)
and h(b3) ∈ (f3) but h(T1)∩(u3, u
′
3) = ∅. As above we may suppose that after several
procedures we changed Pb such that bj ∈ (fj) and the new c
′
2 is the old h(b2). If
h(b2) 6∈ C3 ∪ C2 then we may suppose that h(b2) 6∈ (w12). As in the first case we
may change b3 such that h(b3) 6∈ (w23). Indeed, the only problem could be if the old
h(b3) ∈ {u3, u
′
3}, which is not the case. We have no obstruction to change as usual b1
such that h(b1) 6∈ (w13) and so note that the interval [f2, h(b2)] (resp. [f3, h(b3)], or
[f1, h(b1)]) has at most w23 (resp. w13, or w12) fromW . Thus the intervals [fj , h(bj)],
j ∈ [3] are disjoint.
If h(b2) ∈ C3 then either b2 = w23, or w12. But b2 6= w23 because otherwise
h(w23) ∈ (u2) contradicting (∗). Similarly, b2 6= w12. If h(b2) = w12 (resp. h(b2) =
w23) then b2 6= w23 (resp. b2 6= w12) because otherwise we get a contradiction with
(∗). Thus w12 (resp. w23) is the only monomial of W which belongs to [f2, h(b2)].
Choosing b3 such that h(b3) 6∈ (w23) (resp. h(b3) 6∈ (w12)) and b1 such that h(b1) 6∈
(w12) (resp. h(b1) 6∈ (w13)) we get disjoint the corresponding intervals.
Now consider the subcase when there exist bj ∈ T1, j = 2, 3 such that
h(b2) ∈ (u2) and h(b3) ∈ (u3). If h(b2) 6∈ (f3) and h(b3) 6∈ (f2) then as above we
may assume that with a different Pb, if necessary, we may reduce to the subcase
when bj ∈ (fj), j = 2, 3. In general this is not simple because h(b2) as in Example 5
can have no divisors from B ∩ (f2), which are not in {u2, u
′
2, u3, u
′
3} and there exist
no other c ∈ U1 multiple of u2. In such situation we are force to remain on the old c
′
2
taking T ′1 = T1 ∪ {u2, u
′
2} and U
′
1 = U1 ∪ {c
′
2}. If there exists a bad path starting on
a divisor from B \ {u2, u
′
2, u3, u
′
3} of c
′
2 then we go to case 3). Otherwise, we should
consider also the pathes starting with the divisors of c′2 from B \ {u2, u
′
2, u3, u
′
3}
completing T ′1 to T˜1. Note that because of 2
′) we may speak now about Tm instead
T1.
Changing in Pb the intervals [fj, c
′
j ], [bj , h(bj)], j = 2, 3 with [fj, h(bj)], [u
′
j, c
′
j],
j = 2, 3 we may assume the new c′2, c
′
3 are in Um = h(Tm) for some m and the proof
goes as above. If let us say h(b2) ∈ (f3) then we must be carefully since it is possible
that the new intervals [fj , c
′
j] could be not disjoint. A nice subcase is for example
when h(b2) is a least common multiple of u2, u3, which we study below.
If w23 ∈ B then we we may suppose u2 = w23. Indeed, if w23 6∈ {u2, u
′
2, u3, u
′
3}
and u2 = xpf2 for some p 6∈ suppw23 then h(b2) = xpw23. Since b2 6= u2 and
b2 ∈ (f2) it follows that b2 = w23. But this contradicts the property (∗). Suppose
that at1 = b2. Then note that h(b2) = ct1 = xpw23 for some p and it follows that
at1 = b2 = xpf2 since at1 6= w23 = u2. Changing in Pb the intervals [f2, c
′
2], [b2, h(b2)]
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with [f2, h(b2)], [u
′
2, c
′
2], we may assume the new c
′
2 is in Um. We claim that w23 is
the only monomial from B ∩W which is in [f2, c
′
2]. Indeed, w12 could be another
monomial from B ∩W which is present in the new [f2, c
′
2]. This could be true only
if at1 = w12. Thus h(w12) = ct1 ∈ (u2) which is not possible again by (∗). The
same procedure we use to include a new c′3 in Um. Since u2 = w23 cannot be among
u3, u
′
3 we see that only w13 could be among them. Suppose that u3 = w13. Clearly
the new [f3, c
′
3] cannot contain w23. Choose as in the first case b1 ∈ (f1) such that
h(b1) 6∈ (w13) and the new intervals [fj , c
′
j], j ∈ [3] are disjoint. If w13 6∈ {u3, u
′
3}
then we might have only b3 = w13 and we may repeat the argument.
A problem could appear when the new [fj, c
′
j ], j = 2, 3 contain w12, w13 because
then we may not find b1 as before. Note that this problem could appear only when
w12, w13 ∈ {u2, u
′
2, u3, u
′
3} because of (∗). We will change the new c
′
2 such that will
not belong to (f1). Changing Pb we may suppose that bj ∈ (fj), j = 2, 3 (again
this change is not so simple as we saw above). We have h(b2) = ct1 = xpw12 for
some p and it follows that at1 = b2 = xpf2 since at1 6= w12 = u2. Suppose that
t1 > 1. Thus at1 |ct1−1 and we see that ct1−1 is not in (f1) because otherwise we get
ct1−1 = xpw12 = ct1 , which is false. If at1−1 ∈ (f2) then changing in Pb the intervals
[at1 , ct1 ], [at1−1, ct1−1], [f2, c
′
2] by [f2, ct1−1], [u2, ct1 ], [u
′
2, c
′
2] we see that the new c
′
2 is
not in (f1) and belongs to Um. If w12 ∈ C then we get h(b2) = w12 and the above
argument works again, ct1−1 being the new c
′
2.
When at1−1 6∈ (f2) but u
′
2|ct1−1 we reduce the problem to the subcase when the
path {a1, . . . , at1−1} goes from a1 to u
′
2 and now u
′
2 6∈ (f1). As above we may change
Pb such that the new b2 = at1−1 ∈ (f2) and the new c
′
2, that is the old ct1−1 is not in
(f1).
If at1−1 6∈ (f2), u
′
2 6 |ct1−1 but there exists a˜ ∈ B ∩ (f2) a divisor of ct1−1 then
a˜ 6= u2 because otherwise we get ct1−1 = ct1 . Now we repeat the first part of the
case 2). If a˜ = av for some 1 ≤ v < t1 − 1 then changing in Pb the intervals [ap, cp],
v ≤ p < t1 by [av, ct1−1], [ap+1, cp], v ≤ p < t1−1 we see that the new cv (resp. cv+1)
is the old ct1−1 (resp. ct1)). Now changing the intervals [av, cv], [av+1, cv+1], [f2, c
′
2]
by [f2, cv], [w12, cv+1], [u
′
2, c
′
2] we see that the new c
′
2 6∈ (f1) and belongs to Um. If
a˜ 6∈ {a1, . . . , at1} then we are in one of the above subcases 1
′), 2′) solved already.
We may use this argument to change c′j , j = 2, 3 such that it is not in (f1) anymore,
but as long as h(bj) 6= c1, that is the corresponding t1 > 1. However, we may have
h(bj) = c1 only for one j > 1, because if for instance h(b3) = c1 then c1 ∈ C2 ∪ C3.
If c1 ∈ C3 then we see that w23 ∈ B and a1 = w23. But this contradicts (∗) because
h(w23) ∈ (u2). If c
′
2 ∈ C2 then c
′
2 = w23 and either a1 ∈ (f2), or a1 ∈ (f3), that is
a1 cannot be b2 and b3 in the same time. Thus at least one of the new c
′
j , j = 2, 3
could be taken 6∈ (f1). If let us say only c
′
3 ∈ (f1) then choose b1 ∈ T1 ∩ (f1) such
that h(b1) 6∈ (w13) as before. The interval [f1, h(b1)] is disjoint from the other new
constructed intervals, which is enough as we saw in case 1).
In the third case, let a1, . . . , at1 be a bad path starting with a1. Set cj = h(aj),
j ∈ [t1]. Then ct1 = bxl1 and let us say b = f1xi. If at1 ∈ (f1) then changing in Pb
the interval [at1 , ct1 ] by [f1, ct1 ] we get a partition on I/J with sdepth d + 2. Thus
we may assume that at1 6∈ (f1). If f1xl1 ∈ {a1, . . . , at1−1}, let us say fxl1 = av,
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1 ≤ v < t1 then we may replace in Pb the intervals [ap, cp], v ≤ p ≤ t1 with the
intervals [av, ct1 ], [ap+1, cp], v ≤ p < t1. Now we see that we have in Pb the interval
[f1xl1 , f1xixl1 ] and switching it with the interval [f1, f1xixl1 ] we get a partition with
sdepth ≥ d+ 2 for I/J .
Thus we may assume that f1xl1 /∈ {a1, ..., at1}. Now set at1+1 = fxl1 . Let
at1+1, . . . , ak be a path starting with at1+1 and set cj = h(aj), t1 < j ≤ k. If ap = av
for v ≤ t1, p > t1 then change in Pb the intervals [aj , cj], v ≤ j ≤ p with the intervals
[av, cp], [aj+1, cj ], v ≤ j < p. We have in Pb an interval [f1xl1 , f1xixl1 ] and switching
it to [f1, f1xixl1 ] we get a partition with sdepth ≥ d + 2 for I/J . Thus we may
suppose that in fact ap 6∈ {b, a1, . . . , ap−1} for any p > t1 (with respect to any path
starting with at1+1). We have three subcases:
1′′) there exist no weak path and no bad path starting with at1+1,
2′′) there exists a weak path starting with at1+1 but no bad path starts with at1+1,
3′′) there exists a bad path starting with at1+1.
Set T2 = {b
′ ∈ B : there exists a path at1+1, . . . , ak with ak = b
′}. We treat the
subcases 1′′), 2′′) as the cases 1), 2) and find I ′ generated by a subset of {f1, f2, f3}∪
G2, or {f1, f2, f3}∪G
′
2, or {f1, f2, f3}∪ G˜2, where G2, G
′
2, G˜2, are obtained from T2
and as above T ′2, or T˜2.
In the subcase 3′′), let at1+1, . . . , at2 be a bad path starting with at1+1 and set cj =
h(aj) for j > t1. We saw that the whole set {a1, . . . , at2} has different monomials.
As above ct2 = bxl2 and we may reduce to the case when f1xl2 6∈ {a1, . . . , at1}.
Set at2+1 = f1xl2 and again we consider three subcases, which we treat as above.
Anyway after several such steps we must arrive in the case p = tm when either we
may proceed as in the subcases 1′′), 2′′), or b|ctm and again a certain f1xlm is not
among {a1, . . . , atm} and taking atm+1 = f1xlm there exist no bad path starting with
atm+1. This follows since we may reduce to the subcase when the set {a1, . . . , atm}
has different monomials and so the procedures should stop for some m. Finally,
using
Tm = {b
′ ∈ B : there exists a path atm+1, . . . , ak with ak = b
′}
(resp. T ′m, or T˜m) as T1 (resp. T
′
1, or T˜1) above we are done. 
Proof of Theorem 6. By Theorems 2, 3 we may suppose that 2r ≤ s ≤ q + r
and we may assume that E contains only monomials of degrees d+1 by [15, Lemma
1.6]. Apply induction on |E|. If E = ∅ we may apply Theorem 4. Suppose that
|E| > 0 and B∩(f1, . . . , fr) 6= ∅, r = 2, 3, otherwise we get depthS I/J ≤ d+1 using
[15, Lemma 1.5] applied to any fi. We may choose b ∈ B∩(f1, f2, f3) which is not in
W if r = 2, 3 and |B ∩ (f1, . . . , fr)| > 3 ≥ |B ∩W |. However, |B ∩ (f1, . . . , fr)| < 2r
gives depthS(f1, . . . , fr)/J ∩ (f1, . . . , fr) ≤ d + 1 by Theorem 3 and it follows that
depthS I/J ≤ d+ 1 using the Depth Lemma applied to the exact sequence
0→ (f1, . . . , fr)/J ∩ (f1, . . . , fr)→ I/J → (E)/(J, f1, . . . , fr) ∩ (E)→ 0.
Thus if r = 2, 3 we may suppose to find b ∈ B ∩ (f1, . . . , fr) \W . Renumbering fi
we may suppose that b ∈ (f1) \ (f2, . . . , f3).
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Apply induction on r ≤ 3. Using Theorem 4 and induction hypothesis on |E| and
r apply [17, Lemma 1.1]. Thus we may suppose that C ⊂ ((f1) ∩ (f2)) ∪ ((E) ∩
(f1, f2)) ∪ (∪a,a′∈E,a6=a′(a) ∩ (a
′)), if r = 2, or C ⊂ (∪i,j∈[3],i 6=j(fi) ∩ (fj)) ∪ ((E) ∩
(f1, f2, f3)) ∪ (∪a,a′∈E,a6=a′(a) ∩ (a
′)) if r = 3.
Set I ′b = (f2, . . . , fr, B \ {b}), J
′
b = I
′
b ∩ J . Clearly b 6∈ I
′
b and so in the following
exact sequence
0→ I ′b/J
′
b → I/J → I/(J, I
′
b)→ 0
the last term has depth ≥ d + 1. If the first term has sdepth ≤ d + 1 then it has
depth ≤ d + 1 by induction hypothesis on r, case r = 1 being done in Theorem
4. Thus we may suppose that sdepthS I
′
b/J
′
b ≥ d + 2 and we may apply Lemmas 5,
6. Then we get either sdepthS I/J ≥ d + 2 contradicting our assumption, or there
exists a nonzero ideal I ′ ( I generated by a subset G of B, or by G and a subset of
{f1, f2, f3} such that sdepthS I
′/J ′ ≤ d+1 for J ′ = J∩I ′ and depthS I/(J, I
′) ≥ d+1.
In the last case we see that depthS I
′/J ′ ≤ d+ 1 by induction hypothesis on r, |E|,
or by Theorem 4 and so depthS I/J ≤ d + 1 by the Depth Lemma applied to the
following exact sequence
0→ I ′/J ′ → I/J → I/(J, I ′)→ 0. 
The following bad example it is useful to illustrate somehow our proof.
Example 5. Let n = 6, r = 3, d = 1, fi = xi for i ∈ [3], E = {x4x5, x5x6}, I =
(x1, x2, x3, E) and J = (x2x4, x3x4, x1x2x6, x1x3x6, x1x4x6, x1x5x6, x2x3x6, x2x5x6,
x3x5x6). Then B = {x1x2, x1x3, x2x3, x1x4, x1x5, x2x5, x3x5} ∪ E and
C = {x1x2x3, x1x2x5, x2x3x5, x1x3x5, x1x4x5, x4x5x6}.
Take b = x1x4 and Ib = (x2, x3, x1x2, x1x3, x1x5, E), Jb = Ib ∩ J . There exists a
partition Pb with sdepth 3 on Ib/Jb given by the intervals [x2, x1x2x3], [x3, x1x3x5],
[x1x5, x1x2x5], [x2x5, x2x3x5], [x4x5, x1x4x5], [x5x6, x4x5x6]. We have c
′
2 = x1x2x3,
c′3 = x1x3x5 and u2 = x2x3, u
′
2 = x1x2, u3 = x3x5, u
′
3 = x1x3. Clearly, u2 = w23.
Take a1 = x1x5, c1 = x1x2x5, a2 = x2x5, c2 = x2x3x5. The path {a1, a2} is
maximal weak because the divisors from B of c2 are a2, u2, u3. Then T1 = {a1, a2}
and we change in Pb as in the proof the intervals [x2, c
′
2], [a2, c2] by [x2, c2], [u
′
2, c
′
2].
Thus the new c′2 is the old c2. Now note that this new c
′
2 is a multiple of u3 and it is
the only monomial from h(T1), which is a such multiple. Thus we had to take u3 in
the new T ′1, and u
′
3 as well and certainly c
′
3 is added to h(T1). Clearly, all divisors
from B of c′3 are in T
′
1 = T1 ∪ {u3, u
′
3}. But the former u
′
2 divides c1 and so should
be added to T ′1. Thus we have I
′ = (b, E), J ′ = J ∩ I ′ and I/(J, I ′) has a partition
of sdepth 3 given by the intervals [x2, c2], [x3, c
′
3], [x1, x1x2x5]. If sdepthS I
′/J ′ ≥ 3
then we get sdepthS I/J ≥ 3, which is false. Otherwise, sdepthS I
′/J ′ ≤ 2 and we
get depthS I
′/J ′ ≤ 2 by [12, Theorem 4.3] and so depthS I/J ≤ 2 using the Depth
Lemma.
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