ABSTRACT To overcome the disadvantages of the least squares twin support vector hypersphere (LS-TSVH), some improvements are proposed in this paper. First, LS-TSVH ignores the local sample information; it treats each sample equally when constructing the separating hyperspheres, which causes LS-TSVH to be highly sensitive to noisy samples. To solve this problem, we introduce local density information into LS-TSVH and propose a weighted LS-TSVH (WLSTSVH) approach. Then, we use the Newton downhill algorithm to solve it efficiently. Furthermore, to overcome the limitation that LS-TSVH is suitable only for binary classification problems and cannot be used to solve multi-class classification problems, we employ the one-versus-rest method, extending WLSTSVH to achieve multi-class classification capability. Computational comparisons with other classical multi-class classification algorithms are performed on several benchmark data sets and practical problems. The results indicate that the proposed algorithm achieves better classification performance.
I. INTRODUCTION
The support vector machine (SVM), proposed by Vapnik and his coworkers [1] for supervised learning, has gained wide attention in the machine learning community and has been successfully applied to many research areas [2] - [6] . In contrast with artificial networks, which seek to reduce empirical risk, the goal of SVM is to reduce structural risk. The main idea behind SVM is to construct the optimal separating hyperplane for two classes of samples with maximum margin. When the size of the training dataset is m, the complexity of the standard SVM is O(m 3 ). Therefore, one of the key issues for standard SVM is its slow learning speed on large-scale training datasets.
Recently, Jayadeva et al. proposed a twin SVM (TWSVM) to solve binary classification problems [7] . While the standard SVM constructs two parallel hyperplanes, the TWSVM generates a pair of nonparallel hyperplanes, such that each hyperplane is close to one class and as far as possible from the other class. The two nonparallel hyperplanes can be acquired by solving two smaller-sized quadratic programming problems (QPPs), rather than the single larger one solved by the standard SVM. The experimental results [7] show that the TWSVM executes faster than the standard SVM but compares favorably with the standard SVM regarding classification accuracy. Several variants of TWSVM have been proposed such as [8] - [18] .
TWSVM and SVM are suitable only for binary classification problems. However, multi-class classification is required for practical applications such as fault diagnosis, text categorization, disease detection, and many others [19] - [22] . To address multi-class classification problems in SVM and TWSVM frameworks, the ''decomposition-reconstruction'' strategy, which solves a series of smaller optimization problems instead, is a popular and widely used strategy. The ''decomposition-reconstruction'' strategy includes three main approaches: one-versus-rest, one-versus-one and oneversus-one-versus-rest [23] - [26] .
Different from TWSVM, which seeks two nonparallel hyperplanes, Peng and Xu proposed the twin support vector hypersphere (TSVH) [27] , which constructs a pair of hyperspheres to describe two classes of samples. This strategy can be more reasonable for many practical applications. The two hyperspheres can be obtained by solving two smaller-sized QPPs. The TSVH avoids the two matrix inversions that appear in the dual problems of the TWSVM; consequently, TSVH is more efficient. Furthermore, the kernel trick can be applied directly for the dual problems of TSVH, while the TWSVM needs to construct two additional primal problems for nonlinear cases. The LS-TSVH [28] , which is a least squares version of the TSVH, has also been proposed. The LS-TSVH also seeks two hyperspheres, one for each class; however, because it uses the least squares learning strategy, the two hyperspheres can be obtained by solving two systems of nonlinear equations instead of two QPPs, which makes LS-TSVH even more efficient than TSVH. However, LS-TSVH also has some disadvantages. First, LS-TSVH ignores the local density information of each sample; when constructing the separating hyperspheres, it treats each training sample equally, which causes LS-TSVH to be highly sensitive to noisy samples. Second, LS-TSVH is only suitable for binary classification problems; it is not applicable for multi-class classification problems.
To avoid these two LS-TSVH disadvantages, some improvements are proposed in this paper. First, to reduce the sensitivity of LS-TSVH to noisy samples, we introduce local density information into the LS-TSVH and propose a weighted LS-TSVH (WLSTSVH) version. Moreover, we use the Newton downhill algorithm to improve the efficiency of WLSTSVH. Second, we employ the one-versusrest method to extend WLSTSVH to achieve multi-class classification; we call this version multi-class classification WLSTSVH (MWLSTSVH). Computational comparisons with other classical multi-class classification algorithms in the light of classification performance are conducted on several benchmark datasets and applied to handwritten digit recognition. The results show that MWLSTSVH achieves a better classification performance than the compared algorithms.
The remainder of this paper is organized as follows. Section II briefly introduces the classical TSVH and LS-TSVH. Section III describes the MWLSTSVH algorithm in detail. Section IV presents experimental results on several benchmark datasets and on practical problems, and Section V outlines conclusions.
II. RELATED WORKS
Consider the binary classification problem with the dataset D = {(x 1 , y 1 ), . . . , (x n , y n )}, where x i ∈ R d and y i ∈ y = {1, −1}, i = 1, 2, · · · , n. Further, we denote the positive and negative samples by matrix A ∈ R n + ×d and B ∈ R n − ×d , respectively.
A. TSVH
The goal of the TSVH [27] is to construct a pair of hyperspheres in the feature space:
where R ± and a ± denote the radii and centers of the corresponding hyperspheres, respectively.
The TSVH classifier can be obtained by solving the following two smaller-sized QPPs:
and min 1 2
where c ± > 0 and v ± > 0 are penalty parameters. The first term of the objective function in (2) and (3) minimizes the squared distances from the samples to the corresponding center, which makes the samples close to the corresponding center. The second term maximizes the squared radius of the corresponding hypersphere. The constraints ensure that samples of the opposite class are not covered by the hypersphere. When some opposite-class samples are covered by the hypersphere, error variables are used to measure the errors. The last term in the objective function of (2) and (3) minimizes the sum of the error variables.
A new sample x * is assigned to a class k (k = ±1) as follows:
B. LS-TSVH LS-TSVH was proposed by Peng et al. as a least squares variant of TSVH [28] . The LS-TSVH classifier can be obtained by solving the following two optimization problems:
) Unlike TSVH, LS-TSVH uses the 2-norm of the error variables, instead of the 1-norm used in TSVH, which makes the VOLUME 6, 2018 constraints ξ k ≥ 0, k = 1, . . . , n redundant. Further, because of equality type constraints, the LS-TSVH classifier can be obtained by solving two systems of nonlinear equations rather than two QPPs as in the TSVH, which makes LS-TSVH more efficient.
For a sample to be classified, the decision function of LS-TSVH is as follows:
III. MWLSTSVH
In this section, a multi-class classification algorithm based on WLSTSVH and the one-versus-rest method is presented.
A. NOTATIONS
Here, we consider the multi-class classification problem with
where l p is the number of the samples of the p-th class, d is the dimension of the samples and K is the number of classes. The total number of samples is l = l 1 + l 2 + . . . + l K .
B. SAMPLE WEIGHT WITH LOCAL DENSITY INFORMATION
In this subsection, we use k-nearest neighbor method to exploit the local density information.
First 
Second, we determine the intra-class k-nearest neighbor region (8) , where k is a predetermined value.
Finally, we compute the local density degree d p i of sample A p i as follows:
where ω is a weighting factor. Clearly, this method reports a higher local density degree d p i for samples in higher density regions; a sample closer to its intra-class k-nearest neighbors has a higher d p i . Furthermore, for cluster parameter k, a too-small k value will remove useful information, whereas a too-large k will increase the computational time and introduce noise points, which reduces the prediction accuracy.
C. MWLSTSVH
The MWLSTSVH generates K hyperspheres in the feature space
where a p and R p are the center and radius of the p-th hypersphere, respectively.
Then, the p-th classifier of MWLSTSVH can be obtained by solving a smaller-sized QPP as follows: From the primal problem (12), note that, unlike LS-TSVH, the local density degrees of the samples are respectively added to the first and third terms in the objective function, which contributes to moving the center of the p-th hypersphere closer to samples of the other classes with higher local density degrees as well as to the samples of the p-th class with higher local density degrees proximal to the hypersphere. Compared with LS-TSVH, our model is more robust.
The Lagrangian function of (12) is as follows:
where α i ≥ 0, i = 1, . . . , l p are the Lagrangian multipliers. According to the Kuhn-Tucker Theorem in optimization theory, the following conditions are satisfied:
According to (14) and (15), the center a p can be obtained as follows:
where
. Substituting (16) and (18) into (17), we derive l p nonlinear equations:
Then, (a p , R 2 p ) can be obtained by solving the nonlinear equations F(α 1 , . . . , α l p , R 2 p ) = 0, where
For a new sample x * ∈ R d , the decision function is
D. USING THE NEWTON DOWNHILL METHOD TO SOLVE NONLINEAR EQUATIONS F
Next, we use the Newton downhill method to solve the nonlinear equations F(α 1 , . . . , α l p , R 2 p ) = 0 quickly.
which is the average distance from the samples of the p-th class to the center of the samples of the opposite class.
Step 2 (Termination Criterion): If f (k) < ε, then stop.
Step 3 (Direction Generation): Otherwise, calculate
, where
, (i, i = 1, . . . , l p +1) can be calculated as follows:
Step 4 (Downhill Search): F(x (k+1) ), and k = k + 1. Go to step 2.
E. COMPUTATIONAL COMPLEXITY OF MWLSTSVH
We discuss the computational complexity of the proposed MWLSTSVH and suppose that the number of samples in each class are approximately equal. The MWLSTSVH mainly includes two steps, one is calculating the weight of each sample, the other is using Newton downhill method to solve K systems of nonlinear equations. The main computational burden of calculating the weight of each sample is finding the intra-class k-nearest neighbors of each sample, and the computational complexity of finding the intra-class k-nearest neighbors of all training samples is O(K * (l/K ) 2 * log(l/K )). The main computational burden of each iteration of Newton downhill method is calculating (∇ k F) −1 , and the computational complexity of solving K systems of nonlinear equations is O(K * #iter * (l/K ) 3 ), where #iter is the number of iterations. Therefore the computational complexity of MWLSTSVH is about O(K * (l/K ) 2 * log(l/K ) + K * #iter * (l/K ) 3 ).
IV. EXPERIMENTS
In this section, we investigate the classification accuracy results and learning times of our MWLSTSVH algorithm on several UCI benchmark datasets and practical engineering problems. In the experiments, we compare MWLSTSVH with other popular multi-class classification algorithms, including THKSVM [29] , K-SVCR [26] , MBSVM [30] , and Twin-KSVC [31] . All the algorithms are implemented in MATLAB 7.14.0 (R2012a) environment on a PC with an Intel Core i3 processor and 2 GB of RAM. In the experiments, 10-fold cross validation is used to evaluate the performance of different multi-class classification algorithms, that is to say, we randomly split the dataset into ten equal-size parts, one of them is reserved as a test set, the others are used as a training set, the process is repeated ten times, and the average accuracy is used as the classification performance measure. We only consider the RBF kernel K (x, y) = e − x−y 2 /2σ 2 in the experiments.
Parameter selections are extremely important for these algorithms. The most popular method for parameter selection is still the grid search. The K-SVCR classifier includes four parameters: two penalty parameters, c 1 and c 2 , a bandwidth parameter, ε, and a kernel parameter, σ . The MBSVM classifier has only two parameters: a penalty parameter c and a kernel parameter σ . The Twin-KSVC classifier has four penalty parameters, c i (i = 1, 2, 3, 4), a bandwidth parameter, ε, and a kernel parameter, σ . Our MWLSTSVH algorithm and the THKSVM algorithm have three parameters; these include two penalty parameters, c and v, and a kernel parameter σ . To reduce the computational complexity of parameter selection, we set c 1 = c 2 = c 3 = c 4 = c. The optimal values for the penalty parameters c and v, the bandwidth parameter ε, and the kernel parameter σ for all the methods are selected from the following ranges: c ∈ {10 −8 , . . . . . . , 10 3 }, v ∈ {10 −8 , . . . . . . , 10 3 }, σ ∈ {2 −4 , . . . . . . , 2 7 }, and ε ∈ {0, 0.1, 0.2}.
A. BENCHMARK DATASETS
To investigate the performance of MWLSTSVH, we executed K-SVCR, MBSVM, Twin-KSVC, THKSVM and MWLSTSVH on several UCI benchmark datasets. The resulting classification accuracies and learning times over the 10 folds are reported in Tables 1 and 2 , respectively.
From Table 1 , we can easily observe that no algorithm outperforms all the others on all the datasets regarding classification accuracy. We applied Friedman tests to statistically analyze the classification accuracy of the five classifiers on multiple datasets [32] , [33] . The ranks of the five classifiers in terms of classification accuracy on all the datasets are listed in Table 3 . We calculate the Friedman statistic as follows [32] :
, and rank j i is the j-th of q classifiers on the i-th of p datasets. However, the χ 2 F measure is undesirably conservative; therefore, we also used a more suitable statistic as shown below
which is distributed according to F(q − 1, (q − 1)(p − 1)).
We can obtain χ 2 F = 9.74 and F F = 4.01 from (25) and (26), where F F is distributed according to F (4, 24) . At a significance level of α = 0.1, the critical value of F(4,24) is 2.19. Because the value of F F is larger than the critical value, there is a significant difference among five classifiers.
From Table 3 , we can find that the average ranks of Twin-KSVC and K-SVCR are lower than those of the other algorithms, which indicates that Twin-KSVC and K-SVCR are more accurate than the other algorithms. This result occurs primarily because the Twin-KSVC and K-SVCR algorithms employ the one-versus-one-versus-rest structure; thus, they avoid imbalance problems. Our MWLSTSVH outperforms THKSVM and MBSVM in terms of average classification accuracy because it introduces local density information and reduces the impact of noise on the separating hyperspheres.
From Table 2 , we can see that our MWLSTSVH achieves the shortest training time among all the algorithms. Both Twin-KSVC and K-SVCR require more training time because they must resolve larger QPPs for each sub-problem: there are
and K (K + 1) sub-problems that must be solved in K-SVCR and Twin-KSVC, respectively. In contrast, MWLSTSVH, THKSVM and MBSVM need to resolve only K sub-problems. Furthermore, unlike THKSVM and MBSVM, which must solve smaller-sized QPPs for each sub-problem, MWLSTSVH requires solving only nonlinear equations. 
B. ANALYSIS OF THE PARAMETER k
From the previous analysis, we know that, in theory, the choice of the parameter k directly affects the performance of MWLSTSVH. In this subsection, we further discuss the effect of parameter k on classification accuracy. Fig. 1 shows the classification accuracies for different values of the parameter k on different datasets. As Fig. 1 shows, smaller k values cause many useful neighbors to be lost when calculating the local density degrees of training samples; thus, a too-small value makes it difficult to obtain the best results. In contrast, larger k values tend to introduce many noisy samples when calculating the local density degrees of the training samples; therefore, a too-large value also cannot obtain the best classification result. Through a large number of experiments and observations, we find that the best k value is generally between 5 and 8. 
C. HANDWRITTEN DIGITS RECOGNITION
In this subsection, we apply MWLSTSVH to handwritten digit recognition. The USPS, which is a well-known and publicly available database of handwritten digits, is used to evaluate our proposed MWLSTSVH and to compare it with K-SVCR, MBSVM, Twin-KSVC and THKSVM. The USPS database consists of grayscale images of handwritten digits from 0 to 9, as shown in Fig. 2 . For each digit, the USPS contains 1,100 images, each of which is 16 * 16 pixels in size with 256 gray levels [34] .
The experimental results of the five algorithms are listed in Table 4 and show that our MWLSTSVH achieves a recognition accuracy similar to K-SVCR, MBSVM, Twin-KSVC and THKSVM. In terms of computational time, MWLSTSVH requires the least learning time among all the algorithms.
V. CONCLUSIONS
This paper has presented some improvements to the LS-TSVH algorithm. First, to reduce the impact of noisy samples on LS-TSVH, we introduce local density information into the LS-TSVH and propose the WLSTSVH algorithm. Then, we use the Newton downhill algorithm to solve WLSTSVH efficiently. Further, we employ the one-versus-rest method to extend WLSTSVH to multiclass classification problems, which we call MWLSTSVH. Computational comparisons between our MWLSTSVH and other classical multi-class classification algorithms, including K-SVCR, MBSVM, Twin-KSVC and THKSVM, were conducted on UCI benchmark datasets and the handwritten digits recognition problem. The results show that our proposed MWLSTSVH not only achieves similar classification accuracy but also has a faster learning speed. We notice that each sample in our MWLSTSVH needs to be labeled and only has single label, however, in practical applications, many samples are multi-label, or unlabeled. In the future, we will extend our works to these areas.
