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In this paper, we investigate the existence, multiplicity and stability of positive solutions to
a prey–predator model with modiﬁed Leslie–Gower and Holling-type II schemes⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−u = u
(
a1 − bu − c1v
u + k1
)
in Ω,
−v = v
(
a2 − c2v
u + k2
)
in Ω,
u  0, v  0 in Ω,
u = v = 0, on ∂Ω,
(P)
where Ω ⊂RN (N  1) is a bounded domain with a smooth boundary ∂Ω , the parameters
ai , b, ci , ki (i = 1,2) are positive numbers, u and v are the respective populations of prey
and predator. Here, we say (u, v) with u|∂Ω = v|∂Ω = 0 is a positive solution of problem
(P) if (u, v) is a solution of (P) and u, v > 0 in Ω .
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and the main results
Let Ω ⊂RN (N  1) be a bounded domain with a smooth boundary ∂Ω . In this paper, we are concerned with reaction-
diffusion problems of the following type⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂u
∂t
− δ1u = u
(
aˆ1 − bˆu − cˆ1v
u + k1
)
in Ω × (0,∞),
∂v
∂t
− δ2v = v
(
aˆ2 − cˆ2v
u + k2
)
in Ω × (0,∞),
u = v = 0, on ∂Ω × (0,∞),
u(x,0) = u0(x) 0, ≡ 0, v(x,0) = v0(x) 0, ≡ 0 in Ω¯.
(1.1)
The ODE model corresponding to system (1.1) was introduced as the predator–prey model with modiﬁed Leslie–Gower and
Holling-type II schemes by Aziz-Alaoui and Okiye [3]. Model (1.1) describes a prey population u which serves as food for
a predator with population v . The positive parameters δ1 and δ2 denote the diffusive coeﬃcients of u and v , respectively.
Parameters aˆ1, aˆ2, bˆ, cˆ1, cˆ2, k1, k2 are assumed to be only positive values: aˆ1 and aˆ2 are the growth rate of prey u and
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the per capita reduction rate of u due to v . k1 and k2 measure the extent to which environment provides protection to prey
u and to predator v , respectively. cˆ2 has a similar meaning as cˆ1. The Dirichlet boundary condition u = v = 0 is sometimes
said to correspond to a lethal boundary, because it can be interpreted as meaning that all individuals who encounter ∂Ω
die (see [9, p. 31]). The initial data u0(x) and v0(x) are smooth functions, which satisfy the compatibility conditions.
In this paper, we main concern with the nonnegative solutions of the steady-state of (1.1). Let ai = aˆi/δi , ci = cˆi/δi ,
i = 1,2 and b = bˆ/δ1, we consider the following semi-linear elliptic systems⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−u = u
(
a1 − bu − c1v
u + k1
)
in Ω,
−v = v
(
a2 − c2v
u + k2
)
in Ω,
u  0, v  0 in Ω,
u = v = 0, on ∂Ω.
(1.2)
We say (u, v) with u|∂Ω = v|∂Ω = 0 is a positive solution (or coexistence solution) of (1.2) if (u, v) is a solution of (1.2) and
u, v > 0 in Ω . The problem (1.2) was considered by Peng and Wang in [29] with b = 1, c1 = k1 = 1/m, c2 = k2 = m. They
obtain the existence, multiplicity and stability of positive solutions as m is large. As far as (1.2) with homogeneous Neumann
boundary condition is concerned, the problem was consider by many authors (see [14,15]) for some speciﬁc assumptions
on the parameters, they mainly considered the existence of positive nonconstant solutions (namely, stationary patterns).
In order to state the main results of this paper, ﬁrst, we establish some notations which will be used throughout this
paper (see [20] for the following results). For any q(x) in C(Ω¯), the linear eigenvalue problem{−u + q(x)u = ρu in Ω,
u = 0, on ∂Ω (1.3)
has an inﬁnite sequence of eigenvalues, ρ1 < ρ2  ρ3  · · · , which are bounded below. It is also known that the ﬁrst
eigenvalue
ρ = ρ1 = ρ1
(− + q(x)) (1.4)
is simple, and all solutions of (1.4) with ρ = ρ1(− + q(x)) are multiples of a particular eigenfunction, which does not
change sign in Ω and its normal derivatives never vanish on the boundary ∂Ω . Furthermore ρ1 is strictly increasing in the
sense that q1(x),q2(x) ∈ C(Ω¯), q1(x) q2(x) and q1(x) ≡ q2(x) implies ρ1(− + q1(x)) < ρ1(− + q2(x)).
For convenience, let λ1 = ρ1(−) be the ﬁrst eigenvalue of − subject to homogeneous Dirichlet boundary condition.
It is well known that λ1 > 0 is a simple eigenvalue whose corresponding eigenfunction, which we shall denote throughout
by ω(x), can be chosen strictly positive in Ω and satisfying
max
x∈Ω ω(x) = 1. (1.5)
Similarly, for any qˆ(x) ∈ C(Ω¯), the linear eigenvalue problem{
u + qˆ(x)u = ρˆu in Ω,
u = 0, on ∂Ω (1.6)
has an inﬁnite sequence of eigenvalues, ρˆ1 > ρˆ2  ρˆ3  · · · , which are bounded above. We denote the largest eigenvalue by
ρˆ = ρˆ1 = ρˆ1
(
 + qˆ(x)), (1.7)
which is simple.
Concerning the following problem{
−φ + q(x)φ = aφ − f (x)φ2 in Ω,
φ = 0, on ∂Ω, (1.8)
where a > 0, q(x), f (x) are continuous functions on Ω¯ and f (x) > 0, it is known from [5,34] that if a  ρ1(− + q(x)),
φ = 0 is the unique nonnegative solution of (1.8), while (1.8) has a unique positive solution if a > ρ1(− + q(x)). With the
above results, we denote the unique positive solution of{−u = u(a − σu) in Ω,
u = 0, on ∂Ω (1.9)
by θ(a, σ ) when a > λ1, where a, σ are positive constant. Furthermore, we denote θ(a1,b) by uˆ(x) when a1 > λ1 and
θ(a2, c2/k2) by vˆ(x) when a2 > λ1. Now, we can state our main results.
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Remark 1.2. In this remark, we give some biological interpretations of Theorem 1.1. First, we consider the second equation
of (1.2) for any u  0, i.e., the following problem⎧⎨
⎩−v = v
(
a2 − c2v
u + k2
)
in Ω,
v = 0, on ∂Ω.
(1.10)
By (1.8), we obtain v > 0 in Ω if and only if a2 > λ1. Furthermore, we get v(x) vˆ(x) by Lemma 2.1. So, the growth rate
a2 of predator v is larger than λ1 in Theorem 1.1 ensures they can survive no matter how little the prey u is. Moreover, we
conjecture there must be other food sources for predator v .
Second, we consider the ﬁrst equation of (1.2) for any v(x) vˆ(x) since a2 > λ1, i.e., the following problem{
−u + c1v
u + k1 u = u(a1 − bu) in Ω,
u = 0, on ∂Ω.
(1.11)
By (1.8), we obtain u > 0 in Ω if and only if a1 > ρ1(− + c1vu+k1 ). Theorem 1.1 tells us if the growth rate a1 of prey u is
larger than ρ1(− + c1k1 vˆ(x)), the condition a1 > ρ1(− +
c1v
u+k1 ) is ensured. Furthermore, we can infer
ρ1
(
− + c1
k1
vˆ(x)
)
 ρ1
(
− + c1v
u + k1
)
, i.e.,
k1
u + k1 
vˆ
v
 1. (1.12)
Next, we give some deductions from Theorem 1.1. ρ1(− + c1k1 vˆ(x)) is very important in Theorem 1.1, but it is diﬃcult
to characterize. However, if we can ﬁnd the upper bound of ρ1(− + c1k1 vˆ(x)) by the parameters given in (1.2), we can give
a suﬃcient condition to ensure the existence of positive solutions.
Theorem 1.3. (i) If c2k1  c1k2 and a1,a2 satisfy
a1 > λ1 + c1k2
c2k1
(a2 − λ1), a2 > λ1 (1.13)
then problem (1.2) has at least one positive solution.
(ii) If c2k1 > c1k2 and, instead of (1.13), a1 and a2 satisfy
a1 >min
{
λ1 + a2c1k2
c2k1
, a2
[
1−
(
1− c1k2
c2k1
)(
1− λ1
a2
)3
K
]}
, a2 > λ1, (1.14)
then the same conclusion as in (i) holds. Here K stands for the constant
K = |Ω|−1
∫
Ω
ω3 dx, (1.15)
where |Ω| denotes the measure of Ω .
Remark 1.4. Let us observe that the constant K deﬁned in (1.15) satisﬁes
K < 1, (1.16)
because maxx∈Ω ω(x) = 1.
When c2k1  c1k2, the above result ensures that problem (1.2) has a coexistence state whenever (a1,a2) has in the
labeled wedge which is sketched in Fig. 1.
When c2k1 > c1k2, to sketch the shape of the corresponding coexistence wedge obtained from Theorem 1.3, an additional
technical result is needed. We give this result as the following remark and see the end of Section 2.1 for its proof.
Remark 1.5. Let us consider the function
a1(a2) = a2
[
1−
(
1− c1k2
c2k1
)(
1− λ1
a2
)3
K
]
, a2 > λ1. (1.17)
Then the following conditions are satisﬁed:
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(1) the graphs of (a1(a2),a2) and (λ1 + c1k2c2k1 (a2 − λ1),a2), a2 > λ1 do not intersect;
(2) the graphs of (a1(a2),a2) and (λ1 + a2c1k2c2k1 ,a2), a2 > λ1 intersect at only one point (a10(
c1k2
c2k1
),a20(
c1k2
c2k1
)) satisfying
lim
(c1k2)/(c2k1)→1
a10
(
c1k2
c2k1
)
= ∞, lim
(c1k2)/(c2k1)→1
a20
(
c1k2
c2k1
)
= ∞, (1.18)
lim
(c1k2)/(c2k1)→0
a10
(
c1k2
c2k1
)
= λ1, lim
(c1k2)/(c2k1)→0
a20
(
c1k2
c2k1
)
= λ1; (1.19)
(3) moreover,
lim
(c1k2)/(c2k1)→1
[
a1(a2) −
(
λ1 + c1k2
c2k1
(a2 − λ1)
)]
= 0,
uniformly on compact subsets of [λ1,∞).
Now, we are able to consider the coexistence wedge when c2k1  c1k2. Theorem 1.3 and Remark 1.5 ensure that problem
(1.2) has a coexistence state whenever (a1,a2) has in the labeled wedge which is sketched in Fig. 2.
Next, we give some conditions to ensure the nonexistence of positive solutions of problem (1.2).
Theorem 1.6. Let any one of the following four conditions hold:
(i) a2  a1 , c1  c2 and c1k2  c2k1;
(ii) a2  a1 and c1k2  c2k1 + a1c2/b;
(iii) c1  c2 , k2  k1 and a2 − a1  c2k1−c1k2k1k2 [
a2
c2
( a1b + k2)];
(iv) c1  c2, c1k2  c2k1,k2 > k1 and a2 − a1  (c2−c1)a1/b+(c2k1−c1k2)k1k2 [
a2
c2
( a1b + k2)].
Then problem (1.2) has no positive solution.
Next we consider the asymptotic behavior and multiplicity of the positive solutions of (1.2) as c1 or k1 varies. The ﬁrst
result is about the asymptotic behavior of positive solutions as c1 → 0.
Theorem 1.7. Assume (u, v) is a positive solution of problem (1.2), then
lim
c1→0
(u, v) = (uˆ(x), v∗(x)),
where (uˆ(x), v∗(x)) is the unique positive solution of
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⎪⎪⎩
−u = u(a1 − bu) in Ω,
−v = v
(
a2 − c2v
uˆ + k2
)
in Ω,
u = v = 0, on ∂Ω.
(1.20)
Remark 1.8. (i) It is easy to see (Lemma 2.1) that if (1.2) has a positive solution, then
a1 > ρ1
(
− + c1 vˆ
uˆ + k1
)
> λ1, a2 > ρ1
(
− + c2 vˆ
uˆ + k2
)
> λ1,
and then the existence and uniqueness of positive solution of (1.20) are ensured.
(ii) By implicit function theorem and Theorem 1.7, we can see if a1,a2 > λ1, then there exists a positive constant c∗1 such
that problem (1.2) has most one positive if c1  c∗1. Furthermore, by the methods developed in the proof of Theorem 1.10,
we can see the positive solution is linearly stable (see Theorem 1.10 for the deﬁnition of linear stability) if such positive
solution exists.
Let f (t) and g(t) be positive and smooth functions on (0,∞) that satisfy
lim
t→∞
f (t)
g(t)
= σ  f (t)
g(t)
, lim
t→∞ f (t) = ∞ and limt→∞ g(t) = ∞. (1.21)
Remark 1.9. There are a lot of functions satisfying (1.21), such as f (t) = g(t) = t p , f (t) = g(t) = ept or f (t) = g(t) =
p log(1+ t) with p > 0 and σ = 1.
The next two theorems are about the stability and multiplicity of the positive solution of problem (1.2) for the special
case that k1 = k, c2 = f (k) and k2 = g(k), i.e., we consider the following problem⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−u = u
(
a1 − bu − c1v
u + k
)
in Ω,
−v = v
(
a2 − f (k)v
u + g(k)
)
in Ω,
u  0, v  0 in Ω,
u = v = 0, on ∂Ω.
(1.22)
Theorem 1.10. Assume a1,a2 > λ1 , then there exists a constant k¯ > 0 such that (1.22) has a positive solution (u∗, v∗) if k  k¯.
Furthermore, the positive solution (u∗, v∗) is linearly stable, which means that all the eigenvalues of the linear eigenvalue problem of
(1.22) at (u∗, v∗)
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⎪⎪⎪⎪⎪⎩
−φ −
(
a1 − 2bu∗ − c1kv
∗
(u∗ + k)2
)
φ + c1u
∗
u∗ + kϕ = λφ in Ω,
−ϕ − f (k)(v
∗)2
(u∗ + g(k))2 φ −
(
a2 − 2 f (k)v
∗
u∗ + g(k)
)
ϕ = λϕ in Ω,
φ = ϕ = 0, on ∂Ω
(1.23)
satisfy Reλ > 0.
Theorem 1.11. Assume a2 > λ1 and λ1 < a1 < ρ1(− + f (k)g(k) θ(a2, f (k)/g(k))), then there exists a constant k¯ > 0 such that (1.22)
has at least two positive solutions if k k¯.
This paper is organized as follows. In Section 2, we study the existence and nonexistence of positive of problem (1.2) and
prove Theorems 1.1 and 1.6. In Section 3, we character the coexistence region in (a1,a2) parameter space by estimating the
upper bound of ρ1(− + c1k1 vˆ(x)) and prove Theorem 1.3. In Section 4, we study the stability and multiplicity of positive
solutions and give the proofs of Theorems 1.7, 1.10 and 1.11.
2. Existence and nonexistence of positive solution
This section is divided into two parts. In the ﬁrst part, we study the existence of positive solutions of problem (1.2)
by using ﬁxed point index on cones [4,12,21,32], which was used extensively in recently years in study the semi-linear or
quasi-linear elliptic equations (see [1,6–8,10,11,13–17,19,23–31,35–40] and references therein). In the second part, we study
the nonexistence of positive solutions by the properties of ﬁrst eigenvalue.
2.1. Existence of positive solution
In this subsection, we give the details of the proof of Theorem 1.1. First, we give a priori estimates of nonnegative
solutions of (1.2).
Lemma 2.1. (i) For any nonnegative solution (u, v) of problem (1.2), there holds
u(x) <
a1
b
, v(x) <
a2
c2
(
a1
b
+ k2
)
. (2.1)
(ii) If the problem (1.2) has a positive solution (u, v), then a1 > λ1 , a2 > λ1 and
u(x) < uˆ(x) <
a1
b
, vˆ(x) < v(x) < θ(x) <
a2
c2
(
a1
b
+ k2
)
, (2.2)
where θ(x) is the unique positive solution of⎧⎨
⎩−φ = φ
(
a2 − c2φ
uˆ(x) + k2
)
in Ω,
φ = 0, on ∂Ω.
Consequently, if problem (1.2) has a positive solution (u, v), then
a1 > ρ1
(
− + c1 vˆ
uˆ + k1
)
, a2 > ρ1
(
− + c2 vˆ
uˆ + k2
)
. (2.3)
Proof. (i) and (ii) follow directly from maximum principle. We only prove (2.3). Since (u, v) is a positive solution of (1.2),
we get
a1 = ρ1
(
− + bu + c1v
u + k1
)
. (2.4)
So, the ﬁrst inequality of (2.3) follows from (2.2) and the monotone property of ρ1. The second inequality of (2.3) can be
proved in the same way. 
Next, we will introduce a lemma, which is essential in the proof of Theorem 1.1. In order to give this important lemma,
we ﬁrst give some results on the ﬁxed point index on cones obtained by Ruan and Feng [32] for reader’s convenience. Let
E = {(u, v) ∈ C1(Ω¯) × C1(Ω¯): u|∂Ω = v|∂Ω = 0} and W = {(u, v) ∈ E: u, v  0} the positive cone in E such that
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Let O ⊂ W be a bounded open set with respect to the relative topology of W . Assume F :O→ W is a compact and Fréchet
differentiable operator. For (z1, z2) ∈O be a ﬁxed point of F , deﬁne a wedge by
W (z1,z2) =
{
(u, v) ∈ E: (z1, z2) + s(u, v) ∈ W for some s > 0
}
.
Let E(z1,z2) be the maximal subspace of E contained in W (z1,z2) . If there exists a subspace E˜(z1,z2) such that E = E(z1,z2) ⊕
E˜(z1,z2) , then the indexW (F , (z1, z2)) of F at (z1, z2) can be calculated by analyzing certain eigenvalue problems in E(z1,z2)
and E˜(z1,z2) . For details, we have the following theorem.
Theorem 2.2. (See [32, Theorems 2.2 and 2.3].) Let T : E → E˜(z1,z2) be a projection operator of E˜(z1,z2) along E(z1,z2) . If the Fréchet
derivative F ′(z1, z2) of F at (z1, z2) has no nonzero ﬁxed point in W (z1,z2) , then indexW (F , (z1, z2)) exists. Moreover, we have
(i) If T ◦ F ′(z1, z2) has an eigenvalue λ > 1 with eigenvector in W (z1,z2) , then indexW (F , (z1, z2)) = 0.
(ii) If T ◦ F ′(z1, z2) has no such eigenvalue, then
indexW
(
F , (z1, z2)
)= indexE(z1,z2)(F ′(z1, z2), (0,0))= (−1)r,
here, indexE(z1,z2) (F
′(z1, z2), (0,0)) is the index of the linear operator F ′(z1, z2) at (0,0) in the space E(z1,z2) and r is the sum of
multiplicities of the eigenvalues λ of F ′(z1, z2) restricted in E(z1,z2) such that λ > 1.
Deﬁne the set O and the operator F by the following manner
O =
{
(u, v) ∈ W : 0 u(x) < a1
b
, 0 v(x) < a2
c2
(
a1
b
+ k2
)}
,
F (u, v) = (− + M)−1
(
u(a1 − bu − c1vu+k1 ) + Mu
v(a2 − c2vu+k2 ) + Mv
)
, (2.5)
where M is a large positive constant to be determined latter. Obviously, O contains all nonnegative solution of (1.2) by
Lemma 2.1, and F :O→ W is compact by the standard regularity theory of elliptic equations [18]. Furthermore, ﬁnding a
positive solution of (1.2) is equivalent to ﬁnding a positive ﬁxed point of F .
It is easy to see the following facts:
(1) (0,0) is a trivial solution of problem (1.2) for any a1,a2 > 0;
(2) (uˆ(x),0) is a semi-trivial solution of problem (1.2) if a1 > λ1;
(3) (0, vˆ(x)) is a semi-trivial solution of problem (1.2) if a2 > λ1.
Now, we can give the lemma we referred above, which is about the indexes of F at (0,0), (uˆ(x),0), (0, vˆ(x)) in W .
Lemma 2.3. Suppose a1 = λ1 and a2 = λ1 , we have
(1) indexW (F , (0,0)) = 0 if a1 > λ1 or a2 > λ1 , indexW (F , (0,0)) = 1 if a1 < λ1 and a2 < λ1 .
(2) Assume a1 > λ1 , then indexW (F , (uˆ,0)) = 0 if a2 > λ1 , indexW (F , (uˆ,0)) = 1 if a2 < λ1 .
(3) Assume a2 > λ1 and a1 = ρ1(− + c1 vˆk1 ), then indexW (F , (0, vˆ)) = 0 if a1 > ρ1(− +
c1 vˆ
k1
) and indexW (F , (0, vˆ)) = 1 if
a1 < ρ1(− + c1 vˆk1 ).
Proof. (1) By the direct computations we get W (0,0) = W , E(0,0) = {(0,0)}, E˜(0,0) = E , T = Id, where Id is the identity
operator in E . It is easy to prove
F ′(0,0)
(
u
v
)
= (− + M)−1
(
(a1 + M)u
(a2 + M)v
)
. (2.6)
If ∃(u, v) ∈ W (0,0) such that F ′(0,0)(u, v) = (u, v), then (u, v) satisﬁes{−u = a1u, −v = a2v in Ω,
u = v = 0, on ∂Ω. (2.7)
Since a1 = λ1 and a2 = λ1, we have (u, v) = (0,0). So F ′(0,0) has no nonzero ﬁxed point in W (0,0) . Note that μ is an
eigenvalue of Id ◦ F ′(0,0) = F ′(0,0) and (u, v) ∈ W (0,0) is the corresponding eigenvector if and only if (u, v) is a solution of
the problem
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(
u
v
)
= (− + M)−1
(
(a1 + M)u
(a2 + M)v
)
, (u, v) = (0,0). (2.8)
So the ﬁrst eigenvalue (maximal eigenvalue) μ1 of problem (2.8) is μ1 = μa1 = a1+Mλ1+M or μ1 = μa2 =
a2+M
λ1+M . If
a1 > λ1 or a2 > λ1, then μa1 > 1 or μa2 > 1, so indexW (F , (0,0)) = 0. If a1 < λ1 and a2 < λ1, then μa1 < 1 and
μa2 < 1, so indexW (F , (0,0)) = indexE(0,0) (F ′(0,0), (0,0)) = (−1)r . Since E(0,0) = {(0,0)}, it follows that r = 0. Hence,
indexW (F , (0,0)) = 1.
(2) By direct computation we get W (uˆ,0) = {(u, v) ∈ E: v  0}, E(uˆ,0) = {(u, v) ∈ E: v = 0}. Set E˜(uˆ,0) = {(u, v) ∈
E: u = 0}, we have E = E(uˆ,0) ⊕ E˜(uˆ,0) , T : (u, v) → (0, v), and
F ′(uˆ,0)
(
u
v
)
= (− + M)−1
(
(a1 + M − 2buˆ)u − c1uˆuˆ+k1 v
(a2 + M)v
)
. (2.9)
Here, we take M large such that a1 + M − 2buˆ > 0. If ∃(u, v) ∈ W (uˆ,0) such that F ′(uˆ,0)(u, v) = (u, v), then (u, v) satisﬁes⎧⎪⎨
⎪⎩
−u = (a1 − 2buˆ)u − c1uˆ
uˆ + k1 v in Ω,−v = a2v in Ω,
u = v = 0, on ∂Ω.
(2.10)
Since v  0 and a2 = λ1, we have v = 0, and u satisﬁes{−u = (a1 − 2buˆ)u in Ω,
u = 0, on ∂Ω. (2.11)
It follows the monotone property of ρ1 that ρ1(− − a1 + 2buˆ) > ρ1(− − a1 + buˆ) = 0. So, u = (− − a1 + 2buˆ)−10 = 0.
We obtain that F ′(uˆ,0) has no nonzero ﬁxed point in W (uˆ,0) .
Next, we consider the eigenvalue of T ◦ F ′(uˆ,0). The projection T : (u, v) → (0, v) gives that every eigenvector of
T ◦ F ′(uˆ,0) has the form (0, v) with v = 0. Note that μ is an eigenvalue of T ◦ F ′(uˆ,0) and (0, v) is the corresponding
eigenvector if and only if v is the solution of the problem
μv = (− + M)−1(a2 + M)v, v = 0. (2.12)
So the ﬁrst eigenvalue (maximal eigenvalue) μ1 of (2.12) is μ1 = μa2 = a2+Mλ1+M . If a2 > λ1, then μ1 > 1, so indexW (F ,
(uˆ,0)) = 0. If a2 < λ1, then μ1 < 1, so indexW (F , (uˆ,0)) = indexE(uˆ,0) (F ′(uˆ,0), (0,0)) = (−1)r . We must determine r. Sup-
pose λ is an eigenvalue of F ′(uˆ,0) and (ξ,η) is the corresponding eigenvalue in E(uˆ,0) , then η = 0, and ξ = 0 solves
λξ = (− + M)−1(a1 + M − 2buˆ)ξ, ξ = 0. (2.13)
Therefore λ = 0 and{
−ξ + 2buˆξ + λ − 1
λ
(a1 + M − 2buˆ)ξ = a1ξ in Ω,
ξ = 0, on ∂Ω.
(2.14)
Hence a1 = ρ j(− + 2buˆ + λ−1λ (a1 + M − 2buˆ)) for some j  1. Since a1 < ρ1(− + 2buˆ) and a1 + M − 2buˆ > 0, we have
λ < 1. Thus r = 0 and indexW (F , (uˆ,0)) = 1.
(3) By direct computation we get W (0,vˆ) = {(u, v) ∈ E: u  0}, E(0,vˆ) = {(u, v) ∈ E: u = 0}. Set E˜(uˆ,0) = {(u, v) ∈
E: v = 0}, we have E = E(0,vˆ) ⊕ E˜(0,vˆ) , T : (u, v) → (u,0), and
F ′(0, vˆ)
(
u
v
)
= (− + M)−1
(
(a1 + M − c1 vˆk1 )u
c2 vˆ2
k22
u + (a2 + M − 2c2 vˆk2 )v
)
. (2.15)
Here, we take M large such that a1 +M− c1 vˆk1 > 0 and a2 +M−
2c2 vˆ
k2
> 0. If ∃(u, v) ∈ W (0,vˆ) such that F ′(0, vˆ)(u, v) = (u, v),
then (u, v) satisﬁes⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−u =
(
a1 − c1 vˆ
k1
)
u in Ω,
−v = c2 vˆ
2
k22
u +
(
a2 − 2c2 vˆ
k2
)
v in Ω,
u = v = 0, on ∂Ω.
(2.16)
Since u  0 and a1 = ρ1(− + c1 vˆ ), we have u = 0, and v satisﬁesk1
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⎩−v =
(
a2 − 2c2 vˆ
k2
)
v in Ω,
v = 0, on ∂Ω.
(2.17)
It follows the monotone property of ρ1 that
ρ1
(
− − a2 + 2c2 vˆ
k2
)
> ρ1
(
− − a2 + c2 vˆ
k2
)
= 0.
So, v = (− − a2 + 2c2 vˆk2 )−10 = 0. We obtain that F ′(0, vˆ) has no nonzero ﬁxed point in W (0,vˆ) .
Next, we consider the eigenvalue of T ◦ F ′(0, vˆ). The projection T : (u, v) → (u,0) gives that every eigenvector of
T ◦ F ′(uˆ,0) has the form (u,0) with u = 0. Note that μ is an eigenvalue of T ◦ F ′(0, vˆ) and (u,0) is the corresponding
eigenvector if and only if u is the solution of the problem
μu = (− + M)−1
(
a1 + M − c1 vˆ
k1
)
u, u = 0. (2.18)
Therefore μ = 0 and⎧⎨
⎩−u +
c1 vˆ
k1
u + μ − 1
μ
(
a1 + M − c1 vˆ
k1
)
u = a1u in Ω,
u = 0, on ∂Ω.
(2.19)
Hence, a1 = ρ j(− + c1 vˆk1 +
μ−1
μ (a1 + M − c1 vˆk1 )) for some j  1. Since a1 + M −
c1 vˆ
k1
> 0, we obtain μ > 1 if a1 > ρ1(− +
c1 vˆ
k1
) and μ < 1 if a1 < ρ1(− + c1 vˆk1 ). So, we get indexW (F , (0, vˆ)) = 0 if a1 > ρ1(− +
c1 vˆ
k1
) and indexW (F , (0, vˆ)) =
indexE(0,vˆ) (F
′(0, vˆ), (0,0)) = (−1)r if a1 < ρ1(− + c1 vˆk1 ). We must determine r. Suppose λ is an eigenvalue of F ′(0, vˆ) and
(ξ,η) is the corresponding eigenvalue in E(0,vˆ) , then ξ = 0, and η = 0 solves
λη = (− + M)−1
(
a2 + M − 2c2 vˆ
k2
)
η, η = 0. (2.20)
Therefore λ = 0 and,⎧⎨
⎩−η +
2c2 vˆ
k2
η + λ − 1
λ
(
a2 + M − 2c2 vˆ
k2
)
η = a2η in Ω,
η = 0, on ∂Ω.
(2.21)
Hence a2 = ρ j(−+ 2c2 vˆk2 + λ−1λ (a2 + M −
2c2 vˆ
k2
)) for some j  1. Since a2 < ρ1(−+ 2c2 vˆk2 ) and a2 + M −
2c2 vˆ
k2
> 0, we have
λ < 1. Thus r = 0 and indexW (F , (0, vˆ)) = 1. 
Now, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. For t ∈ [0,1], we deﬁne the compact homotopy operators Ft : E → E by
Ft(u, v) = (− + M)−1
(
tu(a1 − bu − c1vu+k1 ) + Mu
tv(a2 − c2vu+k2 ) + Mv
)
. (2.22)
The maximum principle guarantees that if Ft(u, v) = (u, v) for some (u, v) ∈ W and t ∈ [0,1], then (u, v) ∈O. Hence Ft has
no ﬁxed point on ∂O for all t ∈ [0,1]. So the homotopy invariance of index shows that indexW (F ,O) = indexW (F1,O) =
indexW (F0,O). Observe that F0 has only the trivial ﬁxed point (0,0), then indexW (F0,O) = indexW (F0, (0,0)). Similar to
the proof of (i) in Lemma 2.3, we have indexW (F0, (0,0)) = 1, and hence indexW (F ,O) = 1.
Suppose that F has no ﬁxed point in O. Since a1 > ρ1(−+ c1 vˆk1 ) and a2 > λ1, by the additivity of index and Lemma 2.3,
we have 0 = indexW (F , (0,0)) + indexW (F , (uˆ,0)) + indexW (F , (0, vˆ)) = indexW (F ,O) = 1, a contradiction. Hence (1.2) has
at least one positive solution. 
Finally, we will prove Remark 1.5 by the methods developed by López-Gómez and Pardo San Gil [22] in this subsection.
Proof of Remark 1.5. (1) A series of straightforward manipulations shows that a1(a2) = λ1 + c1k2c2k1 (a2 − λ1) is equivalent to(
1− λ1
a2
)2
K = 1. (2.23)
Now, as K < 1, it follows that Eq. (2.23) has no solution when a2 > λ1. Thus part (1) is proved.
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1− λ1
a2
)3
K +
(
1− c1k2
c2k1
)−1
λ1
a2
− 1 = 0. (2.24)
Now, by performing the change of variables X = λ1/a2, the problem of ﬁnding values of a2 > λ1 satisfying (2.24) is the
same as looking for roots X ∈ (0,1) of the polynomial
P (X) = (1− X)3K +
(
1− c1k2
c2k1
)−1
X − 1. (2.25)
Since P (0) = K − 1 < 0 and P (1) = (1 − c1k2c2k1 )−1 − 1 > 0, because we are assuming c1k2 < c2k1, the existence of at least a
root of P in (0,1) is ensured. In fact, as can be easily shown, P has exactly one root in [0,1]. Let us denote it by X0. Now,
we shall regard this root as a function of c1k2c2k1 , X0(
c1k2
c2k1
). We point out that we could consider this root to be a function of K ,
whose values vary according with the domain Ω . Since P ′′(X) = 6K (1 − X) > 0, X ∈ (0,1), P (X) is a convex function. On
the other hand, P ′(X) = −3K (1− X)2 + (1− c1k2c2k1 )−1, and therefore, if
c1k2
c2k1
is near enough to 1, P (X) is a strictly increasing
function on [0,1] and consequently it is straightforward to show that
X0
(
c1k2
c2k1
)
 (1− K )
((
1− c1k2
c2k1
)−1
− 3K
)−1
, (2.26)
lim
(c1k2)/(c2k1)→1
X0
(
c1k2
c2k1
)
= 0. (2.27)
Now, it is easy to show that (1.18) follows from (2.27). In fact, (2.26) tells us that
a20
(
c1k2
c2k1
)
 λ1(1− K )−1
((
1− c1k2
c2k1
)−1
− 3K
)
. (2.28)
The relation (1.19) follows easily.
(3) It is straightforward to show that
a1(a2) −
(
λ1 + c1k2
c2k1
(a2 − λ1)
)
=
(
1− c1k2
c2k1
)
a2
[
1−
(
1− λ1
a2
)3
K − λ1
]
. (2.29)
It is obvious that (3) follows from (2.29). 
2.2. Nonexistence of positive solution
In this section, we give the details of proof of Theorem 1.6.
Proof of Theorem 1.6. Suppose problem (1.2) has a positive solution (u, v), by Lemma 2.1, we obtain 0  u < a1b and
0 v  a2c2 (
a1
b + k2). Furthermore, by the characterization of principle eigenvalue, we have
0 = ρ1
(
− + bu − a1 + c1v
u + k1
)
> ρ1
(
− − a2 + c2v
u + k2 + a2 − a1 +
c1v
u + k1 −
c2v
u + k2
)
. (2.30)
(i) Since a2−a1  0 and c1vu+k1 −
c2v
u+k2 =
(c1−c2)uv+(c1k2−c2k1)v
(u+k1)(u+k2)  0, we get 0 > ρ1(−−a2+
c2v
u+k2 +a2−a1+
c1v
u+k1 −
c2v
u+k2 )
ρ1(− − a2 + c2vu+k2 ) = 0, a contradiction.
(ii) Since a2 − a1  0 and ( c1u+k1 −
c2
u+k2 )v  (
c1
k1+a1/b −
c2
k2
)v  0, we get a contradiction as (i).
(iii) Let f (u) = (c2−c1)u+(c2k1−c1k2)
u2+(k1+k2)u+k1k2 , then
f ′(u) = −(c2 − c1)u
2 − 2(c2k1 − c1k2)u + c1k22 − c2k21
[u2 + (k1 + k2)u + k1k2]2  0.
So, c1vu+k1 −
c2v
u+k2 = f (u)v  f (0)v 
c2k1−c1k2
k1k2
[ a2c2 ( a1b + k2)] a2 − a1, we get a contradiction as (i).
(iv) c1vu+k1 −
c2v
u+k2 = f (u)v 
(c2−c1)a1/b+(c2k1−c1k2)
k1k2
[ a2c2 (
a1
b + k2)] a2 − a1, we get a contradiction as (i). 
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In this section, we give the proof of Theorem 1.3 by the methods developed by López-Gómez and Pardo San Gil [22] and
Ryu and Ahn [33].
Proof of Theorem 1.3. (i) By the characterization of principle eigenvalue, we have
ρ1
(
− + c1
k1
vˆ
)
= inf
u∈S
{∫
Ω
(
|∇u|2 + c1
k1
vˆu2
)
dx
}
, (3.1)
where S = {u ∈ H10(Ω),
∫
Ω
u2 dx = 1}. Consequently,
ρ1
(
− + c1
k1
vˆ
)
 ‖vˆ‖−2
L2(Ω)
{∫
Ω
|∇ vˆ|2 dx+ c1
k1
∫
Ω
vˆ3 dx
}
. (3.2)
From (1.9) with a = a2 and σ = c2/k2, we have
c2
k2
∫
Ω
vˆ3 dx = a2
∫
Ω
vˆ2 dx−
∫
Ω
|∇ vˆ|2 dx. (3.3)
From (3.2) and (3.3), we obtain
ρ1
(
− + c1
k1
vˆ
)
 ‖vˆ‖−2
L2(Ω)
{∫
Ω
|∇ vˆ|2 dx+ c1k2
c2k1
(
a2
∫
Ω
vˆ2 dx−
∫
Ω
|∇ vˆ|2 dx
)}
= ‖vˆ‖−2
L2(Ω)
(
1− c1k2
c2k1
)∫
Ω
|∇ vˆ|2 dx+ c1k2a2
c2k1
. (3.4)
Since c2k1  c1k2, we obtain
ρ1
(
− + c1
k1
vˆ
)

(
1− c1k2
c2k1
)
λ1 + c1k2a2
c2k1
= λ1 + c1k2
c2k1
(a2 − λ1). (3.5)
Thus, by Theorem 1.1 and (3.5), we get (i) of Theorem 1.3.
(ii) By the characterization of principle eigenvalue and the fact that vˆ  a2k2/c2, we ﬁnd
ρ1
(
− + c1
k1
vˆ
)
= inf
u∈S
{∫
Ω
|∇u|2 dx+ c1
k1
∫
Ω
vˆu2 dx
}
 inf
u∈S
{∫
Ω
|∇u|2 dx+ a2c1k2
c2k1
∫
Ω
u2 dx
}
= λ1 + a2c1k2
c2k1
. (3.6)
Next, observe (3.4) remains valid in the present case c2k1 > c1k2, i.e., 1 − c1k2/(c2k1) > 0. Thus using (3.3) and (3.4), we
obtain
ρ1
(
− + c1
k1
vˆ
)
=
(
1− c1k2
c2k1
)(
a2 − c2
∫
Ω
vˆ3 dx
k2
∫
Ω
vˆ2 dx
)
+ c1k2a2
c2k1
. (3.7)
Using the fact that (k2/c2)(a2 − λ1)ω(x) is a lower solution of the problem (1.9) with a = a2 and σ = c2/k2, we have[
k2
c2
(a2 − λ1)
]3 ∫
Ω
ω3 dx
∫
Ω
vˆ3 dx. (3.8)
From vˆ  a2k2/c2, we also have∫
Ω
vˆ2 dx
(
a2k2
c2
)2
|Ω|. (3.9)
Letting K = |Ω|−1 ∫
Ω
ω3 dx, we get
ρ1
(
− + c1
k1
vˆ
)

(
1− c1k2
c2k1
)[
a2 − (a2 − λ1)3(a2)−2K
]+ c1k2a2
c2k1
= a2
[
1−
(
1− c1k2
c2k1
)(
1− λ1
a2
)3
K
]
. (3.10)
Thus, from (3.6), (3.10) and Theorem 1.1, we get (ii) of Theorem 1.3. 
J. Zhou / J. Math. Anal. Appl. 389 (2012) 1380–1393 13914. Asymptotical behavior and multiplicity of positive solutions
In this section, we consider the stability and multiplicity of positive solutions of problem (1.2) and many of our tech-
niques used below come from the work of Du and Lou [17].
Proof of Theorem 1.7. Assume c1,i → 0+ as i → ∞ and (ui, vi) is the positive solution of (1.2) corresponding to c1 = c1,i .
As Remark 1.8, we get
a1 > ρ1
(
− + c1,i vˆ
uˆ + k1
)
> λ1, a2 > ρ1
(
− + c2 vˆ
uˆ + k2
)
> λ1. (4.1)
By Lemma 2.1, ∃M > 0 which doesn’t depend on i such that ‖(ui, vi)‖L∞(Ω)  M , so ∃M¯ > 0 which doesn’t depend on i
such that ‖(ui, vi)‖C2+α(Ω¯)  M¯ (0 < α < 1) by the regularity theory of elliptic equations [18]. Therefore, ∃ subsequence
of {ui}∞i=1 and {vi}∞i=1, denoting by themselves, such that ui → u, vi → v in C2+β(Ω¯) (0 < β < α) as i → ∞. It is easy
to see (u, v) is a nonnegative solution of (1.20). So, if we can show u, v > 0 in Ω , we obtain (u, v) = (uˆ(x), v∗(x)) by the
uniqueness of positive solution of (1.20). If u ≡ 0, we get ‖ui‖L∞(Ω) → 0 as i → ∞. Denote u˜i = ui‖ui‖L∞(Ω) , then u˜i satisﬁes⎧⎨
⎩−u˜i = u˜i
(
a1 − bui − c1,i vi
ui + k1
)
in Ω,
u˜i = 0, on ∂Ω.
(4.2)
As above we can see u˜i → u˜ in C2+β(Ω¯) as i → ∞. Obviously, u˜  0, ‖u˜‖L∞(Ω) = 1 and u˜ satisﬁes{−u˜ = a1u˜ in Ω,
u˜i = 0, on ∂Ω. (4.3)
So, a1 = λ1, a contradiction. We get u > 0 in Ω . If v ≡ 0, as above, we can prove ∃v˜ ∈ C2+β , ‖v˜‖L∞(Ω) = 1 and u˜ satisﬁes{−v˜ = a2 v˜ in Ω,
v˜ = 0, on ∂Ω. (4.4)
So, a2 = λ1, a contradiction. We get v > 0 in Ω . 
Lemma 4.1. Assume a1,a2 > λ1 , then for any  > 0 small enough, there exists a positive constant k¯() such that problem (1.22) has
at least one positive solution (u, v) if k k¯(), and (u, v) satisﬁes the following estimates
θ(a1 − ,b) u  θ(a1,b) = uˆ(x), θ(a2,σ ) v  θ(a2 + ,σ ). (4.5)
Proof. Let U = (u, v) = (θ(a1 −,b), θ(a2, σ )), U = (u, v) = (θ(a1,b), θ(a2 +,σ )) and 〈U ,U 〉 = {(u, v) ∈ C(Ω¯)×C(Ω¯): u 
u  u, v  v  v}. It is easy to see u(a1 − bu − c1vu+k ) and v(a2 − f (k)vu+g(k) ) are Lipschitz continuous in 〈U ,U 〉, so if we can
prove U and U are the lower and upper solutions of (1.22) respectively, then by the monotone iterative method [20], we
can see problem (1.22) has at least one positive solution U = (u, v) which satisﬁes (4.5). To this aim, we have to prove the
following relations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u + u
(
a1 − bu − c1v
u + k
)
 0,
u + u
(
a1 − bu − c1v
u + k
)
 0,
v + v
(
a2 − f (k)v
u + g(k)
)
 0,
v + v
(
a2 − f (k)v
u + g(k)
)
 0.
(4.6)
(4.6)1 and (4.6)4 are obviously hold. In the following, we prove (4.6)2 and (4.6)3,⎧⎪⎪⎨
⎪⎪⎩
u + u
(
a1 − bu − c1v
u + k
)
= θ(a1 − ,b)
(
 − c1θ(a2 + ,σ )
θ(a1 − ,b) + k
)
,
v + v
(
a2 − f (k)v
)
 θ(a2 + ,σ )
(
− +
(
σ − f (k)
)
θ(a2 + ,σ )
)
.
(4.7)u + g(k) g(k)
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f (k)
g(k) = 0 hold on any compact subset of Ω , we can see
(4.6)2 and (4.6)3 hold. 
Now, we can come to prove Theorem 1.10 by using above lemma.
Proof of Theorem1.10. Taking 0 < i → 0 (i → ∞), by Lemma 4.1 we get ∃k¯(i) > 0 such that (1.22) has at least one positive
solution (ui, vi) if k k¯(i). Furthermore, (ui, vi) satisﬁes
θ(a1 − i,b) ui  θ(a1,b), θ(a2,σ ) vi  θ(a2 + i,σ ). (4.8)
We claim: (ui, vi) is linear stable if i is large enough.
If the claim is wrong, then ∃ki → ∞ and μi with Reμi  0 and (ξi, ηi) with ‖ξi‖2L2(Ω) + ‖ηi‖2L2(Ω) = 1 such that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−ξi −
(
a1 − 2bui − c1ki vi
(ui + ki)2
)
ξi + c1ui
ui + ki ηi = μiξi in Ω,
−ηi − f (ki)v
2
i
(ui + g(ki))2 ξi −
(
a2 − 2 f (ki)vi
ui + g(ki)
)
ηi = μiηi in Ω,
ξi = ηi = 0, on ∂Ω.
(4.9)
Multiplying (4.9)1 by ξ¯i and (4.9)2 by η¯i , and then integrating the results over Ω , and then adding the results, we obtain
μi =
∫
Ω
(|∇ξi |2 + |∇ηi |2)dx+
∫
Ω
(
c1ki vi
(ui + ki)2 + 2bui − a1
)
|ξi|2 dx
+
∫
Ω
(
c1ui
ui + ki ηi ξ¯i −
f (ki)v2i
(ui + g(ki))2 ξiη¯i
)
dx+
∫
Ω
(
2 f (ki)vi
ui + g(ki) − a2
)
|ηi|2 dx. (4.10)
Since Reμi  0, ‖ξi‖2L2(Ω) + ‖ηi‖2L2(Ω) = 1 and ui , vi is uniformly bounded (independent of i) (see Lemma 2.1), we obtain
Reμi and Imμi are uniformly bounded. So, {μi}∞i=1 are uniformly bounded and ∃ a subsequence of {μi}∞i=1, denoting by
itself, such that limi→∞ μi = μ with Reμ 0. Using the boundedness of {μi}∞i=1 and Lp-theory of elliptic equations [18], we
get ∀p > n, {ξi}∞i=1 and {ηi}∞i=1 are uniformly bounded in W 2,p(Ω). Since W 2,p(Ω) ↪→ C1(Ω¯) compactly, ∃ subsequences of
{ξi}∞i=1 and {ηi}∞i=1, denoting by themselves, such that limi→∞ ξi = ξ and limi→∞ ηi = η in C1(Ω¯) and ‖ξ‖2L2(Ω) +‖η‖2L2(Ω) =
1. Letting i → ∞ in (4.9) and noticing i → 0 and (4.5), we obtain (μ, ξ,η) satisﬁes the following relations in the sense of
distribution⎧⎪⎨
⎪⎩
−ξ − (a1 − 2bθ(a1,b))ξ = μξ in Ω,
−η − (a2 − 2σθ(a2,σ ))η = μη in Ω,
ξ = η = 0, on ∂Ω.
(4.11)
Since ξ,η ∈ C1(Ω¯), by the regularity theory of elliptic equations [18], we get (ξ,η) ∈ C2+α(Ω¯) × C2+α(Ω¯) and (μ, ξ,η)
satisﬁed (4.11) in classical sense. Furthermore μ is a real number with μ 0.
If ξ ≡ 0, we can see μ is an eigenvalue of the following problem{−φ − (a1 − 2bθ(a1,b))φ = μφ in Ω,
φ = 0, on ∂Ω. (4.12)
So, 0 μ ρ1(− + 2bθ(a1,b) − a1) > ρ1(− + bθ(a1,b) − a1) = 0, a contradiction. On the other hand, if η ≡ 0, we can
get a contradiction by the same way. So we get ξ = η = 0, which is contradicts to ‖ξ‖2
L2(Ω)
+ ‖η‖2
L2(Ω)
= 1. 
Proof of Theorem 1.11. Since a2 > λ1, λ1 < a1 < ρ1(− + f (k)g(k) θ(a2, f (k)g(k) )), we get from Lemma 2.3 that
indexW
(
F , (0,0)
)= 0, indexW (F , (uˆ,0))= 0, indexW (F , (0, θ(a2, f (k)/g(k))))= 1. (4.13)
From Theorem 1.10, we obtain that problem (1.22) has at least one linearly stable positive solution (u˜, v˜) if k  k¯. Then, by
the ﬁxed point index theory [2,12], we have indexW (F , (u˜, v˜)) = 1. If problem (1.22) has only one positive solution (u˜, v˜),
we get
1 = indexW (F ,O) = indexW
(
F , (0,0)
)+ indexW (F , (uˆ,0))+ indexW (F , (0, θ(a2, f (k)/g(k))))
+ indexW
(
F , (u˜, v˜)
)= 0+ 0+ 1+ 1 (4.14)
according to the addictive property of degree and (4.14), which is a contradiction. 
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