We consider the elastic energy of a hanging drape -a thin elastic sheet, pulled down by the force of gravity, with fine-scale folding at the top that achieves approximately uniform confinement. This example of energy-driven pattern formation in a thin elastic sheet is of particular interest because the length scale of folding varies with height. We focus on how the minimum elastic energy depends on the physical parameters. As the sheet thickness vanishes, the limiting energy is due to the gravitational force and is relatively easy to understand. Our main accomplishment is to identify the "scaling law" of the correction due to positive thickness. We do this by (i) proving an upper bound, by considering the energies of several constructions and taking the best; (ii) proving an ansatz-free lower bound, which agrees with the upper bound up to a parameter-independent prefactor. The coarsening of folds in hanging drapes has also been considered in the recent physics literature, using a self-similar construction whose basic cell has been called a "wrinklon." Our results complement and extend that work, by showing that self-similar coarsening achieves the optimal scaling law in a certain parameter regime, and by showing that other constructions (involving lateral spreading of the sheet) do better in other regions of parameter space. Our analysis uses a geometrically linear Föppl-von Kármán model for the elastic energy, and is restricted to the case when Poisson's ratio is zero.
Introduction
We consider a hanging drape -a thin elastic sheet, pulled down by the force of gravity, with finescale folding at the top that achieves approximately uniform confinement. We are interested in how the shape of the sheet varies with height. Since bending costs elastic energy, one expects to see less bending far from the top. This effect can be achieved by two rather different mechanisms: coarsening of the folds, or spreading of the sides. Our analysis includes a study of these two mechanisms and how they interact.
Our viewpoint is variational: we focus on how the minimum elastic energy depends on the physical parameters. Our elastic energy functional has three terms: the membrane energy (which penalizes stretching), the bending energy (which penalizes bending), and a loading term (representing the effect of gravity). The membrane energy is nonconvex, while the bending energy acts as a regularizing singular perturbation. To capture the essential behavior in the simplest possible setting, we use a Föppl-von Kármán model with Poisson's ratio 0 for the membrane energy. The limiting behavior as the sheet thickness h → 0 is then quite easy to understand: the sheet hangs straight down, under tension due to the force of gravity. The energy of this deformation is easy to find. Our main accomplishment is to assess (at the level of scaling) the leading-order correction due to positive h. We do this by (i) proving an upper bound on the minimum energy, by considering several constructions and taking the best; and (ii) proving an ansatz-free lower bound, in which the correction due to positive h agrees -up to a parameter-independent prefactor -with the upper bound. (This summary is slightly misleading: in fact the thickness enters our bounds through a nondimensional ratio that also involves the gravitational force, the curtain's height, and the length scale of the wrinkling imposed at the top; moreover our results are not asymptotic as h → 0 -rather, they require mainly that h be small compared to the length scale of the wrinkling imposed at the top. For a precise statement of our bounds see Section 3 .)
The coarsening of folds or wrinkles in a sheet under tension has also been considered in the physics literature [9, 15, 18, 30, 31] . Our work is especially strongly connected with the treatment of "heavy sheets" in [31] , which uses a self-similar construction whose basic cell is called a "wrinklon." One of the constructions used for our upper bound involves coarsening of the folds with no lateral spreading; it is essentially the same as the deformation studied in [31] (see Remark 6.1). Our results complement and extend those of that paper, by showing that the self-similar coarsening considered there achieves the optimal scaling law in a certain parameter regime, and by showing that other constructions (involving lateral spreading of the sheet) do better in other regions of parameter space. We note in passing that [31] also discusses the coarsening of folds in "light sheets." An analysis of that problem in the spirit of the present paper has (to the best of our knowledge) not yet been done, though the blistering problem considered in [6, 7, 19] seems closely related.
In focusing on the minimum energy, we obtain something like a phase diagram. Each of the constructions used for the upper bound has a different energy scaling law, which can be expressed in terms of two nondimensional parameters (see (3.5) ). By considering which construction is best, we divide the parameter space into regions according to the character of the optimal construction. Since we obtain scaling laws not prefactors, our analysis leaves some uncertainty about the exact locations of the "phase boundaries." Our lower bound assures that our list of constructions is complete, i.e. we have not forgotten any phases. However our results address only the energy scaling law -they do not exclude the possibility that some other construction, qualitatively different from the ones considered here, could also achieve the optimal scaling in some region of parameter space.
Mathematically speaking, there is nothing novel about using the best of several constructions to obtain an upper bound on the minimum energy. The challenge of finding a lower bound that matches (with respect to scaling) the upper bound is however far from routine. Something similar has been achieved in model problems motivated by twinning in martensite [23] , uniaxial ferromagnets [11, 21] , the intermediate state of a type-I superconductor [10] , structural optimization [26, 27] , tension-driven wrinkling in thin elastic sheets [5] , and compression-driven wrinkling in thin elastic sheets [4, 6, 7, 19, 25] . All these papers consider nonconvex variational problems regularized by higher order singular perturbations, which develop microstructure as the coefficient of the regularizing term (call it h) tends to zero. There is a general framework, known as "relaxation," for finding the limiting energy as h → 0 [14] . While there is as yet no general framework for analyzing the correction to the energy associated with positive h, some principles are beginning to emerge [22] ; one is the importance of interpolation inequalities, which play a major role in many of the articles just cited and also in the present work. In some settings the relaxed problem is very degenerate, providing little guidance about the character of the microstructure. In the setting of this paper (as in [5] ) the relaxed problem has a unique solution, which determines the direction (but not the length scale) of the wrinkles. The nondegeneracy of the relaxed problem makes the tension-driven wrinkling problems considered here and in [5] quite different from the compression-driven wrinkling problems considered in [4, 6, 7, 19, 25] .
Our work is closely related to contemporary work by the second author and Hoai-Minh Nguyen [24] concerning the wrinkling seen in a confined floating sheet [18] . That problem has many similarities to the one considered here: the sheet is in tension, the wrinkling is induced by lateral confinement, and the length scale of the wrinkling is smallest at the unconfined edges of the sheet. There is an underlying energy, considered already in [18] . The analysis in [24] adopts a variational viewpoint similar to that of the present paper, proving matching (with respect to scaling) upper and lower bounds on the minimum energy. The construction leading to the upper bound uses self-similar coarsening, and is similar to the "type I deformation" discussed in Section 6.1. The proof of the lower bound shows that changing the length scale costs energy, using an argument closely related to this paper's Lemma 7.8. There is, however, a key difference between the hanging drape considered here and the confined floating sheet considered in [24] , namely: the hanging drape can relieve its confinement by lateral spreading, whereas in the floating sheet this is prohibited by the boundary condition. This extra freedom means that we must consider spreading as well as coarsening in connection with the upper bound, and it means that many new arguments are needed for the lower bound. (The analysis of the floating sheet also has complications not present here; in particular, the scale of the wrinkling at the unconfined boundary is determined by energy minimization rather than being imposed as a boundary condition.)
It is tempting to think that the energy-minimizing deformations should resemble the ones used to prove the upper bound. This is the principle, for example, behind the argument in [31] concerning how the length scale of the folding in a hanging drape varies with height. As noted above, however, our rigorous results concern only the energy, not the spatial structure of the energy-minimizing pattern. There are in fact relatively few problems involving microstructure where the optimal patterns are understood. One is [12] , which considers a model for the refinement of martensite twins near an interface with austenite; another is [3] , which considers a model for the behavior of a sheet near the boundary of a wrinkled region.
The preceding paragraphs fall far short of a comprehensive review concerning the mechanics of thin sheets and the associated mathematical challenges. With respect to wrinkling or folding, we have emphasized work in which the length scale of the microstructure varies with position, thereby omitting many recent contributions including [2, 16, 17, 20, 29] . Moreover we have completely omitted other aspects of thin elastic sheets, such as the formation of localized defects. For a broader review concerning the mechanics of thin sheets we refer to [1] . We also mention in passing some more mathematical work concerning the energy scaling laws of specific defects in thin sheets [8, 13, 28, 32] .
Returning to our hanging drape, we now offer some heuristics to motivate the analysis that begins in Section 2. Here and in the rest of the paper, we often speak of "wrinkles" rather than "folds." This is because we do not expect (and our model does not predict) sharp folds similar to creases in a piece of paper; rather, we expect the out-of-plane profile of the drape to be smooth (perhaps approximately sinusoidal). Also, we often speak of a "sheet" rather than a "drape," since we model the drape as a thin elastic sheet.
Recall that the boundary condition at the top involves small-scale wrinkling, which costs bending energy. If the thickness of the sheet is large enough to make the bending resistance important, then (as noted earlier) one expects to see less bending far from the top. This can be achieved by two rather different mechanisms: coarsening of the folds or spreading of the sides. A third option -compression of the sheet -is not anticipated since buckling is energetically preferred over compression. Our results support the intuition that there should be no compression, since our upper bound uses compression-free constructions while our matching lower bound has no such hypothesis. (They do not, however, show that the minimizer is compression-free.)
Gravitational effects oppose both the coarsening of the folds and the lateral spreading of the sheet. Indeed, gravity pulls vertically, favoring a configuration that hangs straight down. Coarsening increases the amplitude of the out-of-plane displacement, while spreading involves horizontal deformation; the presence of either mechanism works against the effects of gravity.
The deformation of the hanging drape reflects the competition between these effects. A gradual deviation from "hanging straight down" is preferred (by the gravitational effects) over an abrupt deviation. Therefore we expect the wrinkling to gradually coarsen and the sheet to gradually get wider as the distance from the top increases. Our upper bounds are consistent with this expectation; moreover they provide guidance (consistent with that in [31] ) concerning the rate at which coarsening occurs, and they identify the parameter regime in which spreading affects the scaling law. However while the spreading of a real drape is smooth, the spreading in our constructions is only piecewise smooth. This is convenient, since it makes it easier to estimate the elastic energy; and it is permissible, since our results concern the energy scaling law (not the prefactor, and not the character of the optimal deformation).
The article is organized as follows. Sections 2-5 are all in some sense introductory: Section 2 presents our model and discusses in general terms the properties of the low-energy configurations; Section 3 presents our main result -the matching (with respect to scaling) upper and lower bounds -and briefly discusses when (in terms of the physical parameters) lateral spreading affects the energy scaling law; Section 4 rescales the energy to decrease the number of independent parameters; and Section 5 discusses the "bulk energy," which plays the role of a relaxed problem (its minimum is the limiting value of the energy when h → 0). With those preliminaries in place, we turn in Section 6 to the upper bound, which is proved by considering several candidate deformations. Finally, Section 7 presents our lower bound, which is mathematically speaking the subtlest aspect of the paper. A sketch of the main ideas underlying the lower bound is given in Section 7.1.
Notation. We shall denote by C a generic constant, i.e., a constant whose value may change throughout the computation. The symbols ∼, , and indicate that the estimates hold up to a finite universal multiplicative constant C, e.g., a b stands for a ≤ Cb. The tensor product u ⊗ v is defined as the 3 × 3 matrix that is component-wise defined by (u ⊗ v) ij = u i v j . When f (x, y) is a function, we often use subscripts to denote partial derivatives; for example f ,x = ∂f /∂x and f ,xy = ∂ 2 f /∂x∂y. Finally, when a and b are real numbers, we write a ∧ b for the minimum of a and b.
The model
In this section we discuss the domain, the energy functional, and the boundary condition at the top. We also discuss in general terms the expected behavior.
We assume the drape has (a small) thickness h > 0 and a rectangular shape of width 2W and length L (we choose width 2W in order to have a symmetric domain [−W, W ]). We denote the domain by Ω :
The curtain is clamped at the top Γ T := {(x, y) ∈ Ω : y = 0} while it is free to move elsewhere. The wrinkles prescribed at Γ T will have a (small) wavelength w 0 ; their shape will be specified in a moment (see (2.2) ). For simplicity we assume that W = kw 0 for some (typically large) integer k.
As usual in elasticity, the stable configurations of the drape are local minima of an "energy functional," obtained by adding the elastic energy and the work done by gravity. Our goal (as discussed in the Introduction) is to understand how the minimum energy scales with respect to the physical parameters. Evidently, we are studying the energy of the ground state.
For the elastic energy we use a geometrically linear Föppl-von Kármán model, and we take Poisson's ratio to be zero. This is, admittedly, a qualitatively accurate model not a quantitatively accurate one: for real materials Poisson's ratio is usually not zero, and the Föppl-von Kármán framework is only appropriate when the out-of-plane deformations have small slope. We believe, however, that our choice captures the essential physics of the phenomena we wish to study. This view is supported by the mechanics and physics literature on wrinkling, where the Föppl-von Kármán framework is widely used. It is also supported by the mathematics literature on thin elastic sheets, where energy scaling laws initially derived using a Föppl-von Kármán model have been shown to hold also in more nonlinear settings, see e.g. [7, 13] . (For further discussion about the appropriateness of the Föppl-von Kármán framework see e.g. [32] .) Based on the preceding considerations, our energy functional is:
where u = (u x , u y ) denotes the in-plane displacement, ξ is the out-of-plane displacement, e(u) =
is the symmetric gradient of u, and τ > 0 is a given parameter (the ratio between the gravitational constant and Young's modulus of the elastic material). For our geometrically linear Föppl-von Kármán model to be reasonable we want the curvature to be much smaller than 1/h. This means that any length scale in the deformation (in particular the period w 0 of the prescribed wrinkling at the top) should be larger than h.
We turn now to the boundary condition u(x, 0) and ξ(x, 0) imposed at Γ T (the top of the sheet). The out-of-plane deformation ξ should be periodic with period w 0 (note that since we assume W = kw 0 , Γ T is filled by exactly k periods). Moreover we want to avoid strain in the horizontal direction, and the deformation should achieve a specified overall horizontal compression factor ∆. Finally, it is natural to choose u(x, 0) and ξ(x, 0) so that the bending energy is minimized subject to these constraints. Focusing initially on the two-period interval
and such that the bending energy
is minimized subject to these constraints. Using the method of Lagrange multipliers one finds that the choice
is optimal. Extending ξ 0 by periodicity, we are led to impose the boundary condition that
at Γ T . The elastic energy of our boundary condition is h 2´W −W ξ 2 ,xx dx = 2W h 2 ∆(8π 2 w −2 0 ). For the trivial planar deformation ξ(x, 0) ≡ 0, u x (x, 0) = −∆x the elastic energy´W −W u 2 ,x dx is 2W ∆ 2 . Our boundary condition has lower energy than the trivial one when
Thus it is reasonable to prescribe (2.2) only if (2.3) is satisfied.
The expected behavior
We now discuss the expected form of a deformation with small energy. This is, in effect, a description of the deformation associated with our upper bound -which achieves the optimal scaling, according to our lower bound. Since we do not prescribe boundary conditions on the lateral part of the boundary, the sheet is free to get wider (and, therefore, to relax part of the confinement forced by the boundary conditions at the top). Using two different constructions, we will show that the energy required to significantly change the value of u x (i.e. to release the lateral confinement) over the length l 0 from the top of the sheet is at most of order W 2 ∆ 2 min(W l 0 . If the sheet releases the confinement, then both of these terms contribute to the energy.
Assuming the sheet avoids compression, besides getting wider towards the bottom it needs to waste some arc length in the horizontal direction in the region where it is confined. This can be done by buckling out of the plane in wrinkles with an "average period" w = w(y). The boundary condition at Γ T sets w(0) = w 0 . The bending energy of a deformation consisting of wrinkles with period w is 16π 2 W ∆h 2 w −2 . It is obvious that this term prefers to increase the period w as fast as possible towards the bottom of the sheet (away from Γ T ), but a rapid change in the length scale w would require a large change in the amplitude of the wrinkles (large ξ ,y ). Since the sheet is stretched in the vertical direction by gravity, the part of the energy coming from stretching in the vertical direction prefers small ξ ,y . In the end, the competition between these two preferences determines the rate at which the length scale w(y) increases.
In our constructions, the variation of w(y) is achieved using "building blocks." Each building block is a deformation defined on a rectangle of width w with sinusoidal profiles at the top and bottom boundaries with period w and 3w respectively. The idea of using such building blocks was already present in [6, 15, 19] ; our building blocks are called wrinklons in [31] . As we'll see in Section 6, energy minimization requires the height l and width w of a building block to be related by l ∼ w 2 √ τ Lh −1 . The optimal number of building blocks -i.e. the number of generations of coarseningdepends on several parameters. It is an increasing function of L (in a longer sheet there is room for more generations of coarsening), and an increasing function of h (a thicker sheet is harder to bend, so it decreases the amount of bending faster). On the other hand, the number of building blocks is a decreasing function of w 0 (finer wrinkles require more bending, so a sheet with finer wrinkles at the top prefers to coarsen the wrinkles faster), and a decreasing function of τ (in a heavier drape the effect of gravity is stronger, so out-of-plane displacement is more expensive, which implies that coarsening is also more expensive).
If the sheet is very long, the coarsening process may finish at a height above the bottom of the drape. As one goes further down, the out-of-plane displacement becomes an affine function with the correct slope. From this point on, there are no more contributions to the energy and the sheet does not change its shape (except for the vertical deformation due to stretching).
Our discussion has emphasized the properties of the deformation in the horizontal direction. In the vertical direction the situation is much simpler. Since the sheet is pulled down by gravity independently of the horizontal position, we expect the vertical deformation to be independent of x (up to a small correction due to the wrinkling). In Section 5 we will formulate a onedimensional variational problem which will be used to identify the main part of the optimal vertical displacement u y .
The main result
This section presents our main result, and provides some discussion to help elucidate its consequences.
where c w > 0 is a small universal constant. Then there exist universal constants C U B > C LB > 0 such that for any deformation (u, ξ) which satisfies (2.2) we have
where
Remark. The first inequality in (3.2) is motivated by (2.3) (dropping the constant (8π 2 ) −1/2 compared to (2.3) does not change the scaling law). The second inequality in (3.2) (with c w ≪ 1) says that the period of the wrinkling prescribed at the top is much smaller than the width of the sheet. We see that the minimum of the energy in Theorem 1 consists of two parts. One is the "bulk energy" − 1 12 τ 2 L 3 (2W ), which comes (as we'll show in Section 5) from the stretching of the sheet in the vertical direction on account of gravity. The other is the "excess energy" due to positive h; it is of order ǫ. We observe that ǫ does indeed vanish as h → 0; this is consistent with the fact that wrinkling uses less energy in a sheet of smaller thickness.
Remark. The paper [31] distinguishes between "heavy sheets" and "light sheets," and shows that the rate at which wrinkles coarsen is different in the two cases. The assumption (3.1) means that our drapes are "heavy sheets."
The excess energy ǫ is the minimum of two different terms -the first is the energy of the construction when the sheet does not (significantly) release the lateral confinement; the latter is the energy of the construction when the sheet releases (much of) its lateral confinement. It is natural to try to understand, in terms of the physical parameters, the regimes in which one or the other term dominates. To this end we introduce the non-dimensional parameters:
We focus on the case when the sheet is not extremely long, in the sense that α =
. Then we get the following formula for the "average" excess energy:
We first neglect the last term 
Since r ∈ (0, 1), for (3.6) to hold, the function F(t) = log(t + 1) + t −1 must achieve its minimum at a value t min that is smaller than α. Therefore (3.6) can be satisfied only if
Since the last term in (3.5) (the one we neglected) is positive, it is clear that when α < (1+ √ 5)/2 the first term in (3.4) is larger, i.e. the sheet does not prefer to release most of the lateral confinement. On the other hand, if α is considerably larger than (1+ √ 5)/2 we expect the second part of the right hand side in (3.5) to be smaller provided the neglected term is sufficiently small, in which case most of the lateral confinement should be released.
The rescaling
The scaling law (3.3) depends on numerous parameters: the sheet's length L, its width W , and its thickness h, the "gravitational" coefficient τ , and the period of the wrinkling at the top w 0 . To simplify the analysis, it is convenient to reduce the number of parameters by nondimensionalizing the problem and by using its special structure to eliminate ∆.
The effect of nondimensionalization is that it permits us to consider only the case W = 1/2. This is achieved by measuring length in units of width. Explaining in detail:
, and we have
where we have listed all relevant parameters for the energy as indices. The rescaled parameters are:
This nondimensionalization replaces L, h, and w 0 (which are lengths) by their quotients with 2W ; similarly, it replaces τ (which has dimension length −1 ) by its product with 2W . We observe that (4.1) is consistent with (3.3), (3.4) . Therefore to prove Theorem 1 it is sufficient to consider the case W = 1/2.
Our second reduction uses the special structure of our energy functional -specifically, the fact that the membrane term is quadratic in u and quartic in ξ, while the bending term is quadratic in ξ, and the gravitational term is linear in u -to eliminate the parameter ∆. Defining
we see that
This relation is again consistent with Theorem 1. Therefore in proving the theorem it is sufficient to consider ∆ = 1.
In the rest of the paper we will assume that ∆ = 1 and W = 1/2. Note that in this case the second hypothesis (3.2) of Theorem 1 becomes
The bulk energy
The first term in our energy scaling law (3.3) is the limiting value of the minimum energy as h → 0. While the proof of this assertion is given later on (in the course of establishing our upper and lower bounds), the present section lays necessary groundwork by considering a "bulk energy" that includes only vertical stretching and gravity.
To motivate the definition of the bulk energy, we begin by substituting h = 0 in the definition of our functional E h . Gravity pulls downward, so we expect the vertical displacement to satisfy u y,y ≥ 0, and assuming this we have
Therefore it is natural to consider the bulk energy functional, defined by
where f : [−L, 0] → R, f (0) = 0 (f plays the role of u y ). It is easy to find the unique minimizer of B:
The following estimate for f ,y (y) = τ (y + L)/2 will be useful later:
We see that to have f ,y (y) ≥ 1 for y ≥ −L/2 we assumed (3.1).
thus min (u,ξ) E 0 (u, ξ) (subject to u y,y ≥ 0) is attained and is equal to B(f ). We will see later that for a deformation (u, ξ) to nearly minimize E h , the vertical part of the deformation u y must be close to f .
The upper bound
This section proves our upper bound for the minimum energy. As shown in Section 4, it suffices to consider W = 1 and ∆ = 1. Our goal is therefore to show that
provided (3.1) and (4.2) hold, (u, ξ) satisfy the prescribed boundary condition (2.2), and ǫ is defined by (3.4) . The proof of (6.1) uses three types of deformations. Our type I deformation involves selfsimilar coarsening of the wrinkles, while the sheet remains horizontally confined. The coarsening is achieved through multiple generations of building blocks; the period of the wrinkles is tripled in each generation. If the vertical length of each generation is chosen in the optimal way, its contribution to the energy is of order h √ τ L. If the sheet is very long -more specifically, if we reach a generation of wrinkles with period comparable to the width of the sheet -then we change (within one generation) the out-of-plane displacement to an affine function (since when ξ is an affine function with the correct slope all the terms contributing to the excess energy vanish). This construction involves no lateral spreading: the values of u x (−1/2, y) and u x (1/2, y) are independent of y. The vertical deformation u y agrees with the minimizer f of the bulk energy B.
To be energetically efficient, the coarsening process associated with a type I deformation needs some room. We discuss the case when L is too small for coarsening at the end of Section 6.1. Since there is no room for coarsening, in this setting the type I deformation keeps the profile of the wrinkling independent of y.
Our second type of deformation is a modification of the first. It also involves self-similar coarsening of the wrinkles, but in contrast with the first type the horizontal confinement is relaxed at some point. To describe it, consider a type I deformation, and choose a particular generation in the coarsening process. We denote by n the order of this generation (i.e. there are n − 1 generations above) and by l n the vertical length of the building blocks in this generation. Our type II deformation is identical with the type I deformation through the first n − 1 generations of the coarsening process, but different starting at the n-th generation; it completely releases the horizontal confinement of the sheet within the n-th generation (the value of u x at the extremes ±1/2 changes from ±1/2 at the top of the nth generation to 0 at the bottom).
Full details of the type II deformation are given in Section 6.2, but here is a sketch. If we keep u y = f , changing u x from order 1 to 0 over the length l n results in the term |u x,y + u y,x + ξ ,x ξ ,y | 2 being of order l −2 n (since u y,x = 0 and the term involving derivatives of ξ is not larger than u x,y ). Integrating this term over the domain of size l n , we find that this mechanism for releasing the horizontal confinement has an energetic cost of order O(l n * (1/l n ) 2 ) = O(l −1 n ). A different possibility is to set u y,x := −u x,y − ξ ,x ξ ,y . This obviously eliminates the term |u x,y + u y,x + ξ ,x ξ ,y | from the energy, but it increases the term |u y,y + ξ 2 ,y /2|. For this alternative mechanism of releasing the horizontal confinement the energetic cost turns out to be O(l −3 n ). Our type III deformation is similar to a type II deformation with n = 0. It flattens the sheet and eliminates the horizontal confinement over an interval of height starting near y = 0. As with a type II deformation, there are two versions of this construction, corresponding to different choices about which membrane term should be made to vanish.
The construction of a building block and the type I deformation
In this section we construct a deformation consisting of several generations of building blocks, with the length scale of wrinkling being tripled in every generation. We first define a building block, which is a deformation (v, µ) (the horizontal and the out-of-plane displacement) defined on [0, 1] × [0, 1] with wrinkles with period 1/3 at the top and with period 1 at the bottom with periodic lateral boundary conditions (see [30] for a numerical study of the optimal shape for one such building block). Our Type I deformation is then obtained by patching together rescaled versions of the building block (the boundary conditions for the building block were chosen to make this possible).
The building block is a deformation (v, µ) :
It has a sinusoidal profile of period 1/3 in a neighborhood of y = 0, and a sinusoidal profile of period 1 in a neighborhood of y = 1. There is neither compression nor tension in the x-direction, and both the membrane and bending energy are finite. Saying the same in mathematical terms: both x + v(x, y) and µ(x, y) should be 1-periodic in x, and they must satisfy: 
We define
Using the properties of g 1 and g 2 it is easy to verify (6.2-6.5). Indeed, (6.2) and (6.3) follow from (6.6) and (6.4) follows from (6.7) and (6.8). Finally, (6.5) is a direct consequence of the smoothness of g 1 and g 2 .
To define the type I deformation we patch together rescaled versions of the building block, and use u y (x, y) := f (y) for the horizontal displacement. The new rescaled displacement u x , ξ (defined on a rectangle of size w × l with the upper left corner at (x 0 , y 0 )) is defined as:
From |µ| ≤ 1 we get |ξ| ≤ w. The period of the wrinkles at the bottom and upper end of this building block are w and w/3, respectively. We also have
In what follows we will always keep w ≤ l. Then (6.4) implies |(w/l) 2 µ 4 ,y /4| ≤ µ 2 ,y /4 and |∇ 2 ξ| 2 ≤ w −2 |∇ 2 µ| 2 , and the elastic energy of one building block (over the rectangle of size w × l) is bounded by 2wl w l
When summed over the whole domain Ω the second term becomes exactly (5.1). We are interested in the first term which is the excess energy due to positive h (roughly speaking: the energy due to wrinkling).
We will patch together several generations of building blocks. Let N be the number of generations (to be chosen later), and let l n and w n := 3 n w 0 for n = 1, . . . , N be the length and width of the building block in the n-th generation, respectively. We may assume without loss of generality that 3 K w 0 = 1/2 for some integer K. 1 Since one block has width w n and the width of the sheet is 1, each generation has w −1 n identical building blocks. We sum the first term in (6.9) over all building blocks to get
where we used (5.3) and (3.1) to obtain 1
We know that for (6.10) to be small we want the two terms on the right-hand side to be of similar value, i.e.
Motivated by this we set
Using (4.2) we can now verify the previously used assumption w n ≤ l n :
Let us first assume that the sheet is not very long in the sense that
Then the length of the sheet L can be expressed as the sum of the lengths of all generations of building blocks, i.e. N n=1 l n ≈ L. Let us define N to be the smallest integer such that N n=1 l n ≥ L. It follows from (6.13) that N ≤ K and so w n ≤ 1 for n = 1, . . . , N . Using (6.11) we obtain N = log 9 8 9
14)
where we assumed that
From the definition of l n we compute that one generation of wrinkles (w −1 n identical building blocks) costs Ch √ τ L. Therefore, for L not too large the energy (6.10) is bounded by
and
Now we treat the case when (6.13) is false, i.e.,
we define the deformation the same way as before. For that we need K generations, where each contributes to the excess energy by a multiple of h √ τ L. Since K is defined through 3 K w 0 = 1/2, the excess energy for this part will be of order h √ τ L log(w
We set l K+1 := √ τ L/h, and for
Hence, together with (6.16) we get that
, it should be better energetically to just propagate the deformation prescribed at Γ T . In this case we set
and we get the total energy bounded by
Finally, since log(1 + t) ≥ t/4 for t ∈ (0, 1) and
, we see that (6.20) and (6.22) can be rephrased as
Remark 6.1. Our type I deformations are equivalent to the ones discussed for heavy sheets in [31] . In particular, our relation (6.11) is the equivalent in our notation of equation (4) in [31] , giving the optimal "length of the wrinklon." Since {l n } is a geometric series (with ratio greater than one) we have l 0 + · · · + l n ∼ l n , so length scale of the wrinkles at height ycall it w(y) -can be read off from (6.11): it satisfies |y| ∼ w 2 (y) √ τ Lh −1 . Rewriting this as
we see that it is the equivalent in our notation of equation (5) in [31] .
The type II deformation
This construction is a modification of the previous one; besides coarsening the wrinkles it also releases the horizontal confinement of the sheet. Let (u, ξ) be the deformation from the previous section, constructed using N generations of coarsening for some N ≤ K. We choose a particular n such that 1 ≤ n ≤ N . We denote the y-coordinate of the k-th building block by
For y ∈ [−s n , 0] the new deformation (U, ζ) coincides with (u, ξ):
U (x, y) := u(x, y), ζ(x, y) := ξ(x, y).
where ϕ : [0, ∞) → [0, 1] is a smooth decreasing function which satisfies |ϕ ′ | ≤ 2 and
Then for y ≤ −s n we have
So far we did not define U y for ∈ (−L, −s n ). We will do this in two different ways, thereby obtaining two different upper bounds for the energy. The first way simply sets U y (x, y) := u y (x, y) = f (y).
(6.24)
For y ∈ [−s n , 0] the excess energy is estimated by the second term in (6.23) (with L replaced by s n in the numerator), and so we just need to estimate the excess energy in the part of the domain y ≤ −s n . We see
where we used that |ξ(·, −s n )|, |ξ ,x (·, −s n )|, |u x (·, −s n )|, |ϕ ′ |, |ϕ| ≤ C. Using (6.12) we see that |ζ ,y | ≤ |ϕ ′ ||ξ|/l n ≤ 2w n /l n ≤ 1. So (5.3) implies
Since |ξ(x, −s n )| ≤ w n and l n = w 2 n √ τ Lh −1 , the previous inequality implies
It remains to estimate the bending energy. For y ∈ [−L, s n ] we have by (6.12) 27) and so
Now we combine (6.28) with (6.25) and (6.26) to obtain
where we used that s n and l n are comparable to replace s n with l n in the logarithm, and the fact that hl n /(w 2 0 √ τ L) = 9 n ≥ 1. The alternative way to choose U y will give the different upper bound
The essential idea is to choose U y so that
for y ≤ −s n . Whereas our previous choice incurred a substantial energetic cost from the term |U x,y +U y,x +ζ ,x ζ ,y | 2 , our alternative choice makes this term vanish, at the expense of an increase in |U y,y + ζ 2 ,y /2| 2 . We can assume that l n ≥ 1, since otherwise (6.30) is worse than (6.29). To satisfy (6.31) we define
for x ∈ (−1/2, 1/2) and y ≤ −s n . Then
where we used that l n ≥ 1 and (5.3). Therefore
The contribution to the energy from Cτ Lζ 2 ,y can be estimated as in (6.26) ; it is at most Ch √ τ L. Since f is the minimizer of the bulk energy B we have that
The estimate for the bending energy (6.28) remains valid, and so the combination of (6.33) with (6.31) implies (6.30).
The type III deformation
The construction in this section is closely related to the discussion at the end of Section 6.1, which considered the consequences of "propagating the deformation prescribed at Γ T " (see (6.21) ). Here we do something similar, but we release the horizontal confinement by a mechanism similar to that of Section 6.2. Choose any l ∈ (w 0 , L), and consider
Then |U x,x (x, y) + ζ 2 ,x (x, y)/2| = 0 for all (x, y) ∈ Ω, and
Since l ≥ w 0 , a calculation similar to (6.27) shows that h 2˜| ∇ 2 ζ| 2 h 2 w −2 0 l. Combining these estimates gives
In Section 6.2 we considered two different ways of extending U y . The preceding calculation is like the first, but we can also consider the second. Using (6.32) to define U y and proceeding as above we find the estimate
Since the right-hand side of (6.34) as a function of l ∈ (0, L) attains its minimum for l ≥ w 0 , we immediately observe that (6.34) holds for all l ∈ (0, L). Finally, for the same reason (6.35) holds for all l ∈ (0, L) as well.
Taken together, the upper bounds (6.23), (6.29), (6.30), (6.34), and (6.35) establish (6.1). Thus we have proved the upper bound half of Theorem 1.
The lower bound
This section proves our lower bound for the minimum energy. As shown in Section 4, it suffices to consider ∆ = 1 and W = 1. Our task is therefore to show that if (3.1) and (4.2) hold and (u, ξ) satisfies the prescribed boundary condition (2.2), then the excess energy satisfies a lower bound of the form
Here f is the minimizer of the bulk energy functional B, and C LB > 0 is a (sufficiently small) constant that does not depend on the parameters of our problem (several smallness conditions on C LB will emerge in the course of the proof). We will argue by contradiction; in fact, our strategy is to assume that
and to prove using this smallness condition on δ that our lower bound (the opposite inequality) must hold.
Remark 7.1. We can assume without loss of generality that the deformation (u, ξ) is smooth, since mollification has only a small effect on the energy. (It is important here that our goal is the scaling law, not the optimal value of the prefactor C LB .)
The idea of the proof
Before beginning the proof in full detail let us sketch the main steps.
• Since the sheet is stretched vertically, it prefers not to change its out-of-plane displacement ξ. The situation is similar to a stretched rubber band, whose preferred configuration is the straight line joining its endpoints (and for which deviation from this configuration costs additional elastic energy). We also know that when h = 0 it is optimal to have u y = f , and we expect similar behavior for h > 0 (modulo small adjustments due to wrinkling).
We make these ideas quantitative in Lemma 7.2.
• In some cases we expect the sheet to spread laterally, releasing the horizontal confinement prescribed at Γ T . Mathematically speaking, spreading entails decreasing the value of |u x |, which is of order 1 at y = 0. If the value of u x is decreased significantly over a length l 0 , we expect u x,y to be of order l 0 ) then for y ∈ (−l 0 , 0) the sheet is "fairly" confined. Though the rigorous result (Lemma 7.3) states this fact in an integral form, a heuristic version of its conclusion is that u x (−1/2, y) ≈ 1/2 and u x (1/2, y) ≈ −1/2 for y ∈ (−l 0 , 0). It follows that
so at least one of the terms on the right-hand side must be of order 1 (see Lemma 7.6 for the details).
• The type I deformation considered in Section 6 involves a coarsening cascade of wrinkles.
It is preferred over our other constructions in a certain (rather large) region of parameter space. Qualitatively, coarsening is favorable because coarser wrinkles have less bending energy. Lemma 7.7 makes this quantitative, by showing that the L 2 norm of the out-ofplane displacement ξ cannot stay uniformly small.
• Continuing the discussion of coarsening: the boundary condition at the top makes ξ(·, 0) small in L 2 , while it follows from the previous step that ξ(·, y 0 ) is large for some y 0 ∈ (−l 0 , 0) (if the confinement is not released, and if the excess energy is small). In Lemma 7.8 we show that there is an energetic cost associated with changing the scale of the wrinkling; in fact, each doubling of ||ξ(·, y)|| L 2 costs an energy of order Ch √ τ L. This lemma is, roughly speaking, a lower-bound analogue of the passage from (6.10) to (6.16). Its proof builds on an argument from [24] .
• The preceding bullets sketch the proof of the lower bound in the regime where self-similar coarsening is desirable. We also prove lower bounds associated with other regimes (for example when a type III deformation is best). If the bending term ξ ,xx (·, y) L 2 does not decrease much, we obtain the lower bound h 2 w −2 0 L by simply integrating the bending energy over the domain. Otherwise we can assume that for some y 0 ∈ (−L/2, 0) the bending term´ξ 2 ,xx (x, y 0 ) dx is much smaller than at the beginning (y = 0). In this case we consider η(x) := ξ(x, y 0 ) − ξ(x, 0). We show that ||η ,x || L 2 is of order 1 while ||η ,xx || L 2 is bounded by Cw −1 0 . These yield a lower bound for ||η|| L 2 , obtained as a consequence of the interpolation inequality ||η ,x || 2
,y , which in turn is controlled by the excess energy. We thus obtain another lower bound on the excess energy.
The dichotomy
We start with a lemma relating the excess energy to the out-of-plane displacement ξ and the strain term u y,y + ξ 2 ,y /2 − f ,y . Lemma 7.2. Let (u, ξ) be any deformation satisfying (2.2), and recall our definition of it excess energy:
where f is the minimizer of the bulk energy B (see Section 5) . Under the assumptions of Theorem 1 the excess energy is nonnegative, and
where Ω/2 := (−1/2, 1/2) × (−L/2, 0) is the upper half of the domain.
Proof. We know that
,y /4 dx dy. (7.4) Since f is the minimizer of B (in particular it is a critical point of B), using the previous relation we get
We see that if E h (u, ξ) is close to B(f ) then u y,y + ξ 2 ,y /2 is close to f ,y and ξ 2 ,y is bounded. More quantitatively, we haveˆΩ
where we have used that f ,y ≥ 0 for y ∈ (−L, 0) and f ,y (y) ≥ τ L/4 for y ∈ (−L/2, 0) (see (5.3) ). Finally, we observe that in (7.5) we have used only one of the four non-negative terms in E h , so (7.3) follows.
We must consider the possibility that the sheet spreads laterally, releasing its confinement (at least in part). In the following lemma we estimate the energy needed to do that. Lemma 7.3. Under the assumptions of Lemma 7.2 there exist −1/2 < x 0 < −7/16 and −3/8 < x 1 < −5/16, and a universal constant C 0 > 0, such that either
and ˆx
ii) or (7.6) holds for all y ∈ (−L/2, 0) (we set l 1 := L/2 in this case).
Before proving the lemma let us sketch the main ingredients in its proof. First, we use the bounds from Lemma 7.2 to show that u y is in average close to f . In particular,´|u y (x, y) − f (y)| dy is small for generic x, and we can choose such generic x 0 and x 1 near x = −1/2 such that the size of the interval (x 0 , x 1 ) is of order 1.
To get (7.6) it is enough to estimate u x,y since´x
x 0´0 y 0 u x,y dx dy. We write u x,y = (u x,y + u y,x + ξ ,x ξ ,y ) − u y,x − ξ ,x ξ ,y . The first term on the right-hand side can be estimated using the excess energy δ (see (7. 3)). We integrate the second term in x and use that by the choice of x 0 , x 1 both u y (x 0 , ·) and u y (x 1 , ·) are close to f ; it follows by the triangle inequality that u y (x 0 , ·) is close to u y (x 1 , ·).
It remains to estimate ξ ,x ξ ,y . First, we write ξ(x, y) =´ξ ,y (x, ·)+ξ(x, 0) and use Lemma 7.2. Then using interpolation with ξ ,xx we obtain enough control over ξ ,x . In the end we obtain an estimate for ´x
, which concludes the proof.
In proving Lemma 7.3, and in many other places in this section, we will use the basic interpolation inequality
which holds for any interval I ⊂ R and any ϕ ∈ W 2,2 (I) with a fixed universal constant C int .
Proof of Lemma 7.3. To start we need to choose x 0 and x 1 generically. By (7.2) we havë
so we can choose −1/2 < x 0 < −7/16 and −3/8 <
(7.8) Now suppose (7.6) is not true for all y ∈ (−L/2, 0); then there exists a smallest l 1 ∈ (0, L/2) such that ˆx
By the boundary condition (2.2) we have u y (·, 0) = 0. So (7.8) implies that for any y ∈ (−l 1 , 0) and i = 0, 1:
We integrate the previous relation in y and use τ L ≥ 4 (see (3.1)) to obtain
By (7. 3) the first integral on the right-hand side satisfies
1 . (7.11) For the second integral we have
where the last inequality follows from (7.9). It remains to estimate the last term in (7.10):
Since we already have bound on ξ ,y (see (7. 2)) it remains to estimate ξ ,x . To do this, we first show a bound on ξ by integrating ξ ,y , then we use interpolation with ξ ,xx . For any y ∈ [−l 1 , 0] we havê
where the last inequality follows from (2.2) and (7.2). We use the interpolation inequality (7.7) for ξ to get
After integration in y we obtain
where the last inequality follows from (7.3). This combined with (7.2) implies
Combination of (7.11), (7.12) , and (7.13) with (7.10) gives
We want to estimate the four terms on the last line of (7.14) in terms of δl 1 and δl 3 1 . By (7.1) we know
for any l ∈ (0, L). It is easy to observe that for l ≥ L the relation (7.15) holds as well since the right-hand side of (7.15) is then larger than
, which is in turn larger than δ by (7.1). We now estimate the last line of (7.14) by making three separate applications of (7.15):
(1) Taking l := h −3/5 (τ L) 1/10 in (7.15) and using that log(1 + t) ≤ 2t 1/4 for t ≥ 0 we obtain
Since the first term in the last line of (7.14) can be written as
, we can control it by estimating δh −3/5 (τ L) −9/10 . Using h/w 0 ≤ 1 (see (4.2)), w 0 ≤ 1, and τ L ≥ 4 (see (3.1)), we obtain from (7.16) that
1, which implies δl
(The implicit constant in (7.17) involves a positive power of C LB . But we may (and shall) assume that C LB ≤ 1; then (7.17) holds with an implicit constant that is independent of C LB .)
(2) For the next term we use (7.15) with l := h −1 . Using log(1 + t) ≤ t 1/2 for t ≥ 0 it follows from (7.15) that
The last two terms are fairly easy to estimate. First, we observe that δ(τ L) −1 1. Indeed,
where we used log(1 + t) ≤ t and h ≤ w 0 . Since τ L ≥ 4 and w 0 ≤ c w (see (3.1) and (4.2)), we have δ(τ L) −1 1 + w 2 0 1. Using this estimate for δ, the last two terms are estimated as follows:
where we have used (3.1) and (4.2).
Combining (7.17) and (7.18) with (7.14) and the last estimate we get that
By our choice of l 1 we see that
where F (t) = t 1/6 + t 1/4 + t 1/2 + t 3/4 + t. It follows that
Remark 7.4. By symmetry we can find 5/16 < x 2 < 3/8 and 7/16 < x 3 < 1/2 for which either 19) holds for all y ∈ (−l 2 , 0);
ii) or (7.19) holds for all y ∈ (−L/2, 0) (we set l 2 := L/2 in this case).
We use this remark together with Lemma 7.3 to get Corollary 7.5. There exist −1/2 < x 0 < −7/16, −3/8 < x 1 < −5/16, 5/16 < x 2 < 3/8, 7/16 < x 3 < 1/2, and a universal constant C 0 , such that either i) for any y ∈ (−L/2, 0) When the first alternative holds, we take the convention that l 0 = L/2.
Proof. We obtain this result by combining Lemma 7.3 with Remark 7.4, choosing l 0 := min(l 1 , l 2 ).
The next step in the proof of the lower bound is to show that´ξ 2 ,x (x, y 0 ) dx and´|u x,x (x, y 0 )+ ξ 2 ,x (x, y 0 )/2| dx can not be simultaneously small for any y 0 ∈ (−l 0 , 0). Lemma 7.6. For any y 0 ∈ (−l 0 , 0) we have either
Proof. Let y 0 ∈ (−l 0 , 0) be fixed and x l ∈ (x 0 , x 1 ), x r ∈ (x 2 , x 3 ). We have
We integrate the previous relation with respect to x l and x r to obtain 1 2ˆx
x (x, y 0 ) dx, (7.21) where the last inequality follows from (7.20) (averaging an integral adds a factor of reciprocal length to it, e.g. .2) (which is used to replace u x (x l , 0) − u x (x r , 0) by´ξ 2 ,x /2 dx). We estimate the first term on the right-hand side by 1 2ˆx
(2 cos(2πxw
where we used that´I cos 2 (θt) dt ≥ |I|/4 provided that θ|I| > 2. (In the present setting |I| = 10/16 and θ = 2π/w 0 ≥ 2π/c w by (4.2); since we always assume c w ≤ 1, the condition holds with room to spare.) This concludes the proof since either we havê
or else 1 2ˆx
The energy required for coarsening
The next lemma shows that coarsening costs energy:
and assume
where N ≥ 1 follows from (7.23) and the fact that 4a = 2w 2 0 π −2 ≤ 2c 2 w π −2 ≤ (8C int ) −1 (the last inequality is a smallness condition on c w ). Thenb ≥ 2 2N a and for i = 0, . . . , N we can define
(note that y 0 = 0). We will prove that for i = 0, . . . , N − 1 the left-hand side of (7.24) in (y i+1 , y i ) × (−1/2, 1/2) is of order at least h √ τ L. Fix i ∈ {0, . . . , N − 1}. We see 25) which immediately implies
By Lemma 7.6, for any y ∈ (−l 0 , 0) either
In the latter case, for y ∈ (y i+1 , y i ) it follows from the interpolation inequality (7.7) that
and we can absorb the last term into the left-hand side to get
Using (7.23) we obtain
We integrate this inequality in y over (y i+1 , y i ) and use (7.26) to get
where the last inequality follows from the AM-GM inequality. Since N log(b/a), summing the previous relation for i = 0, . . . , N − 1 implies (7.24).
The lower bound half of Theorem 1
We are finally ready to prove the lower bound half of Theorem 1. We assume throughout the following discussion that the assumptions of Theorem 1 are valid. As explained at the beginning of this section, we shall argue by contradiction; in particular, shall assume that (u, ξ) satisfies (7.1).
By Corollary 7.5 there exist −1/2 < x 0 < −7/16, −3/8 < x 1 < −5/16, 5/16 < x 2 < 3/8, 7/16 < x 3 < 1/2, such that either there exist l 0 ∈ (0, L/2) with the property that for any y ∈ (−l 0 , 0): 28) or else (7.27) holds for all y ∈ (−L/2, 0) (in this case l 0 = L/2). We use the notation from Lemma 7.8, i.e.
We distinguish between two cases:b ≥ 4a (when the wrinkles are expected to coarsen) and b ≤ 4a (when they are not).
Case 1:b ≥ 4a. Using the same idea as in (7.25) we get that
Usingb ≥ 4a and a ∼ w 2 0 , the previous relation implies˜ξ 2 ,y
Next we want to show that 
where the second-last inequality follows from the fact that the argument in the logarithm is less than 2. Turning to the second subcase: we must show (7.30) when hl 0 /(w 2 0 √ τ L) > 1. Let C 1 be the constant that was chosen in Lemma 7.7. We may suppose that δ is small in the sense that 31) since the opposite inequality implies (7.30) . By the initial conditions (2.2)
in particular thanks to w 0 ≥ h (see (4.2)), condition (7.23) holds with D = 2π 2 . By Lemma 7.2 2δ is more than the left-hand side in (7.24), and so using Lemma 7.8 and Lemma 7.7 we get that
We now observe using (7.31) that
Since log(t) − log log(t + 1) ≥ log(t + 1)/2 for t > 1, combination of (7.32) and (7.33) implies
34) where we used that hl 0 /(w 2 0 √ τ L) > 1 and w 0 ≤ c w (with c w sufficiently small). This completes the proof of (7.30) in the second subcase.
We now easily conclude the validity of the lower bound half of Theorem 1 whenb ≥ 4a. In fact, if l 0 < L/2 then adding (7.30), (7.29) , and (7.28) gives δ h √ τ L log w Indeed, since t ≥ log(1 + t) we have
for any l > 0, and so the desired lower bound for δ follows from (7.35). The rest of this section is devoted to proving (7.35). We note for future reference that the prescribed boundary conditions (2. Note that by the definition of y 0 we have´ξ 2 ,xx (x, y) dx ≥ π 2 w which implies (7.39).
(ii) Suppose´1 /2 −1/2 ξ 2 (x, y 0 ) dx ≤ 4a. Then we see using the interpolation inequality (7.7)
||ξ ,x (·, y 0 )|| By interpolation (7.7)
The second term satisfies
for small enough c w . Thus it can be absorbed into the left-hand side of the previous relation. Combining these results with (7.38), we get confirming the validity of (7.39).
To conclude the treatment of the subcase |y 0 | > l 0 we must show that (7.35) holds. Combining (7.37) with (7.39) gives Since b ≤ 4a, we have that´1 /2 −1/2 ξ 2 (x, y 0 ) dx ≤ 4a and arguing as we did earlier (in case (ii)) gives (7.39).
To conclude the treatment of the subcase |y 0 | ≤ l 0 we must show that (7.35) holds. If l 0 = L/2 then (7.42) gives δ h 2 w −2 
