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Abstract
In this paper we present a new proof to generalize the Fubini’s Theorem for the even
index subgroup of a compact Lie group, using a recent result on the semi-direct product
of groups. We also present some applications of this result for the invariant theory.
1 Introduction
The Fubini’s Theorem was introduced by Guido Fubini in 1907 ([4]). This theorem presents
many variants and in part reduce integration in multiple variables to more simple iteraded
integrals. As a consequence, the order of integration can be reversed in iterated integrals.
In this paper, we deal with definite integrals over a Lie compact group. This integral is
called the Haar integral and has the property of being invariant under translation by elements
of group. In this case, the Fubini Theorem presents a version that is applied to subgroups of
Lie group that have two index, under the conditions that if Γ be a compact Lie group and
Γ+ ⊂ Γ a subgroup of two index in Γ, then for any f : Γ → R continuous we have∫
Γ
f(γ) =
1
2
(∫
Γ+
f(γ) +
∫
Γ+
f(λγ)
)
,
for fixed λ ∈ Γ−. This version of the theorem has applications in recent work, one of which
we can mention [14].
The motivation to study Fubini’s Theorem came to study the Lorentz orthogonal group.
This group has four connected components and presents important properties in invariant
theory ([12] and [9]) and in Eisntein’s relativity physics ([3] and [10]). The paper of Carmeli
[2], illustrates the application of Lorentz orthogonal group in relativity physics. Since the
Lorentz group has four connected components, it can be written as the semi-direct product of
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a four index normal subgroup with the cartesian product of two involution subgroups. There-
fore, it is often necessary to apply Fubini’s theorem to the integral calculation in subgroups
of index larger than two.
This paper is organized as follows: in Section 2, we present the basic concepts on which
we can approach this theorem as the theory of representation Lie group and Haar integral.
We begin Section 3 by presenting an important algebraic result, namely
Proposition 1 ([12]). Let Γ be a Lie group and Σ a normal subgroup of Γ. Suppose that
Γ = Σ⋊ (Z2(γ1)× Z2(γ2)),
where γ1, γ2 ∈ Γ \ Σ are distinct. Then
Γ = (Σ⋊ Z2(γ1))⋊ Z2(γ2).
This result allows us to make a new proof of the Generalized Fubini Theorem for Lie
subgroups of even index.
Theorem 1. Let Γ be a compact Lie group and Γ+ ⊂ Γ a subgroup of even index 2n in Γ.
For any f : Γ → R continuous we have
∫
Γ
f(γ) =
1
2n

∑
i∈Nn
2
∫
Γ+
f(λiγ)

 ,
for λi ∈ Γ− fixed.
We conclude this paper showing an application of this theorem in invariant theory, specif-
ically for the calculation of the Molien series.
2 Preliminaries
In this section we show some basic concepts for the understanding of Fubini’s Theorem. We
begin with a notion of group representations and actions and define the integral of Haar. We
conclude this section by presenting the classic version of Fubini’s Theorem for group actions.
2.1 Representation and groups action
Here we see a notion about Lie groups and representation theory. Let’s start with the Lie
groups, in [6] we find an excellent reference with a pleasant reading.
Let GL(n) be the group of invertible matrices of order n. A closed Lie subgroup of GL(n)
is called the linear Lie group. The GL(n) space can be identified as an open subset of Rn
2
.
Thus, a closed subgroup is a closed subset of GL(n) which has a subgroup structure. In [5]
we see that every compact Lie group is topologically isomorphic to a linear Lie group. In this
case, we call only Lie Group. Throughout this section, the group Γ represents a compact Lie
group and V a vector space, unless otherwise noted.
We define the action to the left of a Lie group Γ in a space V , or simply an action of Γ
in V , as a function ⋆ : Γ× V → V such that for all γ, δ ∈ Γ and v ∈ V we have
⋆(γ, ⋆(δ, v)) = ⋆(γδ, v) and ⋆ (1, v) = v,
2
where 1 is the identity element of Γ. To abbreviate the notation we use γv instead of ⋆(γ, v),
to indicate the action of γ in v.
A action of Γ on V corresponds to a group homomorphism
ρ : Γ −→ GL(n)
γ 7 −→ ργ
called the representation of Γ in V .
We denote by (ρ, V ) the vector space V under the representation ρ of Γ. Every action
induces a representation. Linear actions and representations have essentially the same con-
cept differing only from the point of view. Linear action shows us how an element of group
Γ transforms an element of space V , while representation tells us how an element of Γ trans-
forms all space V . This representation helps us to identify compact Lie groups with Lie linear
groups.
2.2 The Haar integral and Fubini’s Theorem
In this section we present the Haar integral and we discuss the Fubini’s Theorem for Lie
groups.
We can identify any compact Lie group contained in GL(n) as a subgroup of the orthog-
onal group O(n). This identification is done using a form of integration that is invariant
by translating the elements of Γ. It is called the Haar Integral and can be defined as an
operation that satisfies three properties.
Definition 1 ([5]). Let f : Γ→ R be a continuous real function. The operation
∫
γ∈Γ
f(γ) or∫
Γ
f is a integral in Γ if it satisfied the following properties:
(i) Linearity: ∫
Γ
(af + bg) = a
∫
Γ
f + b
∫
Γ
g,
where f, g : Γ → R are continuous functions and a, b ∈ R.
(ii) Positivity: If f(γ) ≥ 0, for all γ ∈ Γ then∫
Γ
f ≥ 0.
(iii) Translational invariance on the left:∫
γ∈Γ
f(δγ) =
∫
γ∈Γ
f(γ),
for any fixed δ ∈ Γ.
It is known that the Haar integral is unique [7]. If the Lie group is compact, the Haar
integral is also invariant by right-hand translation and can be normalized, that is,
∫
Γ
1 = 1.
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For example, if Γ is a finite Lie group then the Haar integral on Γ is∫
Γ
f(γ) ≡
1
|Γ|
∑
γ∈Γ
f(γ).
Let Γ be is a compact Lie group isomorphic to the special orthogonal group SO(2), for every
continuous function f : SO(2)→ R the Haar integral on Γ is∫
Γ
f(γ) ≡
1
2π
∫ 2pi
0
f(Rϕ)dϕ.
In general, calculate Haar integral is hard, so the Fubini’s Theorem ([1], Proposition 5.16),
enunciated below, reduces the calculation of the Haar integral over Γ for integrals over Γ+,
a subgroup of two index of Γ.
Theorem 2 (Fubini’s Theorem). Let Γ be a compact Lie group and Γ+ ⊂ Γ a subgroup of
index 2 in Γ. For any f : Γ → R continuous we have∫
Γ
f(γ) =
1
2
(∫
Γ+
f(γ) +
∫
Γ+
f(λγ)
)
,
for fixed λ ∈ Γ−.
Note that, since Γ+ is a subgroup of two index, then the Γ Lie group can be written as a
semi-direct product of Γ+ and Z2(γ), i.e.,
Γ = Γ+ ⋊ Z2(γ),
where Z2(γ) is a subgroup of Γ of order 2, generate by an involution γ. Recall that the
semi-direct product is the product of subgroups, where Γ+ is a normal subgroup of Γ and
the subgroups Γ+ and Z2(γ) have trivial intersection.
3 The generalized Fubini’s Theorem
In this section we present the generalized Fubini’s Theorem, for the case where the group Γ+
is a normal subgroup of Γ of even index. We also present an application to invariant theory,
specifically involving the calculation of the Molien series. For this, we need the following
proposition.
Proposition 2 ([12]). Let Γ be a Lie group and Σ a normal subgroup of Γ. Suppose that
Γ = Σ⋊ (Z2(γ1)× Z2(γ2)),
where γ1, γ2 ∈ Γ \ Σ are distinct. Then
Γ = (Σ⋊ Z2(γ1))⋊ Z2(γ2).
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Proof. Note that ∆ = Σ⋊Z2(γ1) is a normal subgroup of Γ of index two. Let any γ ∈ Γ and
δ ∈ ∆, so there is σ ∈ Σ such that δ = σγ1. In this way, we must
γδγ−1 = γ(σγ1)γ
−1 = (γσγ−1)(γγ1γ
−1) = σ˜(γγ1γ
−1),
where σ˜ ∈ Σ, because Σ ⊳ Γ. We claim that γγ1γ
−1 ∈ ∆. In fact, note that γ1 ∈ ∆ and
as Γ = Σ ⋊ (Z2(γ1)× Z2(γ2)) so there is some σ1 ∈ Σ such that γ = σ1γ
i
1γ
j
2, for i, j = 0, 1.
Whence,
γγ1γ
−1 = (σ1γ
i
1γ
j
2)γ1(σ1γ
i
1γ
j
2)
−1 = σ1γ1σ
−1
1 ,
because Z2(γ1) × Z2(γ2) is Abelian. As σ1, γ1 ∈ ∆, follow that γγ1γ
−1 ∈ ∆ which implies
that γδγ−1 ∈ ∆. Hence, ∆ is a normal subgroup of Γ. Now, just show that Γ = ∆⋊Z2(γ2).
Let any γ ∈ Γ. As
Γ = Σ(Z2(γ1)× Z2(γ2)),
follow that γ = σγi1γ
j
2, for some i, j = 0, 1. Since σγ
i
1 = δ ∈ ∆ we have to γ = δγ
j
2, and so
γ ∈ ∆Z2(γ2), which implies that Γ = ∆Z2(γ2). It remains to be shown that ∆∩Z2(γ2) = {e}.
In fact, as ∆ = Σ⋊ Z2(γ1) then Σ ∩ Z2(γ1) = {e} and, once that Z2(γ1) ∩ Z2(γ2) = {e} and
γ2 /∈ Σ, follow that
∆ ∩ Z2(γ2) = ΣZ2(γ1) ∩ Z2(γ2) = {e}.
The above result can be generalized to the cartesian product of many involution sub-
groups.
Corollary 1. Let Σ be is a normal subgroup of 2n index of Γ and γi ∈ Γ \ Σ involutions,
i = 1, · · · , n. If
Γ = Σ⋊ (Z2(γ1)× · · · × Z2(γn)),
then
Γ = (Σ⋊ Z2(γ1)⋊ · · ·⋊ Z2(γi))⋊ (Z2(γi+1)× · · · × Z2(γn)),
where i = 1, · · · , n.
Proof. The proof follows the same idea of the proof of Proposition 2.
To simplify the notation, we take i = (i1, · · · , in) an element of N
n
2 , where N2 is the set
{0, 1}. Let λ = (λ1, · · · , λn), with λi ∈ Γ, we define the power λ
i = λi11 λ
i2
2 · · ·λ
in
n . In these
terms, we enunciate what we call the Generalized Fubini’s Theorem.
Theorem 3 (Generalized Fubini’s Theorem). Let Γ be a compact Lie group and Γ+ ⊂ Γ a
subgroup of even index 2n in Γ. For any f : Γ→ R continuous we have
∫
Γ
f(γ) =
1
2n

∑
i∈Nn
2
∫
Γ+
f(λiγ)

 ,
for λi ∈ Γ− fixed.
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Proof. We proceed by induction. For n = 1 we have the classical Fubini’s Theorem, Theorem
2. Assume that ∫
Γ¯
f(γ) =
1
2k

∑
i∈Nk
2
∫
Γ+
f(λiγ)


holds, where Γ¯ = Γ+ ⋊ Z2(γ1)⋊ · · ·⋊ Z2(γk). Suppose that
Γ = Γ+ ⋊ (Z2(γ1)× · · · × Z2(γk+1)).
By Proposition 2 we have that
Γ = (Γ+ ⋊ Z2(γ1)⋊ · · ·⋊ Z2(γk))⋊ Z2(γk+1) = Γ¯⋊ Z2(γk+1).
Note that Γ¯ is a subgroup of Γ of two index. Thus, we apply the Theorem 2 and we get∫
Γ
f(γ) =
1
2
(∫
Γ¯
f(γ) +
∫
Γ¯
f(λk+1γ)
)
,
where λk+1 ∈ Γ \ Γ¯. Therefore, using the induction hypothesis, we have
∫
Γ
f(γ) =
1
2

 1
2k
∑
i∈Nk
2
∫
Γ+
f(λiγ) +
1
2k
∑
i∈Nk
2
∫
Γ+
f(λk+1λ
iγ)


=
1
2k+1

∑
i∈Nk
2
∫
Γ+
f(λ0k+1λ
iγ) +
∑
i∈Nk
2
∫
Γ+
f(λk+1λ
iγ)


=
1
2k+1
∑
i∈Nk+1
2
∫
Γ+
f(λiγ).
This theorem is important to reduce the calculation of the Haar integral over a Lie group
for a subgroup of Γ of even index, which in fact can make the process less complicated.
3.1 Application at Molien series
Consider the action of a Lie group Γ on a vector space V . We say that a polynomial
application f : V → R is invariant by action of Γ, or Γ-invariant, if
f(γx) = f(x),
for all x ∈ V and γ ∈ Γ. It is not difficult to show that the set of all the Γ-invariant
polynomials has the structure of a ring, which we denote by P(Γ). It is known that if the
Γ Lie group is compact or reductive then the ring is finitely generated ([5] and [8]). The
compact case is known as the Hilbert-Weyl Theorem.
In fact, this is a fundamental problem in invariant theory: Can one always find finitely
many generators u1, · · · , ur such that P(Γ) = R[u1, · · · , fr]? If the set of ring generators of
the invariant polynomials is finite, it is called the Hilbert basis of the ring P(Γ).
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The ring PV = R[x1, · · · , xn] is a graded algebra over R, i.e.,
PV =
∞⊕
d=0
PVd,
where PVd is the vector subspace of homogeneous polynomial applications of degree d. Let
Pd(Γ) be the subspace of all polynomials Γ-invariants homogeneous of degree d. Since the
action of Γ in V is linear then γf ∈ Pd(Γ), for all γ ∈ Γ and f ∈ Pd(Γ). Therefore, the ring of
polynomials Γ-invariants P(Γ) is a graded algebra over R. This property is very useful because
we can calculate the invariant polynomials degree to degree, since an invariant polynomial
of degree m can be written as a sum of invariant polynomials of degrees 1, 2, · · · , m.
The Hilbert series of graded algebra P(Γ) is the function given by
ΦΓ(t) =
∞∑
d=0
dim(Pd(Γ))t
d.
Denoting by cd the number of invariant polynomials of degree d on V , one defines the
corresponding Hilbert series ΦΓ(t) which a formal power series
ΦΓ(t) =
∞∑
d=0
cdt
d.
The following theorem is a classic result that gives us an explicit form of the Hilbert series
in terms of the representations of matrices of Γ. The Hilbert series defined in this way is
called the Molien series.
Theorem 4 (Molien’s theorem). The Hilbert series of the invariant ring P(Γ) equals
ΦΓ(t) =
1
|Γ|
∑
γ∈Γ
1
(det(I − tγ))
, if Γ is a finite group and
ΦΓ(t) =
∫
γ∈Γ
1
(det(I − tγ))
, if Γ is a compact group.
Proof. See [11] for the original proof of the finite case, and [13] for the extension to a compact
group.
Thus, the coefficients cd of the Molien series gives us an estimate of the amount of invari-
ants polynomials of degree d.
In order to demonstrate an application of the Theorem 3, let us use the invariant theory
of the action of the Lorentz group on Minkowski space.
By definition, the Lorentz group O(n, 1) is a subgroup of the Poincaré group that preserves
the nondegenerate symmetric bilinear form 〈, 〉 : Rn+1 × Rn+1 −→ R defined by
〈x, y〉 =
n∑
i=1
xiyi − xn+1yn+1,
called Lorentz inner pseudo-product, and also preserves the Lorentz distance. However, the
Lorentz group does not contain all the transformations that preserve the Lorentz distance,
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this belongs to the group of Poincaré, the group of isometries in the Minkowski space. The
space Rn+1 endowed with the metric induced by Lorentz inner pseudo-product 〈, 〉 is called
Minkowski space and is denoted by Rn+11 .
Consider the Lorentz subgroup
Γ = Γ+ ⋊ (Z2(λ1)× Z2(λ2)) ⊂ O(3, 1),
where
Γ+ :=
{
Rϕ =
(
Pϕ 0
0 I2
)
: Pϕ ∈ SO(2)
}
.
and Z2(λ1) and Z2(λ2) are generate by involutions of O(3, 1) given by
λ1 :=
(
I2 0
0 S−h (θ)
)
, with S−h (θ) =
(
cosh(θ) sinh(θ)
− sinh(θ) − cosh(θ)
)
and
λ2 :=
(
I2 0
0 S+h (θ)
)
, com S+h (θ) =
(
− cosh(θ) − sinh(θ)
sinh(θ) cosh(θ)
)
,
where θ ∈ R is fixed. The Lie group Γ+ is a compact subgroup of O(3, 1) isomorphic to
SO(2) × {I2}. Therefore, Γ is a compact group. Consider the standard action of Γ in R
4
1.
We want to calculate the Molien series of Γ given by
ΦΓ(t) =
∫
Γ
1
det(I4 − tγ)
.
By Theorem 3, the above integral can be written as
ΦΓ(t) =
1
4
(∫
Γ+
1
det(I4 − tγ)
+
∫
Γ+
1
det(I4 − tλ1γ)
+
∫
Γ+
1
det(I4 − tλ2γ)
+
∫
Γ+
1
det(I4 − tλ1λ2γ)
)
.
Note that
I4 − tγ =
(
I2 0
0 I2
)
− t
(
Rϕ 0
0 I2
)
=
(
I2 − tRϕ 0
0 I2 − tI2
)
,
therefore
det(I4 − tγ) = det(I2 − tRϕ) det(I2 − tI2).
In the same way, we have
det(I4 − tλ1γ) = det(I2 − tRϕ) det(I2 − tS
−
h ),
det(I4 − tλ2γ) = det(I2 − tRϕ) det(I2 − tS
+
h ),
det(I4 − tλ1λ2γ) = det(I2 − tRϕ) det(I2 + tI2).
In this way, since the group Γ+ is isomorphic to SO(2)× {I2}, then
ΦΓ(t) =
1
8π
(∫
2pi
0
dϕ
det(I2 − tRϕ) det(I2 − tI2)
+
∫
2pi
0
dϕ
det(I2 − tRϕ) det(I2 − tS
−
h )
+
∫ 2pi
0
dϕ
det(I2 − tRϕ) det(I2 − tS
+
h )
+
∫ 2pi
0
dϕ
det(I2 − tRϕ) det(I2 + tI2)
)
.
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With the help of Maple software, we calculate the integrals
ΦΓ(t) =
1
8π
(
2csgn(t2 − 1)2csgn
(
1+t
t−1
)
π
(t2 − 1)(t2 − 2t+ 1)
−
2csgn(t2 − 1)2csgn
(
1+t
t−1
)
π
(t− 1)2
−
2csgn(t2 − 1)2csgn
(
1+t
t−1
)
π
(t− 1)2
+
2csgn(t2 − 1)2csgn
(
1+t
t−1
)
π
(t2 − 1)(t2 + 2t+ 1)
)
.
So we have the Molien series
ΦΓ(t) = 1 + 3t
2 + 6t4 + 10t6 + 15t8 + 21t10 + 28t12 + 36t14 + 45t16 +O(t18),
which shows that there are three invariant polynomials of degree two, six invariant polyno-
mials of degree four, ten invariant polynomials of degree six and so on. In fact, a Hilbert
basis of the ring P(Γ) is given by
{x2 + y2, z2 − t2, ((cosh(θ)− 1)t+ sinh(θ)z)2}.
4 Conclusion
We present the basic concepts and elements for the understanding of Fubini’s Theorem on
compact groups as well as their generalized version. This approach is important because we
present a clearer and more elegant proof of Fubini’s theorem using a little-used algebraic
result.
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