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ABSTRACT
Direct Numerical Simulations (DNS) of high pressure, turbulent H2/O2 non-premixed
flames employing real gas effects, detailed chemistry, multicomponent, differential, and cross dif-
fusion are conducted. The results of these simulations are analyzed to provide important subgrid
information relevant to Large Eddy Simulation (LES) of turbulent combustion. Subgrid filtered
scalar dissipation and scalar variances, species concentrations, reaction rates, and flame temper-
ature are presented as a function of mixture fraction. The analysis also includes a detailed com-
parison of the actual filtered mass flux vectors with their corresponding forms evaluated with the
filtered primitive variables. The results show a reasonable correlation when evaluated globally.
However, the correlations weaken substantially in regions of large subgrid kinetic energy, sub-
grid mixture fraction variance, subgrid temperature variance, and subgrid scalar dissipation. This
suggests that much weaker global correlations may occur in more realistic high Reynolds number
flames. Vector analysis indicates that modeling the mass flux vector using only the filtered vari-
ables tends to accurately predict the direction of the filtered flux, however, the magnitude is poorly
predicted in the aforementioned regions. The results provide important physical insight into the
subgrid and suggest future modeling efforts are needed to accurately predict the filtered mass flux
vector in LES of combustion.
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CHAPTER 1
INTRODUCTION
High pressure combustion is prevalent in many scientific applications such as diesel en-
gines, gas turbine engines, and rocket engines. Diesel engines commonly operate at pressures ∼
60atm [1, 2, 3, 4, 5], gas turbine engines up to∼ 30atm [6], and rocket engines that burn hydrogen
and oxygen routinely operate ∼ 100atm. In each of these cases, the flow may be considered to be
supercritical due to either the temperature or pressure being fixed above the thermodynamic crit-
ical point. Within the supercritical flow region, there are no “droplets” or “vaporization” due to
the inability of the fluid to experience a phase change [7, 8, 9, 10, 11]. Also in this high pressure,
supercritical combustion regime, diffusion phenomena such as multicomponent diffusion (diffu-
sion of one species due to concentration gradients of all species), differential diffusion (non-equal
species mass diffusivities), and cross diffusion (Soret/Dufour) are often enhanced. Significant re-
search has been conducted to show that these often neglected diffusion phenomena are neccessary
to accurately capture the physics of the combustion process [12, 13, 14, 15, 16, 17, 18, 19, 20, 21].
Numerical techniques have proven themselves to be a useful tool in studying a large num-
ber of flows, including those involving combustion. If sufficient computational resources are
available, all spatial and temporal scales of the desired flow can be directly calculated. Such a
simulation is called a Direct Numerical Simulation (DNS). The literature is vast pertaining to
DNS conducted on both non-reacting [22, 23, 24, 25] and reacting [26, 27, 28, 29, 30, 31, 32]
flows. However, the research becomes much more limited when one considers DNS of turbulent
combustion involving real gas effects, detailed chemistry, and all aforementioned diffusion phe-
nomena [21, 20]. This lack of research stems from the complexities involved in accurately model-
ing the chemical and diffusion processes and the exponential increase in computational resources
needed to calculate all of the included physics. Even considering the massive comutational power
available in today’s society, DNS of large Reynolds number, practical flows is far from possible.
However, small scale, research specific flows are possible with DNS. Such simulations provide
2a means of understanding the small scale flow phenomena required to accurately model practical
flows. DNS remains a vital tool in computational fluid dynamics (CFD).
One particular area of interest in DNS of turbulent flow is the study of both reacting and
non-reacting scalars [24, 33, 34, 35, 36]. For turbulent combustion, these scalars include, but are
not limited to, mixture fraction, temperature, individual species mass fractions, and reaction rates.
The mixture fraction (φ), is an important parameter in both mixing and reacting flows. It is a scalar
function of the species mass fractions whose transport equation contains no reaction rate terms (a
“conserved” scalar). For mixing, it indicates the relative amounts of species present and has been
used for the same in many combustion models [37, 38]. For the reaction Fuel + sOxidizer →
Product, the mixture fraction is defined as:
φ =
sY F − Y O + Y O
0
sY F
0
+ Y O
0
, (1.1)
where 0 ≤ φ ≤ 1, s represents the mass stoichiometry constant, Y F and Y O are the local mass
fraction values for the fuel and oxidizer, respectively, and Y F
0
and Y O
0
are the free stream mass
fraction values for the fuel and oxidizer, respectively. With this definition, φ = 0 indicates pure
oxidizer, φ = 1 indicates pure fuel, and intermediate values correspond to the range of mixed
states. Many other flow field variables, including scalars such as temperature, mass fractions, and
reaction rates, demonstrate a strong dependency on the mixture fraction and many combustion
models rely on this dependency. Therefore, examining these scalars as a function of mixture
fraction is important not only for understanding the physics of the flame, but also for providing
valuable information to the modeling community.
Because the majority of all practical flows employ both spatial and temporal scales too
small to resolve directly, one must then resort to modeling techniques that attempt to predict the
small scale flow phenomena by using the information available from the largest scales. The earli-
est techniques for modeling the small scale phenomena consisted of separating each instantaneous
variable into the sum of an avearge (ensemble or temporal) component plus a deviation from the
average component. The resulting equations are termed the Reynolds Averaged Navier-Stokes
(RANS) equations. The mathematical implications of RANS allow numerical resolution on com-
putational domains far less resolved than those based on DNS. However, because RANS requires
3that the effects of the neglected turbulence on the mean flow field be modeled, accuracy is severely
limited. The short comings of both RANS (accuracy) and DNS (computationally expensive) led
to the concept of Large Eddy Simulation (LES), which is the focus of this work. In LES, the
governing equations are formulated in such a way that each instantaneous variable consists of the
sum of a large scale, “filtered”, value plus a small scale, “subgrid,” value. Filtering in LES dif-
fers from averaging in RANS because the filter represents a weighted average for a given volume
(typically a box or sphere) in physical (or spectral) space at a particular point, while the averaging
in RANS represents a standard mean for the particular quantity. In LES, the difference between
the instantaneous and filtered values represents the fluctuating, or subgrid value. The effects of
the small scale, subgrid fluctuations on the resolved flow field must be modeled. However, since a
much smaller portion of the total kinetic energy is modeled, even using comparable models, LES
should be more accurate than RANS. In real gas, non-reacting flows, the unclosed terms include
the subgrid Reynolds stresses, species and enthalpy fluxes, filtered heat and mass flux vectors,
filtered pressure, and filtered stress tensor [38]. In reacting flows, the same unclosed terms appear
as in non-reacting flows, however the filtered chemical source terms also require modeling. The
literature pertaining to LES of reacting/non-reacting flows, and the closure methods of the non-
resolved terms, is vast and reviews can be found in [39, 40, 41, 42, 43]. A summary of the more
popular modeling techniques regarding LES of reacting flows is presented below.
Although LES directly calculates the large scale motions governing a particular flow field,
the use of LES to predict reacting flows remains a difficult task because most chemical reaction
rates are highly non-linear functions governed by the fluid mixing that occurs at the smallest, dif-
fusive scales. This is not to suggest that LES is inadequate for predicting reacting flow fields,
but it does suggest that accurately modeling the unclosed subgrid terms is vital to predicting
the filtered reaction terms. The most simple model for predicting the chemical composition is
achieved by invoking either the infinitely fast chemistry or frozen chemistry assumption to the sim-
ple Fuel + sOxidizer → Products reaction. Figure ?? depicts the relationship between fuel,
oxidizer, and product as a function of mixture fraction for each limiting case.
In the infinitely fast chemistry assumption, the chemical time scales are assumed much
smaller than the flow time scales, while the frozen chemistry assumption implies only mixing be-
tween fuel and oxidizer with no reaction. Under these assumptions, the mass fraction profiles
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Figure 1.1 Inifinitely fast chemisty (IFC) and pure mixing limits as a function of mixture
fraction for: (a) fuel mass fraction, (b) oxidizer mass fraction, and (c) product mass fraction.
5for the fuel and oxidizer are completely characterized as linear functions of the mixture frac-
tion. Under the infinitely fast chemistry assumption, fuel and oxidizer cannot coexist, therefore
the mass fraction profiles are represented by discontinuous linear functions that approach zero
at the stoichiometric condtion. The product mass fraction profile is represented by a piecewise
linear function with a maximum value at the stoichiometric condition. Under the frozen chem-
istry assumption, the fuel and oxidizer mass fraction profiles linearly approach their values from
one free stream condtion to the other, while the product remains exactly zero because no reaction
takes place. The chemical composition for real flames exists somewhere between the infinitely
fast and frozen limits suggesting the need for another parameter besides the mixture fraction to
characterize the flow. For laminar diffusion flames the scalar dissipation (which is related to the
rate of molecular mixing) is commonly selected as the additional needed parameter. The Steady
Laminar Flamelet Model (SLFM), developed by Peters [44], extends these ideas to model a tur-
bulent flame. The basis for the SLFM begins with the assumption that the reaction zone is thin
compared to the flow scales, therefore, the turbulent “flamelets” can be assumed to have the same
composition as a one-dimensional, laminar flame. The SLFM therefore suggests that the species
mass fractions, and flame temperature are only functions of the mixture fraction and the scalar
dissipation. In this model, a “flamelet library” that contains all information regarding the flow
field chemistry as a function of the mixture fraction and scalar dissipation can be created a priori
from 1D simulations.
Another modeling technique that has shown success in turbulent combustion is the Con-
ditional Moment Closure (CMC) method developed by Bilger [45] in a RANS sense, but has since
been extended to LES [46, 47]. The CMC suggests that the filtered reaction rates can be more
accurately calculated by conditionally filtering over scalars, such as mixture fraction. The gov-
erning equations are recast in terms of their filtered values conditioned on the mixture fraction.
With this formulation, the filtered chemical source term, scalar dissipation, and scalar variance
(second moment of the mixture fraction) appear as unclosed terms. However, the argument for
the CMC states that their conditional closure makes the common modeling assumptions more ac-
curate because the subgrid conditional fluctuations are small compared to the conditional filtered
value [45]. As is the case with the SLFM, the modeling of scalar mixing is vital in accurately
predicting the unclosed terms in CMC [48].
6One final class of modeling techniques summarized here are those based on the Probabil-
ity Density Function (PDF) method developed by Pope [49, 50, 51, 52] to describe the internal
flame structure, and therefore predict the mean (RANS), or filtered (LES) quantities of interest.
Employing PDF methods usually involves solving a transport equation for the PDF, or joint PDF,
of the mixture fraction or the scalar field. The PDF contains the information regarding the unclosed
reaction rate terms (the simplest form of the model assumes a form of the PDF). Similarly to the
CMC, PDF methods were first developed for RANS applications but have since been extended
to LES by defining the Filtered Density Function (FDF) [53, 54]. In FDF approaches, traditional
techniques solve for the large scale, resolved variables, and a transport equation is solved for the
“subgrid PDF” (the FDF) containing the subgrid information. Both PDF and FDF methods have
a distinct advantage over other modeling techniques because the chemical source term appears in
closed form, however, the scalar mixing still needs modeling. In most FDF approaches, models
for scalar dissipation and scalar variance are utilized to calculate the unclosed subgrid mixing term
[55].
Turbulent combustion modeling via LES remains a challenging problem. The objectives
of the following thesis are therefore to use DNS results of turbulent high pressure H2/O2 flames
to provide a detailed portrait of the subgrid. The emphasis is on understanding the characteristics
of the subgrid molecular fluxes in the presence of realistic multicomponent diffusion formulation.
Several modeling assumptions relevant to specific LES techniques are also examined.
CHAPTER 2
FORMULATION
2.1 Governing Equations
The governing equations for this work describe turbulent combustion including a real gas
state equation, real property models, multicomponent diffusion, and detailed chemistry. They are
only summarized below and the reader is referred to the works of Palle [12], Palle and Miller
[15], and Vasudevan [14] for the complete formulation. The basis for the governing equations is
the compressible form of continuity, momentum, total energy, and species mass fraction transport
equations:
∂ρ
∂t
+
∂
∂xj
[ρuj ] = 0 , (2.1)
∂
∂t
(ρui) +
∂
∂xj
[ρuiuj + Pδij − τij ] = 0, (2.2)
∂
∂t
(ρet) +
∂
∂xj
[
(ρet + P )uj − uiτij +QBKj +
N∑
α=1
H ,αJj,α
]
= Se, (2.3)
∂
∂t
(ρYα) +
∂
∂xj
[ρYα uj + Jj,α] = SYα , (2.4)
where t represents time, xj the spatial coordinate vector, ρ the mixture density, uj the mixture
velocity vector, P the pressure, δij the Kronecker delta tensor, τij the (Newtonian) viscous stress
tensor, et the total specific energy (internal plus kinetic), QBKj the Bearman-Kirkwood form
of the heat flux vector,
∑N
α=1H ,αJj,α the enthalpy flux (N being the total number of species)
in which the partial molar enthalpy for species α is represented by H ,α = ∂H/∂Xα (Xα is
the mole fraction of species α), and the molar mass flux vector for species α by Jj,α, where the
relation Jj,α =MαJ j,α (Mα represents the molecular weight of species α) converts the molar flux
vector to the mass flux vector, and Se the chemical reaction source term for the energy equation
(Se = −
∑N
α=1 ωα∆H
0
α, where ωα is the reaction rate for species α and ∆H0α is the enthalpy
of formation). For the last equation, Yα represents the mass fraction of species α, and SYα is the
chemical reaction source term for species α.
8For the current work, the cubic Peng-Robinson equation of state is employed due to its
capabilities of capturing non-ideal flow phenomena often present in high pressure combustion and
its relative computational efficiency [56, 57]:
P =
RT
V −Bm
−
Am
V
2
+ 2V Bm −B2m
. (2.5)
Here, R represents the universal gas constant, T is the temperature, V is the molar volume, and
Am and Bm are apropriately defined mixture parameters. The reader is referred to [12] for the
complete derivation of the mixture parameters.
2.1.1 Heat/Mass Flux Evaluation
The full forms of the heat and mass flux vectors including cross-diffusion and multicom-
ponent diffusion for an arbitrary number of species were derived from nonequilibrium thermody-
namics [58] and fluctuation theory by Palle [12, 13]. They can be represented as a superposition
of terms according to their respective temperature, mole fraction, and pressure gradients by:
QBKj = Q
T
BKj
+QX1BKj +Q
X2
BKj
+ ....Q
Xα=N−1
BKj
+QPBKj , (2.6)
and
Jj,α = J
T
j,α + J
X1
j,α + J
X2
j,α + ....J
Xα=N−1
j,α + J
P
j,α, (2.7)
where the supercripts T , Xk, and P represent the contribution to the total heat or mass flux vec-
tor proportional to the temperature, individual species mole fraction for species α, and pressure
gradient, respectively. The final forms of the heat and molar mass flux formulations are:
QBKj = −
{
κ+
N−1∑
k=1
N∑
l>k
XkXlα
kl
BKα
kl
BK
Rρ
Mm
Dklm
}
∂T
∂xj
(2.8)
−
N∑
k=1

Xk
N∑
l 6=k
[
Ml
M2m
Xlα
kl
BKρD
kl
m
]
V,k

 ∂P∂xj
−
N−1∑
o=1
N∑
k=1

RT
N∑
l 6=k
[
Ml
M2m
Xlα
kl
BKρD
kl
m
]
αkoD

 ∂Xo∂xj ,
9Jj,k = −nD
kl
m
N∑
l 6=k
{
XkXl
Ml
Mm
αklBK
}
∂lnT
∂xj
(2.9)
−
N∑
l 6=k
nDklm
RT
{
−
MkMl
MmMm
XkXlV,l +
MkMk
MmMm
XkXlV,k
}
∂P
∂xj
−
N−1∑
o=1


N∑
l 6=k
[
−
MkMl
MmMm
XknD
kl
mα
lo
D +
MlMl
MmMm
XlnD
lk
mα
ko
D
]
 ∂Xo∂xj ,
where, n is the molar density (n = ρ/Mm), and Mm =
∑N
α=1XαMα (N being the number of
species) is the mixture molecular weight. The binary mass diffusion factors are represented by
Dklm, the mixture thermal conductivity by κ, and αklBK and αkoD are the thermal and mass diffusion
factors, repectively.
2.1.2 Property Evaluation
The required transport properties are calculated using models based on the principle of
corresponding states which suggests that all species behave universally when normalized by their
apropriate critical parameters (temperature, pressure, volume, compressibility, and acentric fac-
tor). In summary, the mixture viscosity and thermal conductivity are calculated using the Lucas
method and the method of Steil and Thodos, respectively. The method of Fuller et al. is used to
calculate the low pressure binary diffusion coefficients, and a correlation provided by Takahashi
is used to obtain the high pressure values. Palle [12] further improved the accuracy of several
of the property models by curve fitting the differences between the model and experimental data
if the two showed significant disagreement. Vasudevan [14] developed the model for the thermal
diffusion factors by curve fitting experimental data at high pressures in a manner similar to the
principle of corresponding states. Lastly, the heat capacity is calculated directly from the Peng-
Robinson EOS as the departure from the low pressure value obtained from Reid et al. [59] or the
NIST webbook. A more detailed explanation of all property models as well as validations can be
found in Refs. [12, 13, 14, 59].
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2.2 Chemical Kinetics
For the current work, detailed chemistry has been incorporated using a 19 - step, 8 species
(H2, O2, H2O, OH , H , O, HO2, and H2O2) mechanism by Sohn et al. [60]. Details of the
mechanism are provided in Table 2.1.
No. Reaction A[cm.mole.s] β Ea[kJ/mole]
1. O2 +H ⇋ OH +O 2.00 × 1014 0.00 70.30
2. H2 +O ⇋ OH +H 5.06 × 104 2.67 26.30
3. H2 +OH ⇋ H2O +H 1.00 × 108 1.60 13.8
4. OH +OH ⇋ H2O +O 1.50 × 109 1.14 0.42
5. H +H +M ⇋ H2 +M 1.80 × 1018 -1.00 0.00
6. H +OH +M ⇋ H2O +M 2.20 × 1022 -2.00 0.00
7. O +O +M ⇋ O2 +M 2.90 × 1017 -1.00 0.00
8. H +O2 +M ⇋ HO2 +M 2.30 × 1018 -0.80 0.00
k∞ 4.52 × 10
13 0.00 0.00
9. HO2 +H ⇋ OH +OH 1.50 × 1014 0.00 4.20
10. HO2 +H ⇋ H2 +O2 2.50 × 1013 0.00 2.90
11. HO2 +H ⇋ H2O +O 3.00 × 1013 0.00 7.20
12. HO2 +O ⇋ OH +O2 1.80 × 1013 0.00 -1.70
13. HO2 +OH ⇋ H2O +O2 6.00 × 1013 0.00 0.00
14. HO2 +HO2 ⇋ H2O2 +O2 2.50 × 1011 0.00 -5.20
15. OH +OH +M ⇋ H2O2 +M 3.25 × 1022 -2.00 0.00
k∞ 7.45 × 10
13
-0.37 0.00
16. H2O2 +H ⇋ H2 +HO2 1.70 × 1012 0.00 15.70
17. H2O2 +H ⇋ H2O +OH 1.00 × 1013 0.00 15.00
18. H2O2 +O ⇋ OH +HO2 2.80 × 1013 0.00 26.80
19. H2O2 +OH ⇋ H2O +HO2 5.40 × 1012 0.00 4.20
Table 2.1 Detailed chemical kinetic mechanism for H2/O2 combustion [60] and corresponding
forward reaction constants: kr = AT βexp(−EA/RT ). Third body efficiencies: H2 = 1.00,
O2 = 0.35, H2O = 6.5. Reaction rate coefficients dependent on pressure are calculated as
kr = k∞k0[M ]/(k∞ + k0[M ]) where k0, and k∞ are the low and high pressure reaction rate
coefficients, respectively.
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2.3 Numerical Approach
The DNS code developed by Palle [12] is the basis for the current work. Although Palle
conducted only 1D simulations, the current study extends the analysis to 3D simulations. In brief,
the code solves the governing equations for a 3D, temporally developing, non-premixed reacting
shear layer configuration used extensively throughout the research field [23, 61, 62, 29, 63, 8].
Details of the computational flow field, computational mesh, and numerical scheme used in this
work are presented below.
2.3.1 Computational Domain
Figure 2.1 shows the computational domain, which includes counter-flowing streams of
fuel and oxidizer. The mixing region is located at the center of the domain where a “smooting”
function (error function in this case) is used to gradually transition each primitive variable from
their initial value in the oxidizer stream to their corresponding initial value in the fuel stream.
The transition length from one free stream to the other is defined by the vorticity thickness, δ0.
From the vorticity thickness, and the initial values for the fuel and oxidizer species in each free
stream, a flame Reynolds number is defined by ReF = U0δ0ρ0/µ0; where U0 is the velocity
difference across the two streams, and ρ0 and µ0 represent the average density and viscosity from
each free stream value, respectively. For the current simulation, ReF = 850 was selected in order
to present the most turbulent flame possible for the given computational resources. Initially, the
temperature was set to T0 = 700K and the pressure to P0 = 100atm everywhere throughout
the domain. In order to create a quasi-self-similar binary hydrogen-oxygen initial condition, the
flame was allowed to burn under 1D diffusive characteristics only (uj = 0, ∂∂x1 = ∂∂x3 = 0)
to a specified non-dimensional time denoted by, t∗d = td(U0/δ0). Once the diffusive time was
reached (t∗d = 4 for this case), the full form of the momentum equations were solved completely.
Boundary conditions for the mixing layer are periodic in the x1 and x3 directions, while the x2
direction consists of non-reflecting outflow conditions based on characteristc waves discussed in
Refs. [64, 9]. For the current work, the convective Mach number was chosen to be 0.35. In
order to instigate the transition to turbulent flow, a forcing is initially superimposed in the vorticity
thickness region at the most unstable wavelength calculated from linear stability analysis [12]. For
this work, 4 vorticies were imposed in both the x1 and x3 directions to ensure a fully 3D flow.
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Figure 2.1 Computational domain for the reacting temporal mixing layer.
2.3.2 Computational Mesh
The computational mesh in the x1 and x3 directions consists of equally spaced grid points
from 0 ≤ x1 ≤ L1 and 0 ≤ x3 ≤ L3, respectively. An analytical mapping function found in [65]
has been added to the code in the x2 direction by the author. The grid spacing is fine (∆x2 / ∆x1 ≈
1) in the vorticity thickness region, and much coarser (∆x2 / ∆x1 ≈ 5) at each of the free stream
boundaries. The scales necessary to numerically resolve the entire flow field are much smaller
in the mixing region than in the free stream. Therefore, incorporating this mapping function
alleviates excess computational time in the free stream regions. Also, the boundary conditions
[64, 9] imposed for this work in the x2 direction can be problematic when large wave amplitudes
(such as a pressure wave from ignition) contact the boundaries causing unphysical oscillations,
thereby corrupting the solution. Utilizing the mapping function allows the x2 boundaries to be
extended further from the mixing region while preserving proper grid resolution which increases
the physical time until the large amplitude pressure wave contacts the boundary.
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Mapping the physical x2 direction into computational space, η, is done by the following
analytical function:
η (x2) = A+
1
β
sinh−1
[(
x2 + L2/2
D
− 1
)
sinh (βA)
]
. (2.10)
Here, β is the clustering parameter that governs the degree to which the grid spacing is “stretched”
or “sqeezed”, D represents the location for which the grid clustering takes place (D = L2/2 for
this work), and A is a constant defined by:
A =
1
2β
ln

 1 +
(
eβ − 1
) (
D
L2
)
1 + (e−β − 1)
(
D
L2
)

 . (2.11)
The metric of the tranformation which maps all derivatives to the computational space ( ∂
∂x2
=
∂η
∂x2
∂
∂η
) is:
∂η
∂x2
=
sinh (βA)
βD
√
1 +
[
x2
D
− 1
]2
sinh2 (βA)
. (2.12)
Finally, becasue the desired solution lies in physical space, it is necessary to transform all variables
evaluated in computational space back to their physical value by the following relationship:
x2 (η) = D
[
1 +
sinh [β (η −A)]
sinh (βA)
]
. (2.13)
Figure 2.2 represents an example mesh corresponding to the analytical mapping function in the x2
direction.
2.3.3 Numerical Scheme
The numerical algorithms employed to solve Eqs. (2.1) - (2.4) are explained in detail in
[66] and they are only briefly discussed here. The time derivatives are based on a fourth order
Runge-Kutta integration routine and the spatial derivatives are based on an eigth order central
explicit finite difference method. Tenth order filtering is also applied at each Runge-Kutta stage to
reduce spurious oscillations in the solution. Parallelization is achieved by incorporating Message
Passing Interface routines to decompose the computational domain. Simulations were conducted
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on Clemson University’s “Palmetto Cluster,” which includes 771 dual processor quad core nodes
networked with a 10 gigabit per second Myrinet network.
CHAPTER 3
Results
Results are presented for a single H2/O2 flame simulation run on 384×384×232 ≈
34 × 106 grid points and on 512 processing cores. The results from this work begin with data
specifically related to DNS and conclude with a subgrid mass flux vector analysis. The DNS
data focuses on the statistical evolution of the flame. More specifically, the temperature, species
mass fractions, and species dependent reaction rates are observed as a function of mixture fraction
to obtain a global view of the chemical processes as the mixing layer develops temporally. The
subgrid analysis focuses on scalar dissipation, scalar variance, temperature variance, and subgrid
kinetic energy calculated by filtering the DNS data. These variables are then plotted as a function
of mixture fraction to provide information relevant to the LES modeling techniques. The final
section focuses on the subgrid mass flux vector and compares its filtered form (exact) with an
assumption that it can be evaluated only in terms of the filtered primitive variables.
3.1 DNS Results
As the mixing layer evolves, the 4 vortices initially imposed on the flow field begin to
grow and pair, and eventually transition towards turbulent [67]. Figure 3.1 portrays a 2D plane,
taken from the x3 = L3/2 location, of the mixture fraction from t∗ = 4 to t∗ = 80. As the
mixing layer evolves, the 4 initial vortices imposed on the flow field begin to grow (t∗ = 20)
and pair (t∗ = 40). At the last time (t∗ = 80), the 4 initial vorticies have been reduced to 2. A
combination of longer simulation time and higher Reynolds number would be needed to capture a
truly turbulent flame; however, the available computational resources precluded this.
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Figure 3.1 2−D plane of mixture fraction at x3 = L3/2: (a) t∗ = 4, (b) t∗ = 20, (c) t∗ = 40,
(d) t∗ = 80.
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Another means of portraying the flame structure is to present “scatter” plots of various
quantities as a function of only the mixture fraction. For example, Fig. 3.2 displays the time
evolution of the normalized temperature field at t∗ = 20, 40, and 80. The value φ = 0 indi-
catespure O2, whereas φ = 1 indicates pure H2. The maximum flame temperatures reached at
t∗ = 80 are consistent with the results found in [12, 14] for hydrogen/oxygen. Observing the
temperature profile at early times (t∗ = 20), it is evident that the finite rate chemical kinetics are
still evolving throughout the mixing layer. This is highlighted by the significant amounts of scatter
near the stoichiometric condition (see 0.1 ≤ φ ≤ 0.2). As the simulation evolves, the chemical
reaction proceeds, and, at t∗ = 80, the so-called fast chemistry limit is approached near the sto-
ichiometric region. Significant scatter still exists in regions away from stoichiometric conditions
(0.25 ≤ φ ≤ 0.5); suggesting that the chemical reactions are still progressing in these regions.
Appropriate LES models should accurately capture this unsteady development of the flame, and
the results presented here offer a template for future modeling efforts to verify their solution.
As mentioned in Section 2.3.3, the chemical makeup of the numerical simulation consists
of 8 species, which can be further broken down into 4 major species; hydrogen (H2), oxygen (O2),
hydroxide (OH), and water (H2O), and 4 minor species; hydrogen radical (H), oxygen radical
(O), hydroperoxy radical (HO2), and hydrogen peroxide (H2O2). Figure 3.3 presents the mass
fraction evolution of the major species at t∗ = 20, 40, and 80 as a function of the mixture fraction.
Once again, the finite rate chemical effects are evident at early times (t∗ = 20) as indicated by
the scatter apparent in the formation of water for a given mixture fraction, and the significant
amounts of hydrogen and oxygen located near the oxidizer and fuel streams, respectively. As the
fast chemistry limit is approached (t∗ = 40), most of the oxygen near the fuel stream has been
converted to water, and by t∗ = 80, there is very little oxygen present from the stoichiometric
region to the fuel stream. Also, at t∗ = 80, the stoichiometric region is defined by large amounts of
water (> 0.85), and very small amounts of hydrogen and oxygen (< 0.1). The maximum amount
of hydroxide is relatively constant as the simulation evolves, however, the scatter is significantly
reduced in the limit of fast chemistry. The profiles for the hydrogen and oxygen radicals are
presented in Fig. 3.4 and indicate that these species are in a more equilibrium state than the major
species.
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Figure 3.2 Temperature profiles (T0 = 700K) vs. mixture fraction: (a) t∗ = 20, (b) t∗ = 40, (c)
t∗ = 80.
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Figure 3.3 Major species mass fractions vs. mixture fraction: (a) t∗ = 20, (b) t∗ = 40, (c)
t∗ = 80.
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(b) t∗ = 40, (c) t∗ = 80.
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Figures 3.5 and 3.1 represent the species dependent reaction rates at t∗ = 40 and t∗ = 80
as a function of mixture fraction, respectively. Positive values in the scatter represent species for-
mation, and negative values represent the destruction of the particuar species. From t∗ = 40 to
t∗ = 80 the general profile for each species remains similar, however, the magnitude of the maxi-
mum reaction rate decreases due to the simulation approaching chemical equilibrium. The hydro-
gen profiles indicate a destruction process near the stoichiometric condition, but small amounts of
hyrdogen are seen forming in the 0.25 < φ < 0.7 band, which represents chemical activity in the
fuel side of the flame. The oxygen profile represents almost complete destruction throughout the
entire mixing layer with the overall reaction rate decreasing from t∗ = 40 to t∗ = 80. Water, be-
ing the main product species, displays a complete formation process throughout the mixing layer.
The profiles for hydroxide and the oxygen radical are similar in that they demonstrate a forma-
tion process from the oxidizer stream to the stoichiometric condition, and a destruction process
from the stoichiometric condition to the fuel stream. The hydrogen radical opposes the profiles
of hydroxide and oxygen radical in that the hydrogen radical is destroyed from the the oxidizer
stream to the stoichiometric condition and created on the immediate rich side of the stoichiometric
condition. However, the hydrogen radical is once again seen undergoing a destruction process as
the mixture fraction advances to the pure fuel stream. The overall magnitudes of the hydroperoxy
radical and hydrogen peroxide reaction rates are significantly smaller than all other species, and
their profiles suggest maximum formation just on the lean side, and maximum destruction just on
the rich side, of the stoichiometric condition. The hydroperoxy radical differs in profile from the
hydrogen peroxide in that the hydroperoxy radical displays another peak in destruction near the
oxidizer stream (0.01< φ <0.08). Both species exhibit little to no chemical reaction near the fuel
stream.
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Figure 3.5 Reaction rates vs. mixture fraction at t∗ = 40 for: (a) H2, (b) O2, (c) H2O, (d) OH ,
(e) H , (f) O, (g) HO2, (h) H2O2.
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Figure 3.6 Reaction rates vs. mixture fraction at t∗ = 80 for: (a) H2, (b) O2, (c) H2O, (d) OH ,
(e) H , (f) O, (g) HO2, (h) H2O2.
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Figure 3.7 Chemical source term for energy equation (Se) vs. mixture fraction: (a) t∗ = 40, (b)
t∗ = 80.
Finally, the chemical heat release term, Se = −
∑N
α=1 ωα∆H
0
α, which appears in the
energy equation, [Eq. (2.3)], is portrayed in Fig 3.7 for t∗ = 40 and t∗ = 80. The strictly
positive values in both plots represent the exothermic nature of the flame. Modeling the filtered
heat release terms represents an important aspect of LES which is beyond the scope of the current
work, however, the DNS data presented here provide a reference for future work directed in this
area.
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3.2 Subgrid Analysis
The formulation of the LES equations involves the decomposition of each instantaneous,
resolved variable (Ψ) into a filtered component plus a subgrid fluctuating component, Ψ =< Ψ >
+Ψ′. The filtered variable, < Ψ >, is mathematically defined in Eq. (3.1):
〈Ψ〉 (x) =
∫
Ω
G(xj − x
′
j)Ψ(x
′
j)dx
′
j , (3.1)
where G(xj) represents the filter kernel defined over the domain, Ω. For this work, a spherical top-
hat filter is employed, which yields results invariant to coordiante transformations, and the filtered
diameters considered include ∆/∆x1 = 4, ∆/∆x1 = 11, and ∆/∆x1 = 25, where ∆ represents
the diameter of the filtering sphere. For variable density flows it is convenient to introduce the
concept of Favre filtering, which is a density weighted filter related to the standard filter by the
expression, 〈〈Ψ〉〉 =< ρΨ > / < ρ >. The Favre decomposition of each instantaneous varibale
consists of a Favre filtered component plus a subgrid, Favre fluctuating component, Ψ = 〈〈Ψ〉〉+
Ψ′′.
The (Favre) filtered governing equations are:
∂ 〈ρ〉
∂t
+
∂
∂xj
[〈ρ〉 〈〈uj〉〉] = 0 , (3.2)
∂
∂t
(〈ρ〉 〈〈ui〉〉) +
∂
∂xj
[〈ρ〉 〈〈uiuj〉〉+ 〈P 〉 δij − 〈τij〉] = 0, (3.3)
∂
∂t
(〈ρ〉 〈〈et〉〉) +
∂
∂xj
[〈ρ〉 〈〈etuj〉〉+ 〈Puj〉 − 〈uiτij〉] (3.4)
+
∂
∂xj
[〈
QBKj
〉
+
〈
N∑
α=1
H ,αJj,α
〉]
= 〈Se〉 ,
∂
∂t
(〈ρ〉 〈〈Yα〉〉) +
∂
∂xj
[〈ρ〉 〈〈Yαuj〉〉+ 〈Jj,α〉] = 〈SYα〉 . (3.5)
All terms in the filtered governing equations, except for the Favre filtered time derivatives and
the convective term in the continuity equation, appear as unclosed, as they require unresolved
information about the subgrid. However, the DNS data provides all of the information regarding
the instantaneous variables of interest. Therefore, either filtering or Favre filtering the DNS data
yields the “exact” subgrid information (Ψ′ = Ψ− < Ψ > or Ψ′′ = Ψ− 〈〈Ψ〉〉).
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The unclosed terms above include the diffusion terms
〈
QBKj
〉
and 〈Jj,α〉. The terms are
often reduced to their simplified, constant property, Fourier and Fickian forms (QBKj = −κ ∂T∂xj ,
Jj,α = −ρDm
∂Yα
∂xj
) in the turbulent combustion literature [41, 68, 30]. The filtering operation
in this case yields closed forms for the fluxes:
〈
QBKj
〉
= −κ∂<T>
∂xj
, and 〈Jj,α〉 = − < ρ >
Dm
∂〈〈Yα〉〉
∂xj
. However, the present analysis consists of substantially more complicated forms for
the heat and mass flux vectors [Eqs. (2.9) and (2.10)] which do not yield simple closed filtered
forms directly. Although many of the above terms would be interesting to examine with the
current DNS, the focus of the present study is primarily on providing a detailed examination of
the filtered mass flux vectors, 〈Jj,α〉 as these are of direct importance to the local flame dynamics.
More specifically, detailed comparisons of the filtered mass flux vector, 〈Jj,α(Ψ)〉, with the mass
flux vector directly calculated using the filtered variables, Jj,α(< Ψ >), are made. Note that the
difference in these terms define the subgrid mass fluxes: 〈Jj,α(Ψ)〉−Jj,α(< Ψ >). It has recently
been suggested that the subgrid mass fluxes may be negligible for high pressure mixing flows [69].
However, this assumption may not be appropriate in combustion due to the associated large scalar
gradients.
The Favre filtered mass fraction variance (
〈〈
Y
′′2
α
〉〉
), represents the degree to which the
subgrid fluctuations deviate from the filtered value. Figures 3.8 and 3.9 display the evolution of
the Favre filtered mass fraction variances for a ∆/∆x1 = 11 filter width. Most common LES
modeling techniques do not solve the transport equations for each species, but rather a single
transport equation for the mixture fraction. In this formulation, the Favre filtered mixture fraction
variance (
〈〈
φ
′′2
〉〉
) appears as a term that needs modeling. The evolution of the Favre filtered
mixture fraction variance is presented Fig. 3.10. The maximum variance is somewhat constant
from t∗ = 40 to t∗ = 80, however, the subgrid is more developed at t∗ = 80 compared to t∗ = 40.
The development of the subgrid can be inferred from the larger density of points located on the
rich side of the mixture fraction at t∗ = 80 than at t∗ = 40. These asymmetric fluctuations are due
to the lighter molecular weight of the fuel species (H2) compared to the oxidizer species (O2). The
heavier oxygen dampens subgrid fluctuations, which is evident by the small variance magnitudes
in the oxidizer streams at both times. As the flow becomes more turbulent, one would expect
the filtered mixture fraction variance to become more developed throughout the entire mixture
fraction space.
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The velocity variance also offers insight to the extent of development of the subgrid. The
related Favre filtered subgrid kinetic energy, < ksg >= 1/2
〈〈
u
′′
i u
′′
i
〉〉
, is present in Fig. 3.11,
utilizing a filter width of ∆/∆x1 = 11. The evolution of the subgrid kinetic energy suggests that
the flame is becoming more turbulent, as the maximum values grow in time. Also, the density of
points increases across the span of mixture fractions as the simulation evolves; signifying a more
“active” subgrid. Consistent with the results in [7], the larger values of subgrid kinetic energy,
implying a more turbulent nature, occur in the lighter hydrogen stream. This is the result of the
denser oxygen stream acting to dampen the velocity fluctuations.
The final subgrid variance mapped in mixture fraction space is the Favre filtered temper-
ature variance
〈〈
T ′′2
〉〉
, which is depicted in Fig. 3.12. The temporal evolution of the filtered
temperature variance shows the subgrid fluctuations to be significant throughout the entire mix-
ture fraction space as the flow evolves. At t∗ = 40 the regions of highest temperature variance
occur near the stoichiometric region which indicates large temperature variations near the flame
front. At t∗ = 80 the large values near the stoichiometric region have diminished, implying an
overall decrease in temperature gradients within the flame.
One of the most important terms involved in the modeling techniques of LES is the subgrid
filtered scalar dissipation. The mathematical formulation of the species dependent subgrid filtered
scalar dissipation (〈χα〉) results from deriving a transport equation for the filtered subgrid mass
fraction variances,
〈〈
Y
′′
α Y
′′
α
〉〉
:
〈χα〉 = −2
〈
J
′
j,α
∂Y
′′
α
∂xj
〉
(3.6)
Furthermore, many LES combustion models make use of modeled forms of the filtered subgrid
mixture fraction dissipation:
〈
χφ
〉
= −2
〈
J
′
j,φ
∂φ′′
∂xj
〉
(3.7)
where Jj,φ is the mass diffusion flux vector for the mixture fraction. Each of these terms provides
quantitative measures of the extent of subgrid development, in addition to the variances.
Models for the filtered subgrid scalar dissipation are found in the literature [55, 48, 16, 70],
however, their applications to high pressure combustion including multicomponent, differential,
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and cross diffusoin are limited. Figures 3.13 - 3.15 display the filtered species dependent subgrid
scalar dissipations calculated from the DNS field using a flter size: ∆/∆x1 = 11 (effects of ∆
are explored below). Figures 3.13 and 3.14 are intended to provide a global view of the subgrid
mixing process for each species. The negative values, which are not observed for the simplified
Fickian diffusion model, seen in some of the species are the result of the multicomponent (JX6=αj,α )
and cross diffusion due to temperature gradients (JTj,α) manifesting themselves as locally “anti-
diffusive.” Cross diffusion due to pressure gradients was found to be negligible.
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Figure 3.8 Favre filtered mass fraction variances (
〈〈
Y
′′2
α
〉〉
) vs. mixture fraction at t∗ = 40
for: (a) H2, (b) O2, (c) H2O, (d) OH , (e) H , (f) O, (g) HO2, (h) H2O2.
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Figure 3.9 Favre filtered mass fraction variances (
〈〈
Y
′′2
α
〉〉
) vs. mixture fraction at t∗ = 80
for: (a) H2, (b) O2, (c) H2O, (d) OH , (e) H , (f) O, (g) HO2, (h) H2O2.
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Figure 3.10 Favre filtered mixture fraction variance vs. mixture fraction: (a) t∗ = 40, (b)
t∗ = 80.
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Figure 3.11 Favre filtered subgrid kinetic energy vs. mixture fraction: (a) t∗ = 40, (b) t∗ = 80.
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Figure 3.12 Favre filtered temperature variance vs. mixture fraction: (a) t∗ = 40, (b) t∗ = 80.
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Figure 3.13 Filtered subgrid scalar dissipation (< χα >) vs. mixture fraction at t∗ = 40 for: (a)
H2, (b) O2, (c) H2O, (d) OH , (e) H , (f) O, (g) HO2, (h) H2O2.
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Figure 3.14 Filtered subgrid scalar dissipation (< χα >) vs. mixture fraction at t∗ = 80 for: (a)
H2, (b) O2, (c) H2O, (d) OH , (e) H , (f) O, (g) HO2, (h) H2O2.
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Figure 3.15 Filtered mixture fraction subgrid scalar dissipation (< χφ >) vs. mixture fraction
for: (a) t∗ = 40, (b) t∗ = 80.
3.3 Modeling Analysis
LES modeling analyses for the mass flux vector in high pressure, turbulent combustion
involving multicomponent, differential, and cross diffusion is completely lacking in the literature.
The turbulent combustion modeling community has long used the simplifying assumptions that
species diffuse only in the presence of their own concentration gradients (simplified Fickian dif-
fusion) and all species contain equal binary diffusion coefficients. Miller et. al [12, 13, 14, 15]
conducted extensive research suggesting erroneous results if only Fickian diffusion is considered.
The subgrid analysis for this work begins by observing the unknown filtered mass flux vector term
in Eq. (3.5), < Jj,α >. This term is unknown because it requires filtering the mass flux vector
calculated using instantaneous primitive variables (Ψ) not available from LES. The LES flow field
contains information about the filtered primitive variables, < Ψ >, therefore the LES information
only contains Jj,α(< Ψ >). The difference between < Jj,α > and Jj,α(< Ψ >) defines the
unclosed subgrid information.
Recently, Selle et al. conducted an a priori analyses for the subgrid mass flux vector
in a supercritical, non-reacting, hydrogen/oxygen mixing layer. They suggest that the subgrid
mass flux vector fluctuations are negligible, i.e. < Jj,α >≈ Jj,α(< Ψ >), and do not require
modeling. The assumption is based on an examination of the gradients of the subgrid mass flux
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vector, ∂
∂xj
[< Jj,α(Ψ) > −Jj,α(< Ψ >)]. They observed that the globally averaged vector
magnitude was an order of magnitude smaller than other terms in the LES filtered mass fraction
transport equation. However, in combustion the associated scalar gradients can be much larger
than in pure mixing. Furthermore, turbulent flame dynamics are known to be sensitive to local
phenomena (strain rates, dissipation, subgrid kinetic energy, etc.), including extinction and re-
ignition. Therefore, a globally averaged order of magnitude analysis cannot be used to determine
if the subgid fluctuations are negligible.
The current analysis seeks to test the validity of neglecting the subgrid mass flux vector
fluctuations for a reacting flow by calculating the: correlation coefficient of < |Jj,α(Ψ)| > with
|Jj,α(< Ψ >)|, the PDF of the vector magnitudes, and the PDF of the alignment angle between
the vectors. The analysis is done in both a globally defined manner (in this case condtioned
on 0.01 ≤ φ ≤ 0.99) as well as locally defined regions. These local regions are defined by
conditionally filtering on: the stoichiometric conditions (0.1 ≤ φ ≤ 0.2), elevated temperature
regions (T/T0 ≥ 2), high reaction rate regions (ωα/E(ωα) ≥ 2), where E(Ψ) represents the
expected value of Ψ within 0.01 ≤ φ ≤ 0.99, regions of high filtered scalar dissipation (< χα >
/E(< χα >) ≥ 2), large subgrid kinetic energy (< ksg > /E(< ksg >) ≥ 2), large filtered
mixture fraction variance (
〈〈
φ
′′2
〉〉
/E(
〈〈
φ
′′2
〉〉
) ≥ 2), and large filtered temperature variance
(
〈〈
T
′′2
〉〉
/E(
〈〈
T
′′2
〉〉
≥ 2)). If < Jj,α >≈ Jj,α(< Ψ >), signifying the subgrid mass flux
vector fluctuations are indeed negligible, the correlation between each term should be close to
unity in all of the aforementioned local regions. Low values of correlation coefficients indicate
significant subgrid contributions that would require modeling to accurately capture the true filtered
mass flux value.
3.3.1 Correlation Coefficients
Figures 3.16 and 3.17 present the correlation coefficients, C(| < Jj,α > |, |Jj,α(< Ψ >
)|), of the magnitudes of each mass flux vector for varying filter widths (∆/∆x1 = 0, 4, 11,
and 25) conditioned on each specific localized region of the flow at t∗ = 40 and t∗ = 80. For
∆/∆x1 = 0, the DNS field is recovered and all correlations return to exactly unity. It should
be noted that δω0 represents the initial vorticity thickness of the mixing layer. The filter widths
are non-dimensionalized by the initial vorticity thickness in Figs. 3.16 and 3.17 to provide a
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physical reference length. The results of the correlation coefficients conditioned on 0.01 ≤ φ ≤
0.99 [Figs. 3.16(a) and 3.17(b)] are similar to the results obtained in [69] in that they suggest
< Jj,α >≈ Jj,α(< Ψ >) at both t∗ = 40 and t∗ = 80. The correlation coefficient remains ≈ 0.8
or higher for all filter widths and both reported simulation times. However, as the filter width is
increased, the correlation does decrease, suggesting that as the subgrid becomes more developed
(as in high Reynolds number LES), modeling becomes more necessary.
At t∗ = 40 in Fig. 3.16, the stoichiometric region (0.1 ≤ φ ≤ 0.2) yields a good
correlation (≥ 0.8) between mass flux vectors at small to medium filter widths, however, at the
largest filter width, HO2, O, OH , and H2O2 become significantly less correlated (≤ 0.7). For
the same condition at t∗ = 80, the correlations display a large span of values for each different
species at the varying filter widths. The species O, HO2, H2O2, and OH show a decrease in
correlation as the filter width increases, while O2, H2, H , and H2O show an initial decrease in
correlation to the small filter width, followed by a slight increase in correlation from the small
filter width to the largest filter width. Non monotonic trends in some of the other figures are
explained below. The region corresponding to elevated temperatures, T/T0 ≥ 2, yields similar
results to the global condition in that the correlations are high (≥ 0.8) for all species at both times.
This result is most likely due to the significant amount of points satisfying both condtions. The
region corresponding to high reaction rates suggests the correlation coefficients strongly depend
on filter width. Some of the lowest correlations (≈ 0.2) are found when the largest filter width
is applied in the high reaction rate zones, indicating that subgrid contributions are important.
The correlations do slightly improve from t∗ = 40 to t∗ = 80, however, the reaction rates are
significantly smaller, due to the flame approaching chemical equilibrium at the later times. This
suggests that subgrid mass flux vector modeling may be important during the chemical evolution
of the flame. This becomes less significant as chemical equilibrium is approached. Whenever
regions of high scalar dissipation rate are isolated, the correlations become poor as the filter width
is increased. However, the correlations do improve from t∗ = 40 to t∗ = 80, because the scalar
dissipation, which is directly related to the subgrid mass flux vector [Eq.(3.6)], decreases from
t∗ = 40 to t∗ = 80; implying an overall decrease in subgrid mass flux fluctuations.
An initial view of the correlation coefficients in regions of large subgrid kinetic energy and
mixture fraction variance seem erroneous because multiple species (O2,O,OH ,HO2, andH2O2)
38
exhibit extremely high correlations at the largest filter width. Also, the lowest correlations for all
species tend to occur at the smallest, non-zero filter width. These seemingly counter-intuitive
behaviors can be explained by investigating the scalar variance (Figs. 3.13 and 3.14), subgrid
kinetic energy (Fig. 3.11), and scalar variance (Fig. 3.10) plots. The regions of large subgrid
kinetic energy and scalar variance are confined to the rich side of the stoichiometric condition
(φ ≥ 0.25). In these regions, the scalar dissipation values of all species, except H2, H , and H2O,
are at their minimal values which represents minimal mass flux vectors as well. Figure 3.18 shows
the implications of filtering near the free stream conditons for different filter widths. For small
filter widths in the regions of large subgrid kinetic energy and scalar variance, the filtering takes
place within a volume that contains non-zero mass fluxes for H2, H , and H2O, thus the poor
correlations. As the filter width is increased, a larger portion of free stream points, where the mass
fluxes are minimal, are included in the filter, therefore, the correlation increases. This causes the
“jump” in coefficients from the small filter to the medium filter. For the species other than H2,
H , and H2O, the correlations are excellent at large filter widths because all properties relating to
the subgrid mass flux activity are minimal in these regions. Increasing the filter width in these
locations only brings in more negligible subgrid values. If only the correlation coefficients for
H2, H , and H2O are examined for regions of large subgrid kinetic energy and scalar variance, a
very poor correlation is observed. As the subgrid becomes more developed, the correlations for
H2, H , and H2O decrease inferring that as the turbulence increases, the filtered mass flux vector
will deviate further from the mass flux vector calculated by the primitive variables. Focusing on
regions of high temperature variance, poor correlations are seen in most of the species at t∗ = 80,
except for H2 and H2O because the regions of high temperature variance are located near the
stoichiometric condition (which represents some of the lowest regions of scalar dissipation for
H2 and H2O). At t∗ = 40, the correlations are improved because the subgrid is not as well
developed, however, O and OH still correlate poorly. Conditioning the mass flux vector model
on high temperature variance suggests the subgrid mass flux vector is significant. The above
discussions reveal the reason for choosing the ∆/∆x1 = 11 filter size for the majority of the
results presented in this study. This filter size has a sufficiently develped subgrid to make the
analysis plausible. However, it is not so large to include excessive numbers of free stream points
which can confuse the analysis. It also corresponds to a plausible LES mesh size. Finally, with
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this in mind, the raw data from which the correlation coefficients were obtained are presented in
scatter form in Figs. 3.19-3.26 for ∆/∆x1 = 11 at t∗ = 80.
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Figure 3.16 Correlation Coefficients, C(| < Jj,α(Ψ) > |, |Jj,α(< Ψ >)|), for varying filter
widths at t∗ = 40 conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d)
ωα/E(ωα) ≥ 2, (e) < χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)〈〈
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Figure 3.17 Correlation Coefficients, C(| < Jj,α(Ψ) > |, |Jj,α(< Ψ >)|), for varying filter
widths at t∗ = 80 conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d)
ωα/E(ωα) ≥ 2, (e) < χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)〈〈
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Figure 3.18 Effect of filter width when filtering in regions near a free stream
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Figure 3.19 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for hydrogen
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.20 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for oxygen
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.21 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for water
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.22 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for hydroxide
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.23 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for hydrogen radical
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.24 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for oxygen radical
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.25 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for hydroperoxy
radical conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d)
ωα/E(ωα) ≥ 2, (e) < χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)〈〈
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3.3.2 Vector Magnitude Ratio Distributions
Figures 3.27 and 3.28 present the PDF of the ratio of the magnitude of the modeled mass
flux vector to the magnitude of the filtered flux for each conditional region. The PDF’s indicate the
probability of the modeled mass flux vector to either overpredict or underpredict the filtered value.
To avoid ambiguous values from divisions by small numbers only denominators greater than 5% of
its (0.01 ≤ φ ≤ 0.99) mean were included. The global view of the mixing layer, 0.01 ≤ φ ≤ 0.99,
presents results consistent with the assumption [69] that < Jj,α(Ψ) >≈ Jj,α(< Ψ >) because the
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majority of the magnitudes predicted by Jj,α(< Ψ >) are equal to the magnitude of < Jj,α(Ψ) >.
Near the stoichiometric region [Figs. 3.29(b) and 3.30(b)] and elevated temperature region [Figs.
3.29(c) and 3.30(c)], the vector magnitudes are also, on average, well predicted by the modeled
mass flux vector. For regions of high reaction rate [Figs. 3.29(d) and 3.30(d)], most of the species,
except H2 and O2, display a peak near unity, however, the PDF curves are not symmetric and the
widths vary significantly between species. At t∗ = 40, all species except H2O and H display
significant area under the PDF curve for ratios both greater than and less than one. Species O2,
H2, O, and OH have larger areas under ratios less than one, indicating an underprediction of the
filtered mass flux by the model. Species H2O2 and HO2 distibute more area under ratios greater
than one, indicating overprediction by the model. At t∗ = 80 the PDF curves for all species
become more narrow suggesting better behavior of the model at later times. This trend is also
59
|JH2O2(<Ψ>)| / (ρ0U0)*107
|<J
H
2O
2 (Ψ
)>
|/(
ρ 0
U
0)*
10
7
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
(e) |J
H2O2(<Ψ>)| / (ρ0U0)*107
|<J
H
2O
2 (Ψ
)>
|/(
ρ 0
U
0)*
10
7
0.0 0.5 1.0 1.5 2.0 2.5
0.5
1.0
1.5
2.0
2.5
(f)
|JH2O2(<Ψ>)| / (ρ0U0)*107
|<J
H
2O
2 (Ψ
)>
|/(
ρ 0
U
0)*
10
7
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
(g) |J
H2O2(<Ψ>)| / (ρ0U0)*107
|<J
H
2O
2 (Ψ
)>
|/(
ρ 0
U
0)*
10
7
0.0 0.5 1.0 1.5 2.0 2.5
0.5
1.0
1.5
2.0
2.5
(h)
Figure 3.26 Scatter plots of | < Jj,α(Ψ) > | vs. |Jj,α(< Ψ >)| at t∗ = 80 for hydrogen
peroxide conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d)
ωα/E(ωα) ≥ 2, (e) < χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)〈〈
T
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evident by the increase in correlation coefficients from t∗ = 40 to t∗ = 80. In regions of high
scalar dissipation [Figs. 3.29(e) and 3.30(e)] at t∗ = 40, O2, O, H , and H2O2 display peaks near
unity while H2, H2O, and HO2 show peaks at ratios less than one. All species, except H2O2,
distribute more area under ratios less than one, indicating the modeled mass flux vector most likely
under predicts the filtered value in regions of high scalar dissipation. At t∗ = 80, the peaks for
all species except H2 and H2O have shifted towards unity and the areas under the ratios less than
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one have significantly diminished, indicating an improvement in the model for the majority of the
species.
When conditioning the mass flux vector on regions of large subgrid kinetic energy [Figs.
3.29(f) and 3.30(f)], the focus is directed towards H2, H2O, and H because the filter encapsulates
valid regions for these species. At t∗ = 40, H2, H2O and H display peaks ∼ 0.9, however H has
much less area under ratios significantly away from unity compared to H2 and H2O. At t∗ = 80,
the peaks remain ∼ 0.9, however the width of all 3 species has significantly increased, and large
areas are present under the ratios less than unity. Consistent with the results from the correlation
coefficients, these results suggest the model behavior worsens as the flow becomes more turbulent.
For regions of high mixture fraction variance [Figs. 3.29(h) and 3.30(h)], H2, H2O, and H are
once again the focus. The profiles for H2 and H2O are very similar to each other at each time.
Both species display a peak at ratios significantly less than unity (∼ 0.7), and at t∗ = 80, a second
minor peak has formed at a location greater than unity (∼ 1.3). For H the peaks at both times
are near one, however the widths of the PDF’s suggest both over and under prediction are likely
to occur. In regions of high temperature variance [Figs. 3.29(g) and 3.30(g)] and t∗ = 40, most
of the species exhibit significantly wide profiles with the majority of the area under ratios less
than unity. O2 and H2O do contain sharp peaks near unity, however, the profiles contain more
area under the ratios less than one. The profile for H2 contains multiple peaks under ratios less
that one. These results suggest that the model will most likely under predict the filtered value. At
t∗ = 80, most of the species suggest under prediction, however, O displays multiple peaks that
suggest both over prediction and under prediction.
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3.3.3 Vector Alignment Distributions
Figures 3.29 and 3.30 analyze the alignment angles by presenting the probability density
function (PDF) of the angle between the filtered mass flux vector, < Jj,α(Ψ) >, and the modeled
mass flux vector neglecting the subgrid, Jj,α(< Ψ >). Ideally, the modeled vector would predict
the same direction as the filtered vector, [i.e. cos(θ) = 1]. The results in Figs. 3.29 and 3.30 indi-
cate that the modeled mass flux vector aligns with the filtered vector fairly well for all conditional
regions at both times. All plots display a narrow and large amplitude distribution at cos(θ) = 1.
However, the condtions that correlated poorly display more area under the regions leading up to
the cos(θ) = 1 location. At t∗ = 80, the large subgrid kinetic energy, scalar variance, and temper-
ature variance conditons contain a small area under the cos(θ) = −1 location, indicating that the
modeled vector and the filtered vector are pointing in opposite directions in some locations.
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Figure 3.27 PDF containing the ratios of |Jj,α(< Ψ >)| / | < Jj,α(Ψ) > | at t∗ = 40
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.28 PDF containing the ratios of |Jj,α(< Ψ >)| / | < Jj,α(Ψ) > | at t∗ = 80
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
< χα > /E(< χα >) ≥ 2, (f) < ksg > /E(< ksg >) ≥ 2, (g)
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Figure 3.29 PDF containing the angles between < Jj,α(Ψ) > and Jj,α(< Ψ >) at t∗ = 40
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
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Figure 3.30 PDF containing the angles between < Jj,α(Ψ) > and Jj,α(< Ψ >) at t∗ = 80
conditioned on: (a) 0.01 ≤ φ ≤ 0.99, (b) 0.1 ≤ φ ≤ 0.2, (c) T/T0 ≥ 2, (d) ωα/E(ωα) ≥ 2, (e)
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CHAPTER 4
CONCLUSIONS
Direct Numerical Simulations (DNS) of high pressure, turbulent H2/O2 non-premixed
combustion including detailed chemistry, multicomponent, differential, and cross diffusion have
been conducted for a reacting shear layer. The results were then post processed for information
relevant to the modeling necessities of Large Eddy Simulations (LES) for turbulent combustion.
The DNS results for temperature, mass fractions, and reaction rates, were presented as a function
of mixture fraction as the flow evolved temporally. The DNS data was then filtered, using a spheri-
cal top-hat filter, and various subgrid quantities pertaining to common LES models were analyzed.
These quantities included subgrid filtered mass fraction variances, scalar dissipation, mixture frac-
tion variances, and velocity variances. These results are intended to aid future modeling efforts
pertaining to LES of high pressure combustion.
Modeling turbulent combustion for LES remains a very difficult task. Many combustion
phenomena occur at the smallest diffusive scales and can also be constrained to highly localized
areas of the flow (eg. extinction and re-ignition). This work examined the subgrid mass flux vec-
tor in defined global and localized regions related to turbulent combustion. Globally, the analysis
was conducted between defined free streams based on the mixture fraction (0.01 ≤ φ ≤ 0.99).
Locally, regions conditioned on the stoichiometric condition (0.1 ≤ φ ≤ 0.2), elevated tem-
perature (T/T0 ≥ 2), high reaction rates (ωα/E(ωα) ≥ 2), high filtered scalar dissipation
(< χα > /E(< χα >) ≥ 2), large subgrid kinetic energy (< ksg > /E(< ksg >) ≥ 2),
high filtered mixture fraction variance (
〈〈
φ
′′2
〉〉
/E(
〈〈
φ
′′2
〉〉
) ≥ 2), and high filtered tempera-
ture variance (
〈〈
T
′′2
〉〉
/E(
〈〈
T
′′2
〉〉
) ≥ 2) were analyzed. In each of these regions, the filtered
mass flux vector (< Jj,α(Ψ) >) was compared to the mass flux vector calculated using only the
filtered primitive variables (Jj,α(< Ψ >)); noting that the difference between these two terms
contains the unknown subgrid information. Recently, it was suggested that for non-reacting flows
the subgrid mass flux vector was negligible, i.e. < Jj,α(Ψ) >≈ Jj,α(< Ψ >). The analysis
for this work produced correlation coefficients as well as a vector analysis for < Jj,α(Ψ) > and
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Jj,α(< Ψ >) to measure the impact of the subgrid and determine if modeling is necessary for
reacting flows.
Correlation coefficients, and PDFs of vector magnitudes, and PDFs of alignment angles
between < Jj,α(Ψ) > and Jj,α(< Ψ >) were calculated for each species at varying filter widths.
When evaluated globally and in regions of elevated temperature, the results suggested a strong
correlation, however, the correlations weakened as the filter width increased. In regions of high
reaction rates, the correlations were reasonable for small filter widths while large filter widths
saw a substantial decrease in correlation. Regions of high filtered scalar dissipation and filtered
temperature variance were characterized by somewhat poor correlations for most species (these
regions indicated a more “active” subgrid). There were also poor correlations in regions of large
subgrid kinetic energy and filtered mixture fraction variance when appropriate species were ex-
amined. These trends indicate that as the subgrid becomes more developed (as expected in high
Reynolds number LES), the correlations weaken.
The current work has offered valuable insight into the subgrid mass diffusion vector mod-
eling necessities relevant to LES. It is concluded that for higher Reynolds number, practical flows,
the higher subgrid intensity causes the subgrid mass diffusion vector to require modeling in or-
der to accurately capture the physics of the flow. Future work is therefore needed to conduct
such higher Reynolds number simulations as well as to find a suitable model for the subgrid mass
diffusion vector. Similar progress should also be made in other flames besides H2/O2. A final
recommendation includes directing similar analysis towards the entire span of unclosed terms in
the LES governing equations to address other modeling issues: the end goal being the application
of well founded LES to practical flows.
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