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We study the connection between the Hilbert-Schmidt measure of entanglement
(that is the minimal distance of an entangled state to the set of separable states) and
entanglement witness in terms of a generalized Bell inequality which distinguishes
between entangled and separable states. A method for checking the nearest separa-
ble state to a given entangled one is presented. We illustrate the general results by
considering isotropic states, in particular 2-qubit and 2-qutrit states – and their gen-
eralizations to arbitrary dimensions – where we calculate the optimal entanglement
witnesses explicitly.
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I. INTRODUCTION
Quantum entanglement is one of the most remarkable features of quantum mechanics
[1, 2]. In the last years it became clear that it can serve as a source for various tasks in
quantum information theory (see, e.g., Ref. [3]). Much attention has been paid to explore
the possibilities of applying quantum systems to communication and computing protocols.
Usually, these protocols use the information encoded in qubit systems; however, higher di-
mensional systems, e.g. qutrits, are of increasing interest (see, e.g., [4]). Therefore it is
important to get a more accurate description of entanglement, especially for higher dimen-
sional systems, which includes detecting and measuring entanglement (for an overview see,
e.g., Refs. [5, 6]). For pure states such a description is rather simple whereas for mixed
states it is is more complicated.
The detection of entanglement, that is, distinguishing between separable and entangled
states, has become easy for 2-qubit states only. In this case necessary and sufficient condi-
tions for separability have been found [7, 8], whereas for higher dimensions there exist in
general only necessary conditions for separability. In general, one can define several types of
entanglement measures, for instance, entanglement of formation [9], the concurrence [10, 11]
or the so called distance measures [12, 13].
In this paper a particular distance measure is used, the Hilbert-Schmidt distance, which
quantifies the distance of an entangled state to the set of all separable states. It is discussed
as an entanglement measure in Refs. [14, 15]. We will call this measure shortly Hilbert-
Schmidt measure. In Ref. [16] it is shown that the Hilbert-Schmidt measure of an entangled
state equals the maximal violation of the generalized Bell inequality which will be discussed
in this article.
The paper is organized as follows: In Sect. II we discuss the mathematical basic concepts
and definitions. In Sect. III we re-examine shortly the results of Ref. [16] in order to get a
lemma for determining the nearest separable state to an entangled state. In Sect. IV and
2Sect. V we then illustrate our general results for the cases of isotropic qubit and qutrit states.
Finally, in Sect. VI we discuss isotropic states in arbitrary dimensions.
II. CONCEPTS AND DEFINITIONS
A. Bipartite Systems in a Finite Dimensional Hilbert Space
In this article we consider bipartite systems in a d×d dimensional Hilbert space HdA⊗HdB.
The observables acting in the subsystems HA and HB are usually called Alice and Bob in
quantum communication. Observables are represented by Hermitian matrices and states by
density matrices.
A state ρ is called separable if it can be written as a convex combination of product states:
ρsep =
∑
i
pi ρ
i
A ⊗ ρiB, 0 ≤ pi ≤ 1,
∑
i
pi = 1 . (1)
All states satisfying Eq. (1) form the set of separable states S. If a state is not separable,
i.e., it cannot be written in terms of Eq. (1), then it is called entangled.
We define an isotropic state ρα by (see Refs. [6, 17, 18])
ρα = α
∣∣∣φd+〉 〈φd+∣∣∣ + 1− αd2 1 , α ∈ R , −
1
d2 − 1 ≤ α ≤ 1 , (2)
where the range of α is determined by the positivity of the state. The state
∣∣∣φd+〉 is maximally
entangled and given by ∣∣∣φd+〉 = 1√
d
d−1∑
i=0
|i〉A ⊗ |i〉B , (3)
where {|i〉} is an orthonormal basis in Hd.
The state is called isotropic because it is invariant under any UA ⊗ U∗B transformations
(see Ref. [17])
(UA ⊗ U∗B)ρα(UA ⊗ U∗B)† = ρα , (4)
where U is a unitary operator, U∗ is its complex conjugate. The isotropic state ρα has the
following properties:
− 1
d2 − 1 ≤ α ≤
1
d+ 1 ⇒ ρα separable ,
1
d+ 1 < α ≤ 1 ⇒ ρα entangled .
(5)
Operators on a finite dimensional Hilbert space are elements of another Hilbert space them-
selves, called Hilbert-Schmidt space A = AA⊗AB. In this space the scalar product between
two elements is defined as
〈A,B〉 = TrA†B A,B ∈ A , (6)
with the corresponding Hilbert-Schmidt norm
‖A‖ =
√
〈A,A〉 A ∈ A . (7)
3FIG. 1: Geometric illustration of a plane in Euclidean space and the different values of the scalar
product for states above (~bu), within (~bp) and below (~bd) the plane.
Example for qubits. In case of Alice and Bob acting on a Hilbert space H2A⊗H2B, an arbitrary
observable A can be written in the form
A = a1A ⊗ 1B + ai σiA ⊗ 1B + bi 1A ⊗ σiB + cij σiA ⊗ σjB, a, ai, bi, cij ∈ R . (8)
Note that cij can be diagonalized by 2 independent orthogonal transformations on σ
i
A and σ
j
B
[19]. The operator A represents a density matrix if a = 1/4 and
∑
i(a
2
i +b
2
i )+
∑
i,j c
2
ij ≤ 1/16 .
With help of the norm (7) we can quantify a distance between two arbitrary states ρ1, ρ2,
the Hilbert-Schmidt distance,
dHS(ρ1, ρ2) = ‖ρ1 − ρ2‖ . (9)
Viewing the Hilbert-Schmidt distance as an entanglement measure (see Refs. [14, 15]) we
define the so-called Hilbert-Schmidt measure
D(ρent) = min
ρ∈S
dHS(ρ, ρent) = min
ρ∈S
‖ρ− ρent‖ , (10)
which is the minimal distance of an entangled state ρent to the set of separable states.
An entanglement witness A ∈ A is a Hermitian operator that ‘detects’ the entanglement
of a state ρent via inequalities [8, 16, 20, 21]
〈ρent, A〉 = Tr ρentA < 0 ,
〈ρ, A〉 = Tr ρA ≥ 0 ∀ρ ∈ S . (11)
Geometric illustration. For a geometrical illustration of the above inequalities let us
consider the following: In Euclidean space a plane is defined by its orthogonal vector ~a. The
plane separates vectors which have a negative scalar product with ~a from vectors having a
positive one; vectors in the plane have, of course, a vanishing scalar product (see Fig. 1).
This can be compared with our situation: A scalar functional 〈ρ, A〉 = 0 defines a
hyperplane in the set of all states, and this plane separates ‘left-hand’ states ρl satisfying
〈ρl, A〉 < 0 from ‘right-hand’ states ρr with 〈ρr, A〉 > 0 . States ρp with 〈ρp, A〉 = 0 are
inside the hyperplane. According to the Hahn-Banach theorem, one can conclude that due
to the convexity of the set of separable states, there always exists a plane that separates an
entangled state from the set of separable states.
4FIG. 2: Illustration of an optimal entanglement witness
An entanglement witness is ‘optimal’, denoted by Aopt, if apart from Eq. (11) there exists
a separable state ρ˜ ∈ S such that
〈ρ˜, Aopt〉 = 0 . (12)
It is optimal in the sense that it defines a tangent plane to the set of separable states S and
is therefore called tangent functional [16]; see Fig. 2.
According to Ref. [16], we call the lower one of the inequalities (11) a generalized Bell
inequality, short GBI. ‘Generalized’ means that it detects entanglement and not just non-
locality. Thus it doesn’t serve as a criterion to distinguish between a local hidden variable
(LHV) theory and quantum theory as the usual Bell inequality does. However, pay attention
that in literature the term ‘generalized Bell inequalities’ is also often used for inequalities
that detect non-locality, but are of more general form (more measurements, etc.) than Bell’s
original inequality (see, e.g., Refs. [20, 22]). Bell inequalities, like the CHSH inequality
(Clauser, Horne, Shimony, Holt) [23]
〈ρ, 21−B〉 ≥ 0 , B = ~a · ~σ ⊗ (~b+~b′) · ~σ + ~a′ · ~σ ⊗ (~b−~b′) · ~σ , (13)
with unit vectors ~a,~a′,~b,~b′ ∈ R3 do not necessarily detect entanglement. But the inequality
(13) has to be satisfied by any state ρ that admits a LHV model. There exist examples of
entangled states – so-called Werner states [24] – that do not violate the CHSH inequality.
Nevertheless, every entangled state violates the GBI for an appropriate entanglement
witness A.
Let us re-write Eq. (11) as
〈ρ, A〉 − 〈ρent, A〉 ≥ 0 ∀ρ ∈ S . (14)
The maximal violation of the GBI is defined by
B(ρent) = max
A, ‖A−a1‖≤1
(
min
ρ∈S
〈ρ, A〉 − 〈ρent, A〉
)
, (15)
where the maximum is taken over all possible entanglement witnesses A, suitably normalized,
and a is the coefficient of the unity term of the general expression (8). A general expression
for quantifying entanglement with entanglement witnesses can be found in Ref. [25].
5B. Qubits
A qubit state ω, acting on H2, can be decomposed into Pauli matrices
ω =
1
2
(
1 + ni σ
i
)
, ni ∈ R ,
∑
i
n2i = |~n|2 ≤ 1 . (16)
Note that for |~n|2 < 1 the state is mixed (corresponding to Trω2 < 1) whereas for |~n|2 = 1
the state is pure (Trω2 = 1).
We can write any density matrix of 2-qubits ρ acting on H2 ⊗ H2 (for convenience we
drop the indices A and B from now on) in a basis of 4× 4 matrices, the tensor products of
the identity matrix 1 and the Pauli matrices σi,
ρ =
1
4
(
1⊗ 1 + ai σi ⊗ 1 + bi 1⊗ σi + cij σi ⊗ σj
)
, ai, bi, cij ∈ R . (17)
A product state ω ⊗ ρ has the form
ω ⊗ ρ = 1
4
(
1⊗ 1 + ni σi ⊗ 1 + mi 1⊗ σi + nimj σi ⊗ σj
)
,
ni, mi ∈ R , |~n| ≤ 1 , |~m| ≤ 1 . (18)
Any separable state can be written as the convex combination of expression (18),
ρsep =
∑
k pk
1
4
(
1⊗ 1 + nki σi ⊗ 1 + mki 1⊗ σi + nkimkj σi ⊗ σj
)
,
nki , m
k
i ∈ R ,
∣∣∣~nk∣∣∣ ≤ 1 , ∣∣∣~mk∣∣∣ ≤ 1 . (19)
C. Qutrits
The description of qutrits is very similar to the one for qubits. A qutrit state ω on H3
can be expressed in the matrix basis {1, λ1, λ2, . . . , λ8} with an appropriate set {ni}
ω =
1
3
(
1+
√
3ni λ
i
)
, ni ∈ R ,
∑
i
n2i = |~n|2 ≤ 1 . (20)
The factor
√
3 is included for a proper normalization (see, e.g., Refs. [26, 27]). The matrices
λi (i = 1, ..., 8) are the eight Gell-Mann matrices
λ1 =

 0 1 01 0 0
0 0 0

 , λ2 =

 0 −i 0i 0 0
0 0 0

 , λ3 =

 1 0 00 −1 0
0 0 0

 ,
λ4 =

 0 0 10 0 0
1 0 0

 , λ5 =

 0 0 −i0 0 0
i 0 0

 , λ6 =

 0 0 00 0 1
0 1 0

 ,
λ7 =

 0 0 00 0 −i
0 i 0

 , λ8 = 1√
3

 1 0 00 1 0
0 0 −2

 , (21)
6with properties Tr λi = 0, Tr λiλj = 2 δij.
A 2-qutrit state, acting on H3 ⊗ H3, can be represented in a basis of 9 × 9 matrices
consisting of the unit matrix 1 and the eight Gell-Mann matrices λi
ρ =
1
9
(
1⊗ 1 + ai λi ⊗ 1 + bi 1⊗ λi + cij λi ⊗ λj
)
, ai, bi, cij ∈ R . (22)
By the same argumentation as for qubits any separable 2-qutrit state is a convex combination
of product states
ρsep =
∑
k
pk
1
9
(
1⊗ 1 +
√
3nki λ
i ⊗ 1 +
√
3mki 1⊗ λi + 3nkimkj λi ⊗ λj
)
. (23)
III. CONNECTION BETWEEN HILBERT-SCHMIDT MEASURE AND
ENTANGLEMENT WITNESS
A. Geometrical Considerations about the Hilbert-Schmidt Distance
Before we are going to discuss the Bertlmann-Narnhofer-Thirring Theorem [16] let us
consider the Hilbert-Schmidt distance. The geometrical illustration we are going to derive
turns out to be helpful for the proof of the Theorem.
We can write the Hilbert-Schmidt distance of any two states ρ1, ρ2 ∈ A as
dHS(ρ1, ρ2) = ‖ρ1 − ρ2‖ =
〈
ρ1 − ρ2, ρ1 − ρ2‖ρ1 − ρ2‖
〉
=
〈
ρ1 − ρ2, C¯
〉
. (24)
where we define the operator
C¯ :=
ρ1 − ρ2
‖ρ1 − ρ2‖ . (25)
Instead of C¯ we may also choose C := C¯ + c1 (c ∈ C) and find
dHS(ρ1, ρ2) =
〈
ρ1 − ρ2, C¯
〉
=
〈
ρ1 − ρ2, C¯
〉
+ 〈ρ1 − ρ2, c1〉 = 〈ρ1 − ρ2, C〉 , (26)
since 〈ρ1 − ρ2,1〉 = Trρ1 − Trρ2 = 0 . For convenience we fix c to
c = −〈ρ1, ρ1 − ρ2〉‖ρ1 − ρ2‖ , (27)
and obtain
C =
ρ1 − ρ2 − 〈ρ1, ρ1 − ρ2〉1
‖ρ1 − ρ2‖ . (28)
Analogously to Euclidean space we define a hyperplane P that includes ρ1 and is orthog-
onal to ρ1 − ρ2 as the set of all states ρp satisfying
1
‖ρ1 − ρ2‖ 〈ρp − ρ1, ρ1 − ρ2〉 = 0 . (29)
For all states on one side of the plane, let us call them ‘left-hand’ states ρl, we have
7FIG. 3: Illustration of Eqs. (30) and (31): The scalar product 〈ρl − ρ1, ρ1 − ρ2〉 is negative because
the projection (ρl − ρ1)‖ onto ρ1 − ρ2 points in the opposite direction to ρ1 − ρ2. On the other
side, 〈ρr − ρ1, ρ1 − ρ2〉 is positive for states ρr, because then the projection (ρr − ρ1)‖ points in the
same direction as ρ1 − ρ2.
1
‖ρ1 − ρ2‖ 〈ρl − ρ1, ρ1 − ρ2〉 < 0 , (30)
whereas the states on the other side, the ‘right-hand’ states ρr are given by
1
‖ρ1 − ρ2‖ 〈ρr − ρ1, ρ1 − ρ2〉 > 0 . (31)
For an illustration see Fig. 3.
We can re-write Eqs. (29), (30), and (31) with help of operator C by using
〈ρ , C〉 =
〈
ρ ,
ρ1 − ρ2
‖ρ1 − ρ2‖
〉
− 〈ρ1, ρ1 − ρ2〉‖ρ1 − ρ2‖ 〈ρ ,1〉
=
1
‖ρ1 − ρ2‖ 〈ρ− ρ1, ρ1 − ρ2〉 . (32)
Then the plane P is determined by
〈ρp , C〉 = 0 , (33)
and the ‘left-hand’ and ‘right-hand’ states satisfy the inequalities
〈ρl , C〉 < 0 and 〈ρr , C〉 > 0 . (34)
B. The Bertlmann-Narnhofer-Thirring Theorem
Interestingly, one can find connections between the Hilbert-Schmidt measure and the
concept of entanglement witnesses. In particular, there exists the following equivalence
stated in the Bertlmann-Narnhofer-Thirring Theorem [16]:
Theorem. The Hilbert-Schmidt measure of an entangled state equals the max-
imal violation of the GBI:
D(ρent) = B(ρent) . (35)
8FIG. 4: Illustration of the Bertlmann-Narnhofer-Thirring Theorem
Proof. We want to prove the Theorem in a different way as in Ref. [16].
For an entangled state ρent the minimum of the Hilbert-Schmidt distance – the Hilbert-
Schmidt measure – is attained for some state ρ0 since the norm is continuous and the set S
is compact
min
ρ∈S
‖ρ− ρent‖ = ‖ρ0 − ρent‖ . (36)
In Eqs. (26) and (28) we identify ρ1 = ρ0 and ρ2 = ρent and with C given by Eq. (28) we
obtain the Hilbert-Schmidt measure
dHS(ρ0, ρent) = D(ρent) = 〈ρ0, C〉 − 〈ρent, C〉 . (37)
In Eq. (37) the operator C has to be an optimal entanglement witness for the following
reason: The state ρ0 lies on the boundary of the set of all separable states S and the
hyperplane defined by 〈ρp , C〉 = 0 is orthogonal to ρ0 − ρent. Because ρ0 is the nearest
separable state to ρent the plane has to be tangent to the set S (see Fig. 4). Eqs. (33), (34)
imply the inequalities (11), it therefore follows that C is an optimal entanglement witness
Aopt = C =
ρ0 − ρent − 〈ρ0, ρ0 − ρent〉1
‖ρ0 − ρent‖ , (38)
which we use to rewrite the Hilbert-Schmidt measure (37)
D(ρent) = 〈ρ0, Aopt〉 − 〈ρent, Aopt〉 . (39)
Note that in general the operator C of Eq. (28) (where ρ1 and ρ2 are arbitrary states) is
not yet an entanglement witness.
Since the entanglement witness is optimal, i.e.,
max
A
(−〈ρent, A〉) = −〈ρent, Aopt〉 , (40)
where A is restricted by ‖A− a1‖ ≤ 1 and 〈ρ0, Aopt〉 = 0 , we obtain
D(ρent) = 〈ρ0, Aopt〉 − 〈ρent, Aopt〉 = max
A, ‖A−a1‖≤1
(〈ρ0, A〉 − 〈ρent, A〉)
= max
A, ‖A−a1‖≤1
(
min
ρ∈S
〈ρ, A〉 − 〈ρent, A〉
)
= B(ρent) , (41)
which completes the proof.
Similar methods for constructing an entanglement witness can be found in Ref. [28]; for
other approaches see, e.g., Refs. [29, 30, 31].
9FIG. 5: Illustration why C˜ cannot be an entanglement witness if ρ˜ is not the nearest separable
state. The hatched area is the one were the condition 〈ρ, C˜〉 ≥ 0 ∀ρ ∈ S is violated.
C. How to Check a Guess of the Nearest Separable State
Given an entangled state ρent, for the Hilbert-Schmidt measure we have to calculate the
minimal distance to the set of separable states S, Eq. (10). In general it is not easy to find
the correct state ρ0 which minimizes the distance (for specific procedures, see, e.g., Refs.
[32, 33, 34]). However, we can use an operator like in Eq. (28) for checking a good guess for
ρ0.
How does it work? Let us start with an entangled state ρent and let us call ρ˜ the guess
for the nearest separable state. From previous considerations (Eqs. (28), (29) and (33)) we
know that the operator
C˜ =
ρ˜− ρent − 〈ρ˜, ρ˜− ρent〉1
‖ρ˜− ρent‖ (42)
defines a hyperplane which is orthogonal to ρ˜ − ρent and includes ρ˜. Now we state the
following lemma:
Lemma. A state ρ˜ is equal to the nearest separable state ρ0 if and only if C˜ is
an entanglement witness.
Proof. We already know from Sect. III B that if ρ˜ is the nearest separable state then the
operator C˜ is an entanglement witness. So we need to prove the opposite: If C˜ is an
entanglement witness the state ρ˜ has to be the nearest separable state ρ0. We prove it
indirectly. If ρ˜ is not the nearest separable state then ‖ρent − ρ˜‖ does not give the minimal
distance to S; the plane defined by 〈ρp, C˜〉 = 0 is not tangent to S and thus the existence
of ‘left-hand’ separable states ρsep satisfying 〈ρsep, C˜〉 < 0 follows. That means C˜ cannot
be an entanglement witness (inequalities (11) are not fulfilled), see Fig. 5.
Remark. Of course, in general it is not easy to check wether the operator C˜ is an
entanglement witness. However, for some cases (like in Sects. IV, V and VI) it is easier to
apply the Lemma than using other procedures to determine the nearest separable state.
If C˜ is indeed an entanglement witness then, because it is tangent to S, it is optimal and
can be written as C˜ = Aopt , exactly like Eq. (38). It is the operator for which the GBI is
maximally violated.
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IV. ISOTROPIC QUBIT STATES
For illustration we present now examples. In Ref. [16] the 2-qubit Werner state has been
studied – here we consider the isotropic state in 2 dimensions (acting on H2 ⊗ H2, it is
obtained for d = 2 in Eqs. (2), (3))
ρα = α
∣∣∣φ2+〉 〈φ2+∣∣∣ + 1− α4 1 , −
1
3
≤ α ≤ 1 , (43)
where ∣∣∣φ2+〉 = 1√
2
(|0〉 ⊗ |0〉 + |1〉 ⊗ |1〉) . (44)
In matrix notation in the standard product basis {|0〉 ⊗ |0〉 , |0〉 ⊗ |1〉 , |1〉 ⊗ |0〉 , |1〉 ⊗ |1〉}
we get
ρα =


1 + α
4 0 0
α
2
0 1− α4 0 0
0 0 1− α4 0
α
2 0 0
1 + α
4


, (45)
whereas in terms of the Pauli matrices basis (17) the state can be expressed by
ρα =
1
4
(1 + αΣ) , (46)
with the definition
Σ := σx ⊗ σx − σy ⊗ σy + σz ⊗ σz . (47)
We know that ρα is (recall Eq. (5))
for − 1
3
≤ α ≤ 1
3
separable , for
1
3
< α ≤ 1 entangled . (48)
To compute the Hilbert-Schmidt measure for an entangled isotropic state ρentα we need to
calculate D(ρentα ) = minρ∈S ‖ρ− ρentα ‖ , that is, we need to find the nearest separable state
ρ0 to the entangled state in order to obtain D(ρ
ent
α ) = ‖ρ0 − ρentα ‖ . From the separability
condition (48) we see that the state with α = 1/3 lies on the boundary between separable
and entangled isotropic states. Thus our guess for all isotropic entangled qubit states is
(and we call it ρ˜):
ρ˜ = ρ1/3 =
1
4
(
1 +
1
3
Σ
)
. (49)
Now we have to check that the operator C˜ (42) is an entanglement witness (see Lemma in
Sect. III C). For this purpose we calculate the expressions
ρ˜− ρentα =
1
4
(
1
3
− α
)
Σ with
∥∥∥ρ˜− ρentα ∥∥∥ =
√
3
2
(
α− 1
3
)
, (50)
(note that ‖Σ‖ = 2√3) and
〈
ρ˜, ρ˜− ρentα
〉
= Tr ρ˜(ρ˜− ρentα ) =
1
4
(
1
3
− α
)
. (51)
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Then the operator C˜ is explicitly given by
C˜ =
ρ˜− ρentα − 〈ρ˜, ρ˜− ρentα 〉1
‖ρ˜− ρentα ‖
=
1
2
√
3
(1− Σ) . (52)
We examine that C˜ is an entanglement witness, i.e., we check inequalities (11). For the
entangled state (where α > 1/3) we get
〈
ρentα , C˜
〉
= Tr ρentα C˜ = −
√
3
2
(
α− 1
3
)
< 0 . (53)
So the first condition is satisfied. The second one, the positivity of 〈ρ, C˜〉 for all separable
states ρ we see in the following way. With notation (19) for ρsep the scalar product is
〈
ρsep, C˜
〉
=
∑
k
pk
1
2
√
3
(
1− nkxmkx + nkymky − nkzmkz
)
,
∣∣∣~nk∣∣∣ ≤ 1, ∣∣∣~mk∣∣∣ ≤ 1 . (54)
We have to show that
− nkxmkx + nkymky − nkzmkz ≥ −1 , (55)
then the right-hand side of Eq. (54) remains always positive. (The convex sum of positive
terms stays positive.) From the property
∣∣∣~nk · ~mk∣∣∣ ≤ ∣∣∣~nk∣∣∣ ∣∣∣~mk∣∣∣ ≤ 1 or − 1 ≤ ~nk · ~mk ≤ 1 , (56)
we find indeed that Eq. (55) is satisfied
− nkxmkx + nkymky − nkzmkz ≥ −nkxmkx − nkymky − nkzmkz = −~nk · ~mk ≥ −1 , (57)
which completes the proof that 〈ρ, C˜〉 ≥ 0 ∀ρ ∈ S. So C˜ represents an entanglement witness
Aopt = C˜ =
1
2
√
3
(1− Σ) , (58)
and our guess for the nearest separable state was correct, ρ˜ = ρ0 .
The Hilbert-Schmidt measure for the entangled isotropic state is determined by Eq. (50),
D(ρentα ) =
∥∥∥ρ0 − ρentα
∥∥∥ =
√
3
2
(
α− 1
3
)
. (59)
It only remains to check the Bertlmann-Narnhofer-Thirring Theorem (35). Thus we calculate
the maximal violation B(ρentα ) (15) of the GBI. The maximum is attained for the optimal
entanglement witness Aopt and the minimum for the nearest separable state ρ0 . Then Eq.
(53) determines the value of B(ρentα ) (recall that 〈ρ0, Aopt〉 = 0)
B(ρentα ) = −
〈
ρentα , Aopt
〉
=
√
3
2
(
α− 1
3
)
. (60)
So, indeed D(ρentα ) = B(ρ
ent
α ) , the Hilbert-Schmidt measure equals the maximal violation of
the GBI.
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V. ISOTROPIC QUTRIT STATES
Eqs. (2) and (3) define the isotropic qutrit state for d = 3
ρα = α
∣∣∣φ3+〉 〈φ3+
∣∣∣ + 1− α
9
1 , −1
8
≤ α ≤ 1 , (61)
where ∣∣∣φ3+〉 = 1√
3
(
|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉+ |2〉 ⊗ |2〉
)
. (62)
In matrix notation in the standard product basis
{|0〉 ⊗ |0〉 , |0〉 ⊗ |1〉 , |0〉 ⊗ |2〉 , |1〉 ⊗ |0〉 , |1〉 ⊗ |1〉 , |1〉 ⊗ |2〉 , |2〉 ⊗ |0〉 , |2〉 ⊗ |1〉 , |2〉 ⊗ |2〉}
we have
ρα =


1 + 2α
9 0 0 0
α
3 0 0 0
α
3
0 1− α9 0 0 0 0 0 0 0
0 0 1− α9 0 0 0 0 0 0
0 0 0 1− α9 0 0 0 0 0
α
3 0 0 0
1 + 2α
9 0 0 0
α
3
0 0 0 0 0 1− α9 0 0 0
0 0 0 0 0 0 1− α9 0 0
0 0 0 0 0 0 0 1− α9 0
α
3 0 0 0
α
3 0 0 0
1 + 2α
9


. (63)
In the Gell-Mann matrices representation (22) the state ρα can be expressed by (see also
Ref. [27])
ρα =
1
9
(
1 +
3α
2
Λ
)
, (64)
with the definition
Λ := λ1 ⊗ λ1 − λ2 ⊗ λ2 + λ3 ⊗ λ3 + λ4 ⊗ λ4 − λ5 ⊗ λ5 + λ6 ⊗ λ6 − λ7 ⊗ λ7 + λ8 ⊗ λ8 . (65)
From Eq. (5) we know that
−18 ≤ α ≤ 14 ⇒ ρα separable ,
1
4 < α ≤ 1 ⇒ ρα entangled .
(66)
By the same argument as in the qubit case we guess the nearest separable state to the
state (64)
ρ˜ = ρ1/4 =
1
9
(
1+
3
8
Λ
)
. (67)
Again, to check our guess we examine that the operator C˜ (42) is an entanglement witness.
We need the following expressions
ρ˜− ρentα =
1
6
(
1
4
− α
)
Λ with
∥∥∥ρ˜− ρentα ∥∥∥ = 2
√
2
3
(
α− 1
4
)
, (68)
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(where ‖Λ‖ = 4√2) and
〈
ρ˜, ρ˜− ρentα
〉
= Tr ρ˜(ρ˜− ρentα ) =
2
9
(
1
4
− α
)
. (69)
Then C˜ (42) is explicitly given by
C˜ =
1
3
√
2
(
1− 3
4
Λ
)
. (70)
Now let us check the entanglement witness conditions (11) for C˜
〈
ρentα , C˜
〉
= Tr ρentα C˜ = −
2
√
2
3
(
α− 1
4
)
< 0 . (71)
So the first condition is satisfied since α > 1/4; for the second one we obtain
〈
ρsep, C˜
〉
=
∑
k pk
1
3
√
2
(1− nk1mk1 + nk2mk2 − nk3mk3 − nk4mk4 + nk5mk5
− nk6mk6 + nk7mk7 − nk8mk8) ,
∣∣∣~nk∣∣∣ ≤ 1, ∣∣∣~mk∣∣∣ ≤ 1 . (72)
Since the inequalities (56) apply here as well we have
−nk1mk1 +nk2mk2−nk3mk3−nk4mk4 +nk5mk5−nk6mk6 +nk7mk7−nk8mk8 ≥ −~nk · ~mk ≥ −1 , (73)
so that 〈ρsep, C˜〉 ≥ 0 . Indeed, C˜ represents an entanglement witness and we identify
Aopt = C˜ =
1
3
√
2
(
1− 3
4
Λ
)
and ρ˜ = ρ0 . (74)
With Eq. (68) the Hilbert-Schmidt measure is
D(ρentα ) =
∥∥∥ρ0 − ρentα ∥∥∥ = 2
√
2
3
(
α− 1
4
)
, (75)
and by the same argumentation as for qubits the maximal violation B(ρentα ) (15) of the GBI
is determined by Eq. (71)
B(ρentα ) = −
〈
ρentα , Aopt
〉
=
2
√
2
3
(
α− 1
4
)
. (76)
So again, D(ρentα ) = B(ρ
ent
α ) , we see that the Bertlmann-Narnhofer-Thirring Theorem is
satisfied.
VI. ISOTROPIC STATES IN HIGHER DIMENSIONS
Finally, we want to show how we can generalize our isotropic qubit and qutrit re-
sults to arbitrary dimensions. A general state on Hd can be written in a matrix basis{
1, γ1, . . . , γd
2−1
}
by
ω =
1
d


1+
√
d(d− 1)
2
ni γ
i

 , ∑
i
n2i =: |~n|2 ≤ 1 . (77)
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We have included the factor
√
d(d−1)
2
for the correct normalization and the matrices γi have
the properties
Tr γi = 0 , Tr γiγj = 2 δij . (78)
Considering the tensor product space Hd⊗Hd the notation of separable states is a straight
forward extension to Eqs. (19) and (23)
ρsep =
∑
k pk
1
d2
(
1⊗ 1 +
√
d(d− 1)
2
nki γ
i ⊗ 1
+
√
d(d− 1)
2
mki 1⊗ γi +
d(d− 1)
2
nkim
k
j γ
i ⊗ γj
)
. (79)
A d × d-dimensional isotropic state – as a generalization of the isotropic qubit state (46)
and qutrit state (64) – we express as
ρα =
1
d2
(
1 +
d
2
αΓ
)
, − 1
d2 − 1 ≤ α ≤ 1 , (80)
where we define
Γ :=
d2−1∑
i=1
ci γ
i ⊗ γi , ci = ±1 . (81)
The factor d
2
in Eq. (80) is due to normalization. The splitting of ρα into entangled and
separable states is given by Eq. (5).
There is strong evidence that expression (80) with definition (81) coincides with the
isotropic state definition (2), (3), which we introduced in the beginning, for all dimensions
d × d. That means, there exist d2 − 1 matrices γi with properties (78), which form a basis
together with the identity 1 for all d2 × d2 matrices. They describe the quantum state in
the isotropic way (80), (81) and can be expressed as linear-combinations of density matrix
elements in the standard basis notation.
In this way a generalization of our previous results is possible and can be obtained by
calculations very similar to the ones for qubits and qutrits (see Sect. IV and Sect. V). In
particular, using the same notations as before, we find the following expressions for the near-
est separable state ρ0, the Hilbert-Schmidt measure D(ρ
ent
α ) and the optimal entanglement
witness Aopt :
ρ0 = ρ 1
d+1
=
1
d2
(
1 +
d
2(d+ 1)
Γ
)
, (82)
D(ρentα ) =
∥∥∥ρ0 − ρentα
∥∥∥ =
√
d2 − 1
d
(
α − 1
d+ 1
)
, (83)
Aopt =
d− 1
d
√
d2 − 1
(
1 − d
2(d− 1) Γ
)
. (84)
The maximal violation of the GBI gives
B(ρentα ) = −
〈
ρentα , Aopt
〉
=
√
d2 − 1
d
(
α − 1
d+ 1
)
, (85)
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thus we see that again D(ρentα ) = B(ρ
ent
α ) and Theorem (35) is satisfied.
Remark. For the limit of infinite dimensions, d → ∞ , the distance or the maximal
violation of GBI approaches the parameter α , that means, the region where the isotropic
state is separable shrinks to zero (see in this connection Refs. [33, 34]).
VII. CONCLUSIONS
In this paper we enlighten the connection between the Hilbert-Schmidt measure of entan-
glement and an optimal entanglement witness. This connection is viewed via the Bertlmann-
Narnhofer-Thirring Theorem (35) which states that the Hilbert-Schmidt measure equals the
maximal violation of a generalized Bell inequality. This inequality detects entanglement
versus separability and not like the original Bell inequality non-locality versus locality. Fur-
thermore, we present a method how to guess the nearest separable state to a given entangled
state. We illustrate the general results with the examples of isotropic qubit and qutrit states
and show a possible generalization of the method for isotropic states of higher dimensions.
However, we remark that in general for non-isotropic states the situation might turn
out to be rather different. The reason is that our method for constructing an optimal
entanglement witness, Eq. (38), involves the nearest separable state ρ0 to a given entangled
one, which in general might turn out to be a difficult task. But in some cases, like in the
case of isotropic states, the Lemma presented in the article will be helpful to use.
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