This paper investigates the methods for learning Bayesian belief network (BN) based predictive models for classification. Our primary interests are in the unrestricted Bayesian network and Bayesian multi-net based classifiers. We present our algorithms for learning these classifiers and also the methods for fighting the overfitting problem. A natural method for feature subset selection is also studied.
INTRODUCTION
Many tasks -including fault diagnosis, pattern recognition and forecasting -can be viewed as classification, as each requires identifying the class labels for instances, each typically described by a set of features (attributes).
Learning accurate classifiers from pre-classified data is a very active research topic in machine learning and data mining. In the past two decades, many algorithms have been developed for learning decision-tree and neural-network classifiers. While Bayesian networks (BNs) (Pearl 1988) are powerful tools for knowledge representation and inference under conditions of uncertainty, they were not considered as classifiers until the discovery that Naïve-Bayes, a very simple kind of BNs that assumes the attributes are independent given the class node, are surprisingly effective (Langley et al. 1992 ).
This paper further explores this role of BNs. Section 2 provides the framework of our research, introducing Bayesian networks and describing standard approaches to learning simple Bayesian networks, then briefly describing five classes of BNs -Naïve-Bayes, tree augmented Naïve-Bayes (TANs), BN augmented Naïve-Bayes (BANs), Bayesian multi-nets and general BNs (GBNs). Section 3 describes methods for learning GBNs and Bayesian multi-nets. This section also describes our approaches to avoiding overfitting and feature subset selection.
Section 4 presents and analyzes the experimental results, over a set of standard learning problems obtained from the UCI Machine Learning Repository (Murphy and Aha, 1995) . In Section 5, we give a brief introduction to our BN classifier learning system. Finally, we conclude our work in Section 6.
FRAMEWORK

BAYESIAN NETWORKS
A Bayesian network
is a directed acyclic graph (DAG) <N,A> with a conditional adding decision nodes and utility nodes, BN models can also be extended to decision networks for decision analysis (Neapolitan, 1990) .
Applying Bayesian network techniques to classification involves two sub-tasks: BN learning (training) to get a model and BN inference to classify instances. In Section 4, we will demonstrate that learning BN models can be very efficient. As for Bayesian network inference, although it is NP-hard in general (Cooper, 1990) , it reduces to simple multiplication when all the values of the dataset attributes are known.
LEARNING BAYESIAN NETWORKS
The two major tasks in learning a BN are: learning the graphical structure, and then learning the parameters (CP table entries) for that structure. As it is trivial to learn the parameters for a given structure that are optimal for a given corpus of complete data -simply use the empirical conditional frequencies from the data (Cooper and Herskovits 1992) -we will focus on learning the BN structure.
There are two ways to view a BN, each suggesting a particular approach to learning. First, a BN is a structure that encodes the joint distribution of the attributes. This suggests that the best BN is the one that best fits the data, and leads to the scoring-based learning algorithms, that seek a structure that maximizes the Bayesian, MDL or Kullback-Leibler (KL) entropy scoring function (Heckerman 1995; Cooper and Herskovits 1992) .
Second, the BN structure encodes a group of conditional independence relationships among the nodes, according to the concept of d-separation (Pearl 1988) . This suggests learning the BN structure by identifying the conditional independence relationships among the nodes. Using some statistical tests (such as Chi-squared test and mutual information test), we can find the conditional independence relationships among the attributes and use these relationships as constraints to construct a BN. These algorithms are referred as CI-based algorithms or constraint-based algorithms (Spirtes and Glymour 1996; Cheng et al. 1997a) . Heckerman et al. (1997) compare these two general learning, and show that the scoring-based methods often have certain advantages over the CI-based methods, in terms of modeling a distribution. However, Friedman et al. (1997) show theoretically that the general scoring-based methods may result in poor classifiers since a good classifier maximizes a different functionviz., classification accuracy. Greiner et al. (1997) reach the same conclusion, albeit via a different analysis. Moreover, the scoring-based methods are often less efficient in practice.
This paper further demonstrates that the CI-based learning algorithms do not suffer from these drawbacks when learning BN classifiers.
BAYESIAN NETWORK CLASSIFIERS
In general, there are five classes of BN classifiers: Naïve-Bayes, Tree augmented Naïve-Bayes (TANs), Bayesian network augmented Naïve-Bayes (BANs), Bayesian multi-nets and general
Bayesian networks (GBNs).
Naïve-Bayes
A Naïve-Bayes BN, as discussed in (Duda and Hart, 1973) , is a simple structure that has the class node as the parent node of all other nodes (see Figure 1) . No other connections are allowed in a Naïve-Bayes structure. Figure 1: A simple Naïve Bayes structure Naïve-Bayes has been used as an effective classifier for many years. It has two advantages over many other classifiers. First, it is easy to construct, as the structure is given a priori (and hence no structure learning procedure is required). Second, the classification process is very efficient.
Both advantages are due to its assumption that all the features are independent of each other.
Although this independence assumption is obviously problematic, Naïve-Bayes has surprisingly outperformed many sophisticated classifiers over a large number of datasets, especially where the features are not strongly correlated (Langley et al. 1992) .
In recent years, a lot of effort has focussed on improving Naïve-Bayesian classifiers, following two general approaches: selecting feature subset (Langley and Sage 1994; Kohavi and John 1997; Pazzani 1995) and relaxing independence assumptions (Kononenko 1991; Friedman et al. 1997) . Section 2.3.2 to Section 2.3.4 introduce BN models that extend Naïve-Bayes by allowing dependencies among the features.
Tree Augmented Naïve-Bayes (TAN)
TAN classifiers extend Naïve-Bayes by allowing the attributes to form a tree. (Note that in form a tree; c is the class node.) Learning such structures can be easily achieved by using a variation of the Chow-Liu algorithm (Chow and Liu 1968) . The performance of TAN classifiers is studied in Friedman et al. (1997) and Cheng and Greiner (1999) . 
Bayesian Multi-net
Bayesian Multi-net was first introduced in (Geiger and Heckerman, 1996) and then studied in (Friedman et al., 1997) as a type of classifiers. A Bayesian multi-net is composed of the prior probability distribution of the class node and a set of local networks each corresponding to a value that the class node can take (see Figure 4 ). Bayesian multi-nets can be viewed as a generalization of BANs. A BAN forces the relations among the features to be the same for all the values that the class node takes; while a Bayesian multi-net allows the relations among the features to be different -i.e., for different values the class node takes, the features can form local networks of different structures. In a sense, the class node can be also viewed as a parent of all the feature nodes since each local network is associated with a value of the class node.
Comparing to Naïve-Bayes, TAN and BAN, multi-net is the most general form of BN classifier along the line. It has no restriction on the relationships among the attributes. Therefore, it is a kind of unrestricted BN classifier. Please note that although multi-net is more general the BAN, it is often less complex than BAN since some of the local networks can be simpler than others, while BAN need to have a complex structure in order to express all the relationships among the features. 
General Bayesian Network (GBN)
GBN is another kind of unrestricted BN classifier, however, of a different flavor. A common of feature of Naïve Bayes, TAN, BAN and multi-net is that the class node is treated as a special node -the parent of all the features. However, GBN treats the class nodes as an ordinary node (see Figure 5) , it is not necessary a parent of all the feature nodes. The learning methods and the performance of GBN for classification are studied in (Friedman et al. 1997; Cheng and Greiner 1999) .
By comparing GBN and Bayesian multi-net we can see that GBN assumes that there is a single underlying joint probability distribution of the dataset; while multi-net assumes that there are different joint probability distributions when the class node takes different value. This suggests that GBN classifier should work better when there is a single underlying model of the dataset and multi-net classifier should work better when the underlying relationships among the features are very different for different classes. 
MOTIVATIONS
This work continues our earlier work presented in (Cheng and Greiner 1999) . In that paper, we studied the CI based methods for learning GBN and BAN and showed that our CI based methods do not suffer from the drawbacks of scoring based methods (see Section 2.2). With a wrapper algorithm, these more general types of BN classifiers do work well as we expected. This paper continues our research in BN classifiers in the following aspects.
1. Our earlier work seems to suggest that the more general forms of BN classifiers can capture the relationships among the features better and therefore make more accurate predictive models. However, it missed an important class of BN classifiers -Bayesian multi-net. We are very interested in evaluating its learning efficiency and performance for classification.
2. In our earlier work, the CI based GBN and BAN learners assume that the ordering of the features is given. We would like to investigate the effect of such orderings by learning the BN classifiers with and without feature (node) orderings. (A node ordering specifies a causal or temporal order of the nodes; we insist that no node can be an ancestor of a node that appears earlier in the order.) 3. When learning GBN, we get a natural feature subset -the Markov blanket (Section 3.4) around the class node. We will study the effectiveness of such feature subsets by using it to simplify Bayesian multi-net classifiers.
LEARNING UNRESTRICTED BN CLASSIFIERS
This section presents learning algorithms for learning general Bayesian networks and Bayesian multi-nets. It also presents the wrapper algorithm that can wrap around the two learners and the algorithm for learning multi-nets using feature subsets.
We implement the GBN learner and the multi-net learner on top of two general purpose BNlearning algorithms: one for the case when node ordering is given (the CBL1 algorithm -Cheng is linear in the number of cases. The efficiency of these algorithms is achieved by directly extending the Chow-Liu tree construction algorithm (Chow and Liu 1968) to a three-phase BN learning algorithm: drafting, which is essentially the Chow-Liu algorithm, thickening, which adds edges to the draft, and thinning, which verifies the necessity of each edge. Given a sufficient number of samples, these algorithms are guaranteed to learn the optimal structure, when the underlying model of the data satisfies certain assumptions. For the correctness proof, complexity analysis and other detailed information, please refer to (Cheng et al. 1997a; Cheng et al. 1997b ).
GBN LEARNER
The learning procedure of GBN classifier is described as follows.
1. Take the training set and the feature set as input.
2. When node ordering is given, call the CBL1 algorithm; otherwise, call the CBL2 algorithm.
3. Find the Markov blanket of the class node.
4. Delete all the nodes that are outside the Markov blanket.
5. Learn the parameters and output the GBN.
MULTI-NET LEARNER
The learning procedure of Bayesian multi-net is described as follows.
2. Partition the training set into subsets by the values of the class node.
3. For each training subset, if node ordering is given, call the CBL1 algorithm; otherwise call the CBL2 algorithm.
4. Learn the parameters of each local network.
5. Output the local networks and the prior probability distribution of the class node.
THE WRAPPER ALGORITHM
Unlike Naïve-Bayes and TAN learners, there is no restriction to the structures that the GBN learner and multi-net learner can learn. Therefore, it is possible that a BN model will try to fit the training set too closely instead of generalizing. This phenomenon is called overfitting. An overfitted model is one that does not perform well on data outside the training samples. In (Cheng and Greiner 1999) , we proposed a wrapper algorithm, which increases the prediction accuracy up to 20% in our experiments. Suppose X-learner is a learning algorithm for classifier X, the wrapper algorithm can wrap around X-learner in the following way.
Wrapper (X-learner)
1. Partition the input training set into internal training set and internal holdout set.
2. Call X-learner using different threshold settings 3. Select a classifier that performs best on the holdout set.
4. Keep this classifier's structure and re-learn the parameters (conditional probability tables) using the whole training set.
Output this new classifier.
When the training set is not large enough, cross validation should be used to evaluate the performance of a classifier.
This wrapper algorithm is fairly efficient since it can reuse all the mutual information tests.
Note that mutual information tests often take more than 95% of the running time of the BN learning process.
FEATURE SUBSET SELECTION
Feature subset selection is an active research topic in data mining. The aim is to keep the learning algorithm focus on the relevant features while ignoring the rest. A lot of research has been done in this area. For example, Langley and Sage (1994) use forward selection to find a good subset of attributes; Kohavi and John (1997) use best-first search, based on accuracy estimates, to find a subset of attributes.
A byproduct of GBN learning is that we can get a set of features that are on the Markov blanket of the class node. The Markov blanket of a node n is the union of n's parents, n's children, and the parents of n's children. This subset of nodes can "shields" n from being affected by any node outside the blanket. When using a BN classifier on complete data, the Markov blanket of the class node forms a natural feature selection, as all features outside the Markov blanket can be safely deleted from the BN. This can often produce a much smaller BN without compromising the classification accuracy.
To examine the effectiveness of such feature subset, we use it to simplify the multi-net learner. The algorithm is described below.
Multi-net Learner with Feature Selection
Call Wrapper (GBN-learner)
with the training set and all features.
2. Get the Markov blanket of the class node.
3. Call Wrapper (multi-net learner) with the training set and the feature subset.
4. Output the multi-net classifier.
EMPERICAL STUDY
METHODOLOGY
Our experiments were carried out using five datasets downloaded from the UCI machine learning repository. When choosing the datasets, we selected datasets with large numbers of cases, to allow us to measure the learning and classification efficiency. We also preferred datasets that have few or no continuous features, to avoid information loss in discretization and to be able to compare the learning accuracy with other algorithms fairly. When we needed to discretize the continuous features, we used the discretization utility of MLC++ (Kohavi et al. 1994 ) on the default setting.
The datasets we used are summarized in Table 1 . Brief descriptions of the five datasets are given below. Adult dataset: The data was extracted from the census bureau database. Prediction task is to determine whether a person makes over 50K a year. As the discretization process ignores one of the 14 attributes ("fnlwgt"), our learners therefore omitted "flnwgt" and used the rest Nursery: Ranking nursery-school applications based on 8 features.
Mushroom: Classifying whether a type of mushroom is edible. Missing values are treated as having the value "?" in our experiments.
Chess: Chess end-game result classification based on board-descriptions.
DNA:
Recognizing the boundaries between exons and introns given a sequence of DNA.
The experiments were carried out using our Bayesian Network PowerPredictor 1 the Chess data set is the reversed order of the features that appear in the data set since it is more reasonable, the ordering we use for other data sets are simply the order of the features that appear in the data set. For the GBN learner, we also assume that the class node it is a root node in the network.
The classification process is also performed using BN PowerPredictor. The classification of each case in the test set is done by choosing, as class label, the value of class variable that has the highest posterior probability, given the instantiations of the feature nodes. The classification accuracy is measured by the percentage of correct predictions on the test sets (i.e., using a 0-1 loss function).
The experiments were performed using a Pentium II 300 MHz PC with 128MB of RAM, running MS-Windows NT 4.0. Table 2 provides the prediction accuracy and standard deviation of each classifier. We ordered the datasets by their training sets from large to small. The best results of each dataset are emphasized using a boldfaced font. To get an idea of the structure of a BN classifier, please see Figure 6 . From Table 2 we can see that all six unrestricted BN classifiers work quite well. Bayesian multinet works better on Nursery and Mushroom; while GBN works better on DNA. The two types of classifiers have similar performance on Adult and Chess. This suggest that some data sets are more suitable for multi-net classifiers while others are more suitable for GBN, depending on whether the underlying relationships among the features are different more different class node values.
RESULTS
We can also see that the feature ordering does not make much difference to the performance of the classifiers. We also tried to provide the BN learners with obviously wrong ordering. Its effect to the classifier's performance is very small. However, with wrong ordering, the classifiers tend to be more complex.
By comparing the performance of the multi-nets without feature selection to the multi-nets with feature selection, we can see that the difference is quite small. However, the multi-nets with feature selection are much simpler. By comparing the running time of learning these classifiers (see Table 3 ), we can see that multi-nets with feature selection can be learned faster. classifiers can be learned efficiently as the longest learning time is less than 25 minutes. Note that the running time for learning the multi-nets with feature selection includes the running time for learning GBN in the first step of the feature subset selection algorithm (see Section 3.4). Table 3 does not give the running time of learning the classifiers without using the wrapper. The general idea is that using the wrapper algorithm is about 3 to 5 times slower than only using the learner alone; and the wrapper model usually tries 7 to 15 different models before it output the best performer. In our experiments, we found that the classification process is also very efficient.
PowerPredictor can perform 200 to over 1000 classifications per second depending on the complexity of the classifier. In order to compare the prediction accuracy reported in this paper to that of GBN, TAN and Naïve Bayes classifiers, we copy the results from (Cheng and Greiner, 1999) and list them in Table 4 . Table 4 also gives the best results reported in the literature on these data sets (as far as we know).
By comparing Table 2 and Table 4 , we can see that the unrestricted BN classifiers have similar prediction accuracy to that of BAN and TAN; and they all work better than the Naïve-Bayes. By looking at the best-reported results, we can see that the unrestricted classifiers achieved the very best results in three of the five data sets. 
INTRODUCTION TO BN POWERPREDICTOR
BN PowerPredictor is MS-Windows based application for learning and using BN predictive models. It is currently in the final testing phase, and will be available for free download in about a month. The system is based on our general BN learning system -BN PowerConstructor, which has been available for free download for over two years and many people have applied it in real world applications (Cheng 1998) .
BN PowerPredictor has a wizard-like user interface -it gathers input information in simple steps. The steps are as follows.
Step 0: Users can select one of the three work modes of the system: 1. Learn new BN classifier. 2. Modify an existing classifier. 3. Use a classifier for classifying new data.
Step 1: Users are asked to provide the location of the database that contains the training data.
Step 2: Users are asked to select a data set from the current database.
Step 3: Users are asked to provide domain knowledge (optional), such as the node ordering and other constrains to the structure. Users can also specify to learn GBN or multi-net; switch on or off the wrapper algorithm.
Step 4: The system will learn a BN classifier from the data
Step 5: Users can view and modify the BN classifier using a graphical editor.
Step 6: Users can specify the cost table of misclassification.
Step 7: Users are asked to provide the location of the database that contains the data set to be classified.
Step 8: The system will classify the data set. If the class of each instance of the data set is actually known, the system will also give the prediction accuracy.
CONCLUSION
In this paper, we studied two types of unrestricted BN classifiers -general Bayesian networks and Bayesian multi-nets. The results show that our CI based BN learning algorithms are very efficient, and the learned BN classifiers can give really good prediction accuracy. This paper also presents an effective way for feature subset selection.
As we illustrate in Figure 6 , the BN classifiers are also very easy to understand for human being. By checking and modifying the learned BN predictive models, domain experts can study the relationships among the attributes and construct better BN predictive models.
Based on these results we believe that the improved types of BN classifiers, such as the ones shown here, should be used more often in real-world data mining applications.
