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Abstract
We show through case studies that it is easier to estimate the fundamental limits of data processing than to construct explicit
algorithms to achieve those limits. Focusing on binary classification, data compression, and prediction under logarithmic loss,
we show that in the finite space setting, when it is possible to construct an estimator of the limits with vanishing error with n
samples, it may require at least n lnn samples to construct an explicit algorithm to achieve the limits.
Index Terms
Bayes envelope estimation, entropy estimation, total variation distance estimation, prediction under logarithmic loss, general-
ized entropy
I. INTRODUCTION
Suppose there exist three machine learning experts that would like to understand the fundamental limits of classification
(Bayes error) [1] for a specific dataset. Since the true distribution that generates the data is unknown, they take three different
approaches:
1) Expert A: given empirical training samples, produce an estimate of the Bayes error that is (near) optimal statistically;
2) Expert B: construct a (near) optimal classifier based on the training sample, and then use its performance on the test set
(may have infinite size) to estimate the Bayes error;
3) Expert C: use the training error of a (near) optimal classification algorithm to estimate the Bayes error.
We ask the question: are there any fundamental differences between experts A,B, and C? Evidently, expert A is not
constrained by any specific approaches as experts B and C are, but if B and C are using (near) optimal classification
algorithms, would B or C achieve the same performance of A if A chooses to act optimally?
Similar situations arise in the understanding of fundamental limits of data compression and sequential prediction under
logarithmic loss, which is given by the Shannon entropy rate [2]. In this situation, there could exist four different experts:
1) A: would like to estimate the limits of compression (near) optimally;
2) B: would like to construct a predictor based on training samples and use its prediction accuracy under logarithmic loss
on the test set (may have infinite size) to estimate the limits;
3) C: would like to use the training error of a (near) optimal sequential predictor to estimate the limits;
4) D: would like to construct a (near) optimal data compressor and use its normalized code length to estimate the limits.
In this situation, are there any fundamental differences between the tasks of these four experts?
The main message from this paper is that there exist significant differences between the difficulties of tasks of these experts
in general. In particular, expert A’s task is generally significantly easier than that of others. More precisely, when there exist
algorithms for expert A to achieve vanishing error with n samples, it may require at least n lnn samples for other experts to
achieve the same performance.
It may be unexpected that the differences between those approaches could be so significant. Indeed, it has been a long
tradition in the information theory and machine learning community to understand the fundamental limits of prediction by
iteratively improving existing prediction algorithms and computing the algorithm performance on the test set as benchmarks.
However, we argue that even if we have a test size of infinite size, this approach may still be strictly significantly sub-optimal
when compared with approaches that directly estimate the fundamental limits without constructing a prediction algorithm
explicitly.
A. Background
In statistics and machine learning, the fundamental limits usually refer to the optimal performance achievable by a certain
class of schemes. Various statistical functional are used to quantify the fundamental limits, such as the KL divergence as the
Stein exponent [3], the Chernoff information [2], the total variation distance [3], and the Shannon entropy [2].
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2Certain functionals are motivated by asymptotic analysis, such as the Stein exponent and the Chernoff information, while
others are exact finite sample fundamental limits, such as the total variation distance and the Shannon entropy. We focus on
the exact fundamental limits in this paper. It turns out that a variety of the well-known fundamental limits in data processing
comes from the Bayes envelope computation, which we introduce briefly below.
Suppose we have a random variable Z ∼ P,Z ∈ Z . For simplicity, we focus on the finite alphabet setting, i.e., the cardinality
|Z| of space Z satisfies |Z| <∞. We would like to predict Z using an arbitrary predictor Zˆ ∈ Zˆ. Note that it is not necessary
that Z = Zˆ . Under loss function L(Z, Zˆ), we define the Bayes envelope (also called generalized entropy) as follows:
U(PZ) = inf
Zˆ
EP [L(Z, Zˆ)] (1)
= inf
Zˆ
∫
L(Z, Zˆ)dPZ . (2)
In other words, the Bayes envelope U(PZ) quantifies the optimal performance one can ever achieve under loss function
L(Z; Zˆ) if the predictor Zˆ is independent of the random variable of interest Z . We have suppressed the dependence of U(PZ)
on the loss function L.
The Bayes envelope satisfies the following properties:
1) It is a concave function of PZ . Indeed, it is defined as the infimum over a family of linear functionals of PZ , which is
in general concave [4, Chap. 3.2.3].
2) Suppose one observes Z1, Z2, . . . , Zn
i.i.d.∼ PZ , and constructs a predictor Zˆ = Zˆ(Z1, Z2, . . . , Zn). Then,
EPZ1,Z2,...,Zn,Z
[
L(Z, Zˆ)
]
− U(PZ) ≥ 0. (3)
This follows from the tower property of conditional expectation and the fact that Z is independent of {Z1, Z2, . . . , Zn}.
These properties reinforces the significance of the Bayes envelope as a measure of fundamental limits. We focus on two
specific cases of the Bayes envelope, which corresponds to prediction under logarithmic loss (which is also intimately connected
to data compression), and binary classification.
1) Prediction under logarithmic loss: the logarithmic loss Llg(z, Pˆ ) is defined as
Llg(z, Pˆ ) = lg
1
Pˆ (x)
, x ∈ Z. (4)
Here lg denotes log2. In other words, the reconstruction Pˆ ∈ Zˆ lies in the space of probability measures Zˆ on Z . The
Bayes envelope in this case reduces to
U(PZ) = H(PZ) =
∑
z∈Z
PZ(z) lg
1
PZ(z)
, (5)
where H(PZ) is the Shannon entropy. It follows from the nonnegativity of the KL divergence.
2) Binary classification: in binary classification, we have a random vector Z = (X,Y ) ∈ Z = S × {0, 1}, where X
represents the feature, Y represents the label. We use the Hamming loss 1(t(X) 6= Y ) to quantify the performance of
any classifier t : S 7→ {0, 1}. The Bayes envelope in this setting is reduced to [1, Chap. 2]:
U(PZ) = EP [min{η(X), 1− η(X)}] , (6)
where η(x) = P (Y = 1|X = x). If we further know that P (Y = 1) = P (Y = 0) = 12 , then
U(PZ) =
1
2
− 1
4
L1(PX|Y=0, PX|Y=1), (7)
where L1(P,Q) denotes the L1 distance between two probability measures defined as L1(P,Q) =
∫ |p(x) − q(x)|dν,
and p(x) = dPdν , q(x) =
dQ
dν .
Now we formally define the two distinct problems of estimating fundamental limits and achieving fundamental limits.
Definition 1 (Estimating the fundamental limits). Given Z1, Z2, . . . , Zn
i.i.d.∼ PZ , the problem of estimating fundamental limits
is defined as solving the following minimax problem:
REST(D, L, n) = min
Uˆ(Z1,Z2,...,Zn)
sup
PZ∈D
EP |Uˆ − U(PZ)|, (8)
where the supremum is over a collection of probability measures on Z , denoted as D, and the infimum is over all possible
estimators of U(PZ) given n empirical samples.
3Definition 2 (Achieving the fundamental limits). Given Z1, Z2, . . . , Zn
i.i.d.∼ PZ , the problem of achieving the fundamental
limit is defined as solving the following minimax problem:
RACH(D, L, n) = inf
Zˆ(Z1,Z2,...,Zn)
sup
PZ∈D
(
EPZ1,Z2,...,Zn,Z
[
L(Z, Zˆ)
]
− U(PZ)
)
, (9)
where the supremum is over a collection of probability measures on Z , denoted as D, and the infimum is over all possible
predictors of Z given n empirical samples.
Since we have assumed that Z lies in a finite alphabet, there exists a natural plug-in estimator for the fundamental limit
U(PZ): the estimator U(Pn), where Pn is the empirical distribution of Z1, Z2, . . . , Zn. Interestingly, U(Pn) is always a lower
estimate of U(PZ) on expectation:
EP [U(Pn)] ≤ U(PZ), (10)
which follows from Jensen’s inequality. Analogously, we can define the performance of this plug-in approach as follows:
Definition 3 (Plug-in approach of estimating fundamental limits). Given Z1, Z2, . . . , Zn
i.i.d.∼ PZ , denote by Pn the empirical
distribution of Z1, Z2, . . . , Zn. In other words, Pn(z) =
∑n
i=1
1(Zi=z)
n for any z ∈ Z . The problem of the plug-in approach
U(Pn) in estimating U(PZ) is defined as the following worst case risk:
RPLU(D, L, n) = sup
PZ∈D
EP |U(Pn)− U(PZ)|, (11)
where the supremum is over a collection of probability measures on Z , denoted as D.
Notation: for non-negative sequences aγ , bγ , we use the notation aγ . bγ to denote that there exists a universal constant
C such that supγ
aγ
bγ
≤ C, and aγ & bγ is equivalent to bγ . aγ . Notation aγ ≍ bγ is equivalent to aγ . bγ and bγ . aγ .
Notation aγ ≫ bγ means that lim infγ aγbγ = ∞, and aγ ≪ bγ is equivalent to bγ ≫ aγ . We write a ∧ b = min{a, b} and
a∨ b = max{a, b}. We use ln to denote loge and lg to denote log2. We denote the vector (Xi, Xi+1, . . . , Xk) by Xki . If i > k,
Xki = ∅. We denote by D(P‖Q) =
∑
x∈S P (x) lg
P (x)
Q(x) the Kullback–Leibler divergence between P and Q.
B. Main results
1) Effective sample size enlargement: We provide explicit solutions of the three aforementioned problems for a variety of D
and L that include prediction under logarithmic loss and the binary classification case. The main findings may be summarizes
by the following statement:
Theorem 1 (“Informal”). Estimating the fundamental limits optimally is easier than achieving the fundamental limits, and using
the plug-in rule to estimate. Concretely, for a variety of D, L, there exists an effective sample size enlargement phenomenon:
REST(D, L, n) ≈ RACH(D, L, n lnn) ≈ RPLU(D, L, n lnn). (12)
In other words, the performance of the optimal scheme in estimating the fundamental limits with n samples is essentially
that of the optimal scheme in achieving the fundamental limits with n lnn samples, which is also essentially that of the plug-in
approach in estimating the fundamental limits with n lnn samples. It is an interesting fact that the two distinct problems,
i.e., achieving the fundamental limits and estimating the fundamental limits using plug-in approach, enjoy essentially the
same performance, while the optimal approach in estimating the limits is far better. The logarithmic sample size enlargement
phenomenon between RPLU and REST was identified in [8] and named effective sample size enlargement. Theorem 1 provides
a generalized view of this phenomenon, which includes RACH in the arena.
Remark 1 (Bias is the dominating factor). The problem of achieving the fundamental limits can be cast as approaching the
limits from the top: indeed, (3) shows us that the average performance of the predictor is always an upper bound on the Bayes
envelope. In contrast, the plug-in approach can be cast as approaching the limits from the bottom: indeed, (10) shows that
the expectation of the plug-in estimator is always a lower bound on the Bayes envelope. However, the optimal approach in
estimating the Bayes envelope does not suffer from any type of bias constraints, which turns out to be the key reason why
the optimal approach achieves a logarithmic gain in the performance. It is interesting to see that the bias constraints in the
other two problems are so severe that within the constraints one cannot achieve the optimal performance in estimating the
fundamental limits.
Concretely, we collect various results scattered in the literature that follow the theme of Theorem 1 for prediction under
logarithmic loss and binary classification, and strengthen the existing results by providing a refined analysis in the binary
classification setting.
The main technical theorem in this paper is the following.
Theorem 2. Consider the case of
41) Z = (X,Y ) ∈ S × {0, 1}, |S| = S;
2) D = P(Q, 12 );
3) Zˆ = t, where t : S 7→ {0, 1} is an arbitrary classifier;
4) L(Z, Zˆ) = 1(Y 6= t(X));
where P(Q, 12 ) denotes the space of probability measures on (X,Y ) ∈ S × {0, 1} that satisfies P (Y = 0) = P (Y = 1) = 12 ,
and PX|Y=1 = Q, and Q = (q1, q2, . . . , qS) is a fixed distribution.
Given n i.i.d. samples X1, X2, . . . , Xn from PX|Y=0, if
lnS . lnn . ln
(
S∑
i=1
√
qi ∧ qi
√
n lnn
)
, (13)
then
REST(D, L, n) ≍
S∑
i=1
qi ∧
√
qi
n lnn
(14)
RACH(D, L, n) ≍
S∑
i=1
qi ∧
√
qi
n
(15)
RPLU(D, L, n) ≍
S∑
i=1
qi ∧
√
qi
n
. (16)
Moreover, the maximum likelihood classifier
tMLE(x) = 1− 1
(∑n
j=1 1(Xj = x)
n
> qx
)
(17)
does not achieve the rate of RACH(D, L, n). The classifier defined as
tQ(x) = 1− 1
({∑n
j=1 1(Xj = x)
n
> qx
}⋃{
qx <
1
n
})
(18)
achieves the rate of RACH(D, L, n).
Remark 2. The results on REST(D, L, n) and RPLU(D, L, n) follow from [5]. The key contribution of this paper is the solution
of RACH(D, L, n), whose upper and lower bounds prove to be non-trivial. Indeed, it may seem weird that the maximum likelihood
classifier does not achieve the minimax regret in achieving the fundamental limits, while RACH(D, L, n) and RPLU(D, L, n)
are of the same order. One intuitive explanation might be the following. Given the knowledge of Q, if we know qx <
1
n , then
we should always classify the symbol x into class zero. It is because even if the symbol x indeed comes from class one, the
regret caused by this wrong classification is well controlled since qx itself is very small.
The following corollary is immediate by taking Q to be the uniform distribution on S.
Corollary 1. It requires n ≫ SlnS samples to achieve vanishing REST(D, L, n) in the worst case, while it requires n ≫ S
samples to achieve vanishing RACH(D, L, n) or RPLU(D, L, n) in the worst case.
Remark 3. It is aesthetically pleasing to see that the effective sample size enlargement phenomenon holds precisely for every
Q, as shown in Theorem 2.
Fig. 1 compares the optimal (REST) and plug-in approaches (RPLU) of estimating fundamental limits with the fundamental
limit achiever (RACH) for the case of P an unknown Zipf distribution with distribution parameter β = 0.3, and Q a known
uniform distribution over support size S = 1, 000. This case was simulated for sample sizes n = 10, 000 : 100, 000 at
increments of 10,000 samples, with each simulation case repeated for 20 iterations. Fig. 2 compares the estimation approaches
with the fundamental limit achiever for the case of both P and Q unknown distributions over a support size of S = 1, 000.
As with the simulations shown in Fig. 1, P is a Zipf distribution with distribution parameter β = 0.3, while Q is a uniform
distribution. Simulations were performed for sample sizes n = 10, 000 : 100, 000 at increments of 10,000 samples, with each
simulation case repeated for 20 iterations.
2) Connections between data compression and entropy estimation: A (source) code Cn : Sn 7→ {0, 1}∗ is defined as an
injective mapping from the set Sn of all sequences of length n over the finite alphabet S of size S = |S| to the set {0, 1}∗
of all binary sequences. We consider here only fixed-to-variable uniquely decodable coding. For a given code Cn, we let
L(Cn, x
n
1 ) be the code length for x
n
1 . For any code Cn, we know [2, Thm. 5.3.1] that
E [L(Cn, X
n
1 )] ≥ Hn(P ), (19)
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Fig. 1: Comparing the estimate (REST) with the plug-in
approach RPLU and the achiever RACH of the fundamental
limit for an unknown P and known Q.
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Fig. 2: Comparing the estimate (REST) with the plug-in
approach RPLU and the achiever RACH of the fundamental
limit for both P and Q unknown.
where
Hn(P ) =
∑
xn1
P (xn1 ) lg
1
P (xn1 )
(20)
is the Shannon entropy of the random variables Xn1 . We consider codes that are designed for a certain family of sources D
that generates real data.
We introduce the normalized average minimax redundancy R¯n(D) as
R¯n(D) , min
Cn∈C
sup
P∈D
1
n
(EP [L(Cn, X
n
1 )−Hn(P )) , (21)
where C denotes the set of all uniquely decodable fixed-to-variable codes. To simplify the argument we adopt the convention to
use the continuous approximation of the code length L(Cn, x
n
1 ), which is lg
1
Q(xn1 )
. We introduce the corresponding continuous
redundancy as follows:
R˜n(D) , inf
Q
sup
P∈D
1
n
D(PXn‖QXn). (22)
The following result is immediate. 1
R˜n(D) ≤ R¯n(D) ≤ R˜n(D) + 1
n
. (27)
Consider the case of D = D0(S), where D0(S) denotes the space of probability measures on S with alphabet size S. The
minimax redundancy for memoryless sources R˜n(D0(S)) has been studied extensively in the literature [20]–[23].
We have the following result whose upper bound follows from [10].
1Indeed, for any code Cn, we can define Q(xn) =
2−L(Cn,x
n
1 )
∑
xn1
2
−L(Cn,x
n
1
) , which leads to
D(PXn‖QXn) = lg

∑
xn1
2−L(Cn,x
n
1 )

+ EPL(Cn,Xn1 )−Hn(P ) (23)
≤ EPL(Cn, X
n
1 ) −Hn(P ), (24)
where we used Kraft’s inequality which states that
∑
xn1
2−L(Cn,x
n
1 ) ≤ 1 [2, Thm. 5.2.1]. On the other hand, for the optimal distribution Q, we use the
Shannon code Cn which satisfies L(Cn, xn1 ) = ⌈lg
1
Q(xn1 )
⌉ and achieves
EPL(Cn,X
n
1 )−Hn(P ) ≤ EP
[
1
lgQ(Xn1 )
+ 1
]
−Hn(P ) (25)
≤ D(PXn‖QXn ) + 1. (26)
6Theorem 3. Suppose S = αn, where α ∈ (0, e2π ) is a constant. Then, the minimax redundancy
lim inf
n
R˜n(D0(S)) ≥ α
2
lg
( e
2πα
)
(28)
lim sup
n
R˜n(D0(S)) ≤ lgBα, (29)
where Bα = αC
α+2
α e
− 1
Cα , Cα =
1
2 +
1
2
√
1 + 4α were introduced in [10].
Remark 4. Theorem 3 shows that if one would like to use the code length L(Cn, X
n
1 ) to estimate the corresponding Shannon
entropy, it would take at least n ≫ S samples, while it only requires n ≫ SlnS samples to estimate the Shannon entropy for
memoryless sources (Lemma 2 in Section II).
One main reason why we discuss the notion of data compression is that unlike the problem of achieving the fundamental
limits, a data compressor leads to an entropy estimator, but a predictor as in Definition 2 does not. It has been a long tradition
in various communities to use compression theoretic approaches to estimate the entropy rate, but Remark 4 suggests that even
the best compressor cannot achieve the optimal performance in entropy estimation. In order to illustrate this seemingly weird
phenomenon, we now investigate the idea of compression based entropy estimation.
The idea of using code length to estimate the Shannon entropy can be viewed as using the following estimator
HˆCompression =
1
n
n∑
i=1
lg
1
QXi|Xi−1(Xi|X i−1)
, (30)
where Q is a specific coding distribution on the space Sn used by the data compressor. The quantity QXi|Xi−1(Xi|X i−1) is
a random variable where the randomness is induced by the random variables X1, X2, . . . , Xi which are i.i.d. with distribution
P . The data compression type estimate is always biased upwards in the sense that
E[HˆCompression]− 1
n
EP lg
1
PXn(Xn)
=
1
n
D(PXn‖QXn) ≥ 0. (31)
The plug-in approach (Def. 3) in entropy estimation can also be viewed in the similar form:
H(Pn) =
1
n
n∑
i=1
lg
1
Pn(Xi)
(32)
= min
P∈D0(S)
1
n
n∑
i=1
lg
1
P (Xi)
, (33)
where Pn is the empirical distribution, and in the last step we used the fact that the empirical distribution maximizes the
likelihood [24, Chap. 2.1]. It is clear that
E[HˆCompression] ≥ H(P ) ≥ E[H(Pn)]. (34)
The key observation is that n-fold product distribution Pn ⊗ Pn ⊗ . . .⊗ Pn cannot be used as coding distribution since it
is dependent on the empirical data and thus unknown to the decoder. The constraint on data compression forces one to use a
distribution Q that is independent of the empirical data. However, if we only care about estimating the fundamental limits, we
can in fact use
1
n
n∑
i=1
gˆ(Xi), (35)
where gˆ is any random function depending on the empirical data Xn1 . It turns out that among estimators of type (35) there
exist minimax rate-optimal estimators that achieve REST(D0(S), L, n) up to universal constants [6]–[9]. It is also interesting
that not only plugging-in the empirical distribution fails to achieve the minimax rates in estimating entropy, plugging-in the
Dirichlet prior smoothed distribution estimates [18] also fails.
The rest of the paper is organized as follows. The collection of existing results in the literature on binary classification
and prediction under logarithmic loss is collected in Section II. The auxiliary lemmas used in the proofs of the main results
in gathered in Section A. We prove the main theorems in Section B. The proofs of the auxiliary lemmas are presented in
Section C.
II. EXISTING RESULTS ON CLASSIFICATION AND PREDICTION UNDER LOGARITHMIC LOSS
A. Classification
Specialize the general definition of achieving the fundamental limits (Def. 2) to the case of
1) Z = (X,Y ) ∈ S × {0, 1}, |S| = S;
72) D = all probability measures on S × {0, 1};
3) Zˆ = t, where t : S 7→ {0, 1} is an arbitrary classifier;
4) L(Z, Zˆ) = 1(Y 6= t(X)).
It is clear that the problem of solving RACH(D, L, n) is nothing but the standard minimax regret problem of binary classification
in statistical learning theory [12]. Indeed,
RACH(D, L, n) = inf
t
sup
P∈D
E[ℓ(t∗, t)], (36)
where
ℓ(t∗, t) = P (Y 6= t(X))− P (Y 6= t∗(X)), (37)
and t∗ is the Bayes classifier defined as t∗(x) = 1(η(x) ≥ 1/2), where η(x) = P (Y = 1|X = x).
Let F = {1(A) : A ∈ 2S} be the collection of all possible classifiers, where 2S is the power set of the feature space S with
the size of 2S . It is clear that the Bayes classifier t∗ belongs to F and the collection of sets 2S has the Vapnik–Chervonenkis
dimension S. Consider the empirical risk minimization (ERM) classifier tˆ that is defined as the classifier that minimizes the
empirical risk:
tˆ = argmin
t∈F
1
n
n∑
i=1
1(Yi 6= t(Xi)). (38)
The ERM classifier is particularly easy to describe in the discrete feature space setting: for every x ∈ S, we have tˆ(x) =
argmax
j
∑n
i=1 1(Yi = j,Xi = x), where j ∈ {0, 1}.
The following result is well known.
Lemma 1. [13] [14, Sec A4.5] [15] Suppose 2 ≤ S ≤ n. Then,
RACH(D, L, n) ≍
√
S
n
, (39)
Furthermore, the minimax regret is achieved by the ERM classifier up to a constant.
Lemma 1 implies that n∗
ACH
(ǫ;D, L) ≍ Sǫ2 for any constant ǫ > 0 that is small enough. Since n∗ACH(ǫ;D, L) is proportional
to S, it suggests intuitively that any classifier would not be able to achieve vanishing worst case regret if it has not seem all
the elements in the feature space S at least once.
B. Prediction under the logarithmic loss
Specializing the general definition of achieving the fundamental limits (Def. 2) to the case of
1) Z = X ∈ S, |S| = S;
2) D = D0(S);
3) Zˆ ∈ D0(S);
4) L(Z, Zˆ) = lg 1
Zˆ(Z)
.
Here the loss function is the logarithmic loss defined in (4), and D0(S) denotes the space of probability measures on S with
alphabet size S.
It is clear that the problem of solving RACH(D, L, n) is nothing but estimating the distribution PX under the KL divergence
loss. Indeed, we have
RACH(D, L, n) = inf
Pˆ (X1,X2,...,Xn)
sup
P∈D
EP
[
D(P‖Pˆ )
]
, (40)
where D(P‖Q) =∑x∈S P (x) lg P (x)Q(x) is the Kullback–Leibler divergence between P and Q.
The following result is well known.
Lemma 2. [16] [17] [9] [8] Under the conditions in Section II-B,
1)
RACH(D0(S), L, n)


= S−12n lg(e)(1 + o(1)) n≫ S
∈ (0,∞) lim Sn = c, c ∈ (0,∞)
= (1 + o(1)) lg
(
S
n
)
n≪ S
; (41)
82) if n & SlnS ,
REST(D0(S), L, n) ≍ S
n lnn
+
lg S√
n
(42)
3) if n & S,
RPLU(D0(S), L, n) ≍ S
n
+
lg S√
n
. (43)
The following corollary is immediate.
Corollary 2. It takes n ≫ SlnS samples to achieve vanishing REST(D0(S), L, n), while it takes n ≫ S samples to achieve
vanishing RACH(D0(S), L, n) and RPLU(D0(S), L, n).
Remark 5. It was shown in [18] that the effective sample size enlargement phenomenon between REST(D0(S), L, n) and
RPLU(D0(S), L, n) also holds for more refined subclasses of D(H) = {P ∈ D0(S) : H(P ) ≤ H}.
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APPENDIX A
AUXILIARY LEMMAS
The following lemma presents the Hoeffding bound.
Lemma 3. [26] Let X1, X2, . . . , Xn be independent random variables such that Xi takes its value in [ai, bi] almost surely
for all i ≤ n. Let Sn =
∑n
i=1Xi, we have for any t > 0,
P {|Sn − E[Sn]| ≥ t} ≤ 2 exp
(
− 2t
2∑n
i=1(bi − ai)2
)
. (44)
The following lemma gives well-known tail bounds for Poisson and Binomial random variables.
Lemma 4. [27, Exercise 4.7] If X ∼ Poi(λ) or X ∼ B(n, λn ), then for any δ > 0, we have
P (X ≥ (1 + δ)λ) ≤
(
eδ
(1 + δ)1+δ
)λ
≤ e−δ2λ/3 ∨ e−δλ/3 (45)
P (X ≤ (1− δ)λ) ≤
(
e−δ
(1− δ)1−δ
)λ
≤ e−δ2λ/2. (46)
Lemma 5. [28] For independent random variables X,Y with finite second moment, we have
Var(XY ) = (EY )2Var(X) + (EX)2Var(Y ) + Var(X)Var(Y ). (47)
Lemma 6. [5, Lemma 34] Suppose X ∼ Poi(λ) or X ∼ Poi(n, λn ), where 0 < λ ≤ n. Then, there exists a universal constant
C > 0 such that
E
[
1
X ∨ 1
]
≤ C
λ
. (48)
Lemma 7. Suppose X ∼ Poi(λ1) or X ∼ B(n, λ1n ), where 0 ≤ λ1 ≤ n. Then,
1) if 0 ≤ λ2 ≤ n, λ2 ≥ λ1, we have
(λ2 − λ1)P (X ≥ λ2) ≤M1λ2 ∧
√
λ2. (49)
2) if λ1 ≥ λ2 ≥ 1 > 0,
(λ1 − λ2)P (X ≤ λ2) ≤M2
√
λ2 (50)
Here M1 > 0,M2 > 0 are universal constants that do not depend on λ1, λ2, or n.
9APPENDIX B
PROOFS OF MAIN THEOREMS
A. Proof of Theorem 2
To simplify notation, we denote
R , PX|Y=0 = (r1, r2, . . . , rS) (51)
Q , PX|Y=1 = (q1, q2, . . . , qS). (52)
Any classifier t is of the form t(x) = 1(x /∈ Aˆ), where Aˆ is the decision regime for class 0 of the classifier t. We have
ℓ(t∗, t) =
1
2
(
R((Aˆ)c) +Q(Aˆ)
)
− P (Y 6= t∗(X)) (53)
=
1
2
(
R((Aˆ)c) +Q(Aˆ)
)
− 1
2
+
1
4
L1(R,Q) (54)
=
1
2
(
Q(Aˆ)−R(Aˆ) + 1
2
L1(R,Q)
)
(55)
=
1
2
(
Q(Aˆ)−R(Aˆ) +R(A)−Q(A)
)
(56)
=
1
2
(
R(A)−Q(A)− (R(Aˆ)−Q(Aˆ))
)
(57)
=
1
2
S∑
i=1
(
(ri − qi)1(i ∈ A)− (ri − qi)1(i ∈ Aˆ)
)
(58)
=
1
2
S∑
i=1
(ri − qi)(1(i ∈ A)− 1(i ∈ Aˆ)), (59)
where the set A = {i : ri > qi} and we have used the Scheffe´ lemma [29, Thm. 5.1] that 12L1(R,Q) = R(A)−Q(A).
It is clear that the regret ℓ(t∗, t) for any t can be written as a function of R,Q, and Aˆ. To simply notation we also denote
ℓ(t∗, t) = ℓ(Aˆ;R,Q) (60)
=
1
4
L1(R,Q)− 1
2
(R(Aˆ)−Q(Aˆ)), (61)
where the set A = {i : ri > qi}.
The next lemma relates the minimax regret of classification under the Poissonized model of approximate probability
distributions to that under the multinomial model of a true probability distribution, where the set of approximate probability
distributions is defined by
D0(S, ǫ) ,
{
P = (p1, p2, . . . , pS) : pi ≥ 0,
∣∣∣∣∣
S∑
i=1
pi − 1
∣∣∣∣∣ < ǫ
}
. (62)
We write the expectation ER to emphasize that the expectation is taken with respect to the distribution P such that PX|Y=0 =
R,PX|Y=1 = Q,P (Y = 1) = 12 .
Note that the minimax regret for classification under the multinomial model with known Q, n observations on support size
S is given by
R(S, n,Q) = inf
Aˆ
sup
R∈D0(S,0)
ER[ℓ(Aˆ;R,Q)], (63)
where the set Aˆ = Aˆ(n · (rˆ1, rˆ2, . . . , rˆS), Q), where (rˆ1, rˆ2, . . . , rˆS) is the empirical distribution of R, and the random vector
(nrˆ1, nrˆ2, . . . , nrˆS) follows multinomial distribution with parameter n,R.
Analogously, we can define the corresponding minimax regret for classification under the Poissonized model with known
Q, support size S and sample size n:
RP (S, n,Q, ǫ) = inf
Aˆ
sup
P∈D0(S,ǫ)
ER[ℓ(Aˆ;R,Q)], (64)
where the set Aˆ = Aˆ(n ·(rˆ1, rˆ2, . . . , rˆS), Q), where (rˆ1, rˆ2, . . . , rˆS) is the empirical distribution of R, and the random variables
(nrˆ1, nrˆ2, . . . , nrˆS) are mutually independent with marginal distribution n · rˆi ∼ Poi(nri).
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Furthermore, we introduce the Bayes regret with respect to a prior µ in the Poisson model as
RB(S, n,Q, µ) = inf
Aˆ
∫
ERτ [ℓ(Aˆ;Rτ , Q)]µ(dR). (65)
We have the following lemmas relating RB(S, n,Q, µ), R(S, n,Q), RP (S, n,Q, ǫ).
Lemma 8. For any S, n ∈ N+, 0 < ǫ < 1, we have
R(S, n(1− ǫ)/2, Q) ≥ RP (S, n,Q, ǫ)− e−n(1−ǫ)/8 − 3ǫ
4
. (66)
Lemma 9. If there exists a constant C > 1 such that
µ
{
P :
S∑
i=1
pi ≤ C
}
= 1, (67)
then
RP (S, n,Q, ǫ) ≥ RB(S, n,Q, µ)− Cµ((D0(S, ǫ))c). (68)
We now begin the proof of Theorem 2.
1) Upper bound:
Given n i.i.d. samples from R = PX|Y=0, we have the empirical distribution Rn = (rˆ1, rˆ2, . . . , rˆS). We construct the
classifier t whose decision regime Aˆ = {i : rˆi > qi} ∪ {i : qi < 1n}. The regret can be written as:
E[ℓ(t∗, t)] =
1
2

 ∑
i:ri>qi
(ri − qi)P (i /∈ Aˆ) +
∑
i:ri≤qi
(qi − ri)P (i ∈ Aˆ)

 (69)
=
1
2

 ∑
i:ri>qi≥ 1n
(ri − qi)P (rˆi ≤ qi) +
∑
i:ri≤qi
(qi − ri)P ({rˆi > qi} ∪ {qi < 1
n
})

 (70)
.
1
2

 ∑
i:ri>qi≥ 1n
1
n
√
nqi +
∑
i:ri≤qi
qi ∧
√
qi
n

 (71)
.
S∑
i=1
qi ∧
√
qi
n
, (72)
where in the first inequality step we used Lemma 7. It is clear that the maximum likelihood approach does not achieve
the minimax regret. Indeed, the maximum likelihood approach generates the decision regime AˆMLE = {i : rˆi > qi}, and
for the special case Q = (0, 0, . . . , 0, 1), it achieves regret exactly
1
2

 ∑
i:qi=0
riP (rˆi ≤ 0)

 = 1
2
S−1∑
i=1
ri(1− ri)n. (73)
Taking ri =
1
n , 1 ≤ i ≤ n where n ≥ S − 1, the regret is of order Sn , which in general cannot be upper bounded by∑S
i=1 qi ∧
√
qi
n =
1√
n
within a universal constant.
2) Lower bound:
We first prove the lower bound under the Poisson sampling model, then we use Lemma 8 and Lemma 9 to convert the
result back to the multinomial setting. Under the Poisson sampling model, for any R = PX|Y=0, the empirical counts
Rn = (rˆ1, rˆ2, . . . , rˆS) satisfies n · rˆi ∼ Poi(nri) and the random variables {ri : 1 ≤ i ≤ S} are mutually independent.
We construct 2S nonnegative vectors indexed by τ ∈ {−1, 1}S, and for each τ , the i-th entry of Rτ is given by
Rτ (i) =
{
qi + τicqi qi ≤ 1n
qi + τic
√ qi
n qi >
1
n
(74)
for any 1 ≤ i ≤ S. Here 0 < c < 1 is a constant that will be chosen later. Note that Rτ in general is a nonnegative
vector but not a probability distribution.
For any given τ = (τ1, τ2, . . . , τS), let τ
j denote the S-tuple that differs from τ only on the j-th coordinate. We assign
the uniform distribution on τ and denote the induced distribution on R as µ. Note that ℓ(Aˆ;R,Q) = 14L1(R,Q) −
1
2 (R(Aˆ)−Q(Aˆ)), and L1(Rτ , Q) = c
∑S
i=1 qi ∧
√
qi
n .
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We write the expectation ERτ to emphasize that the expectation is taken with respect to the distribution P such that
PX|Y=0 = Rτ , PX|Y=1 = Q,P (Y = 1) = 12 .
We have the Bayes regret
inf
Aˆ
∫
ERτ [ℓ(Aˆ;Rτ , Q)]µ(dR) (75)
= inf
Aˆ
∑
τ
2−SERτ ℓ(Aˆ;Rτ , Q) (76)
≥ c
4
S∑
i=1
qi ∧
√
qi
n
− 1
2
sup
Aˆ
∑
τ
2−SERτ (Rτ (Aˆ)−Q(Aˆ)) (77)
=
c
4
S∑
i=1
qi ∧
√
qi
n
− 1
2
sup
Aˆ
S∑
i=1
2−S
∑
τ
ERτ (Rτ (i)− qi)1(i ∈ Aˆ) (78)
=
c
4
S∑
i=1
qi ∧
√
qi
n
− 1
2
sup
Aˆ
S∑
i=1
2−S−1
∑
τ
(
ERτ (Rτ (i)− qi)1(i ∈ Aˆ) + ERτi (Rτ i(i)− qi)1(i ∈ Aˆ)
)
. (79)
For each fixed τ and i, we have
ERτ (Rτ (i)− qi)1(i ∈ Aˆ) + ERτi (Rτ i(i)− qi)1(i ∈ Aˆ) ≤ c(qi ∧
√
qi
n
)
∣∣∣ERτ1(i ∈ Aˆ)− ERτi1(i ∈ Aˆ)
∣∣∣ (80)
≤ c(qi ∧
√
qi
n
)V (Rτ (rˆ
S
1 ), Rτ i(rˆ
S
1 )), (81)
where V (P,Q) = 12L1(P,Q) is the total variation distance, with the variational characterization V (P,Q) = supA |P (A)−
Q(A)|. Here V (P1(pˆS1 ), P2(pˆS1 )) denote the total variation distance between the distributions of the empirical probabilities
{pˆi : 1 ≤ i ≤ S} when the underlying distributions are P1 and P2, respectively.
Hence,
inf
Aˆ
∫
ERτ [ℓ(Aˆ;Rτ , Q)]µ(dR) ≥
c
4
S∑
i=1
qi ∧
√
qi
n
− 1
2
S∑
i=1
2−S−1c(qi ∧
√
qi
n
)
∑
τ
V (Rτ (rˆ
S
1 ), Rτ i(rˆ
S
1 )) (82)
≥ c
4
S∑
i=1
qi ∧
√
qi
n
(
1− sup
τ,i
V (Rτ (rˆ
S
1 ), Rτ i(rˆ
S
1 ))
)
(83)
(84)
Since
sup
τ,i
V (Rτ (rˆ
S
1 ), Rτ i(rˆ
S
1 )) = V (Poi(n(qi − c(qi ∧
√
qi
n
))),Poi(n(qi + c(qi ∧
√
qi
n
)))). (85)
It was shown in [30] that for t, x ≥ 0,
V (Poi(t),Poi(t+ x)) ≤ min
{
1− e−x,
√
2
e
(
√
t+ x−√t)
}
(86)
≤ min
{
1− e−x,
√
2
e
x√
2t+ x
}
. (87)
Hence,
sup
τ,i
V (Rτ (rˆ
S
1 ), Rτ i(rˆ
S
1 )) ≤
2c√
e
. (88)
If we take c ≤
√
e
4 , it is easy to see that
2c√
e
≤ 12 . Hence, we have under the Poisson model
inf
Aˆ
∫
ERτ [ℓ(Aˆ;Rτ , Q)]µ(dR) ≥
c
8
S∑
i=1
qi ∧
√
qi
n
(89)
Denote the minimax regret under the multinomial model with sample size n as R(S, n,Q), it follows from Lemma 8
12
and Lemma 9 that under the multinomial model,
R(S, n(1− ǫ)/2, Q) ≥ c
8
S∑
i=1
qi ∧
√
qi
n
−
(
1 + c
S∑
i=1
qi ∧
√
qi
n
)
µ((D0(S, ǫ))c)− e−n(1−ǫ)/8 − 3ǫ
4
, (90)
where µ is the distribution that assigns equal probability to each vector Rτ defined in (74), and
D0(S, ǫ) =
{
P = (p1, p2, . . . , pS) : pi ≥ 0,
∣∣∣∣∣
S∑
i=1
pi − 1
∣∣∣∣∣ < ǫ
}
. (91)
It follows from Lemma 3 that
µ((D0(S, ǫ))c) ≤ 2e
− 2ǫ2
4c2·
∑S
i=1
q2
i
∧
qi
n (92)
≤ 2e−nǫ
2
2c2 . (93)
Taking ǫ = c
√
2 lnn
n , we have
R(S, n(1− ǫ)/2, Q) ≥ c
8
S∑
i=1
qi ∧
√
qi
n
−
(
1 + c
S∑
i=1
qi ∧
√
qi
n
)
2
n
− e−n(1−c
√
(2 lnn)/n)/8 − 3c
4
√
2 lnn
n
(94)
&
S∑
i=1
qi ∧
√
qi
n
, (95)
when
√
lnn≪∑Si=1√qi ∧√nqi.
B. Proof of Theorem 3
We prove the lower bound. We have
inf
Q
sup
P∈D0(S)
D(PXn‖QXn) = inf
Q
sup
π
∫
D(PXn‖QXn)π(dP ) (96)
≥ sup
π
inf
Q
∫
D(PXn‖QXn)π(dP ) (97)
= sup
π
∫
D(PXn‖
∫
PXnπ(dP ))π(dP ) (98)
= I(P ;Xn), (99)
where π is a prior distribution on the space of memoryless sources D0(S), and we have used the fact that min-max is an upper
bound on max-min, and the Bayes action under the KL divergence loss is the expectation. The quantity I(P ;Xn) denotes the
mutual information between the random distribution P ∈ D0(S), P ∼ π and the empirical observations Xn, which satisfies
X1, X2, . . . , Xn|P i.i.d.∼ P .
We choose the prior π to be the uniform distribution on the simplex in RS , which is of dimension S − 1. It follows from
the data processing inequality that for the empirical distribution Pˆ = Pˆ (Xn), we have
I(P ;Xn) ≥ I(P ; Pˆ ) (100)
= h(P )− h(P |Pˆ ) (101)
= h(P )− h(P − Pˆ |Pˆ ) (102)
≥ h(P )− h(P − Pˆ ). (103)
Since π is the uniform distribution, we have h(P ) = lg 1(S−1)! . Since the empirical distribution satisfies that E‖P − Pˆ‖2 =
Eπ[E‖P − Pˆ‖2|P ] ≤ 1n , it follows from the fact that the Gaussian distribution maximizes differential entropy with the same
second moment that
h(P − Pˆ ) ≤ S − 1
2
lg
(
2πe
n(S − 1)
)
. (104)
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Putting things together, using the fact that for any positive integer n, n! ≤ √2πn(n/e)ne1/(12n),
inf
Q
sup
P∈D0(S)
D(PXn‖QXn) ≥ lg 1
(S − 1)! +
S − 1
2
lg
(
n(S − 1)
2πe
)
(105)
≥ lg
(
1√
2π(S − 1)e
(
e
S − 1
)S−1)
+
S − 1
2
lg
(
n(S − 1)
2πe
)
(106)
= − lg
(
e
√
2π(S − 1)
)
+
S − 1
2
lg
(
e2
(S − 1)2
)
+
S − 1
2
lg
(
n(S − 1)
2πe
)
(107)
=
S − 1
2
lg
(
ne
2π(S − 1)
)
− lg
(
e
√
2π(S − 1)
)
. (108)
Hence, if S = αn, where 0 < α < e2π , we have
inf
Q
sup
P∈D0(S)
1
n
D(PXn‖QXn) ≥ α
2
lg
( e
2πα
)
−O
(
lg n
n
)
. (109)
APPENDIX C
PROOFS OF AUXILIARY LEMMAS
A. Proof of Lemma 7
We prove the first statement first. Since 0 ≤ λ2 ≤ n, λ2 ≥ λ1, we have
(λ2 − λ1)P (X ≥ λ2) ≤ (λ2 − λ1)P (X − λ1 ≥ λ2 − λ1) (110)
≤ (λ2 − λ1)E|X − λ1|
λ2 − λ1 (111)
≤ E|X − λ1|. (112)
It is clear that E|X − λ1| ≤
√
E(X − λ1)2 ≤
√
λ1 ≤
√
λ2. If λ1 < 1, we also have
E|X − λ1| = λ1P (X = 0) +
∞∑
j=1
P (X = j)(j − λ1) (113)
= λ1P (X = 0) + E[X ]− λ1(1− P (X = 0)) (114)
= λ1 (P (X = 0) + 1− 1 + P (X = 0)) (115)
= 2λ1e
−λ1 (116)
≤ 2λ2. (117)
The first statement is proved. Now we consider the second statement. We used the classical splitting operation [5] to represent
random variable X as
X = Y + Z, (118)
where Y ∼ Poi(λ2), Z ∼ Poi(λ1 − λ2) if X ∼ Poi(λ1), and Y ∼ B(n, λ2n ), Z ∼ B(n, λ1−λ2n ) if X ∼ B(n, λ1n ). Note that in
the Poisson case, we have Y is independent of Z , and in the binomial case, we no longer have independence, but the random
variables Y, Z are negatively associated [33, Cor. 8].
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Then,
(λ1 − λ2)P (X ≤ λ2) = (λ1 − λ2)
∞∑
j=0
P (Z = j, Y ≤ λ2 − j) (119)
= (λ1 − λ2)E

 ∞∑
j=0
1(Z = j, λ2 − Y ≥ j)

 (120)
≤ (λ1 − λ2)E


1(Z = 0) +
∞∑
j=1
1(Z = j)
(λ2 − Y )+
j

 (121)
= (λ1 − λ2)E


1(Z = 0) +
∞∑
j=1
1(Z = j)
(λ2 − Y )+
Z

 (122)
≤ (λ1 − λ2)P (Z = 0) + (λ1 − λ2)E
[
(λ2 − Y )+
Z ∨ 1
]
(123)
Using the negative association property of Y and Z , we have
(λ1 − λ2)P (X ≤ λ2) ≤ (λ1 − λ2)P (Z = 0) + (λ1 − λ2)E[(λ2 − Y )+]E
[
1
Z ∨ 1
]
(124)
≤ (λ1 − λ2)e−(λ1−λ2) + E[(λ2 − Y )+]E
[
(λ1 − λ2)
Z ∨ 1
]
(125)
≤ 1
e
+ CE[(λ2 − Y )+] (126)
≤ 1
e
+ CE|λ2 − Y | (127)
≤ 1
e
+ C
√
E(λ2 − Y )2 (128)
≤ 1
e
+ C
√
λ2 (129)
≤ (C + 1
e
)
√
λ2, (130)
where C > 0 is the universal constant in Lemma 6, and we used the assumption that λ2 ≥ 1.
B. Proof of Lemma 8
For an arbitrary δ > 0, it follows from the definition of the minimax regret that there exists a near-minimax decision regime
Aˆ for every sample size n such that
sup
R∈D0(S,0)
ER[ℓ(Aˆ;R,Q)] ≤ R(S, n,Q) + δ. (131)
We now use this decision rule under the Poisson model. For any distribution R ∈ D0(S, ǫ) under the Poisson model, let
n · rˆi ∼ Poi(nri), n′ =
∑S
i=1 nrˆi ∼ Poi(n
∑S
i=1 ri) and B =
∑S
i=1 ri. It follows from the fact that R ∈ D0(S, ǫ) that
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|B − 1| ≤ ǫ. We have under the Poisson model
ER[ℓ(Aˆ;R,Q)] = E
[
1
2
(
Q(Aˆ)−R(Aˆ) + 1
2
L1(R,Q)
)]
(132)
=
1
2
E
[
S∑
i=1
(qi − ri)1(i ∈ Aˆ)
]
+
1
4
L1(R,Q) (133)
=
1
2
E
[
S∑
i=1
(qi − ri/B + ri/B − ri)1(i ∈ Aˆ)
]
+
1
4
L1
(
R
B
,Q
)
− 1
4
L1
(
R
B
,Q
)
+
1
4
L1(R,Q) (134)
≤ 1
2
E
[
S∑
i=1
(qi − ri/B)1(i ∈ Aˆ)
]
+
1
4
L1
(
R
B
,Q
)
+
1
2
E
[
S∑
i=1
(ri/B − ri)1(i ∈ Aˆ)
]
+
1
4
∣∣∣∣L1(R,Q)− L1
(
R
B
,Q
)∣∣∣∣
(135)
≤ 1
2
E
[
S∑
i=1
(qi − ri/B)1(i ∈ Aˆ)
]
+
1
4
L1
(
R
B
,Q
)
+
ǫ
2
+
ǫ
4
(136)
=
∞∑
m=0
(
E
[
ℓ(Aˆ;R,Q)
∣∣∣∣∣n′ = m
]
P (n′ = m)
)
+
3ǫ
4
(137)
≤
( ∞∑
m=0
R(S,m,Q)P (n′ = m)
)
+ δ +
3ǫ
4
(138)
≤ 1 · P (n′ ≤ n(1− ǫ)/2) +R(S, n(1 − ǫ)/2, Q) · P (n′ ≥ n(1− ǫ)/2) + δ + 3ǫ
4
(139)
≤ R(S, n(1− ǫ)/2, Q) + P (Poi(n(1− ǫ)) ≤ n(1− ǫ)/2) + δ + 3ǫ
4
(140)
≤ R(S, n(1− ǫ)/2, Q) + e−n(1−ǫ)/8 + δ + 3ǫ
4
, (141)
where we used the fact that conditioned on n′ = m, the random vector (nrˆ1, nrˆ2, . . . , nrˆS) follows the multinomial distribution
with parameter (n, R∑S
i=1 ri
), the monotonicity of R(S,m,Q) as a function of m, the fact that R(S,m,Q) ≤ 1, and Lemma 4.
Taking supremum over the distribution R ∈ D0(S, ǫ) and using the arbitrariness of δ, we obtain
R(S, n(1− ǫ)/2, Q) ≥ RP (S, n,Q, ǫ)− e−n(1−ǫ)/8 − 3ǫ
4
. (142)
C. Proof of Lemma 9
Define the conditional prior π by
π(A) =
µ(A ∩ D0(S, ǫ))
µ(D0(S, ǫ)) , (143)
we consider the Bayes decision regime Aˆπ under prior π and the corresponding Bayes regretRB(S, n,Q, π). SinceRB(S, n,Q, µ)
is the Bayes regret under µ, applying Aˆπ will result in at least as much as regret:
RB(S, n,Q, µ) ≤
∫
E[ℓ(Aˆπ;R,Q)]µ(dR) (144)
≤
∫
D0(S,ǫ)
E[ℓ(Aˆπ;R,Q)]µ(dR) +
∫
(D0(S,ǫ))c
E[ℓ(Aˆπ ;R,Q)]µ(dR) (145)
≤ µ(D0(S, ǫ))
∫
D0(S,ǫ)
E[ℓ(Aˆπ;R,Q)]π(dR) + Cµ((D0(S, ǫ))c) (146)
≤ RB(S, n,Q, π) + Cµ((D0(S, ǫ))c) (147)
≤ RP (S, n,Q, ǫ) + Cµ((D0(S, ǫ))c), (148)
where we use the fact that the Bayes regret is a lower bound of the minimax regret.
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