Abstract. Symbolic Evaluation is a technique aimed at determining dynamic properties of programs. We extend our intraprocedural dataow framework introduced in 3] to support interprocedural symbolic evaluation. Our data-ow framework utilizes a novel approach based on an array algebra to handle aliases induced by procedure calls. It serves as as a basis for static program analysis (e.g. reaching de nitions-, alias analysis, worst-case performance estimations, cache analysis). Examples for reaching de nitions-as well as alias analysis are presented.
Symbolic Evaluation
In this section we introduce the basics of interprocedural symbolic evaluation as it is used throughout the paper. We abstract from intraprocedural evaluation details such as conditional or repetitive statements in order to be concise. Treatment of intraprocedural symbolic analysis of Ada programs can be found in 3] .
Symbolic evaluation is a form of static program analysis in which symbolic expressions are used to denote the values of program variables and computations (cf. e.g. 5] ). In addition a path condition describes the impact of the program's control ow onto the values of variables and the condition under which control ow reaches a given program point. The underlying program representation for symbolic evaluation is usually the control ow graph (CFG), a directed labelled graph. Its nodes are the program's basic blocks (a basic block is a single entry, single exit, sequence of statements), whereas its edges represent transfers of control between basic blocks. Each edge of the CFG is assigned a condition which must evaluate to true for the program's control ow to follow this edge. Entry and Exit are distinguished nodes used to denote start and terminal node.
Program State and Context
The state S of a program is described by a set of pairs f(v 1 ; e 1 ); : : : ; ( 
Arrays
Besides being an e cient and well-established compound data structure arrays lend themselves nicely to the modelling of memory space (e.g. caches, virtual memory, cf. 4]). In the latter way they can be used to track the adverse e ects of aliasing on interprocedural analysis.
An array is represented as an element of an array algebra A . For sake of simplicity we describe only one-dimensional arrays with it 1 . The array algebra A is de ned inductively as follows: The partial simpli cation operator seeks for two equal -expressions in achain. If a pair exists, the result of will be the initial -chain without the -function, which refers to the -expression with the smaller index. If no pair exists, the operator returns the initial -chain; the argument could not be simpli ed. Semantically, the outer -expression relates to the later assignment; if a previous assignment exists and the index of the previous statement is equal to the current one, the inner -function can be reduced. The value of the array element is overwritten by the outer assignment statement. The partial simplication operator can only reduce one redundant -function. Moreover, each -function in the chain is a potentially redundant one. Therefore, the chain can be potentially simpli ed in less than jaj applications of . A complete simpli cation is an iterated application of the partial simpli cation operator and it is written as (a). If (a) is applied to a further application of a partial simpli cation operator will not simplify a anymore: ( (a)) = (a).
Please note that for ease of readability we have presented array simpli cation as this iterated application of the operator. However, in practice more e cient algorithms to do this exist.
Array access The operator accesses an element of an array a, which is described as an element of the array algebra A . 
Aliasing
Call-by-Reference parameter passing between procedures introduces aliases, an e ect where two or more l-values (cf. 1]) refer to the same storage location at the same program point. 10] shows that solving the may-alias problem for k > 1 level pointers is undecideable. However, from this proof it follows that determining k = 1 (aka single) level pointers is almost trivial -9] solves this problem with polynomial e ort whereas the algorithm we use (cf. 11]) is almost linear w.r.t. time.
Aliases and Ada95
In 8] (6.2) it is stated that parameters in Ada95 are either passed by-copy or by-reference. If a parameter is passed by-copy, any information transfer between formal and actual parameter occurs only before and after execution of the subprogram. By-copy parameter types are elementary types, or descendants of a private type whose full type is a by-copy type.
All other types (e.g. tagged types) are either passed by reference (in which case reads and updates of the formal parameter directly reference the actual parameter object) or the parameter passing mechanism is unde ned.
Access types also contribute to the generation of aliases. Line 10 of our Main example procedure (cf. Fig. 3 ) generates a second access path to variable V from within procedure Do It. For this particular invocation of Do It the updates of both V and P.all refer to the same storage location. where denotes the entity being updated, denotes the corresponding address, and represents the update value.
Interprocedural Analysis
Each procedure call may change a symbolic context in two ways:
1. By passing back values from the callee to the caller (e.g. by means of out parameters). 2. Through side e ects within the callee (e.g. by assigning values to variables not local to the callee).
Topic 1 is achieved by devoting a CFG node to each procedure call. Within this node, parameter passing between caller and callee is handled. Moreover, the e ect of the callee on the current symbolic context (Topic 2) is incorporated at this node. This requires intraprocedural symbolic evaluation of the callee (for details cf. 2]). It is denoted as LocalEval(B) = Proc(ap 1 ; ::; ap n ) (cf. Equation 1, Section 1) in our data-ow framework (ap n denoting the actual procedure parameters). Intraprocedural symbolic evaluation of the callee utilizes the callee's formal parameters, it results in a functional description of the callee's e ects on the symbolic context that is then appended to the callers context under consideration of the parameter passing mechanism. Since we restrict ourselves to acyclic procedure call graphs 2 , it is possible to evaluate every callee before its callers (post order traversal of the procedure call graph).
The parameter passing mechanism is modelled as it is speci ed in 8]. A parameter that is passed by-copy is treated as follows: { Mode in: This entity is not allowed to be used as an l-value. Thus it is su cient to replace such a formal parameter by the corresponding actual parameter (or default expression) at the CFG node representing the call site (cf. the example in Section 4). To pass back the value of the formal parameter to the actual parameter at the call site we replace the l-value occurrences of the formal parameter in the symbolic description of the callee by the corresponding actual parameter. 
Conclusion
We have presented an extension of the intraprocedural data-ow framework introduced in 2] to support interprocedural symbolic evaluation. Aliases due to by-reference parameter passing are handled by using an array that models the underlying memory. At present we are investigating the use of this concept for general pointers. A prototype implementation of the framework presented is under way.
