Abstract. The aim of this paper is to apply a general methodology for constructing statistical methods, which is based on decision theory, to give a statistical description of preferential rankings, with a focus on the rankings' dependence on categorical variables. In the paper, I use functions of description errors that are based on the Kemeny and Hamming distances between preferential orderings, but the proposed methodology can also be applied to other methods of estimating description errors.
Introduction
Information about how people rank the elements of a set with respect to a given criterion, e.g. occupations with respect to prestige or public institutions with respect to trust, tells us a great deal about their attitudes. However, many researchers are unfamiliar with methods of statistical description of this kind of data and, as a result, what is usually collected are not orderings of the whole set, but evaluations of its particular members on a scale of ordered categories. Many years ago, in response to requests from researchers, I proposed to address this by using the methods of aggregating individual preferences into social preferences developed by social choice theorists (Lissowski 1974a) . But some features that are desirable from the perspective of social choice are no longer so when methods of statistical description are concerned. So I later proposed a new class of methods, based on the idea that one can treat statistical description as a solution to a decision problem. On this approach, parameters of various properties of Grzegorz Lissowski statistical distribution are linked to one another by estimates of description errors.
This article presents some methods of measuring the intensity of statistical dependence of preferential rankings on other variables. A method (or rather a class of methods) to measure this kind of dependence will be proposed. The proposed method has been developed according to the methodology, mentioned above, of treating statistical description as a decision problem (Lissowski 1974b (Lissowski , 1976 (Lissowski , 1977 . More specifically, the intensity of statistical dependence is identified with the pragmatic value of information about preferential orderings provided by the categorical variable. The measure uses functions of description errors associated with distances between preferential orderings: the Kemeny distance and the Hamming distance. However, the methodology can also be applied to other methods of error estimation and other measures of distance between preferential orderings.
Individual preferential rankings
Let A = {a 1 , . . . , a j , . . . , a m } or A = {a, b, c, d, . . .} be a finite m-element set of objects, such as occupations, public institutions, values, motives or situations. This set of objects is being evaluated by an individual or a group of individuals with respect to a particular property or criterion.
An ordering of a set of objects can be represented as a preferential ranking or ordering, i.e. a sequence of the set's elements listed in decreasing order of assigned value, where elements that are assigned the same value are joined with a hyphen, e.g.
This is an abbreviated notation for an order relation on set A, i.e. a binary relation R satisfying the conditions of reflexivity, transitivity, and completeness. Formally, an order relation is a subset of the Cartesian product A× A, or a set of ordered pairs of set A that stand to one another in relation R (R ⊆ A × A). For example,
By aRb we mean that element a is taken to be at least as valuable as element b. The preference relation, R, can be divided into two distinct parts: the asymmetric relation of strict preference P = {(a, b) : aRb and it is not the case that bRa} and the symmetric relation of indifference I = {(a, b) : aRb and bRa}. Therefore R = P ∪ I and, in consequence, |R| = |P ∪ I| = |P| + |I|, where |B| denotes the cardinality of set B.
Relation R can be displayed as a matrix, wherein 1 stands for the relation obtaining between a pair of elements and 0 stands for the relation failing to obtain. This will be useful and convenient in what follows. The two relations R 1 and R 2 above can be represented as follows:
. . , h, . . . , n} denote a group of n individuals. Then by the profile of preference rankings or orderings of the set of n individuals we shall mean an n-tuple of individual preference rankings
where R h is a preference ranking of person h.
Group preferential ranking
It is no easy task to determine a group preferential ranking given a profile of individual preferences (composed of the various preferences of the members of group G). The problem of aggregating individual preferences into a group preference has long been investigated by social choice theory. The purpose of this normative theory is to establish a group preference that will enable us to compare various possible solutions from the social point of view or allow the group to make the best (i.e., most democratic and fairest) decisions. The aim of this article is to identify the group preference that best reflects the underlying individual preferential orderings. The two aims, the normative and the descriptive, are related, but not identical (see Lissowski 2000) .
The group preference that best reflects the set of underlying individual preferential rankings should be selected in such a way as to minimize the expected value of loss associated with the description, where the expected value of loss is a function of description errors. Statistical description is thus Grzegorz Lissowski treated as an optimal solution to a certain decision problem. This is how a whole unified class of methods of statistical description is constructed on the basis of decision theory.
There are many ways in which to estimate how well a group preference reflects the set of underlying individual preferential rankings. The simplest and probably most important ones consist in comparing the preference relations between pairs of objects in the individual preferences with those in the group preference. Table 1 shows the types of possible errors involved. In three cases, namely e 1 , e 5 , and e 9 , there is no description error, since the individual preference relation between the two objects is the same as the group preference. In the remaining cases, individual preference diverges from group preference, but the description errors involved differ in character and magnitude. Yet one can find similarities between some of them.
Errors e 3 and e 7 are of a similar type: a strict individual preference is the reverse of a strict group preference. If the objects are treated in a neutral manner, the two types of error should be evaluated as much the same. Errors e 4 and e 6 are also similar. In both, the individual preference is an indifference, whereas the group preference is a strict preference. They should be evaluated as the same for much the same reason (of neutrality). A comparison of errors e 2 and e 8 is more complicated. In both cases, the group preference is an indifference, whereas the individual preferences are strict (opposing) preferences. Assuming neutrality toward the objects, the errors should be on a par, but the group members may evaluate them differently from errors e 4 and e 6 .
Below, I present the simplest two functions for estimating description errors; they are called loss functions in the literature. I proposed to use them in the statistical description of the set of preferential orderings in a paper Two Measures of the Dependence of Preferential Rankings on Categorical... published in 1974. The first function, 1 , takes the value 2 if a group preference is the opposite of an individual preference, the value 1 if one of the preferences is a strict preference while the other is an indifference, and the value 0 when both preferences are the same, so that there is no description error. The second function, 2 , takes 1 when the description of a group preference does not reflect an individual preference (irrespective of what kind of error is involved), and 0 when the description is correct.
0 if e ∈ {e 1 , e 5 , e 9 } 1 if e ∈ {e 2 , e 4 , e 6 , e 8 } 2 if e ∈ {e 3 , e 7 } 2 [e(a, b)] = 0 if e ∈ {e 1 , e 5 , e 9 } 1 if e ∈ {e 2 , e 3 , e 4 , e 6 , e 7 , e 8 } Table 2 The first function of description errors 1 [e(a, b)]
Individual preference (an element of the described set)
Group preference (a potential description) Table 3 The second function of description errors 2 [e(a, b)]
Individual preference (an element of the described set) Group preference (a potential description)
Given a potential group preferential ranking R G , one can treat the sum of the values of the functions of description errors for all the pairs of objects as a measure of how well R G reflects the whole individual preferential ranking R h . This can be written for both functions, and for other, similar ones, as follows:
For comparisons, one can use the mean value instead of the sum.
For a whole profile of individual preferential orderings Π G , we can use the mean value of the function of description errors for all individual preferential orderings in the profile as a measure of the descriptive adequacy of a potential group preferential ranking.
Let R denote the set of potential group preferential rankings, i.e. order relations defined on the set of m objects. Its cardinality increases very rapidly with the number of ranked objects. This will be discussed in section 6.
An optimal group preferential ranking, i.e., one that best reflects the profile of individual preferential rankings, is a preferential ordering R * G such that its function of description errors has the lowest mean value
Naturally, an optimal group preferential ordering is not always uniquely specified, which is to say there may exist more than one preferential ordering that meets the condition above.
Below, I provide an example of how to determine the optimal group preferential ordering for a profile of preferential rankings of five people defined on a set of three objects, for both functions of description errors: 1 and 2 .
Example 1
The profile of individual preferential rankings is as follows: Tables 4 and 5 present the values of functions of description errors for all thirteen potential group preferential orderings as well as the functions' mean values. The reader may easily check the calculations herself. This allows one to identify the optimal group preferential ranking and the mean value of the function of description errors associated with it. Table 4 The values of the function 1 of description errors associated with a description of individual preferential rankings and the determination of an optimal group ordering Potential group preferential ranking R G Individual preferential rankings Mean value of the function of description errors There is only one optimal group preferential ranking: b a -c. The mean value of the function of description errors is 2,0. Table 5 The values of the function 2 of description errors associated with a description of individual preferential rankings and the determination of an optimal group ordering Potential group preferential ranking R G Individual preferential rankings Mean value of the function of description errors 
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Potential group preferential ranking R G
Individual preferential rankings Mean value of the function of description errors
In this case, there are two optimal group preferential rankings: b a c and b c a. For both, the mean value of the function of description errors is 1.4. This is the minimum mean value of the function.
The group preferential rankings have been determined in the same way as the basic description parameters of the distribution of a single variable that have an interpretation in terms of the optimal description of the distribution of that variable. In classical methods of statistical description, error is defined as the difference of the true value and the value used to describe it, or e(x, a) = x − a.
The typical and most commonly used functions of description error estimation include:
This is the simplest error function, which does not depend on the magnitude of the error, but only on whether or not an error has occurred.
Absolute value error function
[e(x, a)] = |x − a| This is a symmetric error function that estimates the consequences of error proportionally to its absolute value.
3. Square error function
This is a symmetric error function that is lenient when the errors are small, but punishing when the errors are large.
An optimal description is the number a * such that it minimizes the mean value of the error function. The mean value of the function of description errors as estimated by a * , i.e., E[ (X, a * )], is a measure of the quality of the optimal description.
for any value of a ∈ R Central tendency parameters are optimal descriptions of a statistical variable with a fixed method of error estimation, whereas dispersion parameters are the mean values of error functions for an optimal description. Depending on which error function is used, central tendency parameters and dispersion parameters are as listed in table 6. 
Distances between preferential rankings
In the previous section, I discussed a method for statistical description of a set of individual preferences in terms of a group preferential ranking that best captures the underlying individual preferences. I also introduced a measure of the quality of such a description, i.e. of how well the group preferential ranking reflects the individual preferences. The problem of aggregating individual preferences into a group preference has long been the subject of analysis for social choice theorists.
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At the end of the eighteenth century, in France, Marquis de Condorcet proposed that group decisions be made by comparing pairs of objects using the majority rule (five hundred years before Condorcet, the same method was contemplated by Ramon Liull -see McLean 1990). Although Condorcet's main purpose was to select the best object, rather than rank objects from best to worst, researchers who have investigated his writings (such as Guilbaud 1952 and Monjardet 2008) suggest that he also analyzed rankings (see also Balinski & Laraki 2010, chapter 4) . More specifically, Condorcet believed that the best ranking is one with the largest sum of support votes in the preference relation for all pairs of objects. In such an ordering, if there exists an object that wins with every other object in pairwise comparisons (a so-called Condorcet-winner) then it comes first in the ranking; correspondingly, if there is an object that loses with every other object in pairwise comparisons (a so-called Condorcet-loser) then it comes last. However, it is hard to decide which of the two functions of description errors discussed in the previous section, 1 or 2 , is closer to what Condorcet had in mind, for he only considered strict preferences, i.e. preferences without any indifferences.
It is believed today (e.g. by Young & Levenglick 1978 , Young 1988 , Meskanen & Nurmi 2006 ) that the method of aggregating individual preferences closest to Condorcet's intentions is based on a measure of distances between preferential orderings that was first proposed and later axiomatized by John G. Kemeny (1959 , Kemeny & Snell 1962 , chapter 2).
Kemeny represented the preference relation in terms of an antisymmetric matrix K. The elements of the matrix are numbers k h jt ∈ {−1, 0, 1} and
By the measure of the Kemeny distance between two preferential rankings R h and R G of the same set of objects A we mean
where k G jt and k G jt denote the jt-th element of the matrix representing the two preferences R h and R G .
The measure of the Kemeny distance between rankings is the only metric satisfying the following axioms:
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, where the equality obtains iff rankings R h and R g are identical.
( 
If two rankings R h and R g are in agreement except for a certain subset S of k elements, which is a segment of both rankings, then it is possible to calculate d(R h , R g ) on the basis of rankings of elements belonging to that segment.
(A.4) The minimum positive distance is 1.
The first three axioms provide the basic constraints on distance. The last axiom merely establishes, in an arbitrary manner, a unit of measurement. Axioms (A.2) and (A.3) are decisive however. Other axiomatizations of this measure have also been developed (e.g., by Lissowski & Swistak 1995) . It is sometimes called a city metric because its axiomatic definition contains a condition that presupposes the relation of "lying between" (A.1.3).
The Kemeny distance between two preferential rankings R h and R G is equal to the value of the error function 1 with R h as its domain and R G as its range
Kemeny distances between preferential rankings of three objects can be represented in the form of a distance map in figure 1. The smallest distance in this picture and the distance between two arbitrary orderings is defined as the length of the shortest path between them (along the line segments that connect them). Note that the distances are the same as in table 4. Note also that the distances involved cannot be represented faithfully on a plane, so the map is only a simplified illustration. A similar figure of distances between preferential rankings of four objects, reduced to strict linear preferences, is presented by Burak Can (2014: 115) . 
. It is rarely used. The minimum mean value of the function of description errors 1 associated with all individual preferential rankings in a given profile Π G as captured by group preference R * G is equal to the mean Kemeny distance from the median of the individual preferences R * G .
The choice of an optimal preferential ranking according to the function 1 of description errors is the same as that determined by Kemeny's method.
One can determine the value of the Kemeny distance between preferential rankings R h and R G directly on the basis of the order relations, repre-
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sented as a matrix in section 2. The Kemeny distance is equal to the symmetric difference between the relations.
For relations R 1 and R 2 specified in section 2, the value of the measure is:
Until recently, the measure of distance associated with the function of description errors 2 has not been discussed in the social choice literature (see Elkind, Faliszewski & Slinko 2012 , Erdamar 2013 , Nurmi 2014 . Although published by Richard W. Hamming as early as 1950 (i.e., earlier than the Kemeny distance metric), its main applications were restricted to coding and signal transmission theories. The purpose of the measure was to estimate errors (compare codes or signals). Applied to comparing preference relations (preferential orderings), it shows differences between the preference relations under comparison. This measure of distance between preferential rankings satisfies all Kemeny axioms except (A.3).
We say that there is a difference between preferences R h and R G when the relation obtains between a given pair of objects in one of the preferences, but not in the other. A measure of the difference between two preferences, defined on a single set of objects, is the number of pairs of objects for which there is a difference between the two preferences. This measure is called the measure of the Hamming distance.
The minimum mean value of the function of description errors 2 associated with all individual preferential rankings in profile Π G as captured by a group preferential ranking R * G is equal to the mean Hamming distance from the preferential ordering R * G . Figure 2 shows a Hamming distance map d H for preferential rankings of three objects. The distances are the same as in table 5. It is clear that they cannot be adequately represented on a plane. One can determine the value of the Hamming distance between preferential orderings R h and R G directly on the basis of the ordering relations, displayed in the form of a matrix as in section 2.
For relations R 1 and R 2 specified in section 2, the value of this measure of distance is: based on the account of the pragmatic value of information. A general measure of the intensity of the statistical dependence of variable X on variable Y is defined as index Ψ X|Y , which is a proportion of the "profit", or the reduction of the mean value of the function of description errors (Lissowski 1974b , 1976 , 1977 , Lissowski, Haman & Jasiński 2011 .
The measure of the intensity of the statistical dependence of statistical variable X on variable Y when the function of description errors is
where a * is the optimal description of variable X when the value of Y is ignored, and d * is the optimal description of variable X with information concerning the value of variable Y taken into account.
The measure of the dependence of preferential rankings on categorical variable Y when the function of description errors is
where R * G|Y is a function that assigns, to every value of categorical variable Y, an optimal group preferential ordering for the profile of preferential rankings in the subset specified on the basis of that value of Y. Accordingly, R * G|Y is a generalized regression with preferential orderings as its values.
A measure of the dependence of preferential orderings on variable Y tells us to what extent the mean value of the function of description errors is reduced when we know to which subset, specified on the basis of variable Y, the preferential ordering belongs. Like all measures of the intensity of statistical dependence, this measure assumes the values from the interval [0, 1]. Its value is 0 when the group preferential rankings in the subsets are identical, and 1 when the description of preferential orderings in those subsets, based on generalized regression and on information about the value of Y, contains no error.
Example 2
Suppose for the sake of illustration that the set consists of twenty people who rank three objects: a, b and c. The set is divided into three subsets on the basis of the value of variable Y. The first subset (Y = 1) is a group of five people whose profile of preferences has been analyzed in example 1. The joint distribution of preferential rankings and variable Y is displayed in table 7. Table 7 The If we assume the function of description errors 1 and, using the method described above, determine the optimal group preferential rankings along with the corresponding mean values of the functions of description errors for the subsets specified on the basis of variable Y, we obtain the following values. Table 8 Optimal The measure of the dependence of preferential orderings on categorical variable Y when the function of description errors is 1 is equal to 0.261.
Information about the value of categorical variable Y has reduced the mean value of the function of description errors by 0.6, or 26.1% of the value the function of description errors had when the information was not available.
Given 2 as the function of description errors, the determination of the generalized regression of the preferential orderings with respect to categorical variable Y and the mean values of the function of description errors 2 proceeds along very similar lines. In this case, the generalized regression of the preferential orderings is not uniquely specified. There are four equally optimal generalized regressions. The mean value of the corresponding function of description errors is 1.2. Table 9 Optimal 
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The measure of the dependence of preferential rankings on categorical variable Y when the function of description errors is 2 is equal to 0.172. Information about the value of categorical variable Y has reduced the mean value of the function of description errors by 0.25, or 17.2% of the mean value the function of description errors assumed when the information was unavailable. In this case, the mean value of the error function is equal to the frequency of (any type of) error.
In a similar way, one can determine the regressions of preferential rankings with respect to a categorical variable as well as a measure of the intensity of this dependence for any function of description errors one chooses.
Computational complexity
The number of all possible preferential rankings R, as well as of preferential orderings without indifference, increases rapidly as a function of the number of objects m. For example, table 10 displays the numbers of such rankings for m = 2, . . . , 6.
The determination of the optimal group preferential ranking, the corresponding mean value of the function of description errors, the regression of preferential rankings and the measure of the intensity of the dependence on a categorical variable is a task of significant computational complexity. Of course, when the number of objects is small, the required calculations are fairly easy to perform. This is not so when the number of objects is large. Table 10 The number of all preferential rankings and rankings without indifference for m objects Number of objects m 2 3 4 5 6
Number of all preferential rankings M 3 13 75 541 4683
Number of preferential rankings without indifference m! 2 6 24 120 720
There is a direct solution to the problem in the case when, for all pairs of objects, the group preference relations that optimally reflect the individual preferences in the profile of individual preferences (i.e., those with the smallest sums of the functions of description errors) satisfy the condition of transitivity, and so determine an order relation on the set of objects. Unfortunately, this rarely happens and, often, the search for an optimal solution is very complex indeed.
A number of algorithms have been developed for finding a group preferential ordering that minimizes the sum of Kemeny distances. There are many publications addressing this problem, for a review of the literature see, for example, Charon & Hudry (2010) .
Translated by Witold Hensel
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