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Abstract 
This research focused on examining attitudinal differences of Internet utilization and 
security with the objective of understanding the relationships that cyber usability have 
with cybercrime and then determine best practices needed to promote the secure use of 
the Internet. The research was designed as a quantitative study that used judgment 
sampling to survey 433 cases to explain the relationship that exist between cyber 
utilization and security. To achieve this objective, research questions and hypothesis were 
designed to guide the analysis. Cross tabulation analysis was used to compare the 
dependent and independent variables while Chi-square, Lambda and Gamma statistical 
tests were used to verify the relationship and identify statistical significance of the 
relationship.  The findings revealed that while variables like being IT savvy, amount of 
financial loss, education, age, gender and residence location did not have evidence of a 
relationship with security, research participants had concern for secure cyber use and 
thought that cybersecurity awareness training and type of transaction conducted on the 
Internet were associated to security even though the strength of each relationship was 
weak. The study highlighted the damaging effects of cybercrime and recommended that 
cyber users should embrace best practice principles as they browse the Internet and 
utilize cybersecurity awareness training as an important function of secure IT utilization.  
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Chapter 1: Introduction and Justification of the Study 
Information technology systems such as the Internet are extremely beneficial to 
people all over the world, especially university students who depend on them to conduct 
research and in some cases attend online classes. Due to the Internet, major 
transformations have happened in the way humans communicate, work, play, learn, do 
business, and engage with others economically, politically, educationally, culturally, and 
socially. IT systems assist businesses with the ability to operate better, as well as improve 
customer relationships and stakeholder values (Setia, Venkatesh, & Joglekar, 2013). 
Constant technological innovations are helping businesses drive efficiency and 
also increase business value daily (Caniëls, Lenaerts, & Gelderman, 2015). Daily 
research and forecasting trends in the financial markets and supply chain management 
processes needed for daily life are made possible by computer systems (Zhang, van 
Donk, & van der Vaart, 2011). 
Although the benefits of the Internet abound, it is possible with the passage of 
time for humanity to quickly start to forget or even take for granted the developments and 
life improvements acquired from technology given that technology and in particular the 
Internet are now common facts of life. When we think of the benefits of the Internet and 
remember that just over 20 years ago the Internet was almost unheard of among the 
general population and was only available to a small and specialized group of 
academicians, scientists, military, and in government laboratories, we cannot but 
appreciate it more as its expansion has been exponential.  
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Nonetheless, as more people use the Internet subtle and sometimes drastic 
problems associated with its use—especially those related to cyber-attacks, cybercrime, 
data security, and privacy—continue to be on the rise (Arlitsch & Edelman, 2014). 
Due to all these threats, President Barack Obama has cautioned that cyber threat is 
one of the most serious economic and national security challenges the United States faces 
(Schmidt, 2010). In support of President Obama's pronouncement, the National Institute 
of Standards and Technology (NIST, 2011) has stated that developed countries like the 
United Sates have emphasized the importance of cybersecurity both for national and 
business security. Cybercrime is dangerous and can create political blackmail and 
sabotage as proven by the Russian hacking scandal on the 2016 US presidential elections.  
The dangers of a cyber-attack are real, thus explaining why the U.S. government, 
the military, and the intelligence community have taken significant steps to build 
intrusion detection systems with the capability to defend unwanted intruders to their 
networks and also monitor adversarial systems with the purpose of identifying and 
dismantling threats before they are deployed (Schmidt, 2010). 
In a bid to protect these cyber systems, the National Security Agency (NSA) and 
the intelligence community has built and used cyber intelligence detective satellites 
designed to monitor and perform reconnaissance operations on adversarial networks. 
These detective satellites are used to monitor and identify malicious cyber plots and also 
track terrorist activities for eventual capture. Examples of high target terrorist whom the 
US government captured through the aid of cyber intelligence detective technologies 
include Osama bin Laden, Anwar al-Awlaki, Mohammed Emwazi alias Jihadi John, and 
other high-value terrorists. 
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The fact is that, although Internet use is beneficial to users in many ways, its 
security concerns also abound thus highlighting a dangerous and urgent threat that should 
be resolved or at least contained. As increasing numbers of people in the United States 
and around the world, both in the private and public sectors, rely on cyberspace for 
everyday communication and business, protection of these systems and infrastructure 
rests in the domain of cybersecurity (Aitoro, 2010b), and striking a balance between 
reaping the benefits of the Internet with a security guarded attitude is critical. 
The primary motivator of a cyber-attack is theft of data, intellectual property, or 
financial assets for personal gain. Therefore, personal data, financial data, educational 
data, health data, and national security data must be guarded against this threat. Since 
financial assets are particularly guarded against cybersecurity threats, colleges and 
university systems have become favored targets as they store data similar to banks 
(Musil, 2014).  
It is now commonplace to hear that most university's financial, administrative, 
employment-related records, library records, and intellectual property related records 
have been attacked. All of these incidences have put university students on a high 
cybersecurity alert. An example of a cyber-attack on a university system was the 2014 
University of Maryland's sophisticated cyber-attack in which, sensitive and personally 
identifiable information of more than 300,000 faculty members, staff, and students were 
stolen (Musil, 2014). 
Discussion on cybersecurity regularly dominates technology discourse in media 
outlets and the news in the U.S. and many industrialized countries around the world. In 
2013 the average cost of managing cybersecurity-related incidents for 60 cyber-based 
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organizations in the U.S. was 11.56 million dollars. In Germany, the price for the same 
number of agencies in the same year was 7.56 million dollars, Japan 6.73 million dollars, 
France 5.19 million dollars, United Kingdom 4.72 million dollars, and Australia 3.67 
million dollars (Ponemon Institute, 2013). These statistics demonstrate the seriousness of 
a cyber-attack and highlight the fact that the threat is not just technological but equally 
economical as it could quickly render a company or country bankrupt due to the high cost 
incurred from managing and addressing cyber-attacks. 
Considering the pertinence of the context of this study, it is; therefore, appropriate 
to use the words of the renowned Chinese general Sun Tze spoken over 2,500 years ago 
to underscore the importance of this subject. Over 2,500 years ago general Sun Tzu 
asserted, "Know the enemy, and know yourself, and in a hundred battles you will never 
be in peril" (Tzu, 2005, p. 125). These words are right in military warfare and equally 
valid in cyber warfare since knowing the enemy that threatens information technology 
effectiveness is a critical first step that helps engineers and cyber users design and uses 
secure systems.  
The enemy here is primarily the hackers who are able and ready to exploit 
security loopholes as well as authorized cyber users who in some cases are described as 
"the weakest link in the cybersecurity chain" (Sasse & Flechais, 2005, p. 13).  Users with 
bad and nonchalant attitudes towards security are as dangerous as hackers. Therefore, 
identifying the adversary is a critical first step in combating cyber-attacks, and knowing 
the type of role that Internet users' attitudes play towards the occurrence of cybercrime 
creates a better platform needed to address the cybercrime problem. It is important to 
note that computer security is not merely a discourse on technology as it is also a 
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discussion on the personnel that utilizes these systems, the processes that rely on this 
technology, and the programmatic policies that determine how people should interact 
with these systems. Therefore, human actions can either help enhance the security and 
smooth functioning of cyber systems or unfortunately, mar their effectiveness thus 
causing damage worth a lot of money. 
Information security threats and cyber-crime have overlapping meanings in this 
research and to underline such overlap, it is necessary to define both terms. According to 
Newman (2009), cybercrime is a situation in which, a computer or a network is used as a 
tool, a target, or just a hub for criminal conduct.  
Though this includes the subject of information security and ways to prevent or 
detect malicious intruders from gaining unwanted access to information assets, it also 
encompasses much larger situations like using computers to commit a crime, especially 
"traditional" offenses. On the other hand, information security, according to NIST SP 
800-37; SP 800-53; SP 800-53A; SP 800-18; SP 800- 60; CNSSI-4009; FIPS 200; FIPS 
199; 44 U.S.C., Sec. 3542 (as cited in Kissel, 2013), is "the protection of information and 
information systems from unauthorized access, use, disclosure, disruption, modification, 
or destruction in order to provide confidentiality, integrity, and availability" (p. 94).  
Other phrases used to describe cybersecurity breaches include cyber warfare 
which, denotes a deliberate computer-based assault from one state to the other to cause 
damage (Vijayan, 2010), as well as cyber-espionage which, deals with stealing sensitive 
government digital information (Harris, 2010). 
Careful examination of the above terms reveals an intrinsic connection between 
cybercrime and information security breach since the occurrence of cyber-crime 
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demonstrates the use of computers or networks as tools, targets, or simply hubs for 
criminal activity mostly in unauthorized circumstances. Therefore, the presence of cyber-
crime indicates a breach or violation of information security systems. 
Although cyber-crime incidents or information security violations are mostly 
caused by the malicious actions of hackers, cyber users' carelessness and unconcerned 
attitudes to security, unfortunately, act as stepping stones that are used by hackers to 
cause damage to a cyber infrastructure worth millions of dollars. Therefore, highlighting 
this issue, by developing security awareness programs and creating practical ways that 
help Internet users stay vigilant to security while using the Internet, will contribute 
substantially to maintaining data integrity, confidentiality, and availability.  
The seriousness of the cyber threat problem is real as unauthorized access to data 
on the Internet has reached unprecedented levels, thus posing significant challenges to 
users (Eloff & von Solms, 2000; Schultz, Proctor, Lien, & Salvendy, 2001). Everyone 
who uses the Internet has a stake in this game, especially software developers who write 
software as well as cyber users who use the Internet for business and other activities.  
It is a sad reality that Internet users who are the beneficiaries of technology are 
seen as "the weakest link in the chain" (Sasse & Flechais, 2005, p. 13) of system security 
and as a result are used by hackers to breach security. Kevin Mitnick, a renowned hacker, 
proves this point when he professes the ease with which, hackers crack passwords by 
tricking users through social engineering techniques. Such an example indicates a major 
security loophole in users that must be addressed if we expect to make any progress in 
successfully securing systems (Sasse & Flechais, 2005).  
7 
 
The desire for people to protect themselves and their assets is not new to 
humanity. Security has always been an important part of human life since people's safety, 
and possessions are always at risk from deliberate attacks or accidental damage and the 
same holds when dealing with data assets. The ever growing need and use of technology, 
especially the Internet for various purposes, underline the need for people and 
organizations to protect their electronic assets since experience shows that hackers are 
always around and ready to do harm. 
Although literature indicates that information technology professionals 
continually try to improve and enforce information security, more work is needed as 
cyber breaches are still rampant. Although people and especially businesses allocate 
enormous financial resources towards the safety of their systems, purchasing and 
deploying such security assets, do not automatically secure systems as many users are 
careless about security and feel that a cyber breach is far from affecting them. Such 
wishful thinking is dangerous for if cyber users continue to neglect security mechanisms 
like virus checkers, password management or email encryption, and other security tools, 
any effort to protect information systems is futile (Sasse & Flechais, 2005). 
The fact is that cyber users' attitudes toward security play a critical role in either 
helping enforce IT security or not. If users ignore the possibility of a connection between 
their Internet use attitudes and cyber threats, and continue to exhibit careless 
cybersecurity attitudes by indiscriminately disclosing their passwords, failing to encrypt 
confidential messages, continuing to switch virus checkers off, and failing to 
acknowledge the possibility that their cybersecurity use attitudes can put data assets at 
risk, security breaches will continue to occur. 
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Attackers need to exploit just a single error to inflict severe damage. What is 
worrisome is that most Internet users continue to do the same things and expect different 
results. If Internet users admit that they are the weakest link in the security chain and fail 
to improve their attitudes towards information security, attackers will continue to exploit 
human factor loopholes and attempt to breach systems (Mitnick & Simon, 2003). 
As chapter one proceeds, the background and relevance of the study are presented 
by summarizing literature relevant to the topic and presenting gaps in the literature that 
will possibly be filled by the research. Chapter one also presents the problem statement of 
the research in a way that highlights the importance of engaging in the research. By doing 
this, the purpose of the study is highlighted as well as the methodology used to analyze 
the problem statement adequately. 
Also, the research questions and hypotheses are provided and analyzed using data 
gathered from the survey. Research variables are also explained, and key terms are 
defined. Research limitations are also discussed, thus highlighting the significance and 
importance of the research in knowledge development.  
Background Relevance of the Study 
In this modern world of technology, and in particular the past decade, reliance on 
information technology (IT) for daily business activities and competitiveness has reached 
alarming levels in all countries (Grant & Royle, 2011). Very few people if any in 
Western society are left out from the full effects and use of information technology and 
the Internet. With advancement in globalization, educational, economic, political, 
military, legal, and social institutions progressively rely on automated systems and 
information technology for their energy and delivery services. 
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This dependence poses security risks when all these services are coordinated by 
Internet-based systems which, in themselves are vulnerable due to software, hardware, 
and human-related security factors. Although large amounts of valuable and sensitive 
data are continually processed, stored, and retrieved from these IT systems, there is the 
enormous risk of abuse as unauthorized players strive daily to steal such data for personal 
gain (Bisong & Rahman, 2011). 
Global economic and political settings, technological infrastructure, and socio-
cultural changes continue to create changing environments for establishments such as 
universities and businesses that depend on cyber systems for efficient delivery of their 
services. All these human and non-human factors increase the number of threats 
undergone by cyber assets and an isolationist and nonchalant attitude towards these 
threats cannot be the norm (Loch, Carr, & Warkentin, 1992). Thes threats call for 
constant monitoring of IT systems as 93% of large companies, and 87% of small 
businesses continually report security breaches regularly (Price Waterhouse Cooper, 
2013). 
Computer and information security scholars have indicated the need for Internet 
users to incorporate cybersecurity techniques in their daily attitudes towards cyber use. 
The result of ignoring this exultation leads to vulnerable systems that only pose a security 
risk to business data (Straub & Welke, 1998). This focus on IT security is critical to 
companies in both the public and private sector as literature indicates data compromise 
affecting more than 200 million consumers regularly (Garrison & Ncube, 2011).  
In the modern world, IT security management is not a new concept as data is vital 
for business (Susanto, Almunawar, & Tuan, 2012). With the mass usage of the Internet, 
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the importance of data security cannot be overemphasized. Therefore, organizations 
should implement controls that protect their IT systems and measure and monitor the 
depth of the threats they face (Carter, Phillips, & Millington, 2012). 
In the information technology industry, four key aspects of information are 
protected and preserved. These are availability, integrity, authenticity, and confidentiality 
(Parker, 1998). Availability means protecting information to make it accessible for a 
particular purpose. Integrity means protecting information so that it is complete, whole, 
and unchanged. Authenticity means protecting information so that it is valid and genuine. 
Confidentiality means protecting information so that it is only disclosed to authorize 
individuals (Parker, 1998). 
A significant concern in information security management is the issue of effective 
remediation of vulnerabilities and damages caused by attacks and systemic failures. 
Despite this real problem, the literature indicates that more attention is still geared 
towards technological approaches to solving the cyber threat problem (Besnard & Arief, 
2004) rather than employing a socio-technical methodology that encompasses the 
technical and the human aspects of IT (Dhillon & Backhouse, 2000). 
Though technical configurations are critical in addressing some of the security 
issues, the human factor input is equally important considering that technology is 
designed, implemented, operated, secured, and maintained by people (Rasmussen, 1994; 
Reason, 1997). Therefore, regardless of the strength and sophisticated design of technical 
configurations to protect and secure networks, information security failures caused by 
human actions create vulnerability loopholes that are exploited by hackers for their gain 
(Bishop, 2002). 
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Cybercrime and cyber-attacks are a real problem in this epoch than ever before 
(Arlitsch & Edelman, 2014). In the past few decades, computer crimes were primarily 
committed by disgruntled employees who willfully inflicted physical damage on the 
computer itself. Hacking was practiced by software developers who performed 
penetration testing and ethical hacking drills by writing malicious software and self-
replicating programs to interfere with security for testing, hardening, and learning 
purposes. Hacking now has gradually evolved to involve widespread activities from 
hackers who make money by willfully hacking into systems for their gain.  
With increased cyber-attacks and data theft in this computer age, businesses now 
dedicate an average of 40% of their annual IT budget to fight cyber-attacks (Lo & Chen, 
2012). Social scientists now spend enormous amounts of research hours writing about the 
importance of data security as well as the factors that may or may not explain such 
activity. Among these factors, the roles of human and organizational factors have been 
studied through the lens of many disciplines. Some of these studies focus on areas like 
cognitive engineering, computer science, human factors engineering, information systems 
and security, management sciences, systems dynamics and complexity sciences. 
Although these disciplines examine the effects of human attitudes on information 
systems, the complexities inherent in these activities call for continuous research to cover 
the existing gaps (Cresswell & Hassan, 2007; Dhillon & Backhouse, 2000; Furnell, 2007; 
Schultz, 2005). 
The justification of this study lies in the fact that it provides an empirical test 
emanating from existing literature and survey data on the relationship between users' 
attitudes and the security of the Internet. The existing literature on the subject is scanty, 
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and research has not been able to design an effective solution to the cyber threat problem 
as seen from the increasing number of cyber-attacks all over the world. Nonetheless, the 
literature indicates a relationship that needs to be analyzed.  
This study intends to overcome methodological limitations from previous studies 
by not depending only on literature but going a step further to gather firsthand data from 
cyber users through a survey. The questions on the questionnaire are designed to collect 
accurate information on the topic but not in an open-ended fashion. This methodology 
ascertains greater visualization and simultaneous analysis of survey data, thus providing 
stronger statistical influence. The approach also draws its strengths from the analysis of 
limitation and risk factors gathered from the statistical method used in the study. By 
incorporating these risk factors and analyzing them, greater insight is formed.  
Problem Statement 
This study is designed to focus on university students in the Washington, DC, 
area to understand the relationship that exists between attitudes of cyber user’s towards 
technology adoption and the security of the Internet. Having an understanding of this 
relationship is critical to the study because cyber-attacks not only occur through actions 
from hackers but also because of attitudes of authorized cyber users. Internet use is good, 
but ignorance of its safety concerns is dangerous as one mistake can damage an entire 
system. Therefore, Internet users are encouraged to understand the effects that their 
attitudes have on the security of their IT systems and develop a safety conscious attitude 
while using the Internet. 
The importance of the Internet as a repository of data needed for human 
enterprising cannot be denied, thus explaining why increasing numbers of people have 
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embraced daily Internet usage as an integral part of daily living. Internet use for 
educational and research purposes is noticeable in many domains of life, and although 
physical libraries still exist as a symbol of research and knowledge, the proliferation of 
virtual libraries makes research even easier, thus making Internet use an unavoidable part 
of student life. 
Despite all these use cases, great danger lurks around the corner as hacking 
activities continue to rise. The IC3 public service announcement entitled "Cyber-related 
Scams Targeting Universities, Employees, and Students" underlines this problem and 
indicates that on January 13, 2015, an FBI warning was issued cautioning university 
students to beware of fictitious ‘work-from-home' scams (Federal Bureau of 
Investigation, 2015). 
A study conducted by Price Waterhouse Cooper indicates that the number of 
detected cyber-attacks in the U.S. skyrocketed in 2014 and increased 48% from 2013 
(White, 2014). This increase in cyber-attacks have prompted companies to report over 
2,800 data breaches that affect well over 543 million records (Romanosky, Hoffman, & 
Acquisti, 2014). 
According to scholars, 42.8 million cyber-attacks occurred in 2015 amounting to 
roughly 117,339 attacks each day (Bennet, 2014) and the combined costs of U.S. 
government and corporate IT security programs amounted to $15 billion yearly 
(Executive Office of the President of the United States, 2013), thus creating an urgent 
crisis for cybersecurity and emergency management professionals. Cybersecurity 
engineers, cyber users, and IT professionals must take these attacks seriously and 
increase research focused on determining how to deal with the cyber threat problem 
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either through training, theory development, defensive systems development, change of 
policy, and most importantly, changes of attitude from the users' end. The fact is that 
cybercrime is real and can potentially generate damage of enormous proportions if not 
carefully handled. 
Understanding and dealing with the issue of cybersecurity is critical as the 
Internet continues to play a fundamental role in people's lives. The Nielsen data 
underscores this point, stating that in 2011 over 274.2 million Americans used the 
Internet with a certain probability that even greater numbers would join the bandwagon 
of Internet users. Representing this growth in monetary terms, in 2011 alone Americans 
spent over $256 billion on retail and travel-related purchases online (Palis, 2012).  
These numbers highlight the importance of educating cyber users on how to use 
the Internet securely. The intent of this research is to understand the relationship that 
cyber users attitudes have on the occurrence of cybercrime, and by so doing highlight the 
importance of security for daily cyber use and also lay the groundwork for improved 
cybersecurity research through cybersecurity awareness training and information sharing.  
Purpose of the Study 
The research focusses on employing sample survey to examine attitudes of 
university students towards Internet utilization and security in order to understand the 
type of relationships that exists between cyber utilization and the occurrence of 
cybercrime. This knowledge would determine best practices needed to promote data 
confidentiality, availability and integrity.  
Although much literature has explained the interaction between humans and 
computer systems (Parsons, McCormac, Butavicius, Pattinson, & Jerram, 2014), a limited 
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focus is devoted to explaining the relationship that exists between cyber users attitudes 
and cybercrime. This notwithstanding, the very limited attempts to explain factors that 
affect the safe or unsafe use of cyber systems are written in technical language that is 
mostly incomprehensible to regular cyber users (Trček, Trobec, Pavešić, & Tasič, 2007). 
Technology scholars must find effective ways of promoting technology using simple 
language that explains the technical functions of technology without compromising 
security. Such a move would help cyber users create a better attitude adopting and using 
technology. 
While isolating and discussing the relationship that exists between poor cyber 
users' attitudes and cybersecurity breaches, the analytical reasoning that accounts for 
potential intervening variables necessary to mitigate the possible harm that could occur as 
a result of a cyber breach is broadened. This approach helps to prevent the possibility of 
porosity in explaining the relationship that exists between cyber users' attitudes towards 
security and the occurrence of cybercrime. Also, this research is pertinent because it 
contributes to developing a systematic and scientific basis for good policy action that 
would inform and educate cyber users on safe ways to use the Internet. 
The increasing number of cyber-attacks and vulnerabilities generate costly 
consequences to cyber users and corporations. News outlets always publish reports that 
highlight the cost of cyber-attacks to businesses around the world. Most of these reports 
highlight the billions of dollars lost to computer theft, fraud, and abuse. (Power, 2002). 
An example of such a report is the 2002 Computer Security Institute/Federal Bureau of 
Investigation (CSI/FBI) survey on Computer Crime and Security Survey. According to 
this survey, 90% of respondents from government and corporations acknowledged having 
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experienced a cyber-attack leading to financial losses that could total approximately 
$455,848,000 (Power, 2002). 
Another 2008 report from the Computer Security Institute and the Federal Bureau 
of Investigation survey of data from 522 information security practitioners from 
corporations in the United States indicated that an average loss per participant was 
$288,618 caused by all types of computer security incidents (Richardson, 2008). 
In May 2014 IBM sponsored the Ponemon Institute to conduct research on cyber 
breach incidents on 61 organizations in the United States, and the report indicated that in 
2014 alone, 44% of incidents of cyber-attacks involved a malicious or criminal attack, 
31% emerged from employee or users negligent, and 25% emanated from some system 
glitch that includes information technology and some business process failures (Ponemon 
Institute, 2014). From these breaches, the most costly involved malicious actions against 
the organization which, amounted to $246 per capita data breach. Next to this were 
system glitches or some human error amounting to a cost of $171 and $160 per capita 
data breach respectively. All of these numbers amounted to a total yearly cost ranging 
from $688,250 to $23.1 million to companies (Ponemon Institute, 2014). 
When post data breach costs like help desk activities, inbound communications, 
special investigative activities, remediation activities, legal expenditures, product 
discounts, identity protection services, and regulatory interventions were calculated, data 
show that companies incurred an additional $1.60 million in expenses added to the 
already massive costly data breaches. Added to all of this is the $3.03 million lost 
business costs which, include abnormal turnover of customers, increased customer 
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acquisition activities, reputation losses, and diminished goodwill (Ponemon Institute, 
2014). 
The study also sought to discover if the relationship between users' attitudes 
towards the security of the Internet could be used as an early indicator of a vulnerability 
that could account for a possible cybersecurity breach. Nhara (1996) theorizes early 
warning as an information system that can provide indicative data that could be used to 
forecast the emergence of a crisis or a possible cyber breach. Such an assertion from 
Nhara highlights the fact that cyber breaches can be predicted and as a result, examining 
cyber users' attitudes towards cybersecurity is important as it helps raise awareness and 
highlight early warning signs that could degenerate to a cyber crisis (1996). 
IT Risk Management Overview  
Risk management as construed in this research focuses on the gross adverse 
effects of the existence of vulnerabilities in consideration of the probability and the 
impact of occurrence. This risk management framework instituted by the National 
Institute of Standards and Technology (NIST) is necessary for the study because it 
highlights the importance of cybersecurity by explaining the nature of risks that exist in 
cyber environments with the aim of indicating how such risk could be managed and 
remediated through risk assessment (NIST, 2016). 
The goal of incorporating risk assessment in the study is because it gives cyber 
users the ability to understand the risk associated with their attitudes towards Internet use 
and gives them the method needed to manage such risk in a way that helps them address 
issues before they become a reality. Risk assessment ensures that the information the 
system contains is confidential, available when needed and not randomly changed.  
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Risk management and assessment help cyber user's select cost-effective security 
controls that meet their needs. Risk management should then be shaped by the business 
objective (NIST, 2016). From a business perspective, users must identify the services that 
promote their business objective, locate the ones that are most critical to the business, 
assess the risk they face and address the most critical risks first to prevent an attack. 
It is important to note that computer and cybersecurity management programs are 
not only designed for a group of selected users but rather everyone who uses the Internet 
for those who fail to practice good cybersecurity destroy the efforts of those who do and 
as a result render the whole security effort futile. 
Risk management here involves three processes that work together to enforce 
security in an IT environment. These are risk assessment, risk mitigation, and risk 
evaluation. All of these factors are necessary for an effective risk management program 
and most incorporate risk assessment processes, risk mitigation steps, and finally, risk 
assessment measures. Risk assessment and management is not unique to the information 
technology industry and as a result permeates decision-making in all areas of human 
existence (NIST, 2016). 
The risk management framework's knowledge should be incorporated into the 
regular training curriculum that must be taken by all cyber users in an organization. This 
structure begins by categorizing the information system following the National Institutes 
of Standards and Technology Special Publication, NIST SP 800-60 and the Federal 
Information Processing Standard, FIPS 199 guidelines. After categorizing, the next step 
would be to select the security controls and set a baseline following NIST SP 800-53. 
After that, the security control is implemented using NIST 800-18 guidelines. After 
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implementing the controls, the framework assesses the security checks using NIST 800-
53A as a guide and developing a security assessment report using NIST 800-30. Next, the 
system is authorized, and a plan of action and milestones for the environment is created 
which, helps remediate any future vulnerabilities identified. To conclude, the framework 
enables a regular monitoring mechanism on the implemented security controls using 
NIST SP 800-137 (NIST, 2016).  
Research Questions 
This study explains the relationship that exists between cyber utilization and 
concern for cybersecurity to understand what accounts for the occurrence of cybercrime. 
To accomplish this objective research questions were identified:  
RQ1. Is there a relationship between the users’ attitude towards the importance of 
cybersecurity awareness training and their level of concern for cybersecurity?  
RQ2. Is there a relationship between the users considering themselves as IT savvy 
and their level of concern for cybersecurity? 
RQ3. Is there a relationship between the type of transaction the user mostly uses 
the Internet for and their level of concern for cybersecurity? 
RQ4. Is there a relationship between amount of financial loss experienced due to 
cyber breach and level of concern for cybersecurity? 
RQ5. Is there a relationship between the Internet user’s educational level and 
their level of concern for cybersecurity? 
RQ6. Is there a relationship between the Internet user’s gender and their level of 
concern for cybersecurity? 
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RQ7. Is there a relationship between the Internet user’s age and their level of 
concern for cybersecurity? 
RQ8. Is there a relationship between the Internet user’s residence location and 
their level of concern for cybersecurity? 
Hypotheses 
Hypotheses are used in research to answer research questions and define 
relationships between research variables and that was the case in this research. To 
adequately examine the relationships that exists between cyber utilization and security 
the below hypotheses were developed.  
Hypothesis H1:  There is a significant association between the Internet users’ 
attitude towards the importance of cybersecurity awareness 
training and their level of concern for cybersecurity. 
Hypothesis H01:  There is no significant association between the Internet users’ 
attitude towards the importance of cybersecurity awareness 
training and their level of concern for cybersecurity. 
Hypothesis H2:  There is a significant association between Internet users 
considering themselves as IT savvy and their level of concern for 
cybersecurity. 
Hypothesis H02:  There is no significant association between Internet users 
considering themselves as IT savvy and their level of concern for 
cybersecurity. 
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Hypothesis H3:  There is a significant association between the type of transaction 
the user mostly uses the Internet for and their level of concern for 
cybersecurity. 
Hypothesis H03:  There is no significant association between the type of transaction 
the user mostly uses the Internet for and their level of concern for 
cybersecurity. 
Hypothesis H4:  There is a significant association between the amount of financial 
loss incurred due to cyber breach and level of concern for 
cybersecurity. 
Hypothesis H04:  There is no significant association the amount of financial loss 
incurred due to cyber breach and level of concern for 
cybersecurity. 
Hypothesis H5:  There is a significant association between the educational level of 
the cyber user and their level of concern for cybersecurity.  
Hypothesis H05:  There is no significant association between the educational level of 
the cyber user and their level of concern for cybersecurity.  
Hypothesis H6:  There is a significant association between the gender of the cyber 
user and their level of concern for cybersecurity.  
Hypothesis H06:  There is no significant association between the gender of the cyber 
user and their level of concern for cybersecurity.  
Hypothesis H7:  There is a significant association between the age of the cyber user 
and their level of concern for cybersecurity.  
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Hypothesis H07:  There is no significant association between the age of the cyber 
user and their level of concern for cybersecurity.  
Hypothesis H8:  There is a significant association between the residence location of 
a cyber user and their level of concern for cybersecurity. 
Hypothesis H08:  There is no significant association between the residence location 
of a cyber user and their level of concern for cybersecurity. 
Theoretical Framework  
Information assurance—unlike many other traditional disciplines like psychology, 
sociology, and criminology though in existence for many years—assumed not only 
striking recognition but also a particularly unique usage after the ratification of the 
Sarbanes-Oxley Act of 2002 which, responded to a highly visible wave of corporate 
malfeasance (Cegielski, 2008). This recent emphasis on information assurance after the 
Sarbanes-Oxley Act justifies why an extensive literature on the subject is still scant. 
The emerging and growing threat posed by cyber-attacks highlights a rare but 
necessary urgency in cybersecurity theory development as the world is becoming 
increasingly complex, dynamic and unpredictable. Computer scientists, social 
psychologists, criminologists, conflict resolution practitioners and other researchers are 
currently looking at ways to adequately explain these emerging crimes as existing models 
and methods for conflict resolution are particularly challenged in the face of these trends. 
These trends happen so fast such that conflict resolution practitioners have to play catch 
up to this reality as their solutions are rapidly becoming ineffectual (Coleman, 2011). 
Due to the fluid and changing dynamics of technology, effective literature 
development has to borrow from many disciplines to adequately explain the many 
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components of information security. Therefore, chapter two of the study concentrates on 
scrounging from research that lies at the intersection of information technology, social 
psychology, sociology, criminology, and human behavior to explain the relationship 
between cybersecurity, human attitudes, and cyber usability. 
To adequately understand the connection that usability has on the security of the 
Internet, human error emerges as an important factor that needs to be analyzed (Senders 
& Moray, 1991). Such analysis will clarify the complex relationships and underlying 
triggers that initiate action or inaction as it relates to cybercrime. 
Cybersecurity breaches are unwanted realities that indicate the vulnerabilities 
present in technology systems as efficient and secure mediums of data transmission. 
These vulnerabilities indicate that information security has to be an integral part of 
software development and promoted by both the engineers and users. 
At the heart of most cyber-attacks are human weakness, human error, and the 
dynamics of human attitude. Technological loopholes, as well as human limitations, are 
exploited by cyber criminals for their personal gain. To initiate a theoretical framework 
that would help develop ways to address the problem of cybercrime, scholars have started 
developing human error frameworks, theories, and models (Senders & Moray, 1991). 
What is not very clear is whether these human error structures can be used to 
conduct a comprehensive personal usage analysis of crisis in the cybersecurity industry or 
at least provide a structure around which, new human investigative techniques can be 
designed. At the same time, if all these concerns could be explained easily, this endeavor 
would not be necessary and would also eliminate the need to create yet another error 
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framework. Therefore, the question that needs to be answered is ‘how do you identify and 
apply an adequate framework for your use case'? 
The best way to approach this issue would be to examine theories postulated by 
scholars on this subject (Shappell & Wiegmann, 2001). From a glance, this approach 
seems daunting if one would have to examine each and every theory considering that the 
issue of usability, human attitudes, and human error has been discussed for decades and 
many human error models, theories, and frameworks have been developed (Senders & 
Moray, 1991).  
The issue here is that not all of these theories, models, and frameworks are 
relevant in adequately explaining the present study's focus, thus explaining why the 
challenge would be to identify and analyze just those that are significant to this study. 
The effort here would then be to approach this topic in a focused fashion, limiting 
attention to examining a smaller and more manageable collection of cyber usability 
theories that have a relationship with cyber user's attitudes on Internet security. With this 
approach, four relevant theories are identifiable with their unique advantages and 
disadvantages (Shappell & Wiegmann, 2001; Wiegmann, Rich, & Shappell, 2000). These 
are social learning theory, general deterrence and rational choice theories, technology 
acceptance model, and the socio-technical systems theory (Shappell & Wiegmann, 2001). 
In chapter two these theories are explored for their contributions in explaining 
cybersecurity while focusing on isolated frameworks that characterize each theory to the 
extent that they are relevant to analyze user's attitudes towards Internet security.  
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Nature of the Study 
Constant changes in technological know-how and input from many variables 
make it challenging for cybersecurity researchers and engineers to develop a 
comprehensive solution for the cybersecurity problem. For this reason, cybersecurity 
theory is continually being developed to meet the changing nature of technology and the 
threats they face, thus explaining why this study is designed to be associational, not 
causational. 
Since cyber-attacks evolve daily and involve a plethora of players, it is 
challenging to develop a single solution or explanation to every cyber incident. The 
intention here then is that more clarity should be brought to the subject by understanding 
the type of relationship that exists between the variables. To do this, questions will be 
raised that are focused on challenging scholars to expand research in the intersection of 
information technology, conflict resolution, and social psychology. Through this 
research, the phenomenon becomes more familiar, and new insights are acquired that are 
needed in theory development. 
To bring more clarity to the subject the potential parallels and relationships that 
exist between the variables are examined to see how that relationship shapes literature. 
Another important component of this research is the literature review. Although literature 
development related to this subject is ongoing, the extant literature is tapped and 
expanded. Critical to the study is the questionnaire which, has been designed to capture 
specific responses that will help clarify the relationship that exists between variables, thus 
helping to expand theory. 
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The research method for this study is quantitative because the relationship 
between variables and the validation or invalidation of research hypothesis is being 
examined (Denzin, 2012). Qualitative methodology can also be used to explore a 
problem, case, or group through surveys, interviews, and observations of participants 
(Bansal & Corley, 2011). Qualitative methodology was not fitting for this study because 
participants were neither observed nor interviewed.  
Another methodology which, could have been used is mixed-method. Mixed-
method is used when combining participants' experiences and empirical data to determine 
the relationship and differences between identified variables (Yin, 2013). Since the study 
only focused on the relationship between variables collected from participants' responses 
to the questionnaire, a mixed-method in the study was not incorporated.  
List of Key Variables for the Study  
To adequately understand and find ways to make Internet use safe for students in 
the Washington, DC, area of the United States, research variables would have to be listed, 
defined, and analyzed. Such definitions will indicate the factors to watch for when 
analyzing the relationship that exists between cyber users' attitudes and cybersecurity. 
From the standpoint of topic design and approach, cybersecurity is the variable 
that was tested using input from cyber users. For that reason, cybersecurity is the 
dependent variable while the independent variables comprised of cyber users' attitudes 
towards security, the amount of financial loss, type of cyber-attacks experienced, and 
cybersecurity training. Control variables included age, gender, the level of education, and 
residence location.  
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Definition of Terms 
Cybersecurity. Cybersecurity also called IT security, centers on protecting 
computers, networks, programs, and data from unintended or unauthorized access, 
change, or destruction (Kissel, 2013). 
Information security threats. This term broadly means any possible harm or 
damage resulting from the inappropriate misuse or abuse of protected information assets 
(Haley, Laney, Moffett, & Nuseibeh, 2006). Further, information security threats are 
situations that may result in an information system compromise to cause an adverse effect 
on business operations, business assets, and individuals such as disclosure or 
unauthorized access of confidential information through social engineering and phishing 
(Ryan, Mazzuchi, Ryan, Cruz, & Cooke, 2012). 
Information security practice. Information security practice involves the 
following: 
Individuals' information security risk management behavior involving two 
aspects: the adoption of security technology and safety conscious care behavior 
related to computer and Internet usage. The former is related to the use of security 
software and features such as Anti-virus software, Anti-spyware, and a pop-up 
blocking function. The latter refers to security compliance behavior in using a 
computer and the Internet, such as the use of a secure password and frequency of 
making a backup copy. (Rhee, Kim, & Ryu, 2009, p. 818). 
Cyber-crime. According to Newman (2009), cybercrime is defined to be a 
situation in which, a computer or a network is used as a tool, a target, or just a hub for 
criminal conduct. 
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Hacker. The word hacking connotes the act of illegally breaking into computer 
networks and the Internet to steal data for personal gain, and those who personally 
commit themselves to this kind of illegal activity are called hackers (Howard, 1997; 
Hutchison, 1997; Rasch, 1996; Stoll, 1985; Taylor, 1998).  
Attitude. Attitude is "a psychological tendency that is expressed by evaluating a 
particular entity with some degree of favor or disfavor" that sometimes leads to action 
(Eagly & Chaiken, 1993, p. 1; Ferguson & Bargh, 2007). 
IT savvy. IT savvy as used in the study refers to someone who is knowledgeable 
and proficient in using technology especially computers or having practical knowledge of 
how to use computers.  
Computing experience/knowledge. Computing experience/knowledge (CE) has 
been defined as the users' knowledge and expertise in computers, the Internet, and 
information security (Rhee et al., 2009). 
Cyberspace. The interdependent network of information technology 
infrastructures that includes the Internet, telecommunications networks, computer 
systems, and embedded processors and controllers (Joinson, 2001; Kissel, 2013). 
Data breach. A data breach is an unauthorized access to secure information or 
disclosure of sensitive information to a party, usually outside the organization, that is not 
authorized to have or see the information (Adebayo, 2012; Romanosky et al., 2014). 
Information assurance. Information assurance constitutes the measures that 
protect and defend information and information systems by ensuring their availability, 
integrity, and confidentiality (Kissel, 2013).  
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Access. According to the National Institute of Standards and Technology (NIST 
SP 800-32) (as cited in Kissel, 2013) and Harris (2013), access is the ability and means to 
communicate with or otherwise interact with a system, to use system resources to handle 
information, to gain knowledge of the information the system contains, or to control 
system components and functions. 
Cloud computing. According to Harris (2013) and Kissel (2013), cloud 
computing is a computer model that enables on-demand network access to a shared pool 
of configurable computing capabilities or resources such as networks, servers, storage, 
applications, and services that can be rapidly provisioned and released with minimal 
management effort or service provider interaction. 
Critical infrastructure. According to the Committee on National Security 
Systems (CNSSI-4009) (as cited in Kissel, 2013), critical infrastructure is the systems 
and assets, whether physical or virtual, so vital to society that the incapacity or 
destruction of such may have a debilitating impact on the security, economy, public 
health or safety, environment, or any combination of these matters. 
Enterprise risk management. Enterprise risk management is a comprehensive 
approach to risk management that engages people, processes, and systems across an 
organization to improve the quality of decision making for managing risks that may 
hinder an organization's ability to achieve its objectives (Kissel, 2013; Harris, 2013). 
Intrusion detection. According to the National Institute of Standards and 
Technology (NIST SP 800-32) (as cited in Kissel, 2013) and Harris (2013), intrusion 
detection is the process and methods for analyzing information from networks and 
information systems to determine if a security breach or safety violation has occurred. 
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Bugs. According to the Webster's New World Dictionary of American English, a 
bug is "an unexpected defect, fault, flaw, or imperfections" (Neufeldt & Guralnik, 1991, 
p. 182). In programming jargon, "errors" are known as "bugs." The process of finding 
bugs before program users do is called debugging which, starts after the code is first 
written and continues in stages as code is combined with other units of programming to 
form products like operating systems or applications.  
Description and Operation of Variables 
Dependent variable 
Cybersecurity. According to the Committee on National Security Systems 
(CNSSI-4009) (as cited in Kissel, 2013) and Fuchs, Pernul, and Sandhu (2011), the 
concept of cybersecurity as used in this study refers to any attempts to secure cyber 
systems due to the impending cyber-attack committed with the aid of the Internet or 
similar IT or telecommunications mediums. These would include social engineering 
breaches, malware, software based violations, application attacks, network based 
breaches, wireless threats and vulnerabilities, physical security breaches, and 
vulnerabilities (Kissel, 2013). 
According to Brenner (2004), cybercrime which, is the area of cybersecurity we 
are focusing on is any criminal activity that involves the Internet, a computer system, or 
computer technology. It could also be said to be the illegal use of computers and the 
Internet for personal gain. Types of cybercrime are things like identity theft, phishing, 
social engineering techniques, and others. Cybercrime is also sometimes called hacking 
which, originated from the illegal act of modifying a program by changing the code itself 
to serve an unlawful purpose. Cybersecurity and cybercrime would be used 
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interchangeably in this study, depending on the circumstance under discussion. 
Cybersecurity is operationalized in this study as the level of concern for cybersecurity an 
individual has.  
Some methods used to breach cybersecurity networks 
Social engineering. This variable in the study is construed to be an attack in 
which, the hacker uses deception and trickery to convince unsuspecting cyber users to 
provide sensitive data or to violate security guidelines (Taylor & Nufryk, 2014). There 
are two types of social engineering attacks. These are semantic and syntactic.  
Semantic social engineering. These are exploits that target the security flaws in 
the people operating the computer rather than the machine itself and can be done using 
human-based or computer-based methods. In the context of this study, asyntactic and 
semantic social engineering will be defined as exploits aimed at manipulating the social 
and psychological behaviors of cyber users with the intention of obtaining private user 
information to illegally and fraudulently access data for personal benefits (Barrett, 1997; 
Schneier, 2000).  
Syntactic social engineering. These are exploits related to the software or 
network operating logic or vulnerabilities such as loopholes in software, denial of service, 
and difficulties with cryptographic algorithms (Schneier, 20001). In the context of this 
study syntactic, social engineering will be defined as exploits related to fundamental 
security failings such as malware and smurfing. 
Malware. This is one of the most common threats that affect computers today. In 
the study, malware is described to be malicious code or unwanted software that infect 
computer systems and cause them to operate in undesirable ways. According to Taylor 
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and Nufryk (2014) and Harris (2013), malware is insidious and difficult to remove from 
the system under attack because it can come in many forms which, sometimes are 
difficult to identify and eradicate even with the most sophisticated vulnerability 
protection tool.  
Malware is, therefore, not monolithic in nature as it comes in different forms and 
methods, thus making it difficult to kill. Identifying the various types of malware and 
how they operate puts one in a better state to fight their infection and prevent them from 
infecting the system. Some forms of malware or malicious code attacks are viruses, 
worms, adware, spyware, Trojan horses, rootkits, logic bombs, botnets, ransomware, 
armored viruses, and much more (Taylor & Nufryk, 2014). 
Software-based threats. Besides attacks that trick the human components of 
information systems like social engineering attacks and those that highlight the dangers 
of malicious code, there exist attacks that focus directly on the software elements of the 
system (Taylor & Nufryk, 2014). In the study, these are identified as attacks that target 
the operating system and other computer software systems. These forms of attacks can 
severely cripple the operations of the computer, and therefore, it is important that cyber 
users recognize these types of attacks and be able to guard against them. Some of such 
attacks are password attacks and backdoor attacks (Taylor & Nufryk, 2014). 
Application attacks. These forms of attacks are described in the study to be 
software attacks that target web-based systems or other client-server applications (Taylor 
& Nufryk, 2104). These are dangerous because they do not only limit themselves to 
applications, web servers, users, and other back-end systems but can also attack the 
application code itself. When this happens authentication breaches could occur, as well as 
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customer impersonation, information disclosure, source code disclosure or tampering, 
and severe network breaches. Some of these forms of attacks are cross-site scripting 
attacks, zero-day exploits, attachment attacks, buffer overflow, and much more (Taylor & 
Nufryk, 2014). 
Network-based threats. These forms of attacks are described in the study to be 
attacks that hijack networks which, are the lifeblood of systems, thus cutting networks 
from connecting with others to produce information or enable communication (Taylor & 
Nufryk, 2014). These forms of attacks can bring business systems down, thus causing 
significant damage worth millions of dollars. Some of these are IP port scanning attacks, 
eavesdropping attacks, man-in-the-middle attacks, replay attacks, social network attacks, 
DoS attacks, and session hijacking attacks, and much more (Taylor & Nufryk, 2014). 
Wireless threats and vulnerabilities. These forms of attacks are identified in the 
study as attacks that focus on wireless systems and cause damage to internal and wireless 
networks (Taylor & Nufryk, 2014). It is no news that wireless networks are everywhere 
nowadays and protecting devices against wireless vulnerabilities is important in shielding 
sensitive data from unauthorized access. Wireless security is, therefore, important as it 
secures these networks from unwanted access. Some of these attacks are rouge access 
points, evil twins, jamming, bluejacking, bluesnarfing, war driving, packet sniffing, and 
much more (Taylor & Nufryk, 2014). 
Physical threats and vulnerabilities. When threats to information systems are 
considered, virtual threats are mostly the focus. Though dangerous in themselves, 
physical threats are equally dangerous. These forms of attacks in the study are described 
to compose and affect the physical components of the network and the facilities that 
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contain the systems (Taylor & Nufryk, 2014). What is significant from these forms of 
attacks is the fact that physical resources are equally important when talking about 
information security. Although it is important to keep attackers away from networks, it is 
equally important to shield them from stealing, compromising, or destroying the 
hardware in which, these systems run. Some of the physical threats to guard against can 
be internal, external, natural, or human-made (Taylor & Nufryk, 2014). 
Independent variables 
Attitudes towards Internet use. Attitude here explains an established way of 
thinking or feeling about something which, is reflected in behavior or action. A positive 
attitude exudes positive behavior while a negative attitude projects negative behavior. 
Attitude towards Internet use then explains a cyber user's operational inclination towards 
Internet use and its associated activities (Smith, Caputi, & Rawstone, 2000).  
A cyber user’s disposition towards using the Internet and its associated activities 
determines whether the user would use the Internet securely or not. If a cyber user has a 
positive attitude towards cybersecurity training for example, that attitude would be seen 
in how securely the user would use Internet. According to Garland and Noyes (2005), the 
more confident a cyber user is towards accessing and using the Internet securely, the 
more positive his or her attitude would be towards using the Internet, thus enhancing 
security in the system.  
Since one's attitude towards something predisposes action, attitude towards 
Internet usability as utilized in the study describes the positive or adverse effects that 
cyber users' attitudes have on the security of the web (Smith et al., 2000). Learning about 
the relationship that exists between one's attitude and the security of the Internet is 
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important because a user's inability to use the Internet securely contributes to cyber 
exploitation which, in most cases is dangerous to businesses or the victims.  
Internet security is a big issue in the U.S. today, and that explains why news 
outlets regularly broadcast incidences of cyber-attack. In June of 2013 news outlets 
presented a cascade of reports released by NSA contractor Edward Snowden concerning 
government surveillance programs. These revelations opened new wounds and 
highlighted concerns about how best to preserve citizen's data in the digital age. 
Though data security is necessary for protecting cyber assets against cyber-
attacks, cyber surveillance in itself is problematic as people are not sure of where the 
balance lies between data security and cyber surveillance. Striking a balance between 
data security and confidentiality with cyber surveillance is another topic that needs 
careful study.  
IT savvy. Savvy as verb means to know or to understand something. Savvy is 
sometimes used as an adjective to indicate that someone is experienced, knowledgeable 
or well-informed about something. Savvy could also be used as a noun to indicate 
practical understanding, shrewdness or intelligence towards something (Neufeldt, V., & 
Guralnik, D. B., 1991).  IT savvy as used in the study refers to someone who is 
knowledgeable in using information technology systems or having practical knowledge 
of how to use computers.  
The financial cost incurred from cybercrime. This variable helped the researcher 
find out whether the amount of money incurred from a cyber-attack would determine the 
victims' keenness to cybersecurity (Acquisti, Friedman, & Telang, 2006). One would 
think that anyone who suffers a significant amount of monetary loss as a result of a 
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cyber-attack might pay attention to security more than someone who incurs a smaller 
amount of financial loss as a consequence of a cyber-attack. Although this might seem 
reasonable, such a conclusion cannot be drawn from sentiments but rather from survey 
data which, this research presents.  
Cybersecurity awareness training. The very basis for any cybersecurity training 
is to assist a participant to become aware of the cyber threats that exist and also give a 
cyber user the tools necessary to guard against those threats (Eminağaoğlu et al., 2009). 
This notion, therefore, creates the assumption that people who have taken cybersecurity 
training might be better Internet users than those who have not. In an academic discourse, 
such a sweeping statement must be backed by facts, and survey data would help the 
researcher make an informed argument about this issue.  
Type of Internet transaction. This variable helped the researcher determine 
whether the kind of business conducted on the Internet has any relationship with one's 
keenness to security. This is important as it clarifies the assumption that people who use 
the Internet for financial transactions care about security more than those who use the 
Internet for less sensitive activities.  
Control variables 
Age. The issue of age can seem unnecessary and inconsequential when talking 
about information security, but that might quickly change if one starts to look at what age 
group is comfortable accessing and using information systems. This question is the very 
reason why age was introduced in the study.  
37 
 
The reason age is brought to the study is to find out if certain age groups find it 
easier to use the Internet securely than others and whether such willingness to use the 
Internet securely has a relationship on Internet use or not.   
The issue then would be that although all students use the Internet, younger 
college students might be more knowledgeable dealing with information security than 
seniors. This is important in this research as the study findings would indicate where 
resources should be allocated to advance security.  
Gender. This variable is relevant to the study as it helped show from the survey if 
one gender has more concern for Internet security than the other and why. Such 
knowledge also helped propose how to align resources when dealing with addressing 
cybersecurity (American Psychological Association, 2006, pp. 1-2). 
The level of education. This variable is important in the study as it indicates if a 
cyber user's level of education has a relationship with their concern for security or not 
(Hornsby, 2006). Since the level of education might align to age, the research paid 
attention to survey data to see if there is any disparity concerning being a victim of 
cybercrime among young students and older students. The issue of whether carelessness 
has something to do with age and educational qualification was also explained when 
analyzing this variable. 
Residence. The researcher's intent with this variable was to know if a cyber user's 
place of residence has any relationship with cybersecurity awareness. This knowledge is 
important because it clarifies the assumption that cyber users who live in urban areas and 
access the Internet easily are more familiar with Internet security than cyber users live in 
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rural areas and might not have easy access to the Internet. Survey data informed these 
presuppositions and shaped theory. 
Description of Methodology, Data Collection, and Analysis  
This study explored attitudinal differences in Internet use and security with the 
objective of understanding the relationship that cyber users' attitudes have on an 
individual’s level of concern for cybersecurity. Cyber-attacks have been occurring and 
causing damage to networks for a long time, thus explaining the necessity to understand 
what factors account for cyber-attacks. In an attempt to understand cybercrime and the 
connection it has with cyber users attitudes, the research collected and analyzed data from 
regular cyber users through a survey. Survey questions were designed to capture the 
relationship that cyber users' attitudes have on cybersecurity not from the perspective of a 
cause and effect finding but rather from a relationship finding process. In addition to 
using the survey as the primary source of data collection, existing literature was also used 
to analyze the data.   
Level of Measurement of Variables 
The standard of measurement of variables is significant as it revealed the type of 
relationship that exists between the values assigned to the attributes for each variable. 
Such analysis helped determine how to interpret data obtained from each variable. 
Looking at the nature of the survey questions, most of the variables were nominal with 
the possibility for some to be ordinal during measurement and data manipulation.  
Survey questions were designed to extract targeted information from the 
participants. This method was intentional as it helped eradicate answers that strayed from 
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the research objective. Survey questions were not only categorized but mostly demanded 
‘yes' or ‘no' answers, thus underlining their nominal nature.  
Population of the Study 
Internet use has become a fundamental and unavoidable part of daily living. This 
is because almost all aspects of the human experience depend on the Internet either for 
business, research, healthcare, and other activities. This dependence on the Internet is 
even more significant in educational environments. Now in the world as a whole and the 
U.S. in particular almost all degree programs have a fundamental link to the Internet 
either for research, administrative, or business purposes. 
It is recorded that approximately 86% of students in the United States depend 
upon and use the Internet for their education compared to 59% of the general population 
(Jones, 2002). These numbers even get higher when looking at samples from specific 
universities. Fortson, Scotti, Malone and Del Ben (2007) assert that during a similar 
study, 90% of their survey respondents acknowledged using the Internet on a daily basis. 
This data encouraged the researcher to limit the population for this study to students 
ranging from 18 years and older. This age group covers students from college level up to 
the graduate and doctoral levels. 
Sampling 
In this research, students of all genders attending universities around the 
Washington, DC, metro area were sampled. Participants had to fall within the ages of 18 
years and older and actively use the Internet. The method was to design a questionnaire 
and upload on SuveyMonkey for university students around Washington, DC, to freely 
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and willingly participate in the survey. The expectation was to receive a total of 433 
cases.  
In research, a sample can be defined as "that finite part of a statistical population 
whose properties are studied to gain information about the whole" (Neufeldt & Guralnik, 
1991, p. 1187). In the case of human interaction, a sample would be a group of people 
who have responded and agreed to be selected from among many to participate in a 
survey. Sampling in research would, therefore, be the process used to choose 
representatives from among a population to be employed in a research exercise. To 
successfully do this, inferential statistics was used to enable the researcher to determine a 
population's features through discernment of the samples used.  
Assumptions 
A fundamental assumption going into the study was the fact that cyber systems 
are at risk because of increasing numbers of cyber-attacks, thus indicating the need for 
cyber users to be more aware of security while using the Internet. While this assumption 
can only be verified by comparing relationships between study variables, it is nonetheless 
important as it gives an opportunity to explore more and understand some of the gaps that 
are noticeable in literature.  
Although survey data and literature may not be enough to cover all the existing 
deficiencies in the literature and also may not help raise awareness on the importance of 
Internet security, other avenues like cybersecurity training, education, and organizational 
policies might cover the missing gaps in the literature.  
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Scope and Delimitations Inferences  
Although cyber-attacks affect every Internet user, studying it from a global 
perspective is impracticable as it would be too broad. The approach used in this study 
was to address the issue from a targeted population and then make extrapolations from 
the results. Although the hypothesis of the study was developed based on existing 
literature and theory, it will subsequently be tested (Wilson, 2010). This method gives the 
researcher the ability to reason from the particular to the general. 
The scope and sample of this research were students in the Washington, DC, area. 
This scope helped in data management and analysis. Following a deductive methodology, 
a set of hypotheses were formulated, and those hypotheses were tested to determine if 
they should be rejected or not.  
A major problem that the research intends to discuss is the reality of the changing 
nature of crime. Traditionally, the field of conflict analysis and resolution had primarily 
focused on addressing crimes committed by people through physical contact and 
interaction. This traditional approach has shifted with the advent of technology based 
crimes as criminals operate in the shadows of software (Coleman, P. T. (2011). 
Such a change presents a challenge that conflict resolution and risk management 
practitioners must confront by adjusting the way conflicts are traditionally analyzed and 
resolved (Coleman, P. T. (2011). The focus of the study is to raise awareness of the 
changing and challenging nature of cybercrime, and prompt researchers to create value 
by making the necessary adjustments needed to meet the evolving realities of the time. 
Actions of terrorist groups like ISIS who use social media to spread their terrorist 
ideology is proof of this challenge.  
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Limitations in the Study 
Although Internet usability is valuable to people all over the world, its security 
problems create insurmountable risk to users who in some cases are seen to be "the 
weakest link in the cybersecurity chain" (Sasse & Flechais, 2005, p. 13). The focus of this 
study is to determine if cyber users' attitudes have any relationship with the occurrence of 
cybercrime. This knowledge will help educate cyber users on best practices that are 
needed to promote data availability, integrity, and confidentiality. The methodology used 
for the study only demonstrates the relationship that exists between the variables of the 
study and does not determine whether the occurrence of one variable causes the other. 
While this might seem to limit, it lays the groundwork for future fact-finding studies. 
Although engineers and cyber users are working tirelessly to meet the challenges 
presented by continuous technological innovation, such efforts fall short as they focus 
more on technical fixes, thus limiting the ability to address the cybercrime problem 
which, has many components. While it is important to address technical challenges, users' 
attitudes and operational policies should be examined and improved because people are 
the ones using the Internet. (Mitchell & Nault, 2003). Constant technological innovation 
and development also makes it challenging to adequately address the cybercrime problem 
thus posing a challenge going into the research, for even if users improve their attitude 
towards security, constant technological innovation will still present a challenge  
This notwithstanding, the resolution in this study is for IT risk management to be 
approached from a broader perspective and continually make adjustments to meet the 
challenges presented. Note should also be taken of the fact that shifting focus is not the 
only problem considering that there are growing security requirements, ever-rising costs, 
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efficient allocation of resources, and patronization of safety investments (Acquisti, 
Friedman, & Telang, 2006). 
From the above points, an effective information security risk management 
framework must be eclectic in the sense that users and organizations must share best 
practices with each other and at the same time deploy the best and latest technological 
tools (Bostromand & Heinen, 1977). The challenge going into this research is then how 
eclectic could one go to address all the potential problems effectively. Scholars, 
managers, and policymakers should engage in a solution based approach to this issue by 
analyzing relevant theories and statistical data from different disciplines and then 
developing theory informed by best practices. 
Though data gathered from literature and survey responses played a significant 
role in how conclusions were formulated in this research, such data was still limited as 
technological innovation is ongoing, thus presenting new challenges that take a long time 
to be understood and addressed. The fact is that producing new hardware and anti-virus 
software is critical in protecting data, but users should regularly reallocate resources and 
approach the issue of cybersecurity risk management from both the technological and the 
human perspective to be effective (Mitchell & Nault, 2003). 
One possibility going into the research was that of porosity. Although analysis of 
variables would form an integral part of the methodology, it was possible that during 
such relationship inquiry, gaps in literature could appear. This notwithstanding, this 
possibility was contained by the use of controlled variables in covering the gaps and 
expatiating discourse on the relationship that exists between the variables.  
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Significance of the Study 
The focused on understanding the relationship that exists between attitudes of 
cyber utilization and the security of the Internet so as to expand knowledge needed to 
address cyber risk and conflict when they do appear. In this world of information 
technology, crime is taking various forms and researchers must continually adjust their 
approach to meet the challenges that are presented (Coleman, P. T. (2011). Conflict 
resolution and crisis management practitioners cannot continue to do business as usual 
and expect to address current day problems adequately. 
Cyber-attacks have revealed another phase of criminology, and both researchers 
and practitioners must adjust theory development methodologies and tactics to meet the 
changing times (Coleman, P. T. (2011). Survey data analysis would produce the findings 
of the study thus opening new avenues of orienting cybersecurity research.  
Survey results would highlight the shifting realities existent in cybersecurity and 
indicate areas that need repair. Cybersecurity training would be one great way of 
improving security in IT. These shifting dynamics would help policy makers create 
legislation that would govern cyber usage in ways that limit risk and cyber warfare. 
These findings will also open links of partnership between the departments of 
conflict resolution, engineering, and computer science on how to approach cybercrime. 
The methodology used in the study shows the relationships existent between the variables 
thus laying the groundwork for further research aimed at addressing the cyber threat.   
Conclusion 
In this chapter, literature on cyber usability was briefly reviewed and the 
justification for the dissertation was introduced. The research questions were also 
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presented as well as the scope, objectives, limitations, and relevance of the study. Finally, 
the chapter also looked at conceptual frameworks of the study, as well as explained and 
justified the variables chosen for the study. 
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Chapter 2: Review of Literature 
Introduction and Restatement of the Research Problem 
The advent of information technology systems like the Internet and others have 
generated a communications revolution in today's society. Through the Internet, people 
from all corners of the world get connected and carry out daily business easily (Howard, 
1997; Sterling, 1992). Thanks to the Internet ideas about education, business, healthcare, 
finance, and other important issues of life are circulated to a wider audience quickly and 
securely (Cairncross, 1997; Dizard, 1997; Etzioni, 1997; Fishkin, 1992; Moore, 1987; 
Schwartz, 1996; Sproull & Kiesler, 1992).  
Although the Internet is very beneficial to all people, its use has produced new 
forms of criminal actions, especially those posed by hackers who are ready to break into 
networks and steal data for their personal gain (Goodell, 1996; Littman, 1995).  
Though hackers are ready and willing to break into systems and steal data, cyber 
users' attitudes towards security sometimes aid the work of hackers. Such activity 
explains why understanding the relationship that cyber users' attitudes have towards the 
security of the Internet is essential to this study. To create a more manageable scope for 
the research, the study sampled students in the Washington, DC, metro area.  
The word hacking connotes the act of illegally breaking into computer networks 
and the Internet to steal data for personal gain, and those who personally commit 
themselves to these kinds of illegal activities are called hackers (Howard, 1997; 
Hutchison, 1997; Rasch, 1996; Stoll, 1985; Taylor, 1998). 
Hacker as a term has assumed many connotations over time. It originally had a 
positive association that described outstanding programmers in the computer science field 
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(Chandler, 1996). As the years went by, and smart developers continued to research and 
develop software used to crack code and perform penetration testing and ethical hacking, 
its meaning gradually took a negative meaning and referred only to individuals who 
engage successfully or unsuccessfully in unauthorized penetration of firewalls with 
malicious code for their own unlawful and personal gains (Howard, 1997).  
Because hacking arose as a new form of criminality with the invention of the 
Internet, cyber users and researchers are still trying with difficulty to develop ways to 
minimize its devastating effects (Hafner & Markoff, 1995; Hutchison, 1997), and the 
problem emerges from the constant development of IT and changes in methods and 
techniques used by hackers. For this reason, information security literature is still scanty 
and unable to adequately address the different components of cybercrime, as well as the 
behavioral traits of those who perpetrate it (Karnow, 1994).  
The existence of cyber-attacks perpetrated by hackers has imposed the creation of 
information assurance or cybersecurity as a new field of study. This area of study sprung 
from computer sciences a few decades ago, thus explaining why researchers are 
vigorously compiling an extensive repertoire of literature that could explain the cyber-
threat problem (Hutchison, 1997). For this reason, theories are borrowed and expanded 
upon from other disciplines such as psychology, criminology, sociology, law, computer 
science, IT management, conflict management and others to explain cybercrime.  
This eclectic methodology of literature development is wise, considering that the 
cybersecurity field is broad and building active cyber defense systems must include the 
technological and the human components of IT. Through this method of theory 
development, some new themes are identified and analyzed. Some of these themes are 
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proactive security culture, internal controls assessment, security policy implementation, 
individual values and beliefs, and security training.  
It is important to indicate that the broad scope of the field of cybersecurity has 
unavoidably compelled cybersecurity researchers to approach investigating cybersecurity 
issues from specific and isolated angles that help answer their research focus. Obtainable 
literature suggests that this approach has been somewhat biased as more resources are 
directed towards the technical and technological areas of the subject (Bostromand & 
Heinen, 1977). 
Although expanding technical IT knowledge is important, focusing solely on 
technical expertise is problematic as it excludes that all important human factor input. An 
effective strategy to address the cyber-threat problem should not just concentrate on the 
technical but also include the human and the non-technical components of IT since 
technology is used by people.  
While more has been done on the technological side, there is increasing literature 
that focuses on incorporating the human factor components of IT. The problem is that 
such literature primarily views users as isolated individuals in their approach to 
addressing cyber threat. Although it is encouraging to see an increase in the human factor 
research in cybersecurity, focusing only on cyber users individually is also limiting since 
individual actions on the Internet affect millions of other users. Therefore, engaging in a 
technical but also a psychosocial approach to addressing the cyber-threat problem is a 
better approach (Mitchell & Nault, 2003).  
Theories that lie in the intersection of social psychology and technology gives a 
much better comprehensive analysis of what might be going on with cybercrime. The 
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field of social psychology offers complementary views with a rich body of literature 
explaining how an individual's actions strongly affect or are strongly affected by others. 
Social norms and many other social variables influence people's attitudes on how to 
approach risk. Normative group influences inspire humans to act a certain way, and these 
social standards affect human behavior in many ways.  
Nolan, Schultz, Cialdini, Goldstein, and Griskevicius (2008) support this stance 
by asserting that in a situation where people desire to conserve power, telling people in a 
particular settlement that their neighbors were saving power increased the conservation of 
energy more than using non-social intervention strategies like telling them that preserving 
power was good for the environment and would save them some money. Taking the hotel 
industry example, Goldstein, Cialdini, and Griskevicius (2008) underlined that by only 
telling hotel guests that most visitors are opting to reuse their towels increases the rate of 
hotel room towel reuse by a significant percent. 
The above two examples only explain the power of social intervention strategies 
in addressing issues. In this research, embarking on a psychosocial approach to dealing 
with the cybercrime problem would be helpful considering the vast nature of 
cybersecurity.  
An eclectic and all-encompassing cyber-threat approach is the method employed 
in this research to explain the relationship that exists between cyber users' attitudes 
towards security and the occurrence of cybercrime. Analyzing users' experiences on 
current cybersecurity attitudes through surveys is relevant to this research as participants 
responses to the questions on the research questionnaire would produce results that would 
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help design enduring lessons and propose all-encompassing intervention strategies 
urgently needed to fight cybercrime.  
Synopsis of Themes and Theories 
Information security research is a critical academic exercise because it helps 
develop the tools, theories, and principles that ensure data availability, integrity, and 
confidentiality. From existing literature, critical topics concerning information security 
are developed and analyzed. Some of these are questions that deal with information 
security effectiveness (Kankanhalli, Teo, Tan, & Wei, 2003; Straub, 1990; Woon & 
Kankanhalli 2003), information security planning and risk management (Soo Hoo, 2000; 
Straub, 1990; Straub & Welke, 1998), the fiscal value of information security 
(Cavusoglu, Mishra, & Raghunathan, 2004a, 2004b), and finally the design, 
development, and best practices needed in the information security industry (Doherty & 
Fulford, 2006; Siponen & Iivari, 2006).  
While these studies play a great and valuable role in educating users on the 
importance of cybersecurity, more research is needed to adequately meet the daily and 
evolving challenges posed by cyber-attacks (Siponen & Willison, 2007). Threats to 
information systems mostly not only come from hackers and organized criminals but also 
from authorized inside users who for some reason fail to maintain security while surfing 
the Internet. Studying and understanding the relationship that exists between cyber user's 
attitudes towards the security of the Internet is not only an important function of 
information security but also a function of the users that operate these systems.   
Since the focus of this research is to look at the relationship that exists between 
users' actions and the occurrence of cybercrime, literature development focuses on 
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looking at what role cyber usability has on the phenomenon of cybercrime from both the 
user and the hacker's viewpoint. Approaching research and theories from this angle 
broadens understanding and develops an eclectic body of knowledge on the subject.  
To develop an effective information security body of knowledge, both the 
technological and the human factors of cybersecurity must be considered since computers 
by their physical nature represent the functioning of a technical product which, must be 
operated by the end-users and affected by their attitudes, and biases (Mitchell & Nault, 
2003).  
Cyber users could also be hackers whose sole purpose is to cause harm by 
breaching security and stealing data or committing cybercrime. System users could also 
be authorized users who, according to literature, constitute what is called the insider 
factor threat or the authorized user threat or employees who are approved to use a 
particular system (Neumann, 1999).  
An emerging research stream on the human attitude perspective of information 
security focuses on end-user (insider) approaches and attempts to identify the factors that 
aid or destroy information security compliance. Current literature recognizes that 
insiders, a term that refers to users who are authorized to use a particular system 
(Neumann, 1999), may pose a challenge to an organization's network because their 
ignorance, mistakes, and deliberate acts can jeopardize information security (Durgin 
2007; Lee & Lee, 2002; Lee, Lee, & Yoo, 2004).  
Recent survey reports on the subject support the argument, as well as an FBI 
survey which, shows that 64 percent of survey respondents indicated that some of the 
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losses related to cybersecurity they have incurred are due to the actions of insiders 
(Gordon, Loeb, Lucyshyn, & Richardson, 2006).  
Cyber users' attitudes are, therefore, a major player in shaping cybersecurity 
culture for business environments. Even though users are considered the weakest link in 
the security chain, literature also recognizes that users can help safeguard information 
and technological resources if they pay attention to safety and perform beneficial acts. To 
encourage and enable effective security on the Internet, individuals and organizations 
often develop security policies that guide operation and enable cyber protection. 
Unfortunately, such guidelines do not automatically secure networks as system 
authorized users do not necessarily comply (Stanton, Stam, Mastrangelo, & Jolton, 2005). 
The challenge, therefore, is to identify what determines users' compliance with security 
policies and expand the development of theory and literature to include those aspects.  
Emergent Themes from Literature  
When one carefully examines existing research on cyber threats, reoccurring 
themes are identified. These topics, though not exhaustive in themselves, reoccur because 
they touch on areas that need to be developed to address the cybercrime problem 
effectively. These themes create a solution-seeking mind frame and identify areas that 
need to be tackled to address cyber threat issues. These topics are persuasive proactive 
security culture, internal control assessment, security policy implementation, individual 
values and beliefs, and security training. An analysis of these subjects indicates their role 
in clarifying the type of relationship that exists between cyber user's attitudes towards the 
security of Internet, and also creates room for further inquiry to address the issue.  
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Proactive security culture. Information security literature identifies the 
development of a dynamic security culture as an important aspect of security governance. 
By implementing a proactive security culture in a cyber environment, data integrity, data 
availability, and data confidentiality are maintained, thus building business confidence, 
trust, and stability as all stakeholders are assured that the data they are using are not 
contaminated (Dhillon & Backhouse, 2000; Dhillon & Torkzadeh, 2006; Thomson & von 
Solms, 2005; Vroom & von Solms, 2004). 
Internal control assessment. From information security literature it is clear that 
internal control assessment is encouraged as it helps maintain effective security 
governance (Warkentin & Johnston, 2006; Whitman, 2003). In business or organizational 
environments, internal controls such as good practices, procedures, policies, and 
responsibility structures help ensure the efficient management of risk for the protection of 
data assets (Dhillon, 2001). 
Internal controls are necessary for an organizational setting because they help 
monitor change control and keep the system secure for audit purposes. They are put in 
place by management to monitor all the aspects of the system such as password 
protection, access control monitoring, and much more (Flowerday, & von Solms, 2005; 
Posthumus & von Solms, 2004; Rezmierski, Seese, & St. Clair, 2002). Internal control 
practices are also encouraged within private networks as they give the user the mandate 
to feel responsible for securing their network.  
Security policy implementation. Security policy is what guides safe operation in 
an environment (Ward & Smith, 2002). Clear and concise security policies are important 
as they prevent unnecessary changes that might affect the environment negatively 
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(Campbell, Al-Muhtadi, Naldurg, Sampemane, & Mickunas, 2003). When created, these 
policies must be clearly communicated to users, monitored periodically, and updated as 
necessary. Users' responsibility and accountability in maintaining security policies are 
crucial to their effectiveness since unimplemented policies are useless.  
Individual values and beliefs. Adequate security for an environment is only 
attained if users cooperate with the security configurations and policies. This cooperation 
is driven by users' values and beliefs (Magklaras & Furnell, 2005; McHugh & Deek, 
2005). When security configurations and policies have been put in place and tested to be 
successful, normative control is what keeps the environment continually secured as users 
go about their business (Adams & Sasse, 1999; Schultz, 2002).  
Normative controls here mean the continuous assessment of users' values, beliefs, 
and attitudes as far as security is concerned (Stanton et al., 2005). These normative 
controls could be done by management in organizational situations or by individual users 
in private network situations.  
Security training. The importance of training in learning cannot be 
overemphasized for it is in training that people learn and get acquainted with new things. 
Security training is, therefore, important as it is what teaches users, not just about the 
importance of cybersecurity but how to enable and maintain security while on the 
Internet. Training eradicates ignorance which, is disastrous to any secure environment 
(Bottom, 2000; Orgill, Romney, Bailey, & Orgill, 2004; Whitman, 2003). 
Security training is mentioned by most cybersecurity researchers as an important 
prerequisite for security governance in any environment. It not only helps better utilize 
the overall security infrastructure, but it also leads to better management of the internal 
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security controls and policies that are put in place (Adams & Sasse, 1991; Segev, Porra, 
& Roldan, 1998). Therefore, continuous security training is encouraged as it helps build a 
security culture which, is needed for the smooth functioning of operations.  
The above themes are important pointers to areas that need particular attention in 
an attempt to address the cybersecurity problem. In order to make progress with this 
quest to understand the type of relationship that exists between users' attitudes and 
cybersecurity, and in doing so also demonstrate how cyber users can become better 
stewards of security, some of the theoretical frameworks that have been used to examine 
human attitudes in some disciplines are identified and later in the chapter examined to see 
their relevance in analyzing the research problem. 
Although no one theory can adequately explain all the components related to the 
cybersecurity problem, some of the ones examined below have previously been 
successfully used by researchers to properly explain what determines users' attitudes 
towards security while on the Internet and what drives users to follow or not follow 
security policies (Herath & Rao, 2009). These theories and models are the social learning 
theory, the general deterrence and rational choice theories, the technology acceptance 
model, and the socio-technical systems theory.  
Preview of Major Sections of this Chapter 
In this section, the research problem was restated, and literature relevant to the 
study was reviewed. This was done by analyzing theories and themes that have direct 
relevance in explaining the type of relationship that exists between the study variables. 
The literature search strategies used in the study were also discussed, and the theoretical 
56 
 
foundations of each theory used were explained. Finally, the literature related to key 
variables was reviewed.  
Literature Search Strategy Used in the Study 
Information sharing and research is an important but sometimes complex and 
challenging undertaking in academia, which, involves not only reading and citing 
relevant material from primary and secondary sources but most importantly having the 
skill to maneuver through library databases and search engines to locate the right 
information for the topic under consideration. This dissertation project has not been 
different.  
The main source of literature came from primary and secondary sources located in 
the Nova Southeastern University Library and other libraries around the Washington, DC 
area. Because the study centered on examining the type of relationship that exists 
between attitudes toward Internet use and security among university students in the DC 
metro area, the literature search strategy was to work with the staff of the aforementioned 
school library and query their databases with one or more suggested keywords like 
computer security, IT systems use, hackers, hacking, information security, cyber threat, 
Internet security, cybercrime, cybersecurity, attitude of Internet users, and much more. 
The material was also obtained from journals in the field as well as Google Scholar. 
Because an increase in cyber threat and cybercrime in the past few decades 
necessitated the creation of cybersecurity and information assurance as an academic field 
of study, most of its literature concentrates on the past few decades especially the 90s. As 
a result, the scope of the research was narrowed to the last ten years and in critical cases 
stretching to bring clarity where necessary.  
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The focus on this time frame, as well as the slight stretch, is justified by the fact 
that from the 1990s, the Internet expanded from the military, academic, and research 
institutions, government, and big businesses to individual households. This expansion, 
coupled with the advent of the war on terrorism, saw an increase in hacking activity and 
cyber threat, thus prompting researchers to increasingly publish on the subject and in 
doing so also borrowing from traditional psychosocial theories to explain human attitude 
towards Internet usability. 
This explains why some of the analyses were informed by traditional theories that 
intersect social psychology, criminology, and information technology. In some parts of 
the study material such as articles would extend the timeframe. Such cases are justified 
by the fact that those articles were found to be very informative and relevant in 
explaining and analyzing the concept to aid understanding and clarity, and also because 
although some of them were published more than a decade ago, they have been reviewed 
and edited to be relevant in analyzing recent happenings. 
An example of such a case would be the theory of planned behavior (Ajzen, 
1991), which, explains behaviors and their relationships with crime, as well as the space 
transition theory which, explains and predicts actions of criminals and analyzed 
behavioral patterns of the offenses committed in cyberspace. Although these and others 
might extend the scope of literature, they are very relevant and necessary in explaining 
the issue under consideration in this research, thus justifying their use. 
It is important to highlight the fact that cyber-attacks do not happen magically but 
rather as a result of some form of human activity on the computer. Consequently, the 
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human factor must be taken into consideration. This then makes it impossible to analyze 
and truly understand cyber-attacks using technology alone. 
Therefore, to examine cybersecurity, one most include theories from other fields 
such as psychology, sociology, law, criminology, management, and others to explain a 
phenomenon like cybercrime because it is caused by people who use the computer for the 
wrong reason. That explains why using an all-embracing method to describe cybercrime 
is adequate and involves borrowing from fields that existed long before the computer was 
invented.  
Theories and Their Applications to Security 
Review of literature has always been an important part of research, and it is 
critical as it gives researchers the opportunity to form an in-depth evaluation of existing 
literature in the area under consideration to develop theory and models that help explain 
the research question. According to Kerlinger (1979), a theory is "a set of interrelated 
variables, definitions, and propositions that present a systematic view of phenomena by 
specifying relations among variables, with the purpose of explaining natural phenomena" 
(p. 64). Creswell's (2003) explanation of theory is similar. Theories are relevant to every 
field of study as they help explain the characteristics and behaviors of certain phenomena 
and also help researchers develop models and hypotheses used to test the validity of their 
propositions (Pidd, 2003). 
In this section, primary and secondary sources, scholarly articles, and other 
sources like dissertations and conference proceedings that are relevant to the topic of 
research are reviewed. In doing so, a description of each relevant theory presented as well 
as a critical evaluation of their significance to the research. 
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Also, the contributions of previous scholars on the topic are assessed, and by 
doing so, relevant information is identified, existing knowledge is outlined, and any gaps 
in the research are identified, thus giving the opportunity to make criticisms necessary in 
theory development.  
Social Learning Theory and Cybersecurity 
Ronald Akers' (2000) social learning theory is one of the major theories that helps 
explain deviant behavior and crime. According to Akers, deviant behavior and crime 
occur because people learn excess of attitudes and behaviors that favor breaking the law. 
Central to the theory is the concept of group interaction and learning which, acts as an 
unnoticeable influence to one's behavior. The whole idea of attributing deviant behavior 
and crime to social learning is not unique to Akers. Other theorists had postulated this 
idea to support their arguments as Akers himself contends:  
Social learning theory added concepts used in behavior learning theory, 
differential reinforcement, whereby "operant behavior" (the voluntary actions of 
the individual) is conditioned or shaped by rewards and punishments. They also 
contain classical or "respondent" conditioning (the conditioning of involuntary 
reflex behavior); discriminative stimuli (the environmental and internal stimuli 
that provide cues for behavior), and schedule of reinforcements (the rate and 
ratio) in which, rewards and punishments follow behavior responses. (Akers, 
2000, p. 75) 
Fundamental to Akers' social learning theory is Edwin Sutherland's (1947) 
Differential Association Theory which, argues that deviant behavior is learned through 
modeling or imitation and reinforcement from familiar groups such as family and friends. 
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The whole emphasis of relationship is central to Sutherland's theory because, according 
to him, when people get used to others through interaction, intimate bonds are created 
which, lead to an influence of behavior. For example, if a person joins a group of 
individuals who focus on hacking, that person begins to learn the techniques of hacking, 
thus eventually transforming into a hacker. This is the same for an employee who 
gradually develops an attitude of indifference towards security by joining a company 
whose employees violate security by failing to protect their passwords and opening 
unrecognized links (Akers, 2000). According to Akers then, abnormal behavior and 
delinquency are learned because of an excess of definitions favorable to violation of laws 
(Akers, 2000). 
Akers' social learning theory, just like Sutherlands' differential association theory 
examines factors that aid criminal behavior from the same lens (Blackburn, 1993; 
Gattiker & Kelly, 1977; Hollin, 1989). Most sociologists argue that the differential 
association theory provides the best conventional formulation and explanation of 
criminality because the theory asserts that people learn deviant behavior the same way 
they learn other forms of behavior with interaction and communication playing an 
integral role.  
According to the differential association, when people interact with criminals they 
gradually start to learn the underlying motives, drives, rationalizations, and attitudes that 
nurture criminalization (Sutherland, 1947).  
In Sutherland's words, the differential association theory leads modern society to 
be inherently built by conflicting ideas of what is considered normal behavior, and these 
conflicting layers of action contradict each other and generate conflict or crime 
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(Blackburn, 1993; Feldman, 1993; Gattiker & Kelly, 1997; Hollin, 1989; Sutherland, 
1947). At the middle of these conflicting and contradicting forces lays communication 
which, comes in the form of peer pressure. This peer pressure influences behavior and 
pushes an individual to commit a crime, especially if their peers express ideas that are 
favorable or sympathetic to crime.  
It is important to indicate that like all theories, the social learning theory and all 
theories that propagate learning and interaction as determinants of behavior have their 
limitations. In explaining and associating the cause of deviant behavior to interaction and 
learning from others, they fail to account for the origins of criminal definitions. This is a 
critical oversight because it fails to give people clues of what they are getting into right 
before they choose to join a group only to discover the bad influence the group has had 
on them later.  
Additionally, although peer pressure, interaction, and influence play important 
roles in the social learning theory argument, all forms of criminal acts cannot be 
associated with peer pressure alone as many motivating factors exist. Cybercrime in 
many ways is a unique form of criminal behavior that sometimes entails intense technical 
configurations and operations that necessitate more than just peer pressure, 
communication, and interaction to carry out. Some of the cyber-attacks are highly 
sophisticated and require special schooling in engineering, computer sciences, 
networking, and information technology to build the capability to carry them on. That 
explains why governments and military establishments now have cyber defense 
departments that focus on developing the capacity to perform penetration testing, ethical 
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hacking drills, and cyber defense or cyber offense engineering training that help protect 
their systems and also go on the offensive if attacked.  
It is important to indicate that though the social learning theory explains criminal 
behavior to a certain extent, it could equally be used to prevent deviant behavior if 
interpreted in the opposite. This argument is supported by Siegel (2006) when he 
contends:  
If people can become criminals by learning definitions and attitudes towards 
criminality, then they can "unlearn" them by being exposed to descriptions 
towards typical behaviors. It is common today for residential and non-residential 
programs to offer treatment programs that teach offenders about the harmfulness 
of drugs, the destructive nature of delinquent behavior, and the importance of 
staying in school. (p. 242).  
The criminal justice system can also use the principles of social learning to set up 
diversion programs that help remove criminals out of the channels of the criminal justice 
system into rehabilitation programs that embrace learning through interaction to teach 
offenders to change by pairing them with good mentors (Siegel, 2006). 
Embracing the social learning theory principles, a cyber awareness campaign 
could be developed that would reduce cyber risk by using the social learning theory 
principles to enable cyber users to identify and team up with recognizable peers who are 
knowledgeable in IT security practices and learn by imitating their safety practices.  
63 
 
General Deterrence and Rational Choice Theories of Cybersecurity 
The General Deterrence Theory is borrowed from criminology to explain 
deterrent actions of cyber criminals (Parker, 1998; Straub & Welke, 1998; Theoharidou, 
Kokolakis, Karyda, & Kiountouzis, 2005). Deterrence theory implies a practice where 
individuals are deterred from engaging in a criminal behavior because of the legal 
sanctions or repercussions attached to it.  
The general deterrence theory like the rational choice theory assumes that human 
action is driven by sound decisions that are informed by the probability of severe 
consequences (Gibbs, 1975). The rational calculation is that legal punishment disrupts the 
propensity to commit a crime, and in this case cybercrime.   
Deterrence theory and rational choice theory influences each other as they both 
utilize practical principles to push for reasoned action. Since human beings are rational, 
they make a cost-benefit analysis before making decisions. Such an ends and means 
calculation helps people make choices that are driven by the maximization of each other's 
pleasures. In situations where deterrence is present, choice helps the individual think 
through the potential pain or punishment that could be levied if one violates policy 
(Parker, 1998). In a cyber breach situation, one would think of the penalty associated 
with the crime and make a cost and benefit analysis before deciding to avoid the act.  
The fundamental principle that upholds the deterrence theory then is the 
swiftness, severity, and certainty of punishment associated with violating the law (Felson, 
1994; Liska, 1987; Messner & Rosenfeld, 1994; Pfohl, 1994; Pfuhl & Henry, 1993; 
Siegel, 1992). 
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According to the general deterrence theory, deterrent actions are right either at the 
individual or organizational level as a restrictive measure for a crime. In corporate 
settings, deterrence helps limit or prevent employees from violating policy as they are 
afraid of the consequences that may be levied on them. If such deterrence relates to 
upholding security while on the web, users—for fear of the repercussions of a violation—
would adhere and by so doing help keep the system secure.  
Deterrence can also go a long way to affect not only the behavior of insiders in an 
organization but also the behavior of outside offenders who might be willing to commit a 
crime but get scared because of the punishment that awaits any violators if caught. 
Though one could argue that some people avoid committing a crime for fear of being 
punished, it is hard to prove as no one knows what could go on in someone's mind at the 
time they make the decision to hold back. Situations like the Edward Snowden's leak of 
classified information indicates that, despite the laws put in place to punish criminals, 
deterrence does not always prevent cybercrime although his unique situation should be 
considered as an exception.  
Technology Acceptance Model and Cybersecurity  
The Technology Acceptance Model (TAM) is an information systems theory that 
explains what motivates users to accept and use technology. According to this model, IT 
tools cannot deliver improved organizational effectiveness if users fail to embrace and 
use them effectively. The technology acceptance model was originally proposed by Davis 
in 1986 and has gained respect in academia because of its role in explaining what 
motivates people to use technology. Another reason this theory is recognized is that of its 
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role in predicting what drives people to embrace technology use (Legris, Ingham, & 
Collerette, 2003). 
The technology acceptance model expands Ajzen and Fishbein's (1980) theory of 
reasoned action and asserts that an individual's acceptance or non-acceptance to use 
technology is determined by perceived usefulness and perceived ease of use of the 
technology in question (Davis, 1989). This understanding highlights the fact that for an 
individual to use technology, he or she must not only know how to operate the 
technological tool but also acknowledge the importance and usefulness of that piece of 
technology to serve the intended need. If one or both of these points are not there, the 
individual will not feel comfortable using the technology. The presence of the above two 
points creates confidence and ascertains data availability, confidentiality, and integrity 
especially when dealing with both personally identifiable and financial information.  
In line with the technology acceptance model, Fishbein and Ajzen's theory of 
reasoned action asserts that one's intention to behave a certain way in a certain 
circumstance depends on one's attitude as well as his or her subjective norms. Subjective 
norms here denotes "the person's perception that most people who are important to him or 
her think he or she should or should not perform the behavior in question" (Fishbein & 
Azjen, 1975, p. 302). Subjective norm is an important determinant of intentioned 
behavior here because one could choose to perform a particular action although he or she 
knows that it is not favorable (Venkatesh & Davis, 2000). 
To adequately explain what motivates an individual to use a particular piece of 
technology, four categories are discernible. These classes are the individual context, the 
system context, the social context, and the organizational context. The social context 
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focuses on social influences that enable one to accept or not accept to use technology. 
The corporate setting centers on what an organization can do to motivate its employees to 
embrace and use IT systems securely. Thong, Hong, and Tam (2002) believed in the 
impact of the organizational context and expanded it also to include system visibility and 
network accessibility as one of the factors that motivate users to accept and use 
technology securely within an organization. 
According to the technology acceptance model, context plays a significant role in 
determining what action one would take since the difference in capacity of attitude versus 
subjective norm to forecast one's intent to behave a certain way depends on the context. 
For example, if one is in a situation where self-influence is stronger than perceived 
subjective norm, then attitude would predict behavior intent the most. At the same time, 
if one is in a position where the normative implication is the dominant determinant of 
behavior, then subjective norm would be the primary predictor of behavior intent. If a 
user is a novice in technology, the subjective standard will probably be the most 
important determinant of one's technology use behavior (Taylor & Todd, 1995). 
Many studies indicate the use of the theory of reasoned action to predict people's 
behavioral intent to use technology (Bobbitt & Dabholkar, 2001; Davis, Bagozzi, & 
Warshaw, 1989; Sheppard, Hartwick, & Warshaw, 1998; Venkatesh, Morris, Davis, & 
Davis, 2003; Yoh, Damhorst, Sapp, & Laczniak, 2003). However, there is the problem of 
contradictory results related to the confounding relationship between subjective norm and 
attitude and the assumption that intention leads to action which, warrants the need for 
further research and inquiry, thus necessitating input from the technology acceptance 
model of Davis (1989).  
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Although the theory explains motivations and attitudes of behavior to use or not 
use technology safely, it fails to acknowledge the fact that ignorance also plays a big part 
in users' inability to securely use technology as can be seen in victims of social 
engineering attacks. The model also fails to indicate that cyber criminals or hackers do 
not care about motivation to use or not use technology but rather are focused on the 
benefit that their illegal activity will give to them. The theory also fails to indicate the 
greed factor as a motivation to criminal behavior on the Internet.  
Another issue is that there is no absolute measure of ease of use or usefulness of a 
particular action, as well as the fact that user perceptions of these constructs may vary 
with time and experience for any given application. Despite these limitations, the theory 
expands cybersecurity usability arguments further by its ideas and could be used to 
propagate the importance of cybersecurity training since perceived ease of use is 
identified as one of the factors that could hinder a user from actually using technology. 
Socio-Technical Systems Theory and Cybersecurity 
The socio-technical systems theory was coined in 1960 by Fred Emery and Eric 
Trist. This method was invented because businesses at the middle of the 20th Century 
were not achieving high levels of productivity compared to the degree of investment flow 
in technological systems. To address this issue, an argument was made that organizations 
would make more if they are treated as socio-technical systems where the technical and 
the social systems work together to produce high productivity (Schneberger & Wade, 
2008, as cited in Gupta & Sharman, 2008).  
The socio-technical systems theory is a perfect approach that should be used to 
explain today's complex organizational operations. According to this theory, 
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organizations are composed of both social systems and technical systems which, though 
independent from each other, work together in an interactive fashion to produce the 
desired productive results needed in an organization. The social system component of the 
theory centers on the people and the programmatic processes while the technical system 
component focuses on the technical methods used to transform input into output 
(Bostromand & Heinen, 1977). 
Emery and Trist's (1960) socio-technical systems theory are important in 
organizational frameworks because of the everlasting increase and dependence on 
technology for efficient business delivery. In order for cyber users and businesses to 
improve their security investments a holistic approach to security is needed which, 
optimizes and utilizes the intrinsic interrelatedness of the social and the technical 
components of business delivery for better productivity (Mitchell & Nault, 2003).  
Effective cyber usage, therefore, requires that cyber users not only learn and use 
the technological tools that are necessary for efficient business delivery but also embrace 
a positive business ethic and protective attitude needed to defeat hackers and their social 
engineering tactics.  
Fontes and Balioni's (2007) study, in an effort to promote secure and efficient IT 
system delivery, indicates the relevance of the socio-technical systems theory in 
information security by arguing that information security professionals should stop 
perceiving information security systems from a more technical perspective, and expand 
their perception to embrace the human and the social aspects so as to reap the benefits of 
secure and collaborative business delivery.  
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In the same light Chaula (2006) argues that to produce a balanced and secure 
business delivery process, organizations and users should invest in and utilize both the 
technical and the social aspects of systems delivery. 
Von Bertalanffy's (1968) systems theory, which, was introduced in the 1940s, 
actually laid the foundation upon which, Emery and Trist's socio-technical systems 
theory could thrive. His system approach draws from the concept of an organism which, 
has many parts and works together to complete a task and also achieve a state of 
equilibrium (von Bertalanffy, 1968). According to von Bertalanffy, this system has a 
single objective and is mechanistically oriented and evaluated regarding mathematics, 
feedback, and technology.  
Hammond (2010) not only expanded upon von Bertalanffy's system theory 
concept but related it to an organization by stating that all components of an organization 
just like a system must function properly together to accomplish the organization's 
business objective. This analogy of a system indicates that, for an organization to work 
properly in a way that minimizes security threats it is necessary for all its elements to 
function in a collaborative fashion. 
Drawing inspiration from the socio-technical systems theory, cyber users should 
develop an affirmative affinity to learn and use technology in an efficient and secure way 
for the safety and efficient delivery of their business. This attitude helps cyber users to 
identify and dismantle social engineering tricks before they deployed. 
While acknowledging the usefulness of the socio-technical systems theory as a 
near perfect model for efficient network usage and delivery, it, unfortunately, fails to 
recognize and discuss the presence and devastating impact of those whose only goal is to 
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access networks to steal and destroy data. This omission seems dangerous and naive for 
the simple reason that although system operations might work collaboratively, there are 
not automatically shielded from daily threats. Therefore, continuous monitoring 
techniques must be employed and new defense techniques incorporated to enable systems 
to operate as intended.  
To conclude, it is important to indicate that the socio-technical systems theory just 
like any other theory has its advantages as well as disadvantages since no single approach 
can analyze all aspects of a subject.  
Summary of Theories and Their Application to Security 
The above theories explain the relationships that exist between cyber usability 
attitudes and security from unique perspectives. These perspectives shed light on a very 
broad subject and through their limitation also challenge researchers to continue 
exploring more ways of explaining cybersecurity. An integrative and all-inclusive 
construct for analyzing cybersecurity should be the goal rather than assume a narrowly 
construed cybersecurity pattern.  
This integrative construct is important because it takes proper perspectives from a 
variety of theories to effectively explain security and at the same time puts each 
perspective in its appropriate context. With this approach, a researcher focusing on 
cybercrime would start his or her analysis by first acknowledging all the variables 
involved and then referencing existing theories to explain the situation at hand. This is 
important because some cybersecurity theories approach their analysis of information 
security by focusing on single factor approaches that significantly limit their ability to 
efficiently and more broadly analyze the incident at hand.  
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Literature Review Related to Key Variables and Concepts 
Cybersecurity and cybercrime have parallelisms in this research not just because 
of the broad and interconnected nature of the research topic but also because of the 
subtleties that bind both concepts together. This explains why the 2010 UN General 
Assembly Cybersecurity Resolution focused on cybercrime as a fundamental challenge of 
cybersecurity (Resolution 64/211, 2009). Cybercrime is an area of cybersecurity. 
Though used interchangeably, both terms are defined and analyzed to highlight 
their usage and relevance in the study. The focus here is to examine attitudes towards 
cyber utilization and security to understand the connections that bind them together to 
enable the occurrence of cybercrime. Cybersecurity is, therefore, a significant variable in 
the study which, is tested by usability attitudes of cyber users. 
Information security. Information security is the bigger term when compared to 
cybercrime as it refers to the protection of information and the systems that store and 
transmit such information (Whitman & Mattord, 2011). The three key attributes of 
information security are confidentiality, integrity, and availability (Smith, 1989, as cited 
in Rhee et al., 2009). 
Information security practice then refers to the information security risk 
management behavior which, incorporates the acceptance and implementation of 
information security technology and the development of a safety conscious attitude on 
cyber use. Accepting and implementing information security here refers to the use of 
information security software and its features such as anti-virus software, while the 
development of a safety care attitude refers to security compliance culture in using IT 
tools demonstrated through the use and implementation of things like strong passwords 
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and making frequent backups of data for replication and availability purposes (Rhee et 
al., 2009). A comprehensive definition would, therefore, be that:  
Cybersecurity is the collection of tools, policies, security concepts, security 
safeguards, guidelines, risk management approaches, actions, training, best 
practices, assurance and technologies that can be used to protect the cyber 
environment and organization and user's assets. Organization and user's assets 
include connected computing devices, personnel, infrastructure, applications, 
services, telecommunication systems, and the totality of transmitted and stored 
information in the cyber environment. Cybersecurity strives to ensure the 
attainment and maintenance of the security properties of the organization and 
user's assets against associated security risks in the cyber environment. The 
general security objectives comprise the following: Availability; Integrity, which, 
may include authenticity and non-repudiation; confidentiality. (ITU, 2016, para. 
1) 
The above definition of cybersecurity is relevant to this study as it paints a clear 
picture of the broad nature of the subject under consideration. This definition is 
significant because it shows a clear distinction between the initial understandings of the 
meaning of cybersecurity in the 1960s. In the 1960s when the first computers were 
invented, threats to cyber systems only came in the form of physical damage to the 
infrastructure or the hardware. Therefore, cybersecurity at that time focused on the 
protection of the physical and could only be partially relevant in this study. As time went 
on and computers became available to more people, threats to cyber systems increased 
and took different forms to include the software component, specifically data or 
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intellectual property, thus necessitating the expansion of the definition to suit the level 
and nature of the current threat. 
Cybersecurity plays an indispensable but important role in the ongoing process of 
information technology development since information systems are worthless without an 
effective security mechanism for its hardware and software. Therefore, enhancing 
security by protecting critical infrastructure and data is essential to cybersecurity 
(Resolution 45, 2006). 
Cyber threat deterrence should be an integral component of the whole 
cybersecurity and critical infrastructure protection strategy for private and government 
agencies. The overall cybersecurity strategy and agenda should first involve the 
development of technical protection systems and then second, the education of users to 
adequately and securely use IT resources (Schjolberg & Hubbard, 2005). This signals a 
relationship between the two concepts that needs to be explained. 
To adequately address the ever-increasing technical, legal, institutional, and 
human challenges presented by the cybersecurity framework, a comprehensive and 
coherent strategy must be implemented taking cognizance of the role of different 
stakeholders involved (Schjolberg, 2008). That explains why the researcher summed up 
the theory analysis section by proposing an integrated cybersecurity theory framework.  
The Phenomena and Definition of Cybercrime    
The occurrence of cybercrime has been viewed as a far-reaching problem in the 
information security field, thus explaining why many cybersecurity theorists have written 
extensively about the cybercrime problem (Burstein, 2003). But what exactly is a 
cybercrime? The term cybercrime is sometimes used interchangeably with the term 
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computer crime, but both terms have some slight differences. Cybercrime has a narrower 
meaning than computer related crimes because it only involves a computer network. A 
computer-related crime is broader as it could include crimes that do not have a direct 
connection to the network but may just affect computer systems. A clearer distinction 
between the terms was established during the United Nations 10th Congress on the 
Prevention of Crime and the Treatment of Offenders (United Nations, 2000). 
During that conference cybercrime narrowly understood as computer crime was 
defined to involve illegal activity committed electronically and targeting the security of 
computer networks and the data it contains (United Nations, 2000). Cybercrime 
understood broadly meant computer-related crimes included any illegal behavior 
committed related to a computer system and network. An example could be an illegal 
possession, offering or distribution of information using a computer system or network 
(Kumar, 2009; Nhan & Bachmann, 2011; Sieber, 2004). 
A standard definition describes cybercrime as any activity in which, a computer 
or a network is used as a tool, a target, or a place to commit a crime. Though this 
definition is acceptable, it is broad and could be interpreted to include traditional crimes 
like murder if, for example, the perpetrator of the crime killed someone by hitting them 
with a computer keyboard, monitor, or desktop (Carter, 1995; Charney, 1994). 
The different variations in definitions demonstrate the difficulties involved in 
giving a ‘one size fits all' definition to cybercrime as it has many different facets and 
describes a plethora of offenses that include traditional computer crimes and network 
crimes. Because of the differences involved in these crimes, it is hard to craft a single 
standard that would include all acts required. 
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Though a single definition is not what is important, getting a typology-related 
approach to the concept is better as it describes what type of cybercrime is under 
consideration. Since it has already been established that the term cybercrime covers a 
broad range of criminal conduct, the Convention on Cybercrime distinguishes four 
different types. These are offenses against data confidentiality, integrity, and availability; 
computer-related offenses; content related offenses; and copyright related offenses 
(Aldesco, 2002; Broadhurst, 2006; Gercke, 2006; Gercke, 2008; Jones, 2005). These 
typologies cover all forms of cybercrime except in situations of cyber terrorism which, 
have many other dimensions that are not considered in this research. 
Threats to information systems have existed since the beginnings of the 
technology revolution in the 1960s. Since then various approaches to address the issue 
have been adopted, but none can claim to provide an absolute solution to the problem 
because technology is always changing as are the methods used by cybercriminals to 
breach security. To fully understand the depth of the problem of cybercrime, as well as 
appreciate the efforts made to address the constantly shifting parts of the problem, a 
background explanation of the issue is necessary. 
The 1960s. As stated earlier, the first computer was used in the 1960s, and at that 
early stage offenses against computers concentrated on physical damage on the hardware 
and stored data (McLaughlin, 1978). Publicly known examples of such first crimes 
against computers were reported in Canada in 1969 caused by a fire in a university data 
center as a result of a riot from students (Kabay, 2008). 
Around the same time discussions on the need to create central data storage 
facilities emerged in the United States, and during those discussions the possibilities of a 
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criminal attack on data centers and databases, as well as the resulting risk to privacy, was 
equally a call for concern (Miller, 1971; Sieber, 1977; Westin & Baker, 1973). 
The 1970s. Almost a decade from the date the first computer was introduced, 
computer use continued to increase but mostly around research institutions, government 
laboratories, and the military. This greater use of computers in the 1970s saw a rise in 
cybercrime. At that time cybercrime also started shifting from the traditional physical 
crimes against computer hardware of the 1960s to new but sophisticated schemes. 
Although damage to computer equipment was still a problem, incidents of illegal 
use of information systems and manipulation of electronic data started to emerge. The 
shift in business transactions from manual processes to computer operated mediums in 
the 1970s generated an increase in computer-related fraud, thus posing new forms of 
challenges to law enforcement. These happenings ignited legal debates in most countries, 
and the United States started to discuss the draft of a bill specifically focused on 
addressing the cybercrime problem (McLaughlin, 1978; Nycum, 1976; Schjolberg, 
2004). 
The 1980s. The 1980s were an exciting time in the United States as ‘pockets' of 
wealthy individuals started purchasing their computers, thus increasing potential 
cybercrime targets. The 1980s also saw increased interest in software products which, led 
to an increase in software crimes like piracy and patent related crimes. Mediums for 
criminal activity changed to include the ability to commit a crime without the need of 
physical presence or location. This new platform for criminal activity posed more 
challenges to law enforcement. Criminals also started developing and spreading 
malicious software leading to an increase in computer viruses. All these frightening 
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developments caused countries to start updating their rules to meet the requirements of a 
changing criminal atmosphere (Andrews, 1983; Bigelow, 1985; BloomBecker, 1981; 
Kabay, 2008; Schjolberg, 2004; Thackeray, 1985; Yee, 1984). 
The 1990s. The 1990s stretch saw tremendous expansion in computer use. In the 
1990s, the graphical user interface was introduced, and web application uses increased. 
This was the www.com age which, saw an increase in cyber threats due to the Internet. 
Legal data security issues arose as information released in one country could be assessed 
in another even if that information was illegal in that state (Sofaer & Goodman, 2001). 
Online services expanded, thus posing challenges to investigate crime due to data 
exchange speed. 
The proliferation of the Internet in the 1990s also posed a moral problem as 
pornographic material could easily be accessed through the Internet instead of books, 
periodical, and tapes as was the case prior to that time. All these types of cybercrimes 
compelled the international community and the United Nations to develop legally binding 
ways to control and prevent computer and telecommunication related crimes through 
resolution 45/121 (United Nations, 1994). 
The 21st Century. This century is the age where computers and the Internet exist 
in every corner of the globe and the development of broadband Internet makes access to 
the Internet easy to everyone. New technological appliances such as smartphones, iPads, 
and tablets now have connections to the Internet. This has caused new and complicated 
methods of committing cybercrime. Some of these are phishing attacks, botnet attacks, 
and all kinds of cloud computer related crimes. Automation emerged, and cybercriminals 
developed new and sophisticated ways to automate attacks on large networks. All these 
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developments have brought the cybercrime issue to the fore, and almost all businesses 
and governments are working hard to secure and protect their networks from attacks 
(ITU, 2012; Simon & Slay, 2006; Velasco San Martin, 2009; Wilson, 2007).  
Attitudes Towards Cyber Utilization 
The increase in threats against IT networks has encouraged researchers to study 
the relationship that exists between humans and technology adoption. This research has 
expanded literature by emphasizing that in order to actually reduce cyber risk within 
organizations, focus must be shifted towards addressing attitudes of computer users as 
much as addressing technical issues (CSO Staff, 2004; Pattinson & Anderson, 2007; 
Stanton et al., 2005; Trček et al., 2007; Vroom & von Solms, 2004). This shift aligns with 
Bruce Schneier's assertion that "the biggest security vulnerability is still the link between 
keyboard and chair" (CSO Staff, 2004, para. 5).  
Although a perfect understanding of the interactions between humans and 
computers helps manage information risk, users and organizational managers are still 
sluggishly refocusing their resources on attitudinal aspects of IT as they try to reap the 
benefits obtained from positive computer user behavior. This slow shift is explained by 
the fact that not much research has been conducted to explain secure cyber usability. To 
justify the scarce cyber usability literature problem, Abraham in her attempt to study 
factors that affect users' cybersecurity behavior in organizations discovered a serious lack 
of literature as she could only cite one paper published by Thomson and von Solms, 
(1998) on the subject of users' IT security behavior (Abraham 2011). 
Before proceeding to analyze cyber usability and security, it is important to 
understand the meaning of attitude since that would highlight the importance of a positive 
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attitude towards cybersecurity. Attitude can be described as "a psychological tendency 
that is expressed by evaluating a particular entity with some degree of favor or disfavor" 
(Eagly & Chaiken, 1993, p. 1; Ferguson & Bargh, 2007). Another scholar describes 
attitude as "a learned predisposition to respond positively or negatively to a particular 
object, situation, institution, or person" (Aiken, 2000, as cited in Yushau, 2006). 
An important point raised by both definitions is the fact that attitude can be used 
as a good predictor of human intention or behavior (Kutluca, 2011). Ajzen through his 
theory of planned behavior capitalizes on this by saying that users' propensity to behave a 
certain way are driven by their intentions which, in turn demonstrates their attitude 
towards that behavior (Ajzen, 1988, 1991). Attitude towards cyber utilization would act 
as a good predictor of how cyber users would approach secure cyber use. 
Level of Education. An IT user's level of education has been discussed by 
theorists and cyber users as an important determinant of a cyber user's attitude towards 
security. The proponents of the cyber user's level of education argument contend that the 
higher the level of education of the cyber user, the greater the user's level of concern for 
Internet security (Bishop, 2000). The overarching principle behind this viewpoint is the 
belief that a cyber user's educational attainment helps increase their capacity to use the 
Internet securely and also develops the necessary awareness for maintaining or ensuring 
secure Internet use (Bishop, 2000; Jones, 2002). Supporting this theoretical perspective is 
also the argument advanced by proponents of the theory that most educated people are 
informed about the adverse effects of cybercrime and by being part of the workforce are 
well aware of the consequences of a cyber-attack on business (Jones, 2002).   
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Education, as mentioned here, is not training but rather the process of receiving or 
giving systematic knowledge in a school or university setting. The sense here is that the 
more advanced someone gets on the academic ladder, the better equipped they are to 
understanding and using the Internet securely. Though plausible, this assumption needs to 
be verified as counter arguments have been raised by some scholars who argue that 
factors other than level of education determine the user's concern for Internet security, for 
example, prior experience with Internet breach, past financial loss as a result of cyber 
breach, the user's gender, age and place of residence, the user's computer and Internet 
savviness, and the user's prior training on Internet security awareness (Czaja et al., 2006). 
This explains why it is necessary to test the education variable in the study.  
Gender. The discussion on gender and its role in cybersecurity cannot be ignored 
because people of all genders use the Internet regularly. Central to this debate is the 
gender gap noticed not only in computer education but also in the IT profession. From 
literature, many scholars worry that there is a disproportionately small number of women 
in the information technology workforce than men. Some even argue that there is a long 
and disproportionate history between men and women when it comes to attitudes towards 
computer adoption, use, and security (Jackson, Ervin, Gardner, & Schmitt, 2001; 
McIlroy, Bunting, Tierney, & Gordon, 2001; Morahan-Martin, 1998; Schumacher & 
Morahan-Martin, 2001; Sherman et al., 2000; Weiser, 2000; Wolfradt, U., & Doll, J. 
2001). 
According to these scholars, women are less likely to use computers than men 
because they are more anxious than men and are victims of technophobia or less liable to 
adapt to the technology than men. Some even argue that males are more interested in 
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computers than females and consider computers important and unique (Levin & Gordon, 
1989; Shashaani, 1997). Although these views seem biased and necessitate empirical 
testing, they nonetheless exist, thus justifying the rationale to include gender as an 
independent variable to be tested in the study.  
Despite conflicting views inherent in literature about which, gender category is a 
better steward of cybersecurity, researchers stills consider gender to be a significant 
determinant of cybersecurity usability, and scholars noticeably have argued that boys are 
more interested in computers than girls and therefore enjoy working with them more 
(Collis, Kass, & Kieren, 1989; Fetler, 1985; Shashaani, 1993).  
Chen supports this trend when he asserts that among high school students, males 
are more self-confident in their ability to use computers than females (Chen, 1986). This 
notion is backed by the fact that women in general and minority women, in particular, do 
not have a lot of successful female role models in IT to emulate (Collis et al., 1989). 
This notwithstanding, research has also found that more men hold gender biased 
views about computer competency than women. In one study where students were 
participants, female students agreed with greater consistency than male students that 
people of all genders have equal abilities in computer competency (Collis et al., 1985; 
Levin & Gordon, 1989; Smith, 1986). Another researcher conducted a study that 
indicated that out of 378 first-year undergraduate student participants, little evidence was 
attained to justify that computer use was exclusively a male dominated affair (Francis, 
1994).  
The fact is that many factors explain gender differences when examining 
cybersecurity usability. So many studies highlight the lack of exposure factor when 
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explaining gender differences related to cybersecurity usability and argue that the more 
women are exposed to using computers frequently and in equal proportion to men, the 
more the gender cybersecurity usability gap will shrink (Arch & Commins, 1989; Chen, 
1986; Shashaani, 1994). These views justify including the gender variable to the study.  
Age. The discussion on the relationship that age has on cybersecurity usability 
cannot be ignored because people of all ages use the Internet regularly. According to a 
study conducted by Schwartz (1988), only 1% of people above 65 years identified 
owning and using personal computers. When looking at using other forms of technology 
like ATMs, some scholars argued that seniors are less likely than younger people to use 
them although this seems difficult to comprehend in this digital age (Czaja & Shark, 
1998; Rogers, Cabrera, Walker, Gilbert, & Fisk, 1996; Zeithaml & Gilly, 1987).  
In contrast, data from a survey piloted by the American Association of Retired 
Persons (AARP) indicated that majority of respondents of retirement age were prepared 
to use personal computers to conduct regular tasks like budgeting, accessing health or 
benefit information, and preparing taxes (Edwards & Engelhardt, 1989).  
In another study that focused on email use of women aged 50 to 95 years old, a 
substantial majority of them indicated that they loved having computers in their homes 
and were willing to use computers securely to pay bills and communicate (Czaja, 
Guerrier, Nair, & Landauer, 1993; Czaja & Shark, 1998). These inconsistent views 
justify the necessity to test the relationship with empirical data obtained from research 
participants.   
Residence Location. Including the residence location variables in the study lies at 
the heart of the "digital divide" debate and emanates from theories suggesting that people 
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who live in densely populated urban areas and connect to high-speed Internet have a 
higher probability of using the Internet securely than individuals who live in sparsely 
populated rural areas and may not have access to the Internet (Horrigan, 2010; Zickuhr, 
2013).  
Central to this debate is the idea that connectivity to high-speed broadband 
Internet is more guaranteed in urban areas than rural areas of the country. This disparity 
is caused not only by the lack of availability of broadband infrastructure but also the gap 
in broadband take-ups between demographic groups across socio-economic lines. The 
fact is that lots of citizens in the United States, especially those who live in rural areas, 
still suffer disparities in not only Internet use, but also slower connections, fewer choices, 
and quality of access (Horrigan, 2010; Zickuhr, 2013). Despite all of these arguments, the 
notion that better Internet access ascertains secure Internet use demands further 
elucidation, and that is why the results from survey data are critical to this study.   
Conclusion 
Review of literature on cyber users attitudes towards security in this chapter 
reveals the difficulties encountered in fully understanding and addressing the cybercrime 
problem, particularly because of the changing nature of technology, the multiple 
stakeholders involved and the intricate relationships that lie hidden in human attitude and 
secure technology adoption. All these issues highlight the importance of engaging in this 
study using a quantitative methodology that is informed by survey data. Literature also 
reveals that majority of users might fall victim to cybercrime not necessarily because they 
want to but mostly because of lack of adequate knowledge needed to use the Internet 
securely. Literature also shows that, although information technology is good and makes 
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life easy, people should use it with care as cybercriminals are ready and willing to violate 
security and steal data for their gain.  
Lack of a theory that could explain all the intricate parts of cybersecurity usability 
as a whole also demonstrates not only the vastness of the concept but also its complicated 
nature. It is, therefore, important to engage in this study so as to understand the type of 
relationship that exists between cybersecurity and users' attitudes towards security. This 
knowledge is important as it would help cyber users benefit from the usefulness of IT 
while securing their data assets. The next chapter presents the methodological framework 
used in this study to investigate the relationship that exists between cybersecurity and 
users attitudes. 
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Chapter 3: Methodology 
Introduction 
The purpose of this section is to present the method used to administer the surveys 
and analyze field data collected through questionnaires to arrive at the research findings. 
The study explored attitudinal differences of university students towards Internet 
utilization and security in Washington, DC, in an attempt to understand the relationship 
that exists between cyber utilization and cybercrime. As observed in the literature review 
chapter, while the discourse of Internet security has gained prominence, there has not 
been much focus on the relationship that cyber utilization have with security.  
The chapter also focuses on a rigorous scientific analysis of filed data with the 
overall goal of building from the results to improve Internet security and the protection of 
data confidentiality through improved user attitude. This is important as it will contribute 
substantially to either prevent or reduce the risk that occurs as a result of data loss (DL), 
financial loss (FL), and diminished reputation of an organization due to a cyber-attack. 
The field of risk, conflict, and crisis management is experiencing increasing challenges 
due to the constant changes in tactics, methods, and types of crimes committed by cyber 
criminals in the 21st Century. This is evident in the surge in cases of cybercrimes every 
year (Internet Crime Complaint Center, 2011).  
The surge in cybercrime underscores the importance of improving attitudinal 
traits of Internet users towards security. But to do that the relationship must be 
understood. While such understanding is needed to enhance the development of secure 
software and hardware, it also helps software engineers and law enforcement officials to 
derive new and innovative ways of addressing cybercrime. As Chinua Achebe has 
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asserted in his book Things Fall Apart: “since men have learned to shoot without 
missing, he has learned to fly without perching” (1958, p. 22). Using such logic one 
could say that while law enforcement, conflict resolution practitioners, security 
engineers, and policy makers have learned to configure adequate cybersecurity 
mechanisms to protect their assets, hackers have also learned to breach security without 
notice. The challenge in this research then is to understand the relationships that cyber 
utilization have with security and determine best practices that could promote the secure 
use of the Internet.  
Cyber-attacks are the unintended effects incurred by innocent cyber users. Such 
attacks are bad and should be prevented to promote security in IT. Developing an 
effective cybersecurity strategy that meets the 21st century IT challenges is something 
that cybersecurity professionals, crisis management practitioners, policy makers, law 
enforcement, and cyber users must confront. This is urgent because of the damage caused 
by cyber-attacks and the potential degenerating devastation such attacks could ignite on 
financial systems considering that almost every major financial institution in the world 
now depends on the Internet to conduct their business (Setia, V & Joglekar, 2013). 
This chapter discusses the methodology used in the study. The study employed 
quantitative methodology and was designed as an association research aimed at 
understanding the relationship that exists between cyber utilization and cybercrime. To 
achieve this objective, surveys were used to collect data while Chi-square statistics was 
used for data analysis. This methodology was suitable for the study because it ensured an 
accurate elucidation of the relationships that exist between the research variables 
(Creswell, 1994; Reinard, 1998).  
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Survey research is relevant in exploratory studies, and as observed by some 
scholars, its goal is to respond to questions that are raised, to address issues that are seen, 
to measure needs and set goals, to determine whether or not specific objectives have been 
met, to create baselines against which, future assessments can be made, to analyze trends 
across time, and generally, to define what exists, in what amount, and in what context 
(Isaac & Michael, 1997). 
The principles of association research used in the study help define the 
relationship between the research variables. This method helps with understanding how 
strong the relationship is and what type of relationship exists between the variables. The 
methodology of the study was chosen with three possible outcomes in mind: first, to 
realize a relationship, second, to indicate when a relationship does not exist, and finally, 
to realize when a relationship exist but is weak. Important to note is the fact that while an 
association study explains relationships that exist between two or more variables, it 
cannot show that one variable causes a change in the other (Isaac & Michael, 1997).  
Therefore, a cause and effect quest is not the aim of this study as much as it is the 
nature of the relationships that exists between the research variables. This relationship 
helps explain the conditions that account for the occurrence or non-occurrence of 
cybercrime and also create space for further research that could explain emerging 
questions on the subject.  
Among the many aspects of the research methodology presented in this chapter 
are the research design and rationale, the sampling procedures, the data collection 
procedures, the description of the data, the analysis and interpretation of the data, and the 
data manipulation procedures. 
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Central to this chapter is a detailed presentation of the various protocols and tools 
of the methodology used in the study. Some of the research tools discussed in this chapter 
are the questionnaire used in collecting the field data and the statistical test used to 
analyze the data. The chapter also describes the target population and the sample used in 
the study, as well as presents the justification and relevance of the utilization of the 
student population in the research. Finally, the chapter describes the procedures used to 
validate field data and administer incomplete data.  
Research Design and Rationale 
The study was designed as an exploratory study aimed at analyzing attitudes 
towards Internet utilization and security among students in the Washington, DC, area to 
understand the relationship that exists between cyber use and the occurrence of 
cybercrime. Since the research design is not only exploratory but also associational, 
surveys were used to obtain data and guide the researcher give an informed explanation 
of the relationship between the research variables. A ‘survey’ is a research methodology 
designed to collect data from a defined population, or a sample of that population by the 
use of a questionnaire or an interview as instruments (Robson, 1993).  
Although many other techniques such as interviewing and observation could be 
used to collect data from a sample population in a survey, a questionnaire is widely used 
(Marsh, 1982) as was the case in this study.  
Sample survey is an important method of data collection from selected individuals 
and has been used successfully by researchers in conducting and applying basic social 
science research methodologies (Rossi, Wright, & Anderson, 1983). Survey design, 
according to Levy and Lemeshow (1999), involves two steps. The first step is setting up a 
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sampling plan or the methodology that will be incorporated to identify samples from the 
population and second, determining the procedures that will be used to establish desired 
response rates (Salant & Dillman, 1994). These two steps will all be explained in the 
sampling section of the research.  
This research was designed around the questionnaire which, was developed and 
posted on SuveyMonkey. SuveyMonkey is an online survey company that provides free 
and paid customizable services to researchers that include data collection, data analysis, 
sample selection, bias elimination, and data representation tools. The criteria for the 
selection of the participants included being a student and residing in the Washington, DC, 
metro area, using the Internet, and falling between the ages of 18 years and older.  
Responses from participants were used to test the relationship that exists between 
the dependent and the independent variables of the study. Here are the research questions 
that were answered in the study: RQ1: Is there a relationship between the users’ attitude 
towards the importance of cybersecurity awareness training and their level of concern for 
cybersecurity? RQ2: Is there a relationship between the users considering themselves as 
IT savvy and their level of concern for cybersecurity? RQ3: Is there a relationship 
between the type of transaction the user mostly uses the Internet for and their level of 
concern for cybersecurity? RQ4: Is there a relationship between amount of financial loss 
experienced due to cyber breach and level of concern for cybersecurity? RQ5: Is there a 
relationship between the Internet user’s educational level and their level of concern for 
cybersecurity? RQ6: Is there a relationship between the Internet user’s gender and their 
level of concern for cybersecurity? RQ7: Is there a relationship between the Internet 
user’s age and their level of concern for cybersecurity? RQ8: Is there a relationship 
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between the Internet user’s residence location and their level of concern for 
cybersecurity? 
To test the above questions, the following researcher’s hypotheses were 
examined. H1: There is a significant association between the users’ attitude towards the 
importance of cybersecurity awareness training and their level of concern for 
cybersecurity. H2: There is a significant association between the users considering 
themselves as IT savvy and their level of concern for cybersecurity. H3: There is a 
significant association between the type of transaction the user mostly uses the Internet 
for and their level of concern for cybersecurity. H4: There is a significant association 
between the amount of financial loss incurred due to cyber breach and level of concern 
for cybersecurity. H5: There is a significant association between the educational level of 
the cyber user and their level of concern for cybersecurity. H6: There is a significant 
association between the gender of the cyber user and their level of concern for 
cybersecurity. H7: There is a significant association between the age of the cyber user 
and their level of concern for cybersecurity. H8: There is a significant association 
between the residence location of a cyber user and their level of concern for 
cybersecurity. 
Using a questionnaire in research offers some unique advantages that are non-
existent in other research methods like interviewing as they are not only easier to 
administer than conducting personal interviews but also ensure confidentiality (Leary, 
1995). Questionnaires are also highly structured in collecting data as there ensure that all 
participants respond to the same questions which, might be problematic when conducting 
interviews (de Vaus, 1996) or employing other methods to collect data (McIntyre, 1999). 
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The findings of the study were drawn from a sample of 433 participants collected 
from among university students in the Washington, DC, area. The analysis of data was 
driven by the notion that there is a connection between Internet utilization and Internet 
security. 
Data collection through a survey was, therefore, used not only because of the 
significant role it plays as a tool for collecting and analyzing information from selected 
samples but also because of the recognition it has established in social science research as 
a useful and vital tool for data collection (Rossi et al., 1983).  
Survey was also used because it is known by many people in the United States, 
especially amongst the elite community. Many people in the United States have 
participated in marketing surveys that help business managers decipher consumer 
preferences or shopping patterns for effective management (Leary, 1995).  
Many U.S. television viewers have also participated in the Nielson survey which, 
helps media executives quantify the number of audiences who watch particular programs 
for the purpose of establishing advertising rates. To carry out such Gallup polls, samples 
are taken from participants disaggregated by gender, ethnicity, education, and region in 
the country (Rossi et al., 1983).  
Methodology 
The methodology employed in the study is quantitative. Surveys were used with 
the aid of an electronically distributed questionnaire to collect data from the sample. In 
using sample surveys, the researcher systematically gathered information from a sample 
of students around the Washington, DC, area on users’ attitudes towards cybersecurity.  
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Judgment sampling was used because the research required specific conditions for 
participation, and these specifications were clearly explained on the consent form at the 
beginning of the questionnaire. These specifications ensured that research participants 
agreed to the terms of the research and were within the criteria indicated. Data collected 
from the survey was then used in crosstabs to construct quantitative descriptors of the 
relationships that exist between cyber utilization and the security of the Internet (Groves 
et al., 2009).  
The research population was deliberately chosen because of its accessibility and 
familiarity in using the Internet. University students use the Internet for a variety of 
transactions, some of which, are for research, education, communication, business, 
financial operations, and networking with the aid of social mediums such as Face book, 
MySpace, LinkedIn, WhatsApp, Twitter, and others. Before choosing the population, 
fundamental questions were raised and answered. Some of these were: Can the 
population be enumerated? Is the population literate? Are their language issues? Will the 
population cooperate? What are the geographic restrictions? (Trochim, 2006).  
These questions and others played a key role in moving forward with the choice 
of the sample. Added to the above considerations, the researcher was comfortable moving 
forward with these criteria for participation because SuveyMonkey assured the researcher 
that it had more than enough registered members who met the research criteria from 
which, to pull.  
The literacy rate of the population was equally considered. The questionnaires 
required respondents to be able to read, understand, and respond to the questions. 
Although the researcher quickly assumed that adults and most especially students could 
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read and understand English considering the expectant high literacy rate among students, 
some questions seemingly contained difficult or technical vocabulary. The pilot study 
helped the researcher address this problem by making the language less technological and 
easy to understand.  
Also, by choosing to target a literate population and reviewing the language of the 
questionnaire after the pilot study, the researcher improved construct validity of the 
research by selecting the study participants carefully and making the questions accessible 
to all of them.  
Geographic restriction issues are also legitimate to deal with before deciding what 
population to use for research. It is always important to know if the population of interest 
is dispersed over too broad a geographic range for the researcher to meet and interview 
participants. The geographic restriction was not an issue here because the researcher was 
using an electronically distributed questionnaire format which, did not necessitate 
physical presence or contact between the researcher and the participant. The researcher 
also did not need to interview the research participants as they just accessed and 
responded to the questionnaire on SuveyMonkey (Robson, 1993). 
Sampling and Sampling Procedures 
This study was designed to focus on examining attitudinal dynamics of cyber use 
and security in the Washington, DC, area. This focus regulated participants to a sample of 
433 students in the DC area who were 18 and older. A sample of the study participants 
was obtained through a web-based survey and then exported to the SPSS statistical 
software for analysis since SPSS has been used successfully by many researchers to 
analyze data and produce results that are scientifically reliable and adequately explain the 
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question of the study (Witt, 1998). The SPSS software gives the ability to choose the 
statistical test needed to analyze the data.  
Data collection is an important part of research as data helps create a better 
understanding of a theoretical framework (Bernard, 2002). Therefore, carefully choosing 
the technique used to collect data as well as the participants is critical to the success of a 
research project considering that no amount of analysis can make up for improperly 
collected data (Bernard et al., 1986).  
Judgment sampling was used for data collection because it is a non-random 
technique that ensures that research participants are defined based on the objective of the 
research (Bernard 2002; Lewis & Shepard, 2006). Judgement sampling also made it easy 
to meet the number of participants needed for the study (Alexiades, 1996; Bernard, 2002) 
and ensured that data collected met the demographic stipulations of the research 
(McIntyre, 1999), thus making the research relevant to other students in the Washington, 
DC, metro area (Bell, 1996).  
Irrespective of all the advantages presented by the sampling technique used in the 
study, the results of the pilot study played a key role in determining whether to proceed 
with the study or not. Data analysis from the pilot study with a small sample size of 50 
participants indicated the need to increase sample size so as to avoid type I and type II 
errors. A type I error would occur when the researcher falsely rejects the null hypothesis, 
thus accepting a false relationship. A type II error would arise when the researcher 
erroneously accepts the null hypothesis, thus creating a false negative (Lieberman & 
Cunningham, 2009). To minimize such errors, a large sample size of 433 participants was 
determined to be adequate, and a confidence level of 95% with a 5% error chance and an 
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alpha level of 0.05 was adopted while employing Chi-square statistics to test the null 
hypothesis of the study (Lieberman & Cunningham, 2009). 
Procedures for Recruitment, Participation, and Data Collection 
The procedures for recruitment, participation, and data collection used in the 
research were ethical and met research standards. Research participation was voluntary, 
and participants were informed of the nature of the survey, their role, and potential 
benefit—which, was sole to increase knowledge—through a consent form which, was 
made available to participants at the top page of the questionnaire posted on the 
SuveyMonkey platform. This platform was adopted because it is the world’s leading 
provider of web-based survey solutions, and is trusted by millions of, organizations, and 
individuals to gather the data they need to make informed decisions. SuveyMonkey is 
used by researchers worldwide to get the research responses they need in a very short 
period compared to other survey collection mediums (SuveyMonkey, 2015). 
SuveyMonkey’s management takes the responsibility to ensure participatory 
membership of diverse groups of people who are interested in sharing their opinions with 
researchers. SuveyMonkey membership is free, and the enrollment process ensures that 
new members complete a profile form with demographic questions on age, gender, 
region, and other targeting characteristics like job type, cell phone usage, and more. 
SuveyMonkey ensures that researchers get the responses they need by pulling from a 
diverse population of more than 30 million people who participate in their surveys 
(SuveyMonkey, 2015). 
The SuveyMonkey web-based platform is widely recognized in the scientific 
community because of the high return rate and the high levels of neutrality experienced 
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with the surveys. Learning from the pilot study, the researcher limited the number of 
questions in the research instrument to an appropriate number, making sure that the 
questions asked were clear and had direct relevance to the objective of the study.  
Part of the reason SuveyMonkey’s online surveys are widely respected is also 
related to the fact that although contributing panelists come from a few countries namely, 
the United States, the United Kingdom, and Australia, researchers have the authority to 
choose the country and region from where to pull their respondents. SuveyMonkey 
panelists fall with the age of 13 and older, but researchers have the liberty to target 
respondents by age and in this case can limit the target population to 18 years and older 
depending on the demographic requirements of the research (SuveyMonkey, 2015).  
To enlist with SuveyMonkey, the researcher made a professional subscription, 
selected the criteria of the study, paid the fee based on the criteria selected and uploaded 
the survey questionnaire on SuveyMonkey. SuveyMonkey engineers then forwarded the 
survey link to participants who met the researchers demographic and research criteria. 
SuveyMonkey was responsible for automatically balancing results according to census 
data for age and gender, and such balancing precision and granularity was adjusted and 
improved as responses increased in number. Once the researcher complied with 
SuveyMonkey policies and guidelines, the project was completed in just a few days as 
participants easily opened the survey link, responded to the inquiry, and returned their 
results via the SuveyMonkey website for the researcher to export to SPSS 
(SuveyMonkey, 2015). 
The instrument of the research was the questionnaire developed by the researcher 
and improved through a pilot study that tested the clarity of the research questions. In 
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developing the survey, the researcher made sure leading questions were avoided, and the 
answer choices were mutually exclusive. To ensure that more in-depth information was 
provided by participants, the researcher ensured that the survey formulation consisted of 
closed-ended questions which, were based on the research objectives, questions, and 
hypothesis. The questions also followed a logical progression starting with demographic 
questions and proceeding to study specific issues which, progressed from simple themes 
to more complex problems aimed at progressively sustaining the interest of the 
respondents. All of these were tested by the pilot survey, and the final design was 
adjusted based on the results of the pilot test (Robson, 1993). 
Pilot Survey Study 
Before engaging in the study, the researcher examined the effectiveness of the 
questionnaire by selecting a smaller but similar group of 50 students to participate in a 
pilot survey to determine if the questions were yielding the kind of information needed to 
answer the research questions. To conduct the pilot study, the researcher explained his 
research topic to his church members, and 50 members who met the research criteria 
voluntarily accepted to participate. The researcher then provided the pilot questionnaire 
to them and asked that in responding to the questions they should indicate any areas that 
needed clarity for understanding (Robson, 1993). Responses and comments from the pilot 
study proved vital as they helped identify unforeseen contingencies and weaknesses that 
were addressed before the actual survey was conducted. 
In particular, the pilot survey helped avoid misleading, inappropriate, or irrelevant 
questions that could have created inconsistencies and hinder the progress of the research 
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as those inconsistencies could have caused participants to skip some questions or out 
rightly refuse to participate (Fink & Kosekoff, 1985). 
The pilot study did not only test the research instruments but also ensured that the 
survey instructions were comprehensible and the wordings were correct (Baker, 1994). 
The pilot survey instrument was the same questionnaire that was edited after the pilot and 
used in the research to evaluate cyber users’ attitudes towards security. 
Pilot study participants were instructed to indicate at the bottom of the pilot 
survey page what their thoughts were concerning the design of the questions. Most of the 
participants reported that the survey questions had few options and so they requested for 
more options on the questions. The researcher then edited those survey questions and 
provided categories of options to indicate users’ level of concern for security while 
browsing the Internet (Baker, 1994). 
Comments from the pilot survey were very helpful as they helped the researcher 
rephrase some questions to ease answering and in some cases gave the respondents more 
options, and that ended up helping the researcher better explain the operationalization and 
manipulation of the variables (Baker, 1994). 
Updates made on the questionnaire as a result of comments from the pilot survey 
boosted the confidence of the researcher as he proceeded to the actual research survey 
with the sureness that questions were clear and easy to answer. The importance of the 
pilot study was just to assure the researcher that the questionnaire was clear and effective 
at generating the much-needed data through responses from participants (Robson, 1993). 
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Data Analysis and Interpretation Following the Chi-Square Correlation Analysis 
Model 
The analysis and interpretation of the data was determined by the Chi-square 
statistics test results, and contingency tables were used to describe the data. Chi-square is 
a statistical test invented by Pearson to compare observed data with data that is expected 
to be obtained according to the hypothesis in question (Diener-West, 2008).  
Chi-square statistic was used because it gave the researcher the ability to measure 
the occurrence of cyber-attacks by comparing the occurred or observed instances in each 
table cell to the instances which, were expected to occur or observed under the 
assumption of no association between the row and column classifications (Diener-West, 
2008).  
Chi-square statistic was also used here to test the hypothesis of association or no 
association between the variables by comparing the occurred or observed counts to the 
expected counts. By testing the strength of the relationship between the occurrence of a 
cyber-attack and other independent variables using Chi-square, Lambda, and Gamma, an 
informed theory was established from the results (Diener-West, 2008).   
To choose Chi-square for data analysis, certain assumptions were made. The first 
assumption was that of independence of observations which, focused particularly on the 
fact that each participant’s response was independent and told nothing about another 
participant’s response. By assuming the independence of observation, the researcher was 
aware of the fact that that was only going to be achieved if the sampling of one 
observation did not affect the choice of the second observation (Diener-West, 2008).  
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The second assumption was that all categories would include all of the 
observations and avoid overlapping since the Chi-square test of association cannot be 
conducted when categories overlap or do not include all of the observations. The last 
assumption was the expectation of large sample size which, in this case met the premise 
as the study tested 433 cases (Diener-West, 2008).   
Since the study questions sought to establish the degree of the relationship 
between the dependent and the independent variables, contingency tables were used to 
show patterns of relationships demonstrated by the variables in the cross-tabulation 
analysis. Cross-tabulation is a joint frequency distribution of cases based on two or more 
categorical variables. Such a display of allocation of cases by their values on two or more 
variables is called contingency table analysis (Diener-West, 2008).  
Cross-tabulations were used to show the distribution of the observations of the 
independent variables across the categories of the cases of the dependent variables 
(Diener-West, 2008). In the contingency table, the dependent variables were placed in the 
columns of the tables while the independent variables appeared in the rows, and the 
examination of the frequencies of incidences of the occurrence of cyber-attacks across the 
categories of independent variables were used to analyze the crosstabs.  
The use of crosstabs in the study helped determine the existence or nonexistence 
of a systematic relationship between the dependent and the independent variables. It also 
helped define the nature and strength of the relationship between the variables. Nature, as 
used in the context of the analysis, refers to the description of the relationship between 
the dependent and the independent variables. The relationship is described as either 
positive or negative (Diener-West, 2008). A positive correlation was determined to be 
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one in which, increase in attitudinal dynamics towards secured Internet use also led to 
increasing security and consequently, a reduction in incidents of cybercrimes. A negative 
relationship was determined to be one in which, decrease in attitudes towards secured 
Internet use led to increasing incidents of cybercrime.  
Chi-square statistics was used to analyze the relationships between the variables. 
Before using Chi-square the following assumptions were taken into consideration: 
1. The sample size assumption: Since Chi-square is used to determine the difference 
in the proportions of the observed and the expected frequencies, the researcher 
made sure that the sample size was large enough and equally representative of the 
characteristics of the sample (Diener-West, 2008). 
2. The independence assumption: Considering that Chi-square cannot be used on 
related data, the researcher made sure that each variable was independent of all 
the others in the conceptual and the operational definition. 
Considering that the research focused on explaining relationships among the study 
variables using data collected from a sample of 433 students in the Washington DC area, 
study results only reflected the views of the sample used. Taking into consideration this 
factor, the application of purposive sampling and Chi-square statistical tests such as the 
Gamma and Lambda were applied to explain statistical significance of the results.   
The Chi-Square Formula Used in the Analysis of the Observed and Expected 
Frequencies 
The Pearson Chi-square statistics was calculated as the sum of the squared 
difference between the observed (0) and the expected (e) frequencies or (the deviation, 
d), divided by the expected data into all possible categories or the observed minus the 
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expected, squared, and divided by the expected. The formula below was applied in the 
calculation of the Chi-square association (Diener-West, 2008). 
 
Figure 1. Chi-square statistics formula. 
The Chi-square value for the test as a whole is then calculated as the sum of the 
observed minus the expected, squared, and divided by the expected. The equation below 
demonstrates how Chi-square is calculated (Diener-West, 2008). 
 
Figure 2. Chi-square statistics formula expanded. 
Justification for Using Chi-Square Statistics in the Research 
Inferential statistics is important because it employs statistical methods that are 
designed to test hypotheses that capture relationships between variables. Although 
descriptive statistics also illustrates relationships between variables, inferential statistics 
techniques go a step further to demonstrate by the aid of a statistical test whether a 
relationship exists between research variables or not (Diener-West, 2008).  
As already seen above, Chi-square statistics test was used in the study. This 
choice was determined by the categorical nature of the variables and the objective of the 
study which, aimed at showing the nature and statistical significance of the association 
that exists between the variables used (Diener-West, 2008). 
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Unit of Analysis 
The unit of analysis for the study was students. Students were operationally 
defined and categorized to be anyone attending college or university in the DC area and 
fall within the age of 18 years and older. Categories of students were divided into three 
groups. Those within the age group of 18 and 30 were categorized as young age students, 
those 31 to 50 were classified as middle age students, and those 51 and older were 
classified as older age students.  
Operationalization and Manipulation of Variables 
Explanation and Manipulation of the Information Security Variable 
As already stated in the literature, information security was conceptually defined 
in the study as the safeguard of information and the systems that store, and transmit such 
information (Whitman & Mattord, 2011). The three key attributes of information security 
considered when analyzing attitudes towards Internet security were data confidentiality, 
integrity, and availability (Rhee et al., 2009; Smith, 1989). Cybersecurity threats were 
defined to be security incidents that may compromise an IT asset, thus resulting in the 
occurrence of an undesirable consequence (Clarke, 2011; Summers, 1997).  
The concept of information security practice was then used in the study to explain 
security risk management practices and security conscious attitudes of users. Computer 
crime which, was the aspect of security the study focused on was conceived in the 
research to be any illegal activity committed electronically and targeting the security of 
computer networks and the data it contains. In the broad sense of the word, cybercrime 
was used to denote any illegal behavior committed that has a relation to a computer 
system and network (Kumar, 2009; Sieber, 2004). Commonly described then, cybercrime 
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was seen to be any activity in which, a computer or a network is used as a tool, a target, 
or a place to commit a crime (Carter, 1995; Charney, 1994).  
Field data obtained through a survey was presented in contingency tables. These 
tables displayed relationships between cyber utilization and security with the goal of 
determining if participants were concerned about secure cyber use or not. The security 
variable was presented in categories for easy comparison and interpretation. The security 
variable was operationalized into a likert scale of four categories. These were: very 
highly concerned, somewhat concerned, little concern, and not concerned. The question 
in the instrument that was used to test participant’s level of concern for cybersecurity was 
question 8. Please rate your level of concern for cybersecurity? 
The assumption underlining the study’s theory was that users who have very high-
level of concern for secured access to the Internet (Do Care Users) are most likely to 
develop attitudinal traits that favor secured Internet access while users with little or no 
concern (Don’t Care Users) for Internet security are most likely to adopt attitudinal traits 
that disfavor secured Internet access. However, the underscoring factual reality of the 
above theoretical premise centered on whether or not users feel that security is important 
or have concern for security while using the Internet, as a cyber-attack is damaging to the 
integrity of any network and could cost users millions in losses.  
Although the variables of the study were initially nominal variables, the 
researcher was able to manipulate some and transformed them to ordinal variables by 
grouping the responses into categories that reflected each user’s level of concern for 
security. The category of “high” described very high concern for Internet security and the 
category of “somewhat” described medium concern for Internet security. The category 
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“little” expressed very little concern for Internet security, while the category “not 
concerned” explained no concern for Internet security.  
The above categorization of the security variable facilitated the presentation and 
analysis of data in chapter four by equating the concern for security variable with each 
independent variable in contingency tables. This made it easy to identify security as the 
dependent variable in columns and the variables in rows as the independent variables.   
Justification for Including the Information Security variable in the Analysis 
Given the importance of this topic which, comes from the frequent devastation 
caused by cyber-attacks, it is important to empirically evaluate an understand security, 
considering the harm that cyber attackers inject on the economic and national 
infrastructure of nations (Schmidt, 2010). Cyber criminals continue to exploit vulnerable 
cyber users who have been identified as the “weakest link” in the chain of system 
security (Sasse & Flechais, 2005, p. 13). This loophole is real and most be closed for if 
Internet users remain indifferent to Internet security, more cyber-attacks will continue to 
occur (Sasse & Fleshais, 2005) thus justifying the importance of the security variable. 
Explanation and Manipulation of the Attitudes Towards Internet Use Variable 
Attitude was conceptually defined in the study as “a psychological tendency 
expressed by evaluating a particular entity with some degree of favor or disfavor” (Eagly 
& Chaiken, 1993, p. 1; Ferguson & Bargh, 2007). The attitudinal tendency to either favor 
or disfavor something is expressed in how people approach things as people’s attitudes 
presupposes their action. Attitude towards Internet utilization as employed in the study 
explains the positive or negative outcomes that cyber use have on secure Internet 
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usability (Smith et al., 2000). Such attitudes could relate to cyber utilization in general or 
its specific functions like cybersecurity training or the type of transaction conducted. 
Attitude towards Internet utilization also explains a cyber user’s disposition either 
to favor or disfavor security and this disposition reflects the way the cyber user approach 
secure Internet utilization and its related functions. If a cyber user has a positive attitude 
towards cybersecurity training he or she would take training seriously thus enhancing 
secure cyber utilization. The attitudinal stance of a cyber user towards security 
determines their level of concern for security in IT (Smith et al., 2000). 
Participant’s attitude towards cybersecurity was captured with the question: Do 
you consider Internet security an important factor of your Internet use attitude? To 
answer the question, yes or no options were given to help participants indicate their 
attitude towards security. Participants who answered positively to this question indicated 
that they have a favorable attitude towards security which, is reflected in how highly 
concerned they would feel about security. Participants who answered negatively to the 
question indicated that they have an unfavorable attitude towards security which, is 
reflected in how less concerned they would feel about security.  
Justification for Including Attitudes Towards Internet Use in the Analysis 
Including attitudinal dynamics of Internet utilization in the analysis was important 
because the researcher believed that computers serve no purpose until there are used by a 
user and the tendency to use them securely is determined by the user's predisposition 
towards security. Based on this belief a cyber user’s operational disposition towards the 
computer is what reveals if they care about the security of the computer or not.   
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In the context of this study attitudinal predispositions of cyber users towards 
secure cyber use explained whether they cared about security in IT or not since those who 
favored security were most likely to keep their data secured while those who disfavored 
security were most likely to use the Internet in way that expose their data to viruses. 
Consequently, the more confident a participant was towards using the Internet securely, 
the more positive their attitude was going to be towards Internet adoption and its related 
activities (Garland & Noyes, 2005).  
Explanation and Manipulation of the Cybersecurity Awareness Training Variable 
Research on cybersecurity (Dodge, Carver & Ferfuson, 2007; Eminağaoğlu, Ucar 
& Eren, 2009; Rezgui & Marks, 2008; Shaw, Chen, Harris, & Huang, 2009) identifies the 
importance of cybersecurity awareness training as an important activity that indicates if a 
cyber user has a positive or negative attitude towards Internet use and security. As 
observed in cybersecurity literature (Eminağaoğlu et al., 2009), having a positive attitude 
towards cybersecurity awareness training is an important operational trait that enhances 
security when using the Internet. This positive attitude towards cybersecurity training 
creates the much-needed security culture which, is critical for data availability, integrity, 
and confidentiality. The security training variable was conceptualized in the study as that 
formal or informal process that teaches cyber users on the security of their IT assets.  
Security awareness training was operationally defined as a dichotomous variable 
with a “yes” or “no” response option. Participants answered yes or no to indicate if they 
have ever taken cybersecurity training. For those who responded yes, they were further 
required to indicate by the question:  if they agreed that cybersecurity training was 
important with categories of strongly agree, somewhat agree, somewhat disagree, 
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strongly disagree. At the analysis level, the cybersecurity training variable was then 
cross-tabulated with the concern for cybersecurity variable to determine the relationship 
that both variables had with each other. The justification for this cross tabulation came 
from assertions in literature suggesting a relationship between cybersecurity awareness 
training and concern for cybersecurity (Rezgui & Marks, 2008). 
The cybersecurity training variable was initially captured via the question: have 
you ever taken cybersecurity awareness training? The variable was also captured as a 
dichotomous variable with “Yes” and “No” response options as already indicated above. 
The yes or no answers clearly showed where the participant stood as far as the variable 
security awareness training was concerned. 
Participants who reported to have taken security awareness training were further 
asked, if they agree that cybersecurity training was important? Options of strongly agree, 
somewhat agree, somewhat disagree, strongly disagree were given to help participants 
answer the question. Participants were also further asked to indicate the type of training 
they feel was important by providing the following training options: social engineering 
training, antivirus training, password management training, and others. All these 
categories identified a participants attitude towards cybersecurity awareness training and 
thus helped in analyzing and cross-tabulating each participant’s response with concern 
for cybersecurity to determine if both variables had a relationship or not.  
Justification for Including Security Awareness Training in the Analysis 
As mentioned above a cyber user’s attitudinal worldview towards security 
awareness training contributes to the overall security posture of a cyber environment as it 
determines whether the cyber user takes security training seriously or not thus reflecting 
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in the way they use the Internet. The necessity to develop a culture of security when 
dealing with IT systems is important because the security of the Internet is a collective 
endeavor because each user’s actions affect other users (Dodge, Carver & Ferfuson, 
2007). The actions of cyber users who fail to enforce security destroy the efforts of those 
who do especially when dealing with distributed denial-of-service (DDoS) attacks.  
The ‘human factor’ input most collaborate with the technical input to provide the 
level of security that is sufficient to protect a network for people and technology must 
work together to secure a system. Since people play a significant role in enhancing 
security in an IT environment and are also one of the ‘weakest links in the security chain’ 
(Sasse & Flechais, 2005, p. 13), developing a positive attitude towards cybersecurity 
awareness training is important as it helps build a culture of security which, is needed for 
data availability, integrity and confidentiality. To adequately protect information assets, 
training must be considered important and cyber users must understand their roles and 
responsibilities while using the Internet, as well as follow security policies, procedures, 
and practices and the effect that those practices have on the overall security of the 
environment. All of this explains why security training was included in the analysis.  
Explanation and Manipulation of the IT Savvy Variable 
The IT savvy variable was operationally defined in the study as either a 
participant who is knowledgeable in using information technology systems or one who 
has operational knowledge of using computers or the Internet adequately. The IT savvy 
variable was captured in the research instrument through the question: Do you consider 
yourself IT savvy? Yes or no response options were given to help participants indicate if 
they considered themselves knowledgeable in using the Internet or not. A participant’s 
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positive response to the IT savvy question was important because it indicated that the 
participant understood IT and its security as there is no adequate IT without security. The 
IT savvy question at the analysis level was equated with the concern for cybersecurity 
question in SPSS to determine if those who are IT savvy are concerned about the security 
of the Internet or not and if so how significant was the relationship. 
Justification for Including the IT Savvy variable in the Analysis 
The IT savvy variable was a foundational variable in the study because it helped 
identify a participant’s comfort level in using IT thus giving them the confidence to 
proceed with the survey knowing that he or she is dealing with familiar territory. Since 
the study focused on understanding the relationship that exist between cyber usability and 
security, identifying that one was IT savvy established the fact that the participant would 
understand the questions and so answer them impartially and from the perspective of 
someone who has operational knowledge in IT thus helping to eliminate user’s from 
skipping questions for lack of understanding for what the questions meant. The reason for 
including the IT savvy question could also be explained by the type of sample chosen for 
the study. The sample is composed of adult university students who use the Internet 
regularly. This sample assured the researcher that the participant’s operational knowledge 
of IT would help them understand the questions and so participate enthusiastically and 
forthrightly.  The IT savvy question at the analysis level was compared with the concern 
for security variable to understand if people who are comfortable in using the Internet are 
also concerned about the security of the Internet or not. 
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Explanation and Manipulation of the Type of Transaction Variable 
The type of transaction variable was used in the research to understand if the type 
of business conducted on the Internet determined concern for security. The research 
asked the question, if the type of transaction conducted on the Internet determined 
concern for cybersecurity. Yes or no response options were given to help answer the 
question. The researcher then categorized the variable and asked participants the question 
to indicate one transaction they use the Internet for. The options given were: business 
transactions, financial transactions, educational transactions, family related transactions, 
and other.  
Categorizing the business transaction variable in the research explained situations 
in which, a participant used the Internet for online shopping and related needs. Financial 
transactions covered cases where a study participant used the Internet to conduct online 
banking or money transfer operations. Educational transactions denoted a situation in 
which, a study participant used the Internet for online classes or research. Family related 
transactions covered a case in which, a study participant used the Internet to log in family 
related information like children’s privacy information, family home addresses, marriage 
information, and date of birth, social security numbers, and others. Others covered all 
other transaction not explained above. At the analysis level the type of transaction 
variable was then compared with security to determine a relationship. 
Justification for Including Type of Transaction in the Analysis 
Determining the type of transaction carried out on the Internet was important 
because such information indicated if some online transactions demanded more security 
than others and if so why. Though it is important for all Internet related transactions to be 
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secure, the reality is that the nature of some web operations naturally demands higher 
security than others, especially those related to money or personally identifiable 
information. Although this is the natural presumption, scientific data is needed to justify 
this claim, thus highlighting why the type of transaction variable was necessary.  
Explanation and Manipulation of the Financial Loss Variable  
The financial loss variable was conceptually defined as the monetary cost suffered 
from a cyber breach. Literature on cybersecurity and the connection it has with financial 
assets suggests that higher levels of financial loss due to cyber breach have a positive 
relationship with users’ concern for Internet security, and lower levels of financial losses 
have little or no relationship with the users’ concern for Internet security (Acquisti, 
Friedman, & Telang, 2006). The variable was operationally defined as the amount of 
money one lost as a result of a cyber-attack. This definition of financial loss suggested 
that higher levels of financial loss were most likely to prompt Internet users to care more 
about security while using the Internet. Consequently, the more the amount of financial 
loss, the more concerned the victim was going to be about Internet security.  
Financial loss data was first of all captured in the survey by giving participants the 
opportunity to indicate through yes or no answers if they have ever been victims of 
financial loss as a result of cybercrime. Participants who answered “yes” to this question 
implied a relationship and were then given the opportunity to indicate: what the 
associated financial cost they incurred as a result of the cyber breach was. Participants 
were then given dollar options of $0 to $999, $1.000 to $4.999, $5.000 to $10.000 to help 
them indicate the amount of money they lost due to a cyber-attack.  
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The identified dollar values were intended to help test the idea that large amounts 
of money lost due to a cyber hack would increase concern for cybersecurity as compared 
to low amounts of money lost due to a cyber-attack. At the analysis level, the associated 
financial cost variable was then equated with the concern for cybersecurity variable in 
SPSS to determine if the amount of money lost due to a cyber-attack determines concern 
for cybersecurity. As mentioned above, the rationale to crosstab security with the 
financial loss variable was to test the validity of the assertion that the more money a 
cyber user loses through a cybercrime the greater their concern towards Internet security.  
Justification for Including Financial Loss in the Analysis 
The rationale for including this variable in the analysis of the study emanated 
from the fact that literature (Acquisti, Friedman, & Telang, 2006) on cybersecurity 
explains the connections that past financial loss has on cyber users’ level of concern for 
the security of the Internet. Financial loss as a result of a cyber-attack cost individuals 
and organizations in the United States alone billions of dollars in losses annually, and so 
it is appropriate to include the variable in the analytical models of the study to quantify at 
the micro level the connections it has on the cyber users who have experienced cyber 
breaches with resulting financial losses (Acquisti, Friedman, & Telang, 2006).  
Explanation and Manipulation of the Level of Education Variable  
According to the Oxford Advanced Learners’ Dictionary (Hornsby, 2006), 
education is defined as a way of teaching and learning, especially in schools to improve 
knowledge and develop skills. The education variable was operationally defined to 
denote the academic degree any participant had acquired. This definition gave 
participants the opportunity to differentiate themselves from others using the level of 
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education categories. This was necessary as it also gave the researcher the ability to 
cross-tabulate the responses from each participant’s degree level with their level of 
concern for Internet security with the aim of seeing if one’s degree acquired or level of 
education had any relationship with their level of concern for Internet security.  
The manipulation process of the variable required that the researcher categorizes 
the variable into an associate degree, bachelor’s degree, master’s degree, and doctoral 
degree. Associate degree and bachelor’s degree categories covered college level students 
and in doing so helped justify Steve Jones’ (2002) usage of this category in his prior 
study. The categories also gave the researcher the ability to cross-tabulate the responses 
vis-à-vis concern for Internet security with the aim of making a determination whether 
education level has any association with one’s concern for Internet security.  
Justification for Including Level of Education in the Analysis 
Steve Jones asserted in his study—The Internet Goes to College, How Students 
are Living in the Future with Today’s Technology—that 89% of college students do not 
only have a positive attitude towards secure Internet use but also use it first for their 
academic needs and also for personal and social needs more than their compatriots (Steve 
Jones, 2002). This calls not only for a justification of the assertion which, is intended but 
also helps question if education determines a cyber user’s level of concern for security. 
Explanation and Manipulation of the Gender Variable 
Gender was operationally defined as a multi-category variable with three 
designated categories: male, female, and ‘other.' This operational definition gave each 
survey participant the opportunity to identify and differentiate themselves from others 
according to their gender, thus underlining the connections that gender has on security 
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and giving a clear differentiation between masculinity and femininity. The categories 
male, female, and ‘other’ did not only further explain the variable but also gave the 
researcher the ability to distinguish one gender from the other. The category male was 
represented in the analysis as “a” female as “b,” and others as “c.” As a nominal variable, 
the gender categorizations were used by the researcher to determine if one’s sexual 
identity played any role in determining one’s level of concern for cybersecurity, thus 
indicating the level of association. 
Justification for Including Gender in the Analysis 
Right back in the 14th century, the word gender was used to define classes of 
nouns labeled as masculine, feminine, or neuter in some languages. This categorization of 
people as male and female represents sexual existence and recently has also included 
‘other’ as those who identify themselves not to be male or female. Gender identity then 
refers to “one’s sense of oneself as male, female or transgender” (American 
Psychological Association, 2006, pp. 1-2).  
In situations where gender identity and biological sex are not ‘consistent,' the 
individual may identify as ‘other’ meaning transsexual or any other gender which, is not 
male or female (Gainor, 2000). This characterization of people as male, female, and 
‘other’ is part of reality and cannot be eradicated, thus justifying why it is relevant to this 
research. Downs, Ademaj, and Schuck (2009) found that men are more likely to be 
victims of cybercrime than women, which, justifies the need to explore further the role of 
gender in Internet use and security as well as the nature of relationships that exist therein.  
Additionally, introducing the gender variable to the study was important because 
it helped test the validity of prior assertions from scholars like Bimber (2000), Hargittai 
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and Shafer (2006), and Ono and Zavodny (2003) who asserted that males compared to 
females have more knowledge about Internet security issues and not only update their 
anti-virus software more frequently but also use pop-up blockers when surfing the web. 
Gender did not only also differentiate research participants according to their sexual 
orientation but helped in the data analysis by cross-tabulating the gender variable with the 
concern for Internet security variable to see if the gender type of the cyber user 
determined their level of concern for Internet security or not.  
Explanation and Manipulation of the Age Variable 
The age variable was operationally defined in the study as simply the length of 
time a person has lived, or one’s human existence which, is measured by years from 
birth. In a bid to better explain the variable and give respondents a better platform to 
respond, the researcher divided the variable into distinct age group categories. Responses 
from each age group were cross-tabulated with concern for Internet security to see if age 
has a relationship with one’s concern for Internet security or not. The categorization of 
the age variable gave participants, who might not have wanted to identify their exact age 
and as a result skip the question, the opportunity to answer the question through the 
identification of themselves within the three defined age categories.  
The age variable was identified in question 2 of the questionnaire and as already 
indicated was operationally defined and categorized into three groups namely: 18 to 30 
which, represented younger age students, 31 to 50 which, served middle age students and 
51 and older which, represented older age students. These age categorizations were used 
by the researcher to determine if one’s age group had any relationship with ones level of 
concern for the security of the Internet or not. 
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Justification for Including Age in the Analysis 
The rationale to include age in the study emanated from the fact that the 
researcher did not only wanted to understand if participants’ level of concern for Internet 
security had any relationship with their age but also to test the validity of prior statements 
made by researchers on the connection age has on Internet use. According to Aaron 
Smith (2014), seniors in the United States historically are not only late in adopting and 
using technology securely compared to their younger compatriots but also need 
assistance using new technology, thus making them susceptible to cybercrime. This 
assertion necessitates justification, thus making the age variable necessary in the study. 
Explanation and Manipulation of the Residence Variable 
The residence of a cyber user was operationally defined in the research as the 
place where someone lives. This definition was further categorized into ‘urban America’ 
and ‘rural America’ to make it easy for participants to use residence to distinguish 
themselves from each other. This categorization was intentional because it gave the 
researcher the ability to make a determination if one’s home location, domicile, or “zip 
code” had any relationship with their level of concern for cybersecurity.  
According to Araque et al., although in the United States an estimated 85% of 
adults and more than 90% of teenagers use the Internet, some poorer areas of the country 
still see low rates of home computer use compared to others, and many languish without 
a connection to the web (Araque et al., 2012). This statement justified the importance of 
including the residence variable in the study as it would not only test the validity of the 
declaration but also explain whether high cybercrime rates in poor inner city 
neighborhoods could be associated with users’ lack of familiarity with Internet security 
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requirements due to their inability to have and use the Internet. The categories also made 
it easy for the researcher to tabulate each participant’s response on a table and cross-
tabulate with their level of concern for Internet security to understand if age determined a 
cyber users level of concern for security. 
Justification for Including Residence in the Analysis 
The cyber user’s residence location was used in the study for many reasons. The 
first reason was to test if the home location of a cyber user has any relationship with the 
user’s level of concern for Internet security or not. The second reason was to test if the 
researcher’s ideas on the relationship that a cyber user’s home location has on their 
secure Internet use practice is correct or not. Answering these two questions was 
important as it would help state, local, and federal government officials allocate Internet 
resources equally in both the rural and urban parts of the country, and by doing so give 
citizens the opportunity to acquaint themselves with using the Internet securely for their 
needs.  
Conclusion 
In this chapter, an outline and justification of the methodological procedures used 
in data collection, treatment, and analysis were presented. Data utilized for the study was 
collected through a questionnaire which, was posted on SuveyMonkey and later exported 
to SPSS for analysis following the statistical models that were established for the study.  
The operational definition of each variable used in the research highlighted what 
the research wanted to achieve and also justified the statistical technique that was used to 
explain and compare the variables in SPSS. The operational definition of the variables 
also laid the foundation for subsequent analysis in chapter four. In chapter four the focus 
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is directed on presenting, analyzing, and describing the crosstabs and presentations of 
data in contingency tables and well as the results of the statistical tests used in the study. 
Chi-square statistics identified the nature of the relationship while Lambda and Gamma 
identified the significance of the identified relationship.  
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Chapter 4: Data analysis and Presentation 
Introduction 
Before presenting and analyzing survey data, it is important to underscore the 
purpose of the study. The study explored attitudes of university students towards Internet 
utilization and security in the Washington, DC, area in an attempt to understand the type 
of relationship that exists between cyber utilization and cybercrime and then determine 
best practices that could help promote the secure use of the Internet.  
Chapter four presents and analyzes the survey data collected through 
SuveyMonkey. To achieve this objective cross-tabulations, bar charts, Chi-square, 
Lambda, and Gamma tests were used to explain the value and statistical significance of 
the effects observed from the relationships between the variables. Cross-tabulations were 
equally used to test the research hypotheses to understand the nature of the relationship 
that exists between the independent and the dependent variables.  
Cross-tabulations were used to show the distribution of the observations of the 
independent variables across the categories of the cases of the dependent variables. In the 
tables, the dependent variables appeared in columns while the independent variables 
appeared in rows. While analyzing the crosstabs, the occurrences of incidences of 
concern for Internet security were distributed across the categories of frequencies of 
occurrences of the independent variables.   
Description of the Sample Used in the Study 
The criteria for selecting the sample for this study included the following 
demographics: a) students who use the Internet, b) live in the Washington, DC, metro 
area, and c) fall between the ages of 18 and older. The study participants also came from 
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all walks of life, lived in the urban and rural areas of the Washington, DC, metro area, 
and included people of all genders and economic status.  
The sample size consisted of 433 participants, and the questionnaire was 
disseminated to research participants via SuveyMonkey using judgment sample 
techniques. This was done by signing up and creating a professional plan with 
SuveyMonkey, identifying the criteria for participation in the study as well as the number 
of responses needed for the research, making payments for the project, and having 
SuveyMonkey generate and email the survey link to participants who met the stated 
criteria for the research. The survey was then closed when SuveyMonkey received the 
number of responses needed for the study.   
Demographic and Descriptive Data 
To paint a vivid picture of the population used for the research, the following 
demographic tables were created to describe the sample. Looking at the age Table 1 
below, it is noticeable that 42.8% (185) of the participants fell between the ages of 31 to 
50 years old, while the other 57.2% of the participants were split almost evenly between 
the younger and older groups:  29.9 % (129) between the ages of 18 to 30 years old, and 
27.3% (118) ages of 51 and older.  
Table 1  
Age of Participants 
How old are you? 
Count Column N % 
How old are 
you? 
18 - 30 129 29.9% 
31-50 185 42.8% 
51 and older 118 27.3% 
Total 432 100.0% 
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According to the Gender Table 2 below, it is evident that there were fewer male 
participants 44.0% (190), than females 55.1% (238). Just 0.9% (4) of the study 
participants fell into the ‘other’ category, meaning either lesbian, gay, bisexual, 
transgender, or queer.  
Table 2  
Gender Description 
What is your gender? 
Count Column N % 
What is your 
gender? 
Male 190 44.0% 
Female 238 55.1% 
Other 4 0.9% 
Total 432 100.0% 
From the level of education Table 3 below, it is evident that the sample of the 
study is highly educated. Fifty-six percent (242) of the study participants were students 
with master’s degree, 5.3% (23) of the study participants were students with a doctoral 
degree, 29.4% had a bachelor’s degree and 9.3% had an associate degree. 
Table 3  
Level of Education Description 
What is your level of education? 
Count Column N % 
What is your level of 
education? 
Associate degree 40 9.3% 
Bachelor’s 
degree 
127 29.4% 
Master’s Degree 242 56.0% 
Doctoral 23 5.3% 
Total 432 100.0% 
Looking at the residence location Table 4 below, the majority 81% (349) of 
research participants are residents in the urban areas of Washington, DC, while only 
18.8% (81) of the study participants live in the rural areas of the DC metro area.  
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Table 4  
Residence Location Description 
What is your residence location? 
Count Column N % 
What is your 
residence? 
Urban 
America 
349 81.2% 
Rural 
America 
81 18.8% 
Total 430 100.0% 
Analysis of the Sample in Relation to the Responses on the Research Instrument  
To lay the foundation needed for easy comprehension of the study results, it is 
important to perform an in-depth examination of the research sample population in 
comparison to the responses presented on the research instrument. The need to analyze 
the responses of the questionnaire before interpreting crosstabs in SPSS is because it 
helps us 1) explains eventual Lambda and Gamma effect values that will be obtained 2) 
rationalize the type of significance or strength of the results eventually obtained from 
Chi-square, lambda, and gamma testing; 3) explains expected cell count queries that may 
be raised in Chi-square; and 4) give clues of what participants feel about each question 
and the Internet security concern in question. 
As a reminder, the focus of the study was to sample university students in the 
Washington, DC, area with the purpose of understanding attitudinal differences in 
Internet use and security, and understanding the relationship that cyber utilization have 
with cybercrime.  
A closer look at the research instrument indicates a desire to understand the 
importance of Internet security using independent variables like cybersecurity awareness 
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training, being IT savvy, type of business conducted on the Internet, associated amount of 
financial loss from cybercrime, level of education, age, gender, and residence location.  
Although some of the questions on the questionnaire were designed for emphasis 
purposes and therefore were not included in the cross-tabulation analysis in SPSS, they 
nonetheless revealed valuable pointers that link the study sample to the nature of results 
obtained even before the variables are compared with each other in SPSS.   
Besides the fact that the research sample was chosen from an elite population, the 
question -Do you consider yourself IT savvy?—revealed that the sample population was 
also computer literate as 98.6% of participants indicated that they are IT savvy as can be 
seen in Table 5 below. 
Table 5  
Participants Indicating IT Savvy 
Do you consider yourself IT savvy? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Yes 426 98.4 98.6 98.6 
No 6 1.4 1.4 100.0 
Total 432 99.8 100.0  
Missing System 1 .2   
Total 433 100.0   
This high percentage sets the stage for eventual justification of the study results. 
This justification is also solidified by the fact that 99.5% of the research participants also 
consider Internet security an important factor of their attitude towards cyber usability as 
indicated by the answers on Table 6 below. 
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Table 6  
Participants Indicating Internet Security an Important Factor 
Do you consider Internet security an important factor of your 
Internet use attitude? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Yes 430 99.3 99.5 99.5 
No 2 .5 .5 100.0 
Total 432 99.8 100.0  
Missing System 1 .2   
Total 433 100.0   
To support the fact that the sample was not only literate, computer savvy, and 
considered Internet security necessary, 93% of the sample indicated a favorable attitude 
towards security as there stated that they are highly concerned about cybersecurity as 
seen from the answers to Question 8 on the questionnaire and Table 7 below. 
Table 7  
Concern for Security Rating 
Please rate your concern for security. 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Little concerned 5 1.2 1.2 1.2 
Somewhat concerned 25 5.8 5.8 7.0 
Highly concerned 401 92.6 93.0 100.0 
Total 431 99.5 100.0  
Missing System 2 .5   
Total 433 100.0   
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It is also important to highlight from the responses to the question of Please rate 
your concern for security that, although 72.7% of the participants pointed out that they 
mostly use the Internet for financial transactions, 99.1% of them also felt that the type of 
transaction they mostly use the Internet for determined their concern for Internet security. 
Take a look on Tables 8 and 9 below. 
Table 8  
Internet Most Used for Which Transaction  
From the list below, please indicate one transaction you mostly use the Internet for? 
 Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Other (please specify) 1 .2 .2 .2 
Business Transaction 70 16.2 16.2 16.4 
Financial Transactions 314 72.5 72.7 89.1 
Educational Transactions 17 3.9 3.9 93.1 
Family-Related Transaction 30 6.9 6.9 100.0 
Total 432 99.8 100.0  
Missing System 1 .2 
  
Total 433 100.0 
  
Table 9   
Internet Transaction Determines Concern for Internet Security 
Does the type of transaction you mostly use the Internet for 
determine your concern for Internet security? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Yes 428 98.8 99.1 99.1 
No 4 .9 .9 100.0 
Total 432 99.8 100.0  
Missing System 1 .2   
Total 433 100.0   
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Even before comparing the variables in SPSS, the above-obtained percentages 
from the responses to the questionnaire already indicate that study participants are 
concerned about security and have a favorable attitude towards security especially when 
using the Internet for financial transactions. This high percentage of concern for security 
when using the Internet for a financial transaction is justified by the fact that 94% of the 
participants indicated that they had been victims of cybercrime, especially computer virus 
with a 54.2% rate. Take a look at Tables 10 and 11 below. 
Table 10   
Participants Indicating Cybercrime or Scamming Victim   
While using the Internet have you ever been a victim of 
cybercrime or scamming? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Yes 406 93.8 94.0 94.0 
No 26 6.0 6.0 100.0 
Total 432 99.8 100.0  
Missing System 1 .2   
Total 433 100.0   
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Table 11   
Type of Cybercrime Experienced  
If yes what kind of cybercrime did you experience? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Embezzlement 3 .7 .7 .7 
Fraud 25 5.8 6.1 6.9 
Theft 115 26.6 28.2 35.0 
Computer Virus 221 51.0 54.2 89.2 
Sabotage 4 .9 1.0 90.2 
Denial of Service 5 1.2 1.2 91.4 
Breach of Computer 
systems 
35 8.1 8.6 100.0 
Total 408 94.2 100.0  
Missing System 25 5.8   
Total 433 100.0   
It is also important to underscore from the responses to the questionnaire that 
97.7% of the study participants did not only acknowledge to have taken cybersecurity 
training but in doing so 68.4% of them strongly agreed that cybersecurity training is 
essential, especially anti-virus training with a 61.1% support rate to anti-virus training. 
Tables 12, 13, and 14 below indicate that clearly. 
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Table 12  
Participants Indicating Cybersecurity Training 
Have you ever taken cybersecurity training? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Yes 418 96.5 97.7 97.7 
No 8 1.8 1.9 99.5 
Undecided 2 .5 .5 100.0 
Total 428 98.8 100.0  
Missing System 5 1.2   
Total 433 100.0   
Table 13   
Participants Indicating Cybersecurity Awareness Training as Important  
Do you agree that cybersecurity awareness training is important?  
 Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Strongly disagree 2 .5 .5 .5 
Somewhat 
disagree 
9 2.1 2.1 2.6 
Somewhat agree 122 28.2 29.0 31.6 
Strongly agree 288 66.5 68.4 100.0 
Total 421 97.2 100.0  
Missing System 12 2.8   
Total 12 2.8   
     
Total 433 100.0   
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Table 14  
Type of Cybersecurity Awareness Training Considered Important 
If you think cybersecurity awareness training is important, what type of training 
do you consider important? 
 
Frequency Percent 
Valid 
Percent 
Cumulative 
Percent 
Valid Other (please specify) 7 1.6 1.7 1.7 
Social engineering 
training 
136 31.4 32.1 33.7 
Anti-virus training 259 59.8 61.1 94.8 
Pass word management 
training 
22 5.1 5.2 100.0 
Total 424 97.9 100.0  
Missing System 9 2.1   
Total 433 100.0   
The responses obtained from the sample population portray participants who are 
educated, IT savvy, have a favorable attitude towards Internet security especially when 
using the Internet for financial transactions, and know the importance of cybersecurity 
awareness training and have equally taken the training themselves. These choices from 
the sample population would eventually determine the nature of the results of the study 
when the variables are compared with each other in cross-tabulation analysis and by so 
doing prosecute the case as to why it is necessary to continue researching this topic using 
different samples, variables, and methodologies. 
Analysis and Interpretation of the Cross-Tabulations 
The analysis and interpretation of the survey data were determined by the 
following goals: 1) to understand if a relationship exists between the study variables. 2) 
To determine the strength and meaning of the relationship. In order to achieve this task a 
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myriad of statistical tools were employed to test the relationship, and the choice of tests 
used was determined by the research design.  
Considering that the variables were either nominal or ordinal, Chi-square and 
other nonparametric tests like Lambda and Gamma were used to verify the null 
hypothesis and examine data distributed in contingency tables. To make an efficient 
determination of statistical significance, a 95% confidence level was adopted leaving a 
5% chance of error, thus establishing an alpha or p-value of 0.05. Such alpha level was 
acceptable because it minimized the risk of rejecting the null hypothesis in case it was 
true. 
To highlight the objective of the study a recap of the research questions is given. 
This research study was designed to address the following questions. 
RQ1. Is there a relationship between the users’ attitude towards the importance of 
cybersecurity awareness training and their level of concern for cybersecurity?  
RQ2. Is there a relationship between the users considering themselves as IT savvy 
and their level of concern for cybersecurity? 
RQ3. Is there a relationship between the type of transaction the user mostly uses 
the Internet for and their level of concern for cybersecurity? 
RQ4. Is there a relationship between amount of financial loss experienced due to 
cyber breach and level of concern for cybersecurity? 
RQ5. Is there a relationship between the Internet user’s educational level and 
their level of concern for cybersecurity? 
RQ6. Is there a relationship between the Internet user’s gender and their level of 
concern for cybersecurity? 
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RQ7. Is there a relationship between the Internet user’s age and their level of 
concern for cybersecurity? 
RQ8. Is there a relationship between the Internet user’s residence location and 
their level of concern for cybersecurity? 
Cross-Tabulation of Cybersecurity Awareness Training and Concern for 
Cybersecurity 
The issue of noncompliance to information security policy is of primary concern 
to system owners and organizational leaders because of the danger it poses to data 
security. Cyber users’ noncompliance to security has caused cyber leaders to invest 
enormous amounts of resources towards enhancing information security compliance. One 
of the ways proposed by scholars to solve the cyber-threat problem is cybersecurity 
awareness training, yet existing studies on the importance of training to promote 
information security policy compliance fail to utilize feedback from cyber users. This 
lack of input from cyber users has caused many cybersecurity awareness training 
programs to be ineffective in their quest to address the risk posed by security 
noncompliance (Puhakainen & Siponen, 2010).  
The urgency of this issue explains why it was important to include the 
cybersecurity awareness training question in the survey that was presented to research 
participants. The security awareness training variable was also included to understand the 
role that training plays on security enforcement considering that some scholars argued 
that training was found to be a major determinant of enhanced security. The case 
processing summary table below was used to give an overview explanation of how many 
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participants answered the training and security questions and how many skipped the 
question. Take a look on the take below.  
Table 15 
Case Processing Summary Table of Cybersecurity Awareness Training and Concern for 
cybersecurity 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
Do you agree that 
cybersecurity awareness 
training is important? * 
Please rate your concern for 
security. 
422 97.5% 11 2.5% 433 100.0% 
The above case processing summary Table 15 above highlights the valid, missing, 
and total cases of participation. From a total of 433 participants, 422 answered the 
question while 11 missing cases were recorded. Since the case processing summary table 
did not compare the variables, crosstabs were employed as seen via Table 16 below.    
Table 16 below displays a crosstab of participants’ views on the importance of 
cybersecuity awareness training and their concerns for information security. This analysis 
was considered relevant to this study because of the increasing role of cybersecuity 
awareness training in information security literature. In this regard the analysis was 
aimed at testing the notion that the higher a cyber-user considers cyber awareness 
training important the higher the user’s concern will be for information security.  422 
study participants responded to the questions on the importance of security awareness 
training and concern for information security. 95.5% (274) of the study participants who 
strongly agreed that cybersecuity awareness training was important were highly 
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concerned about the security of the Internet when browsing the web.  91.8 %( 112) of the 
participants who somewhat agreed that cybersecuity awareness training was important 
were also highly concern about the security of the Internet when browsing the web.  
Interestingly, 76.9 %( 10) of the participants who somewhat disagreed of the importance 
of cyber awareness training were highly concerned about the security of the Internet 
when browsing the web.  
Drawing from these findings a conclusion was made that while Internet security is 
of critical importance to all cyber users, majority of the users who think highly of Internet 
security also consider important the need for cybersecuity awareness training. This 
finding corroborate the argument of some cyber scholars that security awareness training 
for IT users is critical to maintaining a secured information system ((Brodie, 2008; 
Eminağaoğlu et al., 2009; NIST, 1993). 
Table 16 
Contingency Table of Cybersecurity Awareness Training and Concern for Security.  
Do you agree that cybersecurity awareness training is important?  * Please rate your concern for security.  
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
Do you agree that 
cybersecurity 
awareness training is 
important? 
Somewhat 
disagree 
Count 0 0 3 10 13 
% within Row 0.0% 0.0% 23.1% 76.9% 100.0% 
% within Column. 0.0% 0.0% 15.0% 2.5% 3.1% 
Somewhat agree Count 1 2 7 112 122 
% within Row 0.8% 1.6% 5.7% 91.8% 100.0% 
% within Column. 100.0% 40.0% 35.0% 28.3% 28.9% 
Strongly agree Count 0 3 10 274 287 
% within Row 0.0% 1.0% 3.5% 95.5% 100.0% 
% within Column. 0.0% 60.0% 50.0% 69.2% 68.0% 
Total Count 1 5 20 396 422 
% within Row 0.2% 1.2% 4.7% 93.8% 100.0% 
% within Column. 100.0% 100.0% 100.0% 100.0% 100.0% 
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To further analyze the results in graphical terms the below bar chart Figure 3 was 
produced to describe the distribution of the frequencies of the participants’ views on the 
importance of cybersecurity awareness training and participants concerns for Internet 
security. The security awareness training variable could be found on the x-axis of the 
graph while the concern for security variable could be found on the y-axis of the graph. 
The graph corroborate the analysis presented in crosstabs above by highlighting that most 
cyber user’s despite their cybersecurity training status feel that security is of concern to 
them when using the Internet. Take a look at the bar chart Figure 3 below. 
 
Figure 3. Cybersecurity awareness training and concern for security. 
While the contingency table and the bar graph above analyzed and described 
participants’ assessments of the type of relationship that exists between the variables, a 
robust analysis is, however, required to determine the level of statistical significance as 
well as the strength of significance. Test of statistical significance and strength of the 
relationship was established using Chi-square and the Lambda test of association. The 
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Pearson Chi-square test of independence represented by Table 17 below was configured 
in SPSS to check the level of statistical significance of the relationship between 
cybersecurity awareness training and concern for security. The relationship between these 
variables was significant as justified by the p-value of p<.031. The results indicated that 
there was evidence of a relationship between cybersecurity training and security.  
The obtained p-value was below the accepted ideal alpha limit of .05. This finding 
justified the alternate hypothesis that supported the existence of a relationship between 
cybersecurity awareness training and concern for security. Based on this finding, the null 
hypothesis of this study was rejected. Here are the results below:  
 X² (6, N=422) = 13.839, p <.031.  
Table 17 
Pearson Chi-square Statistics of Cybersecurity Awareness Training and Concern for 
Security. 
Chi-Square Tests 
 Value df 
Asymptotic 
Significance (2-
sided) 
Pearson Chi-Square 13.839a 6 .031 
Likelihood Ratio 9.608 6 .142 
Linear-by-Linear Association 5.275 1 .022 
N of Valid Cases 422   
a. 7 cells (58.3%) have expected count less than 5. The minimum expected count is .03. 
Although Chi-square test statistic showed evidence of a relationship between 
cybersecurity awareness training and concern for Internet security, there was nothing to 
suggest that the survey participants who had high concern for cybersecurity training also 
had high concern for Internet security. To test the strength of association, Lambda test 
statistics was employed. The Lambda Table 18 below produced a value of .006 which, 
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was considered to be too low to reduce error chances in confidently predicting that the 
same results could apply to other cases, thus suggesting a weak or insignificant 
relationship between the variables.  Take a look on the Lambda Table 18 below. 
Table 18 
Lambda Test of Association of Variables 
Directional Measures 
 Value 
Asymptotic 
Standard 
Error 
Approximat
e Tb 
Approximat
e 
Significance 
Nominal by 
Nominal 
Lambda Symmetric .006 .006 1.001 .317 
Do you agree that 
cybersecurity awareness 
training is important? 
Dependent 
.007 .007 1.001 .317 
Please rate your concern for 
security. Dependent 
.000 .000 .c .c 
Goodman and 
Kruskal tau 
Do you agree that 
cybersecurity awareness 
training is important? 
Dependent 
.011 .007 
 
.147d 
Please rate your concern for 
security. Dependent 
.020 .022 
 
.000d 
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
c. Cannot be computed because the asymptotic standard error equals zero. 
d. Based on chi-square approximation 
Cross-Tabulation of Cyber User’s Considering Themselves as IT Savvy and 
Concern for Cybersecurity 
The IT savvy variable was important because it ensured that study participants 
were either knowledgeable or not knowledgeable about IT thus determining if they were 
comfortable participating in an IT related survey or not. The IT savvy variable also 
helped explain if being IT savvy  necessarily connects to being concerned about security 
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when using the Internet or not. In order to understand if participants were knowledgeable 
in IT or not a question was asked: Do you consider yourself IT savvy? Participants were 
given yes or no options to help answer the question. Responses from the IT savvy 
question were then compared with responses to the concern for security question in SPSS 
to understand how related both variables were. Crosstabs were produced to describe the 
observed relationship, while Chi-square analysis was used to explain the significance of 
the relationship. The case processing summary table below was used to give an overview 
picture of how many participants took part in the survey and how many either answered 
or omitted the question.   
Table 159 
Case Processing Summary Table of Cyber User’s Considering Themselves as IT Savvy 
and Concern for Cybersecurity 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
Do you consider yourself IT 
savvy? * Please rate your 
concern for security. 
432 99.8% 1 0.2% 433 100.0% 
The above case processing summary Table 19 indicates that out of a total of 433 
survey participants, 99.8% (432) actually answered the question while a 0.2% (1) missing 
rate was recorded. Since the job of the case processing summary table was not to explain 
the results obtained from comparing the variables with each other, a more robust cross-
tabulation test was needed to reveal what happens when the variables are equated with 
each other in contingency tables. Take a look on the crosstab Table 20 below.  
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Table 20 
Contingency Table of Cyber User’s Considering Themselves as IT Savvy and Concern for 
Cybersecurity 
Do you consider yourself IT savvy? * Please rate your concern for security.  
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
Do you consider 
yourself IT savvy? 
Yes Count 1 5 24 396 426 
% within Row 0.2% 1.2% 5.6% 93.0% 100.0% 
% within Column. 100.0% 100.0% 96.0% 98.8% 98.6% 
No Count 0 0 1 5 6 
% within Row 0.0% 0.0% 16.7% 83.3% 100.0% 
% within Column. 0.0% 0.0% 4.0% 1.2% 1.4% 
Total Count 1 5 25 401 432 
% within Row 0.2% 1.2% 5.8% 92.8% 100.0% 
% within Column. 100.0% 100.0% 100.0% 100.0% 100.0% 
Table 20 above displays a crosstab of what participants feel about being IT savvy 
and their concerns for information security. This analysis was considered relevant 
because of the necessity for cyber users to be IT savvy before using the computer. These 
analyses focused on testing the view that cyber users who are IT savvy have more 
concern for security when using the Internet than those who are not. 432 participants 
responded to the questions on being IT savvy and concern for information security. 
93.0% (396) of the study participants who affirmed to be IT savvy also indicated that 
they were highly concerned about security when browsing the web. Only 0.2% (1) of 
participants who indicated that they were IT savvy said that they had no concern for 
security when using the Internet. 83.3% (5) of participants who were not IT savvy also 
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said that they were highly concerned about security. None of the participants who were 
not IT savvy said that they had no concern for security when browsing the web.  
Although crosstabs compared the variables, the results were not presented in chart 
format. To create a graphic image of the relationship, the SPSS graphical representation 
was configured to produce the bar graph in Figure 4 below. The independent variable was 
placed on the x-axis of the graph while the dependent variable was placed on the y-axis. 
 
Figure 4. Cyber User’s Considering Themselves as IT Savvy and Concern for 
Cybersecurity. 
The bar chart results represented by Figure 4 above validate the crosstab results in 
stating that majority of participants irrespective of whether they considered themselves IT 
savvy or not were highly concerned about security in IT.   
It is important before analyzing the strength and direction of the results to 
examine scholars’ views on low expected cell count in Chi-square. This analysis is 
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necessary and explains all situations where Chi-square warns of low expected cell count 
in the study. Literature approaches the issue of low expected cell count in Chi-square 
from conflicting views, and so scholars like Cochran (1954) maintain overly conservative 
guidelines on the issue by insisting that low expected cell counts in Chi-square are 
unacceptable in all cases. Although Cochran’s concerns align with the assumptions of 
Chi-square, researchers like Agresti (1990) contend that such stipulations not only 
intricate but improbable to expect a single rule to explain all cases since studies with 
large sample sizes, like in this study, still sometimes have expected cell count warnings, 
thus justifying why some researchers don’t find that too problematic (Agresti, 1990; 
Cochran, 1954).  
In addition, Conover (1999) aligns with Agresti and argues that Cochran’s “rule 
of thumb” on expected cell count size is not only overly conservative but fails to 
acknowledge that expected count size can be “as small as 0.5, as long as most are greater 
than 1.0, without endangering the validity of the test” (Conover, 1999, p. 202; see also 
Cochran, 1954; Agresti, 1990). Cochran, who is noted to be a staunch supporter of high 
expected cell counts levels in Chi-square, has relaxed his rule by saying that as long as 
the expected count is less than 1 Chi-square, results are valid (1954). Notwithstanding 
these views, the SPSS Fisher’s Exact Test module is used by some researchers to explain 
Chi-square p value in situations where sample size is low which, is not true in this case. 
The Pearson Chi-square test of independence seen below in Table 21 was also 
configured in SPSS to verify the level of statistical significance of the relationship 
between being IT savvy and having concern for security. The relationship between these 
variables was not significant as shown by the asymptotic significance value of p .708.  
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The obtained p-value of p .708 was above the accepted alpha limit of .05. This 
finding did not justify the alternate hypothesis that there is a statistical relationship 
between being IT savvy and having concern for security. Therefore the alternate 
hypothesis was rejected and the null accepted since there was evidence that there was no 
relationship between being IT savvy and having concern for security. Being IT savvy was 
not a necessary condition for having concern for security. Here are the results below:  
X² (3, N=432) = 1.388, p .708. 
Table 21 
Pearson Chi-square Statistics of Concern for Security and Cyber User’s Considering 
Themselves as IT Savvy. 
Chi-Square Tests 
 Value df 
Asymptotic 
Significance (2-
sided) 
Pearson Chi-Square 1.388a 3 .708 
Likelihood Ratio 1.056 3 .788 
Linear-by-Linear Association .321 1 .571 
N of Valid Cases 432   
a. 5 cells (62.5%) have expected count less than 5. The minimum expected count is .01. 
Cross-Tabulation of Type of Transaction One Uses the Internet for and Concern for  
Cybersecurity 
While most scholars in the field agree on the importance of Internet security for 
effective cyber use, some argue that certain transactions command more security than 
others. To explain whether the type of transaction conducted on the Internet determines a 
cyber user’s level of concern for security, the type of transaction variable was included as 
one of the independent variables to be tested in the study. It should be mentioned that, 
proponents of the payment card industry (PCI) and the Sarbanes Oxley (SOX) law have a 
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particular favor on promoting tight security for Internet users conducting financial 
transactions. Despite the fact that such views seem reasonable, they necessitate empirical 
testing since security cannot be undermined for some Internet transactions simple 
because there are not money related. 
To understand the relationship that exists between the type of transaction 
conducted on the Internet and concern for security, it was important to include the type of 
Internet transaction question on the questionnaire for the survey. After receiving 433 
responses adequate for the study, data was exported from SuveyMonkey to SPSS for 
analysis. The type of transaction variable appeared in rows while the concern for security 
variable appeared in columns. From the case processing summary table 22 below, a 
99.5% (431) valid response rate was recorded followed by a 0.5% (2) missing rate. Here 
are the results. 
Table 162 
Case Processing Summary Table of Type of Transaction One Uses the Internet for and 
the Concern for security. 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
Please indicate one 
transaction you mostly use 
the Internet for? * Please rate 
your concern for security. 
431 99.5% 2 0.5% 433 100.0% 
Considering the fact that the case processing summary table only gave an 
overview of how participants responded to the type of transaction and the concern for 
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security questions, it was necessary to compare both variables to understand how related 
there are. Cross-tabulation analysis was then employed to help equate the variables.   
Looking at the crosstab Table 23 below, certain capstones are noticeable. Out of 
the 431 participants who answered the questions, 97.1% (68) of the participants who 
identified business transaction as the type of transaction they mostly use the Internet for 
also indicated that they were highly concerned about security. 92.7% (291) participants 
who identified financial transaction as the type of transaction they mostly use the Internet 
for also indicated that they were highly concerned about security. 70.6% (12) of the 
participants who identified educational transaction as the type of transaction they mostly 
use the Internet for also indicated that they were highly concerned about security. 96.7% 
(29) who indicated to mostly use the Internet for family related transaction also showed 
that they were highly concerned about security.  
No participant from the business, financial, and family related transaction 
categories indicated that they were not concerned about security when using the Internet. 
Only 1 participant from the educational transaction category indicated that security is not 
of concern to them when conducting business on the Internet. From the total percentages, 
it would be right to argue that majority of participants thought that Internet security is 
important to them irrespective of the type of transaction they use the Internet for. Take a 
look on the crosstab table 23 below to see the results.  
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Table 173 
Contingency Table of Type of Transaction One Uses the Internet for and concern for 
security. 
Please indicate one transaction you mostly use the Internet for? * Please rate your concern for security.  
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
Please indicate one 
transaction you 
mostly use the 
Internet for? 
Business 
Transaction 
Count 0 1 1 68 70 
% within Row? 0.0% 1.4% 1.4% 97.1% 100.0% 
% within Column. 0.0% 20.0% 4.0% 17.0% 16.2% 
Financial 
Transactions 
Count 0 4 19 291 314 
% within Row? 0.0% 1.3% 6.1% 92.7% 100.0% 
% within Column. 0.0% 80.0% 76.0% 72.8% 72.9% 
Educational 
Transactions 
Count 1 0 4 12 17 
% within Row? 5.9% 0.0% 23.5% 70.6% 100.0% 
% within Column. 100.0% 0.0% 16.0% 3.0% 3.9% 
Family -
Related 
Transaction 
Count 0 0 1 29 30 
% within Row? 0.0% 0.0% 3.3% 96.7% 100.0% 
% within Column. 0.0% 0.0% 4.0% 7.3% 7.0% 
Total Count 1 5 25 400 431 
% within Row? 0.2% 1.2% 5.8% 92.8% 100.0% 
% within Column. 100.0% 100.0% 100.0% 100.0% 100.0% 
The above tables compared the variables but did not represent the results in 
graphical format. To give a graphical analysis of the relationship, SPSS was also 
configured to generate the bar chart below. The independent variable appeared on the x-
axis of the graph while the dependent variable appeared on the y-axis of the graph. 
Looking at the bar graph in Figure 5 below, it is evident that the results substantiate the 
analysis presented in the contingency table above and point to the fact that majority of 
participants admitted that Internet security was of concern to them and not necessarily 
determined by the type of transaction conducted on the Internet.  
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Figure 5. Type of transaction you use the Internet for and Concern for security. 
To understand if the variables had a relationship or not Chi-square test of 
independence represented by Table 24 below was conducted. The Pearson Chi-square 
results indicated that there was evidence of a relationship as confirmed by the asymptotic 
significance value of p<.001. The obtained value of p<.001 was below the stated 
theoretical .05 p-value of the study, thus showing evidence of the existence of a 
relationship between the variables. Therefore, the alternate hypothesis was accepted, and 
the null hypothesis rejected. Here are the results:  
X² (9, N=431) = 37.939, p < .001. 
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Table 24 
Pearson Chi-square Statistics of Type of Transaction One Uses the Internet for and 
Concern for Security. 
Chi-Square Tests 
 Value df Asymptotic Significance (2-sided) 
Pearson Chi-Square 37.939a 9 .000 
Likelihood Ratio 17.704 9 .039 
Linear-by-Linear Association 1.189 1 .276 
N of Valid Cases 431   
a. 11 cells (68.8%) have expected count less than 5. The minimum expected count is .04. 
Pearson Chi-square test statistic determined evidence of a relationship but did not 
confirm the significance or strength of the obtained relationship. To determine the 
strength of association of the variables Gamma test statistics represented by Table 25 
below was employed. The obtained Gamma value of .297 was low indicating a weak 
relationship. This insignificant relationship increased the chances of committing an error 
if a prediction of a relationship was made between type of transaction and concern for 
security in all cases. Take a look at the Lambda table 25 below: 
Table 25 
Gamma Test of Association of the Variables 
Symmetric Measures 
 Value 
Asymptotic 
Standard 
Error 
Approximate 
Tb 
Approximate 
Significance 
Nominal by 
Nominal 
Phi .297   .000 
Cramer's V .171   .000 
Ordinal by Ordinal Gamma -.353 .156 -1.973 .049 
N of Valid Cases 431    
a. Not assuming the null hypothesis. 
b. Using the asymptotic standard error assuming the null hypothesis. 
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Cross-Tabulation of Concern for Security and Associated Financial Cost Incurred 
from Cyber breach 
Scholars have argued that the amount of money lost due to a cyber hack defines 
how concerned a cyber user would be about the security of the Internet. These views 
probably emanate from the notion that cyber users who lose more money from a cyber 
scam are more concerned about security compared to those who lose less money. 
Although this view seems reasonable, it might not necessarily be true in all cases, thus 
necessitating empirical testing. To understand the type of relationship that could exist 
between associated financial costs incurred through cybercrime and Internet security, the 
financial cost variable was included among the independent variables tested in the study.  
Data were collected via SuveyMonkey and exported to SPSS for analysis. The 
case processing summary table seen below was first configured via SPSS to give an 
overview of how participants answered both questions. Take a look on table 26 below. 
Table 26 
Case Processing Summary Table of Associated Financial Cost Incurred due to Cyber 
breach and Concern for Security 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
What was the associated 
financial cost incurred due 
to cyber breach? * Please 
rate your concern for 
security. 
392 90.5% 41 9.5% 433 100.0% 
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From the above case processing summary Table 26, the valid, missing, and total 
cases are presented. Out of a total of 433 participants who took part in the survey, 90.5% 
valid cases were recorded while 9.5% missing cases were noted. Since the case 
processing summary table only gave an overview picture of how participants answered 
both questions, it was necessary to run cross tabulation analysis to understand what 
happens when both variables are compared with each other in SPSS. Take a look at the 
crosstab table 27 below. 
Table 27 
Contingency Table of Associated Financial Cost Incurred due to Cyber breach and 
Concern for Security 
What was the associated financial cost incurred due to cyber breach? * Please rate 
your concern for security. 
 
Please rate your concern for security. 
Total 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
What was the 
associated financial 
cost incurred due to 
cyber breach? 
$0-$999.00 Count 4 17 344 365 
% within Row 1.1% 4.7% 94.2% 100.0% 
% within Column. 80.0% 94.4% 93.2% 93.1% 
$1000-$4999 Count 1 1 20 22 
% within Row 4.5% 4.5% 90.9% 100.0% 
% within Column. 20.0% 5.6% 5.4% 5.6% 
$5000-
$10.000 
Count 0 0 5 5 
% within Row 0.0% 0.0% 100.0% 100.0% 
% within Column. 0.0% 0.0% 1.4% 1.3% 
Total Count 5 18 369 392 
% within Row 1.3% 4.6% 94.1% 100.0% 
% within Column. 100.0% 100.0% 100.0% 100.0% 
From the contingency Table, 27 above some high water marks are observed. Out 
of the 392 participant who answered both questions, 94.2% (344) of the participants who 
indicated to have lost between 0 and 999 dollars as a result of a cyber-attack also 
150 
 
indicated that they were highly concerned about security. 90.9% (20) of the participants 
who indicated to have lost between 1000 to 4999 dollars as a result of a cyber scam also 
indicated that they were highly concerned about the security of the Internet. 100% (5) of 
the participants who indicated to have lost between 5000 and 10.000 dollars as a result of 
a cyber scam also indicated that they were highly concerned about security when using 
the Internet. No participant who lost between 5000 and 10.000 indicated that they had 
little concern for security.  Only 1 participant who lost between 1000 to 4999 dollars and 
4 participants who lost between 0 to 999 dollars indicated that they had little concern for 
security when using the Internet. From the total percentages majority of participants felt 
that Internet security is a key component of their Internet use practice irrespective of the 
amount of financial loss they have incurred from a cyber scam.   
However, what was not evident was the idea that the more money one loses as a 
result of cybercrime, the greater their concern for security or the idea that loss of money 
through cybercrime causes lack of concern for security. These questions were not 
answered because the scope of the study was not designed to respond to such questions. 
Nonetheless, that is an interesting question to be answered in future inquiries.   
To further analyze the results in graphical terms, the bar chart below was 
produced to describe the distribution of the frequencies of the participants’ views on 
concern for security vis-à-vis the amount of financial cost incurred from cybercrime. The 
independent variable of the study was placed on the x-axis of the graph while the 
dependent variable was placed on the y-axis of the graph. Take a look at the bar chart 
Figure 6 below. 
151 
 
 
Figure 6. Concern for security and Associated Financial Cost Incurred due to Cyber 
breach. 
From the above bar chart, it is evident that the results confirm the analysis 
presented in contingency tables and point to the fact that majority of participants consider 
Internet security important irrespective of the amount of money lost as a result of a cyber 
scam.   
IT should be indicated that the crosstabs and bar graphs did not reveal if a 
relationship existed or not and if so how significant was the relationship. To understand if 
a relationship existed or not and also the significance of the relationship, Chi-square test 
of independence was conducted. Take a look at the Chi-square Table 28 below. 
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Table 28 
Pearson Chi-square Associated Financial Cost Incurred due to Cyber breach and 
Concern for Security 
Chi-Square Tests 
 Value df 
Asymptotic 
Significance (2-
sided) 
Pearson Chi-Square 2.277a 4 .685 
Likelihood Ratio 1.833 4 .766 
Linear-by-Linear Association .141 1 .708 
N of Valid Cases 392   
a. 6 cells (66.7%) have expected count less than 5. The minimum expected count is 
.06. 
The above Pearson Chi-square test of independence was conducted to understand 
the relationship between associated financial cost incurred from cybercrime and 
participants’ views on concern for Internet security. The relationship between these 
variables was not significant as justified by the Chi-square asymptotic significance value 
of .685. This obtained value was higher than the stated p-value of .05, thus justifying the 
necessity to accept the null hypothesis and reject the alternate hypothesis of the study. 
Here are the results: 
X²  (4, N = 392) = 2.277, p = .685. 
Cross-Tabulation of Level of Education and Concern for Internet Security  
The level of education variable was included in the study to understand if a cyber 
user’s academic qualification plays any role in determining if the user has concern for the 
security of the Internet or not. To accomplish this task a survey was taken via 
SuveyMonkey and responses were received from a sample of 433 participants. Survey 
results were then exported to SPSS for analysis. The case processing summary Table 29 
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below gives a rundown of participants’ responses regarding the level of education 
variable and the concern for security variable.  
Table 29 
Case Processing Summary Table of Level of Education and Concern for Cybersecurity 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
What is your level of education? * 
Please rate your concern for 
security. 
432 99.8% 1 0.2% 433 100.0% 
Table 29 above presents an overview of the valid, missing, and total cases of how 
participants responded to the level of education and concern for security questions. Out of 
a total sample of 433 participants used for the study, 432 valid cases were recorded while 
a 0.2% missing case was identified. The case processing summary table did not proceed 
to analyze and compare participant’s views on the relationship that exist between the 
educational level and concern for cybersecurity. To understand what happens when both 
variables are equated with each other in SPSS, cross-tabulation analysis was employed. 
Take a look at the crosstab results below in Table 30. 
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Table 30 
Contingency Table of Level of Education and Concern for Cybersecurity 
What is your level of education? * Please rate your concern for security. 
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
What is your 
level of 
education? 
Associate 
degree 
Count 0 2 3 35 40 
% within row 0.0% 5.0% 7.5% 87.5% 100.0% 
% within column 0.0% 40.0% 12.0% 8.7% 9.3% 
Bachelor’s 
degree 
Count 1 2 8 116 127 
% within row 0.8% 1.6% 6.3% 91.3% 100.0% 
% within column 100.0% 40.0% 32.0% 28.9% 29.4% 
Master’s 
degree 
Count 0 1 14 227 242 
% within row 0.0% 0.4% 5.8% 93.8% 100.0% 
% within column 0.0% 20.0% 56.0% 56.6% 56.0% 
Doctoral 
degree 
Count 0 0 0 23 23 
% within row 0.0% 0.0% 0.0% 100.0% 100.0% 
% within column 0.0% 0.0% 0.0% 5.7% 5.3% 
Total Count 1 5 25 401 432 
% within row 0.2% 1.2% 5.8% 92.8% 100.0% 
% within column 100.0% 100.0% 100.0% 100.0% 100.0% 
The above cross-tabulation Table 30 displays the outcome of what happens when 
the level of education variable is compared with the concern for security variable in 
SPSS. The concern for cybersecurity variable was placed in the columns of the crosstab 
table while the level of education variable was placed in the rows of the table. The level 
of education question in the study was conceptualized as a quadrant with four nominal 
categories: associate degree, bachelor’s degree, master’s degree, and doctoral degree. The 
concern for cybersecurity variable was conceptualized into four categories of highly 
concerned, somewhat concerned, little concerned and no concerned.   
Looking at the contingency table, some peak numbers are noticeable. Out of a 
total of 432 participants who answered the question, 87.5% (35) of participants with 
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associate degree were highly concerned about security when using the Internet. 91.3% 
(116) of participants with bachelor’s degree were highly concerned about security when 
using the Internet. 93.8% (227) of research participants with master’s degree indicated 
that they were highly concerned about security when using the Internet. 100.0% (23) of 
research participants with doctoral degree showed that they were highly concerned about 
security when using the Internet. No (0.0%) participant with associate degree, master’s 
degree and doctoral degree indicated that they had no concern for security when using the 
Internet. Only 1 (0.8%) participant with bachelor’s degree had no concern for security 
when using the Internet. 
From the crosstab results, it is clear that a greater majority of the participants 
irrespective of their level of education category indicated that they are highly concerned 
about security when using the Internet. However, it would have been interesting to 
compare and see if uneducated people would also think same of Internet security but that 
was not within the scope of the study and would be an interesting recommendation for a 
future study.  
It is important to indicate that the cross-tabulation table displays a frequency 
distribution of so many cases and values for each variable which, makes it difficult to 
immediately identify the percentages that indicate important relationships between 
variables. To create a snapshot of the relationship that exist between the level of 
education variable and the concern for cybersecurity variable in pectoral form, SPSS was 
configured to generate the bar chart Figure 7 below.  The education variable appeared on 
the x-axis of the graph while the cybersecurity variable appeared on the y-axis of the 
graph. Take a look on Figure 7 below. 
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Figure 7. Bar chart on level of education and concern for cybersecurity. 
Looking at the bar graph, it is evident that the results corroborate the analysis 
presented in the crosstabs above. Majority of participants irrespective of the level of 
education category indicate that they are concerned about security when using the 
Internet. Concern or non-concern for Internet security does not depend on the level of 
education of the person using the Internet as the security of the Internet is important to 
cyber users irrespective of their academic qualification. 
Table 18 
Pearson Chi-square Statistics of Level of Education and Concern for Cybersecurity. 
Chi-Square Tests 
 Value df Asymptotic Significance (2-sided) 
Pearson Chi-Square 11.016a 9 .275 
Likelihood Ratio 10.681 9 .298 
Linear-by-Linear Association 6.032 1 .014 
N of Valid Cases 432   
a. 10 cells (62.5%) have expected count less than 5. The minimum expected count is .05. 
The Pearson Chi-square test of independence seen above on Table 31 was 
configured in SPSS to verify the existence or non-existence of a relationship between the 
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variables. The Chi-square results were not significant as shown by the p-value of .275. 
These results suggest that the cyber user’s level of education does not have a relationship 
with their level of concern for cybersecurity. The obtained p-value falls above the 
accepted alpha limit of .05. This finding does not justify the alternate hypothesis that 
education has a relationship with concern for cybersecurity. Based on this finding, the 
null hypothesis of this study is accepted and the alternate hypothesis is rejected. Here are 
the results below:  
X²  (9, N=432) = 11.016, p = .275. 
Cross-Tabulation of Gender and Concern for Cybersecurity  
While scholars agree that gender pays a role in determining whether or not a 
cyber user has concern for security when browsing the Internet, they are not clear on the 
nature of the relationship. To understand such detail, gender was included as one of the 
independent variables to be tested in the study.  The gender variable was conceptualized 
as a nominal variable with three categories: male, female, and ‘other’. Participant’s 
responses on the gender and concern for security questions were equated with each other 
in SPSS. The case processing summary table generated by SPSS briefly describes how 
participants responded to the gender and concern for security question while the crosstab 
table highlights what happens when both variables are paralleled with each other in 
contingency tables. Looking at the case processing summary Table 32 below, a snapshot 
of the valid, the missing, and the total number of cases of participation is revealed. The 
table indicates that out of a total of 433 participants who took part in the study, 432 valid 
cases were recorded while 1 case was missing. Take a look at Table 32 below. 
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Table 192 
Case Processing Summary Table of Gender and Concern for Cybersecurity 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
What is your gender? * Please 
rate your concern for security. 
432 99.8% 1 0.2% 433 100.0% 
Since the above case processing summary Table 32 only gives an overview of 
participant’s responses on gender and concern for security, SPSS was configured to give 
a robust comparison of the variables in contingency tables. The concern for security 
variable was placed in the columns of the table while the gender variable was placed in 
the rows of the crosstab table. Looking at the cross-tabulation Table 33 below, some peak 
numbers are noticeable. Out of the 432 survey participants who answered the gender and 
concern for cybersecurity question, 92.1% (175) of male participants were highly 
concerned about security while 93.3% (222) of female participants were highly 
concerned about security. 100.0 % (4) participants from the ‘other’ category were highly 
concerned about security when using the Internet.  
No (0.0%) participant from the male and ‘other’ categories indicated that they had 
no concern for security when using the Internet. 1 (0.4%) female participant indicated 
that they had no concern for security when using the Internet. The crosstab results 
summarily indicate that majority of participants irrespective of their gender category 
were highly concerned about security when using the Internet. Take a look at the 
contingency table 33 below. 
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Table 203 
Contingency Table of Gender and Concern for Cybersecurity 
What is your gender? * Please rate your concern for security. 
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
What is your 
gender? 
Male Count 0 2 13 175 190 
% within row 0.0% 1.1% 6.8% 92.1% 100.0% 
% within column 0.0% 40.0% 52.0% 43.6% 44.0% 
Female Count 1 3 12 222 238 
% within row 0.4% 1.3% 5.0% 93.3% 100.0% 
% within column 100.0% 60.0% 48.0% 55.4% 55.1% 
Other Count 0 0 0 4 4 
% within row 0.0% 0.0% 0.0% 100.0% 100.0% 
% within column 0.0% 0.0% 0.0% 1.0% 0.9% 
Total Count 1 5 25 401 432 
% within row 0.2% 1.2% 5.8% 92.8% 100.0% 
% within column 100.0% 100.0% 100.0% 100.0% 100.0% 
Although crosstabs compared the variables by analyzing the type of relationship 
that exist between gender and participants level of concern for the security of the Internet, 
the results were not presented in graphical format making it difficult to quickly identify 
the percentages that highlight important relationships. To create a graphical 
representation of the results, SPSS was configured to produce a bar chart of the 
relationship. The independent variable ‘gender’ appeared on the x-axis of the graph while 
the cybersecurity variable appeared on the y-axis of the graph.  Looking at the bar graph 
figure below, it is clear that the results support the analysis presented in cross-tabs above. 
The bar graph validates the fact that almost all participants are concerned about Internet 
security irrespective of their gender category. Take a look on Figure 8 below to see the 
bar chart of the relationship.  
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Figure 1. Gender and concern for cybersecurity. 
Considering the fact that cross-tabulation analysis did not explain statistical 
significance of the variables, the Pearson Chi-square test of independence represented by 
Table 34 below was performed to test for statistical significance between gender and the 
concern for security. The relationship between the variables was not significant indicating 
evidence of no connection between gender and concern for security. These results 
indicate that participants’ level of concern for the security of the Internet either cannot be 
explained and separated along gender lines or does not depend on a cyber user’s gender. 
The Chi-square asymptotic significance value of .940 was higher than the stated p-value 
of 0.05. Here are the results.  
X²  (6, N=432) = 1.765, p =.940 
Considering that the p-value of .940 was higher than the theoretical p-value of 
0.05 stated for this study, a conclusion was made that there was evidence of no 
relationship between gender and concern for security. This conclusion justified the null 
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hypothesis when it contends that the gender of the cyber user has no connection with the 
user’s level of concern for the security of the Internet. Based on this conclusion, the 
proposition of the alternate hypothesis was rejected.   
Table 214 
Pearson Chi-square Statistics of Gender and Concern for Cybersecurity 
Chi-Square Tests 
 Value df 
Asymptotic 
Significance 
(2-sided) 
Pearson Chi-Square 1.765a 6 .940 
Likelihood Ratio 2.409 6 .879 
Linear-by-Linear Association .030 1 .861 
N of Valid Cases 432   
a. 8 cells (66.7%) have expected count less than 5. The minimum expected 
count is .01. 
Cross-Tabulation of Age and the Importance of Internet Security 
The age variable was included in the study to explain if older cyber users are 
more concerned about security when using the Internet than younger cyber users or vice 
versa. The age variable was important in the study because some scholars have viewed 
age as an important determinant of security when using the Internet. Although the role of 
age on computer security is widely discussed, data examining age differences in secure 
technology adoption have yielded contradictory views. It is not uncommon to find 
scholars who argue that younger people are more confident in secure technology adoption 
than seniors. This notwithstanding, such arguments seem biased especially in this epoch 
where increasing numbers of seniors have embraced secure technology adoption thus 
justifying why age was included in the study (Edwards & Engelhardt, 1989).  
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The age variable was categorized into three age groups. 18 to 30 covered young 
age participants, 31 to 50 covered middle age participants, while 51 and older covered 
older age participants. The age variable was then compared with the concern for 
cybersecurity variables in SPSS to determine the nature of the relationship that exist 
between both variables. From the case processing summary Table 35 below, a summary 
of the valid, missing, and total number of cases of participation was presented. The table 
indicates that out of a total number of 433 participants, 432 valid cases were recorded 
while 1 of the cases was missing. Here is the case processing summary Table 35 below.  
Table 35 
Case Processing Summary Table of Age and Concern for Cybersecurity 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
How old are you? * Please rate 
your concern for security. 
432 99.8% 1 0.2% 433 100.0% 
Since the case processing summary table only gave an overview of the results, it 
was important to understand in detail what would happen when both variables are 
equated with each other in contingency tables. The concern for cybersecurity variable 
was placed in the columns while the age variable was placed in the rows of the table 
when running the cross-tabs in SPSS. From the below Crosstab Table 36 some high water 
marks were noticeable. Out of the 432 participants who responded to the question, 91.5% 
(118) of young age participants were highly concerned about security when using the 
Internet. 92.4% (171) of middle age participants were highly concerned about security 
when using the Internet. 94.9% (112) of older age participants were highly concerned 
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about security when using the Internet. No (0.0%) participant from the young age and the 
older age categories indicated that they had no concern for security when using the 
Internet. Only one (0.5%) participant from the middle age category had no concern for 
security when using the Internet.  
What was evident from the analysis is the fact that majority of the participants 
irrespective of their age category were highly concerned about security when using the 
Internet. However, it was not possible considering the demographic employed in the 
study to understand what cyber users who are younger than 18 or specific cyber users like 
millennials or baby boomers could think about Internet security. Here is the crosstab 
Table 36 below. 
Table 36 
Contingency Table of Age and Concern for Cybersecurity 
How old are you? * Please rate your concern for security. 
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
How old 
are you? 
18 - 30 Count 0 4 7 118 129 
% within Row 0.0% 3.1% 5.4% 91.5% 100.0% 
% within Column 0.0% 80.0% 28.0% 29.4% 29.9% 
31-50 Count 1 0 13 171 185 
% within Row 0.5% 0.0% 7.0% 92.4% 100.0% 
% within Column 100.0% 0.0% 52.0% 42.6% 42.8% 
51 and older Count 0 1 5 112 118 
% within Row 0.0% 0.8% 4.2% 94.9% 100.0% 
% within Column 0.0% 20.0% 20.0% 27.9% 27.3% 
Total Count 1 5 25 401 432 
% within Row 0.2% 1.2% 5.8% 92.8% 100.0% 
% within Column 100.0% 100.0% 100.0% 100.0% 100.0% 
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A bar chart represented by Figure 11 below was also configured to describe the 
crosstab results graphically. The age variable appeared on the x-axis of the graph while 
the concern for security variable appeared on the y-axis of the graph. A careful look on 
the graph indicates that the graph substantiates the analysis presented in the crosstabs 
above as it is clear that majority of the participants irrespective of their age indicated that 
they were highly concerned about security when using the Internet. Take a look on the 
bar chart Figure 9 below. 
 
Figure 9. Age and concern for cybersecurity. 
Considering the fact that the case processing summary table, the cross-tabulation 
table, and the bar charts did not indicate the level of statistical significance of the 
variables, the Pearson’s Chi-square test of independence represented by Table 37 was 
conducted. The Chi-square results were not significant as justified by the obtained 
asymptotic significance p-value of .181. The relationship between age and concern for 
security was interpreted not to be significant because the obtained p-value of .181 was 
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above the stated alpha value of .05%. These results meant that the alternate hypothesis 
had to be rejected and the null accepted. The results also indicated that cyber users are 
not concerned about security because of their age. Here are the results and the Chi-square 
table below. 
X²  (6, N = 432) = 8.878, p = .181 
Table 37 
Pearson Chi-square Statistics of Age and Concern for Cybersecurity 
Chi-Square Tests 
 Value df 
Asymptotic 
Significance 
(2-sided) 
Pearson Chi-Square 8.878a 6 .181 
Likelihood Ratio 10.070 6 .122 
Linear-by-Linear Association 1.705 1 .192 
N of Valid Cases 432   
a. 6 cells (50.0%) have expected count less than 5. The minimum expected 
count is .27. 
Cross-Tabulation of Residence Location and the Importance of Cybersecurity 
Residence location was included as an independent variable in the study because 
of the desire to understand if a cyber users’ home location contributed in determining 
how concerned they felt about the security of the Internet. To understand the relationship 
that exists between resident location and concern for security, both variables were 
included in the questionnaire that was presented to survey participants. Four hundred 
thirty-three participants took part in the study, and data was then exported from the 
SuveyMonkey platform to SPSS for analysis.  
From the case processing summary Table 38 below, the valid, missing, and total 
number of cases of participants that answered the residence location question and the 
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concern for security question was presented. Out of the 433 people who participated in 
the survey, 99.3% (430) of them answered the residence location and the concern for 
security question while three missing cases were recorded. Here is the table below. 
Table 38 
Case Processing Summary Table of Residence Location and Concern for Cybersecurity 
Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
What is your residence? * 
Please rate your concern for 
security. 
430 99.3% 3 0.7% 433 100.0% 
Considering the fact that the case processing summary table did not give details of 
the relationship that exist between residence location and concern for security, the cross-
tabulation analysis was conducted in SPSS represented by Table 39 below. The concern 
for security variables appeared in the columns of the table while the residence location 
variable appeared in the rows of the table. Out of the 430 participants who answered the 
question, 92.8% (324) of participants resident in Urban America were highly concerned 
about security when using the Internet. 92.6% (75) of participants resident in Rural 
America were highly concerned about security when using the Internet. No (0.0%) 
participant who identified their residence as ‘Urban America’ indicated that they were not 
concerned about security when using the Internet. Only 1 (1.2%) participant resident in 
Rural America was not concerned about security when using the Internet.  
Looking at the crosstab results it is evident that majority of participants 
irrespective of their place of residence were highly concerned about security when using 
the Internet. Participant’s level of concern for the security of the Internet was not 
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something that was determined by their residence location as most of the participants 
indicated that they were highly concerned about security when using the Internet. Here is 
the cross-tabulation Table 39 below. 
Table 39 
Contingency Table of Residence Location and Concern for Cybersecurity 
What is your residence? * Please rate your concern for security. 
 
Please rate your concern for security. 
Total 
No 
concerned 
Little 
concerned 
Somewhat 
concerned 
Highly 
concerned 
What is your 
residence? 
Urban America Count 0 3 22 324 349 
% within Row 0.0% 0.9% 6.3% 92.8% 100.0% 
% within Column 0.0% 60.0% 88.0% 81.2% 81.2% 
Rural America Count 1 2 3 75 81 
% within Row 1.2% 2.5% 3.7% 92.6% 100.0% 
% within Column 100.0% 40.0% 12.0% 18.8% 18.8% 
Total Count 1 5 25 399 430 
% within Row 0.2% 1.2% 5.8% 92.8% 100.0% 
% within Column 100.0% 100.0% 100.0% 100.0% 100.0% 
The tables above did not describe the relationship in a way that was easy to 
identify the important percentages quickly. To give a graphical description of the 
relationship which, is necessary for easy understanding, SPSS was configured to produce 
the bar chart Figure 10 below. The residence location variable appeared on the x-axis of 
the graph while the concern for security variables appeared on the y-axis of the chart. The 
results of the graph corroborate the analysis presented in cross-tabs by justifying that 
majority of participants irrespective of their residence location are highly concerned 
about security when using the Internet. Cyber users are not more or less concerned about 
Internet security just because of where they live. Here is the bar chart Figure 10 below. 
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Figure 10. Residence location and concern for cybersecurity. 
It is important to indicate that the above tables and graphs did not explain 
statistical significance between residence location and concern for security thus making it 
difficult to understand if the relationship was significant or not. To know the level of 
statistical significance of the variables, Chi-square test represented by Table 40 was 
conducted. The Chi-square results were not significant as justified by the .088 asymptotic 
significance value which, was slightly higher than the stated alpha value of .05. IT should 
be mentioned that the .088 significance value would have revealed evidence of a 
relationship if a slightly higher alpha value was established for the study. Nonetheless the 
.05 alpha set for the study remains and so justifies signs of no relationship between the 
variables. The obtained results meant that there was evidence of no relationship between 
a cyber user’s residence location and their level of concern for security thus justifying the 
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rejection of the alternate hypothesis and the acceptance of the null hypothesis. Here are 
the results and the Chi-square table.  
X²  (3, N = 430) = 6.538, p = .088 
Table 220 
Pearson Chi-square Statistics of Residence Location and Concern for Cybersecurity 
Chi-Square Tests 
 Value df 
Asymptotic 
Significance 
(2-sided) 
Pearson Chi-Square 6.538a 3 .088 
Likelihood Ratio 5.392 3 .145 
Linear-by-Linear Association 1.041 1 .308 
N of Valid Cases 430   
a. 5 cells (62.5%) have expected count less than 5. The minimum expected 
count is .19. 
Conclusion 
This chapter focused on presenting the cross-tabulation of the dependent variable 
(concern for cybersecurity) and the independent variables with the ultimate goal of 
determining whether or not a relationship existed between the variables, as well as 
understanding statistical significance and strength of the relationship. Case processing 
summary tables, cross-tabulation tables, and Pearson’s Chi-square test of independence, 
bar charts, and Lambda and Gamma tests were used to explain the relationship between 
the study variables. From the analysis, it was determined that training and type of 
business conducted on the Internet had a relationship with concern for security while the 
rest of the other variables did not. Whether or not evidence of a relationship was 
determined, all findings were important and gave unique perspectives on how participants 
thought about security and the independent variable in question. The independent 
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variables that showed evidence of a relationship with security in chi-square had low 
Lambda and Gamma effects indicating that the relationship was not a significant one. 
These obtained results did not only reveal the stance of the sample used in the study but 
also highlighted the fact that the sample was Internet savvy and knew the importance of 
Internet security for their daily Internet use. Chapter five focuses on explaining the 
findings and highlighting their relevance and application to theory and suggesting ways 
to move forward with Internet usage in a manner that is secure and respects the privacy of 
our valuable data assets. 
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Chapter 5: Discussion and Implications of the Study 
Introduction 
This chapter presents the findings of the research and expounds on the impact that 
the findings have on cybersecurity awareness and systems theory, social change, crisis 
management and conflict resolution practice, and information assurance in organizations. 
Drawing from the findings of the study; recommendations are made to guide information 
security professionals, IT system users, conflict resolution practitioners, business 
managers and policy developers on best practices to secure cyberspace use. While these 
recommendations are not exhaustive in themselves, they lay a solid foundation for secure 
Internet use and provide avenues for further research geared at promoting security in IT.  
A Summary Discussion of Findings of the Hypothesis Tested 
Before presenting the results, it is important to give a recap of what this study was 
all about as it would highlight the significance of the findings to secure cyber use. The 
focus of the research was to understand attitudinal differences in Internet use and security 
with the objective of understanding the relationships that cyber utilization have on the 
occurrence of cybercrime and then identify best practices needed to ensure data integrity 
by preventing malicious attacks within acceptable levels of cost, and risk. To achieve the 
objectives of the research, the following null hypotheses were tested. 
Hypothesis H01:  There is no significant association between the Internet users’ 
attitude towards the importance of cybersecurity awareness 
training and their level of concern for cybersecurity. 
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Hypothesis H02:  There is no significant association between Internet users 
considering themselves as IT savvy and their level of concern for 
cybersecurity. 
Hypothesis H03:  There is no significant association between the type of transaction 
the user mostly uses the Internet for and their level of concern for 
cybersecurity. 
Hypothesis H04:  There is no significant association the amount of financial loss 
incurred due to cyber breach and level of concern for 
cybersecurity. 
Hypothesis H05:  There is no significant association between the educational level of 
the cyber user and their level of concern for cybersecurity.  
Hypothesis H06:  There is no significant association between the gender of the cyber 
user and their level of concern for cybersecurity.  
Hypothesis H07:  There is no significant association between the age of the cyber 
user and their level of concern for cybersecurity.  
Hypothesis H08:  There is no significant association between the residence location 
of a cyber user and their level of concern for cybersecurity. 
To test these hypotheses, a questionnaire was posted on SuveyMonkey, and 433 
surveys were collected. Data was exported into SPSS, and a combination of cross-
tabulation analysis, bar charts, Chi-square test of independence, Lambda and Gamma 
tests were employed to analyze the data. Here are the findings obtained below.  
The study finding found evidence of a relationship between the cyber user’s 
experience with cybersecurity awareness training and their level of concern for 
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cybersecurity. This significant relationship is justified by the obtained Chi-square statistic 
in Table 17 of the study. The obtained results were:  X²  (6, N=422) = 13.839, p <.031. 
This finding justified rejecting the first null hypothesis of the study and accepting the 
alternate hypothesis that favored the existence of a significant association between 
cybersecurity awareness training and cyber user’s level of concern for cybersecurity. 
Nonetheless, while there was evidence of a relationship, the obtained Lambda value of 
.006 in Table 18 showed a weak level of association between the variables. This means 
that cybersecurity awareness training would have a very low ability to reduce the number 
of errors made from predicting the cyber use's level of concern for cybersecurity. Confer 
table 41 below for the summary of the results. 
The study finding did not find evidence of a relationship between cyber users 
considering themselves as IT savvy and their level of concern for the security of the 
Internet. This less significant relationship is justified by the obtained Chi square statistic 
results found on Table 21 of the study. The obtained results were:  X²  (3, N=432) = 
1.388, p = .708. This finding justified rejecting the second alternate hypothesis of the 
study and accepting the null hypothesis that disapproves the existence of a relationship 
between cyber users considering themselves as IT savvy and their level of concern for the 
security of the Internet. Confer table 42 below for the summary of the results. 
The study finding found evidence of a relationship between the type of transaction 
conducted on the Internet and the cyber user’s level of concern for cybersecurity. This 
significant association is justified by the obtained Chi-square statistic in Table 24 of the 
study. The obtain results were:  X²  (9, N=431) = 37.939, p <.001. This finding justified 
rejecting the third null hypothesis of the research and accepting the alternate hypothesis 
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that argued in favor of the existence of a relationship between the types of transaction 
conducted on the Internet and the cyber user’s level of concern for cybersecurity. This 
notwithstanding, while there was evidence of a relationship the obtained Gamma value of 
p .297 in Table 25 was low to predict in confidence that the type of transaction conducted 
on the Internet would have a relationship with security in all cases. Confer table 41 below 
for the summary of the results. 
The study finding did not find evidence of a relationship between the associated 
financial cost incurred from a cyber breach incident and the cyber user’s level of concern 
for cybersecurity. This less significant relationship is justified by the obtained Chi-square 
statistic in Table 28 of the study. The obtained results were:  X²  (4, N = 392) = 2.277, p = 
.685. This finding justified rejecting the fourth alternate hypothesis of the study and 
accepting the null hypothesis that argued that there is no relationship between the 
associated financial cost incurred from a cyber breach and the cyber user’s level of 
concern for cybersecurity. Confer table 42 below for the summary of the results. 
The study finding did not find evidence of a relationship between the educational 
level of the cyber user and their level of concern for cybersecurity. This less significant 
relationship is justified by the obtained Chi square statistic results found on Table 31 of 
the study. The obtained results were:  X²  (9, N=432) = 11.016, p = .275. This finding 
justified rejecting the fifth alternate hypothesis of the study and accepting the null 
hypothesis that disapproves the existence of a relationship between the educational level 
of the cyber user and their level of concern for cybersecurity. Confer table 42 below for 
the summary of the results. 
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The study finding did not find evidence of a relationship between the gender type 
of the cyber user and their level of concern for the security of the Internet. This less 
significant relationship is justified by the obtained Chi-square statistic in Table 34 of the 
study. The obtained results were:  X²  (6, N=432) = 1.765, p =.940. This finding justified 
rejecting the sixth alternate hypothesis of the study and accepting the null hypothesis that 
argued that there is no significant association between the gender of the cyber user and 
their level of concern for cybersecurity. Confer table 42 below for the summary of the 
results. 
The study finding did not find evidence of a relationship between the cyber users’ 
age and their level of concern for Internet security. This less significant relationship is 
justified by the obtained Chi-square statistic in Table 37 of the study. The obtained 
results were:  X²  (6, N = 432) = 8.878, p = .181. This finding justified rejecting the 
seventh alternate hypothesis of the study and accepting the null hypothesis that argued 
that there is no significant relationship between the age of the cyber user and their level 
of concern for cybersecurity. Confer table 42 below for the summary of the results. 
The study finding did not find evidence of a relationship between the place of 
residence of the cyber user their level of concern for Internet security. This less 
significant relationship is justified by the obtained Chi-square statistic in Table 40 of the 
study. The obtained results were: X²  (3, N = 430) = 6.538, p = .088. This finding justified 
rejecting the eighth research hypothesis and accepting the null hypothesis that argued that 
there is no significant relationship between the place of residence of the cyber user and 
their level of concern for cybersecurity. Confer table 42 below for the summary of the 
results. 
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Table 41 
A Table of Results That Are Significant in Chi-square but Low in Their Lambda or 
Gamma Effect 
Hypothesis tested Statistical results 
H01 There is no significant association between the Internet 
users’ attitude towards the importance of cybersecurity 
awareness training and their level of concern for cybersecurity. 
X²  (6, N=422) = 
13.839, p <.031, 
λ=.006 
 
H03 There is no significant association between the type of 
transaction the user mostly uses the Internet for and their level 
of concern for cybersecurity. 
X²  (9, N=431) = 
37.939, p<.001, 
G=.297 
Table 42 
Table of Results That Were Not Statistically Significant in Chi-square 
Hypothesis tested Statistical results 
H02 There is no significant association between Internet users 
considering themselves as IT savvy and their level of concern 
for cybersecurity. 
X²  (3, N=432) = 1.388, 
p =.708 
H04 There is no significant association the amount of financial 
Loss incurred due to cyber breach and level of concern for 
cybersecurity. 
X²  (4, N = 392) = 
2.277, p = .685 
H05 There is no significant association between the educational 
level of the cyber user and their level of concern for 
cybersecurity. 
X²  (9, N=432) = 
11.016, p = .275 
H06 There is no significant association between the gender of 
The cyber user and their level of concern for cybersecurity. 
X²  (6, N=432) = 1.765, 
p =.940. 
H07 There is no significant association between the age of the 
cyber user and their level of concern for cybersecurity. 
X²  (6, N = 432) = 
8.878, p = .181 
H08 There is no significant association between the residence 
location of a cyber user and their level of concern for 
cybersecurity. 
X²  (3, N = 430) = 
6.538, p = .088 
Analysis of the Results That Did Not Reveal a Relationship with Literature 
While one study may explain certain findings and patterns among some variables, 
sampling method, size, and statistical test used in the research play a major role in 
determining the results of the study. This study used a sample of college/university 
students of all genders in the Washington, DC, area who range between the ages of 18 
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and older and use the Internet. This sample determined the obtained findings as the 
results might have looked different if other samples/tests were utilized for the study.  
When the study variables that found no relationship with concern for security are 
compared to previously held views on cybersecurity, some differences are identified. 
These differences undermine statements that project relationships between those 
variables and security. While researchers would like to have findings that confirm their 
research hypotheses, differing findings are also important as they suggest new ways of 
thinking and orienting research. 
While cybersecurity literature consistently recognizes the role that gender plays in 
determining how cyber users view security, this study findings have challenged those 
views by suggesting that the views of cyber users towards security are independent of 
their gender type. Consequently, the finding that there is no relationship between gender 
and concern for security have undermined the belief that women are less likely to be 
concerned about computer and Internet security than men. While these views may have 
been prominent decades ago, the evolution of computer science and the widespread use 
of computers and cyber knowledge have eroded the gender gap in secure computer 
adoption (Kominski, 1992; Kominski & Newburger, 1999).  
The impact of the evolution of computer science and secured Internet use is the 
disappearance of the role of gender as a factor influencing users’ attitudes towards cyber 
utilization. This shift in paradigm, according to some researchers, started in the early 
1990s and continued ill date (Bikson & Panis, 1995; National Telecommunications and 
Information Administration, 2002). Today it is noticeable that women are more or less 
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likely to use computers than men and as a result care about secure Internet use especially 
for work related purposes (Bikson & Panis, 1995; Kominski & Newburger, 1999). 
Some segments of cybersecurity literature uphold the idea that the age of the 
cyber user is a determinant variable of how the cyber users view security in IT. This view 
is probably explained by the fact that greater majority of those who readily embrace new 
technologies are most likely to be young, male, better educated, more affluent, and urban 
residents. Thus explaining why some scholars still contend that men would be more 
concerned about secured Internet adoption than women (Norris, 2001; Rogers, 1995). 
This notwithstanding, constant technological advancement and evolution with time have 
revealed the indispensable role of technological use for people of all ages.  
It should also be stated that decades ago when healthcare was less advanced, it 
was noticeable that seniors were not as healthy as they are today, making it difficult for 
some to have the capability and stamina to learn and adapt to technological 
developments.  Such a situation created the false belief that seniors are resistant to change 
and unwilling to interact with ‘high tech’ products. With the improvement in healthcare 
and education over time, increasing numbers of seniors are healthier and better educated, 
thus making it possible for them to learn and adapt to new forms of technology.  
Literature also indicates that between 1970 and 2008 the percentage of seniors 
with high school certificates rose from 28% to 77.4% and about 20.5% of them could 
also boast of having a bachelor’s degree or greater (Czaja et al., 2006). This improvement 
in literacy has impacted technology acquisition positively and has established the notion 
that people with higher levels of education are more likely to use technology than 
otherwise. Existing literature on age and information technology corroborated by the 
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findings of this study challenges past stereotypes and highlights the reality that people of 
all ages are interested in learning and using technology. Although literature shows that 
seniors have more computer anxiety, less computer self-efficacy, and less comfort using 
computers than younger adults (Czaja et al., 2006; Nair, Lee, & Czaja, 2005), they 
nonetheless are increasingly interested in learning and using technology securely. 
Despite the recent changes explained above, literature still indicates that computer 
anxiety and computer self-efficacy are important predictors of secure technology 
adoption for people of all ages (Czaja et al., 2006; Ellis & Allaire 1999), thus making it 
necessary for cyber users to be knowledgeable and experienced in using technology 
(Adams, Stubbs, & Woods, 2005; Charness, Schumann, & Boritz, 1992; Czaja & Sharit, 
2003; Dyck & Smither, 1994; Jay & Willis, 1992). These discoveries are important 
because by recognizing the factors that either hinder or promote secure technology 
adoption and understanding their origins, avenues are opened for policymakers to 
reassess the successes of resource allocation initiatives and as a result help redirect assets 
to areas where the digital divide is still wide.  
Another variable that failed to realize a relationship with information security 
adoption was the cyber users’ resident location. The cyber users’ place of residence was 
included in the study design to explain the validity of the perspective that people who live 
in urban areas are more likely to use the Internet securely than people who live in the 
rural areas of the country given that accessibility to wireless broadband Internet is more 
available to urban dwellers than rural dwellers. The study found that the cyber users’ 
place of residence does not determine the cyber user’s level of concern for security.  
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In the same light, the study finding indicated that the associated amount of 
financial loss suffered from a cyber-attack is not a determining factor for secure Internet 
use. This finding challenged the popularly held views that cyber user’s cares more about 
the security of the Internet especially when they lose more money from a cyber-attack. 
Drawing from the findings, it is important to say that the reason companies invest in 
cybersecurity is to ensure data availability, confidentiality, and integrity, thus explaining 
why literature indicates that security breaches affect organizations negatively. While 
cyber-attacks create a lot of problems to companies and damage customer and investor 
confidence all its negative outcomes amount to some form of financial loss, thus 
justifying why cyber users and organizations care about security irrespective of the 
amount of money lost.   
Although cyber-attacks occur often, breaking news reports mostly cover those 
that involve massive amounts of financial losses. This phenomenon, unfortunately, feeds 
on the false narrative that concern for security is determined by the sum of money lost. 
The findings of this study have debunk this false narrative by indicating that concern for 
security does not depend on the amount of money lost for even an individual cyber user 
who loses $1.00 as a result of a sales scam genuinely cares about security to the same 
degree that a corporate CEO whose company suffers millions of dollars in financial 
losses as a consequence of a major cyber breach cares about security.   
The study findings have also indicated that cyber users do not automatically care 
about the security of the Internet simply because they are IT savvy. This finding is 
important because it clarifies the idea that people who are knowledgeable in computers 
are better stewards of secure computer use. This study findings have debunk such an idea 
181 
 
by indicating that being IT savvy is not a prerequisite to using the Internet securely for 
any Internet user cares about the security of their assets irrespective of whether they are 
IT savvy or not.  
The study finding also indicated that cyber users are not automatic stewards of 
secure computer adoption simply because they are educated. Education is an important 
function of life but at the same time education cannot predict or determine how people 
would behave when using the Internet. Although a structured security education program 
is designed to help reduce the number of security breaches that occur due to lack of 
security awareness (Whitman & Mattord, 2004), education in itself does not 
automatically ensure that people would use computers securely or care about security 
when using computers. Education ensures that cyber users are given the tools needed to 
use technology securely (Schou & Trimmer, 2004) but education cannot condition a 
cyber user to act a certain way as human action is determined by freewill. The findings of 
the study in this regard highlights the fact that people have freewill and therefore would 
do what they want irrespective of their educational background. Although education 
imparts people with the knowledge they need to make positive choices in life, it does not 
unfortunately condition people to behave in certain ways. 
Analysis of the Results that had a Weak Relationship with Literature 
It is important to begin this section by stating that while the study findings 
identified relationships between cybersecurity, training and the associated amount of 
financial loss obtained from a cyber-attack, the revealed Lambda and Gamma effects 
were low, thus cautioning that such results be carefully interpreted to avoid the projection 
of relationships that are weak in significance. A key point to make here is that those 
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obtained weak Lambda and Gamma values show that the independent variables of the 
study had a very low ability to reduce the number of errors in predicting the categories of 
the dependent variable. Such occurrences are not by chance but rather reflect the stance 
of the sample used in the study. 
The Lambda and Gamma effect obtained from comparing the variables does not 
only reflect the type of sample used in the study, but most importantly the sample’s prior 
knowledge of security and its effect on cyber utilization. Therefore, to make sense of the 
results and interpret them correctly, the samples prior knowledge of security must be 
fully understood so as to interpret the obtained Chi-square, Lambda, and Gamma values 
correctly. The obtained weak Lambda and Gamma values have some connection to the 
obtained low chi-square cell counts which, are also connected to the stance of the sample 
used in the study. All these queries stem from the fact that majority of the study 
participants automatically favored secure Internet adoption because most of them had 
already taken security training and therefore already knew the damaging effects of a 
cyber-attack. As a result most of their responses were directed towards the categories that 
favored security thus recording low numbers on the categories that did not favor security.    
The observation at this point of the study which, has been partly discussed in 
chapter four is that university students in the Washington, DC, area and their prior 
knowledge and preference for cybersecurity and security awareness training placed them 
in one category and tailored their responses to lean more in favor security in IT. This, 
therefore, created a situation where cell groups that were not in favor of security were 
either empty or had low data, thus making it impossible to find strong Lambda or Gamma 
values.  
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Nonetheless, these obtained weak Lambda or Gamma values are essential for 
research because they create an opportunity for future scholars to test the relationship 
between the variables using different samples like millennial, baby boomers, or 
uneducated cyber users to compare and see if the results would reveal something new. 
The cyber threat problem is a very critical issue in the 21st century, and any opportunity 
to expand cybersecurity research should be embraced by scholars, and that is a significant 
contribution of this study to scholarship. 
The existence of a weak association between cybersecurity awareness training and 
concern for security is not only an important indicator of the important role that 
cybersecurity training plays on secure computer adoption, but also explains why almost 
all study participants have taken some form of cybersecurity training and feel that 
training is important and necessary, thus making it impossible to find a statistically 
significant relationship between cybersecurity training and security. 
Although the obtained Lambda value of .006 reveals a weak relationship, it is 
nonetheless important as it discloses the fact that the study sample already knows the 
importance of cybersecurity training and have embraced it as a continuous function of 
their cyber use attitude even if their experience cannot be extended to other populations. 
To benefit from such a situation, further research on the same topic could be conducted 
using different samples to compare and see if the values are different. 
The identified Chi-square significance between the type of Internet transaction 
and concern for security highlights the importance of security for all Internet transactions 
despite the Gamma value of p .297. An important function of the obtained Gamma value 
here is the fact that the results are only relevant to the sample used in the study. While 
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this study centered on finding out relationships among variables, also knowing the 
strength of association is important as it prevents overly projecting statistically 
insignificant relationships. Although the Gamma value of p .297 was low and had some 
connection to the obtained low chi-square cell counts, the value nonetheless justified 
expanding research by using different samples or testing different variables which, is an 
important discovery of this study.  
It is important to indicate that although all Internet transactions demand security, 
some transactions are more sensitive than others, thus compelling higher levels of 
clearance and permissions for personnel whose jobs require access to those operations. 
The sensitivity of some operations highlights the concept of creating layers of security 
which, in itself creates the necessity to segment security on a ‘need-to-know’ basis so that 
cyber users can only access what they are authorized to access. Security segmentation 
does not jeopardize security but rather limits the damage that could be caused to an 
environment if a disgruntled insider or hackers for that matter were to cause harm to a 
system. Careful observation of ‘need-to-know’ is what helps limit the possible damage 
that could be caused.  
Conclusion and Implication of the Findings 
Implication of the findings vis-à-vis systems theory and holistic cybersecurity 
awareness 
One fundamental lesson drawn from the study findings is the indication from 
research participants that Internet security is an essential element of the cyber usability. 
This revealing statement from all crosstabs solidifies the necessity for all cyber users and 
business owners to build an efficient and systematic cybersecurity platform that ensures 
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secure business operations. Such an efficient approach to security would validate the 
implementation of a systems theory culture that would ensure that all cyber stakeholders 
are in alignment with the business of maintaining security in IT since one bad player in 
the cybersecurity venture jeopardizes the efforts of all.  
The proposal of a systems theory approach to security is backed by the 
overwhelming crosstab results that indicate the fact that, despite a cyber user’s age, 
gender, educational level, being IT savvy, residence location, associated amount of 
financial loss from a cyber-attack, majority of study participants feel that Internet security 
is a fundamental element of their Internet usability. Therefore, incorporating a systems 
theory approach to cybersecurity utilization would ensure that no matter a cyber user’s 
situation, all the necessary resources would be employed to build an effective 
cybersecurity infrastructure and one fundamental remedy to the cyber-threat problem is 
cybersecurity awareness training.  
Literature also recommends a systems theory approach to information security 
because the foundation of systems theory is the evolution of systems and the 
interdependence that creates unity and shared purpose for all system components 
(Moeller & Valentinov, 2012; von Bertalanffy, Juarrero, & Rubino, 2008). This is 
important because dysfunctional systems nurse future cybersecurity problems (Coole & 
Brooks, 2014).  
Adopting a systems theory approach to the impending cyber-threat problem 
would be a real enhancement to the cybersecurity awareness effort because through it 
cybersecurity awareness training programs will cease focusing solely on content and 
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process but also on how cyber users approach cybersecurity decision-making, thus 
enhancing cybersecurity in a holistic fashion (Tsohoua, Karydab, & Kokolakis, 2015).  
The implementation of a diverse cybersecurity awareness training program 
influenced by a systems theory philosophy will ensure successful IT operations in 
organizations by deploying a comprehensive approach to employee training 
(Chandrashekhar, Gupta, & Shivaraj, 2015), thus creating a workforce that understands 
cybersecurity and its implications to business.  
Also, the application of a systems theory approach to cybersecurity awareness 
training will create a cybersecurity culture in the entire organization by establishing the 
need for security principles to be applied to all sectors of the company. This approach 
will help incorporate security compliance into employees’ work ethic and assists cyber 
users with developing attitudes that are in line with effective security policies and 
procedures (Parsons et al., 2015).  
A systems theory approach to security will also highlight the overwhelming 
indication from study participants that no matter a cyber users’ situation, Internet security 
is an important function of IT use and should be enforced insure data confidentiality, 
integrity and availability. This observation would drive business leaders to design 
cybersecurity awareness training programs that are holistic, eclectic, robust, and cater for 
the security needs of the entire system.  
Implication of findings vis-à-vis best practice and social change 
Best practice is a process that has been tested and proven successful and is 
accepted to be superlative when compared to other methods, thus making it a standard 
way of operating in an IT environment. Best practice is important in information security 
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because it ensures data availability, integrity, and confidentiality of business assets. A 
systems theory best practice approach to security would, therefore, ensure that all the 
components of a system are operating in unison for increased and secured business 
performance. This will in effect guarantee the reduction of the technical and non-
technical cost associated with responding to cyber-attacks.  
Implementing best practice for social change in an IT environment is encouraged 
because approximately 81% of the cyber-attacks result in the theft of consumer data (Lai, 
Li, & Hsieh, 2012), and these attacks damage the reputation of the company (Chen, 
Ramamurthy, & Wen, 2015). Since the majority of the study participants indicated in 
contingency tables that Internet security was an important factor of their Internet 
usability, the engine that propels security then is best practice which, is achieved by 
applying both the technical and non-technical components of IT.  
For best practice to flourish in a cyber environment, all the stakeholders must set 
strong, enduring examples for every cyber user to emulate. When this is done, a 
conscious security culture is established in the environment which, in turn, limits cyber-
attacks which, according to Hille, Walsh, and Cleveland (2015), affected more than 4% 
of the United States population in 2012 costing $12 billion. 
Worthy of mention here is the fact that professional practice is tied to best 
practice in this final stage of the study. Therefore, to maintain security in an IT 
environment, cyber users should implement professional practice to reduce the gap that 
exists between technology adoption and security as security strategies and technology 
adoptions have consequences on an organization’s data privacy, and security awareness 
initiatives (Herath et al., 2014).  
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Implementing best practice is much needed because new technology is always 
being introduced into an IT environment because of constant innovation to meet the 
changing requirements of the time (Atienza et al., 2015). Some of these new pieces of 
technology help close technical loopholes and also ease technology use, thus mitigating 
security risk (Min, Lim, & Park, 2015). 
Organizations that adopt best practice as a business philosophy build a culture of 
deterrence and security needed for efficient business operation and client trust (Ahmad, 
Maynard, & Park, 2014). This best practice culture makes security a natural aspect of 
cyber users’ attitudes and builds confidence among business and clients (Alnatheer, 
2014) 
Implications of findings vis-à-vis crisis management and conflict resolution 
As already stated above the underlining objective that guides cybersecurity and 
risk management frameworks are the desire to guarantee the confidentiality, integrity, 
and availability of data assets which, are constantly under attack from cyber criminals. 
Since hacking has been identified as a serious problem in IT, the assistant direction of the 
FBI Gordon Snow, is correct when he cautions all cyber users to get prepared to be 
hacked (Gordon Snow, 2011). Cyber users should take Gordon’s statement positively for 
in preparing to be hacked they are in effect covering the vulnerabilities that could be 
exploited by hackers. If Gordon’s exultation is taken seriously, cyber users will approach 
cybersecurity from a risk management mindset. This mindset will ensure that systems are 
monitored, and vulnerabilities are remediated before they are exploited by hackers.   
The reality is that frequent cyber-attacks on company networks have instigated 
many response paths, some of which, have led to congressional hearings (Bailey, 1984). 
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Though some companies have responded to these attacks in ways that leave their 
infrastructure unscathed, others have reacted in a manner that opens doors to further 
criticism. Most often than not, the outcome of these cyber-attacks not only depends on 
the damage caused but also on the organization’s ability to demonstrate a structured and 
orderly handling of the incident. This notwithstanding, cyber-attacks are wrong and cause 
massive and costly lawsuits that are damaging to the reputation of the organization. From 
a conflict resolution perspective, a proposed solution to the cyber risk problem is a risk 
management approach to cybersecurity.  
Recommendations for Action and the Way Forward 
Taking into consideration the overwhelming indication by researcher participants 
that Internet security is an important function of IT usability, the fortification and 
building of cyber defense systems to protect IT assets from internal and external threats is 
critical to IT use and the success of any business operation (Carter et al., 2012). 
Therefore, cyber users and stakeholders should relentlessly search for best practices 
needed to secure IT systems and protect data from costly cyber-attacks (Caldwell, 2012).  
Guided by both the study findings and best practice, the following 
recommendations are presented as guides to building a robust cybersecurity program 
embedded in theory and practice.  
a. The need to implement mandatory cybersecurity awareness training programs to 
mitigate cyber-attacks. This recommendation is justified by the finding in support 
of the first research hypothesis that argues in favor of a relationship between 
cybersecurity awareness training and concern for Internet security. Cybersecurity 
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awareness training is essential because it teaches cyber users to understand and 
fully appreciate their role in maintaining a cyber safe work environment. 
b. The necessity to conduct research on a similar topic using different samples like 
millennials, baby boomers, and uneducated cyber users to compared the results of 
both studies and learn from what might change. This recommendation would not 
only explain the identified Chi-square low cell count queries but would also 
explain the weak Lambda and Gamma values that made the relationship 
insignificant.  
c. The necessity for cyber users and organizations to share best practices needed for 
an efficient system theory approach to security. This finding is supported by the 
revealed relationship between cybersecurity awareness training and concern for 
security. The strength obtained from participating in a cybersecurity awareness 
training program emerges from best practices that have been tested and proven to 
be successful in upholding security in an IT environment. 
d. The need to implement a risk management and governance approach to 
cybersecurity practice. This recommendation is important because it highlights 
the reality of the unavoidable risks that exist in IT and advocates the need to 
evaluate, identify, and assess risk and possibly eradicate the potential internal and 
external attacks that threaten the smooth functioning of IT.  
e. The necessity to establish a continuous monitoring program that helps identify 
and stop hacks by engaging in what could be called ‘cyber mediation’ or ‘cyber 
diplomacy’. This proposal is crafted from the idea that just as DHS develops 
software to apprehend illegal immigrants crossing the southern border, software 
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could equally be develop and used to engage cyber intruders in real time thus 
neutralizing the harm such a hack could cause.  
To conclude, many scholars have argued that the immersion of research findings 
in training manuals, policy documents, and academic literature builds theory and 
provides new insights of thinking (Aydm, 2012). For that reason, publishing and 
disseminating research findings to a wider audience is an important function of research 
(Saracho, 2013). The hope is that this research should present a window of opportunity to 
all cyber users to cherish and promote the secure use of IT systems which, are constantly 
being attacked by hackers. 
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