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The quantum stochastic phase estimation has many applications in the precise measurement of various phys-
ical parameters. Similar to the estimation of a constant phase, there is a standard quantum limit for stochas-
tic phase estimation, which can be obtained with the Mach-Zehnder interferometer and coherent input state.
Recently, it has been shown that the stochastic standard quantum limit can be surpassed with non-classical re-
sources such as the squeezed light. However, practical methods to achieve the quantum enhancement in the
stochastic phase estimation remains largely unexplored. Here we propose a method utilizing the SU(1,1) in-
terferometer and coherent input states to estimate a stochastic optical phase. As an example, we investigate
the Ornstein-Uhlenback stochastic phase. We analyze the performance of this method for three key estimation
problems: prediction, tracking and smoothing. The results show significant reduction of the mean square error
compared with the Mach-Zehnder interferometer under the same photon number flux inside the interferometers.
In particular, we show that the method with the SU(1,1) interferometer can achieve the fundamental quantum
scaling, the stochastic Heisenberg scaling, and surpass the precision of the canonical measurement.
Introduction−The quantum optical phase estimation is a
critical task in many applications, such as quantum imaging
[1–3], quantum sensing [4–6], gravitational wave detection
[7, 8]. To date most of works focus on the estimation of a con-
stant phase ϕ, in whichMach-Zehnder interferometer (MZI) is
the most commonly used device [9, 10]. The precision of esti-
mation is limited by the shot noise when the classic resources
are used. This limit is often called the standard quantum limit
(SQL): △ϕ ∝ 1/√N, where N is the average number of pho-
tons in the probe state [11, 12]. Many efforts have been taken
to improve the precision. Most of them focus on utilizing
nonclassical states to reduce the quantum noise, such as the
squeezed states and entanglement states [13–15]. It has been
shown that the maximally entangled number state (N00N) is
the optimum probe state to reach the Heisenberg limit (HL):
△ϕ ∝ 1/N [16, 17]. Moreover, for the constant phase estima-
tion, the variance of estimation (1/
√
vN or 1/
√
vN) will de-
crease indefinitely as the number of measurement v increases.
However, it is not enough to just estimate the constant
phase because many signals of interest in real world are time-
varying and stochastic [18–22]. Thus how to estimate such
a time-varying phase with high precision is of practical im-
portance. Assuming ϕ (t) is the phase to be estimated. It
can be treated as a constant in ti ≤ t < ti + dt if the dt is
small enough, i.e., ϕ (t) = ϕi, so the phase can be discrete
as (ϕ0, ϕ1, ..., ϕi, ..., ϕn−1, ϕn). There are a set of observations
(r0, r1, ..., ri, ..., rn−1, rn) used to estimate the {ϕi}, where ri is
the observation at time i. Compared to the estimation of con-
stant phase,
〈
(ϕi − ϕi±s)2
〉
between the phases at two different
times (ϕi, ϕi±s) increases as the |s| increases. Therefore, the
correlation between ri±s and ϕi decreases as s increases and
the number of observations can be used to improve precision
are limited. So there is a limited precision for the stochastic
phase estimation even for infinite measurement time. It has
been shown that the mean square error (MSE) in the estima-
tion of a stationary Gaussian stochastic phase with a power-
law spectrum κp−1/ (ωp + λp) using coherent states scales as
(κ/N)(p−1)/p, which is called stochastic SQL. Here, N is the
photon flux [23–25]. Similar to constant phase estimation,
there is a stochastic Heisenberg scaling for the estimation of
this stochastic phase which scales as (κ/N)2(p−1)/(p+1) [23–
25]. Previous works show that the stochastic SQL can be
surpassed with non-classical resources such as the squeezed
light with adaptive quantum smoothing technique or canoni-
cal phase measurement [26–31]. However, practical methods
to achieve the quantum enhancement in the stochastic phase
estimation still remains largely unexplored.
In this paper, we propose a method to estimate the stochas-
tic phase using a new measurement device, the SU(1,1) in-
terferometer. Such device, also known as the nonlinear inter-
ferometer (NLI), has been proposed recently and experimen-
tally demonstrated with a signal to noise ratio (SNR) surpass
that of the MZI [32–37]. By combining the NLI with adaptive
feedback technique, we show that MSE of the estimation is re-
duced over a range of parametric amplifier gain G compared
to the that of MZI. For a fixed photon flux, there is an op-
timal G minimizes the MSE and maximizes the precision. In
particular, with the optimalG the precision of our scheme sur-
passes the stochastic SQL and achieves the stochastic Heisen-
berg scaling asymptotically.
Stochastic phase estimation scheme−The schematic dia-
gram of the estimation of a stochastic phase with NLI is shown
in Fig .1, in which the NLI contains two parametric amplifiers
(PAs). Two input modes of the first PA are injected with a co-
herent state |α〉 and a vacuum state. The phase ϕ (t) to be esti-
mated is imposed to one arm of the interferometer. One of the
output mode is measured with the homodyne measurement.
The measured results after a displaced operation yield pho-
2FIG. 1. The schematic diagram of enhanced stochastic phase estima-
tion with SU(1,1) interferometer. This interferometer is consists of
two parametric amplifiers (PA) and the input states are coherent state
and vacuum state. The ϕ (t) is the stochastic phase to be estimated
and the phase Φ(t) in the other arm was adaptively controlled. r(t)
is photocurrent which is equal to the homodyne measurement results
after an added operation. The phase θ(t) of the local oscillator was
adaptively controlled simultaneously and hot is the optimum linear
processor of phase tracking.
tocurrent r(t). The phase Φ(t) in the other arm and the phase
θ(t) of the local oscillator are adaptively controlled based on
ϕ f (t) which is estimated from r(s) for all the region s < t.
In the NLI, the first PA plays the role of beam splitting. If
we define cˆin, dˆin to be the annihilation operators of the two
inputs, and Cˆ, Dˆ to be the annihilation operators of the out-
puts, the relation of input-output of the PA can be written as
Cˆ = Gcˆin + gdˆ
†
in
, Dˆ = Gdˆin + gcˆ
†
in
, where G is the gain of
the PA, and G2 − g2 = 1 [33]. The second PA which has the
same gainG acts as the role of recombination, so the complete
input-output relation of the NLI is
cˆout =G
(
Gcˆin + gdˆ
†
in
)
eiΦ(t) + g
(
gcˆin +Gdˆ
†
in
)
e−iϕ(t),
dˆout =g
(
Gcˆ
†
in
+ gdˆin
)
e−iΦ(t) +G
(
gcˆ
†
in
+Gdˆin
)
eiϕ(t). (1)
When we perform a homodyne detection at the output
mode dout, and the homodyne detection result is added by
2Gg |α| ϕ f (t), the photocurrent can be approximately repre-
sented as [38]
r (t) ≈ 2Gg |β|√
G2 + g2
ϕ (t) +
√
2G2g2σ2
f
+ 1n (t) , (2)
where we have adaptively controlled the feedback phase as
Φ (t) = −ϕ f (t) − π, and controlled the phase of the lo-
cal oscillator to be θ (t) = ϕ f (t) + π/2, which aims to
make the each measurement most sensitive and maximize the
phase information obtained. n (t) is the normalized Gaussian
white noise from the homodyne measurement which satisfies
〈n (t) n (s)〉 = δ (s − t). Moreover, the photocurrent has gaus-
sian stationary statistic and σ2
f
=
〈(
ϕ (t) − ϕ f (t)
)2〉
is station-
ary MSE and we have defined that the photon flux in the in-
terferometer is |β|2 =
(
G2 + g2
)
|α|2.
FIG. 2. The ratio of the two SNRs. Blue surface represent the ratio
of the two SNRs and red surface represent the case of the SNR of
two interferometers is equal.
According to the time span of the observations which is
used for the estimation, the time-varying phase estimation can
be divided into three cases. Prediction: the future phase ϕi+m
is estimated with observations (r0, r1, ..., ri). Tracking: the
current and previous observations (r0, r1, ..., ri) are used to es-
timate the current phase ϕi. Smoothing: the measurement re-
sults beyond the time i are also used to estimate phase ϕi. To
analyze these three estimation problems simultaneously, we
introduce a general desired signal d (t) = ϕ (t + ε), which is
estimated with photocurrent r (s ≤ t). Here, ε can be any real
number, and the three kinds of phase estimation can be defined
according to the the value of ε. Base on the measurement pho-
tocurrent r(t), the desired signal can be estimated as
d f (t) =
∫ t
−∞
dτho (t, τ) r (τ) , (3)
where ho (t, τ) is the impulse response function which rep-
resents the output at time t if the input at time τ is an im-
pulse, and it can be marked as hop (t, τ) , hot (t, τ) , hos (t, τ)
for prediction, tracking and smoothing, respectively. The
optimum linear processor ho (t, τ) for minimizing the MSE
ξ (t) =
〈[
d (t) − d f (t)
]2〉
satisfies [39]
Kdr (t − η) =
∫ t
−∞
ho (t − ǫ) Kr (ǫ − η) dǫ, (4)
which is the Wiener-Hopf equation and Kdr (t − η) =
〈d (t) r (η)〉, Kr (ǫ − η) = 〈r (ǫ) r (η)〉. The correlation func-
tion only depends on the time difference due to the fact that
received photocurrent and desired signal are jointly stationary
and time-invariant. We can obtain the optimum linear impulse
response function ho by solving the Wiener-Hopf equation,
and the MSE of the phase estimation can be calculated at the
same time.
In the MZI case, the splitting and recombining of light are
accomplished by 50:50 beam spliters. The relation of input-
3output of the beam spliter is Cˆ = 1/
√
2
(
cˆin + idˆin
)
and Dˆ =
1/
√
2
(
icˆin + dˆin
)
. Similar to NLI, we set the two feedback
phases Φ (t) = ϕ f (t) and θ (t) = ϕ f (t) + π for the most sensi-
tive estimation. The photocurrent can be calculated as r (t) ≈
|β|ϕ (t) + n (t) [38]. Here, we should note that the two input
modes of the first BS are injected with a coherent state |β〉 and
a vacuum state, which makes the photon number flux inside
both interferometers the same. From the two photocurrents,
we can derive the relation
S NRNLI
S NRMZI
=
4G2(G2−1)
(2G2−1)
(
2G2(G2−1)σ2f +1
) ,
where S NRNLI and S NRMZI are the SNRs of these two inter-
ferometers respectively. Fig.2 shows that the ratio of the two
SNRs (Blue surface). As G increases from 1, the SNR of the
NLI increases withG, which agrees with the previous analysis
of NLI [33]. The SNR of the NLI surpasses that of the MZI
only when G is beyond certain threshold due to the asymmet-
ric nature of the NLI. For finite σ2
f
, the further increase of G
will reduce the SNR. This result can be understood from Eq.
(2): when G is large, the signal term increases linearly with G
while the noise term increases quadratically with G. Since the
MSE in the estimation of time-varying phase can not be ar-
bitrarily small, we expect there is an optimal G for stochastic
phase estimation which is different from the case of measuring
a constant phase.
Ornstein-Uhlenback stochastic phase estimation− As an
example, we consider the situation that the time-varying phase
ϕ (t) to be estimated follows an Ornstein-Uhlenback stochas-
tic process, which can be found in many practical physical
process and defined by [30]
dϕ (t)
dt
= −λϕ (t) + √κdV (t)
dt
, (5)
where λ−1 is the correlation time of ϕ (t), dV (t) represents the
Wiener process which satisfies 〈dV (t) dV (s)〉 = δ (s − t) dt,
and κ is the magnitude of the Wiener noise. The expectation
value of ϕ (t) is 0 and its statistics is stationary, which means
the correlation between the phases at two different time only
depends on their time difference. Moreover, the spectral den-
sity spectrum of ϕ (t) is S ϕ (ω) = κ/
(
ω2 + λ2
)
. In this situa-
tion, Eq. (4) can be solved with the Wiener technique, and the
Fourier transform of the optimum linear response function ho
is [38]
Ho(ω) =

κ
√
Pe
iωε
Nλ
(
1+
√
1+Λ
)(
λ
√
1+Λ+iω
) , ε > 0
κ
√
Peiωε
N(λ2(1+Λ)+ω2)
[
1 − e
ε(λ
√
1+Λ−iω)(λ+iω)
λ
(
1+
√
1+Λ
)
]
, ε ≤ 0
, (6)
where P = 4G2g2 |α|2, Λ = Pκ/Nλ2, N = 2G2g2σ2
f
+ 1. Eq.
(45) shows that the optimum linear processor is a low-pass
filter with a cut-off frequency of λ
√
1 + Λ in the case of ε = 0.
When this optimum linear processor is used to estimate the
phase, the minimumMSE of the estimation is [38]
ξ =
〈[
d (t) − d f (t)
]2〉
= Kd (0) −
∫ ∞
0
K2dz (τ) dτ, (7)
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FIG. 3. The mean square error σ2
f
of tracking as a function of G2
for MZI (red line) and NLI (blue line). Parameters are κ = 1.0 ×
104rad/s, λ = 1.0 × 105rad/s, |β|2 = 1.0 × 107 s−1.
where
Kdz (τ) =

√
Pκ√
Nλ
1
1+
√
1+Λ
e−λ(τ+ε) , τ + ε ≥ 0
√
Pκ√
Nλ
1
1+
√
1+Λ
eλ
√
1+Λ(τ+ε) , τ + ε < 0
. (8)
The stochastic phase is stationary and the optimum filter is
time-invariant, so the minimum MSE is a constant. To calcu-
late the MSE analytically, we divide the discussion into three
cases according to the value of ε: (i) ε = 0, (ii) ε > 0, (iii)
ε < 0. When ε = 0, d (t) = ϕ (t), this is the phase tracking
case and ξ = σ2
f
. The integral result ξ of Eq.(7) is still im-
plicit because Λ is a function of σ2
f
. After solving the implicit
result, the minimum MSE of tracking is [38]
σ2f =
−
(
λ −G2g2κ
)
+
√(
λ −G2g2κ)2 + 4G2g2 ( |β|2
G2+g2
+ λ
)
κ
4G2g2
(
|β|2
G2+g2
+ λ
) .
(9)
Similarly, the MSEs of the other two cases can be calculated
as [38]
ξNLI =

κ
2λ
[
1 − Λ(
1+
√
1+Λ
)2 e−2λε
]
, ε > 0
κ
2λ
[
1√
1+Λ
+
Λe2λ
√
1+Λε(
1+
√
1+Λ
)2 √
1+Λ
]
, ε < 0
, (10)
where ε > 0 stands for predicting the future phase with cur-
rent measurement outcomes and ε < 0 is the case of smooth-
ing. Before investigating the enhancement of phase estimation
with NLI, we set the precision of Ornstein-Uhlenback stochas-
tic phase estimation with coherent state and MZI as the classi-
cal limit. To compare the MSE of the two types of interferom-
eter, we make photon number flux inside them equivalent, i.e.
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FIG. 4. The mean square error ξ as a function of λε for MZI (red line)
and NLI (blue line). The horizontal axis is the proportion between ε
and the correlation time of ϕ (t). The proportion equal to 0 represent
phase tracking (black dotted line). λε > 0 and λε < 0 stand for
prediction and smoothing respectively. Parameters are κ = 1.0 ×
104rad/s, λ = 1.0 × 105rad/s, G2 = 7.4, |β|2 = 1.0 × 107 s−1.
NMZI = NNLI = |β|2. In this case the MSE of phase estimation
with MZI can be written as [38]
ξMZI =

κ
2λ
[
1 − Λ1
(1+
√
1+Λ1)
2 e
−2λε
]
, ε > 0
κ
2λ
{ 1√
1+Λ1
+
Λ1e
2λ
√
1+Λ1ε
(1+
√
1+Λ1)
2 √
1+Λ1
}, ε ≤ 0
, (11)
where Λ1 = |β|2 κ/λ2. To investigate the effect of the gainG on
the MSE σ2
f
, we consider the stochastic phase tracking with
a fixed photon number flux |β|2 = 1.0 × 107s−1, κ = 1.0 ×
104rad/s, λ = 1.0 × 105rad/s and vary G2 from 1.1 to 50.
Fig.3 shows that the MSE σ2
f
can be reduced by using the NLI
compared to the classical limit with MZI. There is an optimal
G2 = 7.4 that gives the minimumMSE, which is feasible with
current techniques [40]. This is expected from the analysis
of the SNR. Here, the optimal degree of gain depends on the
photon number flux |β|2, κ, and λ.
Fig.4 shows the MSE ξ as a function of λε according to
Eqs.(9)-(11), where the horizontal axis is the ratio between ε
and the correlation time of ϕ (t). Here we have set the pa-
rameters κ = 1.0 × 104rad/s, λ = 1.0 × 105rad/s, G2 = 7.4,
|β|2 = 1.0 × 107s−1. We can conclude three key implications
from Fig.4. Firstly, the MSE is increasing with the increase
of ε, and the smallest error is achieved with the smoothing.
When ε is close to the correlation time, the MSEs tend to
be mean square variation of the stochastic phase κ/2λ, i.e.,
we can not predict the phase away from one coherent time.
Secondly, the phase estimation with smoothing is nearly two
times of tracking for both kinds of interferometers. Thirdly,
the MSEs of all cases are reduced significantly below the clas-
sical limit (red line in Fig.4) when we use the NLI.
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FIG. 5. The optimal smoothing mean-square error ξ as a func-
tion of photon number flux |β|2 for MZI (Red line), NLI (Blue
line) and canonical measurement (Black line). Parameters are κ =
1.0 × 104rad/s, λ = 1.0 × 105rad/s.
So far we have shown that the stochastic phase estimation
can be enhanced with NLI. In the following, we will demon-
strate that the NLI achieves the Heisenberg scaling asymptot-
ically. For a fixed photon flux |β|2, the SNR of the measure-
ment photocurrent Eq.(2) is S NRNLI =
4G2(G2−1)|β|2[
(2G4−G2)σ2f+1
]
(2G2−1)
.
There is an optimal degree gain Go maximizing the SNR and
the minimum MSE of phase tracking can be calculated as
σ2
f
≈ 1/2G4o. When G2o ≫ 1, |β|
2
2G2o
≫ λ, |β|2 ≫ κ,G4oκ ≫ λ, the
optimal gain Go meet the relationship G
2
o ≈
(
|β|2 κ2
)1/3
/22/3κ
and we can obtain the tracking MSE [38]
σ2f ≈ 21/3
(
κ
|β|2
)2/3
. (12)
Substituting this expression into Eq.(10) yields the MSE of
smoothing
ξ ≈
(
κ
2 |β|2
)2/3
, (13)
which means the MSE of stochastic phase estimation with
NLI can achieve the stochastic HL scaling [23–25]. Fig.5
shows the optimal smoothing MSE in the two kinds of in-
terferometers and canonical measurement for different mean
photon flux, which varies from |β|2 = 109s−1 to |β|2 = 1010s−1.
It can be seen that the phase estimation with NLI has an
enhancement on scaling compared with the classical limit
ξ ≈ 1
2
(
κ
|β|2
)1/2
using MZI, and the smoothing MSE can reach
the stochastic Heisenberg scalling: O
((
κ
|β|2
)2/3)
[24]. More-
over, using the NLI we can surpass the minimum MSE of
canonical measurement which is 4
5
(
κ
|β|2
)2/3
[23].
5Conclusion−In summary, we have proposed the stochas-
tic optical phase estimation with SU(1,1) interferometer. We
find that a suitable range parametric amplification gain can en-
hance the estimation and there is an optimal gain minimizing
the MSE. Moreover, compared with the classical limit with
MZI, the mean square errors have significant reduction for
prediction, tracking and smoothing simultaneously under the
same photon number flux inside the interferometers if we opti-
mize the parametric amplifier gain. At last, we can achieve the
stochastic Heisenberg scaling, and surpass the minimumMSE
using the canonical measurement. These results highlight the
advantages of the SU(1,1) interferometer in stochastic optical
phase estimation, and provide a new avenue for the practical
quantum metrology.
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6The caculation of photocurrent
The complete input-output relation of the NLI is
cˆout =G
(
Gcˆin + gdˆ
†
in
)
eiΦ(t) + g
(
gcˆin +Gdˆ
†
in
)
e−iϕ(t),
dˆout =g
(
Gcˆ
†
in
+ gdˆin
)
e−iΦ(t) +G
(
gcˆ
†
in
+Gdˆin
)
eiϕ(t). (14)
When we perform homodyne detection at the output dout, the measurement operator can be described as
Xˆdout (θ (t)) = dˆ
†
oute
iθ(t)
+ dˆoute
−iθ(t), (15)
where θ (t) is the phase of the local oscillator. If two input modes of the first PA are injected with a coherent state |α〉 and a
vacuum state, the mean value of homodyne measurement is〈
Xˆdout(θ (t))
〉
=
〈
dˆ
†
oute
iθ(t)
+ dˆoute
−iθ(t)〉
= 4Gg cos
(Φ (t) + ϕ (t))
2
cos
(
Φ (t) − ϕ (t)
2
+ θ (t)
)
|α|
≈ 4Gg sin
(
ϕ (t) − ϕ f (t)
)
2
|α|
≈ 2Gg
(
ϕ (t) − ϕ f (t)
)
|α| , (16)
and the variance is
∆2Xˆdout(θ (t)) =
〈
Xˆ2dout(θ (t))
〉
−
〈
Xˆdout(θ (t))
〉2
= 4G2g2 (1 + cos (Φ (t) + ϕ (t))) + 1
≈ 8G2g2
sin2
(
ϕ (t) − ϕ f (t)
)
2
 + 1
≈ 2G2g2
(
ϕ (t) − ϕ f (t)
)2
+ 1. (17)
The photocurrent that we interest in is
Xdout (t) =
〈
Xˆdout(θ (t))
〉
+ ∆Xˆdout(θ (t))n (t)
≈ 2Gg
(
ϕ (t) − ϕ f (t)
)
|α| +
√
2G2g2σ2
f
+ 1n(t), (18)
where we have adaptively controlled the feedback phase in other arm as Φ (t) = −ϕ f (t) − π, and the phase of the local oscillator
was controlled as θ (t) = ϕ f (t) + π/2. n (t) is a Gaussian white-noise term. Here, the photocurrent has Gaussian stationary
statistic and σ2
f
=
〈(
ϕ (t) − ϕ f (t)
)2〉
ss
is stationary MSE. When the photocurrent is added by 2Ggϕ f (t) |α|, the photocurrent can
be approximately represented as
r (t) ≈ 2Gg |α| ϕ (t) +
√
2G2g2σ2
f
+ 1n (t)
=
2Gg |β|√
G2 + g2
ϕ (t) +
√
2G2g2σ2
f
+ 1n (t) , (19)
where we have defined that the photon flux inside the interferometer is |β|2 =
(
G2 + g2
)
|α|2.
In the MZI case, the splitting and recombining of light are accomplished by 50:50 beam spliters (BS). The relation of input-
output of the beam spliter is Cˆ = 1/
√
2
(
cˆin + idˆin
)
and Dˆ = 1/
√
2
(
icˆin + dˆin
)
. The complete input-output relation of the MZI
is
cˆout =
1
2
[(
eiϕ(t) − eiΦ(t)
)
cˆin + i
(
eiϕ(t) + eiΦ(t)
)
dˆin
]
,
dˆout =
1
2
[
i
(
eiϕ(t) + eiΦ(t)
)
cˆin −
(
eiϕ(t) − eiΦ(t)
)
dˆin
]
. (20)
7Similar to the NLI, two input modes of the first BS are injected with a coherent state |β〉 and a vacuum state, the mean value of
homodyne measurement is 〈
Xˆdout(θ (t))
〉
=
〈
dˆ
†
oute
iθ(t)
+ dˆoute
−iθ(t)〉
=
[
2 cos
(Φ (t) − ϕ (t))
2
cos
(
Φ (t) + ϕ (t)
2
− θ (t) + π
2
)]
|β|
≈ 2 |β| cos
(
ϕ f (t) + ϕ (t)
2
− θ (t) + π
2
)
≈ |β|
(
ϕ (t) − ϕ f (t)
)
, (21)
and the variance is
∆2Xˆdout(θ (t)) =
〈
Xˆ2dout(θ (t))
〉
−
〈
Xˆdout(θ (t))
〉2 ≈ 1. (22)
The homodyne photocurrent is
Xdout (t) =
〈
Xˆdout(θ (t))
〉
+ ∆Xˆdout(θ (t))n (t) (23)
≈ |β|
(
ϕ (t) − ϕ f (t)
)
+ n(t). (24)
Here, the two feedback phases is Φ (t) = ϕ f (t) ; θ (t) = ϕ f (t) + π. When the photocurrent is added by |β| ϕ f (t), the photocurrent
can be approximately represented as
r (t) ≈ |β| ϕ (t) + n(t). (25)
Solution of Wiener-Hopf equation
When we set τ = t − σ and υ = t − ǫ, the the Wiener-Hopf equation
Kdr (t − σ) =
∫ t
−∞
ho (t − ǫ) Kr (ǫ − σ) dǫ, (26)
became
Kdr (τ) =
∫ ∞
0
ho (υ)Kr (τ − υ) dυ. (27)
Here, we solve the equation with two steps, the first step of solving this equation is that suppose there is a whitening filter
impulse response ω (τ, t) which can transfer r (t) to white process z (τ) , the filtering process can be described as
z (τ) =
∫ ∞
−∞
r (t)ω (τ − t) dt. (28)
Taking the inverse Fourier transform on both sides we can obtain
|W (ω)|2 S r (ω) = 1, (29)
where W (ω) is the transfer function of impulse response ω (τ − t) and S r (ω) is the spectrum density of r (t) . According to the
equation (2) in the main text we can calculate spectrum density as
S r (ω) =
4G2g2 |α|2 κ
ω2 + λ2
+ 2G2g2σ2f + 1, (30)
where we set H+ (ω) =
√
N iω+λ
√
1+Λ
iω+λ
, Λ = Pκ
Nλ2
, N = 2G2g2σ2
f
+ 1, P = 4G2g2 |α|2. The spectrum density can be decomposed
as S r (ω) = H
+ (ω)H (ω). In this step, we can see that the transfer function which transfer r (t) to white process z (τ) is
W (ω) = 1
H+(ω)
.
In the second step, we suppose fo (t, τ) is impulse response of optimum linear filter for estimating d (t) with the z (τ), so the
correspondingWiener-Hopf equation is
Kdz (τ) =
∫ ∞
0
fo (υ)Kz (τ − υ) dυ, τ > 0. (31)
8Because z (τ) is white process, therefore fo (τ) = Kdz (τ) and it can be found as
Kdz (τ) =
〈
d (t)
∫ ∞
−∞
ω (υ) r (t − τ − υ) dυ
〉
=
∫ ∞
−∞
ω (−µ) Kdr (τ − µ) dµ, (32)
if we take the inverse Fourier transform on both sides, we get
[
S dz (ω)
]
+
=
[
W∗ (ω) S dr (ω)
]
+
=
[
S dr (ω)
[H+ (ω)]∗
]
+
, (33)
where
[
S dz (ω)
]
+
=
∫ ∞
0
Kdz (τ) e
− jωτdτ. Here we use the subscript []+ denotes that the integration time of the inverse transform
is from 0 to∞ . In this step, we can see that the transfer function of optimum linear filter for estimating d (t) with the z (τ) is
F (ω) =
[
S dr (ω)
[H+ (ω)]∗
]
+
. (34)
After the two step, we can see the complete optimum linear processor in the frequency domain is
Ho (ω) =
F(ω)
H+ (ω)
=
1
H+ (ω)
[
S dr (ω)
[H+ (ω)]∗
]
+
. (35)
On the other hand, there is correlation Kdr (τ) = 〈d (t) r (t − τ)〉 =
√
PKϕ (τ + ε) and S dr (ω) =
κ
√
Peiωε
ω2+λ2
. So
S dz (ω) =
S dr (ω)
[H+ (ω)]∗
=
κ
√
Peiωε
ω2 + λ2
λ − iω√
N
(
λ
√
1 + Λ − iω
)
=
κ
√
Peiωε
λ + iω
1√
N
(
λ
√
1 + Λ − iω
)
=
κ
√
Peiωε√
Nλ
(
1 +
√
1 + Λ
)
 1λ + iω + 1(λ√1 + Λ − iω)
 . (36)
To find the
[
S dz (ω)
]
+
, we take the inverse Fourier transform
Kdz (τ) = F −1
[
S dz (ω)
]
= F −1
 κ
√
Peiωε√
Nλ
(
1 +
√
1 + Λ
)
 1λ + iω + 1(λ√1 + Λ − iω)


=
κ
√
Pe−λ(τ+ε)√
Nλ
(
1 +
√
1 + Λ
)u (τ + ε) + κ
√
Peλ
√
1+Λ(τ+ε)
√
Nλ
(
1 +
√
1 + Λ
)u (−τ − ε) , (37)
where u (τ) is Heaviside function. When ε = 0,
fo(τ) = Kdz (τ) =
κ
√
Pe−λτ√
Nλ
(
1 +
√
1 + Λ
)u (τ) , (38)
and
F(ω) =
[
S dz (ω)
]
+
=
κ
√
P√
Nλ
(
1 +
√
1 + Λ
) 1
λ + iω
, (39)
so the complete optimum linear processor of phase tracking in the frequency domain is
Hot(ω) =
F(ω)
H+ (ω)
=
κ
√
P√
Nλ
(
1 +
√
1 + Λ
) 1
λ + iω
λ + iω√
N
(
λ
√
1 + Λ + iω
)
=
κ
√
P
Nλ
(
1 +
√
1 + Λ
) (
λ
√
1 + Λ + iω
) . (40)
9When ε < 0,
F(ω) =
[
S dz (ω)
]
+
=
κ
√
P√
N
 eiωε
(λ + iω)
(
λ
√
1 + Λ − iω
) − eελ
√
1+Λ
λ
(
1 +
√
1 + Λ
) (
λ
√
1 + Λ − iω
)
 . (41)
So the complete optimum linear processor of smoothing in the frequency domain is
Hos(ω) =
F(ω)
H+ (ω)
=
κ
√
P√
N
 eiωε
(λ + iω)
(
λ
√
1 + Λ − iω
) − eελ
√
1+Λ
λ
(
1 +
√
1 + Λ
) (
λ
√
1 + Λ − iω
)
 λ + iω√
N
(
λ
√
1 + Λ + iω
)
=
κ
√
Peiωε
N
(
λ2 (1 + Λ) + ω2
)
1 − eε
(
λ
√
1+Λ−iω
)
(λ + iω)
λ
(
1 +
√
1 + Λ
)
 . (42)
When ε > 0,
F(ω) =
[
S dz (ω)
]
+
=
κ
√
Pe
iωε
√
Nλ
(
1 +
√
1 + Λ
) 1
λ + iω
, (43)
so the complete optimum linear processor of prediction in the frequency domain is
Hop(ω) =
F(ω)
H+ (ω)
=
κ
√
Pe
iωε
√
Nλ
(
1 +
√
1 + Λ
) 1
λ + iω
λ + iω√
N
(
λ
√
1 + Λ + iω
)
=
κ
√
Pe
iωε
Nλ
(
1 +
√
1 + Λ
) (
λ
√
1 + Λ + iω
) . (44)
Similarly, for MZI case, the complete optimum linear processor in the frequency domain is
Ho(ω) =

κ|β|eiωε
λ(1+
√
1+Λ1)(λ
√
1+Λ1+iω)
, ε > 0
κ|β|eiωε
(λ2(1+Λ1)+ω2)
[
1 − e
ε(λ
√
1+Λ1−iω)(λ+iω)
λ(1+
√
1+Λ1)
]
, ε ≤ 0
, (45)
where we set Λ1 =
|β|2κ
λ2
.
The calculation of minimum mean square error
In this paper, the phase to be estimated is stationary and the optimum filter is time-invariant, so the MSE is time independent
and can be calculated as
ξ (t) =
〈
[d(t) −
∫ t
−∞
r (τ) ho (t − τ) dτ]2
〉
= Kd (0) −
∫ t
−∞
ho (t − τ)Kdr (t − τ) dτ
= Kd (0) −
∫ ∞
0
ho (γ) Kdr (γ) dγ
= Kd (0) −
∫ ∞
0
Kdz (t) dt
[
1
2π
∫ ∞
−∞
e− jωtdω
1
H+ (ω)
∫ ∞
−∞
Kdr (τ) e
jωτdτ
]
, (46)
in third line we let t − τ = γ, and we substitue ho (γ) with the inverse transform of Ho (ω) = 1H+(ω)
∫ ∞
0
Kdz (t) e
− jωtdt in last line.
Moreover, from Eq. (33) we can see Kdz (t) =
1
2π
∫ ∞
−∞ e
− jωtdω 1
H+(ω)
∫ ∞
−∞ Kdr (τ) e
jωτdτ. So the MSE can be expressed as
ξ (t) = Kd (0) −
∫ ∞
0
K2dz (t) dt, (47)
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where Kd (0) =
κ
2λ
and Kdz can be found from Eq.(37). When ε = 0, filtering with zero delay, which is the phase tracking case.
The integral result is
σ2f =
κ
2λ
−
∫ ∞
0
Pκ2
Nλ2
1(
1 +
√
1 + Λ
)2 e−2λτdτ
=
κ
2λ
1 − Λ(
1 +
√
1 + Λ
)2
 , (48)
which still implicitly because Λ is a function of σ2
f
. After solving the implicitly result, the MSE of phase tracking is
σ2f =
[
−
(
λ −G2g2κ
)
+
√(
λ −G2g2κ)2 + 4G2g2 ( |β|2
G2+g2
+ λ
)
κ
]
4G2g2
(
|β|2
G2+g2
+ λ
) . (49)
When ε > 0, filterig with prediction, and the MSE of the prediction is
ξp =
κ
2λ
−
∫ ∞
0
Pκ2
Nλ2
1(
1 +
√
1 + Λ
)2 e−2λ(τ+ε)dτ
=
κ
2λ
1 − Λ(
1 +
√
1 + Λ
)2 e−2λε
 . (50)
When ε < 0, it is the case smoothing. The MSE of smoothing is
ξs =
κ
2λ
− Pκ
2
Nλ2
1(
1 +
√
1 + Λ
)2
[∫ −ε
0
e2λ
√
1+Λ(τ+ε)dτ +
∫ ∞
−ε
e−2λ(τ+ε)dτ
]
=
κ
2λ
− Pκ
2
Nλ2
1(
1 +
√
1 + Λ
)2

(
1 − e2λ
√
1+Λε
)
2λ
√
1 + Λ
+
1
2λ

=
κ
2λ
 1√1 + Λ +
Λe2λ
√
1+Λε(
1 +
√
1 + Λ
)2 √
1 + Λ
 . (51)
For the MZI case, we set H+ (ω) =
√
N
iω+λ
√
1+Λ1
iω+λ
, Λ1 =
Pκ
Nλ2
, N = 1, P = |β|2 and use the same calculation method with the MLI.
The MSE of phase estimation with MZI can be written as
ξMZI =

κ
2λ
[
1 − Λ1
(1+
√
1+Λ1)
2 e
−2λε
]
, ε > 0
κ
2λ
{ 1√
1+Λ1
+
Λ1e
2λ
√
1+Λ1ε
(1+
√
1+Λ1)
2 √
1+Λ1
}, ε ≤ 0
(52)
The stochastic Heisenberg limit with NLI
The signal to noise of the photocurrent Eq.(2) in the mian text is
S NRNLI =
4G2g2 |α|2
2G2g2σ2
f
+ 1
=
4G2
(
G2 − 1
)
|β|2((
2G4 −G2)σ2
f
+ 1
) (
2G2 − 1) . (53)
The optimal gain Go that minimize the MSE of estimation equal to that maximize the signal to noise. Taking the derivative of
both sides of the equation with respect to G2, and let the derivative to be 0, we can obtain
σ2f =
4
[
2G2o
(
G2o − 1
)
+ 1
]
[
4G2o
(
G2o − 1
)]2 ≈ 12G4o . (54)
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The approximate equals sign is true in the case of G2o ≫ 1. Then it is combined with Eq.(9) in main text , we can obtain
1
2G4o
=
1
8
(
G4o −G2o
) ( |β|2
2G2o−1 + λ
)
−2 (λ − (G4o −G2o) κ) +
√
4
(
λ − (G4o −G2o) κ)2 + 16 (G4o −G2o)
( |β|2
2G2o − 1
+ λ
)
κ
 . (55)
When G2o ≫ 1, |β|
2
2G2o
≫ λ, |β|2 ≫ κ,G4oκ ≫ λ, it can transform to
1
2G4o
≈
[
−2
(
−
(
G4o
)
κ
)
+
√
4
(− (G4o) κ)2 + 8G2o |β|2 κ
]
8
(
G4o
) ( |β|2
2G2o
) . (56)
After the calculation, the optimal gain Go is
Go ≈
√(
|β|2 κ2
)1/3
22/3κ
. (57)
Substituting it to Eq.(S41), we can obtain the tracking MSE
σ2f ≈ 21/3
(
κ
|β|2
)2/3
. (58)
