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Abstract
We consider the MST-interdiction problem: given a multigraph G = (V,E), edge weights {we ≥
0}e∈E , interdiction costs {ce ≥ 0}e∈E , and an interdiction budget B ≥ 0, the goal is to remove
a set R ⊆ E of edges of total interdiction cost at most B so as to maximize the w-weight of an
MST of G−R := (V,E \R).
Our main result is a 4-approximation algorithm for this problem. This improves upon the
previous-best 14-approximation [31]. Notably, our analysis is also significantly simpler and cleaner
than the one in [31]. Whereas [31] uses a greedy algorithm with an involved analysis to extract
a good interdiction set from an over-budget set, we utilize a generalization of knapsack called
the tree knapsack problem that nicely captures the key combinatorial aspects of this “extraction
problem.” We prove a simple, yet strong, LP-relative approximation bound for tree knapsack,
which leads to our improved guarantees for MST interdiction. Our algorithm and analysis are
nearly tight, as we show that one cannot achieve an approximation ratio better than 3 relative
to the upper bound used in our analysis (and the one in [31]).
Our guarantee for MST-interdiction yields an 8-approximation for metric-TSP interdiction
(improving over the 28-approximation in [31]). We also show that maximum-spanning-tree inter-
diction is at least as hard to approximate as the minimization version of densest-k-subgraph.
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1 Introduction
Interdiction problems are a broad class of optimization problems with a wide range of
applications. They model the problem faced by an attacker, who given an underlying, say,
minimization, problem, aims to destroy or interdict the elements involved in the optimization
problem (e.g., nodes or edges in a network-optimization problem) without exceeding a given
interdiction budget, so as to maximize the optimal value of the residual optimization problem
(where one cannot use the interdicted elements). A classical example is the minimum-
spanning-tree (MST) interdiction problem [22, 9, 31], which is the focus of this work: we are
∗ A full version of the paper is available at https://arxiv.org/abs/1706.00034.
† This work was supported in part by NSERC grant 327620-09 and an NSERC Discovery Accelerator
Supplement Award.
EA
TC
S
© André Linhares and Chaitanya Swamy;
licensed under Creative Commons License CC-BY
44th International Colloquium on Automata, Languages, and Programming (ICALP 2017).
Editors: Ioannis Chatzigiannakis, Piotr Indyk, Fabian Kuhn, and Anca Muscholl;
Article No. 32; pp. 32:1–32:14
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
32:2 Improved Algorithms for MST and TSP Interdiction
given a multigraph G = (V,E), edge weights {we ≥ 0}e∈E , interdiction costs {ce ≥ 0}e∈E ,
and an interdiction budget B ≥ 0; the goal is to interdict (i.e., remove) a set R ⊆ E of
edges of total interdiction cost at most B so as to maximize the w-weight of an MST of the
multigraph G−R := (V,E \R). Note that G may have parallel edges, which can be useful
in modeling partial-interdiction effects, wherein interdicting an edge causes an increase in its
weight that depends on the interdiction cost incurred for the edge.
At a high level, interdiction problems can be seen as investigating the sensitivity of an
underlying optimization problem with respect to the removal of a limited set of underlying
elements. This type of sensitivity analysis may be utilized to identify vulnerable spots (e.g.,
regions in a network) either: (a) for possible reinforcement, or, (b) if the optimization problem
models an undesirable process (e.g., the spread of infection, or nuclear-arms smuggling), for
disruption, so as to maximally impair the underlying process. A variety of applications of
interdiction problems ensue from these two perspectives, including infrastructure protection [5,
27], hospital-infection control [1], prevention of nuclear-arms smuggling [24], and military
planning [11] (see also the references in [31]). Consequently, interdiction problems have been
extensively studied, especially in the Operations Research literature; besides MST-interdiction,
some well-studied interdiction problems include network-flow interdiction [25, 28, 2, 30, 13, 3],
shortest s-t path interdiction [10, 14, 17, 20], and maximum-matching interdiction [29, 6].
All these problems, as well as MST-interdiction, are NP-hard.
Our results. Our main result is a 4-approximation algorithm for MST interdiction (Theo-
rem 7), i.e., we compute in polytime a solution of value at least (optimum)/4. This is a substan-
tial improvement over the previous-best approximation ratio of 14 obtained by Zenklusen [31].
Notably, and perhaps more importantly, our algorithm is simple, and its analysis is
significantly simpler and cleaner than the one in [31]. The key ingredient (see also “Our
techniques”) of both our algorithm and the one in [31] is a procedure for extracting a good
interdiction set from one that exceeds the interdiction budget. Whereas [31] uses a greedy
algorithm with a rather involved analysis to achieve this, our simple and more-effective
procedure is based on two chief insights. First, we discern that the key combinatorial aspects
of this “extraction problem” can be captured quite nicely via a clean generalization of the
knapsack problem called the tree knapsack problem [15] (Section 3). In particular, we argue
that approximation guarantees for tree knapsack relative to the natural LP for this problem
translate directly to guarantees for MST interdiction. Second, complementing the above
insight, we show that the tree knapsack problem admits a simple iterative-rounding based
algorithm that achieves a strong LP-relative guarantee (Theorem 4, Corollary 6). Our
improved guarantee for MST interdiction then readily follows by combining these two ideas.
We also show a lower bound of 3 (Theorem 16) on the approximation ratio achievable
relative to the upper bound used in our analysis (and the analysis in [31]), thereby showing
that our algorithm and analysis are nearly tight.
Our MST-interdiction result also yields an improved guarantee for the metric-TSP
interdiction problem (Section 5): given metric edge weights {we}, we now seek an interdiction
set R with
∑
e∈R ce ≤ B so as to maximize the minimum w-weight of a closed walk in G−R
that visits all nodes at least once. Since an α-approximation for MST interdiction yields a
2α-approximation for metric-TSP interdiction [31], we obtain an approximation factor of 8
for metric-TSP interdiction, which improves upon the previous-best factor of 28 [31].
In Section 6, we consider the maximum-spanning-tree interdiction problem, where the goal
is to minimize the maximum w-weight of a spanning tree of G−R. We show that this problem
is at least as hard to approximate as the minimization version of the densest-k-subgraph
problem (MinDkS). MinDkS does not admit any constant-factor approximation under certain
less-standard complexity assumptions [26] (and is believed to have a larger inapproximability
threshold), so this highlights a stark contrast with the MST-interdiction problem.
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Our techniques. We give an overview of our algorithm for MST interdiction. Let val(R) be
the w-weight of an MST of G−R. Using standard arguments, we can reduce the problem to
the following setting (see Section 2 and Theorem 3): we are given interdiction sets R1 ⊆ R2
with c(R1) < B < c(R2) such that a ·val(R1)+b ·val(R2) ≥ OPT , where OPT is the optimal
value and a, b ≥ 0 are such that a+ b = 1 and a · c(R1) + b · c(R2) = B. These arguments
resemble the ones in [31], but we do not need to assume that the we weights are powers of
2. (We emphasize however that this by itself is not the chief source of our improvement.)
The technical meat of the algorithm, and where we diverge significantly from [31] to obtain
our improved guarantee, is to show how to extract a good interdiction set from R1, R2. As
mentioned earlier, we replace the greedy algorithm of [31] for extracting a good interdiction
set from R2, and its associated intricate analysis, by considering the tree-knapsack problem
to capture the key aspects of this extraction problem, and devise a simple iterative-rounding
algorithm that yields a strong LP-relative guarantee for tree knapsack. This conveniently
translates to a much-improved 5-approximation algorithm for MST interdiction (Theorem 13).
The further improvement to a 4-approximation arises by also leveraging R1 to find a good
interdiction set: instead of focusing solely on R2 (as done in [31]), we return an interdiction
set R such that R1 ⊆ R ⊆ R2 (see Section 4.1).
To arrive at the tree knapsack problem, observe that val(R) can be conveniently expressed
as a weighted sum of the number of components of (V, {e ∈ E \R : we ≤ t}), where t ranges
over some distinct edge weights, say, 0 ≤ w1 < · · · < wk (Lemma 2). Let A0 denote the com-
ponents of (V,E≤0 := ∅), and Ai denote the components of (V,E≤i := {e ∈ E\R2 : we ≤ wi})
for i = 1, . . . , k. The multiset
⋃k
i=0Ai forms a laminar family, which can be viewed as a rooted
tree. We seek to build our interdiction set R by selecting a suitable collection of sets from
this laminar family, ensuring that if we pick a component A ∈ Ai then δ(A)∩E≤i is included
in R (so that A is a component of (V,E≤i \R)). Whereas val(R) is nicely decoupled across
the selected components, it is harder to decouple the interdiction cost incurred and account
for it. For instance, summing c
(
δ(A)∩E≤i
)
for the selected A ∈ Ai may grossly overestimate
the interdiction cost, whereas summing c
(
δ(A) ∩ {e : we = wi}
)
for the selected A ∈ Ai
underestimates the interdiction cost. A crucial insight is that, if we ensure that whenever
we pick A ∈ Ai, we also pick its children in the laminar family, then summing c
(
δ(A) ∩ {e :
we = wi}
)
for the selected A ∈ Ai is a good proxy for the interdiction cost incurred.
This motivates the definition of the tree knapsack problem: given a rooted tree Γ
with node values {αv}, node weights {βv}, and budget B, we want to pick a maximum-
value downwards-closed set of nodes (not containing the root) whose weight is at most B,
where downwards-closed means that if we pick a node, then we also pick all its children.
The standard knapsack problem is thus the special case where Γ is a star (rooted at its
center). We consider the natural LP (TK-P) for tree knapsack, and generalizing a well-
known result for knapsack, show that we can efficiently compute a solution of value at least
OPTTK-P −maxchains C
∑
v∈C αv (Theorem 4), where a chain is a subset of a root-leaf path.
Finally, we show that for the tree-knapsack instance derived (as above) from R2, OPTTK-P
is “large” (Lemma 10); combining this with the above bound yields our approximation ratio.
Related work. MST interdiction in its full generality seems to have been first considered
by [22], who showed that the problem is NP-hard. The approximation question for MST
interdiction was first investigated by [9]. They focused on the setting with unit interdiction
costs, often called the B-most-vital-edges problem, showed that this special case remains NP-
hard, and obtained an O(logB)-approximation (which also yields an O(log |E|)-approximation
with general interdiction costs). This guarantee was improved only recently by Zenklusen [31],
ICALP 2017
32:4 Improved Algorithms for MST and TSP Interdiction
who gave the first (and current-best) O(1)-approximation algorithm for (general) MST
interdiction, achieving an approximation ratio of 14. The B-most-vital edges problem has
been well studied for B = 1 and for B = O(1), where it can be solved optimally; see,
e.g., [21] and the references therein. The special case of MST interdiction where we have
only two distinct edge weights captures the budgeted graph disconnection (BGD) problem [7]
for which a 2-approximation is known [7]. As noted by [31], MST interdiction can be viewed
as multilevel-BGD, which makes it much more challenging as it is difficult to control the
interactions at the different levels. It is noteworthy that our approximation ratio of 4 for
MST interdiction is quite close to the approximation ratio of 2 for BGD.
As with MST interdiction, until recently, there were wide gaps in our understanding of
the approximability of the other classic NP-hard interdiction problems mentioned earlier.
Maximum s-t flow interdiction, even on undirected graphs with unit interdiction costs, is
now known to be at least as hard as MinDkS on λ-uniform hypergraphs. This follows from
a recent hardness result for k-route s-t cut in [13], which turns out to be an equivalent
problem.1 This hardness result has been rediscovered (in a slightly weaker form) by [3], who
also gave an O(n)-approximation algorithm. For shortest s-t path interdiction, very recently,
Lee [20] proved a super-constant hardness result. For maximum-matching interdiction, [6]
devised the first O(1)-approximation algorithm. Despite this recent progress, interdiction
variants of common optimization problems are generally not well understood, especially from
the viewpoint of approximability.
The tree knapsack problem was introduced by [15], and is a special case of the partially-
ordered knapsack (POK) problem [18]. While an FPTAS can be obtained for tree knapsack
and some special cases of POK [15, 18], and the natural LP for POK has been investigated [18],
our LP-relative guarantee and rounding algorithm for tree knapsack are new.
2 Preliminaries
For any vector d ∈ RE and any subset F ⊆ E of edges, we use d(F ) to denote∑e∈F de. Given
a subset R ⊆ E of edges, we use val(R), which we call the value of R, to denote the w-weight
of an MST in the multigraph G − R, i.e., val(R) := minspanning trees T of G− R w(T ). The
minimum-spanning-tree interdiction problem can thus be restated as follows: max
{
val(R) :
R ⊆ E, c(R) ≤ B}.
If there is an interdiction set R with c(R) ≤ B such that G − R is disconnected, then
val(R) =∞, and so the MST-interdiction problem is unbounded. Note that this happens
iff a min-cut δ(S) of G satisfies c
(
δ(S)
) ≤ B, and we can efficiently detect this. So in
the sequel, we assume that this is not the case. Let OPT denote the optimal value of the
MST-interdiction problem (which is now finite). For F ⊆ E, let σ(F ) denote the number of
connected components of (V, F ).
Let w1, w2, . . . , wM be the distinct weights in {we : e ∈ E}, where 0 ≤ w1 < w2 < · · · <
wM . For i = 1, . . . ,M , define Ei := {e ∈ E : we = wi} and E≤i := {e ∈ E : we ≤ wi}.
For notational convenience, we define w0 := 0 and E0 = E≤0 := ∅. (Note that E0 is not
necessarily {e ∈ E : we = w0}, and E≤0 is not necessarily {e ∈ E : we ≤ w0}.)
1 In k-route s-t cut, the goal is to remove a min w-cost set of edges so as to reduce the s-t edge connectivity
to at most k − 1. This corresponds to taking all but the k − 1 most-expensive edges of some cut. So we
can rephrase this problem as follows: remove at most k − 1 edges to minimize the (min-s-t-cut value =
max-s-t-flow value) with capacities {we}; this is precisely the maximum s-t flow interdiction problem
with unit interdiction costs and budget k − 1.
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Let k ∈ {1, . . . ,M} be the smallest index such that c(δ(S) ∩ E≤k) > B for every
∅ 6= S ( V ; that is, the multigraph (V,E≤k \R) is connected for all R such that c(R) ≤ B.
Note that k is well defined due to our earlier assumption. This implies the following properties,
as also observed in [31]:
(i) OPT ≥ wk (since, by definition of k, there is a feasible interdiction set R whose removal
disconnects (V,E≤k−1));
(ii) for any R with c(R) ≤ B, we have val(R) = val(R ∩ E≤k−1), and hence, there is an
optimal solution that only interdicts edges from E≤k−1; and
(iii) given (ii), we may add additional edges of weight wk without impacting the optimal
value, so we may assume that (V,Ek) is connected.
We summarize these properties and assumptions below.
I Claim 1. Let k ∈ {1, . . . ,M} be the smallest index such that (V,E≤k \R) is connected for
every R ⊆ E with c(R) ≤ B. Assume that such a k exists. Then, (i) OPT ≥ wk, and (ii)
there is an optimal solution R∗ such that R∗ ⊆ E≤k−1. Moreover, we may assume that (iii)
the multigraph (V,Ek) is connected.
I Lemma 2. Let R ⊆ E be an edge-set such that (V,E≤k \R) is connected. Then val(R) =
−wk +
∑k−1
i=0 σ (E≤i \R) (wi+1 − wi).
Proof. Consider, for example, running Kruskal’s algorithm to obtain an MST of G−R. We
include exactly σ(E≤j−1 \R)− σ(E≤j \R) edges of weight wj for every 1 ≤ j ≤M , and this
quantity is 0 for all j > k. It follows that
val(R) =
M∑
j=1
(
σ (E≤j−1 \R)− σ(E≤j \R)
)
wj =
k∑
j=1
(
σ(E≤j−1 \R)− σ(E≤j \R)
)
wj
=
k∑
j=1
(
σ (E≤j−1 \R)− σ(E≤j \R)
) j−1∑
i=0
(wi+1 − wi)
=
k−1∑
i=0
(wi+1 − wi)
k∑
j=i+1
(
σ(E≤j−1 \R)− σ(E≤j \R)
)
=
k−1∑
i=0
(
σ(E≤i \R)− 1
)
(wi+1 − wi) = −wk +
k−1∑
i=0
σ(E≤i \R)(wi+1 − wi). J
Given Claim 1, we focus on interdiction sets R ⊆ E≤k−1 and recast the MST-interdiction
problem as: max
{
val(R) : R ⊆ E≤k−1, c(R) ≤ B
}
. As is common in the study of constrained
optimization problems (see, e.g., [19, 12] and the references therein), we Lagrangify the
budget constraint c(R) ≤ B, and consider the following Lagrangian problem (offset by −λB),
where λ ≥ 0 is a parameter:
max
R⊆E≤k−1
fλ(R) := val(R)− λc(R). (Pλ)
The expression for val(R) in Lemma 2 holds for all R ⊆ E≤k−1 as (V,Ek) is connected. Since
σ(E≤i \R) is a supermodular function of R, this implies that val(·), and hence the objective
function fλ(·) of (Pλ), is supermodular over the domain 2E≤k−1 : for any A1, A2 ⊆ E≤k−1,
we have fλ(A1) + fλ(A2) ≤ fλ(A1 ∩A2) + fλ(A1 ∪A2). Hence, (Pλ) can be solved exactly,
which we crucially exploit.
Let O∗λ denote the set of optimal solutions to (Pλ). Observe that for any λ ≥ 0 and any
R ∈ O∗λ, we have val(R)− λc(R) ≥ OPT − λB. So if we find some λ ≥ 0 and R ∈ O∗λ such
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that c(R) = B, we have val(R) ≥ OPT , so R is an optimal solution. In general, such a pair
(λ,R) need not exist, or can be hard to find. However, by doing a binary search for λ, or
alternatively, as noted in [31], via parametric submodular-function minimization [8, 23], we
can obtain the following result; we include a self-contained proof in the full version.
I Theorem 3 ([31]). One can find in polytime: either (i) an optimal solution to the MST-
interdiction problem, or (ii) a parameter λ ≥ 0 and two optimal solutions R1, R2 to (Pλ)
such that R1 ⊆ R2 and c(R1) < B < c(R2).
3 The tree knapsack problem
We now define the tree knapsack problem, and devise a simple, clean LP-based approxi-
mation algorithm for this problem (Theorem 4, Corollary 6). As we show in Section 4,
the tree knapsack problem nicely abstracts the key combinatorial problem encountered
in extracting a good interdiction set from an over-budget set R2 in case (ii) of Theo-
rem 3, and our LP-relative guarantees for tree knapsack readily yield improved approxima-
tion guarantees for MST interdiction.
In the tree knapsack problem [15], we have a tree Γ = ({r} ∪ N,A) rooted at node r.
Each node v ∈ N has a value αv ≥ 0 and a weight βv ≥ 0, and we have a budget B. We say
that a subset S ⊆ N of nodes is downwards-closed if for every v ∈ S, all children of v are also
in S. The goal is to find a maximum-value downwards-closed set S ⊆ N (so r /∈ S) such that∑
v∈S βv ≤ B. Observe that the (standard) knapsack problem is precisely the special case of
tree knapsack where the underlying tree is a star (rooted at its center). Throughout, we use
v to index nodes in N . For S ⊆ N and a vector ρ ∈ RN , we use ρ(S) to denote ∑v∈S ρv.
The following is a natural LP-relaxation for the tree knapsack problem involving variables
xv for all v. Let ch(v) denote the set of children of node v.
max
∑
v
αvxv (TK-P)
s.t. xv ≤ xu for all v, for all u ∈ ch(v) (1)∑
v
βvxv ≤ B, 0 ≤ xv ≤ 1 for all v.
Tree knapsack was first defined by [15] who devised an FPTAS for this problem via dynamic
programming. However, for our purposes, we need an approximation guarantee relative to
the above LP, which was not known previously.
The main result of this section is as follows. We say that C ⊆ N is a chain if for every
two distinct nodes in C, one is a descendant of the other.
I Theorem 4. We can compute in polytime an integer solution to (TK-P) of value at least
OPTTK-P −maxchains C ⊆ N α(C).
Theorem 4 nicely generalizes a well-known result about the standard knapsack problem,
namely, that we can always obtain a solution of value at least (LP-optimum)−maxv αv.
Notice that when Γ is a star (i.e., we have a knapsack instance), this is precisely the guarantee
that we obtain above. The proof of Theorem 4 relies on the following structural result (which
extends a similar result known for knapsack). Let Γ(v) denote the subtree of Γ rooted at v.
I Lemma 5. Let x¯ be an extreme-point solution to the linear program (TK-P). Then there
is at most one child v of r for which the subtree Γ(v) contains a fractional node, i.e., some
node w with 0 < x¯w < 1.
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Proof of Theorem 4. We use iterative rounding, and the proof is by induction on the depth
d of Γ, which is the maximum number of edges on a root-leaf path.
If d = 0, then N = ∅, and (TK-P) has no variables and constraints, so the statement is
vacuously true. So suppose d ≥ 1. Let x∗ be an extreme-point optimal solution of (TK-P).
If x∗ is integral, then we obtain value OPTTK-P, completing the induction step. Otherwise,
by Lemma 5, there is exactly one child v of r such that the subtree Γ(v) contains a fractional
node.
Set x˜′ = x∗
∣∣
N\Γ(v), i.e., x
∗ restricted toN\Γ(v), which is integral. We have∑u∈N\Γ(v) αux˜′u =
OPTTK-P −
∑
w∈Γ(v) αwx
∗
w. Now consider the tree knapsack instance defined by the tree
Γ(v) with root v, and budget B −∑u∈N\Γ(v) βux˜′u (and values αw and weights βw for all
w ∈ Γ(v) \ {v}). Observe that x∗∣∣Γ(v)\{v} is a fractional solution to the LP-relaxation
(TK-P) corresponding to this tree knapsack problem, so the optimal value of this LP is
at least
∑
w∈Γ(v)\{v} αwx
∗
w. (These objects are null if Γ(v) = {v}.) Thus, since Γ(v) has
depth at most d − 1, by our induction hypothesis, our rounding procedure applied to
this tree knapsack instance yields an integer solution x˜′′ ∈ {0, 1}Γ(v)\{v} of value at least∑
w∈Γ(v)\{v} αwx
∗
w − maxchains C ⊆ Γ(v) \ {v} α(C). Thus, taking x˜ = (x˜′, x˜v = 0, x˜′′), we
obtain a feasible integer solution to (TK-P) having value at least
OPTTK-P −
∑
w∈Γ(v)
αwx
∗
w +
∑
w∈Γ(v)\{v}
αwx
∗
w − maxchains C ⊆ Γ(v) \ {v}α(C)
≥ OPTTK-P − αv − max
chains C ⊆ Γ(v) \ {v}
α(C)
≥ OPTTK-P − max
chains C ⊆ N
α(C) .
This completes the induction step, and hence the proof of the theorem. J
We remark that (as is standard) the iterative-rounding procedure in Theorem 4 is in
fact combinatorial, since when we move to the subtree Γ(v), we only need to move from
x∗
∣∣
Γ(v)\{v} to an extreme-point of the LP of the smaller tree-knapsack instance of no smaller
value (instead of obtaining an optimal LP solution), which can be done combinatorially.
We now state a stronger version of Theorem 4 that will be useful in Section 4, where
we utilize tree knapsack to solve the MST-interdiction problem. This result follows from a
more-careful scrutiny of the proof of Theorem 4. The depth of a node v is the number of
edges on the (unique) r-v path of Γ. Let Li(Γ) be the set of nodes of Γ at depth i; we drop Γ
if it is clear from the context. For a chain C of Γ, let Ci denote C ∩Li(Γ); note that |Ci| ≤ 1.
I Corollary 6. We can obtain in polytime an integer solution x˜ to (TK-P) of value at least
OPTTK-P −maxchains C ⊆ N
{∑
i≥1:x˜(Li)<|Li| α(Ci)
}
.
4 MST interdiction
I Theorem 7. There is a 4-approximation algorithm for MST interdiction.
The above theorem is our main technical result. Our guarantee substantially improves
the previous-best approximation ratio of 14 obtained by [31]. Also, notably and significantly,
our algorithm and analysis, which are based on the tree knapsack problem introduced in
Section 3, are noticeably simpler and cleaner than the one in [31]. Improved guarantees for
MST interdiction readily follow from (Theorem 4 and) Corollary 6 and Lemma 14, yielding
approximation ratios of 5 and 4 respectively for MST interdiction (see Theorem 13 and
Section 4.1). The proof below shows a slightly worse guarantee of 5 but introduces the main
underlying ideas. Section 4.1 discusses the refinement needed to obtain the 4-approximation.
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Our algorithm follows the same high-level outline as the one in [31]. As mentioned earlier,
we consider the Lagrangian problem (Pλ), maxR⊆E≤k−1 fλ(R) := val(R)− λc(R), obtained
by dualizing the budget constraint c(R) ≤ B. We then utilize Theorem 3. If this returns an
optimal solution, then we are done. So assume in the sequel that Theorem 3 returns λ ≥ 0
and two optimal solutions R1 and R2 to (Pλ) such that R1 ⊆ R2 and c(R1) < B < c(R2).
For R ⊆ E≤k−1, define h(R) :=
∑k−1
i=0 σ (E≤i \R) (wi+1 − wi) = val(R) + wk. Let
R∗ ⊆ E≤k−1 denote an optimal solution to the MST-interdiction problem, so OPT =
h(R∗) − wk. Let a, b ≥ 0 such that a + b = 1 and ac(R1) + bc(R2) = B. Then, since
val(R1)− λc(R1) = val(R2)− λc(R2) ≥ OPT − λB, we have ah(R1) + bh(R2) ≥ h(R∗). We
establish our approximation guarantee by comparing the value of our solution against the
upper bound ah(R1) + bh(R2) − wk. The following claim shows that this upper bound is
precisely the optimal value of the Lagrangian relaxation of the MST interdiction problem,
which is UB := minλ′≥0
(
λ′B + maxR⊆E≤k−1 fλ′(R)
)
. Complementing our 4-approximation,
we prove a lower bound of 3 on the approximation ratio achievable relative to UB (Section 4.2).
I Claim 8. We have ah(R1) + bh(R2)− wk = UB.
Translation to tree knapsack. We now describe how the problem of combining R1 and R2
to extract a good, feasible interdiction set can be captured by a suitable instance of the tree
knapsack problem defined in Section 3.
For i = 0, . . . , k, let Ai ⊆ 2V be the partition of V induced by the connected components
of the multigraph (V,E≤i \ R2). Thus, Ak = {V } and A0 = {{v} : v ∈ V }. The multiset⋃k
i=0Ai, where we include S ⊆ V multiple times if it lies in multiple Ais, is a laminar
family (i.e., any two sets in the collection are either disjoint or one is contained in the other).
This laminar family can naturally be viewed as a rooted tree, which defines the tree Γ in
the tree knapsack problem. Taking a cue from Lemma 2, we build our interdiction set R
by selecting a suitable collection of sets from this laminar family, ensuring that if we pick
some A ∈ Ai, then we include all edges of δ(A) ∩ E≤i in R and create A as a component
of (V,E≤i \R) (and hence contribute wi+1 − wi to h(R)). Formally, the tree Γ has a node
vA,i for every component A ∈ Ai and all i = 0, . . . , k. For i > 0, the children of vA,i are
the nodes {vS,i−1 : S ∈ Ai−1, S ⊆ A}. Thus, Γ has depth k and root r = vV,k. Recall that
Li := Li(Γ) denotes the set of nodes of Γ at depth i, which correspond to the components in
Ak−i here. Let N be the set of non-root nodes of Γ.
For a node vA,i ∈ N (so 0 ≤ i < k), define its value αvA,i := wi+1 − wi. Let R(vA,i) :=
δ(A)∩Ei (which is ∅ for every leaf vA,0). Define the weight of vA,i to be βvA,i := c
(
R(vA,i)
)
.
For N ′ ⊆ N , let R(N ′) := ⋃q∈N ′ R(q). Observe that R(N) ⊆ R2. We set the budget of the
tree-knapsack instance to B, the budget for MST interdiction.
The intuition is that we want to encode that picking node vA,i corresponds to creating
component A in the multigraph (V,E≤i \R), where R is our interdiction set, in which case
αvA,i gives the contribution from A to h(R). However, in order to pay for the interdiction
cost c
(
δ(A)
)
incurred, we need to take the βq weights of all nodes q in the subtree rooted at
vA,i. Therefore, we insist that if we pick vA,i then we pick all its descendants (i.e., we pick
a downwards-closed set of nodes), and then
∑
q∈Γ(vA,i) αq gives the contribution from the
components created to h(R). Lemma 9 formalizes this intuition, and shows that if N ′ ⊆ N is
a downwards-closed set of nodes, then β(N ′) and α(N ′) are good proxies (roughly speaking)
for the interdiction cost c
(
R(N ′)
)
incurred and h
(
R(N ′)
)
respectively.
I Lemma 9. Let N ′ ⊆ N be downwards closed, and R = R(N ′). Then
(i) β(N ′)/2 ≤ c(R) ≤ β(N ′); and
(ii) h(R) = val(R) + wk ≥ α(N ′) +
∑
0≤i≤k−1:Lk−i\N ′ 6=∅(wi+i − wi).
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Proof. Each edge in R appears in at least one, and at most two, of the sets {R(q)}q∈N ′ , so
1
2
∑
q∈N ′ c
(
R(q)
) ≤ c(R) ≤∑q∈N ′ c(R(q)). This yields part (i) since β(N ′) = ∑q∈N ′ c(R(q)).
For part (ii), consider an index 0 ≤ i ≤ k − 1. Since N ′ is downwards closed, for every
node vA,i ∈ N ′, all descendants of vA,i are in N ′; so R ⊇ δ(A) ∩ E≤i and A is a connected
component of (V,E≤i \R). Further, note that if Lk−i \N ′ 6= ∅, then the sets {A : vA,i ∈ N ′}
do not cover V entirely, and so (V,E≤i \ R) must have at least one additional connected
component. It follows that (V,E≤i \ R) always has at least min
{|N ′ ∩ Lk−i| + 1, |Lk−i|}
connected components. Plugging this in Lemma 2 yields the result. J
I Lemma 10. The vector xˆ :=
(
xˆq = b2
)
q∈N is a feasible solution to (TK-P) for the above
tree-knapsack instance (Γ, {αq}, {βq}, B). Hence, OPTTK-P ≥ b2 · h(R2).
Proof. It is clear that xˆ satisfies (1), and 0 ≤ xˆq ≤ 1 for all q ∈ N . Applying Lemma 9 to
N ′ = N (which is indeed downwards-closed), we obtain β(N) ≤ 2c(R(N)) ≤ 2c(R2). So∑
q∈N βqxˆq ≤ b · c(R2) ≤ a · c(R1) + b · c(R2) = B. Finally, OPTTK-P is at least the objective
value of xˆ, which is b2 · α(N) = b2 · h(R2). J
Given this translation between tree knapsack and MST interdiction, it is easy to see that
Corollary 6 (coupled with Lemmas 9 and 10) yields the following guarantee, which directly
leads to an improved approximation guarantee of 5 for MST interdiction (see Claim 12).
I Lemma 11 (Consequence of Corollary 6, Lemmas 9 and 10). We can obtain a feasible
interdiction set R such that h(R) ≥ b2 · h(R2).
I Claim 12. We have max
{
wk, h(R1)− wk, b2 · h(R2)− wk
} ≥ UB/5 ≥ OPT/5.
Proof. We have
max
{
wk,h(R1)− wk, b2 · h(R2)− wk
}
≥ 2−b5−2b · wk + 1−b5−2b ·
(
h(R1)− wk
)
+ 25−2b ·
(
b
2 · h(R2)− wk
)
= 15− 2b
(
ah(R1) + bh(R2)− wk
)
= UB5− 2b ≥ UB/5 ≥ OPT/5. J
I Theorem 13. There is a 5-approximation algorithm for MST interdiction.
Proof. If Theorem 3 returns an optimal solution, we are done. Otherwise, we return the best
among a min-cut of (V,E≤k−1), the set R1, and the interdiction set returned by Lemma 11.
The proof now follows from Claim 12. J
4.1 Improvement to the guarantee stated in Theorem 7
The improved approximation guarantee of 4 comes from the fact that instead of focusing
only on R2, we now interpolate between R1 and R2 to obtain our interdiction set R,
i.e., we return R such that R1 ⊆ R ⊆ R2. Since we always include R1, we change the
definition of the tree-knapsack instance that we create accordingly. The tree Γ and the
node weights {αq} are unchanged; the weight of vA,i is now βnewvA,i := c
(
Rnew(vA,i)
)
, where
Rnew(vA,i) := R(vA,i) \ R1 =
(
δ(A) \ R1
) ∩ Ei, and our budget is Bnew := B − c(R1). For
N ′ ⊆ N , define Rnew(N ′) := R1 ∪
⋃
q∈N ′ R
new(q). Observe that Rnew(N) ⊆ R2.
Since R1 ⊆ R2, each component U of (V,E≤i\R1) is a union of components of (V,E≤i\R2),
and hence, maps to a subset S of the nodes of Γ at depth k− i. We exploit the fact that since
we include R1 in our interdiction set, if we pick ` nodes from S, then we create min{`+1, |S|}
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components within U ; this +1 term that we accrue (roughly speaking) from all components
of (V,E≤j \R) over all j = 0, . . . , k − 1 is the source of our improvement.
The following variant of Corollary 6 exploits the structure of the tree-knapsack instance
obtained from the MST-interdiction problem, which we then utilize to obtain an interdiction
set with an improved bound on h(R) (Lemma 15).
I Lemma 14. Let
(
Γ, {αv}, {βv}, B
)
be an instance of the tree knapsack problem such that
αv = α(i) for all v ∈ Li(Γ) and all i ≥ 1. Let Si be a partition of Li(Γ) for all i ≥ 1.
Let θ ∈ [0, 1] be such that (xˆq = θ)q∈N is a feasible solution to (TK-P). We can obtain in
polytime an integer solution x˜ to (TK-P) such that∑
i≥1
∑
S∈Si
α(i) min{x˜(S) + 1, |S|} ≥
∑
i≥1
α(i)|Li|θ +
∑
i≥1:|Si|>1
α(i)
(
(1− θ)|Si| − 1
)
.
I Lemma 15. Using Lemma 14, we can obtain a feasible interdiction set R such that
h(R) ≥ a2 · h(R1) + b2 · h(R2)− a2 · wk.
Proof. For i = 0, . . . , k, let Bi denote the partition of V induced by the connected components
of (V,E≤i\R1). Since R1 ⊆ R2, the partition Ai refines (not necessarily strictly) the partition
Bi for all i = 0, . . . , k. The components in Bk−i therefore naturally induce a partition Si of
the nodes of Γ at depth i, consisting of the sets {vA,k−i : A ∈ Ak−i, A ⊆ S}S∈Bk−i .
We apply Lemma 14 to the tree-knapsack instance
(
Γ, {αq}, {βnewq }, Bnew
)
, taking α(i) =
wk−i+1 − wk−i and Si to be the partition defined above, for all i = 1, . . . , k, and θ = b2 . We
show that xˆ := (xˆq = θ)q∈N is a feasible solution to (TK-P) for this tree-knapsack instance.
This follows because βnew(N) = 2c
(⋃
q∈N R
new(q)
) ≤ 2(c(R2)− c(R1)) and (1− b) · c(R1) +
b · c(R2) = B, so we have
∑
q β
new
q xˆq = θβnew(N) ≤ b
(
c(R2)− c(R1)
)
= B − c(R1) = Bnew.
Let x˜ be the integer solution returned by Lemma 14, which specifies a downwards-closed
set N ′ ⊆ N . Let R = Rnew(N ′). We first show that, analogous to Lemma 9, R is feasible,
and h(R) ≥ g(x˜) := ∑i≥1∑S∈Si α(i) min{x˜(S) + 1, |S|}. We have
c(R) = c(R1) + c
( ⋃
q∈N ′
Rnew(q)
)
≤ c(R1) +
∑
q∈N ′
c
(
Rnew(q)
)
= c(R1) + βnew(N ′) ≤ c(R1) +Bnew = B.
Consider any index 0 ≤ i ≤ k − 1. As in the proof of part (ii) of Lemma 9, for every node
vA,i ∈ N ′, we know that A is a component of (V,E≤i \ R). Consider any S ∈ Sk−i, and
let U =
⋃
vA,i∈S A. Note that if S \N ′ 6= ∅, then
⋃
vA,i∈S\N ′ A is non-empty. So there are
always at least min
{|N ′ ∩ S|+ 1, |S|} components of (V,E≤i \R) contained in U . Therefore,
by Lemma 2 (and since Si is a partition of Li for each i), we obtain
h(R) = val(R) + wk ≥
k−1∑
i=0
∑
S∈Sk−i
(wi+1 − wi) min
{|N ′ ∩ S|+ 1, |S|} = g(x˜).
The guarantee in Lemma 14 then yields the following. Recall that a = 1− b.
h(R) ≥
k−1∑
i=0
(wi+1 − wi)σ(E≤i \R2) · b2 +
∑
i=0,...,k−1:
σ(E≤i\R1)>1
(wi+1 − wi)
[(
1− b2
)
σ(E≤i \R1)− 1
]
≥ b2 · h(R2) +
∑
i=0,...,k−1:
σ(E≤i\R1)>1
(wi+1 − wi)σ(E≤i \R1) · a2 (2)
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where inequality (2) follows since t
(
1− b2
)− 1 ≥ t(1− b)/2 for all t ≥ 2. The RHS of (2) is
b
2 · h(R2) + a2 · h(R1)−
∑
i=0,...,k−1:
σ(E≤i\R1)=1
(wi+1 − wi) · a2 ≥ a2 · h(R1) + b2 · h(R2)− a2 · wk. J
Proof of Theorem 7. We either return an optimal solution found by Theorem 3, or return
the better of a min-cut of (V,E≤k−1) and the interdiction set returned by Lemma 15. We
obtain a solution of value max
{
wk,
a
2 · h(R1) + b2 · h(R2)−
(
1 + a2
)
wk
}
, which is at least
1 + a
3 + a · wk +
2
3 + a ·
(
a
2 · h(R1) + b2 · h(R2)−
(
1 + a2
)
wk
)
= UB3 + a ≥ OPT/4. J
4.2 Lower bound on the approximation ratio achievable relative to UB
We show that for every  > 0, there exist MST-interdiction instances, where UB/OPT ≥ 3−.
This implies that one cannot achieve an approximation ratio better than 3 when comparing
against the upper bound UB used in our analysis (and the one in [31]).
I Theorem 16. For any  > 0, there exists an MST-interdiction instance with UBOPT ≥ 3− .
Proof. Our instance is a graph G = (V,E), where V := {v1, . . . , vn} with n ≥ min{4, 4/}.
The edge set is E = E1 ∪ E2, where E1 := {v1v2, v2v3, . . . , vn−2vn−1, vn−1v1} is a simple
cycle on v1, . . . , vn−1, and E2 := {v1vn, v2vn, . . . , vn−1vn} is a star rooted at vn with leaves
v1, . . . , vn−1. The edges in E1 have weight w1 = 0 and interdiction cost n, while the edges in
E2 have weight w2 = 1 and interdiction cost 2n. The interdiction budget is B = 2n− 2.
Observe that the index k defined in Claim 1 is equal to 2. This also implies that val(R) ≤ 1
for any feasible interdiction set R: since R ⊆ E1 and |R ∩ E1| ≤ 1, we can construct a
spanning tree of G−R by taking n−2 edges from E1 \R and any edge from E2. So OPT = 1.
Now we proceed to compute the upper bound UB. For R ⊆ E≤1, we have fλ(R) = 1
if R = ∅, and |R|(1 − nλ) otherwise. Therefore, η(λ) := λB + maxR⊆E≤1 fλ(R) = λB +
max
{
1, (n− 1)(1− nλ)} = max{λB + 1, (n− 1)− λ(n(n− 1)−B)}, which is minimized at
λ = n−2n(n−1) . Therefore UB := minλ≥0 η(λ) =
2(n−2)
n + 1 = 3− 4n ≥ (3− )OPT . J
5 Extension to metric-TSP interdiction
In the metric-TSP interdiction problem, we are given a complete graph G = (V,E) with
metric edge weights {we}e∈E and nonnegative interdiction costs {ce}e∈E , along with a
nonnegative budget B. The goal is to find a set of edges R ⊆ E such that c(R) ≤ B so as
to maximize the minimum w-weight of a closed walk in the graph G − R that visits each
vertex at least once. Zenklusen [31] observed that an α-approximation algorithm for the MST
interdiction problem yields a 2α-approximation algorithm for the metric-TSP interdiction
problem. As a corollary to our Theorem 7, we therefore obtain the following result.
I Theorem 17. There is an 8-approximation algorithm for metric-TSP interdiction.
6 Maximum-spanning-tree interdiction
We now consider the maximum-spanning-tree (MaxST) interdiction problem, wherein the
input
(
G = (V,E), {we ≥ 0}e∈E , {ce ≥ 0}e∈E , B
)
is the same as in the MST interdiction
problem, but the goal is to remove a set R ⊆ E of edges with c(R) ≤ B so as to minimize the
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w-weight of a maximum spanning tree of G−R. We show that this problem is at least as hard
as the minimization version of the densest-k-subgraph problem (MinDkS), wherein we seek a
minimum-size set S of nodes in a given graph such that at least k edges have both endpoints
in S. This shows a stark contrast between MST interdiction and MaxST interdiction.
I Theorem 18. An α(m,n)-approximation algorithm for the maximum-spanning-tree inter-
diction problem for instances with m edges, n nodes, yields a 2α(m+n− 1, n)-approximation
algorithm for MinDkS for instances with m edges and n nodes.
Proof. Let I = (H = (N,F ), k) be a MinDkS instance, with |N | = n, |F | = m. We may
assume that |F | ≥ k as otherwise the instance is infeasible. We construct the following
MaxST-interdiction instance I ′. The multigraph is G = (N,E := E′ ∪ F ), where E′ is an
arbitrary tree spanning N . Set we = 0, ce = m− k+ 1 for all e ∈ E′, and we = ce = 1 for all
e ∈ F . We set the budget to B = m− k. Thus, if R ⊆ E satisfies c(R) ≤ B, we must have
R ⊆ F , and so G−R is connected and the interdiction problem has a finite optimal value.
We show that: (1) if R ⊆ F is a feasible interdiction set, then the set S of non-isolated
nodes of (N,F \R) is a feasible MinDkS solution of value at most 2 ·MaxST(G−R), where
MaxST(G−R) is the weight of a maximum spanning tree of G−R; (2) conversely, if S ⊆ N
is a feasible MinDkS solution, then F \F (S) is a feasible interdiction set with objective value
at most |S|, where F (S) is the set of edges in F having both endpoints in S.
These two statements imply the theorem as follows. LetA be the stated α = α(m+n−1, n)-
approximation algorithm for maximum-spanning-tree interdiction. We run A to obtain a
feasible interdiction set R, which yields a corresponding MinDkS solution S. Then,
|S| ≤ 2 ·MaxST(G−R) ≤ 2αOPT (I ′) ≤ 2αOPT (I) ,
where the first and last inequalities follow from statements (1) and (2) above.
We now prove statements (1) and (2). Let R ⊆ F be such that c(R) = |R| ≤ B. Let S
denote the set of non-isolated vertices in the graph (N,F \ R), so every node in S has at
least one edge of F \R incident to it. First, we argue that S is a feasible MinDkS-solution.
Since each vertex of N \ S is isolated in the graph (N,F \R), it follows that R ⊇ F \ F (S).
Therefore, |F | − |F (S)| ≤ |R| ≤ B = m− k, and so |F (S)| ≥ k. The weight of a maximum
spanning tree in G−R is equal to |S| − σ, where σ is the number of connected components
of the graph (S, F \R). By the definition of S, this multigraph has no isolated vertices. So
σ ≤ |S|/2, and therefore MaxST(G−R) = |S| − σ ≥ |S|/2. This proves (1).
Conversely, suppose S ⊆ N is such that |F (S)| ≥ k. Then R = F \ F (S) satisfies c(R) =
m− |F (S)| ≤ B, so is a feasible interdiction set. We have MaxST(G−R) = |S| − σ ≤ |S|,
where σ is the number of connected components of (S, F \R). This proves (2). J
The above hardness result continues to hold with unit interdiction costs, since we can
replace each edge e with ce = m − k + 1 in the above reduction with m − k + 1 parallel
unit-cost edges (of weight 0). Our reduction creates a MaxST-interdiction instance with two
distinct edge weights w1 < w2. This interdiction problem can be seen as a special case of the
following matroid interdiction problem (involving the graphic matroid on {e ∈ E : we = w2}):
given a matroid with ground set U and rank function rk, interdiction costs c : U 7→ R+,
and budget B, minimize rk(U \ R) subject to c(R) ≤ B. Our hardness result for MaxST
interdiction thus also implies that matroid interdiction is MinDkS-hard. A related rank-
reduction problem—minimize c(R) subject to rk(U \R) ≤ rk(U)− k—was considered by [16]
and shown to be MinDkS-hard for transversal matroids (but not for graphic matroids, wherein
this is essentially the min k-cut problem).
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We remark that it is possible to achieve bicriteria approximation guarantees for MaxST
interdiction: we can obtain a solution of weight W ≤ (1 + )OPT while violating the budget
by a
(
1 + 1
)
factor (and W > OPT implies no budget violation). This follows by taking λ =
OPT/B in the Lagrangian problem minR
(
MaxST(G−R) + λc(R)), which is a submodular
minimization problem that can be solved exactly; it also follows from the work of [4].
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