Abstract-This paper proposes a new algorithm for the reduction of the number of colors in an image. The proposed adaptive color reduction (ACR) technique achieves color reduction using a tree clustering procedure. In each node of the tree, a self-organized neural network classifier (NNC) is used which is fed by image color values and additional local spatial features. The NNC consists of a principal component analyzer (PCA) and a Kohonen self-organized feature map (SOFM) neural network (NN). The output neurons of the NNC define the color classes for each node. The final image not only has the dominant image colors, but its texture also approaches the image local characteristics used. Using the adaptive procedure and different local features for each level of the tree, the initial color classes can be split even more. For better classification, split and merging conditions are used in order to define if color classes must be split or merged. To speed up the entire algorithm and reduce memory requirements, a fractal scanning subsampling technique is used. The method is independent of the color scheme, it is applicable to any type of color images, and it can be easily modified to accommodate any type of spatial features and any type of tree structure. Several experimental and comparative results, exhibiting the performance of the proposed technique, are presented.
I. INTRODUCTION
N OWADAYS, color images occupy an extensive area of the information used in computer technology. True type color images consist of more than 16 million (2 ) different colors in a 24 bit full RGB color space. There are many reasons for the reduction of the number of colors in a digital image. Reduction of the number of the image colors is an important task for presentation, transmission, segmentation, and compression of color images. In most cases, it is easier to process and understand an image with a limited number of colors.
The most usually used techniques for color reduction in a digital image are the color quantization and the multithresholding approaches. The color quantization techniques group similar colors and replace them with only a single "quantized" color [1] , [5] , [6] , [8] . The ultimate goal of the classical color quantization techniques is to reduce the number of colors of an image with minimum distortion [28] . Therefore, the main objective of computer graphics research in the color quantization area is to select an optimal palette that ensures minimization of a perceived difference between the original and the quantized images [29] .
Several techniques have been proposed for color quantization. First, there is a class of techniques that are based on splitting algorithms. According to these approaches, the color space is divided into disjoint regions, by consecutively splitting up the color space [23] . In this category belong the methods of octree [1] , [6] , median-cut (MC) [8] , and variance-based algorithm [30] . In another major class of color quantization algorithms belong methods based on cluster analysis. The frequently clustering techniques used in this category are the Kohonen SOFM [5] , Fuzzy C-means [14] , [24] , C-means [24] , and K-means [29] . The above techniques are suitable for eliminating the uncommon colors in an image but they are ineffective for image analysis and segmentation. The quality of the resultant image varies depending on the number of the final colors and the algorithm intelligence. Generally, a color quantization algorithm consists of two main stages: the color palette generation stage and the pixel mapping stage [9] . Color quantization techniques are usually used for the reduction of the colors of an image to a large number of colors. For example, from 16 million to 256 colors. These techniques are not good enough to produce images with a very limited number of colors. As it is noticed by Buhmann et al. [22] , one of the basic disadvantages for all color quantization approaches is the fact that they neglect spatial, i.e., contextual, information. That is, until now, the color quantization techniques use only the color values and not any spatial information related to the structure and the texture of the images.
Multithresholding is a technique in which by using only the image histograms, proper threshold values are determined to define the limits of the image color classes, the centers of which correspond to the final image colors. Mainly, these techniques have been used for gray-scale images [16] , [20] , [22] , [27] . Their extension to the color image case requires their application to the three color components histograms independently. The application of a multithresholding technique is based on the assumption that object and background pixels in a digital image can be well distinguished by their color values [12] . Therefore, in complex images, such as nature, texture or badly illuminated images, the multithresholding techniques do not give satisfactory results. Also, in multiobject images there are several difficulties concerning the multilevel threshold selection associated with the color distributions and the existence of small objects and object overlapping. It should be noticed that a multithresholding technique does not take into account the local texture characteristics of the images. This paper proposes a new adaptive color reduction technique, which not only exploits the colors of the images, but also their local spatial characteristics. The proposed approach significantly improves previous techniques [17] - [19] by introducing an adaptive clustering scheme, which is based on a tree decomposition procedure suitable for color images. The proposed technique can be used with any color scheme and is suitable for reduction of the colors of the images to a small number. In addition, class split and merging conditions are introduced in order to define if a feature class must be further split or merged. The color values of each pixel are related to local spatial features extracted from its neighboring region. Thus, the three-dimensional (3-D) histogram clustering approach of the color multithresholding techniques is extended to a multidimensional feature clustering technique. Fig. 1 clarifies the effect on the color space when the max operator is applied, as an additional feature, to the red component of the peps image [ Fig. 9(a) ]. As it can be observed, the feature space became two-dimensional (2-D) with increased variance and, therefore, with better clustering capabilities.
The RGB (or any other color scheme) color components of each pixel are considered as the first three features. The entire feature set is completed by additional spatial features which are extracted from neighboring pixels. These features are associated with spatial image characteristics, such as min, max, entropy values, etc. The structure of the new color reduction technique allows the use of a different feature set in each level of the tree. The adaptive clustering scheme has the form of a tree with levels and nodes. Fig. 2 depicts a simple form of a tree that can be used for the adaptive color reduction procedure. According to this scheme, the color reduction technique is applied level-by-level, starting from the root node until all the tree nodes are examined. In each node, the features (colors and spatial features) of the node are classified in classes. Then, the pixels of each one of the classes are further classified by the color reduction technique, using a different spatial feature set. The split and merging conditions define if the classes can be split or merged. Adjusting these conditions, the color reduction algorithm can be used as an estimator of the number of the dominant colors in the images.
In each node of the tree, the feature sets feed a self-organized NNC, which consists of a PCA and a Kohonen SOFM [7] , [13] . The PCA is used to manipulate the coordinate axes that the data falls on. The new axes are uncorrelated and they represent the maximum variability that occurs in the process data. The SOFM is competitively trained according to the Kohonen's learning algorithm. After training, the output neurons of the SOFM define the proper feature classes. Next, each pixel is classified into one of these classes and resumes the color of the class. In that way, the original image is converted into a new one, which has a limited number of colors and its spatial characteristics approximate those defined by the features used. In order to reduce storage requirements and cut off computation time, the training set must be a representative sample of the image pixels. In our approach, the subsampling is performed via a fractal scanning technique based on Hilbert's space filling curve [21] . The Hilbert curve has been used in many applications. Recently, some image compression methods based on the Hilbert curve were developed [11] . The Hilbert curve is used in adaptive color reduction (ACR) only for data subsampling (to speed up the entire process) and appropriate feature extraction. The important feature of the Hilbert curve is that it continuously scans the neighboring entry in the image [4] .
The proposed method was tested in a variety of images and the results are compared to other color reduction techniques. This paper presents characteristic examples of the application of the proposed technique to images using various parameters. The entire technique has been implemented in a visual environment using C++ and the program can be downloaded from the site: http://ipml.ee.duth.gr/~papamark/Index.html.
II. DESCRIPTION OF THE METHOD
A color image could be considered as a set of pixels where the color of each pixel is a point in the color space. There are many color spaces used for color images. However, the proposed method can be applied to any type of color space. A color space can be considered as a 3-D vector space where each pixel ( ) is associated with an ordered triple of color components . Therefore, a general color image function can be defined by the relation if if if .
(1) Each primary color component represents an intensity which varies from zero to a maximum value. For example, in the RGB space, color allocation is defined over a domain consisting of a cube, with opposite vertices at (0, 0, 0) and ( ). Usually, . Let denote the local neighboring region of pixel ( ). Usually, is considered to be a 3 3 or a 5 5 mask where the pixel ( ) is the center pixel of the mask. We assume that every pixel ( ) belongs to its neighborhood . It is obvious that in most cases, the color of each pixel is associated with the colors of the neighboring pixels and the local texture of the image. Therefore, the color of each pixel ( ) can be associated with local image characteristics extracted from the region . These characteristics can be considered as local spatial features of the image and can be helpful for the color reduction process. That is, using the values of the colors of , , local features can be defined which are considered next as image spatial features. As it can be observed in Fig. 3 , each pixel ( ) is related to its color values which are considered to be the first spatial features with additional features. This approach transforms the 3-D color feature space of the classical color quantization techniques to a more advantageous one of dimensions. No restrictions are implied for the type of local features. However, the features must represent simple spatial characteristics, such as min, max, entropy, and median values of the neighboring masks, etc. Fig. 1 presents an example of how a simple max feature influences and transforms the initial Red component (in an According to the above analysis, the color reduction problem can be considered as the problem of best transforming the original color image to a new one, having only colors, so that the final image approximates not only the principal color values, but also the local characteristics used. An effective approach to solve this problem is to consider it as a clustering problem and achieve its solution using suitable classifiers. It is obvious that every time that we use additional features, the feature space increases and color classes that could not be split before can now be separated. This is useful in many cases such as in color documents where text and background colors are similar. To solve this problem, the color reduction procedure must be applied in an adaptive mode. Specifically, this procedure follows a tree structure ( Fig. 2 ) with levels and nodes. In each level, an additional and proper set of features can be used so that new classes become visible. In each tree node, the color reduction technique is performed only on the pixels of the initial image that correspond to the color class produced in the previous level. The entire procedure is terminated when all the nodes of the tree have been examined. In the final stage, the extracted color image components are merged by a simple merging procedure.
The classifier used in each tree node is a powerful self-organized NNC with the structure shown in Fig. 3 . As it can be observed, it consists of a PCA and an SOFM NN. The use of PCA is essential due to the multidimensionality of the feature space. Through the PCA transform, the maximum variance in the input feature space is achieved and, hence, the discrimination ability of the SOFM is increased. It is well known that the main goal of an SOFM NN is the representation of a large set of input vectors with a smaller set of "prototype" vectors, so that a "good" approximation of the original input space can be succeeded. In other words, an SOFM NN optimally decreases the input feature space into a smaller one. The resultant feature space can be viewed as a representative of the original feature space and, therefore, it approximates statistical characteristics of the input space.
The PCA has input and output neurons. Usually, is taken equal to . It is used to increase the discrimination of the feature space. The SOFM has input and output neurons. The entire NN is fed by the extracted features and, after training, the neurons in the output competition layer of the SOFM define the classes. Using the NN, each image pixel is classified into one of the classes and it converts its color to the color defined by the class.
A. PCA Neural Network (NN)
As it was mentioned above, the first stage of the NN classifier is a PCA. The PCA NN transforms the input feature space to a new one in order for the maximum discrimination in the feature space to be obtained. The transformation is designed in such a way that the original feature set is represented by a number of effective "features" and yet retains most of intrinsic information contained in the data. Here, a single-layer feedforward NN is used to perform a PCA. Its structure is given in Fig. 4 . The PCA is trained using the Generalized Hebbian Algorithm (GHA) [7] . This is an unsupervised learning algorithm based on a Hebbian 
In our approach, the input vector is the dimensional feature vector and the output is usually taken equal to dimensional vector which is computed by the relation (5) where is the matrix of the PCA coefficients.
It should be noticed that after training, approximates with probability one the matrix whose rows are the eigenvectors of the covariance matrix, formed by decreasing eigenvalues. The output values of the PCA are the projections of the input vector to these eigenvectors.
B. SOFM NN
The main goal of the Kohonen SOFM NN is to classify a set of vectors into a one-dimensional (1-D) or 2-D matrix. It transforms the input of an arbitrary dimension into a 1-D or 2-D discrete map subject to a topological (neighborhood preserving) constraint. The structure of the Kohonen SOFM NN used is depicted in Fig. 5 . It has input and output neurons arranged in a 1-D grid. The input neurons are fed with the output values of the PCA. Each neuron in the competition layer represents one class which is associated not only with the color values but also with the spatial features used. By adjusting the number of the output neurons, we can define the number of the colors in the final image. The output neurons are related to the input neurons via the and coefficients.
The SOFM is competitively trained according to the following weight update function if for and otherwise (6) where are the input values, the learning parameter, the neighboring parameter (a typical initial value is less than 0.25), and the winner neuron. The values of parameters and are reduced to zero during the learning process. This learning algorithm is referred to as Kohonen's learning.
After training, the optimal color values correspond to the centers of the features classes obtained by the NN. Specifically, the values of the three color components for each optimal color are equal to the first three elements of the vectors (7) Next, the original image is rescanned and by using the NN, the new image is constructed with only color values in such a way that approximates the texture of the original image, according to the spatial features used. This procedure is applied to each tree node and the final image is constructed by simply merging the color images obtained in the nodes.
C. Split and Merging Conditions
To avoid the split of compact classes, split conditions can be used during the adaptive clustering process. The split conditions define when a class must be split more. These conditions are applied locally to each tree node or to each level of the tree. Analytically, the split conditions used are as follows. a) Variance of each class: A class is not split further if its variance is less than a threshold value. b) Variance of the class centers: The classes produced in each node of the tree are not split further if the variance of their centers is less than a threshold value. c) Increasing of the variance: In each level of the tree, each class is accepted if its appearances increase the variance of the centers of the classes. Otherwise, the specific class will not be split further. d) Minimum number of pixels in each class: The minimum number of pixels classified in each class cannot be less than a threshold value. e) Minimum number of samples: In each node of the tree, the number of the training points, i.e., the number of pixels belonging to the node class must exceed an upper bound. Additionally, in order to increase the clustering capabilities, merging conditions can be used in each level of the tree defining when classes are close enough and must be merged. Specifically, in each level of the tree, the Euclidean distances between the classes are determined and then the classes that have distances less than a threshold value, expressed as a percentage of the mean distance, are merged. This procedure is important because it leads to good color segmentation results by merging color classes that come from different paths of the tree. 
D. Image Subsampling
The proposed technique can be applied to color images without any subsampling. However, in the case of large-sized images and in order to achieve reduction of the computational time and memory size requirements, it is preferable to have a subsampling version of the original image. In order for the subsampling image to be a better representation (to capture better the image texture) of the original one, we choose to use a fractal scanning process, based on the well-known Hilbert's space filling curve [21] . The technique of fractal scanning technique is much more efficient in capturing features in a digital image than the commonly used techniques of raster scanning. The raster scanning techniques do not maintain the adjacency of the features in the image since their scanning direction is usually not identified with the one that the features specify. Feature extraction is more substantial when we succeed to retain the neighborhood relationship between the pixels. Thus, it is desirable that a technique scans one area of the image completely before moving to the next.
To generate the Hilbert curve we must start with the basic staple-like shape as depicted in Fig. 6(a) . The rest of the Hilbert curve is created sequentially using the same algorithm. Starting with the basic Hilbert curve, in each step we increase the grid size by a factor of two. Then, we place four copies of the previous curve on the grid. The lower two copies are placed directly as they are. The upper left quarter is rotated by 90 counterclockwise and the upper right quarter by 90 clockwise. Finally, the four pieces are connected with short straight segments to obtain the next step curve. To further improve the subsampling process, samples are taken, using a random process, not only on the peaks of the fractal curve but also in the neighbor of the peaks. Thus, we can better adjust the number of samples and capture the local image characteristics. Also, for better training results, in each epoch of the training procedure, the samples are different and taken using a clockwise procedure from the random samples of the fractal peaks. An example of the subsampling process is given in Fig. 6(b) . A complete description of Hilbert's curve is given in [21] .
E. Stages of the Method
According to the above analysis, the stages of the proposed adaptive color reduction technique are the following. 
III. EXPERIMENTAL RESULTS
The proposed method has been implemented in a visual environment. The PCA and the SOFM NNs are implemented and tested using the developer version 3.02 of the NN package NeuralSolution (NeuroDimension, Inc.). Due to the space limitation, only six characteristic experimental results are presented. However, the program implementing the entire adaptive color reduction technique can be downloaded and tested from the site: http://ipml.ee.duth.gr/~papamark/Index.html.
Experiment 1: This example demonstrates the application of the proposed method for the color reduction of the mixed-type color document shown in Fig. 7(a) . The size of the original image is 1104 616 pixels with 150 dpi resolution and the number of unique colors in the image is 179 473. For subsampling, 115 280 pixels are used, distributed in ten pixels per fractal curve peak. In this example, the proposed method uses only one spatial feature described by the horizontal edge extraction mask of Prewitt (8) The form of the tree is binary with two levels each, one of which has two nodes. No split and merging conditions have been applied and the RGB color scheme is used. The application of the proposed technique results to the image shown in Fig. 7(b) with only the following four RGB colors
The proposed adaptive color reduction technique can be used to determine the proper number of the dominant colors in an image. This can be done if we define suitable split and merging conditions. For example, let us consider a tree with four levels each, one with four nodes (a total number of 256 nodes) and the following split and merging conditions.
• The split threshold value for the variance of each class is taken equal to seven.
• The threshold value for the variance of class centers is equal to 12.
• The minimum number of samples is equal to 20.
• The minimum number of pixels in each class must be greater than 100.
• The increasing of the variance condition.
• The threshold value for the merging condition is taken equal to 70% of the mean distance.
Using these parameters, the adaptive color reduction technique results only to the following four colors and the image obtained is depicted in Fig. 7(c) . Comparing  Fig. 7(b) and (c), we can observe that the two images have similar colors. For comparison reasons, the colors of the same image are reduced to four using the method of Dekker (NQ) [5] , MC [8] , and the Paint Shop Pro image processing software. The images obtained are shown in Fig. 8(a)-(c) , respectively. As it can be optically observed, the proposed technique has better color segmentation results. The MC algorithm provides good color results but, unfortunately, the color area produced is not solid and many regions with dithering appear.
It should be noticed that the results obtained using the proposed technique are not unique. Different color reduction results can be obtained if the system is fed with different spatial features, split and merging conditions, etc.
Experiment 2: This second example demonstrates the influence of different types of spatial features applied on the image of Fig. 9(a) . The image size is 200 200 pixels with 94 dpi resolution and 26 422 unique colors. The subsampling starts with 18 200 samples with seven random samples per fractal peak. The color reduction algorithm is applied using the RGB color scheme and no split and merging conditions are specified. Fig. 9(b) indicates the results obtained for nine colors and without using spatial features. In this example, four different types of spatial features are applied independently. The first feature is the contour feature with bias
The second feature is extracted by using the Kirsch mask [25] (10)
The Kirsch operators are edge detection operators and approximate the image first derivative. The other two features are extracted by using the nonlinear operation of min and max. The min operator applies a spreading of black areas and shrinking of white areas. The max operator has the effect of applying a spreading out of white areas and choking in black areas. In order to clarify the influence of the feature type, Fig. 9 shows the images obtained by the application of the contrast, Kirsch, min, and max operators. We can see that the texture of the images obtained approaches the characteristics of the spatial features used.
Experiment 3: This experiment demonstrates the application of the proposed method to the natural image of Fig. 10(a) , whose size is 613 384 pixels with 300 dpi and has 54 875 unique colors. The proposed technique is applied for a tree constructed of three levels with six, three, and two nodes per level, respectively. This structure means that the tree has 6 3 2 36 nodes. In the first two levels the contour features (9) are used while, in the last level, we apply features extracted by using the mean value operator. The sampling points in each node are equal to 3981 10 (ten random samples per fractal peak) and the RGB color system is used. Initially, the algorithm runs without applying any split or merging condition and results in the image shown in Fig. 10(b) . Next, we solve the same problem using now split and merging conditions. Specifically, the threshold value for the merging conditions is taken equal to 20% while for the split conditions we use only the variance of the class centers condition. Doing this, the color reduction algorithm results in the image of Fig. 10(c) , which has only 11 unique colors. Comparing Fig. 10(b) and (c), it can be observed that in the resultant image, the dominant colors remain. If we solve the same problem using the HIS color space, the technique results in the image shown in Fig. 10(d) which has only 14 colors. Even if the image has a larger number of colors, the colors obtained are close to those of Fig. 10(c) .
Experiment 4: In this experiment we present comparative results between the proposed ACR algorithm and other wellknown color quantization techniques. It should be noticed that the proposed technique could not be considered only as a color quantization method due to its ability to exploit spatial characteristics in an adaptive process. That is, the comparative results presented in this example are only referred to as the basic mode of operation of the ACR technique and does not clarify its advantages in other tasks. Some of these advantages are clarified in other experiments.
One of the most important goals of a quantization process is to make the perceived difference between the original and its quantized representation as small as possible. The perceived difference can be considered also as perceived image quality or perceived image similarity. In general it is very difficult to define and calculate objectively such measures. In fact, there is no good objective criterion available. However, in image quantization literature it is common to use some image dependent distortion measures [2] , [8] , [26] , [29] The results of the adaptive color reduction algorithm presented in this experiment are obtained without use of the PCA and with the following default specifications for the Kohonen SOFM.
• Linear reduction of step size and neighborhood.
• Step size beta .
• Initial neighborhood round [0.6 output neurons].
• Neighborhood beta when output neurons .
• SOFM weight variance 0.000 001.
• Max epochs 5000. For comparison reasons, we use the methods of NQ [5] , MC [8] , Padie [10], minimum variance (MV) [15] , [30] , and Wu [31] . All techniques are applied to the image shown in Fig. 11 , which has 321 240 pixels and 22 350 unique colors. Table I demonstrates the quantization results obtained for two, four, eight, 16, 32, 64, 128, and 256 colors. Table II gives the values for the six quantization criteria and Fig. 12 presents graphically the variation of some of them. These results clearly indicate that the ACR provides, in most of the cases, and according to the majority of the criteria, the best quantization results. However, again it should be noticed that the ACR technique could be used in many different ways and not only for color quantization.
Experiment 5: In this example, the ACR technique is applied to the complex color document shown in Fig. 13(a) . This document has a large-size noisy background, text, and a color image. The original image has 1275 1755 pixels and 133.844 unique colors. The application to this document of any color quantization technique leads to images with noisy background. This hap- pens because the basic criterion of the color quantization technique is the color similarity for any pixel. Fig. 13(b) -(e) give EXPERIMENT 5 the quantization results obtained by using MC, NQ, Wu, and MV techniques for 14 colors. The ACR technique is applied by using the following.
• A 3 3 3 3 tree structure.
• 5 5 mean spatial features in every tree node.
• A threshold value of 35% for the merging conditions. The final image obtained is shown in Fig. 13(f) , where it can be observed that the background noise has been substantially suppressed, i.e., the background obtains homogeneous colors and, in general, the quantized document is optically better. It should be noticed that this happens though the quantization errors, given in Table III a badly illuminated document. The original color document is shown in Fig. 14 and our aim is to reduce the colors to two and simultaneously filter the image. The application of any quantization technique, even the ACR technique without spatial features, results into a dark zone in the left part of the document that covers the text (see Fig. 15 ). To overcome these difficulties the ACR technique is applied by using the following. a) A 2 2 2 2 tree structure. b) The following spatial features in every tree node.
• The 5 5 minimum value.
• The 3 3 Laplace operator c) A threshold value of 75% for the merging conditions. Fig. 16 shows the final image obtained with only two unique colors. The color reduction results are obviously better because the document is filtered and the characters are well defined.
IV. CONCLUSION
This paper proposes a general color reduction technique which is applicable to any color image. The proposed technique is based on a NN structure which consists of a PCA and a Kohonen SOFM. The training set of the NN consists of the image color values and additional spatial features extracted in the neighborhood of each pixel. These features describe image local characteristics. Therefore, the color of each pixel is related with the colors and the texture of the neighboring pixels. Therefore, the final image not only has the proper colors, but its structure approximates the local characteristics used. This is important for many applications such as segmentation and recognition systems. The proposed technique can be used with any color scheme and is suitable for drastic reduction of the colors contained in a color image.
The ACR procedure is accompanied with split and merging conditions that define if the classes must be split or merged. This procedure is important because it results in a small number of colors. In this way, it can be considered as a technique for the detection of the number of dominant colors in an image. This technique is especially significant in the case of mixed type color documents where we have text with different colors and many color images and graphics.
In order to speed up the entire algorithm, a fractal subsampling procedure based on Hilbert's space filling curve is applied.
