A computer-aided detection (CAD) system is introduced in this paper for detection of breast lesions in dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI). The proposed CAD system firstly compensates motion artifacts and segments the breast region. Then, the potential lesion voxels are detected and used as the initial seed points for the seeded region-growing algorithm. A new and robust region-growing algorithm incorporating with Fuzzy C-means (FCM) clustering and vesselness filter is proposed to segment any potential lesion regions. Subsequently, the false positive detections are reduced by applying a discrimination step. This is based on 3D morphological characteristics of the potential lesion regions and kinetic features which are fed to the support vector machine (SVM) classifier. The performance of the proposed CAD system is evaluated using the free-response operating characteristic (FROC) curve. We introduce our collected dataset that includes 76 DCE-MRI studies, 63 malignant and 107 benign lesions. The prepared dataset has been used to verify the accuracy of the proposed CAD system. At 5.29 false positives per case, the CAD system accurately detects 94% of the breast lesions.
Introduction
Breast cancer is the most frequent type of cancer and the second leading cause of cancer deaths among women worldwide [1] . Dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) is an established medical imaging technique in screening, diagnosis, and staging of breast cancer. MRI produces cross-sectional images of a breast with higher sensitivity compared to mammography and ultrasound. Additionally, this imaging modality does not use ionizing radiation as opposed to X-ray mammography [2, 3] . However, interpretation of 4D DCE data is needed to analyze breast MRI. Evaluation of the enormous amount of images for each patient is a time-consuming process, and it depends on a radiologist's expertise and experience [4] . Moreover, some important details which could affect the final diagnosis may be missed. Computer-aided detection (CAD) systems are introduced to help the radiologist for analyzing biomedical data [5] [6] [7] . A breast MRI CAD system that marks suspicious locations of a breast can avoid overlooked or misinterpreted lesions and reduce the analysis time.
A limited number of studies deal with the automatic detection of lesions in breast DCE-MRI. The method developed by Ertas et al. [8] segments breast regions using a cellular neural network and detects lesions by performing 3D template matching on the normalized maximum intensity-time ratio maps. Renz et al. [9] suggest applying a hierarchical 3D Gaussian pyramid method to segment breast lesions. Vignati et al. [10] discover breast lesions using a normalization technique based on the contrast-uptake of mammary vessels. Chang et al. [11] utilize kinetic and 3D morphological features to spot focal tumor breast lesions.
All of the mentioned studies report the detection rate only for mass-like lesions without considering non-mass-like enhancing lesions. According to the BI-RADS breast MRI lexicon [12] , a mass is a 3D space-occupying lesion. Comparatively, the enhancement of an area that is not a mass refers to a non-mass-like enhancing lesion. The detection of non-mass-like enhancing lesions is a vital issue, because a large number of breast lesions have non-mass-like enhancement. It is shown that 20-30% of all invasive lesions and majority of the DCIS lesions are non-mass-like enhancement [13] . To date, only GubernMérida et al. [14] offer an automated approach for localizing both mass and non-mass-like enhancing lesions in breast DCE-MRI. In their method, lesion candidates are located based on the blob and relative enhancement voxel features. Then, the region-based morphological and kinetic features are utilized to identify the malignancy score of lesion candidates. They only report malignant lesions as a result of their CAD system.
The target of this study is to implement an automated CAD system for detecting both benign and malignant breast lesions with mass-like or non-mass-like enhancement in DCE-MRI. A new and robust seeded regiongrowing algorithm based on the vesselness filter and Fuzzy C-means (FCM) clustering method is proposed for the segmentation of any potential lesion regions. This is the first time that FCM clustering and vesselness filter are incorporated in the seeded region-growing algorithm. The proposed method begins by correcting motion artifact and segmenting breast region. Subsequently, the voxels that might belong to breast lesions are segmented out and taken as initial seed points of the region-growing algorithm. Finally, the spurious candidate regions are removed by 3D morphological characteristics and kinetic features. Free-response operating characteristic (FROC) curve is utilized to evaluate the performance of the presented CAD system with the prepared database of manually annotated benign and malignant lesions which include both mass-like and non-mass-like enhancement. This paper is arranged into the following sections. In Section 2, the clinical breast MRI scans used in our research are introduced. After explaining the proposed CAD system in Section 3, the experimental results are discussed in Section 4. Finally, the conclusions of the research outcomes are presented in Section 5.
Breast MRI database
The breast MRI scans from 76 women, with ages between 25 and 69 years and average of 48, are used in this study to verify the accuracy of the proposed CAD system. The cases are collected from Noor medical imaging center in Tehran between January 2012 and January 2016. Because of questionable abnormalities in previous mammogram and/or ultrasound, these women undergo breast MRI. Ethics approval is obtained from the Institutional Review Board, and informed consent is waived. Breast MRI scanning process is performed in the prone position with a dedicated four-channel breast coil (CP breast Array, Siemens) on a 1.5 Tesla Siemens scanner (Magnetom, Simphony). The axial T1-weighted breast volumes are acquired by a 3D fast low angle shot (FLASH) pulse sequence. The clinical imaging parameters are as follows: matrix size = 320 × 320 or 448 × 448 or 512 × 512, field of view = 370-430 mm, flip angle = 14°, repetition time (TR) = 4.7 ms, echo time (TE) = 1.5 ms, and slice thickness = 2-2.8 mm. Fifty-six axial slices are utilized to cover the entire breast. The DCE-MRI data sets are acquired before and after a bolus injection of 0.1 mmol/kg of contrast agent (Gd-DTPA) with an interval of 75 s. The first sequence is taken before an intravenous agent injection followed by five post-contrast series.
The prepared dataset includes 107 benign and 63 malignant lesions which are confirmed by histopathological examinations or supported by clinical follow-up. From a total number of lesions included in this study, 125 lesions have mass-like enhancement and 45 lesions have non-mass-like enhancement. For our dataset, the lesion radius ranges from 2.50 to 37.18 mm with an average of 12.25 mm and standard deviation of 9.75 mm. The benign lesions are 51 fibrocystic changes, 35 papillomas, and 21 fibroadenomas. The malignant lesions contain 35 invasive ductal carcinomas (IDC), 19 ductal carcinoma in situ (DCIS), and 9 invasive lobular carcinomas (ILC). An expert radiologist, with more than 5 years of experience in breast DCE-MRI examination and diagnosis, retrospectively annotates the lesions in a dedicated breast DCE-MRI annotation environment [15] . The reports are the basis for identifying size, location, and mass-like or non-mass-like enhancement of the lesions. The lesion segmentation process is manually performed on the subtraction volume which is generated by subtracting the image intensities of the first post-contrast sequence from the pre-contrast sequence. The prepared dataset (IUST-BREASTMRI-DATASET1) is available in our website: http://een.iust.ac.ir/profs/Shokouhi/IUST-BREASTMRI-DATABASE.
Methodology
The block diagram of the proposed CAD system for the automatic detection of breast lesions in DCE-MRI is presented in Fig. 1 . As the first processing steps, motion artifacts are corrected and the breast region is segmented. Then, the potential lesion voxels are detected and utilized as the initial seed points for region-growing algorithm. Subsequently, the region-growing method based on FCM clustering algorithm and vesselness filter segments the potential lesion regions. Eventually, a discrimination step is used by relying on the morphological and kinetic features as inputs to the support vector machine (SVM) classifier to reduce false positives detections. The processing steps are sequentially explained in the following subsections.
Motion correction
Respiration, cardiac motion, muscle relaxation, and involuntary movements of a patient cause motion artifacts which are inevitable due to relatively long acquisition period of breast DCE-MRI. Motion artifacts can influence the lesion kinetic characteristics and also increase false positive findings by generating spurious enhancing voxels. In this research, motion correction is performed by registering all five post-contrast sequences to the pre-contrast sequence. The registration step contains a rigid transformation followed by a non-rigid B-Spline transformation [16] based on mutual information similarity measure [17] . The rigid transformation which contains translation and rotation provides global alignment of two images. Likewise, the local differences between the images are minimized by non-rigid transformation. For rigid registration, 1000 iterations of the stochastic gradient descent optimizer have been performed. For non-rigid B-spline registration, three resolutions and 64 histogram bins have been utilized and the gradient descent optimization algorithm is applied in each resolution performing 200 iterations. The registration process has been implemented using medical image registration toolbox (MIRT) [18] . The influence of motion correction for a sample subtracted image at the fifth postcontrast time point is presented in Fig. 2 .
Breast region segmentation
Breast region segmentation is automatically performed to decrease the computational burden and avoid false positive findings due to enhancing tissues of the heart and vessels outside of the breast. The segmentation procedure in [19] is applied to extract the breast region. The breast segmentation pipeline consists of four consecutive stages: local adaptive thresholding, connected component labeling operation to exclude the extra regions in the binary image, horizontal projection to delineate the breast region, and both hole-filling and morphological closing operators to eliminate the discontinuities in the breast region. The breast segmentation approach has been applied on nonfat-suppressed images due to high signal intensity of fat tissue that makes a high contrast between adjacent regions. Hence, the breast boundary is detected by applying a prior registration and then translating the obtained breast masks in nonfat-suppressed images to the subtracted images. Figure 3 shows breast region segmentation method using sample images. The breast region is firstly detected on the nonfat-suppressed image, and then, the obtained breast mask is translated to the subtracted image by applying the registration method.
Detection of potential lesion voxels
The next step is to segment out the voxels that might belong to the breast lesions. Following injection of contrast agent, enhancement of signal intensity occurs in all breast lesions except in cysts. Therefore, the enhancing voxels in post-contrast sequences are dubious to be a part of breast lesions. For detecting potential lesion voxels, the maximum enhancement ratio is utilized using the following equation [8] :
where I 0 and I t are the intensity values on pre-contrast and t th post-contrast sequences, respectively, and (x, y, z) is related to a voxel location. Afterwards, the maximum enhancement ratio is convolved with a Gaussian smoothing filter at 10 exponentially distributed scales between 0 and 10 mm. Because of the various sizes of the breast lesions, different scales are computed and the highest response is chosen for each voxel. Eventually, local maxima of voxel values are found based on a spherical kernel with a radius of 10 mm. The achieved points are potential lesion voxels which are utilized to detect breast lesions. However, the signal intensity of voxels in the blood vessels, noise, skin, and fibroglandular tissues can be similar to those of the lesion voxels. Hence, some of the detected potential lesion voxels do not belong to the lesions. In order to remove these false detections, a combination of FCM clustering and vesselness filter has been used. FCM clustering technique is utilized to partition the voxels based on the signal intensity variation over time (one pre-contrast and five post-contrast time points) into two categories: lesion and non-lesion. Signal intensity variation over time is one of the tissue characteristics which is widely used for the segmentation and classification of breast lesions [20, 21] . Figure 4 presents signal intensity variation over time for some randomly chosen voxels which belong to different lesion and nonlesion tissues. As shown in this figure, the signal intensity variations of voxels in the lesion and non-lesion tissues have different characteristics. Each voxel is represented using signal intensity variation over time as written here,
where x i represents the data vector for the i th voxel, N is the number of voxels, I it t ¼ 0; 1; ⋯; T À 1 ð Þ is the intensity value of the i th voxel at time point t , and T is the number of time points (T ¼ 6). FCM clustering process is performed based on minimization of the objective function by iteratively updating the membership functions and the cluster centers. The objective function, cluster centers, and membership functions are defined here [22] :
where m∈ 1; ∞ ½ Þ and controls the fuzziness of the clustering results, w is the number of clusters, v k is the center of the k th cluster, and μ ki is the membership values of i th voxel to k th cluster which continuously ranges from 0 to 1. Utilizing the class membership values of voxels, two membership matrices are created ( μ lesion and μ nonlesion ). In Fig. 5 , the lesion membership matrices are shown for two sample images. Each entry in this matrix represents Fig. 3 Demonstration of the breast region segmentation method using sample images. a Nonfat-suppressed image. b Breast segmentation from a. c The subtracted image at the first post-contrast time point and d breast segmentation from c Fig. 4 Comparison of signal intensity variation over time in lesion and non-lesion tissues. Blue and red curves present signal intensity variation over time (one pre-contrast and five post-contrast time points) for twenty voxels which belong to different lesion and non-lesion tissues, respectively the degree of similarity between corresponding voxel and lesion tissue. By thresholding the lesion membership matrix, spurious candidate voxels which may belong to noise or normal breast tissues are eliminated. As it can be observed from this figure, the vessels show contrast enhancement similar to the breast lesions. It means that the FCM clustering places the voxels which belong to the mammary vessels and breast lesions in one cluster. Thus, the potential lesion voxels which belong to the vessels should be detected and eliminated to reduce false positive detections.
To identify mammary vessels, we apply Hessian-based filter introduced by Frangi et al. [23] which is one of the most well-known vesselness filters. In the scale space, the second-order derivative of an image I 0 p ð Þ ¼ I 0 x; y; z ð Þ is called Hessian matrix and can be obtained by Eq. 6:
where p ¼ x; y; z ð Þ is a voxel location and I σ is a blurred image at a certain scale defined as:
where ⨂ is the convolution operator and G σ x; y; z ð Þ is the 3D Gaussian kernel defined as follows:
where σ is the standard deviation and has to be set according to the approximate width of the vessels. Eigenvalues of the Hessian matrix present a good geometric interpretation of the image; hence, they are used to detect different structures. In our approach, the eigenvalues of the Hessian matrix are sorted as: λ 1 j j < λ 2 j j < λ 3 j j and according to Eqs. 6-8, they depend on the voxel location and standard deviation. Frangi et al. [23] notify that a voxel belonging to a white vessel on a black background is given by small λ 1 and high negative values of λ 2 and λ 3 . The vesselness function is defined here [23] as follows: where α and β are fixed to 0.5 and c is the half of the maximum Hessian norm. Moreover, R A , R B , and s are given as follows:
The term R A distinguishes between plate-like and tubular-like structures, R B describes the deviation from a blob-like structure, and s represents the difference between vessel and background. Due to different diameters of mammary vessels, the vesselness filter is applied at six exponentially distributed scales between the maximum and minimum scales which are σ min ¼ 0:5 and σ max ¼ 1 and the highest value is chosen for each voxel.
Vessel detection is performed on the subtracted images at the first post-contrast time point due to the maximum contrast enhancement of vessels in the early frames. The obtained result from the vesselness filter for a sample image is presented in Fig. 6 . The value of each entry in the response matrix ranges from 0 to 1 and demonstrates the degree of similarity of each voxel to the vessel.
Lesion membership matrix obtained by the FCM algorithm and the response of the vesselness filter are then thresholded to eliminate the false positive detections in the potential lesion voxel set. The threshold level is chosen equal to 0.5 for both the lesion membership matrix and response of the vesselness filter. Lesion membership matrix is now converted to a binary image which shows normal voxels in black and lesion voxels in white. Also, a binary image is generated for response of the vesselness filter which shows non-vessel voxels in black and mammary vessel voxels in white. Consequently, the voxels with label one from the thresholded lesion membership matrix and label zero from the thresholded response of the vesselness filter are selected as the final potential lesion voxels.
Detection of potential lesion regions
In the previous processing step, the potential lesion voxels are segmented out using a combination of the maximum enhancement ratio, vesselness filter, and FCM clustering. The obtained potential lesion voxels are used as the seed points for the seeded region-growing algorithm to segment the potential lesion regions. The seeded region-growing algorithm is used because it is simple and robust [24] . The seeded region-growing algorithm starts with an initial seed voxel and tries to compare its neighborhood voxels with this seed according to a specific homogeneity criterion and then enlarges the size of the region iteratively. If the neighboring voxel satisfies the homogeneity criterion, it will be joined to the segmented region. Twenty-six neighbors of the new voxel are tested according to the homogeneity criterion, and then, this process will be continued in the same way. The initial seed voxel and homogeneity criterion are usually selected manually [25] . In this study, an automated version of the seeded region-growing algorithm is performed for choosing the parameters. The detected potential lesion voxels are considered as the initial seed voxels, and the attributes which are used to select the potential lesion voxels are considered as the growth criteria of the seeded region-growing algorithm. The neighborhood voxels with label one from the thresholded lesion membership matrix and label zero from the thresholded response of the vesselness filter are considered to be in the potential lesion region.
False positive reduction
Despite the elimination of spurious candidate voxels in Section 3.3, the potential lesion regions are not only breast lesions and there are still some false positive findings. The existence of these false detections can effect on the performance of the CAD system. In order to reduce false positive detections, a discrimination step is used to determine whether a potential lesion region is a true lesion or a false positive detection. This is achieved by classifying the potential lesion regions into two classes, lesion and normal breast tissue, based on the morphological and kinetic features as inputs to the SVM classifier. The main reason for choosing SVM classifier is its high generalization ability, robustness to outliers, and absence of local minima [26] . For classifying the potential lesion regions, morphological and kinetic features are calculated after applying the 3D-connected component algorithm [27, 28] Fig. 7 Comparison of FROC curves for breast lesion detection with and without motion correction described in [21, 29] . To characterize the kinetic features, maximum enhancement (ME), time to peak (TP), uptake rate (UR), washout rate (WR), and area under the curve are extracted from the time-intensity curve of each voxel. These kinetic features are computed according to the relative signal enhancement [14] :
For each voxel in the potential lesion region, ME, TP, UR, and WR are defined here [14, 21] as follows:
For each potential lesion region, 19 features are totally extracted which contain kinetic parameters for seed point of the segmented region, the average and standard deviation of the kinetic parameters for the entire voxels in the segmented region, and four morphological features. Each potential lesion region is classified by feeding its feature vector as the input to the SVM classifier. More details about the SVM is available in [26] . In this study, 76 cases are utilized to evaluate the performance of the proposed CAD system. A fivefold crossvalidation is performed to achieve unbiased detection results. The number of lesions is approximately considered similar for all folds. The SVM classifier distinguishes true lesion region from the false one in the false positive reduction stage. In order to find an optimal configuration for the classifier, we investigate linear SVM and nonlinear SVM with polynomial and RBF kernels with different parameters [26] . The parameters that should be set for the classifier are cost C , polynomial degree d , and kernel scale γ . Cost C ranges between 2 Ài and 2 i ,i ¼ 0; 5; 10 ½ . Kernel scale γ ranges between 2 Ài and 2 i , i ¼ 0; 5; 10 ½ . In addition, polynomial degree d varies between 1 and 5. We have experimentally found that the highest averaged accuracy can be achieved using the RBF kernel with c ¼ 2 10 and γ ¼ 2 À5 . Two quality metrics, the detection rate and false positive per case, have been used to evaluate the results of the lesion detection process. Detection rate is the number of true positive detections divided by the total number of lesions, and false positive rate per case is the number of false positive detections divided by the total number of cases. A plot of detection rate vs. false positive rate per case, by changing the decision threshold, provides the FROC curve [30] . In the false positive reduction step, SVM assigns a probability value to each potential lesion region. If the assigned probability value is larger than or equal to the threshold value, the potential lesion region is classified as a true lesion region. By changing the threshold level between 0 and 1 with a step of 0.1, FROC curves can be generated. Table 1 shows the obtained values of detection rate, false positives per case, and number of undetected lesions according to the different threshold values.
The influence of the motion correction process on the performance of the proposed CAD system is investigated primarily. Figure 7 shows the FROC curves obtained for breast lesion detection with and without applying motion correction. As it can be observed from Fig. 7 , the motion correction process offers a better performance for detecting breast lesions.
In the proposed CAD system, the breast region is automatically segmented to avoid false detections caused by enhancing tissues of the heart and vessels outside of Figure 8 shows FROC curves obtained from the proposed CAD with and without the breast segmentation step. The breast segmentation process improves the performance of the CAD system by reducing false positive detections.
An accurate segmentation of the potential lesion regions plays an important role in a CAD system because it influences the values of the extracted features and accuracy of the classifier to reduce false positive findings. In this work, we introduce the seeded region-growing algorithm where the initial seed point and homogeneity criterion are selected based on the FCM and vesselness filter. The performance of the proposed CAD system is evaluated using different criteria for the seeded regiongrowing algorithm. The proposed seeded region-growing algorithm is compared with different region-growing algorithms with and without vesselness filter and applying only FCM. FROC curves obtained from different regiongrowing algorithms are shown in Fig. 9 . It is clear that the proposed region-growing algorithm based on vesselness filter and FCM provides higher detection rates at the lower false positives per case in comparison with other region-growing algorithms. Figure 10 illustrates FROC curves obtained for malignant, benign, and all lesions. The presented CAD system has better performance for detecting malignant lesions. Due to similar features of benign lesions and some normal tissues such as vessels, fibroglandular, and skin, distinguishing benign lesions is a challenging process. Some examples of benign and malignant lesions detected by the proposed CAD system are shown in Fig. 11 . Also, some selected samples of the false positive detections in normal cases are shown in Fig. 12 .
To date, only a few studies have investigated automatic detection of breast lesions in DCE-MRI. Table 2 summarizes the accuracy for the proposed CAD system in comparison with other related works. It is worth mentioning that their own datasets have been employed for the evaluation procedures. Ertas et al. [8] obtain higher performance metric values than others reported in the literature. However, their approach is validated on a smaller number of cases compared to other studies. Gubern-Mérida et al. [14] validate their method on 209 MRI cases, which is larger than the other datasets. However, the mentioned dataset does not include benign lesions while the discrimination of benign lesions from the normal breast tissues is one of the challenging issues in a CAD system. Among the mentioned studies, only GubernMérida et al. [14] and Chang et al. [11] present their results based on FROC analysis. Vignati et al. [10] and Renz et al. [9] do not evaluate the performance of their methods on non-mass-like enhancement lesions. Chang et al. [11] and Ertas et al. [8] do not clearly express whether their evaluations are performed on non-mass-like lesions.
Conclusions
In this paper, a CAD system is proposed for detecting breast lesions in DCE-MRI. The contribution of the CAD system is to detect potential lesion regions using a region-growing algorithm with new criteria based on FCM clustering and vesselness filter. Moreover, 3D morphological characteristics and kinetic features are utilized to eliminate the spurious candidate regions. The proposed algorithm is applied to the prepared dataset (IUST-BREASTMRI-1) with and without motion correction. Additionally, the effect of using the breast segmentation algorithm is investigated. The qualitative and quantitative results indicate that the performance of our CAD system has been improved significantly by applying the motion correction and breast segmentation steps. Future research will aim at improving the performance of the proposed CAD system by reducing false positives findings and increasing the ability of approach to separate benign lesions and normal breast tissues. 
