It is well known that in quantum theory, thermal equilibrium at inverse temperature β corresponds to the density matrix (1/Z) exp(−βH). But a density matrix that is not pure can arise from many different distributions of the wavefunction. We address in this paper the question which distribution of the wavefunction corresponds to thermal equilibrium, or, in other words, which distribution of the wavefunction represents the canonical ensemble. We propose here, and argue for, a specific candidate.
Introduction
A quantum system in thermal equilibrium has random wavefunction Ψ. However, it has never been specified in the literature, to our knowledge, what the distribution of Ψ is, given the inverse temperature β. In this paper, we specify a probability measure µ = µ H,H,β on the unit sphere 1 S(H) of a Hilbert space H, defined in terms of β and the Hamiltonian H, and argue that µ represents the thermal equilibrium distribution, or "canonical ensemble." Our argument is based on the following properties of µ.
(i) The density matrix ρ arising from µ in the sense in which with every probability measure on the unit sphere S(H) of the Hilbert space there is associated a density matrix,
is the density matrix corresponding to thermal equilibrium at the inverse temperature β, ρ = 1 Z exp(−βH) with Z := tr exp(−βH).
(ii) µ is stationary, i.e., invariant under the unitary time evolution generated by H.
(iii) If Ψ is µ H,H,β -distributed, then the (conditional) wavefunction Ψ 1 of a subsystem S 1 that is (approximately) decoupled from its complement, has again a distribution µ 1 = µ H 1 ,H 1 ,β of the same kind as µ, with the same inverse temperature β, arising from the Hamiltonian H 1 of S 1 . (The detailed statement will be given in Section 5.)
(iv) Adding a constant E to the Hamiltonian does not affect µ, i.e., µ H,H+E,β = µ H,H,β .
(v) µ is defined in a simple way in terms of β and H, like the density matrix ρ and the classical canonical distribution on the phase space, whose density relative to the phase space volume measure dq dp is ρ class (q, p) = dq ′ dp
with H(q, p) the classical Hamiltonian function.
Whether these properties uniquely select µ, we do not know. Certainly, the density matrix alone does not determine the distribution of the wavefunction.
2 It is also easy to see that (i) and (ii) together do not suffice to determine the distribution (see Section 4).
The notion that µ is the correct equilibrium distribution could be further supported by deriving it as the distribution of the (conditional) wavefunction of a subsystem of a much bigger system ("heat bath") whose wavefunction obeys a "microcanonical distribution" (whichever distribution that may be). This derivation we postpone to future work, see [4] . Further support could come from the stability of µ against small perturbations of H, whereas other distributions may change completely in the long-time average after a perturbation. We leave the task of studying the stability properties of µ to future research.
We now elucidate the benefits of knowing the equilibrium distribution. But before, we point out to what questions it is not relevant: since the density matrix of a system encodes the probabilities for all possible experiments on the system, it is impossible to distinguish empirically between different distributions of the wavefunction consistent with the same density matrix (1) . As a consequence, to know the distribution of the wavefunction, rather than merely the density matrix, is unnecessary for predicting any observable phenomena. However, any theoretical justification of the density matrix (2) from first principles must obtain it from a distribution of the wavefunction, and must justify this distribution. That is why the distribution µ is of great conceptual value. We remark that in addition, µ provides us with a notion of a typical wavefunction, which is 2 This is a general fact about density matrices, and can perhaps be seen best at the example ρ = relevant to all questions of the sort whether most wavefunctions have a certain property. As a particular such case, any justification of the second law of thermodynamics in quantum mechanics, proceeding in analogy to Boltzmann's justification of the second law in classical mechanics, needs to argue that the behavior described in the second law (such as entropy increase) occurs for most wavefunctions-thus relying on a measure on Hilbert space-from a suitable set of possible initial wavefunctions, a set defined, perhaps, by a certain "macrostate." Why has the measure µ H,H,β not been discovered earlier? For one thing, µ H,H,β is not an obvious measure on Hilbert space, and it is not so easily found when searching for the thermal equilibrium distribution of wavefunctions. (A priori, it may also be unclear whether such a distribution exists.) But the foremost reason is the unfortunate tendency in quantum physics to regard as unphysical those variables that cannot be measured. Instead one should regard as unphysical those variables that have no influence on any variable that can be measured, which leaves wavefunctions (and, e.g., vector potentials) among the physical variables.
Brody and Hughston [2] have made an interesting proposal as to which distribution of the wavefunction could be the canonical distribution. They observe that the projective space arising from a finite-dimensional Hilbert space, endowed with the dynamics arising from the unitary dynamics on Hilbert space, can be regarded as a classical Hamiltonian system with Hamiltonian function H(Cψ) = ψ|H|ψ / ψ|ψ , and define their canonical measure, which is different from µ, in the way one would define it for a classical Hamiltonian system, as having density proportional to exp(−βH(Cψ)) relative to the natural volume measure arising from the norm on Hilbert space. However, this measure leads to a density matrix different from the usual one (2), and there is no reason why it should be inherited by (conditional) wavefunctions of subsystems, as described in (iii) above. We thus believe that the distribution considered by Brody and Hughston is not the correct one.
The paper is organized as follows. In Section 2 we define µ H,H,β and obtain several ways of writing it. In the subsequent sections, we demonstrate the claims (i)-(iv) above. In Section 3 we compute the corresponding density matrix, which is (1/Z) exp(−βH), and in Section 4 we discuss stationarity of µ. In Section 5 we determine the (conditional) wavefunction of a subsystem, and find it to be µ H 1 ,H 1 ,β distributed. In Section 6 we show that adding a constant to the Hamiltonian does not affect µ.
Definition of the Measure
We make the standard assumption that
a necessary condition for the existence of thermal equilibrium, as is reflected by the fact that otherwise the density matrix (2) does not exist. It entails that the system under consideration has only bound states, i.e., that the Hamiltonian H has pure point spectrum, and that every eigenspace has a finite dimension. We can thus, in particular, pick an orthonormal basis {|n } of Hilbert space H consisting of eigenvectors of H, H|n = E n |n . The definition of µ makes use of two auxiliary measures
which are defined as follows. µ G is the Gaussian measure with covariance matrix exp(−βH). More precisely, let Z G n be a sequence of independent complex-valued random variables having a (rotationally symmetric) Gaussian distribution in C with mean 0 and variance
i.e., Re Z G n and Im Z G n are independent real Gaussian variables with mean zero and variance 1 2 exp(−βE n ). We define µ G to be the distribution of the random vector
Note that Ψ G need not be normalized, i.e., need not lie on S(H). In order that Ψ G lie in H at all, we need that the sequence Z G n be square-summable, n |Z G n | 2 < ∞. That this is almost surely the case follows from
thanks to the assumption (4). Note further that µ G does not depend on the choice of the basis {|n }, but only on β and H:
• Replacing |n by exp(iθ n )|n does not change the distribution of Ψ G because the distribution of Z G n is rotationally symmetric.
• If an eigenvalue E of H is degenerate and the eigenspace is spanned by |n 1 , . . . , |n k , then the variances of Z
are equal (to exp(−βE) and hence) to each other, and thus the distribution of Z
|n k is rotationally symmetric (when the eigenspace is viewed as R 2k ), and in particular symmetric under the matrix group U(k) (when the eigenspace is viewed as C k ). Consequently, its complex components, with respect to any other orthonormal basis of the eigenspace, are independent Gaussian with mean zero and variance exp(−βE).
We define the measure µ N on H by
i.e., µ N is absolutely continuous with respect to µ G and has density ψ 2 times a normalizing factor. µ N is therefore also a probability measure. We also write Ψ N for a µ N -distributed random vector, and Z N n for n|Ψ N .
We define that
In other words, for a subset B ⊆ S(H),
where R + B denotes the cone through B. (We remark that Ψ G / Ψ G does not have distribution µ.) We also write Z n for n|Ψ .
We can be more explicit in case that H has finite dimension k: then there exists a Lebesgue volume measure λ on H, and we can specify the density of µ N ,
Similarly, we can express µ relative to the 2k − 1-dimensional surface measure σ on
The Corresponding Density Matrix
As remarked before, every probability measure on S(H) gives rise to a density matrix by virtue of (1) . In this section we show that the density matrix associated with µ is (2), the one usually associated with thermal equilibrium at inverse temperature β. In fact, from (1) we find
Thus, A = exp(−βH), and ρ = 1 Z exp(−βH) with Z = tr exp(βH), which agrees with (2).
Stationarity
We show in this section that µ is stationary under the unitary evolution generated by H, and discuss in more general terms under which conditions a measure on H is stationary.
To begin with, µ G is stationary because Ψ G = n Z G n |n evolves after t time units into n exp(−iE n t/ )Z G n |n =: n Z G′ n |n , which has again distribution µ G since the Z G′ n are independent random variables with rotationally symmetric Gaussian distributions of the same variances as the Z G n . The crucial reason for the stationarity of µ G is that the phases of Z G n are independent and uniformly distributed over the circle S 1 = {e iθ : θ ∈ R}. µ N is stationary because ψ → ψ 2 is a stationary function on H, and µ G is a stationary measure. Finally, since the distribution of Ψ N does not change with time, the distribution of Ψ = Ψ N / Ψ N does not either. Hence, µ is stationary. Another way to see that µ is stationary is to note that the phases of Z n are independent and uniformly distributed over the circle S 1 . This follows from the fact that the same is true of the Z G n , and the operations for obtaining µ N and µ affect only the distribution of the moduli |Z n |, but not the distribution of the phases Z n /|Z n |.
We would like to add that it is not merely a sufficient, but also almost a necessary condition (and also morally a necessary condition) for stationarity that the phases of Z n , the coefficients of the random vector Ψ with respect to the energy basis, be independent and uniformly distributed over the circle. Since the moduli |Z n | are constants of the motion, the evolution of Ψ takes place in the (possibly infinite-dimensional) torus
contained in S(H). Independent uniform phases correspond to the uniform measure λ on n S 1 . λ is the only stationary measure if the motion on n S 1 is ergodic, and this is the case whenever the spectrum {E n } of H is linearly independent over the rationals Q, i.e., when every finite linear combination n r n E n of eigenvalues with rational coefficients r n , not all of which vanish, is nonzero, see [1] . This is true of generic Hamiltonians, so that λ is generically the unique stationary distribution on the torus. But even when the spectrum of H is linearly dependent, e.g. when there are degenerate eigenvalues and thus further stationary measures exist, it seems that these further measures are not relevant to thermal equilibrium measures, because of their instability against perturbations of H.
The stationary measure λ on n S 1 corresponds, for given moduli |Z n | or, equivalently, for a given probability measure π on the spectrum of H by setting |Z n | = π(E n ) 1/2 , to a stationary measure on S(H) that is concentrated on the embedded torus (13), which we denote by λ π . The λ π are analogous to the microcanonical distributions of classical mechanics in the sense that they are generically the extremal stationary measures (i.e., of which all other stationary measures are mixtures), and in the sense that they correspond to determined values for the obvious constants of motion: the energy in classical mechanics, and the moduli |Z n | for the quantum evolution.
We finally remark that µ H,H,β is not the only stationary measure having density matrix (2) . Another example is λ π with π(E n ) = (1/Z) exp(−βE n ).
Distribution of the Wavefunction of a Subsystem
Suppose the system S in thermal equilibrium at inverse temperature β consists of two subsystems, S = S 1 ∪ S 2 , so that H = H 1 ⊗ H 2 . Suppose further that the interaction between S 1 and S 2 is negligible, so that
Then, (9) defines not only a distribution µ H,H,β on S(H), but as well a distribution on S(H 1 ), µ 1 := µ H 1 ,H 1 ,β . We want to make a statement to the effect that the wavefunction of the subsystem S 1 is µ 1 -distributed if the wavefunction of the composite S is µ-distributed. Since S 1 and S 2 may well (and will typically) be entangled, we have to explain what should be meant by the wavefunction of S 1 . We refer here to the notion of conditional wavefunction, introduced in [3] : Suppose we are given, for i = 1, 2, a generalized orthonormal basis of H i , i.e., a unitary isomorphism H i → L 2 (Q i , dq i ) to the functions on a measure space (Q i , dq i ). We associate with every unit vector ψ ∈ H a random unit vector Ψ 1 ∈ H 1 , called the conditional wavefunction of S 1 , according to
where Q 2 is a random element of Q 2 whose distribution is the (second) marginal of the
(According to the definition of [3] , q 1 and q 2 are the configurations, i.e., the positions of the particles belonging to S 1 respectively S 2 . For our purposes, however, the physical meaning of the q 1,2 is entirely irrelevant, so that any generalized orthonormal basis of H 1,2 is acceptable.)
Thus, the relevant assertion is this: If Ψ is µ H,H,β distributed, then the conditional wavefunction Ψ 1 is µ H 1 ,H 1 ,β distributed, with the same temperature.
The proof is essentially just skillful calculation. We divide it into two parts. First, we show that inserting any q 2 into a Gaussian-distributed wavefunction on Q 1 × Q 2 yields a Gaussian-distributed wavefunction on Q 1 . More precisely:
is µ
We can express this fact in a formula, writing δ y (dx) for the measure in x concentrated in the single point y:
To see this, note first that the vectors |n 1 , n 2 := |n 1 ⊗|n 2 form an orthonormal basis of H = H 1 ⊗H 2 consisting of eigenvectors of H with eigenvalues E n 1 ,n 2 = E (1)n 1 + E (2)n 2 . Since the random variables Z G n 1 ,n 2 := n 1 , n 2 |Ψ G are independent Gaussian with mean zero, so are their linear combinations
with variances (because variances add when adding independent Gaussian variables)
which completes the first part of the proof. In the second part of the proof, we consider the conditional wavefunction Ψ 1 ∈ H 1 , arising from a µ-distributed wavefunction Ψ ∈ H. We think of Ψ as arising from a µ Ndistributed Ψ N ∈ H according to Ψ = Ψ N / Ψ N , and define a random vector Ψ
with Q 2 distributed according to (16) with ψ = Ψ, i.e.,
Since
and thus obtain for the distribution of Ψ N 1 : 
We used that, by virtue of (14), tr exp(−βH) = (tr H 1 exp(−βH 1 ))(tr H 2 exp(−βH 2 )).
This completes the proof.
H + E
In this section, we show that adding a constant E ∈ R to the Hamiltonian does not change the distribution µ.
To see this, note first that if Ψ
