This paper addresses the problem of estimating the time series of a gene expression using nonlinear Bayesian filtering algorithms. The response of gene regulatory networks (GRNs) to functional requirements in the cell and environmental conditions evolves over time. Dynamic biological processes such as cancer progression and treatment recovery depend on the collected genetic profiles. These processes are behind genetic interactions that rewire over the course of time. The GRN was formulated as a nonlinear and non-Gaussian dynamic system defined by the gene measurement model and the unknown state is an evolution of the gene model. However, the GRN has a high dimensional space where most of nonlinear Bayesian filtering algorithms are ineffective in high dimensional spaces. Therefore, many authors have introduced various techniques to overcome what has become known as the curse of dimensionality. This paper presents a comparative study between extended Kalman filter, unscented Kalman filter and derivatives of particle filters, in tracking the evolution of gene expression over time. Application of the nonlinear Bayesian filtering algorithms to estimate the evolution of gene expression from synthetic and real data, shows that the unscented particle filter (UKF-PF) provides promising and robust results compared to other filters. Furthermore, UKF-PF provides an alternative solution to the problem of modeling gene regulatory networks.
Introduction
The biological mechanisms that govern our development are complex and crucial to understand the cellular system. The gene regulatory network (GRN) controls the expression of thousands of proteins and genes in any specific cellular function. However, the biological processes are dynamic and evolve over time in response to various extrinsic and intrinsic factors, such as cellular development, targeted therapy disease progression and environmental conditions [1] . Understanding these gene regulatory networks can help us significantly enrich our knowledge of health and disease.
A gene regulatory network is a group of genes that interact with each other and with other substances to control the functions of the cell. Inference of gene regulatory relationships is a very important problem in biology [2, 3] . The unknown state is estimated based on time series data that represent the evolution of the genomic expressions [1, 4] . However, the estimation of gene expression is formulated as a nonlinear problem, and the unknown state has a high dimensional state space model. Various techniques have been introduced to estimate the gene expression time series including extended Kalman filter (EKF) [1] and multiparticle filtering [2] . * Correspondence: nisrine.amor@hotmail.fr
The EKF is the most widely utilized estimation algorithm for nonlinear state-space models. However, the great amount of experience of more than 40 years in the signal processing community has revealed many shortcomings of EKF that make it difficult to implement, i.e difficulties in determining the Jacobians, errors introduced by linearization, or the inability to handle with systems with asymmetric or multimodal probability density functions. Therefore, EKF is only robust for systems that are almost linear during the time scale of the updates. To overcome this limitation, the unscented kalman filter (UKF) was introduced as a method based on unscented transform (UT) [5, 6] , where its performance is always better than the EKF.
Particle filters (PF) are widely used for latent state estimation/tracking in dynamic systems where systems dynamics or observation models are nonlinear and non-Gaussian [7] . The technique of PF is based on powerful sampling that aims to find an optimal estimate by exploiting a set of random weighted samples called 'particles'.
These particles are used to approximate the posterior density of the state [7] . Due to the complex nature of computations in PF, it is not straightforward to handle with a high dimensional state space.
Particle Markov chain Monte Carlo (PF-MCMC) algorithms have been proposed to improve particle filtering performance and robustness in the high-dimensional state-spaces [8] . The main idea of the PF-MCMC method is to use the Metropolis-Hastings acception/rejection step as a correction to generate the best proposal distribution. On the other hand, EKF and UKF were used to generate importance density functions [6, 9] . Specifically, at every step, EKF or UKF is used to generate the mean and covariance of the proposal distribution per particle. Then, particles are drawn from the newly found distributions. The obvious advantage is that the EKF and UKF take into account the most recent measurement while estimating mean and covariance [10] .
The main contribution of this paper is using the nonlinear Bayesian filtering algorithms from Extended Kalman Filter to Unscented Particle filter for the estimation of gene expression where the state estimation is a nonlinear and has a high dimensional state space model. Simulation results on synthetic and real data will support the comparison between EKF, UKF, PF, PF-MCMC, EKF-PF, and UKF-PF for estimation of gene expression. We will show that UKF-PF provides effective results and will be an alternative solution for estimating the regulatory gene network.
The paper is organized as follows: In section 2 , we review the nonlinear Bayesian filtering algorithms. In section 3, we introduce the problem formulation of tracking gene expressions. In section 4, we present and discuss the simulation results. Finally, section 5 summarizes the main conclusions followed by references.
Nonlinear Bayesian filtering algorithms

Bayesian recursion
We consider the general state-space model defined by the state transition and measurement models in a discrete form given by:
where x n ∈ R nx and y n ∈ R ny are, respectively, the hidden state vector with transition probability density functions (PDFs) p(x n |x n−1 ), and the observation vector with conditional PDFs p(y n |x n ) at time instant n . f n and h n are possibly nonlinear state transition and observation functions, respectively. n x and n y are state and observation dimensions. u n and v n are zero-mean state and observation white noise sequences with known PDFs, respectively, p(u) and p(v). Both noise sequences are supposed to be uncorrelated with each other and the initial condition of the state x 0 given by p(x 0 ) .
State estimation is designed to find the state x n using the available measurements up to time n , y 1:n = [y 1 , ..., y n ] . The solution to this problem is the density of the system state conditional on the measurements; either joint PDF p(x 1 , ..., x n |y 1:n ) or the marginal PDF p(x n |y 1:n ) .
In the Bayesian framework, a recursion can be defined to estimate a posteriori conditional PDFs p(x n |y 1:n )
using the a priori and likelihood PDFs, are respectively, p(x n |x n−1 ) and p(y n |x n ) [7] . For instance, the optimal minimum mean-square-error estimate of x n is given by the mean of the posterior density, i.e., E(x n |y 1:n ) .
Using Bayes rule and Chapman-Kolmogorov equation, the posterior distribution can be computed recursively using the following two-step formulas:
• Prediction step
• Update step
= p(y n |y 1:n , x n ) p(y 1:n−1 |x n ) p(x n ) p(y n |y 1:n−1 )p(y 1:n−1 ) , = p(y n |x n ) p(x n |y 1:n−1 ) p(y n |y 1:n−1 ) , = p(y n |x n ) p(x n |y 1:n−1 ) ∫ p(y n |x n ) p(x n |y 1:n−1 ) dx n .
Unfortunately, in the nonlinear case, Eqs. (3)-(5) are only a conceptual solution because the defined integrals are generally intractable. However, analytical (closed-form) solutions in some special cases may exist, e.g., the Kalman filter for linear dynamics system, linear observation models and Gaussian densities for the noise sequences.
Extended Kalman filter
For the nonlinear model, a linearization of nonlinear functions f n (x n ) and h n (x n ), using the Taylor series expansion is used to formulate the extended Kalman filter (EKF). The state error covariance is propagated in time using the linearized functions, whereas the means are propagated using nonlinear functions. In the EKF method, the unknown state is estimated by employing first-order Taylor series approximations to the nonlinear functions as follows:
• Prediction stepx
x n|n =x n|n−1 + K n (y n − h n (x n|n−1 )),
where F x and H x are the Jacobian matrices of f (x) and h(x) , respectively,
It is important to realize that in the EKF, the covariance is propagated using a linearized form of the nonlinear functions. However, the linearization of nonlinear system dynamics and observation models may induce errors in the estimation of the state, and in the worst-case, the filter may diverge especially for highly nonlinear function [6] .
Unscented Kalman filter
The Unscented Kalman Filter (UKF) was proposed as a method based on a mathematical approach called the 'Unscented Transform' (UT) [11] . The UKF approximates the probability distribution to propagate the mean and covariance, based on UT which uses a deterministic set of samples called sigma points [11] . The calculated sigma points are propagated through the nonlinear function. The statistics of transformed points can be calculated to form an estimate of the nonlinearly transformed mean and covariance [5, 6, 11] . The sigma points X j n ∈ R nx , j = 0, 1, · · · , 2L (where L is dimensionality) are chosen deterministically as apposite to the particle filters. Consider x n with meanx n and covariance P n . Let the matrix of all the sigma points be X := [X j n , · · · , X 2L n ] . In the following, we summarize the main steps of the UKF algorithm.
• Prediction step
Compute the sigma points according to the following:
where ( √ (L + γ)P n−1|n−1 ) j is the row of the matrix square root of ((L + γ)P n−1|n−1 ).
Compute the weights of the sigma points by:
where γ = α 2 (L + κ) − L is a scaling parameter. α indicates the spread of sigma point aroundx . κ represents a secondary scaling parameter and β is used to incorporate the prior distribution of x . In W m i , m refers to computing the mean and in W c i , c refers to computing the covariance. Then, these sigma points should be propagated through a nonlinear function of the state model by:
Furthermore, the meanx n|n−1 and the covariance P n|n−1 can be calculated as follows:
Compute the updated sigma points by:
Therefore, these obtained sigma points should be propagated through a nonlinear function of the measurement model as follow:
Then, calculate the estimated meanŷ n and the covariance of the measurement P y n :
In addition, the cross-covariance C n of the state transition and the measurement are computed by:
Finally, the meanx n and the covariance P n are computed by the following equations:
The approximations obtained with at least 2L + 1 sampling points are accurate to the third-order of Gaussian inputs for all nonlinearities and at least to the second for non-Gaussian inputs [12] . Furthermore, the UKF algorithm does not work well with nearly singular covariances due to the Cholesky decomposition failure. Also, Cholesky decomposition at each time-step may be computationally demanding. The claimed advantages with UKF are that it is more accurate and easier to implement than EKF by avoiding the requirement of using the Jacobians in the algorithm.
The above methods are not robust when the problem is highly non-Gaussian and/or nonlinear. The particle filters (PF) are able to proceed better in these situations. The PF are flexible and simple simulationbased numerical approaches applied for estimating the state in a sequential manner.
Particle filtering
Particle filters solve the optimal estimation problem in nonlinear and non-Gaussian dynamic systems by incorporating sequential Monte Carlo sampling with a Bayesian filtering framework [7, 13, 14] . The PF approximates the posterior density using a group of weighted samples called also particles. This approximation converges, in the mean-square error and under mild conditions, to the true posterior density of the state [7] .
Sequential Monte Carlo approximation in Bayesian inference
In Bayesian statistics, an optimal state estimation is given by computing the conditional mean of the posterior density as:
where g represents an arbitrary (linear or nonlinear) function. In general, many numerical methods are used to compute this integral in order to evaluate it in closed form. Monte Carlo methods have a powerful numerical method for computing integrals of Eq. (21) in closed form by generating N random samples, and the solution is then estimated by averaging these samples as:
It is important to highlight that the convergence of the Monte Carlo approximation is almost surely, i.ê E[g(x n )|y 1:n ] → E[g(x n )|y 1:n ] when the number of particles N → ∞ [14] .
Importance sampling (IS)
Generally, it is impossible to sample from the true posterior because integral is intractable. Therefore, a proposal distribution or an importance distribution q(x n |y 1:n ) is defined [7, 15] . The posterior density is presented by the Bayes theorem as:
By substituting Eq. (23) into Eq. (21), we get
where w n represents the (unnormalized) importance weights computed by:
Using the technique of importance sampling, we can generate N samples from the proposal distribution as:
Recall that the Eq. (4) provided by the Bayes rule can be rewritten as:
By incorporating Eq. (27) into Eq. (21), we obtain the conditional mean estimate by:
wherew i n represents the normalized importance weight for particle i given by:
The approximation of the posterior probability distribution can be written as:
where δ is the dirac delta function.
Sequential importance sampling (SIS)
Sequential importance sampling technique represents a sequential version of importance sampling. Since dynamic systems evolve over time n , the SIS algorithm is used to estimate the posterior distribution p(x n |y 1:n ) sequentially to track the evolution of dynamic systems over time. The SIS approximates the posterior PDF of the state, using a set of N particles and their associated weights {x
The SIS algorithm is started by generating N samples or particles using the importance distribution q(x) .
These particles are then weighted using w i in order to approximate to posterior density p(x n |y 1:n ) . Therefore, it is important to derive the expression of w i in the form that allows evolving over time. Using the Bayes theorem and the Markov properties of the state-space model, we get the following expression:
p(x 1:n |y 1:n ) ≈ p(y n |x 1:n , y 1:n−1 )p(x 1:n |y 1:n−1 )
= p(y n |x n )p(x n |x 1:n−1 )p(x 1:n−1 |y 1:n−1 ),
By using the similar rationale as in the previous part of the importance sampling, we can calculate the importance weights by:
The proposal distribution can be rewritten as follows:
q(x 1:n |y 1:n ) = q(x n |x 1:n−1 , y 1:n )q(x 1:n−1 |y 1:n−1 ).
Therefore, the unnormalized weights w i n can be computed using the following expression:
Sequential importance resampling (SIR)
One issue with the particle filter that the weights of particles may be zero or close to zero, which is known as degeneracy problem. To address this issue, resampling techniques have become an essential step of the particle filter algorithm to avoid the degeneracy problem due to zero or near zero weights of a large set of particles. The most popular resampling algorithm is the one that selects the particles according to their weights by removing particles with very small weights and duplicating particles with large weights [16] . As a result, equal weights ( 1 N ) are assigned to all selected N particles.
Particle filtering
The particle filters is a sequential Monte Carlo method to estimate the posterior density of the state. The PFs approximates the posterior PDF of the state, using a set of N particles and their associated weights [7, 17] . The conditional mean estimate of the state is then given by:
Ideally, the particles are required to be sampled from the true posterior, p(x n |y 1:n ) , which is not available. Therefore, another distribution, referred to as the importance distribution or the proposal distribution q(x n |x n−1 , y n ) , is used. Theoretically, the only condition on the importance distribution is that its support includes the support of the posterior distribution [17] . In practice, the number of particles is finite and the importance distribution should be chosen to approximate the posterior density. The importance weights are given:w
The normalized weight of particle i at time n in Eq. (37) is given by w
n . It can be shown that the particle filter converges asymptotically, as N → ∞ , towards the optimal filter in the mean square error sense [14] .
Derivatives of particle filters
Despite the powerfulness and the robustness of PF, it has a major problem in determining the proposal distribution or called also the importance distribution of the particles. In addition, PF is ineffective in high dimensional spaces where the number of particles required increases superexponentially with the dimension of the state [7] . The durability of PF is mainly based on generating of the proposal distributions especially in high dimensional state spaces. Therefore, several methods have emerged to ameliorate the performance of particle filters as follows: the Particle Markov chain Monte Carlo (PF-MCMC) [8] , the extended particle filter (EKF-PF) and the UKF-PF [6, 9] .
• Particle-MCMC filter: The PF-MCMC method is an incorporation of Markov chain Monte Carlo (MCMC) with particle filter methods to create an efficient and powerful high dimensional proposal distributions design.
• Extended particle filter: The EKF is applied to generate the importance distribution. However, the linearization process in EKF-PF offers modeling errors, which can lead to large estimation errors if the system is severely nonlinear.
• Unscented particle filter: The UKF-PF was proposed using UKF to generate the proposal distribution and it has been shown that UKF is able to provide a better and a more accurate performance compared to the EKF in the generation of the proposal distributions.
Estimation of gene expression
The state-space system of dynamical gene expression is represented by a state transition and observation model given by:
where f n is a nonlinear function which represents the regulatory relationship between different genes. x n represents the gene expression at a time instant n . u n is an additional gaussian noise. y n represents the micro-array data with additional gaussian noise v n .
The genes expressions evolve over time and its corresponding matrix at time instant n is defined as:
where N is the number of genes and x n,j represents the evolution of the gene j at time n . Therefore, we can rewrite the estimated state at time n by x n = [x 1,n , x 1,n , · · · , x 1,n ] T . Furthermore, the evolution of genes expressions is introduced by:
where A represents the matrix coefficient of the regulatory relationship between genes and g n−1 represents a nonlinear function (a sigmoid squash function) of the transition state given by:
Given a collection of observations y 1:T , the main objective is to estimate the gene expressions x 1:T , and its matrix A. We estimated the gene expression problem using various nonlinear Bayesian filtering algorithms, including the EKF, UKF, PF, EKF-PF, UKF-PF, and PF-MCMC. We computed the coefficients of regulatory relationship matrix A in the same method presented in [2, 3] , where the priors of these coefficients were calculated using a normal distribution.
Simulation results and discussion
The proposed algorithm for estimating the evolution of gene expression using nonlinear Bayesian algorithms are presented in Figure 1 . The input is synthetic or real-world biological data, and the output is the estimated gene expression over time. We have applied the nonlinear Bayesian filtering algorithms, i.e. EKF, UKF, PF, PF-MCMC, EKF-PF, and UKF-PF to estimate the gene expression from synthetic and real time series data.
Simulation results on synthetic data
We applied nonlinear Bayesian filtering algorithms to estimate the evolution of the gene expression, using the setting described in [3] . The regulatory gene network was described by the model presented in Eq. (41), the coefficients of matrix A are calculated using the normal distribution and it was presented on the next page. The data were generated for 60 time-steps. We used the EKF, UKF, PF, PF-MCMC, EKF-PF, and UKF-PF for estimate gene expression over time. The GRN consists of 8 genes, i.e. the state vector x = [x 1 n , ..., x 8 n ] t . The prior of every gene is a Gaussian with a zero mean and a variance 10 −1 . We used 5000 particles for PF, 
. Figure 2 shows the calculated root-mean-square error (RMSE) between the estimated and true states for all filters. We noticed that UKF-PF and UKF (red and blue lines respectively in Figure 1 ) are able to properly track the evolution of gene expression over time compared to others filters, in terms of RMSE. We also noted that PF and PF-MCMC produced a large estimation error and thus failed to track all genes, due to the fact that GRN is modulated and formulated as a high-dimensional state-space. Moreover, we have confirmed that the PF has a problem dealing with a high-dimensional state-spaces. In addition, we averaged RMSE for eight genes over 60 time-steps as follows: EKF = 0.0192 , UKF = 0.0128, PF = 0.0442, PF-MCMC = 0.0649 , EKF-PF = 0.0945 and UKF-PF = 0.0076 . Furthermore, we observed that UKF-PF provides the best solution with less RMSE compared to others filters and it has been able to track the evolution of expression gene successfully over time. 
Application on real biological data
We have applied the nonlinear Bayesian filtering algorithms to estimate the gene expression from real data. The real data was used for worm time series and Drosophila melanogaster.
Application on the worm time series data
We estimated the evolution of gene expression for the worm time series data using nonlinear Bayesian filtering algorithms. The real data of the worm time series consisting of 98 time points for 123 genes was presented in [18] . We selected the first 8 genes expression for this simulation. The system noise is u ∼ N (0, 10 −4 ) and the measurement noise is v ∼ N (0, 10 −3 ) . Figure 2 shows the evolution of all genes expression. We estimated the evolution of eight genes using 5000 particles for PF, EKF-PF, PF-MCMC, and UKF-PF, and we performed 100 Monte Carlo runs. The coefficients of regulatory relationship matrix A are computed using the normal distribution. We observed that UKF-PF and UKF are able to predict the evolution of 8 genes expression over time better than the other filters as shown in Figure 3 . Another observation is that the estimation of the evolution of the eight genes expression are different.
The computed RMSE between the estimated and true state for worm time series data is presented in Figure 4 . We averaged RMSE for eight genes: EKF = 0.2348 , UKF = 0.0117, PF = 0.4412 , PF-MCMC = 0.4710, EKF-PF = 0.3020 , and UKF-PF = 0.0026. Moreover, UKF-PF provides better results in terms of RMSE where PF, PF-MCMC, and EKF-PF lead to a large estimation error. 
Application on the Drosophila melanogaster time series data
We tracked the evolution of gene expression of the Drosophila melanogaster dataset using nonlinear Bayesian filtering algorithms. The Drosophila melanogaster time series dataset consisting of 63 time points for 13955 genes was provided in [19] . The dataset is for temporal changes in gene expression during the adult aging process of Drosophila melanogaster. This object is chosen for the purpose of simulation because of its well-explained and described genomes as well as the large amount of the experimental data available. We selected the first 8 genes expression. We used the same settings for the algorithms that were provided in the Subsection 4.2.1. Figure 5 shows the evolution of 8 estimated gene expression for Drosophila melanogaster. We noted that UKF-PF and UKF are able to track the evolution of the gene expression compared with the other filters. 
Statistical analysis
The ANOVA is a technique used to evaluate whether there is any statistically significant difference between two or more independent groups [20] . A repeated measures ANOVA test followed by a post hoc Bonferroni multiple comparisons test (with an alpha level significance value of 0.05 ) was performed for all applications. These tests were used to compare the differences in the estimation errors between the results obtained by all algorithms and to determine which algorithm was different from the others. Table 1 shows the analysis report of the repeated measures ANOVA of the estimation errors for the predicted gene expression of the synthetic data, worm time series data, and Drosophila melanogaster dataset. The repeated measures ANOVA test uses the F -statistic ratio to define whether a significant difference exists among mean responses for interactions between factors. A P-value less than 0.05 means that differences between column means are significant. We noted that P = 0.000 is less than 0.05 ; thus, the null hypothesis is rejected, and the differences between the estimation errors of EKF, UKF, PF, PF-MCMC, EKF-PF, and UKF-PF, were statistically significant for the three applications.
Paired sample t-tests with Bonferroni correction shows that the UKF-PF was statistically significantly different from EKF, PF, PF-MCMC, and EKF-PF for the synthetic data, worm data, and Drosophila melanogaster Tables 2-4 , respectively. We also noted that the UKF-PF and UKF were statistically similar (P = 1 ). However, we observed that there is a minor difference in the mean error between UKF-PF and UKF for the three applications as shown in Tables 2-4, which confirms that the UKF-PF provides the best results for estimating the evolution of gene expression time series data.
Conclusion
This paper addressed the problem of accurate estimation of gene expression using nonlinear Bayesian filtering algorithms. We introduced a widely comparative study of nonlinear Bayesian filters for nonlinear and non- Gaussian state-space systems. The simulation results on synthetic and real data showed that the UKF-PF was able to estimate the evolution of gene expression from time series data with minimum RMSE compared to other filters, i.e. EKF, UKF, PF, PF-MCMC, and EKF-PF. We showed that the UKF-PF outperformed (P < 0.05) for all applications and had a higher tracking accuracy as compared to others nonlinear Bayesian filtering algorithms. In conclusion, the UKF-PF presented a robust and effective algorithm for estimating of time series of gene expression, thus providing an alternative solution to the problem of modeling gene regulatory networks. 
