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Abstract
In this paper we consider the spaces Xs that lie between H
1(Rn)
and L1(Rn). We discuss their interpolation properties and the behav-
ior of maximal functions and singular integrals acting on them.
Because of their similarities, but mainly because of their differences, it is
a matter of interest to determine the relationship between the Hardy space
H1(Rn) and the space of integrable functions L1(Rn). The purpose of this pa-
per is to address some unanswered questions concerning the family of spaces
Xs(R
n) that lie between H1 and L1, and thus gain a better understanding
of the gap that separates them.
The spaces Xs were introduced by Sweezy, see [9]. They form a nested
family that starts at H1 = X1 and approaches L
1
0, the subspace of L
1 func-
tions with vanishing integral, as s → ∞. Here we consider the whole range
of Xs spaces. First, Xs = H
1 for 0 < s ≤ 1; also, X∞ = L
1
0, see [1]. Further,
we show that, for f ∈ Xs,
K(t, f ;H1, L1) ≤ c min(t, t1/s
′
) ‖f‖Xs .
This estimate gives that Xs is continuously embedded in the Hardy-Lorentz
space H1,r consisting of those distributions with non-tangential maximal
function in the Lorentz space L1,r, for 1 < s < r ≤ ∞. Therefore, also
the spaces H1,s ∩ L1, 1 ≤ s < ∞, form a nested family of subspaces of L1
that increase from H1 to L1. As for Caldero´n-Zygmund singular integral
operators, they map Xs into L
1,r for 1 < s < r ≤ ∞. We conclude the paper
by introducing the closely related family of Xs spaces, 0 < s ≤ ∞, that
increases towards L1, and then showing how Xs and X
s atoms can be used
to build other spaces, including analogues of the local spaces considered in
[6], that lie between H1 and L1.
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1 Atomic decompositions in Banach spaces
Our first result is of general nature and will ensure that the various atomic
spaces considered below are indeed Banach spaces.
Let A be a non-empty subset of the unit ball of a Banach space (B, ‖ · ‖).





|λj| <∞ , aj ∈ A .







, A becomes a normed space. In fact, it is also complete.
Lemma 1.1. The atomic space (A, ‖ · ‖A) is a Banach space.
Proof. Since for ϕ =
∑∞
1 λj aj we have ‖ϕ‖ ≤
∑∞
1 |λj|, it readily follows
that ‖ϕ‖ ≤ ‖ϕ‖A, and A is continuously embedded in B.
To verify that (A, ‖ · ‖A) is complete, it suffices to show that if {ϕn} is a
sequence of elements in A such that
∑∞
1 ‖ϕn‖A <∞, then the sum converges
in A, i.e., for some ϕ ∈ A, limN→∞
∥∥ϕ−∑Nn=1 ϕn∥∥A = 0 . First observe that,
since also
∑∞
1 ‖ϕn‖ <∞, the sum converges to some ϕ in B. We will show




j=1 λj,n aj,n, where the λj,n’s satisfy
∑
∞
j=1 |λj,n| ≤ 2‖ϕn‖A,
n = 1, 2, · · · Having fixed these decompositions, we may restrict our attention
to the countable set of atoms {aj,n}. So, we rename these elements {aj} and,





















j=1 µj aj ,




j=1 |λj,n| ≤ ε, for


























|λj,n| ≤ ε ,
and we have finished. 
2
2 The spaces Xs
For an exponent 1 < q ≤ 2 with conjugate 2 ≤ p < ∞, 1/p + 1/q = 1, and
0 < s ≤ ∞, we say that a compactly supported function a with vanishing













When s =∞, a is a usual Lq 1-atom.
We denote by As the collection of (q, s) atoms, 0 < s ≤ ∞. Now, since










≤ p−1/s ≤ 1 ,
As is contained in the unit ball of L
1, and Lemma 1.1 applies. The resulting
Banach space is Xs(R
n) = Xs, the space introduced by Sweezy, who also
showed that X1 = H
1, see [9].
As a first step in determining the relationship between the Xs’s for the
different values of s we have
Lemma 2.1. Suppose a is a (q, s) atom. Then,
‖a‖Xu ≤ p
1/u−1/s , 0 < u ≤ ∞ .













≤ 1 . 
From Lemma 2.1 we get ‖f‖Xs ≤ ‖f‖Xr , 0 < r ≤ s ≤ ∞, and the Xs’s are
nested. Also, the norm in Xs reduces to the atomic H
1 norm for 0 < s < 1.




Proof. We have already noted that ‖f‖H1 ≤ ‖f‖Xs. Let now f ∈ H
1 have
an atomic decomposition f =
∑
j λj aj in terms of L















1/s is a (2, s) atom, and ‖f‖Xs ≤ 2
1/s
∑
j |λj| . Taking the infimum
over all possible decompositions of f it follows that ‖f‖Xs ≤ 2
1/s‖f‖H1, and
we have finished. 
The situation is different for s > 1. As the qj’s approach 1, the pj’s tend
to ∞, the sums escape H1, and Xs 6= H
1. In fact, Xs contains strictly Xr
for 1 ≤ r < s, and, although Xr is densely embedded in Xs for r < s, it is of
first category in (Xs, ‖ · ‖Xs).
Concerning s large, let X =
⋃
s<∞Xs. We introduce a topology in X
that is easier to deal with than the inductive topology there. For f ∈ X ,
let ‖f‖X = lims→∞ ‖f‖Xs. It is not hard to see that ‖ · ‖X is a norm. The
homogeneity and triangle inequality follow easily. Moreover, if ‖f‖X = 0,
‖f‖1 = 0, and f = 0 a.e. In fact, for each s, the inclusion mapping is
continuous from Xs to (X, ‖ · ‖X), and, consequently, lim−→
Xs is also contin-
uously included in X . Similarly, (X, ‖ · ‖X) is continuously embedded in
(X∞, ‖ · ‖X∞), but X and X∞ are not the same space. To see this note that
Xr is of first category in X∞ for r <∞, and the same is true for X : if U is
open in X∞, it can not be open in any Xr, and hence it is not open in X .
Finally, X∞ = L
1
0, see [1].
2.1 Xs as an intermediate space between Xs1 and Xs2
Recall that the K functional of f ∈ Xs1 +Xs2 at t > 0 is defined by
K(t, f ;Xs1, Xs2) = inf
f=f1+f2
‖f1‖Xs1 + t ‖f2‖Xs2 ,
where f = f1 + f2, f1 ∈ Xs1 and f2 ∈ Xs2 . We begin by estimating the
K functional for f ∈ Xs, 1 ≤ s1 < s < s2 ≤ ∞. The reader will have no
difficulty in verifying that a similar result holds with X in place of X∞.
Lemma 2.2. Given 1 ≤ s1 < s < s2 ≤ ∞, let 0 < η < 1 be given by
1/s = (1− η)/s1 + η/s2. Then, for f ∈ Xs,
K(t, f ;Xs1, Xs2) ≤ min ( t , t
η) ‖f‖Xs.
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Proof. Since Xs →֒ Xs2, K(t, f ;Xs1, Xs2) ≤ t ‖f‖Xs2 ≤ t ‖f‖Xs. This esti-
mate suffices for t small.
Suppose now that t is large, t > 1, say, and let α > 0 be given by
1/α = 1/s1 − 1/s2. Let f ∈ Xs have an atomic decomposition f =
∑
j λjaj
in terms of (qj , s) atoms aj , and let pj denote the conjugate exponent to qj .
Finally, put J1 = {j : pj ≤ t
α} and J2 = {j : pj > t







































Now, since, as is readily seen, α(1/s1 − 1s) = η and α(1/s2 − 1/s) = η − 1,
we get
















Thus, taking the infimum over the decompositions of f in Xs, it follows that
K(t, f ;Xs1, Xs2) ≤ t
η ‖f‖Xs .
The conclusion now obtains by combining the estimates for t small and t
large. 
Corollary 2.1.1. Let 1 < s <∞. Then, for f ∈ Xs,
K(t, f ;H1, L1) ≤ c min ( t , t1/s
′
) ‖f‖Xs.
Proposition 2.2. Let f ∈ Xs, 1 < s <∞. Then f is in the Hardy-Lorentz






Proof. Let f ∈ Xs. We will show that the non-tangential maximal function
Nf is in L1,r for r > s. Since the non-tangential maximal function of a
function in H1 is in L1, and that of a function in L1 is in L1,∞, by elementary
interpolation considerations and Corollary 2.1.1 it follows that
K(t, Nf ;L1, L1,∞) ≤ cK(t, f ;H1, L1) ≤ c min(t, t1/s
′
) ‖f‖Xs.
Given 1 < s < r < ∞, let 1/s′ < θ < 1 be chosen so that 1/r = 1− θ.


















Clearly, cr ≤ c/(1/s− 1/r). Furthermore, since s < r, we also have, see [2],
‖Nf‖1,r ∼ ‖Nf‖(L1,L1,∞)θ,r ≤ c ‖Nf‖(L1,L1,∞)θ,s ,
and the conclusion follows by combining the two estimates. 
Lemma 2.2 applies to Caldero´n-Zygmund singular integrals, and other
operators, such as the Marcinkiewicz integral, see [3], that map H1 into L1,
and L1 into weak L1. Thus, these operators also map Xs into the Lorentz
space L1,r, for 1 < s < r ≤ ∞. It also applies to some Caldero´n-Zygmund
singular integral operators with rough kernels that are known to be of weak-
type (1, 1), see [7], and to map H1 into L1,2, see [8]. Lemma 2.2 then gives
that they also map Xs into L
1,r for r > 2s.
3 Concluding remarks
In order to reach L1 from H1, one more atom, this one with nonvanishing
integral, needs to be added to the families As; the characteristic function of
Q1, the cube of sidelength 1 centered at the origin, will do. Let X
s denote
the Banach space spanned by As ∪ χQ1, 1 ≤ s ≤ ∞, and note that if f ∈ X
s
has an atomic decomposition of the form f =
∑
j λj aj +λχQ1, λ is uniquely
determined and is equal to
∫
Rn
f . Thus, for f in Xs we have ‖f‖Xs =
inf
∑
j |λj|+ |λ|, where the infimum is taken over the atomic decompositions
of f . In other words, Xs = Xs + sp(χQ1), in the sense of sum of Banach
spaces. Moreover, the family Xs is nested and reaches L1. Other than
6
this important property, the family Xs behaves very much like Xs, and,
consequently, we only give the description of its dual. It is the space BMOs





















normed with ‖ϕ‖BMOs = max(A(ϕ), B(ϕ)), 1 ≤ s <∞. Of course, the dual
of X∞ is L∞, see [1].
Finally, one can define spaces analogous to the local version of H1 spaces
at the origin introduced in [6], with the H1 atoms there replaced by Xs
atoms. Let Qδ denote the cube of sidelength δ centered at the origin. The
family Cs of central (q, s) atoms consists of those a ∈ As with defining cube
Qδ for some δ > 0. The atomic space generated by Cs is denoted HXs, for
1 ≤ s ≤ ∞.
HX1 is a dense subset of H
1 which is embedded continuously in H1 and,
as we will see below, it is not H1. The HXs’s form a nested family of
subspaces of L10 and, for each s, HXs is a dense subset of Xs continuously
embedded in Xs.





























<∞ , s =∞ .




ln |x+ 2|, −∞ < x < −2
0, −2 ≤ x ≤ −1
ln |x+ 1|, −1 < x <∞ .
ϕ is in CMO(1) but not in BMO, which shows that, unlike X1, HX1 is not
H1. The space CMO(∞) coincides with L∞,∗, the dual of L10, as a set of
functions, but with a weaker norm.
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Finally, let HXs denote the Banach space spanned by Cs ∪ χQ1 . The
HXs’s form an increasing family of subspaces of L1 andHXs contains strictly
HXs. HX
∞ is close to L1, so the HXs’s cover the gap left by the HXs’s.
The dual of HXs is CMOs, which consists of all functions ϕ in CMO(s), but




∣∣, 1 ≤ s <∞.
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