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Information and Communication Technology (ICT) is currently dominated by sili-
con, because of its advantageous physical and electronic properties, and also due to
its large availability. However, the required data transfer rates of modern electronic
chips increase very rapidly and are going beyond the switching speeds provided by
current state-of-the-art electronics.
Electronic–Photonic Integrated Circuits (EPIC) on Si are probably the most
promising answer to this challenge. A laser compatible with the current processing
of electronic chips for integrated circuits, based on group-IV materials, is extremely
desirable to monolithically integrate electronics and photonics.
Indeed, in the recent years, there has been a renewed interest for Si and Ge as
materials for photonics devices [1–3], also thanks to the developments of the their
growth technique and to the first demonstration at MIT of a CMOS-compatible
optically pumped Ge-on-Si laser [4].
In thisThesis I study bulk and multilayered heterostructures composed of Si, Ge
and their alloys with particular attention to Ge-rich systems, with the aim of realizing
optical sources in different regions of the electromagnetic spectrum. In particular,
the systems investigated are thin layers, superlattices, multiple quantum well (MQW)
heterostructures or quantum cascade structures with alternating Si1−xGex layers
of different composition x, coherently grown along the [001] direction on relaxed
virtual substrates.
TheThesis is divided in two main Parts. Part I is devoted to the description of
the methods that are at the basis of the calculations carried out in the second Part.
In particular, in Chap. 1 I describe the models that are used for the evaluation of the
electronic states of the studied systems. The two models here adopted are the tight-
binding (Sec. 1.2) and the k ⋅ pmethod (Sec. 1.6). In both cases, the discussion starts
from the application of the model to Si or Ge bulk systems, and it is then generalized
to the case of multilayer heterostructures. Moreover, I discuss how strain (Sec. 1.3)
and alloying (Sec. 1.4) can be taken into account in the calculations, due to the high
relevance of these effects in Si/Ge heterostructures. The last Sections of Chap. 1
are devoted to the description of further theoretical models that are adopted in the
second Part of theThesis, such as for instance the solution of the coupled Schrödinger–
Poisson equations that must be solved to take into account self-consistent charge
distribution effects (Sec. 1.9), the evaluation of the intersubband phonon scattering
lifetimes (Sec. 1.10), or the simulation of the interdiffusion process due to a thermal
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annealing of a MQW system (Sec. 1.11).
Chap. 2 is instead dedicated to the theory of the optical properties of bulk and
heterostructured semiconductors. In particular, the general definition of the absorp-
tion and gain spectra is presented in Sec. 2.1, and then in Sec. 2.2 I discuss how to
calculate these spectra both in the tight-binding framework and in the k ⋅ p effective-
mass framework. In Sec. 2.3 the photoluminescence spectra due to the spontaneous
recombination in optically-pumped bulk Ge systems is addressed. In Sec. 2.4, 2D
excitonic effects on the evaluated absorption spectra are included, and the absorption
coefficient in the case of intersubband transitions is addressed in Sec. 2.5.
The models and techniques discussed in Part I are then exploited in Part II which
is instead dedicated to several applications, i.e. to the identification and study of
different systems that are potential candidates as Si-based light sources.
In particular, this second Part is divided in two Chapters, focusing on two kind
of problems which are different both from the point of view of the underlying
physics (intersubband vs. interband transitions) and from the point of view of the
applications, since the emission frequency is in the far-infrared or in the near-infrared
regions, respectively. Consequently, especially for what concerns the applications,
the problems addressed in the two Chapters are for many aspects independent. For
this reason, a more detailed discussion of the motivations of the investigations of the
topics presented in thisThesis can be found in the Introductions of the respective
Chapters.
In Chapter 3 I address the use of intersubband transitions in the conduction
band of Ge/SiGe MQWs and quantum cascade structures with the final objective of
realizing an emitter in the THz region of the electromagnetic spectrum. I start from
the study of the absorption due to the intersubband transitions in the conduction
band (at the L point) of Ge/SiGe MQW systems (Sec. 3.2). This study is indeed
preliminary to the observation of light emission. However, beside the demonstration
of intersubband absorption, it is important to study also the non-radiative channels
throughwhich the electrons can relaxwithout emission of photons: Sec. 3.3 is devoted
to this aim. We then propose a few different designs of THz electroluminescent
emitters, based on Ge/SiGe (Sec. 3.4) or on Si/SiGe quantum cascade structures
(Sec. 3.5).
In Chapter 4 I focus instead on interband transitions in SiGe systems (thin
layers, MQWs and superlattices) with the aim of obtaining a laser emitting in the
near-infrared, which could be employed for instance as a source for the optical fiber
interconnects used in long-range telecommunications. In particular, in Sec. 4.2 the
interband absorption spectrum of a Ge/SiGe MQW system is studied and from
comparison with the experimental measures the different involved transitions are
identified. In Sec. 4.3 I study the possibility of reaching a direct gap in Ge/SiGe
MQW systems by means of a large applied tensile strain, thanks to the different
shifts of the conduction Γ and L valleys under biaxial strain. Then, the possibility of
reaching positive gain by means of a smaller tensile strain in a strongly n−doped Ge
system is analyzed with reference to recent literature results (Sec. 4.4), motivating
the development of a code to evaluate the photoluminescence spectrum of bulk-like
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strained and doped Ge systems; the results obtained with this code are presented
and discussed in Sec. 4.5. Furthermore, due to the relevant role of the tensile strain
in the relative positioning of the different states in Ge systems, several strategies have
been addressed to increase the magnitude of the strain: in particular, in Sec. 4.6 I
discuss the effects of thermal annealing on a Ge/SiGe MQW system, focusing on
the competitiveness between the redshift of the lowest-energy transitions due to the
increase of the biaxial tensile strain, and their blueshift caused by the interdiffusion
of the Si atoms in the Ge wells. Eventually, I present a different strategy to obtain
a direct-gap structure based on the adoption of short-period Si/Ge superlattices:
in Sec. 4.7 I discuss how in this kind of heterostructures the band folding and the
reduced symmetry may be able to produce a direct gap, and I then show that in
selected superlattices a positive gain can be expected.
Finally, in Appendix A I briefly describe a few further topics that I have addressed:
Si/Ge nanotubes, porous silicon and intersubband polaritons. Even if the first two
topics are not planar multilayer heterostructures, they show the potential and the
peculiar properties of SiGe materials. In the study of the intersubband polaritons, I
addressed the specific role of the non-parabolicity of the confined bands and their
interactions with cavity modes: the adopted methodology will be further developed








Adopted models and methods for
the electronic states
Many of the electronic and optical properties reported in thisThesis are calculated
by means of a first-neighbor tight binding (TB) Hamiltonian with sp3d5s∗ orbitals
and including spin-orbit interaction. The advantage of this atomistic approach is
that it allows us to take into account the geometric details of the whole structure, the
chemical composition of the deposited materials and the strain within each layer.
The method provides the electronic band structure over the whole Brillouin zone,
the spatial and orbital compositions of the states, and the matrix elements of optical
transitions. Moreover, the tight binding model is most appropriate for large scale
electronic structure calculations, especially when implemented with O(N) strategies
(see e.g. Ref. [5] and references therein, and Refs. [6, 7]).
However, there are cases (that will be described in detail in the following Chap-
ters) when simpler but faster methods are more appropriate. In particular, we will
describe and adopt for some selected applications a multiband k ⋅ p effective-mass
model. The disadvantage of this model is that it is not as numerically accurate as the
tight binding (see e.g. Refs. [8–11]). However, it has mainly two advantages. The first
is that it significantly reduces the computation time. This is a strong requirement in
the process of optimization of the design of complicated structures (see e.g. Secs. 3.4,
3.5 and 3.A): for such an application, the calculation has to be as real-time as possible,
because we need to change many times the input parameters in order to obtain the
best design. In practice, each run can last in the worst case tens of seconds, but not
hours. The second advantage is that the k ⋅ pmodel can give a more intuitive descrip-
tion of many of the physical properties of the system, often allowing to understand
their qualitative behavior or even providing for them analytic expressions.
In this Chapter, we describe both models for the calculation of the electronic
properties of bulk and heterostructured semiconductors, with special attention to
the case of Si and Ge. Furthermore, we also address some further theoretical models
that will be adopted in the second Part of theThesis.
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Table 1.1 – Lattice constants of some semiconductors which crystallize in the diamond
structure, taken fromWyckoff [12].
Crystal a(Å)
C Diamond 3.566 79 (20 ○C)
Si Silicon 5.430 70 (25 ○C)
5.445 (1300 ○C)
Ge Germanium 5.657 35 (20 ○C)
5.656 95 (18 ○C)








Figure 1.1 – FCC lattice. The primitive vec-
tors are τ1 = a/2(0, 1, 1), τ2 = a/2(1, 0, 1) and
τ3 = a/2(1, 1, 0), where a is the side of the con-
ventional unit cell. The primitive cell is shown
with a darker color.
The conventional unit cell, having a basis of four
atoms in the positions d1 = (0, 0, 0), τ1, τ2 and
τ3, emphasizes the full cubic symmetry Oh of
the lattice.
1.1 Crystal geometry of zincblende structures
This Thesis is focused on silicon (Si) and germanium (Ge), which are group IV
semiconductors and crystallize in the diamond structure. Since this structure is a
special case of the zincblende structure, typical of most group III-V semiconductors,
like gallium arsenide (GaAs), indium arsenide (InAs), etc., in this Section we describe
the more general zincblende structure.
The Bravais lattice of the zincblende structure is face centered cubic (FCC) with
a basis of two atoms, so that it can be seen as two interpenetrating FCC lattices. We
can choose the three translation vectors of the FCC lattice as
τ1 = a/2(0, 1, 1), τ2 = a/2(1, 0, 1), τ3 = a/2(1, 1, 0), (1.1)
as represented in Fig. 1.1; the primitive cell formed by these vectors has volume a3/4.
However, in order to emphasize the full cubic symmetry of the Bravais lattice, one
often uses the larger conventional unit cell with side a, also shown in Fig. 1.1. The
values of a (the lattice constant) for some common semiconductors which crystallize
in the diamond structure are given in Table 1.1.
As already mentioned, the zincblende structure has two atoms in the primitive
cell, one in the origin d1 = (0, 0, 0), and one at one fourth of the diagonal of the cube:
d2 = a/4(1, 1, 1); the resulting structure is shown in Fig. 1.2. In this Figure it is also
8
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a
Figure 1.2 – Conventional unit cell of the zincblende structure. First-neighbor bonds are
also shown. In this structure, one kind of atoms (e.g. the anions, red in the Figure) form a
FCC lattice. The other kind of atoms (cations, blue in the Figure) also form a FCC lattice,
which is displaced by one fourth of the diagonal of the conventional unit cell with respect to
the FCC lattice of the anions. If the two atoms are equal, one recovers the diamond structure.
If we use the primitive cell with translation vectors given in Eq. (1.1) (see also Fig. 1.1), there
are only two atoms in the primitive cell: the anion, lying at d1 = (0, 0, 0), and the cation,
lying at d2 = a/4(1, 1, 1).
In the zincblende structure, each atom has four first neighbors of opposite kind, which form
a regular tetrahedron centered on the atom. One of such tetrahedrons is shown in blue in
the Figure.
possible to notice that each atom lies at the center of a regular tetrahedron formed by
its four first neighbors. We emphasize here that the knowledge of the position of the
first neighbors is of great importance for the application of the tight-binding model.
We thus write explicitly the coordinates of the positions of the four first neighbors
with respect to the reference atom. In the case of the atom centered on the origin,
the four nearest-neighbor positions are
d2 = a1 = (1/2, 1/2, 1/2), d2 − τ1 = a2 = (1/2,−1/2,−1/2),
d2 − τ2 = a3 = (−1/2, 1/2,−1/2), d2 − τ3 = a4 = (−1/2,−1/2, 1/2),
(1.2)
while for the atom centered on d2 the relative positions are
−a1 = (−1/2,−1/2,−1/2), −a2 = (−1/2, 1/2, 1/2),
−a3 = (1/2,−1/2, 1/2), −a4 = (1/2, 1/2,−1/2).
The two atoms in d1 and d2 are different in the case of group III-V materials
(for instance, in the case of GaAs, we have an arsenic atom in the origin and a
gallium atom in d2), and in this case we designate them as the anion and the cation,
9









Figure 1.3 – Brillouin zone of a crystal with a FCC Bra-
vais lattice. The reciprocal lattice is a body-centered
cubic (BCC) and the Brillouin zone is a truncated oc-
tahedron, centered on Γ.
The points of high symmetry are also shown.
respectively. For the diamond structure, the two atoms in the primitive cell are
instead equal.




(−1, 1, 1), g2 =
2π
a




which form a BCC lattice. The Brillouin zone is the well known truncated octahedron,
depicted in Fig. 1.3. Some points of high symmetry in the Brillouin zone are denoted
by conventional names:
Γ = (0, 0, 0), X =
2π
a







































One of the models that we use in this work in order to study the electronic and
optical properties of Si–Ge nanostructures is the tight-binding model (TB).
When the atoms are brought together to form the crystal, their orbitals overlap
and the energy levels spread leading to the formation of bands, i.e. the actual levels
in the solid.
We denote by rnν the position of a generic atom of the crystal, where n indicates
the cell to which the atom belongs and ν indexes the different atoms within the cell;
in particular, rnν can be written as rnν = τn + dν, where τn is a translation vector of
the FCC Bravais lattice and dν is the position of the atom ν within the cell.
The Hamiltonian of an isolated atom of type ν centered on rnν is hν(r− rnν) and
the corresponding Schrödinger equation is given by
hνϕνm(r − rnν) = [
p2
2m
+ V (a)(r − rνm)] ϕνm(r − rnν) = Ẽνmϕνm(r − rnν), (1.3)
where m indexes the states and V (a) is the atomic potential acting on the electron,
due to the nucleus and the other electrons. We know that we can choose solutions
10
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with a definite angular symmetry (for example, if the Hamiltonian depends only on
the magnitude of r and not on its angular part, we can separate the orbitals ϕνm in a
radial and an angular part, and choose the angular part as a linear combination of
spherical harmonics, so that the orbitals have symmetry s, px , py, pz and so on).
We always assume, moreover, that the atomic orbitals ϕνm(r − rnν) are Löwdin
orbitals, i.e., different orbitals are orthogonal to each other. For orbitals centered
on the same atom this is obvious, as we can always choose an orthonormal set of
eigenfunctions for the problem (1.3). For atoms centered on different sites, we can
first obtain a set of non-orthogonal orbitals simply solving Eq. (1.3). With a procedure
shown in Ref. [13] we can at this point change the basis set to obtain the Löwdin
orbitals with the requested property
⟨ϕνm(r − rnν) ∣ ϕν′m′(r − rn′ν′)⟩ = δmm′δnn′δνν′ . (1.4)
The simple orthogonalization algorithm presented in [14] has moreover the
advantage that the Löwdin orbitals ϕνm show the same symmetry properties as
the original atomic orbitals, so that we can still speak of orbitals of s-symmetry,
px-symmetry, and so on. This information is contained in the index m of ϕνm.
When we consider the full Hamiltonian of the crystal, the actual wavefunctions
must satisfy the Bloch theorem because of the discrete translational symmetry of the







e ik⋅rnν ϕνm(r − rnν) (1.5)
where N is the number of primitive cells in the crystal and the sum over n runs over
all the N cells. Note that these Bloch sums are orthonormal because of Eq. (1.4).
We assume that the single-particle HamiltonianH for an electron of the crystal









V (a)(r − rnν). (1.6)
The eigenfunctions of the total HamiltonianHwith given k vector can be written




and the coefficients Cνm can be obtained by simply diagonalizing the Hamiltonian
matrix Hνm,ν′m′(k), whose matrix elements are
Hν′m′ ,νm(k) = ⟨Φν′m′(k, r)∣H∣Φνm(k, r)⟩ .
Let us explicitly compute the matrix elements Hν′m′ ,νm(k) of the Hamiltonian.
11
Adopted models and methods for the electronic states
We can split V , given in Eq. (1.6), in two parts, separating the contribution of




+ V(r) = p
2
2m
+ V (a)(r − dν′) + V ′(r) = hν′ + V ′
where V ′(r) contains all the remaining terms of the potential, i.e. the atomic poten-
tials centered on sites different from dν′ .
Using now the fact that ϕνm is eigenfunction of the atomic Hamiltonian hν, as
stated in Eq. (1.3), and the explicit expression for the orthonormal Φνm functions,
given in Eq. (1.5), we obtain
Hν′m′ ,νm(k) = ⟨Φν′m′(k, r)∣H∣Φνm(k, r)⟩ = Eν′m′δνν′δmm′+
+∑
τn
e ik⋅(τn+dν−dν′)∫ dr ϕ∗ν′m′(r − dν′)V ′(r)ϕνm(r − τn − dν).
(1.7)
The sum of the previous expression is over all translation vectors τn such that ν and
ν′ belong to different sites. Note that the energy Eν′m′ contains the atomic eigenvalue
Ẽν′m′ of the atom in dν′ corrected by the crystal field contribution, which originates
from the term in Eq. (1.7) with τn = 0 and ν = ν′. This term is of the form
∫ dr ϕ∗ν′m′(r − dν′)V ′(r)ϕν′m′(r − dν′), (1.8)
where we stress again that V ′ is the sum of all contributions to the potential coming
from atoms other than the one sitting at dν′ , and both orbitals are centered on the
same position dν′ . As a consequence, Eν′m′ feels its environment, i.e. it contains
contributions due to the symmetry of the crystal structure in which the atom is
embedded.
As already said, to get the energy levels we only need to solve the eigenvalue
problem
HΨ(k) = E(k)Ψ(k),
i.e. diagonalize the Hamiltonian matrix Hν′m′ ,νm(k). This is, however, not simple at
all.
The first difficulty that we encounter is in the evaluation of the last term of
Eq. (1.7). This term rises two problems: first of all we have to work with the sum over
τn that, even if not infinite, is composed of an unmanageable large number of terms.
However, we can make a first approximation considering only those orbitals centered
on atoms that are not too far apart, because we are assuming that the orbitals of
interest are quite localized and do not interact significantly if they are spatially well
separated. We can then adopt the first-neighbor approximation, where we sum only
on the nearest-neighbor atoms (in the case of the zincblende structure, only on four
atoms), second-neighbor approximation and so on. A further approximation is the
so called two-center approximation. Indeed, expanding V ′(r) using Eq. (1.6), we
see that in general we have integrals in Eq. (1.7) where the two wavefunctions are
centered on two different atoms, and interact through an atomic potential centered
12
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on a third site. Always assuming well localized orbitals, we can neglect all those
contributions where the three sites are different, and consider only the terms of the
following form:
⟨ϕν′m′(r − dν′) ∣V (a)(r − dν − τn) ∣ ϕνm(r − dν − τn)⟩ . (1.9)
The second problem that we have to face with, is that we have an infinite number
of Löwdin orbitals on each site, and therefore also the Hamiltonian matrix is infinite.
To obtain a finite matrix, allowing us to diagonalize it with standard methods, we
consider only a finite set of orbitals, in particular those of the outermost atomic
shells. This choice is physically motivated by the fact that the inner orbitals are quite
ineffective to provide relevant features in the electronic properties of the crystal, being
tightly bound to the nuclei. If a calculation is performed taking into account also these
orbitals, we would get that they generate dispersionless (k−independent) core bands,
that correspond to an infinite electronic effective mass. Moreover, these (completely
filled) bands are deep well below the chemical potential level, and therefore also an
excitation of an electron to a higher band is impossible using photons in the visible
range or with lower frequency.
The topmost occupied valence bands show on the contrary a complicated disper-
sion relation E(k); moreover there is the actual possibility that some electrons are
transferred to the empty conduction bands, originating interesting transport and
optical properties of the semiconductor.
The simplest choice of orbitals that produces reasonable results is the so called
sp3 tight-binding model, where we consider only one orbital with s symmetry and
three p orbitals (px , py and pz) centered on each atom of the primitive cell, reducing
the total number of orbitals to eight in the case of the zincblende structure. In this
way we have to diagonalize only a 8 × 8 matrix, simplifying notably the computation.
This description, however, is quite poor, and indeed it lacks some of the most
important features of the band dispersion of the group IV and III-V semiconductors.
In the literature, there have been different attempts to solve this problem, typically
increasing the order of neighbors which are taken into account in the calculation,
or introducing additional orbitals for each atom. With this second method, at the
expense of an increase of the dimension of the Hamiltonian matrix, one obtains a
great improvement of the results of the computation, allowing for the description of
some features that were missed by the simple sp3 model.
The model that is used throughout this work is the sp3d5s∗ model in the first-
neighbor approximation, that we now describe in detail.
1.2.1 Semiempirical approach
An upgrade of the minimal sp3 basis set model has been obtained introducing, for
each atom in the primitive cell, an unoccupied excited s-type orbital [15]; this gives a
better description of the conduction bands of the semiconductors. Such orbitals are
denoted by s∗ to distinguish them from the other lower-energy s orbitals.
13
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The major improvement in the description of the conduction bands, however,
is obtained by the introduction of d-type orbitals, as explained in Jancu et al. [16].
One of the main achievements of such a choice is a better agreement with the known
sequence of the energy levels, and a better reproduction of the transverse effective
masses for the conduction band minima at the L point and along the Γ−X line in the
Brillouin zone.
Throughout this work, we thus adopt ten atomic-like orbitals for each atom,
denoted by their symmetry as
s; x , y, z
´¹¹¸¹¹¹¶
p




To distinguish between orbitals belonging to different atoms, we use a specific
site label. For zincblende structures, e.g., we denote with sa the s orbital centered on
the anion, and with sc the orbital centered on the cation, and similarly for the other
orbitals. We will use this notation also for group IV semiconductors if we need to
distinguish between the two atoms in the basis, even if the two atoms are of the same
kind.
As already said, we limit ourselves to interactions between first neighbors and
consider only two-center integrals. The generic integral that we must compute in
order to obtain the matrix elements given by Eq. (1.7) is therefore of the form
⟨ϕν′m′(r − dν′) ∣V (a)(r − dν − τn) ∣ ϕνm(r − dν − τn)⟩ . (1.11)
In the semiempirical approach these integrals, as well as the energies Eνm of Eq. (1.7),
are taken as parameters, and are obtained by fitting specific features of the band
dispersion of the bulk semiconductor under study. Typically, such features are
the values of the energy bands at high-symmetry points of the Brillouin zone and
the effective masses, which are obtained from experimental data or from other
theoretical methods. The empirical tight-binding model, in this sense, can be seen
as an interpolation method that gives the energy bands for all points in the Brillouin
zone, starting from a limited set of energies. This semiempirical approach to the
tight-binding method was first introduced by Slater and Koster [14].
Using this approach we want now to show that, for a sp3d5s∗ model with interac-
tions limited to first neighbors, we need only a small set of independent two-center




V(sdσ), V(pdσ), V(pdπ), V(ddσ), V(ddπ), V(ddδ),
V(s∗sσ), V(s∗s∗σ), V(s∗pσ), V(s∗dσ).
(1.12)
What we mean is that all integrals of the form of Eq. (1.11) can be expressed
by appropriate linear combinations of the independent integrals (1.12), where the
14
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coefficients depend on the director cosines of the vector R = dν + τn − dν′ that joins
the two atoms at dν′ and at τn + dν.
To clarify this concept, we now discuss the meaning of the integrals (1.12). In
the case of two s orbitals, the angular momentum quantized in the direction of the
vector joining the two atoms can only be zero. However, if we consider two p orbitals
(see Fig. 1.4), we can overlap them along the direction of the orbital; in this case we
speak of a σ bond, and the angular momentum along the axis is still zero. We can
however let them overlap in a direction orthogonal to the orbitals, e.g. considering
the interaction between two px orbitals, but with the two atoms aligned along the
z direction: this type of bond is called a π bond, and now the angular momentum
along z is ħ.
In particular, if the vector R joining the two atoms is along the z direction, we
can define the two-center integrals introduced in (1.12) by
⟨s∣H∣s⟩ = V(ssσ); ⟨s∣H∣pz⟩ = V(spσ);
⟨pz ∣H∣pz⟩ = V(ppσ); ⟨px ∣H∣px⟩ = ⟨py ∣H ∣ py⟩ = V(ppπ).
Moreover, we have that
⟨s∣H∣px⟩ = ⟨s∣H∣py⟩ = V(spπ) = 0 (1.13)
because, if the Hamiltonian includes only the two interacting atoms, then it has a
cylindrical symmetry along the axis R = dν + τn − dν′ joining the two atoms. If we
consider that the angular part of the orbitals is simply a spherical harmonic function
Ylm, with azimuthal direction R, then we see that the matrix element (1.13) of the
Hamiltonian vanishes because the two spherical harmonics of the orbitals at the two
centers have different m.
In the crystal, however, the direction of the vectors R joining two atoms are in
general neither parallel nor orthogonal to the directions of the axes x, y, z that we
have chosen to define the p orbitals; to get the interaction parameter for a generic
direction, we have to expand the spherical harmonics which define the angular part
of our orbitals along the direction of R. The matrix element is therefore a linear
combination of the integrals of (1.12). A graphical representation of one possible case
is given in Fig. 1.4.
A complete table of all matrix elements needed for a sp3d5s∗ basis is reported in
Table 1.2, where l , m, and n denote the director cosines of R with respect of the x, y,
z axes, as shown in Fig. 1.5. These matrix elements are known as the Slater–Koster
parameters.
For the sake of completeness, we mention that in the case of group III-V semi-
conductors, the only difference is that we have to distinguish for instance between
V(sapcσ) and V(scpaσ): we have indeed different energies depending on whether
the s orbital is centered on the anion or on the cation. The number of independent
integrals will be slightly larger, but except for this there is no conceptual difference
from what we have presented up to now for group IV semiconductors.
15
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Table 1.2 – Slater–Koster parameters up to d−type orbitals in terms of two-center integrals.
In this table, we have denoted simply with (ssσ) the independent integral Vssσ , with (pdπ)
the integral Vpdπ and so on.
Es ,s (ssσ)
Es ,x l(spσ)
Ex ,x l 2(ppσ) + (1 − l 2)(ppπ)
Ex ,y lm(ppσ) − lm(ppπ)

















3l 2n(pdσ) + n(1 − 2l 2)(pdπ)
Ex ,x2−y2 12
√
3l(l 2 −m2)(pdσ) + l(1 − l 2 +m2)(pdπ)
Ey ,x2−y2 12
√
3m(l 2 −m2)(pdσ) −m(1 + l 2 −m2)(pdπ)
Ez ,x2−y2 12
√
3n(l 2 −m2)(pdσ) − n(l 2 −m2)(pdπ)












Ex y ,x y 3l 2m2(ddσ) + (l 2 +m2 − 4l 2m2)(ddπ) + (n2 + l 2m2)(ddδ)
Ex y ,yz 3lm2n(ddσ) + ln(1 − 4m2)(ddπ) + ln(m2 − 1)(ddδ)
Ex y ,zx 3l 2mn(ddσ) +mn(1 − 4l 2)(ddπ) +mn(l 2 − 1)(ddδ)
Ex y ,x2−y2 32 lm(l
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√
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√





Ex2−y2 ,x2−y2 34 (l










3n2(m2 − l 2)(ddπ) + 1
4
√
3(1 + n2)(l 2 −m2)(ddδ)
E3z2−r2 ,3z2−r2 [n2 − 12 (l
2 +m2)]
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Figure 1.4 – Graphical example of the interaction between orbitals on different sites. In
this case, the interaction between two px orbitals is shown and is decomposed into its two
contributions V(ppσ) and V(ppπ).
Figure 1.5 – The director cosines of a
given vector R with respect to the axis
set (x , y, z) are given by the cosines of
the angles formed by R with the axes. In
our notation, we have:
l = cos ξ,
m = cos θ,








We can now apply these results in our specific case. For the zincblende structure,
the director cosines of the vectors joining an anion at d1 = 0 to its four first neighbors



























while for a cation at d2 the four vectors are −d2, −(d2 − τ1), −(d2 − τ2), −(d2 − τ3),
i.e. the opposites of the vectors for an anion. We note here that we are assuming that
the atom sitting in the origin is an anion; however, this is only a convention and we
could choose to put instead the cation in the origin. The results are the same, because
we can go from one description to the other by simply translating the origin of d2
and performing an inversion of the axes. Using this transformation, the anions take
the place of the cations and vice versa.
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Using these coefficients, we can express all integrals needed to obtain the Hamil-
tonian matrix as a function of the Slater–Koster parameters reported in Table 1.2,
so that a generic interaction term between an orbital i of the anion a, sitting in the
origin, and an orbital j of the cation c, is of the form
Haci j (k) = ∑
first
neighbors
e ik⋅(τn+d2) ⟨ϕai (r)∣H∣ϕcj(r − d2 − τn)⟩ =
= ∑
n=0,1,2,3
e ik⋅(d2−τn)Ei j(d2 − τn),
(1.15)
where we have defined τ0 = (0, 0, 0) and Ei j is a Slater–Koster parameter.
We notice, now, that all the integrals between the center atom and the four first
neighbors have the same absolute value, and differ only in a sign. We can therefore
rewrite Eq. (1.15) as
Haci j (k) = Ei j(d2) ∑
n=0,1,2,3
e ik⋅(τn+d2) sign(n),
where sign(n) represents the relative sign of the integral for the atom in position
d2 − τn and that for the atom in position d2.
Considering all the possibilities for the relative signs, we obtain that the sum of
the exponentials can assume only four different values, called phase factors1:
g0 = 4(cos x cos y cos z − i sin x sin y sin z), (1.16a)
g1 = 4(− cos x sin y sin z + i sin x cos y cos z), (1.16b)
g2 = 4(− sin x cos y sin z + i cos x sin y cos z), (1.16c)
g3 = 4(− sin x sin y cos z + i cos x cos y sin z), (1.16d)











Using the above definitions, we can now write the 20 × 20 Hamiltonian matrix
for a zincblende crystal with two atoms in the primitive cell, in the sp3d5s∗ basis, as
follows:
Hi j = (
Haa Hac
Hca Hcc ) , (1.17)
1
The four phase factors are obtained in the following cases:
g0 ∶ sign(0) = sign(1) = sign(2) = sign(3) = 1,
g1 ∶ sign(0) = sign(1) = 1, sign(2) = sign(3) = −1,
g2 ∶ sign(0) = sign(2) = 1, sign(1) = sign(3) = −1,
g3 ∶ sign(0) = sign(3) = 1, sign(1) = sign(2) = −1.
18
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where Haa, Hac , Hca and Hcc are 10 × 10 matrices.
In particular, Haa is the diagonal matrix composed of the atomic eigenvalues




















and analogously Hcc for the cation.
We have also that Hca = (Hac)†, because the Hamiltonian is Hermitian.
The block Hac contains the interactions between the anion and the cation. Its
explicit form is shown in Table 1.3.
Diagonalizing the matrixHi j(k) of Eq. (1.17) we obtain twenty (real) eigenvalues,
which are the allowed energies for the electron.
If we plot these energies versus the k vector, we obtain the bands of the crystal;
an example for silicon is reported in Fig. 1.6, where we have also shown the path
followed in k space.
1.2.2 Spin–orbit coupling
For a more precise analysis of the electronic states, also relativistic effects should be
included. Indeed this contribution, even if often negligible on the conduction bands,
produces instead quite important effects especially at the top of the valence bands
(which are mainly composed of p-type states). The correction due to relativistic
effects is more important for heavy elements. For most semiconductors, however,
these effects are small andwe can limit to first-order perturbation theory: for instance,
the separation at Γ of the topmost valence bands is only 0.04 eV for silicon (Z = 14)
and 0.29 eV for germanium (Z = 32).
To include these effects, we start from the Dirac relativistic equation
[cα ⋅ p + βmc2 + V(r)]ψ =Wψ.
Hereψ is a four-component spinor, p is themomentum operator −iħ∇,W = E+mc2
is the total energy (including the rest energy mc2) and α and β are given by
α = (0 σσ 0) , β = (
1 0
0 −1) ,




) , σy = (
0 −i




Using the Foldy–Wouthuysen transformation [17], we can decouple the strong
and weak components of the Dirac spinor. If we consider only the first terms of














σ ⋅ (∇V × p)]ψ = Eψ.
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Figure 1.6 – Band structure of silicon (without the introduction of spin–orbit interactions),
using the parametrization of Jancu et al. [16]. The path followed in k space is also shown (it
is split in two parts only for graphical reasons).
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The first two terms on the left-hand side are the non-relativistic Hamiltonian.




, Hd = −
ħ2
4m2c2
∇V ⋅∇, Hso =
ħ
4m2c2
σ ⋅ (∇V × p) (1.19)
are the first-order relativistic corrections to the Schrödinger Hamiltonian. The first
termHv is the relativistic correction to the kinetic energy, as can be seen expanding
the relativistic expression of the kinetic energy
√







The second termHd is a correction to the potentialV(r) and is known as the Darwin
term. Finally, the third termHso is the spin–orbit coupling and can be interpreted as
the interaction between the spin magnetic moment of the electron and the magnetic
field felt by the electron (originated from the Coulomb potential of the nucleus). This
term can be understood also in a classical analysis [18], even if it leads to a wrong
prefactor of two.
The terms Hv and Hd do not depend on the spin of the electron and do not
change the symmetry properties of the non-relativistic Hamiltonian. Thus, they are
not explicitly considered in a semiempirical tight-binding approximation. Indeed,
Hv gives a negative expectation value on any electronic state; we expect a smooth
deformation of the bands, but the degeneracy of the states remains unchanged. Hd
gives instead a correction that depends strongly on the angular momentum, and is
important only for s states. Also in this case, no additional splitting is introduced;
the only effect can be the inversion of the order of some levels. Both these effects,
however, are automatically included when we fit the two-center integrals to the actual
band structure of the crystal, so that we do not need to explicitly consider them.
The spin–orbit term couples instead real-space operators with spin-space op-
erators: the symmetry is thus reduced and, when we classify the states with the
irreducible representations of the symmetry group of the Hamiltonian, different
groups must be considered. The simple group is used when spin–orbit interactions
are discarded, while the corresponding double group is used when these effects are
included. A detailed description of these groups and of how the states of the simple
group split into the states of the double group is reported in Ref. [19].
For a spherically-symmetric potential Va(r), we can write the spin–orbit term









where we have used the definition L = r × p of the angular momentum operator. For
this Hamiltonian, m and sz are no more good quantum numbers, and the 2(2l + 1)
degeneracy of each state with angular momentum l is lifted, originating a state with
total angular momentum j = l + 1
2
and degeneracy 2l + 2, and a state with j = l − 1
2
and degeneracy 2l (except for s states, that do not split). In the case of a crystal, if
22
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the crystal potential is approximated by sums of spherical potentials, the spin-orbit









∣r − dν − τn∣
dVν(r − dν − τn)
d(r − dν − τn)
σ ⋅ L(r − dν − τn). (1.20)
For the inclusion of spin–orbit, we must consider different orbitals for spin-up
and spin-down electrons and the Bloch sums derived from these orbitals, since
the degeneracy on sz is now removed. Moreover, this is important only near the
nuclei, where dVν(r)/dr is strong, thus only on-site integrals among degenerate
Bloch sums are important and are considered in a first-order approximation. Using
Eq. (1.20), one can easily compute matrix elements between states with same angular
momentum l , but different m and spin.
If we are interested in a semiempirical approach, however, we can simply assume
that on each site the spin–orbit interaction term is of the form
hso = αL ⋅ S, (1.21)
where L is the orbital angular momentum operator, S = 1
2
ħσ is the spin angular
momentum operator and σ are the Pauli matrices given in (1.18).
Here α is a new fitting parameter that is adapted to reproduce the experimental
splittings, and can be considered as a constant. We consider the effect of spin–orbit
only on p−type states, mainly because all the parametrizations that we adopt involve
spin–orbitals only for p−states, since the effects are smaller for d−type states. As
already pointed out at the beginning of this Section, we treat spin–orbit interaction
in a perturbative approach, writing
H =Htb +Hso,
whereHtb is the tight-binding Hamiltonian described in the previous Section.
To evaluate the energy contribution of this perturbation, we introduce the total
angular momentum J = L + S so that
J2 = (L + S)2 = L2 + S2 + 2L ⋅ S
and from this Equation we obtain that the expectation value of the L ⋅ S operator is
⟨L ⋅ S⟩ = 1
2
⟨J2 − L2 − S2⟩ = ħ
2
2
[ j( j + 1) − l(l + 1) − s(s + 1)], (1.22)
where j, l and s are the quantum numbers of the operators J2, L2 and S2, respectively.
The new basis set of states includes both spin-up and spin-down states so that
we now consider 20 orbitals for each atom in the unit cell, namely:
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where the arrows indicate spin-up and spin-down states.
In order to exploit Eq. (1.22), we need to express p states as functions of Φ j, jz , i.e.
of eigenstates of the total angular momentum or, more precisely, of J2 and Jz :
J2Φ j, jz = ħ2 j( j + 1)Φ j, jz
JzΦ j, jz = ħ jzΦ j, jz













We now use the Clebsch–Gordan coefficients to decompose these states (multi-




























































































Inverting these relations, we obtain the expressions of our states in terms of the


























































As an overall phase for the states has no physical effects, we could have chosen different Clebsch-
Gordan coefficients. Another phase convention which is often used is that of Luttinger [20].
24
1.2 Tight-binding model
Figure 1.7 – As a consequence of spin–
orbit coupling, the degeneracy of the
bands of zincblende or diamond semi-
conductors is lifted at Γ. The heavy
hole (HH) and light hole (LH) states
(with j = 3/2) remain degenerate at
the zone center, while the split-off state
(with j = 1/2) shifts down in energy. ∆




























At this point, the evaluation of the matrix elements ofHso between these states
becomes straightforward. In Eq. (1.22) we have l = 1 and s = 1/2 because we are
considering p−type orbitals; j is obtained from the expansions (1.23) and (1.24). We




















where λ is the spin–orbit parameter which is provided by the parametrization, and
is related to the parameter α of Eq. (1.21) by λ = αħ2/2.
The splitting of the states is easy to understand in the basis of Φ j, jz , where we
immediately see from Eq. (1.22) that the expectation value of the quadruplet with
j = 3/2 and the doublet with j = 1/2 is different. We thus have four degenerate
bands at the zone center and two bands at a lower energy, called the split-off state, as
schematically represented in Fig. 1.7. From Eq. (1.22) one also obtains that ∆, i.e. the
splitting at Γ between the HH, LH states and the SO state, should be equal to 3λ. Note
25
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however that this is true only if the parametrization does not include d orbitals. If the
parametrization includes them, as in the case of the sp3d5s∗ parametrizations used
in thisThesis, the value of the spin-orbit parameter λ is not given by one third of the
experimental splitting ∆, even if we do not include spin-orbit interaction between d
orbitals (as it is the case in all parametrizations used in thisThesis). This discrepancy
is due to the fact that valence states have non-zero components for the d orbitals.
If we analyze the bands also for k values slightly different from zero, we see
moreover that the four bands at the zone center have different curvatures, i.e. different
effective masses, and are known as the light hole (LH) and heavy hole (HH) states.
In particular, the heavy hole states are those with ∣ jz ∣ = 3/2 (Φ3/2,3/2 and Φ3/2,−3/2),
while the light hole states are those with ∣ jz ∣ = 1/2 (Φ3/2,1/2 and Φ3/2,−1/2).
Using the results given in Eq. (1.25), we can now write the general form of the
















Hca 0 Hcc↑↑ H
cc
↑↓










where Hac and Hca are the same 10 × 10 blocks of Eq. (1.17) and Table 1.3, while the
20 × 20 diagonal blocks contain also spin–orbit interaction terms and are reported
in Table 1.4.
To conclude this Section, we note that the states at points of high symmetry of
the Brillouin zone are denoted with different symbols in the literature, depending
on whether we use the nomenclature of the simple group (i.e., we neglect spin–orbit
effects, as it is usually done for silicon) or the nomenclature of the double group,
including spin–orbit splittings. A detailed study of the state symmetries and of the
simple and double groups can be found in [19, 21].
To make this clear, we show in Fig. 1.8 the names of some important states for
silicon and germanium.
1.3 Strain
Up to now we have considered perfect Si/Ge crystals with diamond structure. We
examine now small deviations from this arrangement. This is important e.g. for the
analysis of the effect of a mechanical pressure on the materials, but in particular for
the study of heterostructures strained due to the coherent growth in the epitaxial
deposition process. Indeed, at the interface between two different materials, if the
mismatch of the two lattice constants is not too large, the overlayer can grow (at least
for small thicknesses of the grown material) matching its lattice constant to the one
of the substrate. The lattice structure is therefore slightly distorted and we need to
consider the consequences of this for a quantitative analysis of the electronic and
optical properties of the heterostructure. The resulting effects are in many cases not
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(b) Germanium, using the nomenclature of the double group.
Figure 1.8 – Band structure of silicon and germanium crystals. In the case of silicon, we have
used the simple group notation, widely used in the literature since the spin–orbit coupling
effects are often discarded for silicon. A table of the decomposition of the states of the
simple group into the states of the double group is provided in Ref. [19, 21]; we report here












8 , X1 → X5, X4 → X5,
L′3 → L−4 + L−5 + L−6 , L3 → L+4 + L+5 + L+6 , L1 → L+6 . Notice that the ordering of the Γ′2 and Γ15
states in germanium is opposite to that of silicon.
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can affect in a substantial way the optical and transport properties of the system. We
stress moreover that these strain effects are always present in SiGe heterostructures,
since silicon and germanium have a quite large mismatch of ≈ 4% of their lattice
constants (see Table 1.1). Thus, every (coherently grown) heterostructure composed
of silicon and germanium, or more in general of two Si1−xGex alloys with different
Ge content x, has at least a strained region.
We start with a short summary of the main definitions and results of the theory
of elastic strains; we then focus on the analysis of the deformations in the case of
epitaxial deposition of lattice mismatched crystals.
We start considering an orthonormal tern of vectors (x̂, ŷ, ẑ) which describes
the unstrained structure of the crystal: after fixing an arbitrary origin, a generic atom
of the crystal structure can be identified by a vector r, which can be expressed as a
linear combination of the three unit vectors: r = xx̂ + yŷ + zẑ.
If an uniform strain is applied, such that each primitive cell is deformed in the
same way, the whole structure changes its shape and also the three vectors x̂, ŷ and
ẑ change to three new vectors x̃, ỹ, z̃. This deformation can be described with the
following equations:
x̃ = (1 + εxx)x̂ + εxyŷ + εxz ẑ (1.26a)
ỹ = εyx x̂ + (1 + εyy)ŷ + εyz ẑ (1.26b)
z̃ = εzx x̂ + εzyŷ + (1 + εzz)ẑ, (1.26c)
so that the atom at r, is now at the position
r̃ = xx̃ + yỹ + zz̃
with the same coefficients x, y, and z because of the definitions (1.26). In general the







The displacementR of the atomwhich was at r can be written
as
R = r̃ − r = x(x̂ − x̃) + y(ŷ − ỹ) + z(ẑ − z̃) =
= u(r)x̂ + v(r)ŷ +w(r)ẑ,
where we have defined the three quantities u, v, w as
u(r) = xεxx + yεyx + zεzx (1.27a)
v(r) = xεxy + yεyy + zεzy (1.27b)
w(r) = xεxz + yεyz + zεzz . (1.27c)
In the following, we assume that the deformation is small,
that is, every coefficient εi j is much smaller than one, so that
we can always expand the above expressions to first order in the
coefficients εi j and ignore higher-order terms.
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For a non-uniform deformation, the tensor εi j is not constant throughout the
whole crystal, but it depends on the point r. Taking the origin of the axes near
the point r that we are interested in (that is, inside a small region in which the
deformation is roughly uniform in space), we can expand the displacementR around










; . . .
Now, noticing that the εi j matrix can be written in matrix form as the gradient
of the displacement R:






































we see at glance that εi j actually transforms as a tensor under rotations; it is called
the strain tensor. Finally, it can be easily proven that the transformation from εi j to
its symmetric part, leaving unchanged both the length of the vectors and the angles
between them, is simply a rotation, so that we always assume in the following that
the εi j tensor is symmetric.
1.3.1 Relation between strains and stresses
We want now to study the forces, or stresses, which are exerted on a unit area of
the crystal. These forces are responsible for the strain of the structure, and in this
Section we study the relation between strains and stresses.
Given a surface orthogonal to, say, the z direction, we can decompose the force
acting on it in its three components along the axes (see Fig. 1.9a): we denote these
components as σxz , σyz and σzz . If we do the same with surfaces orthogonal to the x












With the notation introduced, the first letter of the subscript is the direction of the
force, while the second one is the direction of the normal to the plane on which the
force is acting. However, we do not need to worry about this, because this tensor
is actually symmetric if we require that there is no torque applied to an elementary
cube of the system, so that there is no angular acceleration due to the internal forces.












(a) Graphical representation of the stress compo-






(b) In order for the torque to van-
ish on the xy−plane, we need
σx y = σyx and similarly for the
other planes, so that σi j must be a
symmetric tensor.
Figure 1.9 – Stress components
Stiffness matrix: General form
Since we are working with small strains, we assume the hypothesis of linear regime,
so that we can apply Hooke’s law and write the relation between strains and stresses
by means of a fourth-order Ci jkl tensor in the form: σi j = Ci jkl εkl .
Due to the various symmetries of the problem under consideration, however,
the number of independent parameters defining the C tensor can be greatly reduced.
First of all, we notice that the relation between strains and stresses is usually
given in terms of the coefficients γi j (called engineering strains), which are defined
by
γii = εii , γi j = εi j + ε ji = 2εi j (i ≠ j).
As only the off-diagonal terms are multiplied by two, γi j is not a tensor and to
avoid confusionwe do not write it inmatrix form, but simply write its six independent
components (only six because γi j = γ ji) in vector form. We use the engineering
strains because they are ameasure of the total shear deformation, as shown in Fig. 1.10.
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where the Cαβ are called elastic stiffness constants or moduli of elasticity.
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γx y = ∂u/∂y + ∂v/∂x
Figure 1.10 – The engineering strain γx y = ∂u∂y +
∂v
∂x gives the total shear deformation on
a given plane. Here is shown the case in which there is only shear deformation, that is
εxx = εy y = 0.
Number of independent parameters
First of all we prove that the Cαβ matrix is symmetric. Let us start writing the elastic
energy as a function of the strains. In the assumption of validity of the Hooke’s law,








where the index of the γ’s identifies the six components of the vector given in (1.28):
γ1 = γxx , γ2 = γyy , γ3 = γzz , γ4 = γyz , γ5 = γzx , γ6 = γxy .
The stresses are obtained from the derivative of the energy with respect to the




















Doing the same for all components and comparing the results with Eq. (1.28),




(Uαβ +Uβα) = Cβα ,
thereby proving that the stiffness matrix is symmetric.
The semiconductors under consideration have the atoms arranged in a FCC
lattice and have accordingly specific symmetry operations. One of the transforma-
tions which leaves the system unchanged is the rotation of 2π
3
around one of the
diagonals of the cube (direction [111] and equivalent ones), which interchanges the
axes according to
x → y → z, −x → z → −y, x → z → −y, −x → y → z
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Table 1.5 – Stiffness constants of silicon and germanium at 298K, taken from [22].
C11(N/m2) C12(N/m2) C44(N/m2)
Si 1.6577 ⋅ 1011 0.6393 ⋅ 1011 0.7962 ⋅ 1011
Ge 1.240 ⋅ 1011 0.413 ⋅ 1011 0.683 ⋅ 1011
depending on the diagonal which is chosen.
A general term of the energy expansion (1.29) is proportional to a product of
the form γi jγkl , where the indices can be x, y or z. If a given index appears an odd
number of times, we can always find a rotation around one of the diagonals which
changes the sign of the term, since in general we have γxy = −γx(−y) and so on. To
be invariant under the symmetry operations of the cube, these terms must vanish,











xy , γxxγzz , γyyγzz , γxxγyy .
Furthermore using the same symmetry requirement it can be shown that γ2xx ,
γ2yy and γ2zz have the same coefficient; in the same way it is shown that the coefficient
is the same for the three terms γ2yz , γ2zx and γ2xy, and for γxxγzz , γyyγzz and γxxγyy.












C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0












with only three independent parameters C11, C12 and C44, which depend on the
material and are experimentally known for a large set of cubic semiconductors.
These stiffness constants are reported in Table 1.5 for silicon and germanium.
1.3.2 Strains in mismatched epitaxy and continuum elasticity theory
As already mentioned, one of the most important cases where strains are concerned
is that of mismatched epitaxy, in which a semiconductor layer is epitaxially grown
on a substrate with a (slightly) different lattice constant. Throughout this work, we
consider planar heterostructures and we always assume the ideal case of coherent
growth, schematically depicted in Fig. 1.11, meaning that the in-plane lattice constant
of all materials in the system is the same and is fixed by the substrate lattice constant.
From an experimental point of view, this condition is never exactly achieved, and
various kinds of defects (dislocations, stacking faults, . . . ) are always present in the
grown crystal. However, the efforts of the experimentalists are oriented toward the
realization of a growth process which is as close as possible to the ideal (coherent)
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Figure 1.11 –When we deposit some layers
of a semiconductor on top of a substrate
with a different lattice constant, if the lat-
tice mismatch is not too large, the in-plane
lattice constant of the overlayer changes,
so that each atom of the overlayer bonds
to one of the substrate: this is called a co-
herent growth. In order to minimize the
total energy, also the lattice constant in the
growth direction is modified: if the mate-
rial is stretched on the plane, it contracts
in the growth direction (and vice versa). A






Figure 1.12 – TEM micro-
graph of a Si/Ge quantum
cascade sample grown on a
virtual Si0.14Ge0.86 substrate.
The adopted growth technique
strongly reduces defects in the
active region (the growth has
been made at the University of
Roma Tre and the TEM at the
CNR-IMM of Catania).
one, mainly because the presence of defects degrades significantly the performances
of the devices. Often, this is achieved using ingenious techniques that are able for
instance to limit the defects within the buffer substrate, and suppress significantly
their number in the active region. A TEMmicrograph of a SiGe multilayer structure
(“active region”) grown on a SiGe virtual substrate is shown in Fig. 1.12, where we can
see that the defects aremainly confined in the Ge buffer, whereas they are significantly
reduced in the active region.
In the following, we show how to calculate the atomic positions in a strained
structure using the continuum elasticity theory. This theory takes the stiffness con-
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stants measured in the bulk to describe the elastic properties of the system, and does
not consider the fact that the crystal is composed of atoms. However, it is known [23]
that this theory reproduces correctly the atomic positions in the case of planar het-
erostructures, even if composed of a very small number of atomic monolayers. In
the case of more complicated structures, one can employ other techniques, possibly
exploiting an atomistic approach, as it is the case for instance of the valence force
field (VFF) [24–27]. Systems that require to be modeled by such more complicated
(but detailed) techniques include for instance nanowires, quantum dots, nanotubes
(for this latter system, see for instance Appendix A.1).
Since thisThesis focuses mainly on planar heterostructures, we describe below
the main results of the continuum elasticity theory that are needed to predict the
strains (and thus the atomic positions) in multilayer systems.
We describe in particular biaxial strains in the case of planar heterostructures
composed of a sequence of layers grown on a substrate along the [001] direction,
which is the growth direction of interest for the integration of photonic devices in
the present Si electronic technology. For this reason, all systems considered in this
Thesis are grown along the [001] direction. Chosen a coordinate system with two
vectors on the plane of the interface and the third vector along the [001] growth













For heterostructures grown on a thick substrate, we can assume that the latter is not
deformed, so that the in-plane lattice constant is the same for all layers, and the value





aS and aL being the bulk lattice constants of the substrate and of the overlayer,
respectively.
For common semiconductors, if the crystal is stretched along one direction, it
tends to shorten in the other directions (for a graphical representation of this effect
in the case of mismatched epitaxy, see Fig. 1.11). To give a measure of this tendency,





Just to avoid confusion, we note that this ratio is different from the one known in
literature as the Poisson’s ratio ν. The latter is in fact defined as the ratio of the strain
along the two orthogonal directions in the case of uniaxial strains, i.e. when the
system is stretched or compressed along one direction and can relax along the two
orthogonal directions. In the case of coherently-grown heterostructures, we have
instead a biaxial strain, where the strains along two directions are fixed (i.e., those
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on the growth plane), and only one direction can freely relax. In this case, the ratio
of the two strains assumes the value η defined in Eq. (1.32), and one can easily show





We briefly prove here this formula, which is useful since the quantity ν is the most
used in the literature; for more details one can refer for instance to [28]. We start
considering a uniaxial stress along the x direction. From Hooke’s law, we can write
σxx = Eεxx , where E is the modulus of elasticity, i.e. the coefficient C11 of Eq. (1.28).
The Poisson ratio ν is defined by the relation εyy = εzz = −νεxx = −ν(σxx/E).
I now apply three stresses σxx , σyy and σzz along the three Cartesian directions.
Then, for any given direction, the strain is both controlled by the stress along the
same direction (through the modulus of elasticity E), and by the stress along the





εxx = 1E [σxx − ν(σyy + σzz)]
εyy = 1E [σyy − ν(σxx + σzz)]
εzz = 1E [σzz − ν(σxx + σyy)]
.
The coefficient η defined above is obtained by the condition σzz = 0 (no stress
along the growth direction), and imposing also εxx = εyy and σxx = σyy (same strains




εxx = 1E σxx(1 − ν)
εzz = 1E σxx(−2ν)











thus proving Eq. (1.33).
Going back to Eq. (1.31) and substituting Eq. (1.32), we get











where by definition ε = ε∥.
We want to emphasize here that the η ratio (or, equivalently, the Poisson’s ratio ν)
does not depend only on the material, through its stiffness constants C11, C12 and C44
of Eq. (1.30), but also on the growth direction with respect to the crystalline axes. The
value of η for a generic growth direction is obtained by first rotating the stress tensor
σi j to a reference frame where the third coordinate is along the growth direction,
and then imposing the condition σ33 = 0. In particular, for the [001] direction, which
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Figure 1.13 – Unit cell (green
shaded parallelepiped) having
one atom on each plane orthog-
onal to τ3 and containing a total
of four atoms. The coordinates
of the basis vectors are: τ1 =
a∥/2(−1, 1, 0), τ2 = a∥/2(1, 1, 0),










is the only one of interest in thisThesis, we do not need to rotate the tensor and we




(for the [001] direction).
1.3.3 Change of symmetry under biaxial strain
The bulk unstrained diamond structure has the cubic symmetry Oh, where in par-
ticular the x, y and z directions are equivalent. After the application of a biaxial
strain, the z direction is no more equivalent to the x and y ones, since the size of the
unit cell is different along the different directions, see Eq. (1.31). To describe systems
under biaxial strain, we choose not to use the primitive cell introduced in Sec. 1.1.
It becomes instead more convenient to use basis vectors that emphasize the new
symmetry of the strained crystal. In particular, we choose one vector τ3 along the z
direction and the other two (τ1 and τ2) orthogonal to it, along the [110] and [110]
directions, as shown in Fig. 1.13. The unit cell contains now four atoms (one for each
atomic plane orthogonal to τ3) and has thus twice the volume of the primitive cell; if
we consider the corresponding Brillouin zone, its volume is thus halved. The new
Brillouin zone, which is a parallelepiped and is depicted in red in Fig. 1.14a, can be
obtained folding the BZ of Fig. 1.3 as illustrated in Fig. 1.14b.
In order to write the TBHamiltonian, the first step is to calculate the new director
cosines for this strained geometry. One can easily see that for the nearest-neighbor
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Figure 1.14 – (a) Folded Brillouin zone (red parallelepiped) corresponding to a FCC Bravais
lattice with a basis vector chosen along [001] and four atoms in the unit cell. The red
parallelepiped can be obtained folding the truncated octahedron as shown in panel (b).
























































where we have defined a∥ = (1+ ε∥)a the in-plane lattice constant and a⊥ = (1+ ε⊥)a
the lattice constant along the growth direction (see also Fig. 1.13). For the atoms
sitting in cation positions one just has to take the opposite signs, as discussed already
below (1.14). The geometric phase factors introduced in Eqs. (1.16) and the matrix
elements reported in Table 1.3 change in a similar way. It is straightforward to obtain
the explicit form for the matrix using the same steps presented in Sec. 1.2, and we do
not write this matrix explicitly.
The change of the TB parameters due to the change of bond lengths is discussed
later in Sec. 1.3.4. Nonetheless, it is worth pointing out already here that the TB
formalism, considering explicitly the geometric positions of the atoms through the
director cosines of the vectors connecting them, takes automatically into account
the symmetry properties of the system, and in particular describes correctly the
reduction of the symmetry due to strain effects (which can for instance result in the
splitting of degenerate states, see Sec. 1.3.6).
1.3.4 Hopping integrals under strain in the TB formalism
The semiempirical parameters that we have discussed in Sec. 1.2.1 are valid only for
the relaxed bulk solids and give quantitatively correct results only if we do not have
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strain and deformation effects.
In real situations, however, when strains play a crucial role, we need to know how
the TB parameters change if the geometric structure of the crystal is modified. In fact,
while we have already pointed out in Sec. 1.3.3 that the change of the bond angles is
automatically taken into account in the TB model by use of the formulae of Table 1.2,
the most important effect that must be taken into account is the dependence on the
distance of the hopping integrals between orbitals on neighboring sites. In fact, when
the distance between two atoms is changed, the overlap of the orbitals centered on
them may change significantly, and the same holds for the integrals introduced in
Eq. (1.9).
This dependence is usually given in the form of scale laws: if ijκ is a generic
independent Slater–Koster integral (e.g. V(ssσ), V(pdπ), . . . ), d0 is the unstrained
distance between two neighboring atoms for which the bulk parametrization is
obtained, and d is the strained distance, we can obtain the new interaction energy in
the presence of strain by the following generalization of Harrison’s d−2 law:






Here, nijκ are exponents that express how the interaction between orbitals i and
j (centered on neighboring atoms) changes when the distance between the atoms
is modified. These exponents reflect the localization of the two orbitals near their
nuclei.
Harrison [29] chose for all these exponents the value 2 when working with a min-
imal sp3 basis; in a semiempirical approach [16, 30–32], however, these coefficients
are usually slightly modified (typically ranging from 1 to 4) to better reproduce some
experimental data, as for example the dE/dp pressure coefficients, which express
how the different band edge energies change under hydrostatic or uniaxial pressure
applied to the system.
1.3.5 Discussionof theparametrizations anddiagonal parameters shifts
In the last yearsmany first-neighbor sp3d5s∗ parametrizations for Si andGe appeared
in the literature. Since the parametrization of Jancu et al. [16], there have been various
attempts to improve it [32–37]. When choosing the parametrization to use, one has
to keep in mind that each parametrization tries to reproduce at best a given set
of system parameters (e.g. effective masses, band edge energies, etc.) but can give
inaccurate results for other parameters.
To give an example, the Si parametrization of Sacconi et al. [35] was developed
with the aim of having more accurate results for the transport properties of n+-
Si/SiO2/p-Si capacitors: in fact, for the study of the electron tunneling in such
structures, it is essential to have precise values for the Si masses along the ∆ line
in order to avoid false estimations of transmission coefficients. Thus, the authors
started from the parameters of Ref. [16] (which provide an incorrect mass at ∆ for
Si) and improved them in order to yield precise Si conduction band masses. On the
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other hand, this new parametrization lacks the required precision for the conduction
states at the L point. These, however, lie at a much higher energy than ∆ states
in Si and can thus be disregarded for the calculation of transport properties in Si
structures. Yet, this inaccuracy at the L point is not tolerable if one is concerned
with L-like states in Ge-rich SiGe layers. Moreover, in the mentioned Si capacitors,
strain is not relevant and thus this parametrization does not provide the scaling
exponents nijκ for the hopping matrix elements, which are instead of the uttermost
importance for the accurate evaluation of electronic and optical properties in strained
SiGe heterostructures. For similar reasons, also the parametrization of [34] does not
provide any scaling parameters (the extension of Ref. [34] in the presence of strain is
presented in Ref. [37]).
As a second example, we quote the extrapolation of the results of a given param-
etrization outside its range of validity. For instance, since SiGe heterostructures are
typically grown on SiGe substrates (and since Ge has a larger lattice constant than Si)
the parametrizations fit the pressure coefficients for Ge only for compressive in-plane
strains. Thus, is is not obvious whether the same parameters can be used also when
studying tensile-strained Ge. For this case, discussed for instance in Chap. 4, it is
more suitable to use for instance the parametrization provided in [36], developed
specifically with the aim of improving the results of [16] for what concerns the effects
of tensile strain on the band structure of Ge.
However, the most important difference among different parametrizations often
consists in how they modify the on-site terms when a strain is applied. In fact, in the
literature it has been pointed out [31] that keeping the on-site energies constant and
independent of the strain is not a good approximation. In fact, even the behavior
of the band edges would be wrongly reproduced. In particular, in the case of non-
hydrostatic strains, we expect that the strain lifts the degeneracies of the on-site
energies due to the modification of the crystal symmetry and to the fact that these
diagonal terms include the crystal field, defined in Eq. (1.8). As discussed in that
Section, in fact, the crystal field has the symmetry of the crystal and not the spherical
symmetry of the atomic orbitals: in the presence of a biaxial strain, we thus expect
some loss of degeneracy among the different p or d orbitals.
To be more specific, we describe how this effect is taken into account by Jancu et
al. [16]. In their parametrization, they propose a simple correction only for d−type
orbitals, valid in the case of biaxial strain for the [001] (z) growth direction. In this
case, they suggest that the diagonal terms should change as
Exy = Ed[1 + 2bd(εzz − εxx)],
Eyz = Exz = Ed[1 − bd(εzz − εxx)],
Ex2−y2 = E3z2−r2 = Ed ,
where bd is another empirical parameter given in the paper [16]. An analogous
treatment for the [111] growth direction can be found in Ref. [36]. This approach
could be repeated also for other growth directions, and the relevant parameters could
be provided: however, when we do not consider planar layered structures, but for
40
1.3 Strain
instance nanowires, quantum dots, . . . the strains are no more simply biaxial, and we
need a more general treatment of the strain influence on the on-site energies. For
instance, in Ref. [31] a possible modification of on-site energies is also presented,
allowing to take into account generic strains; but the parameters are provided only
for GaAs and InAs. Different approaches that are able to consider generic strains
applied to Si and Ge are presented in Refs. [32, 37]. We do not discuss them in
detail here, because for the case of planar layered structures grown along the [001]
direction such a level of generality is not required. However, a brief discussion of the
parametrization of Ref. [32] can be found in Appendix A.1, where we discuss Si/Ge
rolled-up nanotubes.
1.3.6 Band structure of Si and Ge under [001] biaxial strain
We briefly discuss in this Section some results of the application of strain to silicon
and germanium with a short discussion of the main effects on their band structure.
We focus our attention in particular on the ∆ and Λ directions, i.e. the direction
from Γ to X (six ⟨001⟩ equivalent directions) and from Γ to L (eight ⟨111⟩ equivalent
directions), respectively (see also Fig. 1.3), because the conduction band minima in
Si and Ge occur along these lines.
Under biaxial strain for the [001] growth direction, the six equivalent ∆ lines are
split in two groups: two ∆2 lines along kz , with k vector ranging from (0, 0,−π/a⊥)
to (0, 0, π/a⊥), and four ∆4 lines on the kxky plane, ranging from (−2π/a∥, 0, 0) to
(2π/a∥, 0, 0) and from (0,−2π/a∥, 0) to (0, 2π/a∥, 0), respectively. In the presence
of strain, the ∆2 and ∆4 lines become non-equivalent, and the degeneracy of the
six ∆ states is thus split in 4+2, since the effects of the strain is different along the
different directions. In fact, when we calculate the band structure, we obtain that
the shift of the ∆2 minima is opposite to that of the ∆4 minima. In particular, for a
compressive in-plane strain, the energy of the ∆2 minima increases, while the energy
of ∆4 decreases; the opposite is true for a tensile in-plane strain. A scheme of the
different splittings of the ∆ conduction states under biaxial strains is presented in
Fig. 1.15.
The eight L lines remain instead equivalent: indeed, given one of these lines, we
can obtain the other ones either rotating around kz or reflecting with respect to the
kxky plane. The strain only introduces a shift of the energy, which is the same for all
8 lines.
Another important effect of strain is the lifting of the degeneracy at the zone
center in the topmost valence bands, separating the heavy-hole and the light-hole
states. This is of great importance, because the character of the two states is different
(∣J2, Jz⟩ = ∣3/2, 3/2⟩ for heavy-hole states, ∣3/2, 1/2⟩ for light-hole states) and this strongly
influences the selection rules for the optical transitions, as we discuss in Chap. 2.
As an example, in Fig. 1.16 we report the behavior of the top of the valence band
for germanium. From this Figure, we notice that the light-hole state is on top for a
tensile in-plane strain (ε∥ > 0). For a compressive in-plane strain, corresponding
to ε∥ < 0, the heavy-hole state is instead on top. Fig. 1.15 summarizes the effect of a
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Figure 1.15 – Schematic of the splitting of the ∆ conduction edges and of the HH and LH
valence edges under biaxial strain, both in the case of tensile and compressive in-plane strain
fields.
Figure 1.16 – Top of the valence band of germanium for three different strains: from left to
right, we have a tensile in-plane strain, corresponding to ε∥ = 1.33% and ε⊥ calculated using
the Poisson’s ratio; an unstrained crystal; and a compressive in-plane strain, corresponding
to ε∥ = −1.33%.
biaxial strain also on the valence states.
Note that, in the presence of strain, outside the Γ point the bands are warped
and the states strongly mix, so that the nomenclature “heavy hole” and “light hole”
is strictly valid only at Γ. The two states can be distinguished at this point by the
analysis of the corresponding eigenvectors at Γ, comparing them with Eqs. (1.23):
the easiest thing to check is the presence or absence of a pz-type component, since it




Whenwe grow aGe/SiGe planar heterostructure, due to the different lattice constants
of the two materials, the system cannot have infinite size since each layer adds an
overall stress to the stack. This usually leads to the formation of dislocations or other
defects at the top and bottom of the stack to relax the strain. However, by properly
balancing the strain in one compressive layer by growing and adjacent tensile layer,
the overall maximum stack thickness can be significantly increased. Then, in order
to grow a large number of layers (as it is typically required for instance in quantum
cascade systems, see Sec. 3.4), the substrate lattice constant has to be chosen in order
to satisfy the strain balancing condition. We report here only the most important
results that will be used in theThesis; for a discussion of the different formulae that
can be found in the literature concerning the strain-balancing condition, and for a
discussion of their validity, we refer to [38].
The most simple formula that is often found for the optimal substrate lattice con-
stant that fulfills the strain balancing condition is the average of the lattice constants
of the layers, weighted by the respective layer thicknesses. In particular, in the case
of an infinite stack of two different layers 1 and 2 with lattice constants a1 and a2, and





This method is however strictly valid only if the two materials have identical elastic
properties, which is however not true for Si and Ge (see Table 1.5). In any case, this
formula has always a qualitative validity, stating that the substrate lattice constant
should be intermediate between those of the two layers, so that in one layer the strain
is compressive and in the other it is tensile.
A more sound expression can be obtained from the requirement of zero average
in-plane stress in the system; this condition can be achieved by minimizing the
total strain energy of the layered system. The complete calculation can be found
in Ref. [38]; the final result for a two-layer system is that the average strain energy
density in the two strained layers is
Uav =




where ε1 and ε2 are the in-plane strains in the two layers, andA1 andA2 are coefficients
which depend only on the elastic constants of the layers 1 and 2, each of them given
by




where C11 and C22 are the elastic stiffness coefficients given in Table 1.5 for the layer
under consideration.
The average in-plane stress due to the biaxial strain in the two-layer system is
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and the strain-balance condition is obtained by the requirement X = 0. The final









The above method can be generalized to a periodic stack of more than two layers,
as in the case of the quantum cascade structures presented in Sec. 3.4, allowing for
the estimation of the best substrate lattice constant to be exploited to minimize strain
relaxation effects.
1.4 SiGe alloys and the virtual crystal approximation
The discussion of the tight-binding model of Sec. 1.2 applies to perfect crystals
composed solely of one kind of atoms (either Si or Ge). In real applications, however,
SiGe alloys often play a significant role. For instance, a growth of a Ge layer on a Si
substrate (or vice versa) would not be coherent for more than a few atomic layers, due
to the large lattice mismatch between Si and Ge; on the contrary, Si-rich SiGe alloys
can grow coherently on Si substrates for hundreds of angstrom (see e.g. Ref. [39]).
Si and Ge are perfectly miscible at any concentration. Si1−xGex alloys are thus
composed of a uniform random distribution of Si and Ge atoms, with an average
fractional Ge composition given by the number 0 ≤ x ≤ 1. Such an alloy does not
possess any translational invariance, so that in principle one could not use the Bloch
theorem. The Bloch theorem can be recovered considering a very large supercell
containing Si and Ge atoms in the correct proportion, and calculating the electronic
states for different random distributions of the atoms in the supercell. The properties
of the bulk SiGe alloy would then be obtained as the limiting ones for a very large
supercell. This kind of calculation is of course possible, but it is also much more
complicated and computationally demanding than the one for a simple bulk crystal.
For SiGe alloys, however, there is a simple approximation, called the Virtual
Crystal Approximation (VCA), which greatly simplifies the problem but is still able
to produce very good results. This approximation will be always adopted in this
Thesis when considering alloys. The VCA describes the alloy as a perfect crystal,
where each atom is neither a Si nor a Ge one, but is a virtual atom whose properties
are obtained by suitable interpolation of the Si and Ge properties. This allows us to
use the same formalism of Sec. 1.2 also for the SiGe alloys.
In particular, the relaxed lattice constant a0(x) of a Si1−xGex alloy is obtained
(in Å units) by the formula [40, 41]:
a0(x) = a0(Si) + 0.200326x(1 − x) + [a0(Ge) − a0(Si)]x (1.34)
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where a0(Si) and a0(Ge) are the bulk lattice constants of Si and Ge given in Table 1.1,
and the factor 0.200326 is a quadratic correction, which is introduced in order to
reproduce the experimental deviation from the Vegard’s law (i.e., the linear interpo-
lation of the lattice constants of Si and Ge). Also the refractive index is not simply
linearly interpolated, but we adopt instead the following formula given in Ref. [42]:
nSi1−xGex ≈ 3.42 + 0.37x + 0.22x
2
. (1.35)
A linear interpolation is instead adopted for the elastic constants (in order to obtain
the alloy lattice parameter along the growth direction), and also for the on-site
energies. Finally, Si and Ge hopping parameters are scaled as discussed in Sec. 1.3.4
according to the interatomic distances obtained for the SiGe alloys, and at this point
the two sets of parameters are linearly interpolated to obtain the hopping parameters
in the VCA.
Before concluding this discussion, we mention one of the weaknesses of the
VCA, related to the prediction of the bandgap of SiGe alloys as a function of the
Ge concentration x. From experiments, it is known that the bandgap of Si1−xGex
alloys is a decreasing function of x, and that there is a crossover between the ∆
and L minima at x ≈ 0.85. Moreover, as visible from the experimental data of
Fig. 1.17, the region x < 0.85 is characterized by a “bowing”, i.e. a downward deviation
of the curve with respect to a linear interpolation. In Fig. 1.17 we also report the
theoretical results for the fundamental bandgap in the VCA approximation, obtained
using the two different parametrizations of Refs. [16, 32]. As it is evident, while the
low and high-end parts of the graph are well reproduced (especially the Ge-rich
region is well described), the bowing behavior is completely missed. To be able to
describe it, a treatment beyond the VCA is needed. The most simple improvement
consists of a quadratic interpolation of the TB parameters, as discussed in Ref. [43].
Another possibility is the supercell approach discussed above, whose effectiveness is
for instance discussed in Ref. [32].
1.5 Valence band offsets
When building heterostructures, two different materials (or two alloys with different
concentrations) are arranged face to face. In general, the electronic distribution
near the interface differs from the bulk. This can result in a relative shift of the
bulk states far from the interface and in a band energy discontinuity at the interface.
To evaluate this effect, Van de Walle and Martin [23] have taken into account a
suitable supercell containing both Si and Ge atoms and have calculated the energy
discontinuity at the Si/Ge interface using local-density-functional theory with non-
local norm-conserving pseudopotentials. The main result is that the average valence
band, defined as Eav = (EHH + ELH + ESO)/3, depends only weakly on the strain
and is almost independent of the crystallographic direction of the interface. This
result has also been checked both theoretically [45] and experimentally [46,47]. This
weak dependence of Eav suggests to adopt this quantity to define the band offsets.
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Jancu 1998 + VCA
Niquet 2009 + VCA
Figure 1.17 – Comparison of the experimental fundamental bandgap of unstrained Si1−xGex
alloys with two theoretical results in the VCA approximation, using the parametrizations of
Refs. [16, 32]. The experimental data is from Ref. [44] and is obtained from photolumines-
cence measurements at T=4.2K. The dashed line is the fit of the experimental data provided
in Ref. [44].
Typically, a linear interpolation both with respect to the strain and to the composition
is adopted. For instance, in Ref. [41] the following formula is proposed:
∆Eav = (0.47 − 0.06y)(x − y), (1.36)
which gives the discontinuity of the average valence band in eV of a Si1−xGex strained
alloy epitaxially grown on a Si1−yGey substrate. The same functional dependence
can be adopted to interpolate the band offset parameters of Ref. [23] and in this case
we obtain
∆Eav = (0.54 − 0.03y)(x − y). (1.37)
As we see, these values have a quite large inaccuracy, estimated to be of the order of
100meV [23].
Practically, in the TB calculation, the average valence band Eav is calculated for
both the bulk materials across the interface, and then a suitable shift of the diagonal
energies is applied in order to reproduce the ∆Eav value given by one of the above
formulae.
Finally, we mention that these formulae are deduced for planar heterostructures
with biaxial in-plane strain. For more complicated structures with more general
strain fields, this assumption is not valid and one must find another rule for the
evaluation of the band offsets. The most simple rule, which is widely used and is
adopted for instance in the parametrization of Ref. [32], is to just add a constant
diagonal energy shift to all Ge atoms with respect to Si atoms, independent of the
strain status: while in the approaches of Eqs. (1.36) and (1.37), the formulae for ∆Eav
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already include the energy shift induced by the hydrostatic strain, in this second
approach the shift only takes into account the differences in composition, while both
the hydrostatic and uniaxial corrections to the band edges are to be included by the
TB calculation.
1.6 k ⋅ p model
With the tight-binding model described in Sec. 1.2 (or with other methods as for
instance pseudopotential) we can obtain the description of the electronic states of a
crystal in the whole Brillouin zone. These methods possess a high degree of accuracy;
however, it is often not possible to obtain explicit analytical expressions of many
useful properties, as effective masses, absorption coefficients, . . . Moreover, these
techniques can be computationally demanding in real systems. On the other hand,
one is often not interested in the detailed description of the states in the whole BZ.
Indeed, in a vast class of problems, only the properties near the band extrema are of
relevance. In these cases, we expect that suitable approximations can be applied to
significantly simplify the problem, with the advantage of obtaining a clearer physical
insight of the system properties. Indeed, the k ⋅pmodel has been developed precisely
to this aim: starting from the exact knowledge of eigenstates and eigenvalues of a
crystal at only one k0 point (typically a band extremum), the model allows to obtain
a fairly accurate description of the states in a ∆k neighborhood of the given k0 point.
Moreover (as it is discussed in Sec.3.A, where an implementation of a multiband k ⋅p
model and its results are presented) the implementation of the model is fast enough
to be employed in real-time calculations, even in the case of charged systems where
self-consistent calculations are required to reproduce the band bending (see Sec. 1.9).
The purpose of this Section is not to give a thorough review of the k ⋅ pmodel,
since this is outside the scope of thisThesis, but only to summarize themain results of
themodel for bulk systems and planar heterostructures (in the case of non-degenerate
bands) that are employed in the next Chapters. The k ⋅ pmethod for degenerate (or
almost degenerate) bands, as for instance at the top of the valence band of group IV or
III-V materials, has been developed by Luttinger and Kohn [20] and by Kane [48]. A
treatise on the k⋅pmethod, focusing in particular on its applications to semiconductor
heterostructures, can be found in the book of Bastard [49].
More recently, more advanced models have been developed; we just mention
here some of them for the sake of completeness, but we refer the reader to the
literature for the details. For instance, in Ref. [50] a 14-band k ⋅ pmodel is developed,









Fig. 1.8 for the nomenclature of the states). A further extension is the 30-band
k ⋅ pmodel [51, 52], which allows to describe the near-gap valence and conduction
bands over the whole BZ. Finally, we point to Ref. [9] for a discussion of the limits
of k ⋅ p models and in particular on how the correct crystal symmetry has to be
incorporated a posteriori in the standard k ⋅ pmodel (while in the TB formalism the
correct symmetry is naturally imposed, since the atomic positions are employed in
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constructing the Hamiltonian).
1.6.1 k ⋅ p model for bulk systems
For a crystalline system, we know that the Hamiltonian of a bulk electron can be
written asH = p2/m0 + V(r), where the potential V(r) has the same periodicity
of the crystal, i.e. V(r + R) = V(r) for all lattice translations R. (Note that in this
section we define the free-electron mass as m0 to distinguish it from the various
effective-masses.) Then, from the Bloch theorem, we know that for each k vector in






where n indexes the different bands, and the wavefunctions are of the Bloch form
ψnk(r) = e
ik⋅runk(r) with the periodic functions u
n
k(r) having the same periodicity of
V(r).
We now assume that we know from some other method (e.g. from tight binding)
the solutions of the problem at some point k0, which for notation simplicity we
assume to be the Γ point, i.e. k0 = 0 (the extension to k0 ≠ 0 is straightforward
and it is briefly discussed at the end of this Section). Typically, this point k0 is
chosen where an extremum for the bands is located, e.g. a local conduction band
minimum. This means that we know all the energies En0 at the Γ point, and the
corresponding wavefunctions ψn0(r) = un0(r). We want to show that with only this
knowledge, we can describe in a perturbation-theory approach the eigenfunctions
and the eigenstates for k vectors not too far away from the Γ point (i.e., we can obtain
the wavefunctions and the band structure near Γ). In order to do this, we find the









and we use p = −iħ∇ to obtain
p2 (e ik⋅runk(r)) = e
ik⋅r
(p2 + 2ħk ⋅ p + ħ2k2)unk(r).



















we can finally rewrite Eq. (1.40) as
[H0 +W(k)]unk = εnku
n
k . (1.41)
Up to know, we have only recast the Hamiltonian in a more convenient form
for our next steps, but no approximations have been made and Eq. (1.41) is exact. In
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this form, however, we immediately see that ifW(k) is small (i.e., if k is small), we
can consider W(k) as a perturbation toH0, for which we have assumed to know
all eigenstates and eigenenergies, and obtain then the states and the bands near Γ
using perturbation theory. From now on we focus only on non-degenerate bands
(apart from spin), which is valid for instance if we want to study the conduction band
of Si and Ge. If we have chosen a local band extremum, the first order correction
(proportional to k) is zero, and then the second-order perturbative correction gives:










Substituting the explicit expression ofW(k) and of εnk, we finally obtain the band
dispersion for the n−th band near k0 = 0:











where we have defined the momentum matrix element
pnm = ⟨um0∣p∣un0⟩ .
A few comments are in order at this point. First of all, we can now quantify
the meaning of “small” k: from the previous perturbative approach, we see that
the requirement is ∣εnk − εn0∣ ≪ ∣εn0 − εm0∣ for all m, i.e. we want that the energy
dispersion of the band of interest be much smaller than all band gaps at k0. Secondly,
we see that we do not actually need the explicit form of the un0(r) at k0, but only the
matrix elements pnm of the momentum operator p between the periodic functions
(and only at k0). As we show in Chap. 2, these matrix elements can be calculated
in the TB formalism, so that we can start from the results of the TB at a given k0
point and obtain from these results a suitable k ⋅ pHamiltonian. As a further remark,
if the spin–orbit interaction term is included in the Hamiltonian, then the whole
discussion is valid upon substitution of the p operator with the π operator [49],
defined by
π = p + ħ
4m0c2
(σ ×∇V).
Finally, we notice that in these simple approximations, we have obtained in Eq. (1.42)
a quadratic expression for the band dispersion Enk as a function of k: this can be
written as
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where i , j run over the three components of the vector k, and we have defined the

















Typically, for an evaluation of the inverse-mass tensor one limits the sum to near
states (since farther bands give small contributions due to the energy denominator).
For instance, the simplest approximation for the lowest conduction band at Γ in Ge
(or in many III-V materials) is to sum only over the HH, LH and SO valence states.
Note that practically, however, the whole process is often reversed: one measures
experimentally the band edges and the effective masses, and employs directly these
experimental values to define the parameters of the k ⋅ p Hamiltonian. We note that














this expression is valid also if one relaxes some of the approximations made above,
obtaining non-parabolic corrections to the energy dispersion [49].
Finally, we briefly show how the same formalism can be extended to a k0 point
different from the Γ point. In this case, calling ∆k = k − k0 and defining wnk,k0(r) ≡
e ik0 ⋅runk(r), we have
p2 (e ik⋅runk(r)) = p
2 (e i∆k⋅rwnk,k0(r)) = e
i∆k⋅r
(p2 + 2ħ∆k ⋅ p + ħ2(∆k)2)wnk,k0(r),













Now, as before, at the k0 point it holds wnk,k0 = ψnk0 , and we are assuming to know
these wavefunctions and the respective eigenenergies Enk0 . Then the same formalism
described above can be applied, where the k variable (i.e. the displacement from the
Γ point) is replaced by ∆k (i.e. the displacement from k0). As a final remark, we note
that the approximation of non-degenerate bands is valid also for the conduction
band at the L point and at the band minima along the ∆ lines, since at these points
we have only a valley degeneracy, that is there are degenerate states, but at different k
points and not at the same k0 point.
1.6.2 k ⋅pmodel for heterostructures: the envelope-function approxima-
tion
The k ⋅ pmodel applied to heterostructures has been studied for many years, starting
from very simple models up to the “thirty-band” models mentioned at the beginning
of Sec. 1.6. We refer to the literature for a detailed description of them, and in
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particular to the book of Bastard [49] and to the works of Burt (see for instance
Ref. [53] for the justification of the application of the effective-mass approach to
microstructures). Here, we just limit to a brief discussion on the derivation of the
envelope-function equation when we consider states originating mainly from only
one band (e.g., one conduction band), referring to the above-mentioned works for
the discussion of the adopted approximations.




+ Vcr(r) +U(z)]Ψ(r) = EΨ(r), (1.44)
where Vcr is the crystalline potential, which we assume periodic within each material,
m0 is the free-electron mass and U(z) is a possibly non-zero external potential due
for instance to an external electric field, to a charge rearrangement in the system
which can induce a band bending, and so on.
We write the generic eigenstate Ψi of the heterostructure as a linear combination




where F in′ is the n
′−th component of the so-called envelope function associated to Ψi
(for simplicity, we focus on the minimum at Γ, and drop in the following the index 0
from the functions un′0, but the same reasoning applies to the other conduction-band
minima).
Note that the functions un′0(r) are in general different in the different materials
that compose the heterostructure. The expansion (1.45) is a good approximation
of the actual wavefunction if the external potentials and the system composition,
and thus the envelope function F vary very slowly with respect to the unit cell size.
Alternatively, if the two neighboring materials are similar, one could assume as a first
approximation that the periodic part of the bulk wavefunction is the same for the
two materials.
The index n′ in Eq. (1.45) should run over all the eigenstates at Γ. However, for
practical reasons, it is typically limited to a subset of Γ eigenstates of the bulk crystal
(e.g., the lowest conduction band and the HH, LH and SO valence bands), as already
discussed in Sec. 1.6.1 in the bulk case. Note that we can write the envelope function
as a vector F = (F1, . . . , Fs)t where s is the number of bands that we are considering
in the sum of Eq. (1.45), so that we can also write Ψ = F ⋅ (u1, . . . , us).
Let us discuss the equation that is satisfied by the functions un. If we are at
position r in the region occupied by the j−th material of a multilayer system, and we
are far from the interfaces separating different materials, then the following equation
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Here, Vcr(r) is the crystalline potential of the material j and E jn is the bulk energy of
the n−th state at k = 0 for the j−th material. Due to the dependence on the material
j, this energy is in fact dependent on z (for planar heterostructures grown along z):
E jn ≡Wn(z). This function of z is the band profile for the n−th band. Basically, as
we can deduce from Eq. (1.46),Wn(z) gives the energy of the n−th band edge in the
bulk of the material in the position z, correctly including the band offset (discussed




+ Vcr(r))un′(r) =W(z)un′(r), (1.47)
where we do not write anymore the index j explicitly, since it can be deduced from
the coordinate r.
As a preliminary step, let us calculate the result of the action of the momentum
operator and of its square modulus on a product of two functions:
p(Fu) = (pF)u + F(pu);
p2(Fu) = p [(pF)u + F(pu)] = (p2F)u + 2(pF) ⋅ (pu) + F(p2u). (1.48)
We now substitute the expression (1.45) for Ψ in the Hamiltonian equation (1.44)























[(p2Fn′)un′ + 2(pFn′) ⋅ (pun′)] + Fn′un′(U(z) +W(z) − E)} = 0.
We nowmultiply on the left by u∗n and integrate over a unit cell. In this integration,
we use the approximation that the envelope functions Fn are approximately constant
over a unit cell due to their slow spatial variation, as discussed above, and the same
holds for U . Moreover, we remind that (within a unit cell) the un are orthogonal,
being solutions of the Hamiltonian equation (1.46) for different eigenvalues, i.e.







(pFn′) ⋅ pn′n + Fn(U +W − E) = 0, (1.49)
where we have defined pn′n = ⟨un∣p∣un′⟩ as in the previous section, and we have
excluded in the sum the term n′ = n since pnn = 0 for parity reasons.
We have thus obtained a set of coupled Hamiltonian-like equations for the
components Fn of the envelope function. We consider the Ben Daniel–Duke model
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and focus on a state Ψ of the conduction band of the heterostructure. We represent
this state on a basis composed of a single conduction band (n = c) of the bulk
material and of a finite set of valence bands labeled by the index v. Then, we expect
that the main contribution to Ψ comes from the envelope function Fc with n′ = c,
and we can try to write an equation for Fc only, eliminating the explicit dependence
on the {Fv}. In fact, from Eq. (1.49) for the cases n′ = v (ignoring the free-electron
term, i.e. the term p2/2m0, and also the coupling between valence bands pvv′), we
can easily obtain an expression for each valence component Fv of the envelope








We can now substitute this expression in the equation (1.49) and derive an
equation for the conduction-part Fc of the envelope function only. In particular the
term∑n′≠n
1






pvc ⋅ p [
1
E −Wv(z) −U(z)













where the indices α and β run over the spatial coordinates x, y and z.
The simplest result can be obtained assuming that E −Wv ≈ Wc −Wv for het-
erostructure states Ψ with energy E in the conduction band, i.e. assuming that the
energy E of the heterostructure state is not too far away from the bulk eigenvalue
Wc with respect to the gap Wc −Wv in the bulk3. Moreover, we neglect the U(z)
contribution in the denominator, assuming that the perturbations due to the external
fields are small with respect to the energy gaps.
































where the z dependence of m∗ accounts for the different effective masses in the
different materials composing the heterostructure.
Substituting the above expression and Eq. (1.50) in Eq. (1.49) with n = c and
n′ = v, we finally obtain:
p2
2m0




























Note that this approximation gives parabolic subbands. In general, to take into account also
non-parabolic effects, one should define an effective mass that depends also on the energy E. However,
these effects are relevant only in materials with very narrow gap, or for heterostructure states with
energy much larger than the energy minimum (e.g. due to a large in-plane momentum).
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pβFc + [U +Wc]Fc = EFc (1.51)
which is the reduced Hamiltonian equation for the Fc component of the eigen-
vector Ψ.
We assume now that the inversemass tensor does not couple the growth direction

















the generalization with non-diagonal effective-mass tensor is given in Sec. 1.8.1. We
can then separate the z variable in Eq. (1.51) and choose the following form for the
envelope function Fc :
Fc(x , y, z) = e ikx x+iky y χ(z),










+ [U(z) +Wc(z)]} χ(z) = E′χ(z), (1.52)
where the energy E′ is the z contribution to the total energy:







Note that in Eq. (1.52) the kinetic operator has the form ∂z 1m∗z (z)∂z , i.e. the
effective mass is between the two derivation operators. This is very important for
what concerns the conditions to be satisfied by χ at the interfaces between materials





∂z χ(z))] = 0, (1.53)
where we have used the fact that both χ∗χ and the potential are real functions. Now,




∂z χ(z) − χ(z)
1
mz
∂z χ∗(z)] = 0,
that is the conservation equation for the current J, which is proportional to the
quantity between square brackets. Then, this quantity is conserved across an interface








1.7 Effective-mass tensors in the conduction band of Si and Ge
Table 1.6 – Relevant conduction-band masses for Si and Ge, in units of the electron mass.
m∆l ,t are the longitudinal and transverse masses of the minima along the ∆ line. m
L
l ,t are the
longitudinal and transverse masses of the minima at the L points. mΓ refers to the isotropic
mass of the Γ−7 minimum (see Fig. 1.8). The theoretical data are from the parametrization of
Ref. [41]. The experimental data are taken fromMadelung [22].
Si (theory) Si (exp.) Ge (theory) Ge (exp.)
m∆l 0.918 0.9163 (1.26K) 0.955
m∆t 0.197 0.1905 (1.26K) 0.203
mLl 1.659 1.742 1.59 (120K)
mLt 0.133 0.0984 0.0823 (120K)
mΓ 0.0380 (30K)
are continuous at the interface.
Summarizing, the envelope function is the product of a plane wave on the xy
plane and the function χ(z), that can be found numerically solving Eq. (1.52) and
enforcing the continuity of the quantities (1.54) at the interfaces.
1.7 Effective-mass tensors in the conduction band of Si and
Ge
We now focus on the effective masses around the most relevant conduction-band
minima in bulk Si and Ge.
For what concerns the Γ edges, the effective mass tensor is a multiple of the
identity (i.e., it is isotropic). We then know that both Si and Ge have other (local
or global) conduction-band minima along the ∆ lines and at the L points (see e.g.
Fig. 1.8). For these minima, the tensor is not a multiple of the identity. In both kind
of valleys (∆ and L), the inverse-mass tensor is diagonal in a basis set which has one
(“longitudinal”) direction along the line connecting the Γ point with the k point at
which the minimum occurs, and two equivalent “transverse” directions4. Moreover,
both for L and ∆ minima, the longitudinal masses are larger than the transverse
masses.
The values of the relevant masses for Si and Ge at the different conduction-band
minima are reported in Table 1.6. In Fig. 1.18 we also plot the ellipsoids of constant
energy around the energy minima along the ∆ lines and at the L points.
4
For strained Si1−xGex alloys, the two transverse directions are no more equivalent, even if the
difference between the two transverse masses is very small and can be often disregarded. For a
parametrization of the longitudinal and transverse effective masses at ∆ and L for strained SiGe alloys,
see Ref. [41].
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Figure 1.18 – Schematic of the ellipsoids of constant energy around the energy minima along
the ∆ lines (panel a) or at the L points (panel b) for Si and Ge.
1.8 Evaluation of quasi-Fermi energies and effectivemasses
In the calculation of most electronic, optical and transport properties one has to
evaluate an integral over the whole Brillouin zone (BZ) of a given quantity. This is
true for instance for the calculation of the absorption or of the gain coefficient, as
described in Sec. 2.1.
The most simple calculation of this kind is the counting up of filled states in a
given band. To clarify this concept, let us consider a simple model system with one
valence band and one conduction band. If the system is pumped with a light source
(with energy larger than the bandgap) some electrons are excited from the valence to
the conduction band. If the intraband relaxation channels (for instance via acoustic
phonons) are much faster than the interband recombination, one can consider that a
quasi-equilibrium is reached inside each of the two bands, so that we can define two
quasi-Fermi energies E fc and E
f
v in the conduction and valence band, respectively.
The values of E fc and E
f
v determine the number of electrons (holes) in the conduction
(valence) band. This number can be calculated assuming a Fermi–Dirac distribution














, fe(E) = fc(E), fh(E) = 1 − fv(E).
In the above expressions, kB is the Boltzmann constant, T is the electron temperature,
Ec,v(k) are the band energy dispersions of the conduction and valence bands and fh
is the distribution function for holes, so that we have to count the empty states and
then fh(E) = 1 − fv(E). Finally, the sum over states (k, σ) is made over all k points
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in the BZ and over the two spin polarizations; since the quantity to be summed does
not depend on the spin in this case, we can simply replace this sum with a factor of 2.
The number of k points in the BZ is equal to the number of unit cells of the
crystal and thus it is very large; hence, we can safely convert the sum of Eq. (1.55)






d3k fe ,h(Ec,v(k)), (1.56)
where the factor of two takes into account the spin degeneracy as discussed above,
and the factor V/(2π)3 is the density of k points for a 3D crystal.
Since fe ,h is a function of the energy, it would be much more convenient to
convert this integral over all k points to an integral over energy. In order to do this,
we have to know the expression of Ec,v(k). To simplify the notation, we focus on
the simple case of parabolic bands, that is often adopted in this Thesis when an
analytical expression is needed, and moreover it is a quite good approximation near
a band edge. Then, focusing for instance on the conduction band (and assuming for
simplicity of notation that the band minimum is at the Γ point), we have




wherem∗c is the conduction effective mass. This form of Ec(k) implies that the bands
are isotropic (i.e., the energy dispersion does not depend on the direction of the k
vector) so that the band energy depends only on k = ∣k∣. In this approximation we





Then, using the inverse of Eq. (1.57):
k =
√
2m∗c (Ec(k) − E0c )
ħ2














E − E0c fc(E),
where ne = Ne/V is the density of electrons in the conduction band, and we have
extended the integral up to infinity thanks to the natural cutoff given by the Fermi–
Dirac distribution.




dEg3Dc (E) fe(E), (1.59)
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E − E0c (1.60)
is the 3D density of states (DOS) for a parabolic isotropic band with effective mass
m∗c , including the factor of 2 for the sum over the spins. Note that we can implicitly
take into account the bottom integration limit E0c of Eq. (1.59) if in Eq. (1.60) we







x x ≥ 0
0 x < 0
. (1.61)
Note that the same steps can be followed for any integrand factor that depends
only on the energy, and not only for the Fermi–Dirac distribution fe ,h.
The same calculation can be performed also for a 2D gas, as for instance to
calculate the occupation of a given subband of a quantum well. In this case, the
density of k points is S/(2π2), where S is the sample surface; the integral can be
recast in cylindrical coordinates as ∫ d2k → ∫ 2πkdk, and we finally obtain









θ(E − E0). (1.62)
Here again we have inserted the Heaviside step function θ(E) to implicitly take into
account the bottom integration limit E0.
A (straightforward) generalization, which is very important for Si and Ge, is
needed for the case of non-isotropic masses (as it happens at the L and ∆minima). In
this case, it is convenient to write the (parabolic) energy dispersion in a orthogonal
coordinate system 1, 2, 3 in which the effective-mass tensor is diagonal:










In this case, we can define k′i = ki/
√





2]. Then, in this primed system the energy dispersion is isotropic, and
we can perform the same steps as before; the final result is that the effective mass m∗c
















1.8 Evaluation of quasi-Fermi energies and effective masses
In the 2D case, m∗1 and m
∗
2 represent the two masses in the plane orthogonal to the
growth axis. In Sec. 1.8.1 we describe how to evaluate these masses when the growth
axis is not one of the principal axes of the inverse-mass tensor.
For more complicated (or realistic) calculations, taking into account also band
non-parabolicities, band warping and so on, we have to numerically evaluate the
DOS from a full TB band calculation. In this case, the electronic states on a 3D grid
in k space can be calculated by diagonalization of the TB Hamiltonian matrix, and
then we can evaluate the DOS directly from the sum in k−space of Eq. (1.55) using a
histogram technique. This is usually satisfactory in many cases, also thanks to the
great computational power of modern computers. If however we want to reduce the
number of k points for which the Hamiltonian matrix has to be diagonalized (or,
equivalently, we want to increase the precision of the calculation for a fixed number
of k points) we can use more sophisticated methods, as the tetrahedron method (for
more details, see Ref. [54]).
1.8.1 Rotation of the effective-mass tensor






















We are assuming here that two of the three masses (the transverse masses) are equal,
while the third longitudinal one along the third basis vector can be in general different
(even if the considerations below can be easily generalized to the case with three
different masses). This is in fact the case for the conduction L valleys (with ẑ′ axis
along the Γ−L line) and for the ∆ valleys (with ẑ′ axis along the Γ−X line), as visible
from the ellipsoids of constant energy shown in Fig. 1.18. Note that, due to the
degeneracy on the x′y′ plane, in order to define the basis we simply have to give
the coordinates of the versor ẑ′: for instance, if we consider the L valley at πa (1, 1, 1),
we choose ẑ′ = 1√
3
(1, 1, 1). Note that we express the coordinates of the vectors in
the system xyz defined by the crystalline axes, so that the vector with components






Our aim is to calculate the confinement mass m∗3
along a generic growth direction v̂, possibly different
from one of the three basis vectors, and the two princi-
pal masses m∗1 and m
∗
2 in the plane orthogonal to this
direction. In thisThesis we consider structures grown
along the [001] direction, so that v̂ = (0, 0, 1).
The first operation that we have to perform is to
rotate the tensor so that one of the basis vectors (e.g.
the third one ẑ′) now points along v̂.
We thus need to find an orthogonal transformation
which transforms the (x̂′, ŷ′, ẑ′) unit vectors to a new orthogonal set with ẑ′ ≡ v̂. We
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call this new reference frame the growth reference frame.The simplest transformation
is a rotation around the axis defined by ẑ′ × v̂ (assuming, of course, that v̂ is not
already in the ẑ′ direction); the cosine of the angle of rotation φ is given by ẑ′ ⋅ v̂
(always assuming unit vectors).
To obtain an explicit form for the rotation given above (which brings ẑ′ on v̂) we
use the fact that the Lie algebra of the three-dimensional rotation group SO3 is the
group of the antisymmetric 3 × 3−matrices (satisfying AT = −A).
































the rotation around a unit vector of coordinates (x , y, z) of an angle φ can be written
as
Q = eφ(xAx+yAy+zAz),
where we have to compute the exponential of a matrix.





x2(1 − cosφ) + cosφ xy(1 − cosφ) − z sinφ xz(1 − cosφ) + y sinφ
xy(1 − cosφ) + z sinφ y2(1 − cosφ) + cosφ yz(1 − cosφ) − x sinφ




where, for our purposes, (x , y, z) are the coordinates of the cross product ẑ′ × v̂ after
the normalization to one, and cosφ = v̂ ⋅ ẑ′.
In this way we have obtained the matrix which transforms the components of
the vector from the growth reference frame, which coincides with the xyz frame
for v̂ = (0, 0, 1), to the x′y′z′ reference frame. Then, we can transform the inverse
mass tensor from the x′y′z′ reference frame, in which it has the diagonal form
given in Eq. (1.63), to the growth reference frame by means of the transformation5
Q(1/m∗)i jQT .
Since the case of ∆ valleys is trivial, we discuss here in detail the particular case
of ẑ′ = 1√
3
(1, 1, 1), typical of L valleys. The final rotated matrix in the xyz system,


































From this point on, since we discuss only of this growth reference frame, we
call x, y, z the three coordinates in this basis, so i and j indices run over {x , y, z}
5
Note that the matrix Q is expressed in the coordinate system defined by the crystalline directions
xyz, while the tensor of Eq. (1.63) is in the x′y′z′ basis. Then, in general, if we want to use the Q
matrices to perform the transformation, we have to go through the crystalline coordinate system in
each transformation, i.e. we have to perform the rotation in two steps, first bringing v̂ onto [001]≡ ẑ,
and then from ẑ to ẑ′: here, the first transformation is simply the identity.
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and that z indicates the growth direction. We want now to focus on the case of
systems with a potential energy depending only on z, as inversion layers or multilayer
systems. In this case, the Hamiltonian matrix for the envelope functions ψ reads
[T+V(z)]ψ = Eψ, with the potential energy depending only on the growth direction






piwi jp j , (1.65)
where wi j = (1/m∗)i j is the inverse mass tensor in the coordinate system in which
the growth direction is along the third axis, i.e. the one obtained with the steps above.
Using this form for T , the motions along x, y and z are coupled. In order to
decouple the motion on the plane from the motion along z, we adopt the method
described in Ref. [55] that we briefly summarize here.
Since the potential V(z) depends on z only, we can choose the solution ψ of the
form
ψ(x , y, z) = ξ(z)e ik1x+ik2 y . (1.66)
Substituting this form in the Schrödinger equation and using the Eq. (1.65) for the










+ V(z)ξ(z) = E′ξ(z), (1.67)
with
E = E′ +
1
2
ħ2(w11k21 + 2w12k1k2 +w22k
2
2).
Eq. (1.67) is not in the usual “Schrödinger equation” form, since it has a first-order
derivative with respect to z. To remove it, we make the further substitution
ξ(z) = ζ(z)e−iz(w13k1+w23k2)/w33 ,






+ V(z)ζ(z) = E′′ζ(z), (1.68)
with m3 = w−133 and















We have then obtained with Eq. (1.68) a usual Schrödinger equation in z, whose
solution gives the energies E′′; we immediately see that the confinement mass m∗3
is precisely given by the inverse of the (3,3) element of the rotated tensor, since it is
the one that determines the energy levels E′′. The actual energy E of the electron
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is given by Eq. (1.69): the term in square brackets basically takes into account the
kinetic energy due to the motion in the xy plane. Then, the two principal masses
m∗1 and m
∗
























In particular in the case of L valleys, using the coefficients wi j = (1/m∗)i j of (1.64),
the inverse of the eigenvalues are:











1.9 Band bendings and Schrödinger–Poisson equation
When a MQW system is doped, the doping atoms can ionize and the resulting free
electrons rearrange to reach an equilibrium condition. In particular, one common
doping technique is the so-called modulation doping, where only the barriers are
doped. Then, usually the doping charge is transferred into the well, so that the
electrons are localized in a different spatial region with respect to the doping ions.
This kind of doping scheme is often adopted because it provides a transport channel
due to the free electrons which is located in the QW, while the charged ions remain
in the barrier, separated from the transport channel. Since these ions act as scattering
centers for the electrons, the spatial separation reduces the scattering and enhances
the mobility of the system.
For large doping densities, however, one cannot neglect the effect of the elec-
trostatic potential that builds up due to the charge localization. In this case, the
approach that we describe here is needed to correctly calculate the band bendings
that occur.
Due to the invariance of the system for translations along the growth plane, we
consider only a one-dimensional problem along the growth direction z, which is suf-
ficient and suitable for the study of MQWs and in general of planar heterostructures.
As we have described in Sec. 1.6.2, the envelope functions ψ j,α(z) for the band j













ψ j,α(z) + Vj(z)ψ j,α(z) = E j,αψ j,α(z), (1.70)
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where E j,α is the eigenenergy of the α−th state and Vj(z) = −eϕ(z) + ∆E j(z) is the
potential energy, which consists of a sum of the electrostatic contribution (ϕ(z) is
the electrostatic potential) and of the energy ∆E j(z) due to the band offset of the
band j under consideration.










[ND(z) − n(z)], (1.71)
where εs is the dielectric constant, ND the ionized donor concentration, and n is the






ψ∗j,α(z)ψ j,α(z)n j,α ,
where j runs over all bands under consideration, α indexes the different states and
n j,α is the electron occupation for each state. This occupation is obtained integrating
the density of states times the Fermi distribution function. In particular, in 2D and
under the assumption of parabolic bands, we can use the results for the DOS of











ln (1 + e(EF−E j ,α)/kBT) ,
where EF is the quasi Fermi energy in the conduction band. Note that, in the low-








πħ2 EF > E j,α
0 EF < E j,α
.
The above equations (1.70) and (1.71) constitute a set of coupled equations, which
must be solved together in order to find the final self-consistent solution. In the code,
an iterative procedure is used, which has been carefully developed to be very stable
and to converge to the correct solution also in strongly n−doped systems, as the ones
that are discussed in Chap. 3. The details of the code are described in Sec. 3.A.
1.10 Evaluation of phonon scattering lifetimes
A key parameter in the design of quantum cascade structures, as those discussed in
Chap. 3, are the non-radiative ISB relaxation lifetimes, which may originate from
different mechanisms. One of them is the scattering due to the different kind of
phonons in the crystal. The scattering rates between two subbands i and f belonging
to the same valley (intravalley scattering) due to emission (upper sign) or absorption
(lower sign) of optical and acoustic phonons can be respectivelywritten as follows [56]
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i
f
Figure 1.19 – Some possible (in-
travalley) intersubband scattering
processes involving acoustic or op-
tical phonons between an initial
subband i and a final subband f .




















Θ(Ei − E f ).
In these equationsD0 and Ξ are the scalar optical and acoustic deformation potentials,
ω0 and n(ω0) are the q = 0 optical phonon frequency and equilibrium number, m∗
is the two-dimensional DOS effective mass, ρ is the mass density, vs is the sound
velocity and Θ is the Heaviside step function. Some typical parameters for Si and Ge
are collected in Ref. [56]. Finally, G is the overlap factor defined by




In Si and Ge the phonon scattering is associated only to the mechanical deformations
of the crystal, since Si and Ge are non-polar materials, and the energy dependence is
simply given by a Θ function to take into account energy conservation. Instead, in
the case of III-V compounds, due to polarization of the material associated to the
longitudinal optical phonons, the scattering time shows a resonance at ω0.
In the above expressions, the only quantity to evaluate numerically from the
wavefunctions is the overlap G factor. The calculation requires the evaluation of an
integral over the whole Brillouin zone of the square modulus of a matrix element
(which is another integral). Moreover, the matrix element inside the integral contains
the rapidly oscillating function e iqzz . It is then evident that a numerical evaluation
of the G factor can be problematic. A first approach that leads to accurate results for
the evaluation of the matrix element
∣⟨ f ∣e iqzz ∣i⟩∣2 = ∣⟨ f ∣ cos(qzz)∣i⟩∣2 + ∣⟨ f ∣ sin(qzz)∣i⟩∣2
consists in discretizing the z axis and approximating the wavefunctions by linear
interpolation of the sampling points. Then, the integrands in each interpolation
interval are simply the products of a sin or cos function by a polynomial of degree
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two, and can be evaluated analytically. Subsequently, the external integral ∫ dqz
is performed (choosing a suitable finite region of integration, since the function
∣⟨ f ∣e iqzz ∣i⟩∣2 goes rapidly to zero for ∣qz ∣→∞ [57]).
We emphasize here that for this problem, the routines that allow the evaluation of
the integral of a generic function multiplied by a cos or sin function, as those imple-
mented in the QuadPack library, cannot be implemented here: in fact, they require
that the integrand function has continuous derivatives, otherwise large numerical
errors may occur. However, the wavefunctions are usually evaluated solving the
Schrödinger equation on a discretized set of values, so that the linear interpolation
does not have a continuous derivative. Different interpolation schemes may partially
solve the problem with increased computational time.
A better and easier method for the evaluation of Eq. (1.73) can however be
found. In fact, we can think to the matrix element g̃(qz) = ⟨ f ∣e iqzz ∣i⟩ as the Fourier
transform of the function g(z) = ψi(z) ⋅ ψ f (z), where ψi(z) and ψ f (z) are the
envelope functions associated to the subbands i and f . Then, G is the square of the
L2-norm of the function g̃(qz): G = ∥g̃(qz)∥2L2 . We can thus apply the Parseval




so that in conclusion G can be rewritten as:
G = 2π∫ dz∣ψ f (z)∣
2
∣ψi(z)∣2.
The advantage of this form is that now we need to evaluate only a single integral
instead of a double integral, and most importantly all rapidly-oscillating factors
have disappeared from the final expression, allowing in this way a fast and accurate
evaluation of the G overlap factors.
Finally, for intervalley scattering (e.g. between states belonging to different L
valleys, or between L and ∆2 valleys), Jacoboni and Reggiani [58] propose to use
the same functional forms given in Eq. (1.72), but with different phenomenological
parameters based on an effective deformation potential that includes the contribu-
tions of both optical and acoustic phonons. In particular, an expression identical to
Eq. (1.72) is used to compute the intervalley scattering rates into each ∆ (L) valley
with ∆0 and ω0 replaced by model parameters extrapolated from experimental data
(see Refs. [56, 58] for a set of values for the parameters).
1.11 Interdiffusion due to annealing
In Sec. 4.6 we study the interdiffusion process caused by the thermal annealing
of MQW structures. As a consequence of the interdiffusion, interfaces between
layers are no more sharp; instead, the concentration profile, i.e. the value x of the
concentration of Ge in the Si1−xGex alloy, becomes a smooth function of the growth
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coordinate z. In this Section, we describe the model that was implemented and used
in order to evaluate the concentration profile after the annealing process.
We call χ(z, t) the concentration profile as a function of the growth coordinate
and of the time. Then, it must satisfy the following diffusion equation:
∂χ(z, t)
∂t
= D∇2χ(z, t), (1.74)
where D is the diffusion coefficient. In order to obtain the simple form of Eq. (1.74),
we have assumed that D depends neither on the spatial coordinate (i.e., we assume a
single diffusion coefficient for the whole MQW structure) nor on time. In particular,
concerning this last approximation, we make the assumption that the diffusion
coefficient D is different from zero (and constant) only from t = 0 to t = tann, where
tann is the total annealing time. We furthermore assume a piecewise-constant profile
χ(z, t = 0) before the annealing process, i.e. we assume a perfect growth of the
sample, with sharp interfaces.
The value of D, which depends on the temperature, can be extrapolated from
XRD measurements on experimental samples as discussed in [59]. Since in Sec. 4.6
we study Ge/Si0.13Ge0.87 MQW samples, we also fitted the results of Ref. [59] for the
T−dependent linear diffusion coefficient, where the authors studied the interdiffusion
of Si0.02Ge0.98/Si0.16Ge0.84 superlattice samples grown on Si0.14Ge0.86 substrates in
the 600–700 ○C temperature range.
The functional form of D(T) for these kind of systems in the given temperature
range is typically taken to be [60]
D(T) = D0e−EA/(kBT),
where kB is the Boltzmann constant, D0 is called the diffusion prefactor and EA
is the activation energy. Note that the prefactor D0 may have an uncertainty of
several orders of magnitude [60] due to the exponential dependence of D(T) on the
temperature.
In particular, from the fit of the interdiffusion data of Ref. [59] for the superlattice
samples cited above, we obtain
D0 = 4.4 cm2/s, EA = 3.2meV.
Using these values, we can calculate the profile χ(z, t > tann) after the thermal
annealing by numerical solution of Eq. (1.74).
The solution of Eq. (1.74) for constant D is simple: in fact, calling χ̃(k, t) =
F[χ(z, t)] the Fourier transform of χ with respect to the space coordinate, we can
rewrite the diffusion equation in Fourier space as
∂ χ̃(k, t)
∂t
= −Dk2 χ̃(k, t)
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so that the solution χ̃(k, t) at time t is related to the solution at time zero by
χ̃(k, t) = χ̃(k, t = 0)e−k
2Dt
.
Going back to real space, and using the fact that the Fourier transform of the product
of two functions is a convolution of their transforms, we finally get
χ(z, t) = ∫
∞
−∞







In order to solve numerically the diffusion equation (1.74), two different ap-
proaches can be adopted.
Real-space approach In this first approach, we simply integrate Eq. (1.75) in real
space. To this aim, we define the concentration profile χ(z, t = 0) over a
large-enough number of periods (e.g., five or ten) to simulate the periodic
conditions, and possibly terminate the structure on both sides by a capping
layer. Then, after a discrete sampling of the z axis, we calculate χ(z, tann) by
direct numerical integration of Eq. (1.75). Finally, the profile for one period
can be obtained from the central region of the simulated system.
Fourier-space approach In this second approach we exploit the fact that, in Fourier
transform, the solution χ̃(k, t) is simply a product of two functions, and
therefore very easy to calculate. So, we start by calculating a discrete Fourier
transform of the initial profile χ(z, t = 0) defined only over one period (note
that in this approach, the periodic conditions are automatically enforced).
Then, we multiply the obtained χ̃(k, t = 0) by the Fourier transform of the
exponential function g(z, t) = 1√
4πDt
e−z
2/(4Dt), and we finally perform an
inverse Fourier Transform of the result to obtain the profile after a time t. For
the numerical implementation of the discrete Fourier transform, we employ
the fftw library.
When adopting this method, one should pay attention to the magnitude of the
time step t. In fact, if the annealing time is large, theGaussian g(z, t) is not well
confined within the sampling domain (whose width is the same of the MQW
period). Then, to ensure the correctness of the result, one has to divide the
total annealing time tann inm steps (of length ∆t = tann/m), wherem is chosen
large enough so that g(z, ∆t) is almost zero outside the sampling period, and
then calculate the inverse Fourier Transform of χ̃(k, t = 0) ⋅ g̃(k, ∆t)m to
obtain χ(z, tann).
Both methods have been implemented, and the results are the same within the
numerical accuracy. The second method, however, is much faster also thanks to
the use of the optimized libraries for the calculation of the discrete Fast Fourier
Transform. Note that to maximally optimize the computation time, one should
choose a number of sampling points for the z axis which is a power of two. To
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Figure 1.20 – Concentration profile χ(z, tann), i.e. the Ge content x of the Si1−xGex alloy, vs.
the coordinate along the growth direction z, plotted for one period of a MQW structure (see
text). (a): unannealed sample, with sharp interfaces. From (b) to (f): profiles obtained from
sample (a) after annealing for tann = 30 s at 650, 700, 750, 800, 850 ○C, respectively.
show a typical result, we plot in Fig. 1.20 the calculated profiles for an annealing
time of tann = 30 s and different annealing temperatures. The unannealed sample
of Fig. 1.20a, which is defined by the function χ(z, t = 0), is a Ge/Si0.13Si0.87 MQW
system with well width of 176 Å and barrier width of 88 Å.
Finally, the TB code has been adapted to take as input a generic χ(z) profile.
Using this profile, the code calculates for each atomic monolayer the z coordinate of
the atoms and the corresponding Ge content x, so to have the best approximation
of the input profile χ. We emphasize that the z-dependent lattice constant in the
growth direction is evaluated by means of macroscopic elastic theory (as described
in Sec. 1.3.2), where the Poisson ratio is calculated consistently from the input profile
χ(z).
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1.A Appendix: Basis reordering to optimize the diagonal-
ization
In this Appendix we describe a technique that was implemented in the code, that
allows to reduce significantly the time needed for the diagonalization of the TB
Hamiltonian matrix.
Let us consider a planar heterostructure with open boundary conditions. Then,















a1 b1 0 0 0 0
b†1 a2 b2 0 0 0
0 b†2 a3 b3 0 0
0 0 b†3 a4 ⋱ 0
0 0 0 ⋱ ⋱ bn−1














where the ai ’s and bi ’s are in general block matrices relative to a given monolayer
and not simple numbers (for instance, they are 20 × 20 blocks in a sp3d5s∗ basis
including spin-orbit interactions).
This form of the matrix is particularly convenient for the computation of eigen-
values and eigenvectors, since it is in banded form, i.e. the only elements which
are different from zero are those in the main diagonal and in a small number of
sub- and superdiagonals. Indeed, for these matrices special routines allow a faster
calculation of eigenvalues and eigenvectors; for instance, in the standard lapack
library the algorithm for Hermitian bandedmatrices (in complex double precision) is
implemented by the zhbev subroutine, that can be used in place of the usual zheev
one. The advantage in terms of computation time is relevant, since the algorithm
scales with a smaller power of the matrix size. Moreover, with zhbev the matrix is
stored in RAM using a compact storage scheme (i.e., only the main diagonal and the
relevant superdiagonals are stored) avoiding the need to allocate space for elements
which are zero, and thus having less memory requirements if only eigenvalues are
needed.
However, many interesting systems have instead periodic boundary conditions.















a1 b1 0 0 0 c
b†1 a2 b2 0 0 0
0 b†2 a3 b3 0 0
0 0 b†3 a4 ⋱ 0
0 0 0 ⋱ ⋱ bn−1














where we now have an additional 20 × 20 block c at the top-right angle of the matrix.
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a1 a2 a3 a4 a5 a6 a7 a8
c†













a1 a8 a2 a7 a3 a6 a4 a5
b1 b2 b3 b4
b5b6b7
c†
Figure 1.21 – Graphical representation that illustrates the procedure used to reorder the basis
and bring the matrix to banded form, in the simple case with only 8 sites. At the beginning,
we have a system with only first-neighbor interactions b i and c†, as in (a) and (b). At the
end, we have reordered the basis with a procedure that can be pictorially illustrated as a
“squeezing” of the chain (c), so that each site is linked at most with a site of distance two from
itself (d). What is most important, we have no more a link between the first and the last site.
This destroys the banded form of the matrix and it thus seems that we are forced
back to employ the usual dense matrix routines, as zheev for instance.
However, since we have only one new block c that is different from zero, it is
plausible that with a simple unitary transformation we can rewrite the matrix in
banded form, allowing a considerable speed-up in the diagonalization.
The unitary transformation that we use in the code is plausibly one of the easiest
ones (since it consists only in a reordering of the basis). This transformation has the
only drawback that the number of sub- and superdiagonals is increased; however,
we verified that the speed-up is still significant, and at the same time the unitary
transformation (and its inverse) are so simple that we do not need to store in RAM
the unitary matrix, which would require a lot of memory, but only to define the
function that gives the new index of a basis element given the old index, and its
inverse.
To better understand the strategy that we use to bring the matrix in banded form,
let us describe the problem from a physical point of view. The diagonal terms ai are
the layer self-energies, while all non-diagonal terms represent interactions between
two (neighboring) layers. In particular bi is the interaction between the i-th and the
(i + 1)-th layer, and c is the interaction between the first and the last layer (so that c†
is the “inverse” interaction between the last and the first layer).
We can make a graphical representation of this quasi-one-dimensional chain, as
shown in Fig. 1.21. The periodic case can be represented by a circular ring with each
site connected to its two first neighbors (Fig. 1.21b). If we draw it as a linear chain
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(Fig. 1.21a), we see that each site is linked to its first neighbors, except for the first
and the last one that are also linked together. Thus in the Hamiltonian matrix we
have the top-right corner that is different from zero. If we now think to “squeeze”
the ring (Fig. 1.21c-d), interleaving the sites of the chain so that the new order is
1, n, 2, n − 1, 3, n − 2, . . .
we now see that each site is linked at most with a site of distance two from itself.
But what is most important, we have no more a link between the first and the last
site. This means that, if we write the Hamiltonian matrix in this new reordered
basis, the non-zero elements are only those on the diagonal and on the two sub- and


















c† a8 0 b†7
b†1 0 a2 0 b2
b7 0 a7 0 b†6
b†2 0 a3 0 b3
b6 0 a6 0 b†5

















What is important to notice is that now, for some pairs of sites, the relative order
in the new basis is inverted (for instance in the above example the 7th layer is before
than the 6th): in these cases, we must remember to write b†i above the diagonal
and bi below when we define the matrix, since the element above the diagonal now
represents for instance the interaction from 7 to 6, i.e. b†6.
We have thus again a matrix in banded form, even if we needed to increase the
band width with respect to the original problem. For instance, in the case of 20 × 20
blocks, we go from a band width of 39 = 2 ⋅ 20 − 1 to a band width of 59 = 3 ⋅ 20 − 1.
This, however, still allows for a faster calculation for typical-size systems, composed
of a number of layers of the order of 100, for the reason discussed above (i.e., the
different scaling of the computation time with the size of the matrix).
The reindexing function, i.e. the function that gives the new index of a block
given the old one, and its inverse are quite simple to write and we report here their
implementation in Fortran (77):✞
* *****
subroutine map_layer(i,n,inew)
* Given a block with index i in chain of length n,
* returns in inew the new index in
* the reordered chain
* *****
implicit none
integer i, n, inew
*
if (i .le. (n+1)/2) then
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inew = 2 * i - 1
else






* Given a block with index i in reordered chain of
* length n, returns in iorig the original index
* *****
implicit none
integer i, n, iorig
*
if (mod(i,2).eq.0) then
iorig = n + 1 - i/2
else






Optical properties of bulk and
heterostructured semiconductors
In this Chapter, we discuss how the optical properties of semiconductor materials
are defined and can be calculated using the methods and techniques described in
the previous Chapter.
In particular, in Sec. 2.1 we focus on the derivation of the expressions for the
absorption and gain spectra (for direct transitions); in Sec. 2.2 we specialize the
expressions that we have obtained, explaining how the above-mentioned quanti-
ties can be evaluated both in the tight-binding (TB) formalism or using the k ⋅ p
approximation.
Then, in Sec. 2.3 we calculate the expressions for the spontaneous recombination
rate spectra including in this case also the contribution due to indirect transitions.
Sec. 2.4 is devoted to the inclusion of the excitonic effects to the calculated
absorption spectra, with special attention to the case of 2D excitons that occur in
multiple quantum well structures.
In Sec. 2.5 we discuss the form of the absorption coefficient in the special case of
intersubband transitions, we define oscillator strengths and sum rules, and treat the
case of a non-diagonal effective mass tensor.
Finally, in the Appendix to this Chapter (Sec. 2.A), we derive the general analytic
form of the broadening function to be used when the line broadening is comparable
to the transition frequency.
2.1 Absorption and gain
Let us start deducing the relationship between the imaginary part of the dielectric
constant ε2(ω) and the number of transitions per unit timeW(ω). For more details,
we refer to [61]; note that in thisThesis we use MKS units.
Let us consider a transverse plane wave described by the vector potential
A(r, t) = A0êe i(q⋅r−ωt) + c.c., (2.1)
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where ê is the polarization vector (with q ⊥ ê), the amplitude A0 is taken as real and
c.c. indicates the complex conjugate of the preceding expression. The electric field
associated to this vector potential can be obtained from the relationE(r, t) = −∂A/∂t,
so that the electric field can be written as
E(r, t) = E0êe i(q⋅r−ωt) + c.c.,
with E0 = iωA0. If this electric field is present within a (isotropic) medium, it induces
a current J which is connected to the electric field through the complex transverse
conductivity σ(q,ω) by:
J(r, t) = σ(q,ω)E0êe i(q⋅r−ωt) + c.c.
Let us now calculate the power dissipated in a medium where a current J flows
and an electric field E is present: this is given by
∫
V
J ⋅ Edr = ∫
V
dr(σE0e i(q⋅r−ωt) + c.c.)(E0e i(q⋅r−ωt) + c.c.) =
= ∫
V
dr(σ ∣E0∣2 + σ∗∣E0∣2) + ∫
V
dr(σE20e2i(q⋅r−ωt) + c.c.).
The second integral is zero, since it is the integral of a rapidly oscillating function
over the volume V , and only the first integral remains, giving the final result
∫
V
J ⋅ Edr = 2σ1(q,ω)∣E0∣2V , (2.2)
with σ1 = Re(σ) = (σ + σ∗)/2.
To obtain the required relation between ε2 andW(ω), we equate the dissipated
power calculated macroscopically in Eq. (2.2) with the same quantity calculated
microscopically, which is given by the number of transitions per unit timeW(ω)
multiplied by the photon energy ħω: we thus obtain




To connect the real part of σ with the imaginary part of the complex dielectric







SinceD = ε0εE and J = σE, we obtain




Taking the imaginary part of the above expression, we finally obtain ε2 = σ1/(ωε0),






2.1 Absorption and gain
Before deriving the microscopic expression for the transition rate W(ω), we
want to connect the ε2 function to the absorption spectrum α(ω), defined by the
relation
I = I0e−α(ω)L , (2.4)
where I0 is the initial intensity of a monochromatic beam of frequency ω and I is the
attenuated intensity after a path of length L inside the material (which is assumed to
be homogeneous).
The dispersion relation of a plane wave propagating along z, with amplitude
dependence e i(qzz−ωt), is qz = ñω/c, where ñ is the complex refractive index. The
attenuation part of the wave amplitude comes from the imaginary part of qz , that
is Im qz = n2ω/c, with n2 = Im ñ. For the attenuation of the intensity, we have
to consider the square modulus of the amplitude, so that (after a path L) we have





We now remind that the dielectric function is the square of the complex refractive
index, so that












Finally, substituting these results in Eq. (2.3), we obtain the final expression for the





For weak absorption, the frequency dependence of n1 is weak and can be neglected.
It turns out, however, that this approximation is a good one also in the case of strong
absorption (e.g. from comparison with the experimental data), so that in general
one simply uses the static refractive index of the material as n1 in the above formula.
2.1.1 Calculation of the transition rateW(ω)
We now calculate the transition rate W(ω). In a generic system described by the
Hamiltonian H0 = p2/(2m0)+V(r), the presence of an electromagnetic field can be
described via the minimal coupling, i.e. substituting pwith p+ eA, where e > 0 is the
modulus of the elementary charge andA is the vector potential of the electromagnetic
field. Using the form for A given in Eq. (2.1), we can write the Hamiltonian of the
coupled system as
H = H0 +
eA0
m0
e i(q⋅r−ωt)ê ⋅ p + eA0
m0
e−i(q⋅r−ωt)ê ⋅ p (2.6)
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where we have neglected the term proportional to A2: this is typically a very good
approximation if the field intensity is not too large and thus we are not interested in
non-linear effects. The HamiltonianH is then the sum of the uncoupled Hamiltonian
H0 and of two terms that account for the absorption and emission of photons of
energy ħω, respectively. We can then treat the coupling of the system with the
electromagnetic field using the time-dependent perturbation theory. In particular, let
us consider two eigenstates of H0, ∣ψi⟩ and ∣ψ j⟩, with energy Ei < E j, respectively. In
the presence of the electromagnetic field, ∣ψi⟩ and ∣ψ j⟩ are no more eigenstates of the
total Hamiltonian H, and in fact the two perturbative terms induce electromagnetic
transitions between these states. Indeed, using the Fermi golden rule, we can write
the probability per unit time that an electron makes a transition from ∣ψi⟩ to ∣ψ j⟩









∣ ⟨ψ j∣e iq⋅rê ⋅ p∣ψi⟩ ∣2δ(E j − Ei − ħω). (2.7)
Analogously, we can evaluate the probability per unit time for the inverse process,
when an electron makes a transition from ∣ψ j⟩ to ∣ψi⟩ with the emission of a photon









∣ ⟨ψi ∣e−iq⋅rê ⋅ p∣ψ j⟩ ∣2δ(Ei − E j + ħω). (2.8)
As it is usual, we can adopt the electric dipole approximation, assuming that
e iq⋅r ≈ 1 since the momentum q carried by the photon is much smaller than the
typical momenta of the electrons, k, so that in k−space the photons can induce only
vertical transitions.
Let us now calculate the net transition rate involving photons of energy ħω. We
call f the distribution function for the electrons (this is typically the Fermi–Dirac
distribution, but in many cases the situation may be slightly more complicated: for
instance in an optically pumped semiconductor, it is convenient to introduce two
different distribution functions for the electrons in the conduction band and for the
holes in the valence band, see also Sec. 1.8). Then, in order for a transition to occur,
we need that the initial state is occupied and the final state is empty: the net rate is
then obtained summing over all pair of states the quantity
Pi→ j f (Ei)(1 − f (E j)) − Pj→i f (E j)(1 − f (Ei)).











∣ ⟨ψ j∣ê ⋅ p∣ψi⟩ ∣2δ(E j − Ei − ħω)[ f (Ei) − f (E j)], (2.9)
where the sum is over all possible initial and final states, and in particular the sum
over the indices i and j includes also a sum over the two spin polarizations of each
state.
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Let us now specify the above formula for the case of interband transitions in
a semiconductor. We consider as initial state a valence state ∣ψv ,k,σ⟩ and the corre-
sponding final state is a conduction state ∣ψc,k,σ⟩, where the index v (c) labels the
different valence (conduction) bands. Note that we are assuming that the k point is
the same for both states due to the dipole approximation discussed above, and also
that the spin polarization σ is the same since the operator ê ⋅ p does not involve the













∣ ⟨ψc,k∣ê ⋅ p∣ψv ,k⟩ ∣2δ(Ec,k−Ev ,k−ħω)[ f (Ev ,k)− f (Ec,k)],
where the factor of two in front of the sums accounts for the two spin polarizations
σ . We can make a further step converting the sum over all k points in the Brillouin
















dk ∣ê ⋅ pcv(k)∣
2 δ(Ec,k − Ev ,k − ħω)[ f (Ev ,k) − f (Ec,k)],
where we have defined the momentum matrix element
pcv(k) = ⟨ψc,k∣p∣ψv ,k⟩ . (2.11)
Finally, using Eq. (2.5) and Eq. (2.10) together, we can obtain the required expres-










dk ∣ê ⋅ pcv(k)∣
2
⋅ (2.12)
⋅ δ(Ec,k − Ev ,k − ħω)[ f (Ev ,k) − f (Ec,k)].
In the calculation, the Dirac’s delta is often replaced by a suitable (normalized)
lineshape function to take into account the different broadening mechanisms. A
typical broadening curve is a Lorentzian function (for the justification and the limits
of validity of this lineshape, see Sec. 2.A), so that the substitution reads




(Ec,k − Ev ,k − ħω)2 + Γ2
, (2.13)
where Γ is the half width at half maximum (HWHM).Then, the problem of calculat-
ing the absorption spectrum is recast to the calculation of the momentum matrix
elements pcv(k) for each pair (v , c) of bands, and the integration of the quantity
reported in Eq. (2.12) over the whole BZ.The details of how this can be done in the
TB or in the k ⋅ p formalism is discussed in the following Sections.
Before concluding this Section, we mention that there are cases in which the
absorption coefficient assumes negative values: this is called a gain, and the gain
spectrum is defined as
G(ω) = −α(ω). (2.14)
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In this case, the electromagnetic field is amplified when it propagates through the
system. This is what typically happens when a population inversion condition is
established (as for instance in a laser). This can also be easily seen by inspection of
Eq. (2.12): in fact, all terms are positive except for the the difference of the Fermi
functions f (Ev ,k) − f (Ec,k).
In the applications described in Chap. 4, we study systems that display positive
gain, i.e. negative absorption in a given frequency range.
2.2 Evaluation of the optical properties
2.2.1 Optical matrix elements in the tight-binding formalism
In Sec. 2.1 we have seen that, in order to calculate the absorption coefficient α(ω),
we need to compute the matrix elements (2.11) of the momentum operator. In the
tight-binding model, the basis functions are Bloch sums built from the localized
orbitals ϕνm(r − rnν) introduced at the beginning of Sec. 1.2, where we remind that
n indicates the unit cell, ν the atom within the unit cell and m the symmetry of the
orbital (s, px , dyz and so on). However, the p operator is not diagonal in this basis (as
it would be instead in a plane-wave basis). To calculate the matrix element between
localized states one should know the functional form of the orbitals ϕνm. However
in most semiempirical TB parametrizations, only the on-site energies of each orbital
and the hopping integrals between neighboring orbitals are given. Nevertheless, a
suitable approximation (that we describe in this Section) can be found in order to
evaluate the pcv matrix elements. This approximation has been first proposed for bulk
systems in Ref. [62], and then extended also to confined systems (see Ref. [63] and
references therein), and the good agreement between calculated andmeasured optical
properties shows the reliability of the approximations that are used. In particular,
typical quantities that have been compared in the literature are the imaginary part of
the dielectric constant, ε2(ω), and the absorption coefficient, α(ω). An example of
the comparison between the calculated and measured absorption coefficient for a
quantum-confined Ge/SiGe MQW system can be found in thisThesis in Fig. 4.1a.







e ik⋅rnν ϕνm(r − rnν), (2.15)
where n runs over the N unit cells of the crystal. We have already discussed in Sec. 1.2
how the eigenfunctions of the total HamiltonianH with given k vector can be written
as linear combinations of the orthonormalized Bloch sums Φνm(k, r), so that for the








2.2 Evaluation of the optical properties
where the Cvνm(k) and Ccν′m′(k) are the coefficients of the linear combinations, ob-
tained from the diagonalization of the H matrix.









e ik⋅(τn+dν−dν′) ⟨ϕν′m′(r − dν′)∣p∣ϕνm(r − τn − dν)⟩] .
We are now left with the problem of calculating the matrix elements of the
momentum operator, ⟨ϕν′m′(r − dν′)∣p∣ϕνm(r − τn − dν)⟩, which as we have already
discussed cannot be evaluated exactly since we do not know the explicit form of
the localized orbitals ϕ. In order to obtain an approximate relation, we convert the





so that we obtain
⟨ϕν′m′(r − dν′)∣p∣ϕνm(r − τn − dν)⟩ =
m0
iħ
{⟨ϕν′m′(r − dν′)∣rH∣ϕνm(r − τn − dν)⟩ − ⟨ϕν′m′(r − dν′)∣Hr∣ϕνm(r − τn − dν)⟩} .
We introduce now the approximation of assuming the localized orbitals ϕ eigen-
states of the position operator r, so that
r ∣ϕνm(r − τn − dν)⟩ = (τn + dν) ∣ϕνm(r − τn − dν)⟩ .
This approximation is reasonable since the ϕ orbitals are localized; the validity of
this approximation is discussed in Ref. [63]. In this way, we finally obtain that the p
matrix element between localized orbitals is given by




(τn + dν − dν′) ⟨ϕν′m′(r − dν′)∣H∣ϕνm(r − τn − dν)⟩ .
The last matrix element of H between functions localized on nearest-neighbor atoms
is simply one of the hopping integrals discussed in Sec. 1.2, see e.g. the integral (1.9).
In conclusion the matrix element ê ⋅ pcv(k) can be expressed in terms of the tight-
binding semiempirical parameters:










ê ⋅ (τn + dν − dν′) ⟨ϕν′m′(r − dν′)∣H∣ϕνm(r − τn − dν)⟩ ]. (2.18)
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For the evaluation of the above expression, we consider only those n in the sum such
that (τn + dν − dν′) is a vector connecting two first-neighbor atoms.
2.2.2 Absorption and gain in the tight-binding model
Using the general formula given in Eq. (2.12) and the result of Eq. (2.18) for the pcv
matrix element, it is now easy to calculate the absorption (or the gain) spectrum of a
given material using the TB code.
The integration in k space can involve a significantly large number of k points of
the BZ and thus can be extremely demanding. The way to simplify the calculation
depends on the particular system that we are simulating. The most simple strategy to
evaluate the numerical integral is to calculate thematrix elements on a regular 3D grid,
possibly exploiting all the symmetries of the system so to make the calculations only
in the irreducible wedge of the BZ.Moreover, we can further limit the integration to a
smaller region of k points for which the transition energy is below a chosen threshold.
For instance, if we study the direct-gap absorption at Γ, and we are interested in
the spectrum only for photon energies ħω smaller than, say, 1.5 eV, we can consider
only those k points lying in the corresponding suitable neighborhood of the Γ point,
since all interband vertical transitions at larger ∣k∣ typically occur at a much larger
transition energy and thus do not contribute to the α(ω) spectrum in the energy
range of interest.
However, in the calculations of Chap. 4, when we study the contribution due to
confined states in systems with thick barriers, we often use a different integration
scheme: in particular, we can reasonably assume that the kz dispersion of these states
is flat, so that we only have to perform an integration in two dimensions (kx , ky).
Moreover, we can reasonably assume that the dependence of the matrix elements
on the angle kθ (defined by tan kθ = ky/kx) is weak, so that we can perform an
integral in radial coordinates (kρ =
√
k2x + k2y , kθ), sampling only a few lines with
fixed kθ (e.g. eight lines at kθ =0°, 45°, 90°, . . . ) and with a finer sampling along the
kρ coordinate. This allows to significantly reduce the number of k points for which
the evaluation has to be done, and thus to reduce the computational time without a
large error on the resulting evaluated spectrum.
2.2.3 Absorption and gain in the effective-mass approximation
We have discussed in the previous Section how to calculate the absorption spectrum
using the tight-binding code. This calculation is quantitatively precise and it takes
into account all the relevant effects (as the dependence of the pmatrix element on
k, the non-parabolicities of the bands and so on). However, the evaluation of a
single spectrum may require in general the calculation of the matrix elements at
hundreds of thousands of k points and, even if the computation is parallelized on
several processors, it results to be extremely demanding.
When we are instead interested in obtaining the optical spectra in a much faster
way (possibly obtaining analytical expressions) we can work in the effective mass
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Figure 2.1 – Scheme of a direct interband transition between a pair of parabolic bands,
occurring at a wavevector k. The gap at Γ is denoted by Eg .
approximation discussed in Chap. 1 (see also Ref. [64]). In particular, in Sec. 1.8 we
have shown that the density of states (DOS) can be exploited to convert an integral
over k into an integral over the energy (in the simple case of parabolic bands).
Using those results, we now specialize Eq. (2.12) in the context of the effective-mass
approximation. We consider a 3D system: the same results can be analogously
obtained also for a quantum-confined 2D system, using the appropriate expression
for the DOS.
To obtain the final expression, we generalize the 3D DOS of Eq. (1.60) defining
the joint density of states, i.e. choosing as integration variable the transition energy
between a conduction and a valence band rather than simply the band energy.
Indeed, if both the conduction-band energy Ec(k) and the valence-band energy
Ev(k) are parabolic (and isotropic), also their difference Etr(k) = Ec(k)− Ev(k) has
a parabolic dispersion, and in particular it holds (see Fig. 2.1)










where Eg is the bandgap energy at Γ (which in general depends on v and c), andm∗cv










Since the energy dispersion has the same functional form, the results of Sec. 1.8 can
be applied here by simply substituting in Eq. (1.60) the DOS effective mass with the
reduced effective mass m∗cv .
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Etr − Eg ⋅
⋅ δ(Etr − ħω) [ f (Ev(Etr)) − f (Ec(Etr))] , (2.21)
where we remind that m0 is the free-electron mass. Moreover, we have assumed that
the pcv(k)matrix element does not depend significantly on k, and thus we can take
its value at Γ and consider pcv as a constant. For its evaluation, we can either use the
results of Sec. 1.6.1 and deduce its value from the effective masses and the energy of
the bandgap, or more simply we can calculate the pcv value at Γ with the TB code for
the relevant band edges (e.g. where c is the bottom conduction band and v runs over
the HH, LH and SO valence bands).
Note that it is possible to substitute the integral in k−space with an integral over
energy only because (in our approximation of parabolic and isotropic bands) we can
write the valence energy Ev(Etr) and the conduction energy Ec(Etr) as functions of
the integration variable Etr, since Ec and Ev are the arguments of the distribution
functions. Indeed, inverting Eq. (2.19) we can easily prove that








where we have set the zero of the energy at the top of the valence band; analogous
equations can be obtained for the valence split-off (SO) band.
As an example, we show that at T = 0 (and without optical pumping) we can
easily obtain an analytical expression for the absorption coefficient. We calculate
here only the contribution from one given pair of bands (v , c); the total absorption
coefficient is given by the sum of the contributions of all band pairs.
At T = 0 in an undoped semiconductor without optical pumping, the valence






























ħω − Eg ,
where we are using the convention of Eq. (1.61) so that α(ħω < Eg) = 0.
Analogously, generalizing the above discussions also to the 2D case and using
the expression for the 2D DOS of Eq. (1.62), we can obtain the absorption coefficient
of a quantum-confined unexcited system at T = 0, associated to a given pair of bands








θ(ħω − E′g), (2.24)
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where E′g is the energy difference at Γ between the two bands, which is the sum of
the bulk gap energy Eg and of the confinement energies of the two involved bands v
and c.
2.3 Spontaneous recombination rate
In this Section we evaluate the spontaneous recombination rate in a semiconductor,
comparing the direct contribution (due to the transitions that are vertical in k−space
and involve only one photon) and the indirect contribution (arising from second-
order processes involving both one photon and one phonon). We assume that a
given population of electrons and holes is present in the conduction and valence
band, respectively, either due to doping or due to an optical pump. We assume
that the photon energy of the pump is larger than the relevant energy region in
which the recombination occurs, so that we can neglect the stimulated emission and
consider only the spontaneous recombination rate. We furthermore assume that fast
relaxation mechanisms exist, that allow a fast thermalization of the electrons and
holes within the conduction and valence band.
The results of this Section are used in Sec. 4.5, where we describe the code that
we have implemented to calculate the photoluminescence (PL) spectra of Ge bulk
systems as a function of the doping charge, the pump power and the temperature.
For definiteness, in this Section we focus on Ge systems, i.e. we consider the direct
transitions at Γ and the indirect transitions between the four conduction L valleys
and the topmost valence states (HH, LH and SO) at Γ.
We start with the derivation of the optical density of states GΩ(ħω) of the elec-
tromagnetic field, where GΩ(ħω)dΩqd(ħω) is the total number of photons per unit
volume contained in the energy interval d(ħω) and with wavevector q in the solid
angle dΩq, for a given polarization. This density can be obtained observing that from








where n is the refractive index of the material, and we are neglecting its frequency
dependence. Then, using (2.25), we can count the number of modes per unit volume










that is the definition of GΩ(ħω).
To work out the expression for the recombination rate, it is more convenient to
adopt the second quantization formalism, writing the vector potential for a plane
wave of frequency ω and polarization ê as




[a†ê(ω) + aê(ω)]ê, (2.26)
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where ε = n2 is the material dielectric constant; the creation operator a†ê(ω) for a
photon of frequency ω and polarization vector ê, and the respective annihilation
operator aê(ω) satisfy the commutation relation
[a, a†] = 1.
The prefactor of the expression Eq. (2.26) can be obtained semiclassically. Indeed,
for a state with N photons of energy ħω in a volume V , we expect that the energy










(E ⋅D + B ⋅H) = ε0εE2 = ε0εω2A2,
where we have used the relationE = −∂A/∂t.Then, in second quantization the energy
density can be obtained calculating the average value of the operator ε0εω2A†A on a
























and we see that in the semiclassical limit N ≫ 1 this expression is the same of
Eq. (2.27).
Analogously to what has been done in Eq. (2.6), we can write the interaction
Hamiltonian with the electromagnetic field: in second quantization, for a given light




A(ω) ⋅ p. (2.28)
2.3.1 Direct transitions
We first address direct transitions from the bottom of the conduction to the top of the
valence band, in a neighborhood of the Γ point. We consider an initial state ∣i⟩ with
only one electron excited in the conduction band at k with energy EΓc (k) (leaving a
hole at energy EΓv (k)), and no photons in the system; and a final state ∣ f ⟩ with all
electrons in the valence band and with one photon of energy ħω = EΓc (k) − EΓv (k):
∣i⟩ = ∣ψΓc ⟩ ∣0⟩
∣ fω⟩ = ∣ψΓv ⟩ ∣0⋯1ω⋯0⟩ ,
where the convention is to indicate first the electron states and then the photon states,
and the notation ∣0⋯1ω⋯0⟩ indicates that there is only one photon at frequency ω.
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The states ∣i⟩ and ∣ fω⟩ are eigenstates of the uncoupled system, but the interaction
of Eq. (2.28) allows transitions between the two states, with matrix element



















(pΓcv ⋅ ê). (2.29)
Here, pΓcv is the matrix element defined in Eq. (2.11) calculated at the Γ point, where
we assume that its value does not depend significantly on k in a neighborhood of the
Γ point. Note moreover that in the last step we have used ⟨1ω∣aê(ω)∣0⟩ = 1.
Using the Fermi golden rule, we can calculate the transition probability per unit




∣êi ⋅ pΓcv ∣




Since in the spontaneous emission process the direction and the polarization of
the emitted photon is arbitrary, we have to calculate the probability summed over all
possible directions and polarizations. We then discuss preliminarily the quantity
∑
ê




∫ dΩ∣êi ⋅ pΓcv ∣
2
, (2.30)
where ê1 and ê2 are two orthogonal polarizations, both orthogonal to the light wa-
vevector q. In particular, fixing the z axis along the direction of the vector pΓcv , we
can take ê1 parallel to q × pΓcv and ê2 orthogonal to ê1. We then see immediately
that ∣ê1 ⋅ pΓcv ∣2 = 0, while ∣ê2 ⋅ pΓcv ∣2 = sin2 θ∣pΓcv ∣2, where θ is the azimuthal angle in












The spontaneous transition rate Rsp(ħω)d(ħω) per unit volume for photon










Pi→ fω fe(k) fh(k)GΩ(ħω)Vd(ħω). (2.32)
In this expression, fe is the distribution for electrons in the conduction band and
represents the number of initial states, fh is the distribution for holes in the valence
band and is the number of final states for the electronic part of the wavefunction, and
GΩ(ħω)Vd(ħω) is the number of final photonic states. Note that we are summing
over all (k, σ) electronic states and over all conduction and valence bands.
85
Optical properties of bulk and heterostructured semiconductors
































δ(EΓtr(k) − ħω) fe(k) fh(k)d(ħω)
where we have substituted ε = n2 and we have used the definition EΓtr(k) = EΓc (k) −
EΓv (k).
Finally, in the case of parabolic bands in the k ⋅ p approximation, we can use the

































with Ev(Etr) and Ec(Etr) given in Eqs. (2.22) and (2.23), and Ecvg is the gap at Γ
between the two bands v and c.
2.3.2 Indirect transitions
Si and Ge have an indirect gap (see e.g. Fig. 1.8), thus direct optical transitions
between states at the bottom of the conduction band (at k = kc) and states at the
top of the valence band (at k = kv) are forbidden. Nevertheless, lattice vibrations
relax this selection rule, allowing indirect transitions between these two electronic
states via a two-step process where both a photon and a phonon are involved and
the required momentum q = kc − kv is carried by the phonon.
In order to evaluate the spontaneous transition rate due to indirect transitions,
let us start to write the interaction Hamiltonian of the electronic system with both
the radiation field and the lattice vibrations as a sum of two terms:
Hint = He.m.int +H
ph
int, (2.33)
where He.m.int is the interaction Hamiltonian with the electromagnetic field (2.28),
while Hphint is the interaction Hamiltonian with the phonons, whose explicit form is
given later in this Section.
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Figure 2.2 – Schematic of a indirect transition occurring between a state in a conduction L
valley at k = kL and energy Ec(kL), and a valence state (in the band v) at k = kΓ and energy
Ev(kΓ). The red arrows represent the emission or absorption of a phonon, while the green
arrows represent the emission of a photon. The direct and indirect gaps are denoted with EΓ0
and EL0 , respectively; ωph is the phonon frequency, while ωabs (ωem) is the photon frequency
in a process involving a phonon absorption (emission). The shown process is of type I, i.e.
the first process is the absorption/emission of a phonon, and subsequently the photon is
emitted. Analogously, a type-II process may occur (not shown) where the emission of the
photon precedes the emission/absorption of the phonon, and then the intermediate state is
at k = kL.
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As discussed above, the indirect transitions are forbidden in first-order perturba-
tion theory due to the momentum selection rule. Then, let us evaluate the transition
rate in second-order perturbation theory, where the resulting net transition rate
W(ω) is obtained substituting the matrix element of Eq. (2.29) with [65]
H(2)i f =∑
m
⟨i∣Hint∣m⟩ ⟨m∣Hint∣ f ⟩
E′m − E′f
, (2.34)
where ∣i⟩ and ∣ f ⟩ are the initial and final states, respectively, and the sum is over
all possible intermediate states ∣m⟩. The energies E′i , E
′
m and E′f denote the total
energies of the system, i.e. including the contribution of the electronic system, of
the radiation field and of the phonon field. In particular the conservation of energy
implies that E′i = E
′
f , and then the denominator E
′
m − E′f = E
′
m − E′i quantifies the
deviation of the intermediate state ∣m⟩ from the energy-conservation condition.
For definiteness, in the following we focus on a Ge bulk crystal, and we model
the system by a single conduction band with one Γ valley and four degenerate L
valleys (at lower energy). In the valence, all considered bands have maximum at Γ
(and typically we include the three HH, LH and SO bands). A schematic of some
possible indirect processes for the bulk Ge system are shown in Fig. 2.2.
For the evaluation of the indirect recombination rate, we choose the following
initial and final states:
∣i⟩ = ∣ψc(kL)⟩ ∣0⟩ ∣⋯nph(q)⋯⟩ , (2.35a)
∣ f abs⟩ = ∣ψv(kΓ)⟩ ∣0⋯1ωabs⋯0⟩ ∣⋯(nph(q) − 1)⋯⟩ , (2.35b)
∣ f em⟩ = ∣ψv(kΓ)⟩ ∣0⋯1ωem⋯0⟩ ∣⋯(nph(q) + 1)⋯⟩ . (2.35c)
In the above expressions, we are indicating first the electronic part of the wave-
function, then the electromagnetic part (where ∣0⋯1ωabs⋯0⟩ indicates that only one
photon with energy ħωabs is present), and the third part is the phonon component,
where ∣⋯nph(q)⋯⟩ indicates a state with nph(q) phonons with wavevector q and
energy Eph(q). Moreover, we are considering two possible final states: both are
obtained from ∣i⟩ emitting a photon, but while in ∣ f em⟩ also one phonon is emitted,
in ∣ f abs⟩ one phonon is absorbed. Finally, for what concerns the electronic states,
∣ψc(kL)⟩ indicates a state in a conduction L valley, with k = kL in the neighborhood
of the L point, while ∣ψv(kΓ)⟩ is a state in the valence band labeled by v, with k = kΓ
in the neighborhood of the Γ point. The spin of the initial and final states is assumed
to be the same (and is not indicated explicitly), since only states with the same spin
are coupled by the interaction Hamiltonian (2.33).
The total energies of the initial and final states are:
E′i = Ec(kL) + nphħωph (2.36a)
E′f abs = Ev(kΓ) + (nph − 1)ħωph + ħωabs, (2.36b)
E′f em = Ev(kΓ) + (nph + 1)ħωph + ħωem. (2.36c)
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From the energy conservation condition E′i = E
′
f , we deduce that
ħωabs = Ec(kL) − Ev(kΓ) + ħωph, (2.37a)
ħωem = Ec(kL) − Ev(kΓ) − ħωph, (2.37b)
as it can also be deduced by inspection of Fig. 2.2.
Let us consider now the possible intermediate states ∣m⟩ that have non-zero
matrix element with both the initial and the final state, so that (2.34) is non-zero.
There are two kinds of such intermediate states. In the first case (that we call of type
I), the first process is a phonon scattering, followed by a photon emission, as the one
shown in Fig. 2.2. Then, we see that for these type-I processes
⟨ f ∣Hint∣mI⟩ = ⟨ f ∣He.m.int ∣mI⟩ , ⟨mI∣Hint∣i⟩ = ⟨mI∣H
ph
int∣i⟩ . (2.38)
Moreover, due to the momentum conservation rule and to the verticality of the
electromagnetic transitions, we see immediately that the electronic part of ∣mI⟩must
be at k = kΓ (see Fig. 2.2).
Analogously, we can have type-II processes, in which the first process is the
photon emission, which is followed by the phonon scattering. In this case, the
electronic part of ∣mII⟩must be at k = kL.
The complete expressions of the allowed intermediate states (both for the phonon
absorption and emission processes) are:
∣mabsI ⟩ = ∣ψc(kΓ)⟩ ∣0⟩ ∣⋯(nph − 1)⋯⟩ , (2.39a)
∣memI ⟩ = ∣ψc(kΓ)⟩ ∣0⟩ ∣⋯(nph + 1)⋯⟩ , (2.39b)
∣mabsII ⟩ = ∣ψv(kL)⟩ ∣0⋯1ωabs⋯0⟩ ∣⋯nph⋯⟩ , (2.39c)




= Ec(kΓ) + (nph − 1)ħωph, (2.40a)
E′mem
I
= Ec(kΓ) + (nph + 1)ħωph, (2.40b)
E′mabs
II
= Ev(kL) + nphħωph + ħωabs, (2.40c)
E′mem
II
= Ev(kL) + nphħωph + ħωem. (2.40d)
We now want to show that, in first approximation, type-II processes can be
neglected in Ge systems. To this aim, we calculate the denominator (E′m − E′f ) of
Eq. (2.34) both for type-I and type-II processes. Using Eqs. (2.36), (2.37) and (2.40)
we can easily obtain that
∣E′mI − E
′
f ∣ = ∣Ec(kΓ) − Ec(kL) ∓ ħωph∣ ≈ 0.1 eV, (2.41a)
∣E′mII − E
′
f ∣ = ∣Ev(kL) − Ev(kΓ) ± ħωph∣ ≈ 1 eV, (2.41b)
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where the top (bottom) sign accounts for processes involving the absorption (emis-
sion) of a phonon. The numerical estimate has been done using the band structure
of Ge (see Fig. 1.8) and considering that a typical value for the phonon energy in
Ge is ħωph ≈ 30meV. Then, the contribution of type-II processes is expected to be
much smaller than the contribution of type-I processes, also because in the final
transition rates the matrix element (2.34), and thus in particular the denominator
given in Eqs. (2.41), is squared.
Therefore in the following (also for notation simplicity) we consider only type-I
processes and we do not write anymore the subscript I, even if type-II processes can
be included with a straightforward generalization of the results reported below.
Let us now write explicitly the form of the electron–phonon interaction Hphint.






Dq(bq + b†q)Cq,k ,
where bq is the bosonic annihilation operator for a phonon with wavevector1 q,
and Cq,k contains the electronic part of the interaction Hamiltonian, with terms of
the form c†k+qck (where ck is the fermion annihilation operator for the electrons).







nph + 1, (2.42)
where q is the wavevector that allows a transition between ∣i⟩ and ∣m⟩ conserving
the momentum, i.e. q = kL − kΓ.
In general, one should now consider all possible scattering mechanisms (e.g.
both due to acoustic and optical phonons) and the dispersion relation of the phonon
branches. Herewe instead consider the simplified approach discussed in Refs. [67,68].
In particular, the overall action of all phonons is modeled by a single dispersionless
phonon with energy ħωph = 27.56meV [67] for what concerns the Γ−L scattering.








with ρ is the mass density and V the volume of the crystal; Deff is an effective
deformation potential, whose value is Deff = 2 ⋅ 108 eV/cm [67] (note that Deff and
Dq have different units).
















In general, we should also have a further index to label the phonon branch, but for simplicity we
do not indicate it in the expressions of this Section.
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Moreover, from Eq. (2.38) we see that the matrix elements ∣ ⟨ f abs,em∣Hint∣mabs,em⟩ ∣2
involve only the electromagnetic part He.m.int of the interaction Hamiltonian and we
then already know the expression for this matrix element, see Eq. (2.29).
With the knowledge of these matrix elements, the transition probability per unit
time between the ∣i⟩ and ∣ f ⟩ states can be obtained using the Fermi golden rule:
Pi→ f abs,em =
2π
ħ
∣H(2)i f abs,em ∣





⟨ f abs,em∣He.m.int ∣m
abs,em⟩ ⟨mabs,em∣Hphint∣i⟩




⋅ δ(Ec(kL) − Ev(kΓ) − ħω ± ħωph), (2.44)
where the sum over all intermediate states ∣m⟩ is reduced to one state only for each
phonon absorption or emission process, and also here the top (bottom) sign refers
to processes involving a phonon absorption (emission). The spontaneous transition








Pi→ f fe(kL) fh(kΓ)GΩ(ħω)Vd(ħω).












where the factor of two takes into account the spin degeneracy, NV = 4 is the number
of equivalent L valleys in which the initial state ∣i⟩ can be chosen, and the sum over
kL runs only within one given L valley. Finally, the sum over v is over all valence
bands included in the model.
Substituting the matrix elements in Eq. (2.44) and using Eq. (2.31) for the sum
over all polarizations, we finally get that the net spontaneous recombination rate per
unit volume and energy is










⋅ δ(Ec(kL) − Ev(kΓ) − ħω ± ħωph)
1
(Ec(kΓ) − Ec(kL) ∓ ħωph)2
, (2.45)
where ∣pΓcv ∣ is the optical matrix element between the Γ conduction band and the v









We remind here that n is the refractive index of the material, and that the physical
units of Find are volume⋅time−1⋅mass−1. Moreover, we can convert the two sums over
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To obtain an analytical expression, we now assume parabolic bands and convert
the two integrals over kΓ, kL to two integrals over the energies εv(kΓ) and εL(kL),
respectively; these latter energies are shown in Fig. 2.2 and represent the energy of
the valence (conduction) state at kΓ (kL) measured from the top of the valence band
(bottom of the L band), respectively. We then obtain














(Ec(kΓ) − Ev(kΓ) − ħω)2
. (2.46)
In the latter expression, we have defined the factor g(E ,m) as the 3D DOS without










m∗v is the valence effective mass of the band v, and m∗L is the 3D DOS effective mass
associated to one L valley. We have moreover used the Dirac’s delta to remove the
integral over the valence energy εv , from which we can obtain the following relation
to express εv as a function of εL (see also Fig. 2.2):
εv = −(EL0 + εL − ħω ± ħωph).
Using this latter expression, we see that the integral over εL does not extend
to infinity, but it has a natural cutoff: indeed, g(εv ,m∗v ) is zero for εv < 0, i.e. for
εL > ħω ∓ ħωph − EL0 .
The only final issue that we point out here is that the denominator can have a
1/x2 (non-integrable) divergence within the integration domain when the photon
energy is large enough. This occurs when the intermediate state is no more virtual,
but a phonon can induce a first-order transition between the conduction L and Γ
valleys. The effect of these processes is to thermalize the L and Γ valleys, and thus
these processes are already taken into account by the fact that we consider a single
conduction quasi-Fermi energy, common to both the L and the Γ valleys. We then
substitute the denominator in Eq. (2.46) with the value that it assumes for a transition
between the bottom of the L valley and the top of the valence band [65], i.e. with
(EΓ0 − ħω)
2 = (EΓ0 − E
L
0 ∓ ħωph)
2, so that we finally have













dεL g(εv ,m∗v )g(εL,m
∗
L) fe(εL) fh(εv). (2.47)
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Finally, if we consider a thermalized bath of phonons at a given lattice temperature





We now have all ingredients for the calculation of the spontaneous transition rate
due to indirect transitions, which simply requires the numerical evaluation of the
definite integral of Eq. (2.47).
2.4 2D excitons
In real systems, the optical absorption spectrum is significantly modified by the
presence of excitons. Thus, in order to obtain realistic α(ω) spectra, the excitonic
contribution has to be included. For the theory on 3D and 2D excitons, we refer for
instance to the book of Haug and Koch [69]: we report here only the final results
and we discuss the details of the implementation in the code for the evaluation of
the optical spectra of MQW systems.
The binding energy of bound excitonic states depends on the dimensionality of
the system. In particular, when we consider a given pair of bands (v , c), the binding

















here, ε is the dielectric constant of the material and mcv is the reduced mass of the v
and c bands, introduced in Eq. (2.20). Note that the largest binding energy (which
is −Ẽ1 in 3D and −Ẽ0 in 2D) is E0 in the 3D case, while it is 4E0 in the 2D case.
For typical Ge/SiGe MQW systems, the binding energy is approximately 4meV (i.e.
E0 ≈ 1meV).
As discussed in detail in Ref. [69], we expect that the absorption spectrum is
modified by the presence of δ−like absorption features in correspondence of the
bound excitonic states below the onset of the absorption calculated in the previous
Sections. In particular, in 2D the excitonic correction below the gap (for each given
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Figure 2.3 – Comparison
of the 2D interband ab-
sorption coefficient due to
a single pair of subbands,
with and without the ex-
citonic contribution. The
gap energy is set to E′g =
900meV and the binding
energy is 4E0 = 4meV.
The Lorentzian broaden-
ing is set to Γ = 2meV.
and α02D defined here as the value of the absorption coefficient just above the gap,
α02D ≡ αfree(ħω = E
′
g), where αfree(ω) is the absorption spectrum of Eq. (2.24). Note
that each peak associated to an excitonic bound state contributes to the spectrum
with intensity proportional to 1/(n + 1/2)3, and in the limit of E → E′g the δ peaks
tend to form a continuum, whose value tends to αexc
bound
(ω → E′g/ħ)→ 2α02D.
Moreover, a correction is expected also above the onset of the one-particle
absorption αfree, due to fact that the Coulomb attraction between holes and electrons
has effects also in the continuum: in fact, above the gap energy, we have [69]
αexccont(ω) = αfree(ω)C(ω),
where αexccont(ω) is the absorption spectrum including the excitonic contributions in










where ∆ is the same of Eq. (2.49) (note that the 3D Coulomb enhancement form has
a different expression, see Ref. [69]). Note that C(ω → E′g/ħ)→ 2, so that the two
parts of αexc connect continuously at E′g .
In the numerical implementation, the Dirac’s delta functions in Eq. (2.48) are
substituted with Lorentzian peaks with suitable width as discussed in (2.13), where
the width is chosen by comparison with the experimental data. Moreover, only
the first few bound states (typically up to four) are included in Eq. (2.48), since
the contribution of all remaining states with larger n is negligible. Furthermore, to
avoid discontinuities in the simulated spectrum, the contribution of the Coulomb
enhancement factor, which should be exactly zero below E′g , is instead smoothed
with a Lorentzian tail (with same width as the one used for the delta functions). A
comparison of the interband absorption spectrum of a 2D system (originating only
from one pair of subbands) with and without the excitonic contribution is reported
in Fig. 2.3.
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In practice, the electronic states are calculated using the TB code, and the ex-
citonic contribution is evaluated for all couples of valence and conduction bands.
Actually, the choice of the unit cell in MQW systems implies a folding of states with
∆ symmetry at the Γ point of the BZ of the multilayer structure: then at Γ we find
both these folded states and the genuine Γ states. The matrix dipole element between
the folded states and the valence states is zero, and thus they are not optically active.
A suitable filtering of the conduction states (based on the magnitude of the dipole
matrix element) is thus applied to exclude these folded bands and then the excitonic
contribution is added only to the transitions to genuine Γ states.
Finally, for an example of a comparison of an experimental and theoretical
absorption spectrum, including the 2D excitonic contribution, see Fig. 4.1a of this
Thesis.
2.5 Intersubband absorption and oscillator strengths
The aim of this Section is to calculate the form of the absorption coefficient for
intersubband transitions, with particular focus on the case of non-diagonal effective-
mass tensors since this is the case for Ge-rich systems (see Sec. 1.7) as those discussed
in Chap. 3. In the following we assume that the heterostructures are grown along the
z direction. Moreover, we do not consider explicitly the case of a spatially-varying
m∗(z), even if this is in general of interest for heterostructures. For a discussion of
the generalization of the expressions in this case, see Ref. [70].
2.5.1 Intersubband absorption
In this Section we derive the expression of the intersubband absorption coefficient
α(ω) (see also Ref. [71]).
We need to calculate the transition rateW(ω) for intersubband transitions: once
we know this quantity, we obtain the absorption coefficient using Eq. (2.5).
In the effective-mass approximation with a non-isotropic effective mass, we have
seen in Eq. (1.65) that the Hamiltonian for the envelope function ψi can be written as
Hψi = Eiψi , H =
1
2
p ⋅wγ ⋅ p + V(z),
where wγ is the 3 × 3 inverse mass tensor for a given band and valley (see Sec. 1.8.1),
and we use the symbol γ to denote the valley. Note that each valley has in general a
different mass tensor. For instance, for ∆4 states in Si, the two valleys along kx have
the longitudinal mass along x, while the two valleys along ky have the longitudinal
mass along y. Hence the inverse mass tensors are different, and electrons in different
valleys couple differently with a given light polarization.
Using the minimal coupling and the form for A of Eq. (2.1), we obtain that the
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where the indices α and β run over the three coordinates x, y and z.
Let us consider two states ψi = ψn,k∥ ,σ and ψ j = ψm,k∥ ,σ , where n and m are
the subband indices, and we assume that n ≠ m. We are interested in the optical
transitions between the two states (note that we have assumed that the two states
have same in-plane momentum k∥ and spin σ for the reasons discussed in Sec. 2.1).













⋅ e2δ(Em − En − ħω), (2.50)
where pznm is the matrix element ⟨ψn,k∥ ,σ ∣pz ∣ψm,k∥ ,σ⟩: note that, if we assume the
form (1.66) for the ψ envelope functions, the only component that gives non-zero
matrix element is pz , since we have assumed that the two states belong to two different
subbands n ≠ m. As a consequence, this matrix element does not depend neither
on k∥ nor on σ . Moreover, we are assuming parabolic and parallel subbands, so
that E j − Ei = Em − En (En and Em are the energy at the bottom of the respective
subbands). Therefore, the energy difference in the Dirac’s delta depends only on the
subband indices n and m and as a consequence also Pγn→m(k∥, σ) depends only on
n and m. However, we have left the indices k∥ and σ explicitly indicated to remind
that this is a quantity that is evaluated for a transition between two single states and
not between all states of the two subbands n and m.
To take into account the broadening of the states, also in this case we substitute
the δ function with the Lorentzian of (2.13). Note however that this substitution
holds only if the broadening Γ is much smaller than the level separation Em − En. In
the opposite case, which may happen for instance for intersubband transitions in the
THz range, the more general lineshape expression given in Sec. 2.A is appropriate.
For the emission fromψ j toψi , it is easy to show that P
γ
n→m(k∥, σ) = P
γ
m→n(k∥, σ).
The net transition rateW(ω) between the two subbands n and m, which occurs at






[ f (Ei , k∥) − f (E j , k∥)] ∶
here, f is the Fermi distribution function, and we remind that Ei = En + ħ
2
2
k∥ ⋅ w̃ ⋅k∥,
where w̃ is the 2 × 2 mass tensor on the xy plane described in Eq. (1.69).
Using these results, we can write the 2D (adimensional) absorption coefficient,
defined as the usual absorption coefficient multiplied by the length Lz of the het-
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[ f (Ei , k∥) − f (E j , k∥)],
where S = V/Lz is the sample surface and the factor of two accounts for the sum
over the spins.
2.5.2 Oscillator strengths
Before going on to determine an explicit expression for α2D(ω), we define the os-
cillator strength (OS) that is useful to express α(ω) in a more compact form; in
fact, often in the literature the absorption coefficient is not written explicitly as a
function of the matrix element contained in Pγn→m but as a function of the OS. Since
the definition of the OS is not unique in the literature, we report here its expressions
together with the respectiveThomas–Kuhn sum rule for the different cases that are
of interest.
Oscillator strength andThomas–Kuhn rule in the simplest case
Let us consider a system with the simple Hamiltonian






i.e. a simple one-dimensional Schrödinger equation with fixed isotropic mass, equal
to the free-electron mass m0.
In this case, it is usual to define the (adimensional) oscillator strength between




∣ ⟨ϕn∣pz ∣ϕm⟩ ∣2 (2.52)
where ħωmn is defined as (Em − En) (with the correct sign, so that ωnm = −ωmn),





If the system is bounded, so that thewavefunctions are normalizable and bounded,
we can also use (within the dipole approximation) the interaction Hamiltonian
H′ = −eE ⋅ r, using the relation between the matrix elements:
pnm = im0ωnmrnm (2.53)
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Note that this substitution is not strictly correct for periodic systems (for instance for
systems described by the Kronig–Penney model, as superlattices), and in this case
theA ⋅p interaction should be used. For a detailed discussion of the error introduced
when using the z matrix element, see Ref. [72].
The above-defined oscillator strength satisfies the sum rule
∑
m
fnm = 1, (2.54)
known as theThomas–Kuhn sum rule, which is valid for all initial states n and where
the sum extends over all final states m.
We prove this sum rule in the case of a finite bounded system by writing the











⟨ϕn∣pz ∣ϕm⟩ ⟨ϕm∣pz ∣ϕn⟩ .
Using now Eq. (2.53), we can write
⟨ϕm∣pz ∣ϕn⟩ = im0ωmn ⟨ϕm∣z∣ϕn⟩ ;
⟨ϕn∣pz ∣ϕm⟩ = im0ωnm ⟨ϕn∣z∣ϕm⟩ = −im0ωmn ⟨ϕn∣z∣ϕm⟩
















where in the last step we have used the completeness relation∑m ∣ϕm⟩ ⟨ϕm∣ = 1.
Finally, using the commutator relation
[pz , z] = −iħ (2.55)
and the fact that the states ∣ϕn⟩ are normalized to one, we get the sum rule (2.54).
Oscillator strength in the case m∗ ≠ m0
We consider now a system with an effective mass m∗ different from the bare elec-
tron mass m0, but still limiting the analysis to an isotropic mass. In this case, the
Hamiltonian is






In the literature, slightly different definitions of the oscillator strength are used.
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Apparently, the simplest extension of the definition of the previous section is to










where the second equality holds exactly only for finite bounded systems. With
this definition the sum rule has the same form of Eq. (2.54), i.e. ∑m f̃nm = 1. This
definition is used for instance in Ref. [73].
However, as discussed below, this definition cannot be easily extended to the case
of a non-isotropic effective mass. Sometimes, in the literature one finds a different





∣ ⟨ϕn∣pz ∣ϕm⟩ ∣2








Even this form, however, is not suitable to be extended to the case of a non-






∣ ⟨ϕn∣pz ∣ϕm⟩ ∣2 (2.56)







We use this expression in the following since, as we are going to see in a moment,
it can be naturally extended to the case of a non-isotropic mass. We stress again that
in the literature all the three forms of the oscillator strength can be found, and one
must be careful to check the one that is used.
Oscillator strength for a non-diagonal inverse mass tensor
We now consider the case in which the inverse-mass tensor w is no more a multiple
of the identity.
In this case, the envelope function (for a given fixed valley γ and band) is the




p ⋅wγ ⋅ p + V(z),
where p is the vector momentum operator p = −iħ∇ and wγ is the 3 × 3 inverse
mass tensor relative to the given band and valley γ, as discussed at the beginning of
Sec. 2.5.1.
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In the general case of two and three dimensions, we have to consider explicitly
the polarization vector ê of the photon which is involved in the transitions between
the two states.
Following Ref. [74], we thus define the oscillator strength for a given fixed valley



















where pznm is the matrix element of the pz component of the momentum operator
between the states ∣n⟩ and ∣m⟩, that are the parts of the envelope function ψ that
depend only on z after the variable separation, as described in Sec. 1.8.1.
The motivation for this definition can be understood looking at the expression
for the intersubband absorption coefficient α2D(ω) given in Sec. 2.5.1: fnm is defined
in a way that it reduces to Eq. (2.56) for isotropic m∗, and that it is an “ingredient”
of the equation that we will obtain for α2D(ω), i.e. Eq. (2.63).
Let us now derive the expression of the oscillator strength as a function of
the position matrix element instead that of ⟨pz⟩. As a first step, we express the















i jp j , z] =
1
2










izpz , z], C = [pzw
γ
zzpz , z].
Let us calculate the three contributions. For the first two terms, since [pi , z] = 0 for
i = x , y, we have that the terms A+ B can be written as
A+ B = ∑
j=x ,y
wγz jp j[pz , z] + ∑
i=x ,y
wγizpi[pz , z] = −2iħ ∑
j=x ,y
wγz jp j (2.60)
where we have used the fact that the tensorwγ is symmetric, and we have substituted
the commutation relation of Eq. (2.55).
For the term C we have instead
C = [pzw
γ
zzpz , z] = pzw
γ





so that, inserting Eqs. (2.60) and (2.61) in Eq. (2.59) we obtain
[H, z] = −iħ ∑
j=x ,y,z
wγz jp j .
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(Em − En) ⟨n∣z∣m⟩ , (2.62)
where the equality marked with a star holds since the matrix elements of px and py
vanish, due to the symmetry of the eigenfunctions ∣n⟩, ∣m⟩.



























where the transition energy Etrmn is defined as usual: Etrmn = ħωmn = ħ(ωm − ωn).
Finally, we derive theThomas–Kuhn sum rule fulfilled exploiting this definition
of the oscillator strength. We have from Eq. (2.58):
∑
m



















ωmn ⟨n∣z∣m⟩ ⟨m∣pz ∣n⟩ + ωnm ⟨n∣pz ∣m⟩ ⟨m∣z∣n⟩
ωnm
where we have substituted Eq. (2.62) once for the first matrix element and once for












Now we use ωmn/ωnm = −1 and the completeness relation ∑m ∣m⟩ ⟨m∣ = 1, so
that the sum rule becomes
∑
m
f γnm = D
i
ħ



















To verify this result, we check what happens when the effective mass is isotropic. In
this case, thewγ tensor is diagonal and thuswγxz = w
γ
yz = 0, andmoreoverw
γ
zz = 1/m∗.
The sum rule becomes
∑
m








for a TM polarization) ,
that shows that in this limit only the light polarized along the growth direction z
(pure TMmode) can produce intersubband transitions, and in this case the sum rule
has the same form of Eq. (2.57).
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2.5.3 Absorption coefficient as a function of the oscillator strength
We can now continue the derivation of the expression of the absorption coefficient,
that we started in Sec. 2.5.1, using the expression of the oscillator strength derived in
the previous Section.
Using the definition of Eq. (2.58), we can rewrite the probability per unit time






nmδ(Em − En − ħω).
The adimensional absorption coefficient thus becomes (substituting the Dirac’s












(Em − En − ħω)2 + Γ2










(Em − En − ħω)2 + Γ2
[ fn(k∥) − fm(k∥)].
Note that f γnm is the oscillator strength, while fn(k∥) is the Fermi distribution for
the state of the subband n with in-plane momentum k∥.
We now substitute the integral over k∥ with an integral over the energy: calling
m∗γDOS the DOS mass for a single valley (it has the same value for all valleys), and
















(Em − En − ħω)2 + Γ2
[ f (E′) − f (E′ + Em − En)]
where we have used again the assumption that the bands are parabolic and parallel.
















e(E′−E f )/KT + 1
−
1
e(E′+Em−En−E f )/KT + 1
]














(Em − En − ħω)2 + Γ2
⋅
⋅ f γnm ⋅ KT log [
e(E f −En)/KT + 1
e(E f −Em)/KT + 1
] . (2.63)
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2.5.4 Low-temperature limit
In the low temperature limit T → 0, assuming that only the lowest state n = 1 is filled,
we get the following limit:
log [
e(E f−En)/KT + 1
e(E f−Em)/KT + 1
] ⋅ KT → (E f − E1)δn,1
so that the absorption coefficient becomes (if we focus only to transitions to the first

















(E21 − ħω)2 + Γ2
f γ12.
Now we note that the square bracket is the surface density of the electrons filling the
first subband up to energy E f in a given valley γ, i.e. its value is n2D/Nγ, where Nγ
is the number of degenerate valleys and n2D is the total number of free electrons per







































i.e. the formula given also in Ref. [73], averaged over all valleys.
To have a rough estimate of this value, we note that in most cases for quantum
well systems we can consider that the largest part of the sum rule is saturated by f12,
so that we can substitute f γ12 ≈ ∑m f
γ
1m. Note moreover that in the case of a pure TM




f γ1m = m0wzz =
m0
m∗z
so that in this simple case the system behaves as if it had an isotropic mass equal to
the m∗z mass.
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2.A Appendix: Lineshape function for large broadenings
In Eq. (2.13) we have discussed that often the broadening effects on the absorption
coefficient are simply taken into account by substituting the Dirac’s delta δ(Ei j−ħω)
with the Lorentzian Γπ
1
(E i j−ħω)2+Γ2 .
We discuss in this Appendix why this substitution is reasonable, and the limits
of its validity. We can see directly by inspection of the expressions for α2D that the
Lorentzian broadening cannot correct describe systems with small transition energy
and large broadening. Indeed, if the Lorentzian broadening Γ is comparable (or
even larger) than the intersubband transition energies Ei j, we have a divergence of
α2D(ω) at zero frequency due to the factor 1/ω in its expression, see for instance
Eq. (2.63). If instead Γ is small, then we can assume that the Lorentzian provides an
effective damping of the α coefficient, and (far from ω = 0) the expression is valid.









Then, we can substitute the δ(Ei j − ħω) that we are using to describe the imaginary
part ε2 of the dielectric constant with 1E i j−ħω−iΓ , and then at the end we will take the
imaginary part to have the expression of ε2 and thus of α.
If we make this substitution, we see that in the sum of Eq. (2.9) we have that each
























Figure 2.4 – Comparison of the absorption coefficient obtained adopting different lineshapes,
as discussed in Sec. 2.A. We have chosen E ji = 40meV in panel (a) and E ji = 100meV in
panel (b). The black curve is obtained using a Lorentzian lineshape of (2.67), while the red
curve is obtained using the lineshape of (2.65). In both panels, the broadening is set to
Γ = 10meV.
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pair of states (i , j) contributes with two terms:
∑
i j
∣ ⟨ψ j∣ê ⋅ p∣ψi⟩ ∣2
1
E ji − ħω − iΓ
[ f (Ei) − f (E j)] =
∑
i< j
∣ ⟨ψ j∣ê ⋅ p∣ψi⟩ ∣2 {
1
E ji − ħω − iΓ
−
1
−E ji − ħω − iΓ
} [ f (Ei) − f (E j)],
where we the sum is now only on i < j and we have used Ei j = −E ji , and f (E j) −
f (Ei) = −[ f (Ei) − f (E j)].









and to obtain the expression for the lineshape of α we have to take its imaginary part
divided by π, see Eq. (2.64), obtaining
Γ
π
2E ji ⋅ 2ħω
(E2ji − ħ2ω2 + Γ2)2 + (2ħωΓ)2
. (2.65)
This is the more correct lineshape to be used when Γ is comparable to E ji : in fact,
now we have a factor ω at the numerator which removes the degeneracy at ω = 0
discussed above for Eq. (2.63).
To justify the Lorentzian approximation, we consider the limit Γ ≪ E ji and
Γ≪ ħω, which is for instance a very good approximation for interband transitions,
where Γ is typically of the order of 10meV while E ji ≈ 1 eV. Then, we can discard the
Γ2 term in the first bracket at the denominator of Eq. (2.65), and moreover we can
assume that
E ji + ħω ≈ 2ħω ≈ 2E ji (2.66)
near the resonance, where α is non-zero.Then, for the first bracket at the denominator
of Eq. (2.65) it holds
(E2ji − ħ
2ω2)2 = (E ji − ħω)2(E ji + ħω)2 ≈ (E ji − ħω)2(2E ji)2
and then, approximating Eq. (2.65) using (2.66) we get that the lineshape is approxi-
mately given by
Γ/π
(E ji − ħω)2 + Γ2
, (2.67)
which is the Lorentzian lineshape discussed in Eq. (2.13).
In Fig. 2.4, a comparison of the absorption coefficient obtained using the two
lineshapes is reported for a broadening Γ = 10meV and for different values of E ji . We
see in Fig. 2.4a that near ω = 0 the correct lineshape (red curve) must be taken into
account to avoid divergences. In Fig. 2.4b we can instead notice that the difference
between the two lineshapes is very small already for E ji = 100meV, if we are not








THz emission from Si-compatible
multilayer SiGe heterostructures
3.1 Introduction
In the last years, there has been an increasing interest in the development of unipolar
photonic devices based on intersubband (ISB) transitions and operating in a quantum
cascade (QC) architecture.
The first quantum cascade laser (QCL), emitting in the mid-infrared, was de-
veloped at Bell Labs in 1994 [75]. A few years later, in 2002, the first THz QCL
(fabricated with a GaAs/AlGaAs heterostructure) was demonstrated by Köhler et
al. [76]. This device opened a whole new field of research and applications, since for
the first time cheap and compact sources in the THz region of the electromagnetic
spectrum (1–10THz, λ ≈ 300–30µm, E ≈ 4–40meV) became easily available. In just
a few years, in fact, the development of THz devices has grown incredibly fast [77].
This rapid development has also been driven by the rather large number of
applications of the THz radiation, which are mainly of two categories: imaging and
sensing. In fact, since THz radiation has a low diffusion in inhomogeneous materials,
it is particularly suited for imaging applications; moreover, it can be used for sensing
since many complex molecules have rovibrational absorption lines in this frequency
range.
The unprecedented performance of these devices for what concerns the linewidth
and the output power has already given rise to applications in local oscillators [78,79],
real-time imaging [80] and molecular spectroscopy [81]. Detailed review of the
applications of THz radiation can be found for instance in Refs. [42, 82].
The key requirement for most applications is the availability of cheap, high-power
and compact THz sources, and the THz ISB lasers have these features. Moreover,
the possibility of tailoring the emission frequency when designing the structure is
another great advantage of these solid state devices: for instance, since the first THz
QCL operating at 4.4THz [76], there have been demonstrations of devices emitting
even below 1THz [83]. However, THz QCLs have one main issue which has not been
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Figure 3.1 – Timeline for the maximum operating temperature in pulsed mode for (a) THz
QCLs and (b) mid-IR QCLs. The shaded area represents the temperature region achievable
with thermoelectric coolers. Figure reproduced from [87].
solved yet: they can operate only at low temperature (in contrast to mid-IR QCLs).
In fact, the first THz QCL was able to operate up to 50K. Nowadays, even if many
critical improvements have been made, mainly to the design of the active region
and of the waveguide, the present maximum operating temperature is only slowly
increasing, as evident in Fig. 3.1. The highest operating temperature at the moment of
writing is 186K [84], even if there has been a recent claim at the ITQW2011 conference
of a new record temperature of 193K [85]; note however that higher temperatures
(225K) have been reached by the application of a strong magnetic field to reduce the
non-radiative scattering [86]. Thus THz lasing still needs cryogenic operation since
it has not reached the temperature range accessible with thermoelectric (Peltier)
coolers.
This is a very important issue that needs to be solved, since in many market
and industrial applications (as the ones discussed above) devices working at room
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temperature are required. However, it is commonly believed that further incremental
developments to the current devices will not lead to significant improvements for
what concerns the operating temperature; innovative approaches must be devel-
oped [87].
One interesting and promising possibility is to exploit new materials in the QC
design, which can have better characteristics and overcome the intrinsic limitations of
the usual GaAs/AlGaAs heterostructures. For instance, to take advantage of the lower
effective masses, InP-based InGaAs/AlGaAs THz lasers are being investigated [88].
But also Si, Ge and their alloys are now attracting increasing efforts towards
the realization of QC lasers. These materials were not usually considered suitable
for photonics applications due to their indirect band gap, preventing an efficient
recombination of electrons and holes and thus precluding the realization of efficient
interband optical devices. (For more details on interband transitions in SiGe struc-
tures, see Chap. 4.) However, the exploitation of intersubband transitions either
in the valence or in the conduction band allows to overcome this limitation. One
of the reasons which pushes towards the realization of Si- and Ge-based optical
devices is the possibility of integrating the optical part of the device with its control
electronics. In fact, nowadays the largest part of the electronics is based on Si, and
in particular the complementary metal-oxide-semiconductor (CMOS) technology
is well established for the realization of integrated circuits. This is due to many
factors, as the low static power supply drawn by CMOS devices (since the power is
drawn only when switching between on and off states) and their quite high degree of
immunity to noise [89]. Moreover silicon is particularly suited to the realization of
these devices because its high thermal conductivity allows to dissipate efficiently the
heat. Due to the enormous development of CMOS technology, a CMOS-compatible
light-emitting device is particularly appealing, since it would allow the complete
integration of the photonics devices on the same chip, with benefits in terms of
manufacturing costs, device performance and robustness, etc.
Silicon-germanium multilayer heterostructures, and in particular those grown
along the [001] direction, are thus quite appealing from this point of view, since they
are highly compatible with CMOS processing [89].
For what concerns SiGe QC devices based on ISB transitions, these are not meant
to overcome existing III-V lasers used in fiber-based telecommunications, since
for these applications the operating wavelength is fixed by technological reasons
in the near-infrared and thus requires lasers operating with interband transitions
(see Chap. 4). On the other hand, chip-to-chip optical interconnects in electronic
circuits are at the moment the object of intense research in order to overcome the
current limitations of electronic connections. THz lasers could be an interesting
opportunity, since THz radiation can be easily guided by metallic waveguides, and
most integrated circuits elements (substrates, plastic cover, . . . ) are quite transparent
in this frequency range; moreover Si-based lasers are the optimal choice thanks to
their possibility of being directly integrated on the chips.
However, the most important advantage in the adoption of Si and Ge is that
they are non-polar materials and thus the interaction of electrons with polar lon-
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gitudinal optical (LO) phonons is absent. This is the main source of non-radiative
intersubband relaxation for electrons, which reduces the population inversion and
thus the possibility of device operation at high temperatures. Hence, SiGe lasers
could give the possibility of obtaining THz emission at room temperature. More-
over a Ge/SiGe QCL, having no reststrahlen absorption, could allow the emission
in the reststrahlen band of typical III-V semiconductors ranging from 23 to 65 µm
(≈20–50meV), closing the wavelength gap of QCLs existing today.
We remark here that, since silicon and germanium have different lattice constants,
the resulting QW structures will be subject to strain fields. From the experimental
point of view, this has to be carefully taken into account to avoid formation of defects.
Moreover, also when designing cascade structures, one should try to balance the
strain (alternating compressively and tensile strained layers) in order to minimize
the total elastic energy, and allow the growth of structures with large number of
periods without dislocations. In fact, strain can also be exploited as another degree
of freedom to adjust the material properties, for instance to shift the band edges or
to remove the degeneracies of the states, as it is discussed later in this Chapter.
Electroluminescence from Si-rich Si/SiGe QC structures was observed both in
the mid-infrared [90] and in the THz [91], but up to now there have been significant
difficulties in demonstrating laser emission. It is important to highlight that in the
experiments of Refs. [90, 91], only valence-band ISB transitions were used. One
of the reasons is that the valence effective masses are typically smaller than the ∆
conduction masses along the tunneling direction in Si-based systems. A large mass,
in fact, makes it very difficult to design devices which exploit the mechanism of
resonant tunneling injection, since large masses imply small tunneling probabilities
and thus small currents; that is, the injection is suppressed. Moreover, since the gain
is inversely proportional to the effective mass, we expect that the gain is much more
significant in structures with small masses.
However, exploiting valence ISB transitions has some big disadvantages: first, the
presence of different valence bands (HH, LH) with similar energy introduces non-
radiative scattering channels which reduce the performance of the device. Moreover,
these bands have a very large non-parabolicity so that the behavior of a device
based on ISB transitions in the valence band is very difficult to predict and describe.
Furthermore, in these systems the quantum wells (where the holes are localized)
are in the SiGe alloy material regions, whereas the pure Si layers act as barriers: this
implies that also alloy scattering will be significant in these systems.
To overcome these difficulties, we will instead address intersubband transitions
in n−doped Ge-rich Ge/SiGe heterostructures (even if in Sec. 3.5 we also address
a Si-rich structure). In fact, when working in the conduction band of SiGe het-
erostructures, we can think of two main designs. In the first one, realized by Si QWs
embedded in Si-rich SiGe barriers, the electrons are confined in the Si ∆ valleys. The
second possibility is to consider Ge QWs embedded in Ge-rich SiGe barriers, and in
this case the electrons are instead confined in the L valleys of Ge.
The first advantage of both conduction-band schemes is that the electrons are
not confined in the alloy materials, but either in the Si or in the Ge pure materials, re-
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ducing thus significantly the alloy scattering. Moreover, analyzing the band structure
of the systems, one sees that devices can be designed so that only one kind of states
(e.g. only electrons at L) participate to charge transport, while the other conduction
states are higher in energy and can be ignored, simplifying significantly the design
of the QCLs (see Sec. 3.4).
The main advantage of Ge-rich structures is that the confinement mass at the L
point of Ge along the growth direction is much smaller (≈ 0.12m0) than the effective
mass at the ∆ valley in Si, which is ≈ 0.92m0, and we have already discussed the
importance of having small effective masses in QC structures.
Moreover, the choice of Ge-rich structures has another positive “side effect”. Since
the inverse-mass tensor at the L point is not diagonal in a reference system where one
vector is along the growth direction [001] (see Sec. 1.7), the usual selection rule for
intersubband transitions, which forbids the TE mode emission in such structures, no
more holds. Hence, it could be possible to observe light emission along the growth
direction of a QCL.
Of course, the growth of Ge-rich structures poses non-trivial technical problems,
mainly for the realization of a Ge-rich virtual substrate (VS) with small defect density.
Only recently the technique of reverse grading has been developed [92], extending
to the high Ge-content (x) regime the technique used for x < 0.5. In this procedure,
the VS is obtained varying the composition of the deposited alloys with gradients of
the order of 5%/micron [89] up to the desired value.
Most of the work presented in this Chapter has been done in tight collaboration
with different experimental groups, in particular the “LFTS” group (Rome, Italy)
for what concerns the growth and the spectroscopic analysis of SiGe MQWs, the
“CNR-IMM” (Catania, Italy) group for the characterization spectroscopy, the “NEST”
(Pisa, Italy) group for what concerns the design phase and the transport measure-
ments, and the “HZDR” (Dresden, Germany) for the time-resolved pump and probe
measurements.
3.2 ISB transitions in Ge/SiGe MQWs
As a first step towards the realization of a Ge-rich n−type THz QCL, the theoretical
study and experimental demonstration of ISB transitions in the conduction band of
Ge/Si1−xGex MQW structures is needed. Moreover, it is fundamental to acquire a
precise knowledge of the bands lineup at the Si1−xGex/Ge interface, a difficult task
in the high Ge composition range. In fact, in relaxed Si1−xGex alloys, the absolute
conduction-bandminimum has a ∆−L crossover at x = 0.85. Furthermore, the strain
in the structure changes significantly the energy of all conduction-band minima.
Given a layer sequence, it is therefore crucial to investigate the relative energy position
of the ∆ and L states in the strained barriers and wells. Indeed, their relative energy
position plays a crucial role in phenomena such as carrier tunneling and transfer
doping effectiveness, determining in turn the performance of optoelectronic devices
based on this kind of systems.
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Figure 3.2 – Normalized transmission spec-
tra for sample 1598: TTE(E) (dashed-dotted
line) and TTM(E) (solid line). The absorption
peaks due to the dopant levels in the Si sub-
strate are labeled with P. The inset shows a
scheme of the optical path inside the sample.
The MQWs position is indicated as well as the
Au coating.
To this aim, in Refs. [93,94] we have shown experimental evidence of conduction
band intersubband transitions in compressively-strained Ge quantum wells confined
between Ge-rich SiGe barriers, and reported an extensive study of electronic and
optical properties of Ge/Si0.2Ge0.8 MQWs, with well width in the range 8.5–24nm.
The absorption measurements have been interpreted by means of the k ⋅ p code
described in Appendix 3.A of this Chapter. The observed features and the agreement
between theoretical and experimental data demonstrate the high quality of the
grown Ge/SiGe MQWs, the presence of a significant conduction-band offset and
the effectiveness of the adopted theoretical models for evaluating band profiles,
electronic structures, and self-consistent spatial distribution of charge carriers due to
transfer doping. Furthermore, the careful determination of the strain conditions of
the heterostructures has allowed the evaluation of the relative position of the ∆ and
L minima in the barriers and in the wells. In particular, we provided a quantitative
understanding of why, in a modulation doped Ge/SiGe MQW, only a small fraction
of the donor electrons in the barriers transfers into the well region, due to the relative
positioning of the ∆ and L states.
The SiGe heterostructures were grown by means of ultra-high vacuum chemical
vapor deposition from high purity silane and germane on Si(001) substrates. The
MQW structures were deposited at 500 ○C on a partially relaxed reverse graded vir-
tual substrate grown on silicon [95,96]. TheMQWsweremade of 10 repetitions of Ge
wells and Si0.2Ge0.8 barriers (8 repetitions for sample 1598) with thicknesses reported
in Table 3.1. The doping has been obtained by codeposition, adding phosphine to the
reacting gases. In selected samples, we have inserted an undoped SiGe spacer layer
between the n−doped barriers and the Ge wells. For the details of the structural
characterization of the samples by means of transmission electron microscopy, x-ray
diffraction and Raman spectroscopy we refer to Ref. [94]. We only point out here
that these investigations have allowed us to calculate the in-plane lattice parameter
a∥ of each sample (which is the lattice parameter of a relaxed cubic Si1−xGex alloy
with xeq = 0.93). Moreover, the wells and barriers have always been found to be
lattice matched and also coherent with the underlying VS.
Low-temperature intersubband-transition absorption spectra have been mea-
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Table 3.1 – Well (Si0.2Ge0.8 barrier) widths dw (db) and 2D doping concentrations in the
barriers (ñ2D = ND ⋅ db) for the investigated samples, where ND is the donor density in
the doped portion of the barriers. Samples 1617 and 1619 have two 4nm-thick undoped
Si0.2Ge0.8 spacers on each side of the barrier, and in these two cases db includes the spacer
layer thickness. Measured values at T = 10K for the two-dimensional carrier densities
transferred into the well region (n2D), the intersubband absorption energies (Eabs) and the
FWHM (2γ) of the absorption peaks, are also reported.










1617 8.5 29.6 12 1.5 49.5 13
1630 10.0 22.5 1.9 1.4 45.5 13.5
1616 10.2 22.0 5.5 3.4 46.0 11.5
1619 12.0 28.0 11 2.2 39.7 10.5
1596 15.0 30.0 14 1.8 32.8 10.5
1594 18.5 30.0 12 3 28.1 11
1597 19.5 30.0 15 3.9 26.2 9.5
1598 24.0 30.0 15 4.7 22.2 10.5
sured on the samples of Table 3.1. In Fig. 3.2 we report the normalized TE (TTE(E))
and TM (TTM(E)) spectra of sample 1598. In the energy range of 30–50meV the TE
and TM spectra are dominated by narrow absorption features due to the dopant levels
of the Si substrate. In addition, a large dip located at 22.2meV is clearly visible in the
TM spectrum. This absorption feature, which is not evident in the TE spectrum, is
related to intersubband electronic transitions in the conduction band at the L point.
It is worth to point out here that (as already mentioned before) while for Si/SiGe
wells ISB transitions are forbidden for TE-polarized light, theoretical calculations
indicate that in n−type Ge-rich Ge/SiGe MQWs the intersubband absorption of
radiation with polarization vector parallel to the QW growth plane becomes visible
in the TE spectrum, even if with a weak oscillator strength (≈ 20% of its TM counter-
part [74]). Moreover in our samples, this intensity is further reduced because the
field component parallel to the MQW plane is strongly suppressed at the surface by
phase-matching effects due to the presence of the Au top layer [73]. We then expect
that no signal is visible in the TE spectra.
Polarization-independent transitions, such as the narrow absorption features
related to the dopant levels mentioned above, can be eliminated by calculating the lin-
ear dichroic transmission spectrum TD(E) = TTM(E)/TTE(E). The linear dichroic
spectra of some of the investigated samples are shown in Fig. 3.3 in the energy range
where intersubband transitions are predicted by numerical calculations. Although
in this region several absorption lines are observed in the TM and TE spectra, the
dichroic signal is characterized by a single pronounced transmission dip which is due
to a reduced transmission of the TMmode and which monotonically blueshifts upon
decreasing the well width. We attribute this feature to optical transitions from the
ground to the first excited subband state at the L point. Depending on the number
of periods in the MQW structure, on the waveguide length, and on the density of
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Figure 3.3 –Measured dichroic transmittance spectra measured
for some of the Ge/SiGe MQWs with different well width (re-
ported in nm).
Figure 3.4 – Single well dimensionless absorp-
tion coefficient (see text) for selected samples
of Table 3.1: 1598 (circles), 1594 (triangles),
1616 (squares).
charges transferred into the wells, the observed transmission varies in the 50–90%
range. For the investigated well widths (8.5–24.0 nm) the intersubband transition
energies cover the 22–50meV energy interval. The typical absorption line width [full
width at half maximum (FWHM)] is about 10meV with a maximum of 13.5meV
obtained for sample 1630.
For the adopted waveguide geometry the dimensionless absorption coefficient
α2D(E) (discussed in Sec. 2.5), associated to each QW, can be evaluated from the





where Nw is the number of QWs in the sample, M is the number of internal re-
flections in the waveguide, θ = 45° is the angle between the incident radiation and
the growth direction, and C is a parameter between 1 and 2 which accounts for
the field enhancement due to the surface metallization. The α2D spectra of three
representative samples obtained from transmittance data using Eq. (3.1) are reported
in Fig. 3.4. We have used the value C = 1.5 since this value well reproduces the
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Figure 3.5 – L (black, solid), ∆2 (red, dotted-
dashed), ∆4 (blue, dashed), and Γ (green, dot-
ted) conduction-band edge profiles for the
investigated Ge/Si0.2Ge0.8 MQW structures
grown on [001] relaxed Si0.07Ge0.93 substrates.
The zero of energy is set at the average of the
top valence bands in the substrate.
absorption spectra that were previously measured [97] in strained Si MQW samples
with the same waveguide geometry and known electron density in the well, obtained
from Hall-effect measurements. Following the scheme of Refs. [73, 98], the energy
integral of the low-temperature dimensionless absorption coefficient α2D(E) can be
related to the two-dimensional carrier density in the well n2D through the relation





which holds under the assumption that carriers populate only the ground subband
and for electric fields oriented along the growth direction; in the above expression
n = 4 is the static Ge refractive index, mz = 0.12m0 is the [001] confinement effective
mass of the L valley electrons and f12 is the dimensionless oscillator strength (with
Thomas–Kuhn sum rule∑m f1m = 1, see discussion in Sec. 2.5.2). The n2D carrier
density of our samples evaluated from Eq. (3.2) assuming f12 = 1 is reported in
Table 3.1. The used value for the oscillator strength is compatible with the values
obtained by our numerical calculations, which for the investigated sample are in the
0.92–0.98 range. We find that n2D is in the range 1.5 ⋅ 1011–5 ⋅ 1011 cm−2.
An important experimental result is the apparent ineffectiveness of induced
charge transfer in these heterostructures: comparing the n2D values with the 2D
donor concentrations ñ2D reported in Table 3.1, we deduce that most of the donor
electrons are not transferred into the wells.
In order to understand this phenomenon, we have exploited the multiband self-
consistent k ⋅ p code developed for this study, and described in Appendix 3.A of this
Chapter, where we also describe the reasons for the choice of this method.
The obtained L, ∆2, ∆4, and Γ conduction-band edge profiles are shown in Fig. 3.5.
The in-plane compressive (tensile) strain in the well (barrier) region moves upward
(downward) the ∆2 states while the opposite holds for the ∆4 levels. Note also that
for [001] biaxial strain the four L valleys remain degenerate (valley splitting effects
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Figure 3.6 – L (black) and ∆2 (red)
band profiles and squared wave func-
tions for the 1594 sample calculated at
T = 10K. The green shaded region of
width 4kBT is centered on the Fermi
energy. The donor level in the barriers
is represented by a blue dashed line.
Figure 3.7 – (a) Measured (closed sym-
bols) and calculated (open symbols) two-
dimensional carrier densities n2D in the well
region plotted as a function of the well width
for the samples of Table 3.1. Calculations have
been carried out using the parameter values
reported in Table 3.4. (b) Two-dimensional
carrier densities asmeasured (closed symbols)
and calculated (open symbols) modifying the
parameter values of Table 3.4 as follows: Ξ∆u =
5 eV (dashed line); ∆Ev ,avg = 0.060 eV (solid
line); and ∆Ev ,avg = 0.104 eV (dotted line).
Samples with spacer layers (1617 and 1619) are
represented by triangles.
can be safely disregarded for well widths of the order of those of Table 3.1). From
Fig. 3.5 it is evident that the conduction minimum in the doped barrier material,
where the donor levels are located, is along the ∆2 lines. The Γ and ∆4 states are
higher in energy and thus at low temperature are expected to play a negligible role
for charge redistribution. We find that the band offset between the L edges in the
well and in the barrier is 124meV and the energy difference between the ∆2 minima
in the barrier and the L minima in the well is only ≈ 40meV.
The results of the self-consistent calculation for the conduction electronic states
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at 10K in the sample 1594 are reported in Fig. 3.6. The dashed line at about 25meV
below the ∆2 band edge represents the donor level. The Fermi energy is also shown.
Note that far from the interfaces the donor level in the barriers is below the Fermi
energy. As a consequence a very small fraction of the donor impurity states is
ionized. In other words the electronic density in the well due to the transfer doping
is limited by the small energy difference between the ∆2 minima in the barrier and
the L minima in the well. The two-dimensional carrier densities for the samples of
Table 3.1 are reported in Fig. 3.7a for samples having different well widths.
Measured (closed symbols) as well as calculated (open symbols) n2D values are
both in the range 1 ⋅ 1011–5 ⋅ 1011 cm−2. We point out that the absence of a general
trend of the n2D values as a function of the well width is to be attributed to the
different doping levels and geometries of the samples. For instance, as expected, the
insertion of a spacer between the well and the doped barrier region [triangles in
Figs. 3.7a and 3.7b] reduces the charge transferred into the well, despite the larger
number of donors with respect to the samples with similar well width. The overall
agreement between the predicted and the measured values of n2D is satisfactory.
The discrepancies between theoretical andmeasured densities observed for some
of the investigated samples in Fig. 3.7a may be mainly attributed to the unavoidable
uncertainties affecting their compositional and structural parameters, in particular
those related to the precise evaluation of the ∆2−L energy separation. In fact, our
simulations indicate that the amount of charge transferred into the well region
critically depends on the energy difference between the L and ∆2 conduction valleys
in the well and barrier materials, respectively. As an example, for the sample 1596
(whose calculated n2D is 5.2 ⋅ 1011 cm−2), the experimental value n2D = 1.8 ⋅ 1011 cm−2
is exactly reproduced decreasing the ∆2−L energy difference by only 8meV. This
small change in the ∆2−L separation can be for instance related to a variation in
the Ge content in the barrier from 80% to 79%, a quantity which is within our
experimental uncertainty [96]. From the measured carrier densities we deduce that
only the lowest (E1) conduction subband is populated at low temperature. This
confirms that the measured absorption peaks are related to the E1 → E2 transitions at
the L point in the Ge region. Neglecting the minor contribution due to the excitonic
interaction, and in the two-level model [73], the energy of the absorption resonance




where E21 is the bare intersubband transition energy and α = 2e
2n2D
εε0E21 S accounts for









and ψ1 and ψ2 are the ground and first excited L subband wavefunctions, respectively.
In Fig. 3.8a we compare the theoretical evaluation of the intersubband absorption
energies with the corresponding measured values. We observe that the theoretical
model satisfactorily reproduces the measured data, especially for small dw where
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Figure 3.8 – (a) Measured (closed symbols)
and calculated (open symbols) intersubband
absorption energies as a function of the quan-
tumwell width dw . Calculations have been car-
ried out using the parameter values reported
in Table 3.4. (b) Intersubband absorption en-
ergies as measured (closed symbols) and cal-
culated (open symbols) modifying the param-
eter values of Table 3.4 as follows: Ξ∆u = 5 eV
(dashed line); ∆Ev ,avg = 0.060 eV (solid line);
and ∆Ev ,avg = 0.104 eV (dotted line).
depolarization effects are negligible and the transition energy is more sensitive to the
conduction-band offset [97]. Note however that in the large-well region, absorption
energies are systematically underestimated.
In the investigated samples the Hartree potential and the plasmon effect are
responsible of significant deviations of the intersubband absorption resonances from
the bare intersubband transition energies as calculated in the flat band approximation.
These two effects cannot be separated anddepend on the amount of charge transferred
into the well region. On the other hand, since the n2D carrier densities in the well
depend critically on the ∆2−L energy differences, besides the uncertainties related to
the structural and chemical composition of the samples, also those affecting the other
input parameters used in the model play an important role in the calculated n2D
values. Indeed, several material parameters jointly contribute to determine the ∆2−L
energy difference, as for instance the hydrostatic and uniaxial deformation potentials
of ∆ states in Ge, for which no experimental values are reported in the literature, or
the valence-band offsets ∆Ev ,avg of the strained SiGe interface, whose precise values
are still under debate [99, 100]. For this reason one can think to tune within the
known uncertainty a subset of the model parameters in order to simultaneously fit
the numerical results with the measured n2D densities and intersubband absorption
energies. In this way the model could be exploited to suggest more precise values
for these fitting material parameters. However, we found that the introduction of
one fitting parameter in the model does not lead to a substantially better agreement
between measured and calculated absorption energies. More precisely, if the ∆2−L
energy difference is increased, higher absorption energies in the large well region
are found due to the enhancement of the plasmonic blueshift. Nevertheless, for
reasonable values of the fitting parameter, this improvement remains modest while
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the evaluated 2D carrier densities significantly change. As a consequence the good
agreement previously obtained with the measured densities is lost.
Among the different material parameters which influence the ∆2−L energy differ-
ence, we have tested as fitting variables the Ξ∆u deformation potential for Ge and the
∆Ev ,avg valence offset, due to the relatively large indeterminacy which affects them.
As one can easily get convinced, larger ∆2−L energy differences can be obtained if
smaller values of Ξ∆u (Ge) or ∆Ev ,avg are assumed.
As an example in Fig. 3.8b (dashed line) numerical absorption energies calculated
diminishing the uniaxial deformation potential Ξ∆u of Ge to the tentative fit value
of 5 eV are reported. In this case the ∆2 donor states have higher energies and the
carrier densities become 2–4 times larger than the measured ones, as reported in
Fig. 3.7b, but the improvement in the energy differences between the measured and
calculated absorption energies for the large well region is only on the order of 5%.
We point out that the relative insensitiveness of the absorption energies with respect
to n2D in the 1011–1012 cm−2 density range here investigated, can be attributed to the
opposite sign of the Hartree potential and the plasmonic effect contributions to the
absorption energies.
Similar results are found if the valence-band offset between the well and barrier
materials ∆Ev ,avg is decreased from the value of 0.083 eV, obtained by means of
Eq. (1.36), to the tentative fit value of 0.060 eV (see Figs. 3.7b and 3.8b, solid lines).
For the sake of completeness we also report in Fig. 3.8b (dotted line) absorption
energies obtained with a larger ∆Ev ,avg. In this case the ∆2−L difference diminishes
and then the amount of transferred charge rapidly decreases. For instance at ∆Ev ,avg =
0.104 eV, a value calculated according to the relation for the offsets between the
topmost valence bands given in Ref. [99], n2D values result to be less than 1010 cm−2
(see Fig. 3.7b). Therefore the absorption resonances, which are now practically
coincident with the flat band transition energies, become even more underestimated
(see Fig. 3.8b).
In summary, the use of material parameters as fitting variables of the model
does not remove the small systematic deviation between measured and calculated
intersubband absorption energies observed in the large well width region. Then
we conclude that from the present experiments there is no evidence to invoke new
values for the material parameters since the literature data [Table 3.4 and Eq. (1.36)]
allow a sound theoretical description of the measurements. The discrepancy in
the absorption energies found for the large well samples could be more profitably
addressed by means of first-principles calculations. In fact, it is well known that
when the collective (plasmon) energies become as large as E21, as it happens for
the investigated samples with large wells, the intersubband resonances cannot be
described in a single-particle framework anymore [73].
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Figure 3.9 – Self-consistent band edge
profiles (thick lines) and squared mod-
ulus of the wavefunctions (thin lines)
calculated for sample S1776 at T = 10K
in the absence of optical excitation.
Profiles and states at L point (black
lines, confined levels at energies E1,
E2) and at ∆2 band edge (red lines)
are displayed. The donor level in the
doped portion of the barrier is also rep-
resented (blue line). The green shaded
area represents the energy region from
the Fermi level to 2kBT above it.
3.3 Non-radiative lifetimes in Ge/SiGe MQWs
A further important step towards the realization of a THz QCL is the estimate
and measurement of the non-radiative relaxation lifetimes τ between different sub-
bands. Previous experimental determinations of τ in Si/SiGe heterostructures by
time-resolved pump-probe transmission experiments were restricted to p−type
systems [101–104] and very short τ < 1 ps were reported [102, 103] for ISB transi-
tion energies above the longitudinal optical (LO) phonon energies hνSiLO = 63meV,
hνGeLO = 37meV and attributed to the scattering with LO phonons. At ISB transition
energies below hνLO, the main scattering channel has been instead attributed to alloy
disorder in the SiGe wells, with values of τ around 10 ps [101, 104].
Scattering by alloy disorder should be strongly reduced in n−type Ge QWs with
thickness dQW > 10 nm since the wavefunctions are mainly confined in the pure-
Ge well: longer lifetimes, desirable for the QCL design, are then expected for such
structures. We have thus grown n−type modulation-doped strained Ge/Si0.2Ge0.8
MQW samples and we have determined the non-radiative τ using narrow-band
picosecond pulses provided by the Dresden free-electron laser (FEL) “FELBE” [105].
The laser photon energy hνFEL was tuned at the ISB transition energy to measure
the transient bleaching signal by means of far-infrared degenerate pump-probe
measurements.
The SiGe heterostructures were grown bymeans of the same technique described
in Sec. 3.2. The MQWs were made of 20 repetitions of Ge/Si0.2Ge0.8 with dQW =
13 nm (sample S1776) or dQW = 24nm (samples S1745 and S1750). The 30nm-thick
Si0.2Ge0.8 barriers were doped by phosphine codeposition resulting in a dopant
concentration of Nd ≈ 1 ⋅ 1018 cm−3. The barriers were either doped uniformly, or
alternatively 10 nm-thick Si0.2Ge0.8 spacers were left undoped on each side of the
QW (see Table 3.2). We just stress here that there have been major improvements to
the growth technique with respect to the samples of Table 3.1, as it is reflected on the
much narrower lineshape of the ISB absorption feature: FWHM down to 3meV have
been measured in these new samples, see Fig. 3.10 (to be compared to 10–13meV for
the samples of Table 3.1).
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Table 3.2 – Parameters and results for the samples discussed in this section.The ISB transition
energy is determined from both FTIR experiments (exp) and band calculations (theo)
including the depolarization shift. τ is the non-radiative relaxation time as determined from
pump-probe experiments. The TM-mode transmittance TTM at the used FEL photon energy
is also reported.
Sample dQW Spacer T ISBT theo ISBT exp hνFEL TTM τ
(nm) (K) (meV) (meV) (meV) (ps)
S1745 24 no 4 15 16.2 14.1 0.71 27
30 17.9 14.1 0.71 34
90 20 18.2 0.66 30
S1750 24 yes 30 13 14.7 14.1 0.67 34
90 18.0 18.2 0.64 34
S1776 13 yes 4 32 28.4 28.8 0.73 33
50 28.5 28.8 0.72 33
130 28.5 28.8 0.71 33
Figure 3.10 – TM to TE waveguide
mode transmittance ratio for two sam-
ples at T = 10K (thin lines) and T =
90K (thick lines). Lorentzian-shape
dips are the signature of the E1 → E2
intersubband transition. Spectra are
vertically offset in steps of 0.4 for clar-
ity. Data around 41meV for T = 10K
are discarded, as the transmitted signal
is zero because of absorption by donor
impurity levels in the Si substrate.
Electronic states calculations were performed by means of the effective-mass
self-consistent approach with the code described in Appendix 3.A of this Chapter.
States originating both from the L and ∆2 band edges are included in the model (Γ
and ∆4 states are much higher in energy and can be disregarded in this context). As
an example we show in Fig. 3.9 the band edge profiles and the square modulus of the
near-gap states for the conduction band of sample S1776 calculated at T = 10K. The
QW ground state at energy E1 and the first excited state at E2 are clearly visible. In
the doped portion of the barrier, the donor levels lie 24.7meV below the ∆2 bands.
We find that for the chosen temperature the donors are partially ionized, so that only
a fraction of the doping charge is transferred into the well.
Low-temperature absorption spectra were measured by FTIR in order to identify
the ISB transition energy. The radiation was coupled to the samples adopting a
waveguide geometry with lateral facets at 70° with respect to the growth plane. The
top (growth) side was coated with a 5nm-thick Ti layer followed by an 80nm-thick
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Figure 3.11 – Relative transmission
change ∆T (see text) measured with
the FEL photon energy tuned close to
the ISB transition energy for each sam-
ple and temperature (see Table 3.2). A
fit to a single-exponential decay pro-
vides the intersubband transition life-
times τ. (a) Temperature dependence
for S1745. (b) Results for different sam-
ples at T = 30K (T = 50K for S1776).
Themaximumvalue of ∆T is indicative
of the fraction of confined electrons ex-
cited by the pump pulse.
Aumetallization in order to ensure a good overlap of the optical mode with the active
MQWs region [94]. The waveguide length and thickness were designed to allow only
one light reflection inside the waveguide, as required for a precise determination of
τ [106]. The dichroic transmittance shown in Fig. 3.10 is obtained as the ratio between
the transmitted beam intensity with non-vanishing component of the polarization
parallel to the growth direction (TM mode), and the transmitted intensity with
orthogonal polarization (TE mode) as described in Sec. 3.2. One single absorption
feature with Lorentzian lineshape and full width of about 3 (5) meV was observed in
samples with (without) undoped spacers at all T up to 130K. As shown in Table 3.2
the measured ISB transition energies agree well with the theoretical values, obtained
including the depolarization shift.
The intersubband non-radiative lifetimes were measured in a degenerate pump-
probe scheme [106] with the FEL emitting a continuous train of pulses (duration
from 4.8 ps for hνFEL = 28.8meV to 13 ps for 14.1meV, with separation of 77ns).
The pump power was reduced by a set of attenuators to 40mW (pulse energy≈ 3nJ,
power density at focus around 6kW/cm2). The transmission change ∆T relative to
the absolute TM-mode transmittance TTM(νFEL) (see Table 3.2) obtained from FTIR
data (so that ∣∆T ∣ < 1) was determined as a function of the pump-probe delay δt.
All curves presented in Fig. 3.11 show ∆T > 0 (bleaching) indicating a decreased
population of the lower subband at δt = 0 and subsequent relaxation towards equi-
librium [106, 107]. In Fig. 3.11a we plot the measured ∆T for sample S1745. The
exponential decrease of ∆T vs. δt is extremely clear at all measured temperatures
and the exponential fitting of each curve in Fig. 3.11a provides the non-radiative
relaxation time τ with relative uncertainty below 5% (see Table 3.2). In Fig. 3.11b
we plot ∆T for all three samples (T = 30K for S1745 and S1750, T = 50K for S1776);
exponential decays with very similar relaxation times are obtained. We found values
of the order of τ ≈ 30ps independent of the value of T and dQW and of the presence
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of a spacer layer. We stress again that a T−independent value of τ is beneficial for
high-T operation of QCLs [42, 56, 102] (note that τ−1 is an exponentially decreasing
function of 1/T in III-V QCL heterostructures with single-well transition [108]).
We shall now consider all scattering processes separately. First of all we note that
in all our samples E2 − E1 is smaller than the Ge LO phonon energy hνLO = 37meV.
Therefore, LO-phonon scattering is strongly suppressed [107, 109, 110] for S1745 and
S1750, while it might play a role in S1776, where E2−E1 is only 8meV lower than hνLO.
Since we did not see appreciable difference in the lifetime of S1776, the LO-phonon
scattering channel seems not to contribute to the observed lifetime. A second phonon-
mediated scattering channel may be related to intervalley transitions [109] between
the first-excited L (E2) level and the quasi-continuum of ∆2 states, represented by
red curves in Fig. 3.9. Note that in sample S1776, E2 is in the energy region where
∆2 levels are present, while samples with larger dQW (S1745 and S1750) have the
first-excited L level well below the ∆2 continuum (not shown). Therefore if τ would
be dominated by the E2 − ∆2 scattering channel, we should expect large differences
in the relaxation times. Since the observed τ are approximately sample-independent,
we conclude that the time scale is not set by the intervalley scattering. Indeed, the
∆2 states are localized in a different spatial region. Therefore, the phonon-assisted
intervalley E2 − ∆2 scattering processes are strongly suppressed due to the small
overlap factorG [56,110] discussed in Sec. 1.10. We calculated the overlapG factors for
E2−∆2 intervalley scattering processes and found them to be approximately 2 orders
of magnitude smaller than the corresponding quantity evaluated by using E1 as the
final state. Concerning other inelastic interactions, we are left with acoustic-phonon
intersubband scattering followed by hot-carrier thermalization [107, 110], which is
thought to play a key role in group-IV conduction-bandmaterials at electron energies
well below hνLO [56, 109, 111]. However, the predicted temperature dependence of
the phonon-mediated relaxation time is not observed in our measurements (see
Fig. 3.11), indicating that also this channel is not the dominant one.
Elastic scattering channels due to static potential energy perturbations such as
interface roughness, ionized impurities and/or alloy disorder can also contribute to
intersubband relaxation, in conjunction with fast intrasubband thermalization [42,
109]. The temperature independence of the measured τ seems to suggest that such
elastic scattering processes dominate the intersubband relaxation. However, since
we used a modulation-doped scheme, impurity scattering rates should be strongly
dependent on the presence of undoped spacers. Moreover alloy disorder effects,
which in pure-Ge wells are active only in the barrier region, and interface roughness
scattering should both depend on dQW. The fact that these dependencies are not
measured in our samples suggests that the predominant intersubband scattering
channel is related to static potential energy perturbations inside the Ge well, such as
dislocations and background impurities. If this is the case, even longer relaxation
times could be achieved optimizing further the sample growth process.
In conclusion, we have measured the non-radiative ISB relaxation times for elec-
trons in Ge quantum wells displaying intersubband transition energy between 14 and
29meV, i.e. within the frequency range of the reststrahlen absorption of typical III-V
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semiconductors used for existing quantum cascade lasers. We obtained relaxation
times up to 33 ps at 130K nearly independent of temperature, well width and presence
of undoped spacers. These results indicate that n−type Ge/SiGe heterostructures are
very promising for the realization of Si–based emitters in a wide far-infrared range,
eventually capable of high temperature operation.
3.4 Design of a Ge/SiGe quantum cascade emitter
In the previous Sections, we have discussed different experiments and measurements
that are preliminary to the realization of a n−type Ge-based QCL: in particular, the
intersubband absorption between confined states in the conduction band, and the
measurements of the non-radiative lifetimes. The following step is the measurement
of the electroluminescence. To this aim, we have designed a quantum cascade (QC)
structure with Ge wells and SiGe barriers that, under bias, should be able to emit
photons in the desired THz energy region.
In the design of the QC emitter, different constraints must be taken into account.
We have discussed in detail in the previous Sections how the lowest-lying levels in
such structures originate from L states. The first constraint comes then from the
requirement of a large enough conduction band offset (CBO) at the L point, so
that the potential profile can confine at least two levels. Following the results of the
previous Sections, we choose concentration of Ge in the Si1−xGex barriers of x ≈ 0.8
(the reason for the choice of this value is discussed below in more detail).
Then, we have to take into account the limits of the coherent growth process. In
order to maximize the number of emitted photons, the largest possible number of
structure periodsmust be grown. However, due to the different lattice constants of the
well (Ge) and barrier (SiGe) materials, strain balancing is required in order to allow
the growth of a large enough number of periods without formation of dislocations
or other defects (for the evaluation of the optimal substrate lattice constant that
minimizes the elastic energy of the stack of layers, see Sec. 1.3.7): then, the lattice
constant of the substrate cannot be arbitrary. Furthermore, we also need the design
to be very simple, with the lowest possible number of wells in each period, so as to
minimize the total structure length.
Moreover, in order to reduce all scattering mechanisms that would reduce the
performance of the device, we want to suppress all scattering from L states to states
of different valleys, in particular to the ∆2 states that, as we have discussed, are very
near to the L states. To this aim, the material parameters must be optimized so that
these ∆2 levels are shifted to higher energy and thus are not involved in the transport
of electrons through the cascade structure. The key parameter to tune is also in this
case the substrate Ge content (i.e., the strain of the structure). In fact, varying the
x content of the substrate Si1−xGex alloy in the 80 − 100% range, the conduction
band offsets at L and ∆2 do not change substantially (see Table 3.3), so that the
electronic levels are not significantly influenced by this parameter. On the contrary,
the energy difference between the L band edge in the Ge well and the ∆2 edge in
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Table 3.3 – L and ∆2 conduction-band offsets (CBOs) between Ge and Si0.2Ge0.8. The minus
sign for the ∆2 CBO indicates that the ∆2 level in Ge is at higher energy than in the SiGe
alloy. Also the energy difference between the ∆2 edge in the SiGe alloy and the L band edge
in Ge is reported.
Substrate Ge content L CBO (meV) ∆2 CBO (meV) ∆2−L (meV)
97% 123.8 −168.8 30
95% 123.6 −169.1 35
93% 123.5 −169.4 40
92% 123.4 −169.6 42
91% 123.3 −169.7 45
84% 122.8 −170.6 62
the SiGe barriers is strongly affected by the strain, due to the reduction of the ∆2
energy for large tensile strains (in the barriers). Then, compatibly with the previous
requirement of strain balancing, we want to reduce the Ge content of the substrate so
to increase the ∆2−L energy difference, as can be also deduced inspecting Table 3.3
which reports the ∆2−L difference for different values of the substrate Ge content.
In order to reduce the Ge content of the substrate while keeping the strain balanc-
ing requirement, one should either have larger barrier thicknesses or reduce the Ge
content of the barriers. Both strategies, however, are detrimental for different reasons.
For what concerns the Ge content of the barriers, we have identified the Si0.2Ge0.8
alloy as the best compromise between a sufficiently large offset for the L states and a
large separation between L and ∆2 states. In fact, considering a Si0.05Ge0.95 substrate
(i.e. the one that fulfills the strain-balancing conditions in the final structure), a
reduction of the Ge content of the barriers to 78% gives a L−∆2 separation of only
10meV (while an increase to 82% gives a significant reduction of the L CBO to less
than 110meV). Secondly, for what concerns the barrier thickness, we cannot have
barriers that are too thick, otherwise the resonant tunneling mechanisms that are
fundamental for the operation of a QC structure would be strongly suppressed. Note,
however, that thin barriers are in fact beneficial for what concerns the positioning of
the ∆2 states. In fact, as already discussed, these states are confined within the SiGe
alloy materials; if the thickness of these layers is small, a large confinement energy
for the ∆2 levels is obtained, and consequently all these undesired levels are shifted
to a higher energy.
Due to the above mentioned considerations, many parameters of the design are
locked. With these constraints, we have then designed a three-well strain-balanced
QC emitter. The structure is designed to work under a bias of 6.5 kV/cm, with
emission frequency around 30meV; the structure and the resulting levels under this
bias are shown in Fig. 3.12. In the Figure, the first-confined ∆2 levels in the SiGe
layers are also displayed, showing that they are higher in energy than the relevant
L states. In particular, the structure is composed by one larger well (“transition
well”), where the emission of photons should occur involving transitions between
the first excited and the ground state of this well; the other two (narrower) wells act
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Figure 3.12 – Band profile (thick lines)
and squared moduli of the wavefunc-
tions for the L (black) and ∆2 (red)
states under a bias of 6.5 kV/cm. The
orange arrows represent the optical
transitions. The ∆2 states confined in
the SiGe layers are visible and are at
higher energy than the relevant L states
also due to the large confinement en-
ergy.
Figure 3.13 – Band profile and squared
moduli of the wavefunctions for the L
(black) and ∆2 (red) states under a bias
of 8.5 kV/cm, taking into account also
the band bending as discussed in the
text.
as extractor and injector.
The stability of the design has been verified by varying by ±10% the layer thick-
nesses: in all cases, a slightly different electric field can be found that allows the
alignment of the levels. Moreover, also a self-consistent calculation taking into ac-
count the band bendings due to the presence of the doping charge (2 ⋅ 1017 cm−3)
in the extractor well has been performed: the resulting profile is shown in Fig. 3.13,
proving that (even if for a different electric field value of 8.5 kV/cm) we have again a
level alignment. Note that this calculation has been performed under the assumption
of a fast equilibrium reached within each period, so that each set of four levels in each
period has its own quasi-Fermi level, and moreover assuming a complete ionization
of the doping charge.
3.4.1 Contacts in the Ge/SiGe quantum cascade structure
A sample with 20 periods, according to the design described above, has been grown
in Rome and measured at NEST laboratory in Pisa in order to reveal the electrolumi-
nescence signal under bias. However, no electroluminescence could be distinguished
from the background blackbody radiation.
In order to understand the possible reasons for the absence of an electrolumi-
nescence signal, we also investigated the electronic structure of the contact layers.
An important point has to be emphasized regarding the bottom contact. In order to
obtain a parallel lattice constant equivalent to a Si0.05Ge0.95 alloy, in the experiments
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Figure 3.14 – Band edges and states of the grown Ge/SiGe QC structure (only three periods
are shown) to emphasize the position of the states in the contacts. Note that the lowest-lying
states in the contacts are at a much higher energy than the relevant states within the active
region.
a reverse-graded buffer is realized, with final Ge content equal to x = 0.86. However,
since the strain relaxation is not complete in this buffer layer, the resulting parallel
lattice constant is the same of a SiGe alloy with x = 0.95. While this subtlety is not
a problem for the active region, since the substrate enters only through its lattice
constant, it becomes very important when the charge injection from the contacts is
taken into account.
In fact, the band structure of the contact region is not the one of a relaxed
Si0.05Ge0.95 alloy, but the one of a strained Si0.14Ge0.86 alloy. The calculations then
show that in the contacts the ∆2 states are below the L states. Moreover, the relevant
states in the active region are at a much lower energy with respect to the electronic
states in the contacts. This can imply that the electronic transport in the structure
can occur without a relaxation into the relevant states of the active region, and even
more importantly electrons cannot be easily extracted from the top contact. To
better clarify the problem, we report in Fig. 3.14 the scheme of the states in the
grown structure, where both the bottom and top layer contacts are composed of
a Si0.14Ge0.86 alloy; for clarity, only three repetitions of the active region between
the top and bottom contacts are shown. Note that in all Figures of this Section, for
simplicity we have shown the contacts as non-conductive, and consequently their
band edges are not flat.
In order to solve this problem, we have proposed a new modified design, where
the active region is left unchanged with respect to what described in the previous
Section, while all changes are meant to improve both the injection and extraction
regions.
The first modification consists in an inversion of the growth order of the layer
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Figure 3.15 – Improved design for the injector region (top contact layer) of the QC emitter.
stack, so that the injection of electrons occurs from the top contact to the bottom
contact layer.
Then, a second modification involves the injection region (now located at the
top contact layer). This layer must be realized with a Si0.05Ge0.95 alloy (note that, due
to the value of the in-plane lattice constant in the structure, this layer is relaxed).
Moreover, between the top contact layer and the beginning of the active region, a
Si0.02Ge0.98 layer should be inserted, so that the bottom at L in this layer is approxi-
mately at the same energy of the first excited state in the first quantum well of the
active region. Finally, the region should start with a barrier so that also the first Ge
region (injector) is able to confine electrons. For what concerns the doping, the
total length of the top contact layer can be of about 2000 Å, with a very large doping
(≈5 ⋅ 1018–1 ⋅ 1019 cm−3), but leaving undoped a small region between the contact and
the active region. All these requirements are summarized in Fig. 3.15.
Finally, the third set of modifications involves the extraction region (bottom
contact layer). Between the Si0.14Ge0.86 virtual substrate and the active region, a
8000 Å-thick Si0.05Ge0.95 (unstrained) layer should be inserted. In this way, also
in the extraction region the bottom levels are at L. Moreover, between the active
region and the bottom contact layer, a Si0.03Ge0.97 layer should be inserted, so that
the electrons can be more easily extracted from the ground state of the last extractor
well. Also in this case, the whole bottom contact should be n−doped with a very
large doping (≈5 ⋅ 1018–1 ⋅ 1019 cm−3), but leaving undoped a small region between
the active region and the contact. These requirements are summarized in Fig. 3.16.
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Figure 3.16 – Improved design for the extractor region (bottom contact layer) of the QC
emitter.
3.5 Design of a Si/SiGe quantum cascade emitter
We have proposed three possible designs of Si/SiGe QC structures, with low-Ge
content Si1−xGex barriers (x typically in the range 20–40%).
In this kind of systems, the L edge is at high energy and can be disregarded; the
relevant states to be taken into account are the ∆2 and ∆4 edges. Since in general
the Si QWs are tensile strained (due to the growth on SiGe virtual substrates, with
typical Ge content x ≈ 10%), the lowest states (that are exploited for the electronic
transport) are of ∆2 symmetry, while we try to keep the ∆4 states (with reversed
profile: the quantum wells are the SiGe layers) high enough in energy so that the
∆2 → ∆4 scattering is suppressed.
These designs rely on diagonal (in real space) transitions, i.e. between the fun-
damental levels of two adjacent wells. To have a significant overlap between the
wavefunctions, we need a very thin barrier between the two wells. A thicker well
acts both as injector and extractor, allowing the transport from the bottom level of
one period to the upper one of the next period.
In the first design of Fig. 3.17, the barriers are composed of a Si0.8Ge0.2 alloy.
While the two (thinner) wells where the transition occurs are composed of pure
silicon, the thick well has a small Ge content x = 0.05; this non-zero x value was
chosen to allow the injection of electrons in the upper transition level. The structure
is grown on a Si0.8Ge0.2 substrate, implying that it is not strain-compensated. This
substrate is needed to keep the ∆4 states at higher energy with respect to ∆2 states.
Indeed, as already pointed out, the ∆4 band profile is inverted with respect to the
∆2 profile (∆4 electrons localize in the SiGe thin barrier regions). Moreover, since
the barriers are relaxed, the bottom of the ∆4 band profile coincides with the top of
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Figure 3.17 – First Si/SiGe QC design. The substrate is a Si0.8Ge0.2 alloy and the thick well is
n−doped. The operating field is 14 kV/cm. The black arrows indicate the optical transitions.
Figure 3.18 – Second Si/SiGe QC design. The substrate is a Si0.76Ge0.14 alloy and the thick
well is n−doped. The operating field is 16 kV/cm. The black arrows indicate the optical
transitions.
the ∆2 profile (see Fig. 3.17). As a consequence, the lowest ∆4 states lie far away in
energy from the active ∆2 levels. The operating field for this structure is of 14 kV/cm
and the transition energy of 21meV.
The second design, reported in Fig. 3.18, is a modification of the previous one
to obtain a partial strain compensation. This has been achieved by decreasing the
substrate Ge content to 14%, and increasing the Ge content of two of the barriers
from 20% to 40%. We stress, however, that even this structure does not obtain
a complete strain balancing, which would require a Si0.93Ge0.07 substrate. This
substrate, however, would shift the ∆4 states in the SiGe layers much lower in energy,
reaching the range of the ∆2 states. The chosen value x = 14% for the substrate
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Figure 3.19 – Third Si/SiGeQC design. The substrate is a Si0.8Ge0.2 alloy and the thick well is
n−doped. The operating field is 15 kV/cm. The black arrows indicate the optical transitions.
lattice constant guarantees instead that the first ∆4 confined states are at least 35meV
above the active levels localized in the adjacent spatial regions. Note that, in order to
compensate for the increased barrier height, we have reduced the injection barrier
thickness.The above argument on the competitiveness between strain compensation
and ∆2 −∆4 level separation shows clearly that a Si/SiGe QC design is pretty difficult
to obtain. The operating field for this system is of 16 kV/cm and the transition energy
of 24meV.
Finally, the third design, reported in Fig. 3.19, contains an additional small well of
pure Si between the extraction barrier and the big Si0.95Ge0.05 well.This configuration
allows a finer tuning of the levels overlapping and relative positioning. In fact, this
additional well allows to reduce the energy of the final state of the transitions, since
the electron extraction is now facilitated by the new well. As a consequence, the
radiative transition energy is slightly larger than in the previous structures. However,
in the design, one has to avoid that the energy levels are lowered too much, since in
this case the electronic states would remain confined in the additional well, and the
injection in the following cascade period would be hindered. We also stress that this
type of design has never been reported previously in the literature. The operating
field for this system is of 15 kV/cm and the transition energy of 35meV.
We have proposed these three designs and now the experimentalists are planning
the growth of samples according to what reported here, in order to measure the
possible electroluminescence out of these structures.
3.6 Conclusion of the Chapter
In conclusion, in this Chapter we have discussed critically why the choice of Si and
Ge materials could be beneficial to overcome the present limitations of THz QCLs.
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We have theoretically supported the first important experiments to realize a QCL
in the conduction band of Ge/SiGe systems and we have thoroughly described and
interpreted the results by means of numerical simulations.
In particular, we have first discussed the absorption between the first and the
second subband in the conduction band (at the L point) of Ge/SiGe MQW systems,
and we have studied in detail the interplay between the position of the L states in the
Gewell and of the ∆2 states in the SiGe barriers. We have then shown that long≈ 30ns
non-radiative lifetimes can be achieved in these systems for the relaxation from the
first-excited subband, and we have discussed the most important mechanism that
could be at the origin of this non-radiative relaxation. Then, we have presented a
design for a Ge/SiGe quantum cascade emitter, that could allow the experimental
measurement of electroluminescence out of this system and pave the way to the first
Ge/SiGe QCL. Regarding this point, we have not only discussed the active region
design (and the importance of removing the ∆2 states from the relevant energy range),
but we have also optimized the contact regions so to have efficient injection and
extraction of electrons in the system. We have also presented three possible designs
for a Si/SiGe emitter (with electrons in the ∆2 states), showing that such systems have
much more stringent requirements (for instance, a complete strain compensation
cannot be achieved, otherwise ∆4 states would we in the same energy region of the
active ∆2 states). Finally, in Appendix 3.A we discuss in detail the motivations for
the choice of the self-consistent multiband k ⋅ p code that we have implemented for
the present study, and the most important details of the code.
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3.A Appendix: details of the k ⋅ p multiband code
The TB code developed as described in Sec. 1.2 is a very powerful and quantitatively
precise tool for the determination of the electronic and optical properties of SiGe
heterostructures. However, it has the drawback of being computationally quite
intensive.
While designing a QC structure, however, one often needs to change many of
the parameters of the system (Ge content of the barriers, layer widths, substrate
lattice constant, . . . ); it is therefore necessary to have a tool that, even if less precise,
is fast and interactive enough to allow for a real-time calculation of the properties
of the system. Another case in which a fast code is needed is when we want to
perform self-consistent calculations, as we have shown in the previous Sections to
be necessary for modulation-doped MQW systems, so to take into account the band
bending due the doping charge. These calculations require the iterative solution of a
self-consistent Schrödinger–Poisson equation (see Sec. 1.9), and can involve a large
number of iterations before convergence is attained. Also the TB formalism is of
course suitable to this goal, but for instance if each calculation requires some tens of
minutes, one has to wait for days to obtain a single result.
In the choice of the theoretical method to be implemented in the code, the
requirement was to be able to address the systems described in Sec. 3.2, where very
large n−dopings of the barriers lead to modest charge transfer in the quantum wells.
It has been thus necessary to write a code with the following properties:
• It must be a multiband calculation, which takes into account the L, ∆ (and
possibly Γ) conduction valleys. In fact, these conduction band minima have
very close energies in the heterostructures that we have investigated and must
all be considered simultaneously. In this way, partial ionization of the dopants
can be properly taken into account for a self-consistent evaluation of the Fermi
energies and of the electronic carrier densities in the wells.
• It must be fast, but at the same time accurate enough to give quantitatively
meaningful results.
• It must include a 1D Poisson solver to calculate the electric field and the elec-
trostatic potential due to the distribution of the doping charge in the structure,
which is calculated starting from the probability distribution ∣ψ∣2 obtained
from the solution of the Schrödinger equation.
• It must adopt a stable self-consistent iterative algorithm to solve the self-consis-
tent 1D Schrödinger–Poisson equation. In fact, we have discussed how changes
of only a few meV in the band edge positions can lead to changes of orders of
magnitude in the amount of charge transferred into the QWs. Thus, in these
unlucky (but common) situations, the iterative algorithm has to be devised
carefully in order to be able to reach convergence even under these extremely
unstable conditions.
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To this aim, we have implemented a code in the k ⋅p envelope function framework.
In this model the band alignments of the L, ∆, and Γ conduction minima between a
biaxially strained Si1−xGex layer grown on a relaxed Si1−yGey substrate are evaluated
according to Ref. [23]:
EL,∆,Γc (x , y) = E
L,∆,Γ
v ,avg (x , y) +
1
3
∆0(x) + EL,∆,Γg (x) + E
L,∆,Γ
h (x , y) + E
L,∆,Γ
u (x , y),
where EL,∆,Γg (x , y) are the band gaps at the L, ∆ and Γ points, ∆0(x) is the spin-orbit
splitting of the unstrained bulk Si1−xGex alloy; EL,∆,Γh (x , y) is the band-gap shift due
to the hydrostatic component of the strain, and EL,∆,Γu (x , y) is the contribution from
the uniaxial part. EL,∆,Γv ,avg (x , y) is the offset between the barycenters of the heavy, light,
and split-off valence bands in the substrate and in the strained layer and is given by
Eq. (1.36).
The EL,∆,Γg (x) band gaps (in eV) for unstrained Si1−xGex alloys are parametrized
to reproduce the experimental data according to Ref. [44]:
ELg(x) = 2.01 − 1.27x ,
E∆g (x) = 1.155 − 0.43x + 0.206x
2
,
EΓg(x) = 3.37 − 2.48x .
Finally, for the hydrostatic, EL,∆,Γh (x , y), and the uniaxial, E
L,∆,Γ
u (x , y), strain terms
for the well and barrier regions, it holds [23]
EL,∆,Γh (x , y) = (a
L,∆,Γ
c − av) ⋅ (2ε∥ + ε⊥),





u (ε⊥ − ε∥),





u (ε⊥ − ε∥),
ELu(x , y) = E
Γ
u(x , y) = 0,
where ε∥ and ε⊥ are the strain components along the parallel and growth directions,
respectively; ac , av , and Ξ are the deformation potentials. To take into account the z
dependence of the longitudinal and perpendicular effective masses of the strained
SiGe and Ge materials, we use the mass parametrization reported in Ref. [41] for ∆
and L electrons. Densities of states for the confined states are calculated as discussed
in Sec. 1.8 in the parabolic band approximation.
The values adopted for the spin-orbit splitting and for the deformation potentials
are summarized in Table 3.4 for Si and Ge bulk crystals. The corresponding param-
eters for the SiGe barrier material are obtained by linear interpolation. Nonlinear
interpolations are instead adopted for the lattice constant, see Eq. (1.34), and the
static refractive index, see Eq. (1.35).
For what concerns the solution of the coupled Schrödinger–Poisson equations,
the Schrödinger equation for the envelope function is solved numerically for each
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Table 3.4 – Spin-orbit splitting ∆0 and deformation potentials for Si and Ge bulk crystals
adopted in the code. Values for SiGe alloys have been obtained by linear interpolation. a:




aLc − av (eV) −3.12b −2.78b
a∆c − av (eV) 1.72b 1.31b
Ξ∆u (eV) 8.7
c 9.42c
conduction valley, using the standard technique of discretizing the wavefunctions
along the growth direction z and diagonalizing the resulting Hamiltonian matrix to
obtain eigenenergies and eigenstates. Themodel for the solution of the self-consistent
equations is described in detail in Sec. 1.9. Exchange-correlation effects are included
in the local-density approximation [114] only for the 2D electrons at the L point since
at low temperature the free electron density is mostly due to the confined carriers at
L.
The Fermi level E f is evaluated as a function of temperature taking into account
also the occupation of the impurity levels in the barriers. We assume that the energies
of the impurity states are Eb meV below the z−dependent conduction minimum
of the barrier material; we adopt for Eb the value of the binding energy of phos-
phorus in a Si0.2Ge0.8 bulk alloy (see Refs. [115, 116]). Moreover, the occupancy of
bound impurity states is evaluated avoiding double occupation due to Coulomb
repulsion [61].
The obtained L, ∆2, ∆4, and Γ conduction-band edge profiles for the grown
samples are shown in Fig. 3.5, and in Fig. 3.6 we display the results of the self-
consistent calculation for the conduction electronic states at 10K in one of the samples.
From the comparison between the donor level and the Fermi energy E f , it is clear
that only a very small fraction of the donor impurity states is ionized. This in turn
implies that the final equilibrium solution is quite unstable (from a numerical point
of view), and in fact typically up to 50–100 iterations are needed. We finally point
out that, even if the algorithm can be optimized to reduce the number of required
iterations, the present version was able to reach the final solution within any given







As already discussed in the Introduction of thisThesis, a CMOS-compatible laser
based on group-IV materials is extremely desirable for the monolithic integration of
the photonics part of the devices with their control electronics.
We have already examined in Chapter 3 the possibility of using Ge/SiGe het-
erostructures in the intersubband regime, with light emission in the THz range of
the electromagnetic spectrum. In this Chapter we focus instead on the possibility of
light emission exploiting interband transitions.
In fact, present research efforts are focused on the development of energy-efficient
and CMOS-compatible LED or laser sources in the 1.55 µm C-band, since this band
is routinely used for long-range optical fiber communications (the band is defined
as 1.530–1.565 µm, i.e. with energy 810–792meV). Indeed, at these wavelengths the
losses in silica-based fibers are reduced. Moreover, the most used fiber amplifier, the
erbium-doped fiber amplifier (EDFA) has its amplification window precisely in the
C-band. The realization of a new device emitting in this frequency range would thus
ensure its compatibility with the existing telecommunication infrastructure.
However, emission at this energy cannot be obtained with intersubband SiGe
devices, since the band offset are not large enough, and then we must wisely exploit
interband transitions. The main obstacle for optical emission in systems based on
silicon or germanium is their indirect gap, which is at the basis of the very poor
recombination efficiency observed in these materials. In fact, in Si the direct gap at
Γ has an energy larger than 3 eV, much above the fundamental gap at ≈ 1.13 eV (with
conduction band minimum along the ∆ line). On the other hand, in bulk Ge the
conduction band minimum at the Γ point is only 136meV higher in energy than the
bottom of the conduction band at the L point, which is located (at low temperature)
at about 900meV above the top of the valence band. Thus Ge has two advantages:
first, the direct gap energy is not too far from the required C-band, considering also
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that, increasing the temperature, the energy of the direct gap decreases. Moreover,
even if the minimum is not at the Γ point, the direct gap has an energy not much
larger than the indirect gap. This motivates the study of Ge-rich systems for the
realization of Si-compatible photonics applications. We just mention here that several
other strategies have been adopted to obtain Si-based optically active materials, such
as exploiting erbium doping [117], reduced dimensionality [118], hybrid Si/III-V
systems [119], β-FeSi2 alloying [120] and porous structures [121].
In the following Sections, we discuss different avenues that could allow the
realization of optically-active systems based on Si and Ge. In particular, this Chapter
is organized as follows: as a first step we discuss in Sec. 4.2 the type-I alignment of
the band structure at the Γ point for Ge/SiGeMQWs grown along the [001] direction,
by comparing the simulated absorption spectrum with the experimental absorbance
spectrum. Then, we analyze in Sec. 4.3 how to exploit large strain fields in order
to reach the direct-gap condition in Ge/SiGe MQW systems. In Sec. 4.4 we then
discuss the possibility of the exploitation, in bulk and MQW systems, of smaller
strain fields in combination with large n−type dopings, to achieve light amplification.
To this aim, we developed a code (described in Sec. 4.5) for the evaluation of the
luminescence spectra of Ge-based systems. In Sec. 4.6 we the discuss whether a
rapid thermal annealing of Ge/SiGe MQW systems can increase the tensile strain
without damaging the structure, in order to shift the lowest excitonic feature inside
the C-band. Finally, in Sec. 4.7 we describe an interesting possibility of obtaining
direct-gap Si-based systems by the use of short-period superlattices (SL).
Some of the studies are supported by experimental results, which have originated
from collaborations with different experimental groups. In particular, for what
concerns interband devices, we mention both the “L-NESS” (Como, Italy) group
and the “LFTS” (Rome, Italy) group for the growth of SiGe heterostructures, and the
“PSI” (Villigen, Switzerland) group for the x-ray and optical characterization of the
samples.
4.2 Type-I alignment and calculation of the absorption co-
efficient
Recently, robust offsets for both Γ and L electrons in [001] Ge-richGe/SiGemultilayer
structures have been reported [122, 123]. In particular, Kuo et al. have first demon-
strated a type-I profile for the Γ point band edges in Ge QWs and then exploited
this result to propose Ge/SiGe MQW high-speed optical modulators based on the
Quantum Confined Stark Effect [122, 124]
In order to verify the type-I alignment of Ge/SiGe MQWs at the Γ point, we
have investigated in Ref. [94] the optical absorption coefficient of a 30 MQW sample
with 19.0 nm–thick Ge QWs and 19.0 nm–thick Si0.2Ge0.8 barriers on a Si0.05Ge0.95
equivalent substrate.
The comparison between the experimental and theoretical data is reported in
Fig. 4.1a and shows a good quantitative agreement. For the electronic-states cal-
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(b) Band edges and wavefunctions at Γ.
Figure 4.1 – (a) Interband absorbance spectra (right vertical axis) of the MQW sample
described in the text, measured at 10 and 77K (black solid lines). The spectrum at T =
77K has been displaced along the vertical axis for clarity. Peaks attribution and the low-
temperature theoretical absorption spectrum (left vertical axis) are also shown (dashed line).
(b): LH, HH and cΓ band edges (thick lines) and squared moduli of the wavefunctions at Γ
for the same MQW system. Relevant states are labeled.
culation, we have adopted the TB sp3d5s∗ model described in Sec. 1.2, using the
parametrization of Ref. [16] for both Si and Ge. The calculated LH, HH and cΓ
band-edge profiles and the squared moduli of the wavefunctions at Γ are reported in
Fig. 4.1b. To the aim of calculating the optical absorption spectrum of Fig. 4.1a, the
model described in Sec. 2.1 has been adopted, with the inclusion of the 2D exciton
contribution as described in Sec. 2.4. The very good prediction of the absorption
spectrum constitutes a check of the reliability of the material parameters that we
are using to predict the properties of these systems in the neighborhood of the Γ
point. Moreover, the comparison of the experimental spectrum with our calculation
allows to assign the different excitonic features to the respective transitions, and
this interpretation in terms of transitions between quantum-confined states both in
the conduction and in the valence band provides a verification of the type-I band
alignment for the electrons and holes at Γ.
4.3 Large tensile strain for optical gain in Ge
If we want to obtain direct-gap light emission fromGe structures, we have to conceive
clever ways to reduce the Γ−L energy difference, in order to fill the Γ valley with
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electrons and reach the population inversion regime. One appealing possibility is
to apply a tensile strain field to the Ge material. In fact, when such a strain field
is applied, both the L and Γ conduction states lower their energy but, due to the
larger deformation potential of the Γ state, the fundamental gap becomes direct
for an in-plane strain of about 2% [125] (see also solid lines of Fig. 4.2). This effect
can be obtained for instance by means of a mechanical stress deformation on a
germanium thin film [126]. However, while this may be an adequate technique for
the investigation of the effects of strain on Ge, application of a mechanical strain
is not appropriate for the integration in final devices. Instead, the embedding of
strain by means of a coherent heteroepitaxial growth (see Sec. 1.3.2) would be much
more effective. However, since Si has a smaller lattice constant than Ge, if we grow
Ge on a SiGe substrate, we would expect only compressively-strained Ge layers.
Actually, it is possible to obtain (small) tensile strains growing epitaxial Ge layers on
Si substrates exploiting the thermal expansion mismatch between Ge and Si [127] (a
discussion on the application of this technique is presented in Sec. 4.4 and following
Sections). Such thermally induced tensile strain can reach values up to ≈ 0.25% and
is moreover insensitive to the Ge film thickness [128]. However, with the values
of the tensile strain attainable with this technique, the difference between the Γ
and L valleys of Ge can be decreased to ≈115meV, but we are yet quite far from the
direct-gap regime. Presently, the most promising possibility to grow Ge layers on Si
substrates with large tensile strain is to use Ge1−x−ySixSny alloys, due to the larger
lattice constant of α-Sn (6.489 Å) with respect to Si (5.430 Å) and Ge (5.6563 Å) [129–
131]. Moreover the Sn concentration, y, represents an additional degree of freedom
for band engineering [132–137]. Indeed, through simultaneous control of the x and
y molar fractions, relaxed Ge1−x−ySixSny alloys grown on Ge-buffered silicon have
already been optimized to obtain tunable direct gap structures [137].
We would like to point out here that often in the literature one refers to “thin” Ge
layers, where the word “thin” means a few µm thick. For what concerns the electronic
properties, however, such systems are not thin at all, and in fact they display bulk-
like properties. Instead of growing “thin” Ge layers on a buffer substrate, a very
attractive route towards a direct-gap Ge laser is represented by suitably designed
silicon-germanium multilayer heterostructures, which are highly compatible with
CMOS processing [89]. In fact, the exploitation of confined nanostructures such as
Ge-rich SiGeMQWs could benefit from larger oscillator strengths due to the reduced
dimensionality. Moreover, as discussed in Sec. 4.2, [001] Ge-rich Ge/SiGe multilayer
structures present robust offsets for both Γ and L electrons and a type-I profile for
the Γ point band edges. Motivated by these arguments, we study in this Section
the possibility of obtaining a direct-gap material when a significant tensile-strain is
applied to a Ge/SiGe MQW system. The results of this work have been published in
Ref. [138].
For this study, we adopt the sp3d5s∗ tight-binding Hamiltonian described in
Sec. 1.2. In fact, it fully considers strain, alloy effects, spin-orbit coupling, interface
potentials and band non-parabolicities, and moreover it is particularly suitable for
the whole Brillouin zone description of the multivalley conduction bands of tensile
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strained Ge-rich Ge/SiGe MQWs. In this way the leakages in the gain coefficient,
related to the occupation of the electronic states near the L point, can be correctly
taken into account. Also, the analysis of the spatial and orbital contributions of the
near-gap states allows us to give a transparent interpretation of the numerical results
for the strain-dependent TE/TM gain ratio.
The systems investigated in this Section are multiple quantum well heterostruc-
tures with alternating Ge and SiGe layers, coherently grown along the [001] direction
on SiGeSn relaxed virtual substrates.
Appropriate periodic boundary conditions are assumed along the lateral (parallel)
and growth (orthogonal) z directions. The in-plane lattice constant is determined by
the SiGeSn substrate, and the inter-plane separations along z are evaluated according
to the macroscopic elasticity theory (see Sec. 1.3.2). Interfaces are assumed flat and
sharp.
For the evaluation of the electronic states, we adopt here the TB parametrization
of Ge given in Ref. [36], which has been developed to improve the results of Ref. [16]
in the presence of tensile strains ad discussed in Sec. 1.3.5. This is of particular
relevance in our case, where intense strain fields are present. For Si, we use the
parametrization reported in Ref. [35], with the scaling coefficients for the hopping
energies of Ref. [16]. For the valence band offset between the average of the valence-
band edges in a strained Si1−xGex and in a relaxed SiGe substrate, we adopt the
formula of Eq. (1.37). Note, however, that in order to describe the case of a SiGeSn
substrate, we extend to the a∥ ≳ aGe range the above expression, which was originally
derived for aSi ≤ a∥ ≤ aGe. Since we are interested only in the relative offsets between
the SiGe layers of the MQW (which do not contain Sn) and actually not with the
substrate, the extension provides the correct result, since the substrate enters in this
formula only through its lattice constant. Finally, dipole matrix elements and gain
coefficients are calculated as described in Chap. 2.
As an useful starting point we have evaluated the ∆⊥, L and Γ energy gaps for Ge
and Si0.2Ge0.8 bulk crystals with the same parallel lattice constant as a function of the
in-plane Ge tensile strain. The results are shown in Fig. 4.2. All these gaps decrease
in energy with increasing strain, but in Ge, due to the larger deformation potential
of the Γ states with respect to the L states, an indirect–direct band gap transition
occurs at ε∥ ≃ 1.8%.
Wehave then consideredMQWstructures, composed of a sequence of alternating
regions of Ge and Si0.2Ge0.8 materials, of thickness 110 Å each. For both L and Γ
electrons, the band edge of the SiGe alloy is higher in energy than the corresponding
value of pure Ge, so that the Ge layers act as quantum wells and the alloy layers as
barriers. The situation is reversed for the ∆⊥ edges, which are however much higher
in energy. Therefore for the evaluation of the gain spectra, only electrons filling the
Γ and L valleys have to be taken into account. As evident from Fig. 4.2, where the
MQW conduction confinement energies have been added to the corresponding bulk
gaps, the larger confinement energy of Γ electrons due to their lighter mass pushes
the indirect–direct crossover to a higher strain value, at about ε∥ ≃ 2.68% (see the
arrow in Fig. 4.2).
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Figure 4.2 – Band gaps as a function
of the in-plane lattice constant (bot-
tom x-axis) for in-plane biaxial tensile
strained bulk materials. Solid (dashed)
lines refer to Ge (Si0.2Ge0.8). The in-
plane strain indicated in the top x-axis
refers to germanium. Band gaps at the
Γ and L points, and along the ∆⊥ line
are indicated by red, black and green
lines, respectively. Band minima along
the ∆∥ line are higher in energy and
are not shown in the Figure. The con-
tribution to the L and Γ energy due
to confinement in the MQW systems
are represented as triangles and circles
for cL1 and cΓ1, respectively. The ar-
row indicates the crossover between
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Figure 4.3 – Schematic band
profile (not to scale) at the L
and Γ points of the MQW for
systems A (a∥ = 5.818 Å, panel
(a)) and for system B (a∥ =
5.794 Å, panel (b)). The in-
jected carrier densities corre-
sponding to the ∣cΓ1 − cL1∣ ener-
gies difference are quoted. The
energy difference correspond-
ing to the maximum value of
the carrier density discussed in
the text (5 ⋅ 1018 cm−3) is also re-
ported. Energies are referred
to the topmost valence state
(LH1).
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Figure 4.4 – Integrated electronic
density of states for system A, plot-
ted as a function of the quasi-Fermi
energy. The dotted line has been
obtained integrating the DOS result-
ing from the electronic spectrum of
the tight-binding Hamiltonian. The
solid line is calculated from the DOS
obtained with the 2D effective mass
model. The energies of the cΓ1, cL1
and cL2 states are indicated with ar-
rows. In the inset, conduction band
edge profiles and square modulus of
the confined wavefunctions at L and
Γ points are reported.





























































From now on, we focus on two MQW systems whose ε∥ are chosen at opposite
sides of the indirect–direct gap crossover shown in Fig. 4.2. For system A we set
ε∥ = 2.86%, so that E(cΓ1) < E(cL1), while system B corresponds to ε∥ = 2.43%, and
thus E(cΓ1) > E(cL1). The relevant energies at the Γ and L points are summarized in
Fig. 4.3a and Fig. 4.3b for systems A and B, respectively. It is worth to notice that
both the A and B MQWs are not strain compensated, since in both cases not only
the active Ge region but also the barrier material are tensile strained. It follows that
in the practical realization of the above structures one has to limit the total thickness
of the MQW stack so to preserve coherent growth. Strain compensation can be
realized exploiting SiGeSn alloys for the barrier material, as proposed for instance
in [139], where tensile-strained Ge MQW systems with similar a∥ lattice constant are
studied within an effective mass approach. We note that the authors of [139] find L
and Γ band edge alignments comparable to those obtained here. Also their reported
gain spectra are similar to our findings, as one may expect since the optically active
states are well confined in the Ge layer. This suggests that the results discussed in
the following do not depend critically on the chemical composition of the barrier
material, provided that enough confinement in the near gap valence, and Γ and L
conduction states exists.
We report in Fig. 4.4 the integrated DOS for system A, obtained from the TB
Hamiltonian taking into account the joint contribution of the L and Γ conduction
valleys. As shown in the inset, both at L and at Γ three confined states are present.
The contribution of the L states to the DOS is predominant due to the fact that the
2D effective mass at L, mL ≃ 0.26m0, is much larger than mΓ = 0.034m0 and also
because of the fourfold degeneracy of the L valleys. As a realistic upper bound to
the injected carrier densities D j, we investigate the region D j ≤ 5 ⋅ 1018 cm−3, which
corresponds to E f ≤ 556meV. For this injection range, only the first confined states
cΓ1 and cL1 are occupied by carriers (see Fig. 4.3a). Moreover continuum states have
energies higher than 644meV. For this reason we find that if D j ≤ 5 ⋅ 1018 cm−3, the
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Figure 4.5 – Right panel: Va-
lence bands calculated for the
MQW system A, as a function of
kx , at ky = 0 and kz = 0 (solid
lines) or kz = π/a⊥ (dashed
lines). Left panel: quasi-Fermi
energy for holes as a function of
the injected carrier density. In
the left inset the LH band edge
profile and the square modulus
of the near-gap wavefunctions at
Γ are also shown.
integrated DOS resulting from the electronic spectrum of the TB Hamiltonian is
quite well reproduced by a simple 2D effective mass parabolic model of the L and
Γ valleys where the dispersion along the growth axis (z) is assumed negligible (see
Fig. 4.4, solid line).
The TB valence bands of system A and the corresponding integrated DOS are
reported in Fig. 4.5. In the near gap region only one state is confined by the potential
profile which originates from the light-hole bulk bands (see inset in Fig. 4.5). Heavy-
hole states are lower in energy due to the band splitting caused by the tensile strain
field in the Ge and Si0.2Ge0.8 layers. The interaction of the heavy-hole and light-hole
bands at k ≠ 0 makes in this case the parabolic effective mass model a very crude
approximation, especially for the lower energy band where a negative effective mass
is obtained. Furthermore to evaluate the hole population, band dispersion along the
z direction must now be taken into account because of the shallower confinement
of the hole states. For instance, comparing the band structure at kz = 0 (solid lines)
and kz = π/a⊥ (dashed lines) in the right panel of Fig. 4.5, we obtain for the LH1
state an energy bandwidth along kz of about 10meV and an even larger dispersion
for the lower energy states. Finally, in the evaluation of the DOS and of the optical
properties, also the anisotropy in the growth plane (xy) has been taken into account,
sampling the Brillouin zone along eight nonequivalent directions in the xy plane.
In the low temperature limit, and for an injected carrier density D j ≲ 5 ⋅ 1018 cm−3,
only the first two valence states are filled. The second band (whose energy at the
Γ point is about −110meV) starts to be populated for densities D j ≳ 2.2 ⋅ 1018 cm−3,
and because of its negative curvature, states with k ≠ 0 are filled first. Similar results
hold also for system B.
The low temperature gain spectrum is evaluated as discussed in Sec. 2.2.2, accord-
ing to the expressions (2.12), (2.13) and (2.14). For any given injected carrier density,
the related Fermi levels are calculated so to satisfy the appropriate charge neutrality
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(a) Gain spectra for system A.

































































(b) Gain spectra for system B.
Figure 4.6 – Gain spectra of systems A and B, evaluated at different injected carrier densities
for TE (top panels) and TM (bottom panels) polarizations of the incident radiation.
equation. Notice also that only k-direct transitions are considered: therefore, positive
contributions to the gain originate only from electron-hole pairs recombining in
a neighbourhood of the Γ point. The leakages due to the presence of confined L
states are accounted through their influence on the Fermi distribution function of
the conduction band.
The evaluated TE and TM gain spectra of systems A and B, for the broadening
parameter γ = 10meV [139], are shown in Fig. 4.6 for different injected carrier
densities. Notice that despite its indirect-gap structure, a positive gain is obtained
also for system B, although a higher carrier density is required.
For both systems, the maximum gain is obtained with TM polarization. This is
due to the symmetry of the involved states. To address this point we observe that
the peak in the gain spectrum (at about 535–545meV and 585–595meV for system
A and B, respectively) originates from the cΓ1 → LH1 transition. The cΓ1 state has
prevalent s character while, neglecting the strain coupling for the time being, the




















as discussed in Eqs. (1.23). Since the TE (TM) polarization couples the s−like conduc-
tion orbital only with the px ,y (pz) valence orbitals, we expect a larger gain in the TM
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In-plane lattice constant (Å)
Figure 4.7 – TM/TE ratio for the
square modulus of the dipole ma-
trix element for the LH→cΓ transi-
tion in bulk Ge. The dipole matrix
element is evaluated at Γ as a func-
tion of the (001) in-plane tensile
strain ε∥. The value of the TM/TE
ratio at ε∥ = 0 is four; it monotoni-
cally increases with ε∥ because of
the mixing of the valence bands
caused by the strain field.
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Figure 4.8 – Maximum value of
the TE (left panel) and TM (right
panel) gain as a function of the in-
jected carrier density. Solid and
dashed-dotted lines have been cal-
culated for the A and B system, re-
spectively. Dashed and dotted lines
are the respective values evaluated
in the parabolic approximation (see
text for details).
polarization. In particular, since gain is proportional to the square modulus of the
matrix dipole element, a TM/TE ratio of the order of four is expected. However, for
both systems A and B we find a much larger TM/TE ratio, of the order of 12–13. This
large value is due to strain-induced mixing of the valence states, especially between
the LH and split-off states which has not been considered above. Tensile strain
induces an increase of the fractional pz character of LH states [140], thus increasing
the TM/TE ratio. To support this argument we have plotted in Fig. 4.7 the ratio of
the square moduli of the TM and TE dipole matrix elements between the bottom
conduction and topmost valence states at the Γ point, calculated in bulk Ge as a
function of the in-plane tensile strain. As expected, from Eq. (4.1) this ratio is four
for relaxed Ge but increases with strain, in agreement with the results that we have
obtained in the MQW systems.
In addition to the main peak of the TE gain spectrum of system A, we observe
in Fig. 4.6a a second peak at about 610meV whose intensity increases for increasing
injected charge density.This feature is due to transitions from cΓ1 to the (not confined)
valence state below LH1 (see inset of Fig. 4.5), which is active only for sufficiently
large injected densities, i.e. when holes with k∥ ≠ 0 start to populate the band below
LH1. Actually, the intensity of these transitions are of the same order of magnitude for
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TE and TM polarizations, but since the cΓ1 → LH1 transition in the TM polarization
is much stronger, the related signal is only a small correction to the main TM peak
and is not clearly resolved in the spectrum (see Fig. 4.6a, bottom panel).
Finally, in Fig. 4.8 we report themaximum value of the TE and TMgain spectrum
of system A and B as a function of the injected carrier density. The threshold carrier
density of system B at about 2.3 ⋅ 1018 cm−3 is associated with the filling of the L states
below the cΓ1 level (see also Fig. 4.3b). Conversely system A, having a direct gap, is
characterized by positive gain already at small injected carrier densities. However
it is worth to notice that for D j ≃ 5 ⋅ 1018 cm−3 the maximum gain for system B is
only about one half of that obtained for system A. To evidence the role of the band
structure effects on the gain spectra, we also show in Fig. 4.8 the maximum gain
evaluated in a simple 2D parabolic model, where effective masses and band edges
are taken from the TB results together with the cΓ1 →LH1 dipole matrix elements,
which are assumed to be k-independent.
Despite its simplicity, the parabolic model fits reasonably well the TB results,
even if in the gain spectra obtained by means of this simplified model (not shown),
the peak at about 610meV reported in the top panel of Fig. 4.6a is not reproduced.
This is not surprising considering that this feature is related to the transition to the
valence band below LH1. Furthermore, the main peak obtained in the parabolic
approximation is redshifted of about 5meV with respect to the TB spectra. This fact
is to be attributed to the valence band dispersion along the z-direction, which has
been neglected in the 2D effective mass model.
Thus, in conclusion, we have shown that in Ge/SiGe MQW structures the direct
gap crossover requires higher strain fields with respect to bulk materials due to the
large confinement energy associated to Γ electrons. We have obtained large gain
coefficients for realistic values of the injected carrier density, showing that this kind of
systems could be good candidates as optically-active materials. We have also studied
the TE and TM gain as a function of the tensile strain field, demonstrating that the
applied strain increases the TM/TE ratio due to an increment of the fractional pz
character of the topmost LH state. Finally, a critical comparison of the tight-binding
results with a simple effective mass model has also been provided.
4.4 Small strain and doping
As shown in the previous Section, the large strain fields needed to obtain a direct-
gap material shrink the band gap to about 550meV, which is far below the above-
mentioned telecom optical window. Moreover, we have to take into account that the
technology for the epitaxial growth of group-IV structures containing Sn is not as
well developed yet.
To overcome the above-mentioned difficulties, in 2007 Liu and coworkers [128]
have theoretically proposed to engineer the electronic structure of [001] Ge thin
layers grown on Si by the application of a small biaxial strain field (of the order of
≈ 0.25%, realizable with the thermal mismatch technique), in order to slightly reduce
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QW Valence states (m∗=0.34)
















distribution Occupation (lled regions)
Figure 4.9 – Schematic of density of states (DOS) and occupation (i.e., DOS times Fermi-
Dirac distribution) of a Ge quantum well system. In the Figure, the 2D and continuum
contributions to the DOS are evident. The quasi-Fermi energies for the conduction (Ecf ) and
valence (Evf ) bands are also shown. For clarity, the band profiles and the confined states at Γ
and L are shown on the left. Under optical pumping, a strong inversion between conduction
states at L and the valence band states at Γ builds up due to conduction electrons scattered
from Γ to L bands. Eventually, electrons thermally excited to the Γ bands (in red) recombine
radiatively (dipole allowed transitions) with holes filling the QW subbands. Since the hole
occupation is close to unity, strong stimulated emission may set in.
the energy difference between the L and Γ conduction edges, and thereafter achieve
population inversion across the direct gap by filling the lower-energy L states by
means of n−type heavy doping. In this way, tuning the temperature, we can thermally
excite some electrons in the Γ valley. A schematic graphical representation is provided
in Fig. 4.9. Following this approach a significative enhancement of the signal related
to radiative recombination across the direct gap has been reported by several groups
in the last years, both in electroluminescence [141–143] and photoluminescence [126,
144–148] experiments with tensile-strained and/or heavily-doped Ge layers.
As an example, we show in Figs. 4.10a and 4.10b two sets of experimental PL
spectra for different pump powers and temperatures performed on a Ge (100) n+p
diode; the Figures are taken from Ref. [142]. In this Figures, it is evident how the
PL signal due to direct-band transitions becomes more and more important (with
respect to one due to indirect-band transitions) both when the pumping power or
when the temperature are increased.
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(a) The PL spectra of the Ge diode at room
temperature. The contribution due to the di-
rect band transition at the Γ point increases
with increasing pump power.
(b) Temperature dependent PL at the tempera-
ture of 310–415K. Direct band gap transition
enhancement is due to carrier distribution to-
ward the high energy part as well as the de-
crease in the band gap difference between di-
rect and indirect band gaps at high tempera-
ture.
Figure 4.10 – Photoluminescence spectra of the Ge (100) n+p diode described in the text.
The Figures are reproduced from Ref. [142].
Figure 4.11 – Room temperature pho-
toluminescence spectra of phosphorus-
doped bulk Ge obtained by the gas
immersion laser doping process, com-
pared to the photoluminescence of an
undoped Ge sample. The active donor
concentration is indicated in the graph.
The detector has a cutoff at 1590nm. The
Figure is reproduced from Ref. [146].
As a second example, we report in Fig. 4.11 the room-temperature PL spectra of
strongly n-doped bulk Ge as a function of the doping density, taken from Ref. [146].
In this Figure, a 20× increase of the PL signal associated to the direct-gap transitions
is apparent for the largest doping density considered with respect to an undoped
Ge sample, showing the effectiveness of the large doping technique in building a
population inversion at Γ.
Note that the presence of a small strain has in fact some benefits (apart from the
fact that it can be obtained in Sn-free structures). As a first point, it slightly reduces
the gap energy at Γ, which gets closer to the C-band. Moreover, it splits the LH and
HH valence states, and for tensile strains the top of the valence band has light-hole
symmetry. Since themass of the LH states is quite small (mLH = 0.043m0), the optical
gain increases faster with the injected carrier density due to the low density of states
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associated with the light-hole band. Finally, since the electrons are thermally excited
from the L to the Γ valley, even a small reduction of the Γ–L energy difference can
lead to a large enhancement of the number of electrons at Γ, due to the exponential
decay of the Fermi–Dirac distribution.
Nevertheless, the observation of robust optical gain in this kind of systems still
remains elusive, even if the first evidence of (feeble) light amplification under optical
pumping has been recently reported by Liu et al. [4], probably due to the large
contribution to the absorption of the light by the free carriers: in such heavily-doped
systems, free-carrier absorption (FCA) is the main loss mechanism and hence a
fundamental limit to the performance of the devices [128, 149].
In the effort of increasing the oscillator strengths adopting also here systems with
lower dimensionality, one would be tempted to consider SiGe quantum wells with
smaller strain fields than those discussed in Sec. 4.3, and n−dope the SiGe barriers.
In this way, a filling of the remaining L states could in principle be obtained, similarly
to what has been just discussed for “bulk” tensile Ge layers. Nevertheless, as we prove
now by a quantitative argument, this approach can be ruled out, at least if the doping
is limited to the barriers.
In fact, considering a direct gap in the range of the telecom window (i.e., a
wavelength between 1520 and 1620 nm) one would require a strain of the order of
1 − 1.2%. Integrating the density of states (DOS) associated to the (four) L valleys,
we get that the doping density required to push E f above the cΓ1 level is already
of the order of 2 ⋅ 1019–4 ⋅ 1019 cm−3. For such high doping densities, the Hartree
potential deeply affects the band edge profile (see Sec. 1.9). In fact, if one assumes
that the doping electrons localize in the well and remain confined there, the resulting
electrostatic energy at the well/barrier boundary is of the order of 1 eV. This value is
much larger than the L band offset which is of about 130meV for Si0.2Ge0.8 barriers
(see e.g. Fig. 4.2). It follows, in analogy to what has also been discussed in Sec. 3.2,
that one reaches a self-consistent solution where only a small portion of the doping
charge is transferred into the well. Then, this small charge is not able to fill the L
valleys.
Finally, it is worth to notice that as an alternative route towards a Ge-based
quantum well laser, it has been recently proposed to n-dope the Ge active region
of Ge/SiGeSn MQW systems [150]. This of course could heal the problem of the
small charge transfer connected with the doping of the barriers, still exploiting lower
strain fields, but it can introduce large impurity scattering contributions to the non-
radiative relaxation times (in addition to the free carrier absorption) due to the
presence of the doping ions within the well.
4.5 Simulating the photoluminescence
The physical nature of the population inversion process in the systems described
in the previous Section is quite different from the one of “standard” III-V materials,
due to the special non-equilibrium conditions at the direct gap (which is not the
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fundamental energy gap). In the previous Section we have discussed how the inter-
play of strain and doping may result in a population inversion, and how in the last
years many experiments of EL, PL, . . . have been performed in order to study the
dependence of the direct-gap emission on temperature, doping, pumping power, etc.
A quantitative description of the competitiveness between the direct- and indir-
ect-gap emission in Ge systems is then of the uttermost importance to gain further
insight in the problem, and to predict and design new photonic devices based on Ge.
With this aim, we have developed a general code for the treatment of PL in both bulk
structures and MQWs, taking into consideration both direct and indirect transitions.
The code is still in an initial stage, but it is already capable of calculating the PL
spectrum of optically-pumped bulk Si1−xGex alloys under strain (focusing mainly
on Ge-rich systems), both in undoped and doped systems. In the code, we take into
account both the direct-gap transitions at Γ and the phonon-mediated transitions
between the topmost valence states and the L valleys in the conduction band.
The model for the calculation of the state energies and the effective masses is the
same described in Sec. 3.A for what concerns the conduction band. For the valence
band, we use the following expressions for the HH, LH and SO edges measured from




































where ∆so is the spin-orbit splitting and the quantity δE001 is expressed in terms of
the deformation potential bv and of the strain components as
δE001 = 2bv(εzz − εxx).
The values of bv are bSiv = −2.1 eV [151] and bGev = −1.88 eV [125]; a linear interpolation
scheme is adopted for Si1−xGex alloys. For the effective masses in the valence band,
we use the functional form suggested in Ref. [41] to fit the curve reported in [152]
for the Luttinger parameters γ1, γ2 as a function of the Ge content x of the alloy.
Moreover, we make the approximation γ2 = γ3, that is we assume a cylindrical
symmetry for the effective masses. The resulting fit functions are given by
γ1 = 4.4204 − 2.675 39 log (1 − 0.962 19x1.35)
γ2 = 0.276 905 − 1.019 21 log (1 − 0.976 85x1.35)
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Moreover, in the code we have also taken into account the bandgap shift as a
function of the temperature, independently for the L and the Γ gaps. For the gap at
Γ, we interpolate between the bandgap shifts of Si and Ge whose values in meV are
given by [153]:








where the temperature is expressed in K. For the bandgap at L, since no experimental
data are present for Si, and we are concerned mainly with pure Ge or Ge-rich SiGe
alloys, we use the formula for the bandgap shift of Ge [153]:




The calculation of the recombination times is done as discussed in Sec. 2.3, with
the assumption of parabolic bands and of a single quasi-Fermi level in the conduction
band, both for the Γ and the L valleys. The quasi-Fermi levels in the conduction and
valence bands are calculated using a bisection algorithm with the same technique
of the code described in Sec. 3.A. We remind that the present model includes only
three bands (HH, LH and SO) in the valence, while in the conduction band it takes
into account one band at Γ and and one band at L (or more precisely four degenerate
bands, one for each L valley).
To show some preliminary results, we report in Fig. 4.12 the temperature depen-
dence of the total spontaneous recombination rate for a 0.5% tensile-strained Ge
bulk with 1 ⋅ 1018 cm−3 n−doping and an optical pumping that induces a charge of
5 ⋅ 1018 cm−3.
At low temperature, since only the L conductionminimum is filled with electrons,
the PL spectrum originates only from the indirect recombinations, as it is the case for
instance for the spectrum at T = 10K. We can recognize two contributions (the main
peak and the shoulder at lower energy) which originate from the indirect transitions
involving the HH and the LH valence states. We remind that in the calculation, the
Ge bulk is tensile-strained, so that the HH and LH edges are not degenerate (the SO
band plays only a minor role due to the fact that it is at much lower energy than the
HH and LH bands). We remind moreover that at low temperature only the phonon
emission channel is active. At higher temperatures, some of the electrons start to
populate also the Γ valley due to the tail of the Fermi–Dirac distribution, so that
also the direct-gap transitions contribute to the spectrum. Indeed, two new peaks
appear at larger energy, whose magnitude increases with temperature. The two peaks
originate from the direct transitions from the conduction Γ valley to the two HH and
LH bands in the valence. In particular, the LH state is on top (at Γ), implying that the
peak due to the LH-cΓ transition occurs at a lower transition energy. To understand
the behavior of the relative magnitude of the direct and indirect contributions to
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the spectra, we note that they both depend on the respective populations and on
the magnitude of the matrix elements involved. In particular, if the populations are
similar, the direct transitions are much more significant than the indirect ones. In
our case, however, the Γ conduction valley has a much smaller population than the L
valleys, and the two effects compensate. Increasing the temperature, the population
in the Γ valleys increases and thus at large temperatures the direct contribution
becomes the predominant one.
In Fig. 4.13 we instead show the dependence of the PL spectrum on the doping
of the 0.5% tensile-strained Ge bulk. The spectra have been calculated assuming a
temperature of 210K, with an optical pumping that induces a charge of 5 ⋅ 1018 cm−3.
Also in this case, we note that a large doping increases the direct contribution, due
to the fact that for large doping densities the L valleys are filled and electrons can
populate also the Γ valley. The overall qualitative structure of the spectrum does not
change very much and the different features can be understood following the same
considerations discussed above for Fig. 4.12.
Finally, in Fig. 4.14 we show the dependence of the total recombination rate
on the strain of the Ge sample, calculated at T = 210K, with 1 ⋅ 1018 cm−3 n−type
doping and an optical pumping that induces a charge of 5 ⋅ 1018 cm−3. In this case,
two main effects are visible. The first one is a global redshift of the spectrum for
increasing tensile strain, due to the bandgap shrinking of tensile-strained Ge (see for
instance Fig. 4.2). The second even more relevant effect is the splitting of the peaks
originated from transitions involving the LH or HH bands. In fact, at zero strain
the HH and LH states are degenerate at Γ, so that the onsets of the recombination
spectra (both due to direct and indirect transitions) occur at the same energy for the
transitions originating from the two bands. Indeed, at zero strain (black curve) we
recognize only two peaks: the one at lower energy is due to the indirect transitions,
while the narrower one at larger transition energies is due to the direct transitions.
Increasing the tensile strain, we see that the direct contribution splits in two peaks,
that can be assigned as discussed before to the LH-cΓ and HH-cΓ direct transitions.
Analogously, a shoulder at low energy appears in the part of the spectrum originating
from indirect transitions, also in this case due the different energies of the transitions
involving HH or LH valence states.
To conclude this Section, wemention some further effects that we plan to include
in the code. First of all, we are implementing the self-absorption correction to the
spectrum. This effect is due to the fact that, when the light is emitted within the
sample, it is typically reabsorbed by the material itself before reaching the surface
and escaping from the sample. The PL spectrum is significantly altered by this effect,
mainly because the direct-gap emission is much more affected by the self-absorption
than the indirect-gap emission.
A second effect to be included is the recombination rate due to the localized
donor levels; since we typically consider systems with very large doping density, this
recombination channel may be relevant.
Then, the absorption due to the free carriers must also be included. In fact, in the
samples that are typically considered, the density of free electrons is very large: these
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    Indirect
transitions Figure 4.12 – Temperature
dependence of the total
recombination rate for a 0.5%
tensile-strained Ge bulk with
1 ⋅ 1018 cm−3 n−type doping
and an optical pumping
that induces a charge of
5 ⋅ 1018 cm−3.










































    Indirect
transitions
Figure 4.13 – Doping depen-
dence of the total recombina-
tion rate for a 0.5% tensile-
strained Ge bulk under optical
pumping that induces a charge
of 5 ⋅ 1018 cm−3, at T = 210K.
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transitions
Figure 4.14 – Strain depen-
dence of the total recombina-
tion rate for a tensile-strained
Ge bulk with 1 ⋅ 1018 cm−3
n−type doping and an optical
pumping that induces a charge
of 5 ⋅ 1018 cm−3, at T = 210K.
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electrons can absorb the emitted light and then constitute a large loss mechanism.
This must be taken into account especially if we are interested in obtaining a system
with positive gain that can lead to laser action. We mention that formulae to fit
the absorption due to free carriers are available in the literature (see for instance
Ref. [128]).
Finally, the code has been developed with the idea of considering also quantum
well systems, so that all data structures are ready to be generalized to this case. From
a physical point of view, the generalization to such systems requires to analyze how
all the calculated quantities change when we consider a two-dimensional system.
4.6 Annealing procedure to increase the tensile strain
The maximum strain that can presently be achieved with the thermal mismatch
technique is not large enough to shift the lowest LH1–cΓ1 transition of Ge/SiGe
MQW structures within the C-band. In Ref. [154] we investigated the possibility
of increasing the (tensile) strain of Ge/SiGe MQW samples by means of a post-
growth Rapid Thermal Annealing (RTA), and we interpreted the effects of this
procedure on the direct-gap transitions. Indeed, the RTA allows to partially increase
the tensile strain of the system. However, besides the redshift due to this strain
increase, another effect had to be taken into account: in fact, if the annealing is
performed after the heterostructure growth on the strained substrate, there can be
a significant interdiffusion of Si atoms from the SiGe barriers in the Ge MQWs,
which is detrimental for the device operation and moreover produces a blueshift
of the bandgap. Actually, the results of the experiments can be interpreted only if
interdiffusion is taken into account, and indeed the joint effect of the increased strain
and of interdiffusion produces a net blueshift of the QW gap, as we discuss in this
Section.
For what concerns the experimental part, we summarize here only the most
relevant aspects and refer the reader to Ref. [154] for further details. The 10-period
Ge/SiGe MQW heterostructures and 2µm Ge-on-Si virtual substrate were grown
using low-energy plasma-enhanced chemical vapor deposition [155].
X-Ray Diffraction (XRD) measurements give nominal barrier and QW widths
of 8.8 nm and 17.6 nm, respectively. The Si1−xGex barrier composition is determined
as x = 0.87, whereas the QWs are of pure Ge (x > 99%). In order to enhance the
tensile-strain, a series of post-growth RTA samples was prepared between 650 ○C and
850 ○C in an inert-atmosphere oven. The sample chips were held at their maximum
temperature for 30 s (5 s and 1 s for “flash-annealed” samples) and cooled at 28 ○C/s
(from 850 to 650 ○C), limited by the thermal inertia of the oven.
Fig. 4.15 shows the transmission-spectrum (and first-derivative) of the as-prepar-
ed MQW sample, together with the first-derivative spectra of a series of annealed
samples. The sharp features below 800meV are due to the absorption edges of the
bulk Ge-on-Si virtual substrate, in particular for the transitions at Γ between the
light-hole valence band and the lowest conduction band (LH–cΓ), and from the
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Figure 4.15 – (a) Brewster-geometry
transmission spectrum of the as-
prepared sample, and first-derivative
of transmission spectra of the as-
prepared sample and of the annealed
samples (annealing time of 30 s). The
lineshape is fitted to a qualitative
model to extract the MQW1 and
MQW2 transition energies (see text).
(b) Photoreflection spectrum of the as-
prepared sample, clearly resolving indi-
vidual light/heavy-hole transitions in
MQW1 andMQW2. The PR-spectrum
is fitted by a TDFFmodel to extract the
LH/HH transition energies.
heavy-hole valence band to the conduction band (HH–cΓ). We remind here that for
tensile strain fields, LH states are aboveHH states at Γ (see Figs. 1.15 and 1.16) and thus
the LH-cΓ transition has a lower energy than the HH-cΓ transition. For moderate
in-plane strain, the LH–HH splitting is proportional to the biaxial tensile-strain of
the virtual substrate (ε∥) and in particular it holds [156]
ELH − EHH = (6700 ± 50)meV ⋅ ε∥. (4.2)
Without post- growth RTA, the VS biaxial tensile-strain (as deduced from transmis-
sion measurements) is 0.17%; this was independently verified using XRD rocking-
curve measurements, which gave ε∥ = 0.16 ± 0.01%. The coherent growth of the
Ge/SiGe MQWs was verified by XRD reciprocal space map measurements, i.e. they
also have the same 0.17% tensile strain. Two quantum-confined direct-gap transitions
can be resolved in the first-derivative spectra, and using the TB model described
in Sec. 1.2, they can be attributed to the superposition of LH1/HH1–cΓ1 transitions,
termed “MQW1”, at (824 ± 1)meV, and to the superposition of LH2/HH2–cΓ2 tran-
sitions, termed “MQW2”, at (895 ± 3)meV, with a dominant contribution from the
LH transitions. Note that for this calculation for the as-grown samples, we assumed
perfectly sharp interfaces. In fitting the experimental lineshape of the first-derivative
spectra, MQW1 and MQW2 are reproduced by including an exciton feature in addi-
tion to the expected 2D band-to-band transition. For the only aim of the fit of the
experimental data, this simple model uses erf -functions for the 2D band-to-band
transitions and a Gaussian peak for the exciton feature.
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Figure 4.16 – (a) LH–HH splitting
from transmission and PR data, and
the corresponding in-plane biaxial
strain of the VS, as a function of the
annealing time and temperature. (b)
Transmission and PR determinations
ofMQW1 (LH1/HH1–cΓ1) andMQW2
(LH2/HH2–cΓ2) transition energies,
as a function of the annealing tem-
perature, with annealing time of 30 s.
(c) TB calculations of the LH1/HH1–
cΓ1 and LH2/HH2-cΓ2 transitions, tak-
ing the linear diffusion constants from
both the literature and the XRD deter-
mination from the samples.
In Fig. 4.15b we show the photoreflectance (PR) spectrum of the as-prepared
sample. In contrast to the transmission measurements, this technique is able to
resolve also the LH–HH splitting of the quantum-confined MQW1 and MQW2
transitions (in addition to the bulk splitting of the virtual substrate). After accounting
for the thin-film interference of the Ge-on-Si VS, the PR spectrum can be fitted
using the third-derivative functional form model [157] including the contribution of
excitons, and 3D and 2D band-to-band transitions (note that an exciton feature is
needed to properly fit the MQW1 transition).
The transmission spectrum of the as-prepared sample gives the MQW1 transi-
tion at (824 ± 1)meV, and PR of the same sample resolves the HH1–cΓ1 transition at
(819 ± 1)meV. This indicates that the strained Ge/SiGe MQWs have an exciton fea-
ture just 9–14meV from the infrared telecommunication C-band (Erbium window:
810–792meV). An exciton feature so close to the C-band is already of technological
interest, because the absorption band can be fully shifted into the band using moder-
ate Stark-effect tuning fields [158]. The possibility of redshifting this exciton feature
further into the C-band motivated this study and in particular the investigation of
the annealed samples.
As expected, RTA increases the strain of the MQWs, in particular from 0.17%
to 0.24% as deduced from the LH–HH splitting using Eq. (4.2), see Fig. 4.16a, and
redshifts the Ge-on-Si VS bulk absorption edges. However, both MQW1 and MQW2
transitions experience a blueshift, as shown in Fig. 4.16b, even for the lowest annealing
temperature of 650 ○C. In the annealed samples, MQW1 and MQW2 can be resolved
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up to 750 ○C, but after 800 ○C only a single feature at 895meV in transmission is
observed. This is very close to the 902meV direct gap of the strained Si1−xGex
(x = 0.96) alloy given by the weighted stochiometric mix of QWs and barriers.
The net blueshift of MQW1 away from the C-band is explained by annealing-
induced interdiffusion between the barriers and the QWs. We have used the nu-
merical model for the evaluation of the interdiffusion process described in Sec. 1.11,
starting with the as-prepared profile (assuming sharp interfaces, periodic bound-
ary conditions, fixed nominal layer dimensions and barrier composition). For the
annealed samples, alloy interdiffusion is calculated using two sets of temperature-
dependent linear diffusion constant values: the first set is extrapolated from the
literature [59], while the second set is obtained from the XRD measurements on
the experimental samples, under the assumption of coherent growth of the MQWs
without relaxation of the in-plane tensile strain. In particular, we assume a constant
in-plane lattice parameter for each sample, deduced from the LH-HH splitting of
the bulk virtual substrate.
The evaluated concentration profiles after the annealing and interdiffusion pro-
cess are shown in Fig. 1.20. These profiles are then used to calculate the relevant
interband electronic states by means of the TB code, which was suitably adapted to
accept as input a generic concentration profile as described in Sec. 1.11. The calculated
transition energies are shown in Fig. 4.16c. Comparing this panel with Fig. 4.16b,
we can see that both the transition energies and the general trend of the blueshift of
MQW1 and MQW2 are correctly reproduced.
The measured onset of interdiffusion (taken as the first net blueshift of the tran-
sitions) occurs at 650 ○C when using our own XRD-determined diffusion constant,
whereas the model based on literature values predicts 700 ○C. The stronger-than-
expected diffusion was experimentally verified by XRD analysis of the first superlat-
tice (SL) satellite peak [159] and the SL signal reduction is found to be a factor of 5.5
times stronger than the existing literature values, equivalent to a 50K temperature
shift. It should be noted that reported values of the linear diffusion constant for
Ge/SiGe MQWs can vary by 50K (see Refs. [59, 160]). The model based on our
own XRD-determined diffusion constant gives a better agreement, but still predicts
a modest redshift of MQW1, which could however easily be offset by the natural
variation of QW thickness in different chips cut from the same wafer. Note also that
the TB calculations reported in Fig. 4.16c only include the difference between energy
states at the Γ point of the BZ for MQW1, or at the BZ boundary along the growth
direction for MQW2. Accounting for the kz band dispersion could bring the model
and the experimental data into even better agreement.
In an effort to decouple the role of strain and interdiffusion, some chips were
“flash-annealed” at their maximum temperature for just 1 s or 5 s. However, as shown
in Fig. 4.16a, flash-annealing to below 800 ○C does not increase the tensile strain,
while annealing for even 1 s above 800 ○C removes all traces of MQW features from
the PR spectra.
The band structure calculations, using our XRD-determined diffusion constant,
are used to estimate the annealing-induced transition broadening due to the band
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Figure 4.17 – (a) Absorption strength
of the MQW1 and MQW2 transitions,
as determined from the transmission
spectra. (b) The inverse transition
broadening of the LH1/HH1-cΓ1 and
LH2/HH2-cΓ2 transitions, as calcu-
lated from the TBmodel taking the lin-
ear diffusion constant from the XRD
determination on the samples. For clar-
ity, transitions involving LH states are
scaled by a factor of eight.
dispersion along the growth direction. This dispersion is mainly due to the coupling
of valence states confined in neighboring QWs and increases with the annealing tem-
perature, since the height of the effective barrier is lowered for strongly interdiffused
samples. Assuming a negligible dependence of the dipole matrix elements on kz , the
strength of the transmission features is expected to be inversely proportional to such
broadening. This is clearly demonstrated in Fig. 4.17, where the measured MQW1
andMQW2 feature strength, and the calculated inverse of the band dispersion, differ
only by a scaling factor.
In summary, quantum-confined direct-gap transitions have been clearly identi-
fied in 0.17–0.24% tensile-strained Ge/SiGe MQWs. The as-prepared MQWs have
an exciton feature just 9–14meV from the C-band edge. TB calculations are used
to identify the different LH/HH transitions. RTA of the samples increases their
strain, redshifting the VS absorption edges, but the quantum-confined transitions
experience a net blueshift due to strong interdiffusion.
This study motivates a new investigation, where Ge/SiGe MQWs are grown
directly onto 850 ○C pre-annealed Ge virtual substrates, which could offer the strain
needed for the LH1–cΓ1 transition to enter the C-band, eliminating the interdiffusion
effects and the related blueshift.
4.7 Direct-gap Sin/Gem superlattices
In this Section, we discuss another possible strategy that could allow the realiza-
tion of direct-gap group-IV light sources based on the exploitation of short-period
Si/Ge superlattices [161]. In fact, intense research efforts during the Eighties and
the Nineties have been devoted to the study of short period Sin/Gem superlattices
as promising systems for band gap engineering, and in particular to address the
physics of pseudodirect band gap systems (for a review see for instance Ref. [162]).
As discussed below, also these kind of structures can display a direct gap, even if the
physics that is at the basis of the direct gap is much different from the one of the
systems that have been presented insofar. In fact, while in the previous Sections the
direct gap was a mere consequence of the different deformation potentials of L and Γ
valleys (so that a suitable strain — or a large enough doping — could fill of electrons
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also the Γ valley and produce a population inversion), in the case of superlattices
the direct gap is a consequence of the band folding and mixing due to the reduced
symmetry, as we discuss below. A detailed discussion of folding effects in Sin/Gem
SLs and the different respective space groups, which depend on the values of n and
m, can be found in the Appendix 4.A of this Chapter.
Structural properties of Si/Ge SLs have been theoretically investigated by means
of first principle total energy [23, 163, 164] and valence force field [165] calculations
and their electronic band structure has been addressed in the framework of pseudo-
potential [163, 164, 166–171], Kronig-Penney [172, 173], and tight-binding (TB) [174–
176] Hamiltonians. The accuracy of the theoretical results has often been limited by
the indeterminacy affecting some relevant material parameters of the Si/Ge system,
like the band offsets [23] or the deformation potentials. However, a quite general
consensus was reached about the direct gap nature of Sin/Gem SLs grown along the
[001] direction on Ge or Ge-rich substrates with period n +m ≥ 10; for them non
vanishing oscillator strengths (OS) of the band edge transitions were also predicted.
In optimized Si/Ge SLs the estimated OS values were only one or two order of
magnitude smaller than those measured in III-V direct gap semiconductors [170, 171,
175, 177].
On the experimental side, the impressive progresses in SiGe molecular epi-
taxy have made it possible the low-temperature growth of strain-symmetrized (ss)
Sin/Gem SL samples on step-graded Si1−xGex buffers with high crystalline quality,
atomically sharp interfaces, very low defect density, large number of repetitions of the
main period, and absence of strain relaxation (see Ref. [178] and references therein).
A large amount of experimental data was thus collected through electro- and photore-
flectance [172, 179], photoluminescence [173, 178, 180–182], absorption [176, 183, 184],
ellipsometry [185, 186], electroluminescence [180], and photoconductivity [176] mea-
surements.
From the above-mentioned results, it is well accepted that interband optical
transitions in Sin/Gem strained SLs are to be interpreted in terms of direct transi-
tions between zone-folded bands [187]. Of course these folded states are not merely
equivalent to the bulk ones, since in the nanostructures their symmetry is modi-
fied by different perturbing potentials due to interfaces, inhomogeneous strain and
confinement effects [171]. Under proper conditions, these symmetry modifications
can guarantee a significant oscillator strength for the radiative transitions between
conduction states folded at the Γ point and the topmost valence states.
To our knowledge, up to now no results have been reported on the possibility to
reach positive optical gain in Sin/Gem SLs, in spite of the above-mentioned results and
of the impressive efforts recently dedicated to the realization of laser action in Si/Ge
based layers, as already discussed in the Introduction of this Chapter. We furthermore
notice that PL results for short period Sin/Gem strained SLs [178, 180, 181] compare
favorably with recent PL measurements [146] in tensile n-type Ge layers. In fact, as
already discussed in Sec. 4.4, in Ref. [146] a room-temperature PL signal magnified
by a factor of 20 in comparison with undoped germaniumwas obtained. On the other
hand, in ss-Si6/Ge4 and Si9/Ge6 samples, low temperature PL peaks were found to
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be enhanced by a factor of 150 and 90, respectively, when compared with the spectra
of the corresponding Si1−xGex equivalent alloys [178, 180, 181]. Moreover, room
temperature strong electroluminescence in Sin/Gem systems due to band-to-band
recombination was also demonstrated [180].
Motivated by the above considerations, we study in this Section the potential of
Sin/Gem SLs as gain medium for optical amplification. Here, we assume coherently-
grown and dislocation-free superlattices on fully relaxed substrates. The in-plane
lattice constants of the Si and Ge layers are thus determined by the lattice constant
of the buffer. The lattice spacing orthogonal to the interfaces is deduced from the
macroscopic elasticity theory (see Sec. 1.3.2) which, as demonstrated by valence force
field calculations (see Ref. [170] and references therein), can be safely applied also
in this context where the single layers are only a few atoms thick. The equilibrium
positions of the atoms in the Si and Ge layers are calculated accordingly. The Ge–Si
bond lengths at the interfaces are set equal to the average of the Si–Si and Ge–Ge
bond lengths in the corresponding strained layers [170, 175].
In short-period superlattices, the atomistic details of the Si–Ge heterointerfaces
can deeply affect the electronic and optical properties. It has been shown numerically
that the presence of interface disorder or intermixing can increase the fundamental
gap [174, 188], modify the functional form of the absorption edge [174, 188], reduce
the oscillator strength of the pseudo-direct fundamental transition and, due to
the breaking of the translation symmetry in the growth plane, produce allowed no-
phonon transitions which involve folded states with ∆∥ symmetry [189]. On the other
hand, due to the improvements of the growth processes, fabrication of quite ideal SLs
was claimed [176, 178]. In fact, X-ray diffraction spectra and Raman measurements
demonstrated strong suppression of the Si–Ge interfacial vibrations [190]. For this
reason in the present Section we discard disorder and intermixing effects and assume
ideal sharp interfaces. As a consequence, appropriate periodic boundary conditions
are applied along the growth direction and within each plane parallel to the interfaces.
For the description of the SLs electronic states and optical gain spectra, we adopt
the sp3d5s∗ tight-binding Hamiltonian model with spin-orbit interaction described
in Sec. 1.2. Here we use the self-energies and hopping integrals in the two-center
approximation of Ref. [35] and Ref. [36] for Si and Ge, respectively. Scaling laws
for the hopping parameters are taken from Refs. [16, 36]. For the valence band
offset between the average of the valence-band edges in a strained Si1−xGex and
in a relaxed SiGe substrate, we adopt the formula of Eq. (1.37). Finally, optical
properties are evaluated sampling the superlattice BZ so to fully take into account
the strong non-parabolicities of the SL valence and conduction bands and the k-
dependence of the optical matrix elements. The dipole allowed oscillator strengths
for vertical transitions in the TB formalism and the low temperature material gain
spectrum are calculated as described in Chap. 2. In particular, the quasi-Fermi levels
are obtained from the injection carrier density and satisfy the appropriate charge
neutrality condition, and the Lorentzian lineshape broadening γ is set equal to 10meV
(see Ref. [180]). As refractive index n0, we choose the static refractive index of the
Si1−xGex bulk alloy material with equivalent Ge concentration, calculated exploiting
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Table 4.1 – Superlattices investigated in the present paper. The buffers are made of pure Ge, or
SiGe alloys with Ge content appropriate to obtain strain symmetrization (ss). Space groups,
crystal system (OR=orthorhombic, T=tetragonal) and lattice kind (S=simple, BC=body
centered) for each SL are reported. References of previous investigations are also shown.
SL Space group System Lattice Refs.
Si2/Ge14 on Ge D52h OR S [177]
Si3/Ge7 on Ge D92d T BC [172]
ss-Si6/Ge4 D282h OR BC [173, 178, 191, 192]
ss-Si5/Ge5 D92d T BC [170, 175, 193]
ss-Si3/Ge4 D194h T BC [194]
Eq. (1.35). Notice that only k-direct transitions are considered. We also stress that
since no loss channels have been inserted in the model, the evaluated material gains
have to be intended as an upper theoretical limit.
We limit our study to five short-period superlattices, which were chosen among
a larger set of SL systems studied in the literature, selecting those that presented a
direct gap with non-zero dipole moment for the lowest-energy transition. They are
listed in Table 4.1 together with the corresponding space groups (for a discussion
of the space groups, see Appendix 4.A of this Chapter). References of the main
investigations of their electronic and optical properties are also reported.
Two of the studied SLs are grown on relaxed Ge substrates while the other three
are ss-SLs grown on SiGe buffers. In all the investigated cases the Si layers are tensile
strained due to the presence of germanium in the substrate while the Ge layers are
relaxed (compressively strained) when grown on germanium (SiGe) buffers. We
have thus (see also Sec. 1.3.6 and Fig. 4.18) that the minimum of the SLs conduction
band edge profile occurs at the ∆⊥ minima in the Si layers while the topmost of the
SLs valence band is at the Γ point and lies in the Ge layers. It follows that the band
gap alignment is of type II.This fact limits the thicknesses of the Si and Ge layers
since, to achieve a robust oscillator strength for the direct gap recombination, the
wavefunctions must have a significant overlap. As exemplificative cases, we report
in Fig. 4.18 the band profiles evaluated for the ss-Si6/Ge4 SL, and for the Si3/Ge7 SL
grown on a Ge relaxed buffer.
For what concerns the SL near-gap valence states, the energy difference of the
heavy and light hole confined levels is determined by the interplay of the energy
splitting of the HH and LH bands caused by the strain field, and the different con-
finement energies associated to the HH and LH quantum well profiles. For instance,
in samples grown on Ge buffers, the HH and LH band edges in the Ge layer are
degenerate and the height of the LH barrier in the Si layer is smaller than the HH
one, due to the tensile strain. Therefore in ultrathin SL systems grown on Ge, since
the large confinement energies associated to the small hole masses push both the
HH and LH SL states close to the respective barrier energies, the topmost valence
state can have light hole symmetry. This case is usually referred to as hole reversal.
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Figure 4.18 – Band profiles
of the ss-Si6/Ge4 SL grown
on a Si0.6Ge0.4 relaxed sub-
strate (top panel (a)) and of the
Si3/Ge7 SL grown on a Ge re-
laxed substrate (bottom panel
(b)). Note that the electronic
degeneracies of the relaxed Ge
layer in the Si3/Ge7 system are
not present in the ss-Si6/Ge4
SL because of the strain field.
The band gap alignments are
of type II with electrons (holes)
confined in the Si (Ge) regions.
Here and in the following the
zero of energy is set at the
barycenter of the valence bands
in the relaxed substrate.
On the other hand, when Si or Si-rich SiGe buffers are adopted, the topmost valence
level usually has HH character because of the large HH–LH splitting in the Ge layers.
In short-period [001]-Sin/Gem SLs the L and Γ electrons arewell above the bottom
of the conduction band, since their light confinement masses push these states close
to the energy of the respective barrier levels, i.e. the L and Γ band edges in the silicon
layers (see Fig. 4.18). Thus one expects that the bottom conduction SL states originate
from the ∆⊥ minima and are confined in the Si regions. Indeed, the tensile strain
of the Si layers guarantees that the states resulting from the ∆∥ edges are at higher
energies with respect to the ∆⊥ ones. Also confinements effects contribute to raise
the energy of the SL ∆∥ states with respect to ∆⊥ ones since their confinement mass
is lighter than the one associated to the ∆⊥ electrons. From the above considerations
and since band folding occurs only along the growth direction, it follows that, to
achieve a direct gap system, Ge-rich buffers must be adopted [163, 166, 168].
Another requirement to obtain direct gap systems was first put in evidence by
Satpathy et al. [169] who demonstrated that for Sin/Gem SLs, upward dispersion of the
lowest conduction band around the Γ point is obtained only for n +m ≥ 10. This fact
is a consequence of the position of the ∆⊥minima in the k-space along the Γ−X⊥ line.
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Figure 4.19 – Square moduli
(vertical bars) of the SL wave-
functions projected on each
monolayer and related eigen-
values (horizontal lines), calcu-
lated at the Γ point for the va-
lence and conduction near gap
states of the ss-Si6/Ge4 SL.The
HH, LH, ∆⊥, and Γ band edge
profiles are also shown. The
C1–C6 conduction states are ∆⊥
states folded into Γ; C7 is the
lowest genuine Γ state of the SL.
In SLs with shorter periods the ∆⊥ minima fold outside the Γ point. Therefore the
conduction band at the zone center bends downward and the SL band gap remains
indirect. Finally, also symmetry arguments have to be taken into account to select
direct gap SLs with a dipole-allowed transition between the bottom conduction
states and the topmost valence ones. In fact the SL space group is determined by the
number of monoatomic layers in the Si and Ge regions [169, 170, 175]. In particular, if
either n orm is even, there is a center of inversion. Either n ormmust be odd for the
existence of a fourfold axis perpendicular to the layers (tetragonal symmetry) since if
this is not the case the projection on the growth plane of the Si–Ge bonds located at
the interfaces of the Si and Ge regions are always oriented along the same direction
(orthorombic symmetry) [170]. A complete symmetry analysis of Sin/Gem SLs and
the indication of allowed dipole transitions for both TE and TM polarizations are
reported in Refs. [169, 170].
The near gap electronic levels in the conduction band at the Γ point of the SLs
BZ can thus be classified as folded levels originating from the ∆⊥ states, or genuine
Γ levels. As an example we show in Fig. 4.19 the near-gap wavefunctions for the
ss-Si6/Ge4 system, calculated at the Γ point of the SL BZ.The C1 (1006meV) and C2
(1091meV) conduction levels originate from the folding of the two k-conjugate Γ–X⊥
lines and the corresponding states extend mainly in the Si layers. We have verified
that the amplitude of their wavefunctions are characterized by rapid oscillations
with different phases, as it usually happens for couples of degenerate levels split by
intervalley interaction [195]. Other couples of folded states are present at higher
energies, above the ∆⊥ barrier level (see Fig. 4.19) and thus extend also in the Ge
layers. The first genuine Γ state is C7, about 1805meV above C1. Due to the light
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Figure 4.20 – Electronic band
structure of the Si2/Ge14 SL
on Ge substrate. The high-
symmetry points of the SL
BZ are labeled according to












confinement mass of electrons in this band, the C7 energy is close to the Γ level of the
bulk strained Si and it is only weakly confined in the Ge region. Also valence states
V1 and V2 are weakly confined in the Ge layers and their character corresponds to
the HH and LH bulk states, respectively. The poor confinement of the hole states is
to be attributed to their masses which are lighter than the ones associated with ∆⊥
electrons. Accordingly, the hole miniband dispersion along the SL growth direction
is expected to be significantly larger with respect to the bandwidth of the bottom
conduction states.
After this brief discussion on the physics of the different states in Si/Ge SLs and
of the main requirements that the SLs should satisfy in order to display a direct gap,
we now present the results for the SLs listed in Table 4.1 concerning the optical matrix
elements and the gain spectra in the low temperature limit, obtained for different
injection levels and directions of the polarization vector. To this aim it is useful to
briefly comment the electronic band structure of the SLs with reference to the case of
the Si2/Ge14 SL grown on [001]-Ge buffer, reported in Fig. 4.20. We notice the direct
fundamental gap at Γ. Direct fundamental gaps at the Γ point are obtained also for
all the other investigated SLs (not shown). As discussed in the previous Section, the
dispersion of the lowest conduction band along the Γ–Z line, corresponding to the
growth direction, results to be much smaller with respect to the topmost valence
band. The Si2/Ge14 crystal system is orthorhombic (see Table 4.1) and thus the two
mutually orthogonal lines Γ–X and Γ–Y (Z–U and Z–T) within (at the boundary
of) the SL BZ, which in real space correspond to two orthogonal directions in the
growth plane, are not equivalent. The Γ–X and Γ–Y directions differ since the Γ–X
line is orthogonal to the projection of the Si–Ge bonds on the interface plane, while
the Γ–Y line is parallel. The same holds for the Z–U and Z–T directions, respectively.
This fact is demonstrated in Fig. 4.21 where the band structures along the U–Γ–X
and T–Γ–Y paths are compared.
To design direct-gap Sin/Gem SLs optimized for optical amplification, it is useful
to understand the symmetry character of the SL states close to the bottom of the
conduction band. These SL levels can be regarded as resulting from the superposition
of bulk states with different kz vectors. It follows that the more effective is the SL
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Figure 4.21 – Comparison of
the electronic band structure
evaluated for the orthorhom-
bic Si2/Ge14 SL on Ge substrate,
along the non-equivalent U–Γ–
X and T–Γ–Y paths.
Table 4.2 – Optical matrix elements for the investigated SLs and for bulk Ge, evaluated at the
Γ point for the transitions from the two topmost valence states V1,V2 to the lowest conduction
level C1. For orthorhombic SLs, the x̂ ( ŷ) in-plane direction is orthogonal (parallel) to the
projection of the Si–Ge bonds on the interface planes. In the tetragonal SLs the in-plane
projections of the Si–Ge bonds alternate between the x̂ and ŷ directions. ẑ is along the
growth axis. The dominant HH or LH character of the V1 and V2 states are also reported
(see text). Units are chosen to set ∣⟨HH∣px ∣cΓ1⟩∣2 in bulk Ge equal to 100 as reference value.
V1 V2
system ∣px ∣2 ∣py ∣2 ∣pz ∣2 symmetry ∣px ∣2 ∣py ∣2 ∣pz ∣2 symmetry
bulk Ge 100 100 0 HH 33.44 33.44 133.1 LH
Si2/Ge14 on Ge 4.422 0.483 3.408 HH+LH 0.524 8.920 3.151 HH+LH
Si3/Ge7 on Ge 0.305 0.305 2.438 LH 1.515 1.515 0.000 HH
ss-Si6/Ge4 0.241 0.326 0.006 HH 0.041 0.739 0.152 LH
ss-Si5/Ge5 0.438 0.438 0 HH 0.290 0.290 0.105 LH
ss-Si3/Ge4 1.068 1.068 0 HH 0.634 0.634 0.739 LH
potential in mixing folded ∆⊥ states with genuine Γ ones, the larger is the oscillator
strength (OS) associated with the radiative recombination across the fundamental
direct gap. As discussed in the following, also the symmetry of the topmost valence
state is relevant to determine the optical properties of the SLs. In fact, an important
consequence of the hole reversal is the transfer of the OS from the TE (electric field
perpendicular to the growth direction) to the TM (electric field parallel to the growth
direction) polarization. The SL topmost valence level can also result from a strong
hybridization of the heavy and light hole states. If this is the case, a significant OS
for both the TE and TMmodes is expected.
In Table 4.2 we report the square modulus of the optical matrix elements for
the direct-gap transitions involving the two topmost valence states V1,V2 and the
bottom conduction level C1, calculated at Γ for two orthogonal TE polarizations and
for the TM polarization. For comparison, we also report the optical matrix elements
of the direct HH,LH→ cΓ1 (Γ+8 → Γ
−
7 ) transitions in bulk germanium, where a very
modest biaxial compressive strain field has been applied along the [001] direction in
order to separate the HH and LH contributions. Units are chosen so to obtain the
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reference value 100 for the squared modulus of the TE component of the HH→ cΓ1
transition in bulk Ge. In order to interpret the optical properties of Sin/Gem SLs, it
is necessary to consider separately the tetragonal and orthorhombic structures. In
fact, as mentioned before, if both n and m are even (orthorhombic symmetry) the
projections of the Si–Ge bonds on the growth plane are aligned. As a consequence
in-plane optical anisotropy in orthorhombic SLs can be evidenced for different TE
polarizations. Indeed, as shown in Table 4.2, we obtain different optical matrix
elements when the TE polarization vector ê is oriented perpendicular to the Si–Ge
bonds (x̂ direction) or along them ( ŷ direction). On the other hand, in the case
of tetragonal SLs, the x̂ and ŷ components of the optical matrix element are equal
because the Si–Ge bonds projections occur along both directions. The above results
are also confirmed if we rotate the TE electric field by ±45 degrees with respect to the
previous cases. In fact for both kind of symmetries the new directions are equivalent
and accordingly we obtain equal optical matrix elements (not shown in Table 4.2).
In Table 4.2 we have indicated the dominant symmetry character of the V1 andV2
states. In the ss systems V1 (V2) has mainly HH (LH) character due to the presence
of compressive strain in the Ge layers. On the other hand, hole reversal (LH on
top) is obtained for the Si3/Ge7 SL grown on Ge. Finally, the topmost valence state
in the Si2/Ge14 SL results from strong mixing of the HH and LH bulk states. The
different behavior of the two latter SLs is to be attributed entirely to their geometrical
differences since they have the same band edge profile. The HH or LH symmetry
of the valence states accounts for the vanishing matrix optical elements along the z
axis reported in Table 4.2 and it is of help to interpret the relative strengths between
parallel and orthogonal polarizations. The magnitude of the SL squared matrix
elements given in Table 4.2 are one or two orders of magnitude smaller with respect
to the direct transition in bulk Ge. The most robust OS for the V1 → cΓ1 transition is
obtained for the Si2/Ge14 SL with polarization vector in the growth plane. Robust
OS is found also for the Si3/Ge7 system with polarization vector along the growth
axis, since in this case the topmost valence state has LH symmetry.
Low temperaturematerial gain spectra g(ħω) evaluated for an injection level nin j
equal to 7 ⋅ 1018 cm−3 in the TE mode with polarization vector along the ŷ direction,
and in the TM mode, are reported in Fig. 4.22a and Fig. 4.22b, respectively. The
calculation of the gain spectra has been done as discussed in Sec. 2.2.2, according
to the expressions (2.12), (2.13) and (2.14). For comparison, in Fig. 4.22 we also
report g(ħω) for bulk Ge, calculated at the same injection level and with the same
transition broadening parameter. In this case the indirect L and ∆ valleys of the
conduction band have been intentionally neglected. Since the band structure of Ge
in a neighborhood of the Γ point is similar to that of III-V compounds, the gain
calculated for this “direct-gap” Ge system is comparable to that of a typical III-V
direct bulk semiconductor. The magnitudes of the gain peaks in the studied SL
systems are typically about one order of magnitude smaller than the value obtained
for the the “direct-gap” Ge system. The largest gain value is found for the Si2/Ge14
SL in the TE polarization, and the positive portion of its gain spectrum consists of
a single narrow peak with full width at half maximum of about 40meV. For this
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Figure 4.22 – Material gain spectra, g(ħω), of the investigated SL systems for the TE
(panel (a)) and TM (panel (b)) mode, calculated for n in j = 7 ⋅ 1018 cm−3. In TE mode the
polarization vector is set along the ŷ direction (see text). For comparison, the gain spectra
(scaled by a factor of ten) of an artificial (see text) Ge crystal with direct fundamental gap is
also shown. For the latter system the two distinguishable features are related to the HH-LH
energy separation of the active transitions with non vanishing k vector.
system, in the TEmode we estimate a peak intensity of about 780 cm−1, which is only
a factor of 6 weaker than the Ge reference value. Robust gain is predicted also for TM
polarization, due to the mixing of bulk HH and LH states in the almost degenerate
V1 and V2 levels of the Si2/Ge14 SL (at this injection level, hole population extends in
both the two topmost valence bands, their energy difference at Γ being 10meV only).
We stress that both in the TE and TMmodes, the gain maximum is at about 780meV,
i.e. only 13meV below the bottom of the erbium-window telecommunication band
which is located at 793meV (at this energy the TE gain is reduced to 533 cm−1). Less
pronounced but positive gain values are estimated also for the ss-Si3/Ge4 SL in the
TE mode (205 cm−1) and for the Si3/Ge7 SL grown on Ge buffer in the TM mode
(322 cm−1). The widths of the features shown in Fig. 4.22 are much narrower in
SLs than in the “direct gap” Ge bulk system (note however that the inclusion of
broadening effects associated to disorder in the SL could lead to the opposite result).
We attribute this fact to the very different dispersions near the Γ point of the bottom
conduction band in the SLs and in the bulk Ge system. In fact, in the investigated
SLs there is negligible dispersion of the lowest conduction band along the growth
direction (see e.g. Fig. 4.20); moreover along the in-plane directions the dispersion is
governed by the transverse mass of the folded ∆⊥ electrons, which is about 10 times
larger than the isotropic mass of the Γ electrons in Ge. For this reason the energy
dispersion of the active transitions (positive gain contributions) are narrower in the
SLs than in the considered Ge bulk system.
Gain spectra of the orthorhombic SL systems for TE incident radiation depend
on the direction of the in-plane polarization vector, due to the optical anisotropy
discussed above. This effect is demonstrated in Fig. 4.23 where the calculated TE
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Figure 4.23 – Material gain
spectra g(ħω) of the or-
thorhombic Si2/Ge14 (top
panel (a)) and Si6/Ge4 (bottom
panel (b)) SLs in the TE mode
for n in j = 7 ⋅ 1018 cm−3, eval-
uated for different directions
of the polarization vector ê
in the growth plane. Dashed
(dotted) curve refers to ê
parallel (perpendicular) to the
direction of the Si–Ge bonds
projected on the growth plane.
The solid curve is obtained
with ê lying in the growth plane
at 45 degrees with respect to















   
   
   
   
   
   
   
   
   
   
















gain spectra of the orthorhombic Si2/Ge14 (top panel) and ss-Si6/Ge4 (bottom panel)
SLs are shown for different directions of the in-plane polarization vector. We obtain
larger gains when ê is along the projection of the Si–Ge bonds on the growth plane. It
is for this in-plane direction of the oscillating field that the contribution to the optical
matrix element arising from the mixed bonds is maximized. For the ss-Si6/Ge4 SL,
the ratio between the maximum gain values obtained for ê parallel and orthogonal
to the projection of the Si–Ge bonds on the growth plane is about 1.2 (see Fig. 4.23b).
This value well agrees with the ratio of the corresponding square matrix elements for
the V1 → cΓ1 transition at the Γ point reported in Table 4.2. In fact, for the considered
injection value (nin j = 7 ⋅ 1018 cm−3), the V2 band edge is below the Fermi level and
thus it plays no role. This is not true for the case of the Si2/Ge14 SL since the hole
population extends also into the V2 band whose edge is only 10meV below the V1
one.
Eventually, we address the dependence of the gain on the injected carrier density.
Gain spectra for injection values nin j in the range 0.7 ⋅ 1018–7 ⋅ 1018 cm−3 have been
evaluated. In this regime, for all the investigated SLs the shape of the positive portion
of g(ħω) remains qualitatively stable, as reported in Fig. 4.24 where the gain of the
Si2/Ge14 and Si3/Ge7 SLs for TE and TM polarizations are shown as examples. The
peak value increases with nin j and its dependence from the injection level in the
TE and TM modes is summarized in Fig. 4.25. Within the free carrier model of
Eq. (2.12), we do not observe gain saturation in the investigated range of injection
levels. In the TE mode, the Si2/Ge14 on Ge and the ss-Si3/Ge4 SLs reach the largest
peak gain values, at about 800 and 200 cm−1, respectively (see Fig. 4.25a). In the
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Si2/Ge14 SL Si3/Ge7 SL
TE
TM
Figure 4.24 – Material gain spectra
g(ħω) for the Si2/Ge14 (left plots)
and the Si3/Ge7 (right plots) SLs,
evaluated for injection levels n in j =
0.7, 1, 3, 5, and 7 ⋅ 1018 cm−3. Top and
bottom panels refer to the TE and
the TM mode, respectively. In the
TE mode the polarization vector is
along the ŷ direction (see text). In
each Figure the gain peak increases
as n in j increases.

































































Figure 4.25 – Maximum value
of the TE (panel (a)) and TM
(panel (b)) material gain spec-
trum as a function of the in-
jected carrier density for the in-
vestigated SLs. In TE mode the
polarization vector is along the
ŷ direction (see text). The gain
of the Si2/Ge14 and Si3/Ge7 sys-
tems in the TMmode are scaled
by 0.1. Note that the vertical
scales of panels (a) and (b) are
different.
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TMmode, the largest values are observed for the Si2/Ge14 (∼500 cm
−1) and for the
ss-Si3/Ge7 (∼300 cm
−1) systems. Note that different functional dependencies of the
peak gain on nin j are obtained. Their interpretation is not immediate since a number
of different factors are at work: among them the strong non-parabolicity of the bands,
the V1-V2 energy separation, the HH-LHmixing and the k-dependence of the optical
matrix elements. For instance we find a sublinear dependence behavior of the gain
maximum in the TE mode (Fig. 4.25a), which is typical of quantum wells systems
with direct gaps [64]. On the other hand, the ss-Si3/Ge4, ss-Si6/Ge4, and ss-Si5/Ge5
systems in the TMmode display a superlinear behavior of the peak values as function
of nin j (see Fig. 4.25b). Since in the latter SLs the dominant character of the topmost
valence level V1 is HH, we attribute this superlinear behavior to the fact that the
region in k space where population inversion is achieved increases with nin j, and on
the same foot also the involved TM optical matrix elements becomes larger, due to
the HH-LH mixing in the V1 states with k ≠ 0.
In conclusion, we have provided a comparative investigation of some selected
SiGe SLs which were indicated in the literature as possible direct gap materials.
Their electronic band structure, optical matrix elements and material gain have been
evaluated by means of a sp3d5s∗ tight-binding model. The role of buffer substrates,
strain, band folding, charge injection level, SL symmetry due to the number of Si and
Ge monolayers in the fundamental cell, has been analyzed in order to investigate the
SL gain. Out of the studied samples we have obtained that the Si2Ge14 superlattice on
[001] Ge buffer presents material gain which is only a factor 6 weaker than the gain
of a typical direct gap material. Therefore these results indicate that well designed
SiGe based SLs could be considered as suitable structures for light amplification in
the infrared region, and call for further experimental investigations.
4.8 Conclusion of the Chapter
In conclusion, in this Chapter we have discussed critically different viable paths that
could allow the realization of optically-active systems based on Si and Ge.
We have first shown the role of the strain in determining the relative position of
the band edges in Ge bulk systems and Ge/SiGe heterostructures. We have shown
that for large enough tensile strains, a direct-gap is obtained. In particular, we have
calculated the gain spectra for strained Ge/SiGe MQWs, showing that this kind of
system can provide very large gain coefficients. This large strain regime has however
the disadvantage of shifting the direct-gap transition to about 500–600meV, a region
of the electromagnetic spectrum that is not interesting for long-range telecommu-
nications. To circumvent this problem, we have discussed an approach recently
presented in the literature, that adopts a modest tensile strain (shifting the transition
energy within the C-band) and a large n-doping in order to fill the L valley and have
some thermally-excited electrons in the Γ band. We have critically discussed whether
this approach is suitable also in Ge/SiGe MQW systems, and how the physics behind
this Γ population inversion mechanism can be investigated by means of electrolumi-
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nescence and photoluminescence experiments. We have then presented a software
that we are developing that calculates the photoluminescence spectra of Ge-based
systems. This software can be used to interpret the experimental results and to pre-
dict and optimize the relevant parameters that can lead to light amplification in Ge.
Subsequently, we have critically investigated the possible exploitation of thermal
annealing procedures on Ge/SiGe MQW samples in order to increase the tensile
strain and consequently redshift the lowest direct-gap transition within the C-band.
We have shown how the competing interdiffusion mechanism produces however
a net blueshift of the transition, and we have proposed a way to circumvent this
problem. Finally, we have analyzed short-period superlattices as a different class
of Si-based systems that can display a direct gap. We have discussed in detail the
different physics that is at the origin of the direct gap. The gain spectra for different
superlattices have been evaluated and we have identified five possible direct-gap
candidates with positive gain coefficient.
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4.A Appendix: Folding of the Brillouin zone and symme-
tries of SLs
We address in this Appendix the symmetry properties of Sin/Gem superlattices, their
primitive cell in real space and the corresponding Brillouin zone in k−space. In the
following, we denote with z the growth direction [001], with n the number of atomic
monolayers of Si and with m the number of atomic monolayers of Ge.
We start from the description of the symmetry properties of these lattices. Not
all superlattices belong to the same symmetry group. The most important difference
is if there exists a fourfold rotation symmetry around the z axis, i.e. if the x and y
directions are equivalent. In this case, the symmetry is called tetragonal. If instead
this symmetry is not present, the symmetry is called orthorhombic. As we discuss
below, the latter symmetry occurs only if both n and m are even. In this case, in fact,
all mixed Si–Ge bonds are along the same direction, which is then different from
the one rotated by π/2. In the case where at least one between n and m is odd, there
exists instead a symmetry operation which leaves the system unchanged, consisting
of a translation along z plus a rotation of π/2 around z, and thus the symmetry
becomes tetragonal. This can be better understood in Fig. 1.2, where the zincblende
lattice together with first-neighbor bonds is shown: moving from one monolayer to
the next one, the direction of the bonds between neighboring planes rotates of 90
degrees around z, so that an even number of Si and Ge monolayers (i.e., both n and
m even) implies that the mixed Si–Ge bonds are always along the same direction.
Let us discuss independently all possible cases.
n and m even In this case, the cell is orthorhombic and the x and y directions are
not equivalent. The effect on the band structure is shown for instance in
Fig. 4.21 for a Si2Ge14 SL: the bands are different along two directions rotated
of 90 degrees with respect to each other. Note that, in that Figure, the X and Y
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i.e. rotated of 45 degrees around z. In fact, in the case of n and m even, in
the symmetry group there is also a glide symmetry whose glide vector1 is
on the xy plane, at 45 degrees with respect to the axes, i.e. along one of the
directions defined by the X and Y points of Eq. (4.3). That direction has higher
symmetry and in particular there is a double degeneracy at the symmetry
point X or Y that is located along the direction defined by the glide vector.
Note that the glide plane is a plane orthogonal to z at the center of a Si or Ge
region (and since n and m are even, this plane does not contain any atom),
1
A glide symmetry is the composition of the reflection about a plane followed by a translation
v/2 parallel to that plane. The glide vector v is twice the above-mentioned translation vector (in fact,
applying twice the glide symmetry, we obtain a translation by the glide vector v).
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and the direction of the glide vector (towards the high symmetry point X or
Y) depends on how we build the superlattice cell.
Moreover, we must consider the case (n +m)/2 even or odd. The final result
is that, if (n +m)/2 is even, the unit cell is simple and the space group is D5
2h,
while if (n +m)/2 is odd, the unit cell is body-centered and the space group
is D28
2h [170].
n and m odd Different is the case of n and m odd. In this case the symmetry is
indeed tetragonal: we can in fact reflect the system about a plane at the center
of a Si or Ge region (and since both n and m are odd, this plane contains Si or
Ge atoms), and then rotate by 90 degrees around z. This is a symmetry of the
superlattice and thus a fourfold rotational symmetry around z exists.
Also in this case we must consider if (n +m)/2 is even or odd. The type of
unit cell (simple of body-centered) is the same of the previous case, but the
symmetry groups change (since here the group is tetragonal and not simply
orthorhombic). If (n+m)/2 is even, the unit cell is simple and the space group
is D5
2d , while if (n +m)/2 is odd, the unit cell is body-centered and the space
group is D9
2d [170].
n even and m odd or viceversa (i.e., (n + m) odd). In this case, the unit cell has
not a periodicity of n +m but of 2(n +m): in fact, both the first and the last
plane contain atoms of the same kind (“anions” or “cations”) or, from another
point of view, the atomic bonds between the last plane and the first one would
not be correctly oriented along the vertices of a tetrahedron.
Doubling the cell, we recover a case similar to the one previously discussed
with both n and m odd. The cell is thus always body-centered and tetragonal
(the fourfold symmetry is given by a translation of (n +m)monolayers in the
z direction followed by a rotation of 90 degrees around z). The space group is
D4h (it is different from the previous case since we have now a lower number
of symmetry operations) [170].
Note that the case n = m = 1 is special since it has more symmetries than all
other cases and thus should be studied by itself. We do not address this special case
here.
Brillouin zones
Even if the unit cell is orthorhombic (i.e. the x and y directions are not equivalent),
from a purely geometrical point of view the Brillouin zone is always tetragonal, since
we are considering a biaxial strain with same strain components on the xy plane. If
we want to discuss only the shape of the Brillouin zone and the coordinates of its
corners, we do not need to distinguish between the orthorhombic and the tetragonal
cases. However, if we are concerned not only with the geometry of the lattice or of
the Brillouin zone, but also with the the energy associated to a given k point (or
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with other similar properties of the crystal) we have to remember that the x and y
directions are not equivalent, if both n and m are even.
We consider here only the case n + m even: as we discussed in the previous
section, if n +m is odd the unit cell has actually to be doubled, and thus 2(n +m) is
even and we can apply the same considerations that we make in the following.
In the following, we define as “layer” a couple of anion and cation planes; the
number of layers within the supercell of a Sin/Gem SL is then given by (n +m)/2.
As we already mentioned before, we have two different possibilities, which gen-
erate different Brillouin zones, depending on the parity of (n +m)/2. We consider
the two cases independently, after a short discussion of the standard FCC lattice.
Standard FCC lattice
Let us first consider the Brillouin zone of a FCC Bravais lattice. The real-space FCC
lattice together with its primitive cell is shown in Fig. 1.1. This cell is the smallest
possible and contains only one atom in the primitive cell (the one at the origin, for
instance).
The lattice translation vectors τi , i = 1, 2, 3 are given in the caption of Fig. 1.1.
We want now to find the reciprocal-space translation vectors, i.e. the vectors Gi ,
i = 1, 2, 3 that satisfy
τi ⋅G j = 2πδi j .
The simplest way to find them is to write the τi vectors in units of a in the
columns of a 3 × 3 matrix and to invert it; the columns of the inverted matrix are the



































G1 = 2πa (1, 1,−1)
G2 = 2πa (1,−1, 1)
G3 = 2πa (−1, 1, 1)
. (4.4)
These three vectors describe a BCC lattice, whose Brillouin zone (defined as the
portion of space that is the nearest to a given lattice point than to any other) is shown
in Fig. 1.3. Note that the boundaries of the BZ belong to planes that lie in the middle
between two (reciprocal space) lattice points (this will be used later to calculate the
coordinates of the vertices of the Brillouin zone).
Superlattices with (n+m)/2 even
In this case, we can obtain an “optimal” real-space unit cell (in the sense that it
contains only (n + m)/2 layers in the supercell) using a tetragonal unit cell with




τ2 = ( 12 ,−
1
2
, 0)a on the xy plane. An example for the case (n +m)/2 = 2 is shown
in Fig. 4.26. Since the real-space cell is a parallelepiped, also the reciprocal-space cell
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τ3 Figure 4.26 – Real-space unit cell for the par-
ticular case (n + m)/2 = 2 (even). The points
indicate the layers of the structure. The coordi-















τ3 = (0, 0, 1) a.








Figure 4.27 –The Brillouin zone for
a superlattice with 1
2
(n + m) = 2
(even) is shown in red. The Brillouin
zone is a parallelepiped. The coordi-
























Note that these names are different
from those used in Sec. 4.7.
is a parallelepiped, that can be obtained folding the BZ of the FCC lattice as shown


































G1 = 2πa (1, 1, 0)
G2 = 2πa (1,−1, 0)




Superlattices with (n+m)/2 odd
In this case, we can obtain an “optimal” real-space unit cell (in the sense that it
contains only (n +m)/2 atoms in the cell) using a face-centered unit cell similar to
the case of a FCC lattice, but “stretched” along z, as shown for example for the case
(n +m)/2 = 3 in Fig. 4.28. In this case, since the real-space cell is face-centered, the
reciprocal-space cell is body-centered, as shown in Fig. 4.29. Using the same method
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Figure 4.28 – Real-space unit cell for the par-
ticular case (n + m)/2 = 3 (odd). The points
indicate the layers of the structure. The coordi-





















































G1 = 2πa (1, 1,−
2
n+m)
G2 = 2πa (1,−1,
2
n+m)





In the limit n+m
2
→∞, both cases converge to the same BZ, i.e. a square in the kxky
plane. In this limit, it is difficult to distinguish between the two cases (n+m)/2 even
or odd.
The coordinates of the edges of the BZ reported in Figs. 1.3, 4.27 and 4.29 have
been calculated as already said considering the intersections of the planes lying in
the middle between two reciprocal lattice points. Calling b a reciprocal-space lattice
vector, the plane orthogonal to b that goes through b/2 has equation




Using this expression and knowing the coordinates of the reciprocal lattice vectors
obtained previously, one can easily obtain the coordinates of the corners of the BZ
also for the general cases.
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Figure 4.29 –The Brillouin zone for a superlattice with 1
2
(n +m) = 3 (odd) is shown in red.
The reciprocal lattice is body-centered and the Brillouin zone is a truncated octahedron (same
topology of the usual Brillouin zone of a FCC direct lattice, but distorted). The coordinates




(1, 0, 0), Y =
2π
a















































kz Figure 4.30 – Brillouin zone for a
superlattice with 1
2
(n + m) = 3 to-
gether with reciprocal lattice trans-
lation vectors. The coordinates of
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As an example, let us compute the coordinates of the points P, Q, R and T in the
case (n +m)/2 odd (see Figs. 4.29 and 4.30 for the case (n +m)/2 = 3).






















which are linear combinations of theGi reciprocal lattice translation vectors obtained
in Eq. (4.5).
In Eq. (4.6), for simplicity, we define both bi and the coordinates of a given
k−space point (kx , ky , kz) in units of 2π/a (the equation remains the same). For all




(n +m)2 + 2
(n +m)2
.
For the point Q, for instance, (see also Fig. 4.30) we study the intersection of the




kx + ky − 2n+m kz =
(n+m)2+2
(n+m)2




Summing and subtracting the two equations, we get kz = 0 and kx+ky =
(n+m)2+2
(n+m)2 .
Since, moreover, we know that all the points P, Q, T, X have kx = 1 (it is the plane










































In this Appendix, I briefly summarize other topics that I have addressed during my
Ph.D., using methodologies similar to those discussed in the main part of theThesis,
or which also focus on SiGe systems, but that are not strictly related to the main
topic concerning multilayer structures.
In particular, in Sec. A.1 the electronic states of SiGe rolled-up nanotubes are
discussed, focusing in particular on the valley splitting at Γ and on the degeneracy
lifting of the different valleys. The results of this work partially originate from a visit-
ing period at the IFW Leibniz Institute in Dresden, directed by Prof. O. G. Schmidt.
In Sec. A.2, visible-light emission from porous silicon is addressed, with a numerical
study of the oscillator strength of the lowest-energy transition, and of the influ-
ence of porosity on the emission energy. Finally, in Sec. A.3 the effects of a vertical
magnetic field on intersubband polaritons in MQW structures is discussed, with
particular attention to systems composed of materials which display a large band
non-parabolicity; this work has been done during an internship at the École Normale
Supérieure in Paris, under the supervision of Prof. G. Bastard and Prof. R. Ferreira.
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A.1 SiGe rolled-up nanotubes
In the last years, significant research efforts have been oriented towards the exploita-
tion of curvature effects to tailor the mechanical, electronic, transport and optical
properties of different classes of nanostructures, as carbon nanotubes [196, 197],
nanocorrugated thin films [198–203], and rolled-up nanotubes [204–208]. In par-
ticular rolled-up nanotubes, originating from the self-scrolling of a differentially
stressed film when released from a substrate, have recently proven to be particularly
promising for the design of new functional devices [207–214].
We briefly summarize in this Section the results presented in Ref. [215], where
we have studied the electronic structure of Si/Ge rolled-up nanotubes in the whole
conduction band, comparing it with the one of corresponding planar slab structures.
As discussed in Ref. [215], the main features of the lowest conduction bands originate
from the bulk band structure in terms of folding, strain and confinement effects. On
this basis, the lifting of the degeneracy of the ∆ valleys along the different directions in
k-space has been explained. We have shown that the valley splitting (VS) interaction
of the lowest conduction states is influenced by the curvature. This VS effect is due to
the interface or the confining potential, that produce a coupling between states which
are degenerate in the bulk. The study of the VS has a long-lasting story since the first
measurements in Si inversion layers [216], followed by studies in quantum well and
superlattice structures [195, 217–222] and, more recently, in other low-dimensional
structures, as for instance quantum dots [223].
In Fig. A.1a a sketch of a typical SiNSi /GeNGe rolled-up tube is reported. By
choosing the unit cell of Fig. A.1b, we are assuming perfect periodic conditions not
only for translations of integer multiples of az along the z axis, but also for rotations
of integer multiples of θ0 = 2π/Nθ around the z axis (Nθ gives the number of cells
along θ). To clarify how this structure is obtained, we show in Fig. A.1c the bulk unit
cell of a Si or Ge crystal, from which the cell of Fig. A.1b can be obtained. The atomic
positions are calculated minimizing the total elastic energy of the system exploiting
the linear continuum elasticity theory (CET) for the curved geometry [224, 225],
taking the relevant parameters (elastic constants and lattice constants) from Ref. [22].
Fig. A.2a shows the BZ of the (minimal) diamond-lattice primitive cell and its
folding when we instead consider the conventional cell of Fig. A.1c. In the case of
a planar slab with finite thickness in the x direction (i.e., an “unrolled” tube), the
corresponding BZ then further folds into the yz plane, reducing to the dark rectangle
of Fig. A.2b. Similar considerations also apply for the tube geometry, and the BZ
in the (kθ , kz) space is again the rectangle sketched in Fig. A.2b. To illustrate the
folding of the ∆ states in the case of a finite slab or a tube with periodicity along
y ≡ θ and along z we show in Fig. A.2c the corresponding ellipsoids of constant
energy. It is then apparent that the four ∆θ and ∆z minima remain unfolded, while
the two conjugated ∆ρ valleys fold at Γ. Due to the different confinement masses
and strains along the z and θ direction, we expect for the lowest CB of the tube a
structure similar to that schematically shown in Fig. A.2d; note the VS doublet at Γ
due to the interaction of the two ∆ρ valleys (for a more detailed description we refer
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Figure A.1 – (a): Sketch of a rolled-up Si–Ge tube; R1 is the radius of the first shell of Si atoms.
(b): Chosen unit cell for the tube with two atoms on each plane (yellow balls) evidencing
the discrete rotational symmetry around the z axis. Each red ball represents an atom that
can be reached from the appropriate yellow ball on the same shell by means of discrete
translations along (or discrete rotations around) z. (c): Conventional unit cell for a bulk
diamond lattice (black cube) with eight atoms (yellow balls), from which the curved tube cell
(panel b) originates. The green shaded region represents the primitive cell of the diamond
lattice, containing only two atoms. Planes defined by couples of first-neighbor bonds are
shaded in pink.
to Ref. [215]).
The quantitative evaluation of the tube band structure and of the valley splitting
effect was performed by means of a TB model with sp3d5s∗ orbital basis set and first
neighbors interactions, appropriately adapted to describe the discrete cylindrical
symmetry. For the hopping and self energies in Si and Ge we adopted the TB
parametrization of Niquet et al. [32]. For the dangling bonds at the innermost
and outermost layers, which are passivated with hydrogen atoms, we used the TB
parameters provided by Zheng et al. [226].
As an exemplificative case of the electronic band structure, in Fig. A.3 we show
the conduction band structure of a tube with NSi = 16 and NGe = 9, together with the
band structure of a planar Si16/Ge9 slab, obtained in the limit R1 →∞. In both band
structures, near-gap states are related to the three kinds of ∆ valleys as schematized
in Fig. A.2d.
Focusing then on the valley splitting (VS) of the lowest doublet at Γ, we report
in panels a,b,c of Fig. A.4 the squared moduli of the wavefunctions calculated at the
Γ point, as a function of the radial coordinate, for three tubes with NSi = 40 and
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Figure A.2 – (a): Brillouin zone (black lines) of the bulk diamond primitive cell. The shaded
cube with vertices at the L points is the BZ corresponding to the conventional unit cell of
Fig. A.1c. (b): Folding of the bulk BZ onto the two-dimensional BZ (dark orange rectangle)
for the planar slab, or equivalently for the tube structure. (c): Ellipsoids of constant energy
around the six ∆ minima of the bulk Si (or Ge) crystal structure. The two conjugated ∆ρ
minima (red) fold into the Γ point of the 2D BZ of the tube. (d): Schematic of the CB
electronic structure of a Si–Ge tube, adopting the same colors of panel c. The two conjugated
∆ρ valleys fold into Γ and their degeneracy is resolved due to the VS interaction. The two
conjugated ∆θ valleys remain unfolded and do not interact; the same holds for the ∆z valleys.
Figure A.3 – Conduction band structure of a Si16/Ge9 tube (black solid lines) along the
Θ − Γ−Z path. The internal radius of this tube is R1 = 49.1 nm. The band structure of a
Si16/Ge9 planar slab (R1 →∞) grown on a Si buffer is also reported with red dashed lines.
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Figure A.4 – (a), (b), (c): squared moduli of the wavefunctions, calculated at the Γ point, for
tubes with NSi = 40, and internal radius R1 = Rmin, R1 = 2Rmin, and R1 = 3Rmin respectively.
The corresponding values for NGe are: 22, 85, 123. The triangular band profiles for the ∆ρ
valleys are also shown. The white central area represents the Si region; the left (inner side) is
made of the H passivation layer; the Ge region in on the right side. (d): VS of the ground-
state doublet at Γ as a function of NSi. The value of NGe is chosen in order to obtain the
minimum internal radius of the tube R1 = Rmin (black dots), or R1 = 2Rmin (red triangles),
or R1 = 3Rmin (blue squares). The lines, connecting points with even or odd NSi, are only a
guide to the eye. The vertical orange line indicates the value of NSi for which panels a,b,c are
calculated. (e): VS of the ground-state doublet at Γ as a function of the tube internal radius
R1, for three different values of NSi. Each curve starts from the minimum attainable value
for R1. The black dots labeled A, B, C refer to the systems of panels a, b, c respectively.
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different curvatures. Since the wavefunctions corresponding to the ground-state
doublet are confined mainly in the Si region, it is interesting to plot the VS of the
ground state doublet at Γ as a function of NSi, for the minimum radius R1 = Rmin
that can be obtained by varying NGe (black squares in Fig. A.4d). For comparison in
Fig. A.4d we also show the VS data calculated for twice and three times of this radius
(red and blue data points, respectively). From Fig. A.4d we deduce that damping of
the VS oscillations can also be obtained for fixed value NSi but decreasing R1 (vertical
orange line in Fig. A.4d). Therefore, in Fig. A.4e we plot the VS as a function of the
internal radius R1, for three fixed values of NSi. A detailed discussion of the behavior
of the VS oscillations can be found in [215].
In conclusion, for the first timewe have theoretically and numerically investigated
the electronic band structure of Si/Ge rolled-up nanotubes, presenting themultivalley
structure of the conduction band and the intervalley splitting of the tube levels at
its bottom. Our results show that the ∆ band-edge states are inequivalent. This
degeneracy removal has been interpreted in terms of the confinement effects and of
the action on the electronic spectrum of the non-biaxial strain fields induced by the
tube curvature. We have thus shown that the curvature of the tube can be exploited




The breakthrough of the discovery of room-temperature visible-light emission from
porous silicon by Canham [227] has contributed to revive the interest in silicon for
optoelectronic applications. Efforts have been focused in fabricating also other silicon
nanostructures so to tailor their optical properties bymeans of quantum confinement
(QC) effects. Among them we cite Si/SiO2 superlattices [228], hydrogen-passivated
silicon nanocrystals [229], and silicon nanowires [230]. Theoretical simulations
show that whenever the charge carriers in these structures are confined in a region of
1–4nm, at least in one direction, the obtained gap is located within the visible-light
energy spectrum.
In order to understand the physics at the basis of this effect, and the role of
the confinement effect in porous silicon, we have studied [231, 232] the emission
energy and the oscillator strength of porous silicon with different porosity. Porous
silicon is modeled by removing cylindrical holes from a bulk silicon crystal, as shown
in Fig. A.5. Note that, for very large porosities, the system is in fact composed of
individual nanowires (Fig. A.5f–h). The porosity p is defined as the fraction of void
within the porous silicon and it can easily be determined in experiments by weight
measurement. Usually, the porosity of fabricated porous silicon may range from
4% for macroporous layers (where the pore size is larger than 50nm), up to 95%
for microporous layers (where the pore size is smaller than 2nm). Theoretically, we
Figure A.5 – Silicon supercell of size 4×4×1 unit cells with various porosities p: (a) p = 0
(bulk Si); (b) p = 0.78%; (c) p = 7%; (d) p = 20%; (e) p = 38%; and (f) p = 62%. Cases (f)–(h)
are equivalent and emphasize that, for large porosities, the system is in fact composed of
Si nanowires. In particular, panel (h) shows four supercells to demonstrate the separation




Figure A.6 – Band structures along the Γ−X high-symmetry line of a fixed-size porous
silicon sample of 2×2×1 unit cells but with different porosities: (a) p = 0 (bulk Si); (b) p = 3%;
(c) p = 28%; (d) p = 72% (Si nanowire). The valence band edge of bulk Si is taken as energy
reference. Confinement energies are also shown.






where NSi is the number of silicon atoms in the porous silicon sample and NbulkSi is
the number of silicon atoms supposed to be in a bulk silicon crystal with the same
volume.
The band structures of systems with different size and porosity have been cal-
culated, using a second-neighbor sp3 tight-binding method including spin-orbit
interaction, with the parametrization of Ref. [233]. An example of the band structures
is reported in Fig. A.6.
We subsequently performed a critical study of the functional dependence of the
bandgap energy as a function of porosity and interpore distance. The result is that the
main parameter that controls the bandgap energy, and hence the emission frequency,
is given by the interpore distance. This is due to confinement effects of the electrons
and holes in the space between the pores, where the Si atoms are located. The fact
that the emission frequency is controlled by confinement effects has been verified
studying the power-law dependence of the bandgap energy vs. the interpore distance




where Eg is the gap energy, d is the interpore distance defined in Fig. A.5, and A, B
and C are constants.
Finally, the oscillator strength of the interband transitions at Γ of different samples
of porous silicon has been evaluated with a method analogous to the one described
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A.2 Porous silicon
Figure A.7 – TB results for the oscillator strength
of the interband transitions at Γ versus the diameter
d of Si NWs in the range 5–38 Å. The results are
presented in semi-log scale to display the exponential
correlation. The dotted lines are guides to the eye.
in Sec. 2.2.1 (but generalized to the second-neighbor TB Hamiltonian); we show the




During an internship at the École Normale Supérieure in Paris (France), under the
supervision of Prof. G. Bastard and Prof. R. Ferreira I studied the effects of a vertical
magnetic field on intersubband polaritons inMQWstructures composed ofmaterials
which display a large band non-parabolicity. Since this work is not focused on Si/Ge-
based systems, here only a brief introduction to the problem is given, referring the
reader to Ref. [234] in which the results are published for all the details.
The idea of the polaritons was first proposed by Hopkins [235]. They are mixed
quasiparticles which can be observed when there is a coupling between electronic
and photonic states; they are the eigenstates of the system, which consist of a linear
superposition of photonic and electronic excitations. The coupling is quantified by
the Rabi frequency Ω0.
In particular, ISB polaritons are mixed states formed by the strong coupling of
the light within a microcavity and the intersubband transitions of electrons confined
in a semiconductor QW embedded in the cavity. Since the first experimental demon-
stration in 2003 [236] with a GaAs/AlGaAs MQW structure, intense research efforts
have been devoted to the study of ISB polaritons. With this kind of polaritons the
light–matter coupling can reach very large values [237, 238] becoming comparable
to (or even larger than) the bare frequency of the cavity and of the ISB excitations.
In this ultrastrong coupling regime, interesting quantum effects appear [239–242].
Moreover, since the coupling strength is proportional to the square root of the
number of electrons, it can be controlled by electrical gating [243, 244]. Beside the
observation of the strong coupling regime by means of reflectance spectroscopy as
in the first experiments, and of photovoltaic measurements [245], also the electrical
injection of cavity polaritons and their electroluminescence is being studied with
considerable effort [246–249]. Moreover, the coupling of the ISB transition with
a surface plasmon supported by a metal grating has been demonstrated [250]. In
the effort of reaching larger light–matter couplings toward the ultrastrong coupling
regime, other materials beside GaAs/AlGaAs have been considered, like for instance
InAs/AlSb MQWs. Also the smaller effective mass of InAs with respect to GaAs
(m∗InAs/m
∗
GaAs = 0.39) implies a stronger coupling [238].
At zero magnetic field, the polaritons can be simply and effectively described by
a two-level problem [239], where the first level is the cavity mode with energy Ecav,
and the second level is the ISB transition with energy E21 between the first (ground)
and the second (excited) subband; the coupling is quantified by the Rabi frequency
ΩR , where 2ħΩR gives the splitting of the upper and lower polariton branches at the
resonance Ecav = E21.
When a magnetic field B is applied along the QW growth axis ẑ, neither the
energies nor the strength of the ISB–cavity coupling are altered; thus, a fortiori, the
two-level description of the polariton levels remains valid, if we still focus on transi-
tions between the Landau levels belonging to different subbands. Actually, the afore-
mentioned insensitivity to a vertical magnetic field is exact only for parabolic-band
materials. It remains a very good approximation for GaAs-based heterostructures,
194
A.3 Intersubband polaritons
Figure A.8 – Polariton branches
at fixed in-plane vector k∥ ver-
sus the magnetic field B for a
InAs/AlSb MQW structure em-
bedded in a microcavity (black
solid lines). Blue dotted–dashed
line: bare cavity mode energy
Ecav . Red dashed lines: ISB tran-
sition energies ∆E j(B), plotted
only in the B range in which
the corresponding Landau levels
in the ground subband are not
empty.













since GaAs shows very little non-parabolicity. On the contrary, in narrow-gap semi-
conductors like InAs or InSb, the band non-parabolicity effects cannot be disregarded
in the calculation of the polaritonic states.
In Ref. [234], we show that for intersubband polaritons in narrow-gap semicon-
ductors, with a significant non-parabolicity, the magnetic field plays a true role of an
external control parameter that allows to tune the regime of light–matter interactions.
It becomes then possible to tune the strength of the coupling of the light with the
different non-degenerate intersubband levels. Our numerical results for a InAs/AlSb
system identify three different regimes for the polariton coupling as a function of
the intensity of the magnetic field. Just to show the final result, we report in Fig. A.8
the resulting magneto-polaritons (black lines) as a function of the magnetic field B,
for fixed in-plane wavevector.
Our work has also allowed to design an optical parametric oscillator in the
FIR spectral range. The structure is based on the existence of a mirror dispersion
scheme for the magneto-polaritons, which ideally allows fulfilling phase-matching
requirements for the pump and parametric waves.
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A. Tredicucci, H. Beere, D. Ritchie and E. Linfield, Terahertz quantum
cascade laser as local oscillator in a heterodyne receiver, Opt. Express 13, 5890
(2005).
[80] A. Lee, B. Williams, S. Kumar, Q. Hu and J. Reno, Real-time imaging using
a 4.3-THz quantum cascade laser and a 320×240 microbolometer focal-plane
array, IEEE Photon. Techn. Lett. 18, 1415 (2006).
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