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I 
Abstract 
 
Nanostructured heterogeneous catalysts play an increasingly important role in contemporary 
society. Understanding their behavior under operational conditions has been the primary focus 
of many research groups over the past decades. This thesis presents time-resolved investigations 
of the dynamics of surfaces and interfaces of cerium dioxide supported gold nanoparticles under 
a variety of atmospheric conditions, at the atomic scale which is are of great importance to 
reveal the catalytic mechanisms. High-resolution transmission electron microscopy has the 
capability to image structures with sub-Ångstöm resolution and sub-second temporal resolution. 
Combined with environmental transmission electron microscopy, atomic surface dynamics 
such as column diffusion can be observed in the presence of gases.  
The effect of the electron beam current on the surface dynamics of the sample has been 
evaluated by occupancy fluctuation of surface columns under a range of electron flux densities. 
The internal energy of the nanoparticles which most contributes to the kinetic energy of the 
diffusing atoms increases with both the electron flux density and the total time of exposure.  
The surface and interface dynamics on the scale from sub-Ångström to nanometers on a model 
system of gold on cerium dioxide have been systematically investigated. Surface atom diffusion 
is observed under most conditions and normally reversible. Under some conditions the diffusing 
atoms on the surface move in a concerted manner, suggesting there is a variety of configurations 
which can be considered as local minima in potential energies in configurational space.  
The relations between particles and substrate have been studied. Particle motion on the 
substrates are in three manners, such as rigid sliding, movement via mass transport and rigid 
rotation. Nanoparticles have two preferential crystallographic orientations with respect to the 
substrate, and they can transform between these two orientations under gas exposure. 
Chemical environments and temperature influences the dynamics of supported nanoparticles. 
Firstly, the shape of the nanoparticle changes under exposure to different gases, and the surfaces 
are more active in oxygen than in hydrogen. Secondly, thermally activated layer appearance-
disappearance fluctuations have been observed in different gases. In hydrogen and carbon 
monoxide the (100) facet fluctuates, while in oxygen the fluctuation is mainly on the (111) facet.  
In the last part of the thesis, the reversibility and local strain field variation of the twinning-
detwinning processes suggest twins play an important role in the catalytic reaction. 
II 
Resumé 
 
Nanostrukturerede heterogene katalysatorer spiller en stadigt større rolle I vores samfund. 
Gennem de seneste årtier har mange international forskningsgrupper haft det som mål at opnå 
en dybere forståelse af deres opførsel under reaktive betingelser. I denne afhandling vises 
tidsopløste undersøgelser på atomar skala af nanopartiklers overfladedynamik samt 
dynamikken i grænselaget mellem nanopartikel og bærermateriale for guld på ceriumdioxid 
under varierende omgivelser som er af stor vigtighed for at bestemme katalytiske mekanismer. 
Med højt-opløst transmissionselektronmikroskopi kan man undersøge materialer med sub-
Ångström og sub-sekund opløsning. Når teknikken kombineres med muligheden for at have 
gasser omkring prøven (environmental tranmission electron microscopy, ETEM) kan atomar 
dynamik så som kolonnediffusion observeres under gaseksponering. 
Elektronstrålens effekt på prøven er blevet evalueret ved at undersøge befolkningen af 
overfladekolonner under forskellige belysningstætheder. Den interne energi af nanopartiklerne 
som er hovedbidraget til de diffunderende kolonners kinetiske energi stiger både med elektron 
tæthed og eksponeringstid. 
Dynamikken af overflader og grænseflader i en guld/ceriumdioxid prøve er systematisk 
undersøgt på en skala fra sub-Ångstöm til nanometer. Reversibel overfladediffusion blev 
observeret under de fleste betingelser. Under visse betingelser diffunderede flere kolonner 
samlet hvilket antyder at der er et antal konfigurationer som kan antages at minimere den 
potentielle energi. 
Forholdet mellem nanopartikler og bærermateriale er blevet undersøgt. Partikelbevægelser er 
blevet inddelt i tre kategorier kaldet rigid sliding, movement via mass transport og rigid rotation. 
Nanopartikler har to foretrukkende krystallografiske orienteringer i forhold til bærermaterialet 
og kan transformere mellem disse under gaseksponering. 
De kemiske omgivelser og temperaturen influerer dynamikken af nanopartikler. Først og 
fremmest ændrer formen af partiklerne sig som funktion af den omgivende gas, desuden er 
overfladerne mere dynamiske i oxygen end under hydrogen. Dernæst blev det observeret at hele 
atomare lag fluktuerede i forskellige gasser. I hydrogen og carbon monoxid var det 
hovedsageligt på (100) facettermens det var på (111) facetter i oxygenatmosfære. 
I den sidste del af afhandlingen undersøges reversibel variation af strain-fields og fluktuationer 
af krystaltvillingeplan. Dette antyder at krystaltvillingerplaner spiller en betydelig rolle for 
katalytiske reaktioner. 
III 
Preface 
This thesis is submitted in the candidacy of the PhD degree from the Technical University of 
Denmark (DTU). The work was carried out at the Center for Electron Nanoscopy (CEN) from 
November 2014 to November 2017. The thesis is part of the project Dyncat under the co-
supervision of Senior Researcher Thomas Willum Hansen (DTU-Danchip/Cen), Professor 
Jakob Birkedal Wagner (DTU-Danchip/Cen) and Professor Jakob Schøtz (DTU-Physics). 
Based on this work, several scientific papers are in preparation: 
Liu, P., Madsen, J., Wagner, J. B., Hansen, T. W. & Schiøz, J. Surface atom diffusion on Au 
nanoparticles by time-resolved HRTEM. In preparation. The content comes from chapter 
3 and section 4.1.2 of the thesis. 
Liu, P., Madsen, J., Wagner, J. B., Hansen, T. W. & Schiøz, J. Rigid-body motion of supported 
Au nanoparticles at atomic scale. In preparation. The content comes from section 4.3 of 
the thesis. 
Liu, P., Madsen, J., Wagner, J. B., Hansen, T. W. & Schiøz, J. Gas induced crystallite 
transformation of supported Au nanoparticles In preparation. The content comes from 
section 4.4 of the thesis. 
Liu, P., Madsen, J., Wagner, J. B., Hansen, T. W. & Schiøz, J. Quantitative measurement of 
gas induced surface atom diffusion of supported Au nanoparticles. In preparation. The 
content comes from section 5.1 and section 5.2 of the thesis. 
Liu, P., Madsen, J., Wagner, J. B., Hansen, T. W. & Schiøz, J. Dynamical twinning of 
suppoprted Au nanoparticles. In preparation. The content comes from section 5.4 of the 
thesis.  
 
 
Acknowledgement 
First and foremost, I would like to express my sincere gratitude to my supervisors: Senior 
Researcher Thomas Willum Hansen, Professor Jakob Birkedal Wagner and Professor Jakob 
Schiøtz, for their invaluable and constant support during the past three years. They have been a 
great team guiding both the experimental and theoretical work perfectly and keeping the project 
on the right track. Thank you for having kept your doors open at all the time, and for insightful 
and stimulating discussions. I truly feel privileged to have you as mentors. 
 
 
IV 
A special thanks goes to Jacob Madsen in the DynCat project. He is enthusiastic and energetic 
in programming and calculations which contribute to the analysis of experimental data for the 
further understanding of surface dynamics. I has been glad for all the moments and events we 
went through together. 
I am grateful to Dr. Agata Gallas-Hulin for providing the chemical prepared samples from the 
beginning of this project. I also thank her for teaching me to prepare supported catalytic 
nanoparticles using the deposition precipitation method and the incipient wetness impregnation 
method. 
A special thanks to Dr. Evgeniy Shkondin for helping deposit TiO2 oxide on the DENSsolution 
chips using atomic layer deposition.  
Tiantian Wu from DTU Energy Conversion and Storage who conducted DFT calculations of 
the potential energy of Au/CeO2 system. I thank her for the in-depth discussions and great 
collaboration. 
My appreciation goes to Dr. Marc Heggen, Dr. XianKui Wei and Dr. Paul Paciok, for their help 
when I carried out the external research in Jülich. It was fantastic to work on the state-of-art 
microscopes and to have the opportunity to discuss with the microscopists at the Ernst Ruska 
center. 
My sincere thanks also goes to all the members at CEN. Thank you for the great time we have 
been together. Special thanks to Senior Researcher Andrew Burrows, Senior Researcher 
Takashi Kasama and Dr. Lili Zhang for your academic support and valuable input for this 
project. Thank you! 
Last but not the least, the greatest thanks to my family for all your love, encouragement and 
continuous support. I dedicate this thesis to you.  
 
Pei Liu,       October 2017
V 
Contents 
Abstract ..............................................................................................................................................................................................I 
Resumé ............................................................................................................................................................................................. II 
Preface ............................................................................................................................................................................................ III 
Acknowledgement ..................................................................................................................................................................... III 
Contents ........................................................................................................................................................................................... V 
ACRONYMS .................................................................................................................................................................................. VII 
Chapter 1 Introduction .............................................................................................................................................................. 8 
1.1 Introduction to heterogeneous catalysis ............................................................................................................... 8 
1.2 Au based catalysts ......................................................................................................................................................... 10 
1.2.1 Au single crystal surface .................................................................................................................................... 10 
1.2.2 Au Nanoparticles ................................................................................................................................................... 13 
1.3 In situ time-resolved observation of surface dynamics ................................................................................ 14 
Chapter 2 Methodology ........................................................................................................................................................... 17 
2.1 Transmission electron microscopy ........................................................................................................................ 17 
2.1.1 Aberrations .............................................................................................................................................................. 17 
2.1.2 Resolution ................................................................................................................................................................ 18 
2.1.3 Contrast ..................................................................................................................................................................... 18 
2.1.4 Phase contrast and interpretation of HRTEM images ........................................................................... 19 
2.1.5 Image siumulations and PyQSTEM ................................................................................................................ 23 
2.2 Environmental TEM ...................................................................................................................................................... 24 
2.3 Data analysis .................................................................................................................................................................... 26 
2.3.1 Strain measurement at nanoparticle surfaces .......................................................................................... 26 
2.3.2 Application of convolutional neural networks for column recognition in HRTEM images .. 27 
2.4 Sample preparation ...................................................................................................................................................... 29 
2.5.1 Chemical approach ............................................................................................................................................... 29 
2.5.2 Physical approach ................................................................................................................................................. 30 
Chapter 3 Beam effect on surface atom diffusion ........................................................................................................ 32 
3.1 Introduction ..................................................................................................................................................................... 32 
3.2 Experimental details .................................................................................................................................................... 34 
3.3 Results ................................................................................................................................................................................ 34 
3.4 Discussion ......................................................................................................................................................................... 41 
3.5 Summary ........................................................................................................................................................................... 42 
Chapter 4 Time-Resolved Dynamics of Supported Nanoparticles ........................................................................ 43 
 
 
VI 
4.1 1D dynamics..................................................................................................................................................................... 44 
4.1.1 Atom column hopping ......................................................................................................................................... 44 
4.1.2 Reconfiguration of atom columns .................................................................................................................. 45 
4.2 2D dynamics..................................................................................................................................................................... 47 
4.2.1 Surface buckling .................................................................................................................................................... 47 
4.2.2 Column splitting on the (100) facet .............................................................................................................. 49 
4.2.3 Layer shifting .......................................................................................................................................................... 50 
4.2.4 Layer disappearance and reappearance ..................................................................................................... 51 
4.3 3D Dynamics – Particle Motion................................................................................................................................ 52 
4.3.1 Rigid-body sliding ................................................................................................................................................. 52 
4.3.2 Layer movement by mass transport ............................................................................................................. 53 
4.3.3 Rigid-body rotation .............................................................................................................................................. 54 
4.4 Other dynamics............................................................................................................................................................... 57 
4.4.1 Crystallite transformation ................................................................................................................................. 57 
4.4.2 Orientation transformation .............................................................................................................................. 58 
4.4.3 Contamination growth via the Stranski-Krastanov mode ................................................................... 65 
4.5 Summary ........................................................................................................................................................................... 67 
Chapter 5 Dynamic Surface Effects of Gas and Temperature ................................................................................. 69 
5.1 Equilibrium shape of nanoparticles in gases ..................................................................................................... 69 
5.2 Quantification of adsorbate-induced surface atom mobility at room temperature ......................... 73 
5.3 Atomic layer appearance-disappearance ............................................................................................................ 77 
5.3.1 Dynamical (100) atomic layer appearance-disappearance in CO .................................................... 77 
5.3.2 (100) atomic layer appearance-disappearance in H2 ............................................................................ 80 
5.3.3 (111) atomic layer appearance-disappearance fluctuation in O2 .................................................... 82 
5.4 Dynamical atomic twinning structures of supported Au nanoparticle .................................................. 82 
5.4.1 Reversible dynamic twinning and its stability ......................................................................................... 84 
Chapter 6 Conclusions and Outlook ................................................................................................................................... 91 
Conclusions .............................................................................................................................................................................. 91 
Outlook ...................................................................................................................................................................................... 92 
Bibliography ................................................................................................................................................................................. 94 
Appendix A- HRTEM image simulation ......................................................................................................................... 104 
Appendix B Particle morphology ..................................................................................................................................... 107 
Paper List .................................................................................................................................................................................... 110 
Papers of the Ph.D. project ............................................................................................................................................. 110 
Other papers ......................................................................................................................................................................... 110 
VII 
 
ACRONYMS 
 
ALD Atomic layer deposition 
ASE Atomic simulation environment 
CTF   Contrast transfer function 
CNN Convolutional neural networks 
DFT Density functional theory 
FFT Fast Fourier transform 
Fps frames per second 
Fcc Face center cubic 
HRTEM High-resolution transmission electron microscopy 
SNR Signal to noise ratio 
TEM Transmission electron microscopy 
TMP Turbomolecular pump 
IP Incipient wetness impregnation method 
DP Deposition precipitation method 
NPs nanoparticles 
GNPs gold nanoparticles 
TPD Temperature programmed desorption 
HVAC 
PSF 
High vacuum condition 
Point spread function 
 
 
8 
Chapter 1 Introduction 
 
1.1 Introduction to heterogeneous catalysis 
A catalyst is a substance that enhances the rate of a chemical reaction. The catalyst interacts 
with the reactants in a cyclic manner promoting the reaction at an atomic or molecular level, 
but itself is not consumed. Catalysts are referred to as heterogeneous if the reactants and catalyst 
are in different phases and homogeneous if they are in the same phase.  
Heterogeneous catalysis for the oxidation of various chemical compounds is one of the core 
technologies in the contemporary chemical industry. Harmful substances, such as volatile 
organic compounds and carbon monoxide, can be generated from vehicles and industrial 
sources due to the incomplete combustion of fossil fuels. These compounds should be converted 
into non-toxic CO2 and H2O before they are emitted into the air. Due to its technological 
importance and fundamental interest, CO oxidation has been wildly investigated in the fields 
of surface science and heterogeneous catalysis  
Gold had long been considered to be catalytically inactive before Haruta1 et al., Baiker2 et al., 
and Vannice3 et al. found that it is very active for the low-temperature oxidation of CO, although 
the metal or the support alone do not show any pronounced activity. The oxidation of carbon 
monoxide on Au is a bimolecular process that is straightforward to understand and is a system 
that has been investigated for decades. However, a detailed understanding of dynamic catalyst 
processes at the molecular level is still lacking, largely due to the level of complexity inherent 
in these processes. 
The role of the catalyst is shown schematically in Figure 1.1. Here we use the oxidation of 
carbon monoxide (CO) to carbon dioxide (CO2) as a model reaction. Dioxygen and carbon 
monoxide react to form carbon dioxide. The gas phase reaction is associated with a higher 
energy barrier, which is significantly decreased if the reaction occurs on the surface of a catalyst. 
Both reactant molecules are chemically adsorbed on the catalyst surface. The interaction 
between the adsorbates and catalyst weaken the intramolecular bonding strength and lower the 
reaction barrier to produce CO2. In the final step, the product, CO2, leaves the catalyst surface.  
9 
 
Figure 1.1 Potential energy diagram of CO oxidation reaction. 
The most widely used theoretical model to explain bond formation and trends in reactivity 
between adsorbate and metal surfaces is the d-band theory4. For example, if one sweeps through 
the transition metals in the periodic table, the electronic structure differences between these 
elements are the energies of the d states, since they all have broad half-filled, s bands4,5. The 
interaction between adsorbate and these transition metals is mainly electron coupling between 
the valence state of the adsorbate and d states of the metal, and as a result, bonding and 
antibonding states are formed. The higher the d states are in energy (the center of the d band 
relative to the Fermi level), the higher in energy the antibonding states are and the stronger the 
bond between adsorbate and the metal. The correlation between interaction energy and d-band 
center has been found6 both for adsorption energies and transition-state energies. Due to the 
same electronic structure properties of a specific structure, the correlation between adsorption 
energies and transition-state energies has also been established5. Therefore, the d-band center 
is an excellent descriptor to describe catalytic activity and selectivity. 
 
Figure 1.2 Adsorption energy Eco and Eo versus d-band center for (111) surfaces, (211) surfaces, (532) 
surfaces and M12 clusters of (a) Au (open black square, open red circle) and (b) Pt (solid black square, 
solid red circle). Reproduced from7. 
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The d-band center varies depending not only on the element (varying d states filling degree 
with fixed width) but also on the local structure of the system (varying d states width by alloy, 
coordination number)7. The coordination number significantly influences the width of the d-
band, shifting the d states further up or down to compensate for width variations. Figure 1.2 
shows that the d-band center varies with metal coordination number and that binding energies 
shift accordingly for different surface structures. A simple rule of thumb for the adsorption 
energy dependence on coordination number is the lower the metal coordination number, the 
higher the d states in energy, and the stronger they interact with adsorbates. The number of low-
coordinated Au atoms should scale with the particle size, d, as d-2 (edges) or d-3 (corner). 
In order to limit the number of independent variables characterizing a catalytic reaction, finding 
the scaling relationship between adsorption energies and activation energies is normally the 
first step8. For example, for CO oxidation which is a prototypical reaction, it has been found 
that7 the CO adsorption energy Eco and the atomic oxygen adsorption energy Eo are two 
independent variables, other adsorption energies, and activation energies have linear relations 
with these two energies. So the Sabatier rate can be calculated as a function of these two 
parameters7. The adsorption energies can be varied geometrically and electronically.  
From a thermal dynamics point of view, the energy interactions between the reactants and 
catalysts have been studied for decades. However, heterogeneous catalytic reactions represent 
systems far from thermodynamic equilibrium, and therefore the reaction system typically 
exhibits rate oscillations, spatiotemporal patterns, and chaos – a group of phenomena named as 
‘dissipative structure’ by Prigogine9. The discovery of oscillatory kinetics of a heterogeneous 
system dates back to the experiments by Fechner and co-workers10 in 1828 on an 
electrochemical reaction. With the observation of rate oscillations in catalytic CO oxidation by 
Wicke and co-workers11, a strong interest12 remains in the oscillatory behavior of heterogeneous 
reactions. Gerhard Ertl’s9 group has successfully elucidated the catalytic system oscillation for 
CO oxidation and synchronized the surface structure oscillation and reaction oscillation. Based 
on that work and other scientific contributions they won the 2007 Nobel Prize for Chemistry.  
1.2 Au based catalysts 
1.2.1 Au single crystal surface 
Fundamental investigations of reactive chemistry on gold-based model catalysts can provide 
significant insights into mechanistic details of these reactions since it is possible to carefully 
control surface structure and reaction parameters on a single crystal system. With the 
development of spatiotemporal resolving techniques, such as low-energy electron diffraction 
(LEED), photoemission electron microscopy (PEEM) and scanning tunneling microscope 
(STM), etc., surface reconstruction or surface self-organization with or without gases present 
have been extensively investigated on model surfaces under a range of conditions. For example, 
Theoretical works on surface stress and surface reconstructions have been proposed by Needs13 
and Cammarata 14,15 in the 1990’s.  
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Gold has a face-centered cubic (fcc) structure and three low Miller indexed surfaces, (100), 
(110), and (111), are usually exposed. The coordination number of atoms at the surface for these 
three different facets is 7 [Au(100)], 11 [Au(110)], and 9 [Au(111)]. The surface energies for 
gold are 0.08, 0.10, and 0.05 eV/Å2 for the clean (100)16, (110)17, and (111)18 surfaces, 
respectively. The ideal crystalline arrangement of the atoms associated with each of the facets 
is not the most stable. Therefore, all the faces undergo reconstruction.  
Au (111) surfaces typical have a ?? ? ?? herringbone structure which is a result of a balance 
between two opposing tendencies19: the surface layer undergoes contraction to compensate for 
its reduced coordination, whereas opposing this contraction the underlying gold substrate 
potential favors a commensurate surface layer20. Due to these two competing processes, two 
domains of surface atoms occupy fcc and hexagonal close-packed sites associated with a 
periodic array of pairs of partial dislocations formed on the (111) single crystal surface.  
Reconstruction of the Au (110) surface into the (1x2) pattern with the “missing row” along the 
?????? direction was found by means of low-energy electron diffraction (LEED). In the presence 
of surface defects, (1x3), (1x5) and (1x7) patterns have also been observed. The reconstruction 
leads to a distortion of the underlying layer, and a lateral displacement of 0.07 Å of the top layer 
with ?20% contraction in the vertical direction as reported by Moritz21.  
Compared to the previously mentioned low indexed surfaces, the reconstruction of the Au (100) 
surface is controversial. (1x5) is the most commonly reported reconstruction, followed by (5x20) 
with rotation, (24x28) with rotation and a hexagonal (5x28) R0.6°. The reconstruction could 
also be a combination of the above-mentioned structures depending on the surface temperature 
and defect density. The displacements could occur in the topmost and subsurface layers.  
Gold single-crystal surfaces do not measurably chemisorb oxygen either molecularly or 
dissociatively under ultrahigh vacuum conditions22 or at elevated temperatures and pressures23. 
However, molecular oxygen physically adsorbs up to ?50 K. In order to investigate the 
interaction between oxygen and gold surfaces, atomic oxygen has been created by several 
associated methods: thermal dissociation of gaseous O2 on hot filaments, ozone decomposition, 
coadsorption of nitrogen oxides and H2O, O+ sputtering, electron bombardment of condensed 
oxygen etc.  
CO is a probe molecule which has been widely used to investigate the surface structure of 
metals via adsorption and desorption on the metal surfaces. CO adsorbs on the gold (111) 
surface at cryogenic temperatures under UHV conditions. At higher temperature, the strong 
interaction between adsorbed CO and Au (111) occurs, and as a result, either the lattice spacing 
expanded, or the morphology was modified with a structural transformation from herringbone 
to a 1x1 pattern. CO adsorption on the Au (110) has five states: multilayer at 32K, second layer 
at 37K, physisorbed first layer at 145K, physisorbed first layer at 67K and chemisorbed at 
145K24. At 300K, high coverages of chemisorbed CO could be obtained, with increasing 
exposure time, CO further dissociated accompanied by a surface roughening or a lifting of the 
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terrace. No ordered adsorption structure of Au (100) was observed in LEED patterns. CO 
chemisorption is favored at low-coordinated sites, with the classical trend: 
terraces?steps?kinks? adatoms25. 
Oxygen interacts favorably with undercoordinated gold in the form of terrace vacancies, steps, 
and 2D islands but not with single adatoms and 3D islands. At low coverages, atomic oxygen 
has a repulsive interaction with adatoms and an attractive interaction with vacancies which  
cause the release of gold atoms from the surface in the presence of oxygen26. The surface 
structure of gold indeed affects the nature of oxygen adsorbed on the surface. Step sites bond 
oxygen adatoms more tightly than terrace sites. In the presence of oxygen at low coverage, 
atomic oxygen interacts with adatoms repulsively, and attractively interact with vacancies 
which could release gold atoms from the surfaces.  
Adsorbate gold surface desorption temperature ref 
CO polycrystalline 170K 27 
CO Au(332) 140K, 185K 28 
CO Au (110) 
multilayer 32K, bilayer 37K, physisorbed 
monolayer 55K, 67K, chemisorbed 145K, 
defects 190-220K 29 
Atomic O polycrystalline recombination O2 650K 30 
Atomic O Au (110) recombination O2 590K 31 
Atomic O by e-
bombardment 
O2 Au (110) 
Au2O3 decomposition to O2 497K 
chemisorbed O recombination to O2 553K 32 
Atomic O by 
O+ sputtering Au (110) 
surface oxide 415K, chemisorbed species 
545K, phase transformation species 620K, 
bulk O (?) 850-680K 33 
O2 Au (110) multilayer 37K, monolayer 45K, 51K 34 
O3 Au (111) decomposition to O atoms 550K as O2 35 
Atomic O Au (110) O2 470K 36 
CO2 Au (110) 105K 24 
Atomic D Au (110) 216K as D2 22 
D2 polycrystalline 125K on defects 37 
Table 1.1 Results from TPD experiments for various adsorbates on bulk gold surfaces. Reproduced 
from23. 
Low coordination sites can be the adsorption sites for hydrogen and deuterium. Stobinski38 
found hydrogen and deuterium molecularly chemisorbed on a sintered gold film at 78K and 
desorbed at 120K. The AuH2 complexes formed are similar to the compounds produced due to 
H2 interactions with isolated Au atoms. 
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1.2.2 Au Nanoparticles 
Due to the low stacking fault and twin boundary energy and surface energy anisotropy, gold 
nanoparticles can exhibit several structural and morphological modifications. These include 
single or multiple twinning (parallel, contact) or cyclic twinning resulting in decahedral and 
truncated decahedral structures. A quantitative equilibrium phase map for gold nanoparticles 
was established by Amanda39 based on a combination of relativistic ab initio thermodynamic 
calculations and in situ high-resolution electron microscopy studies at elevated temperatures as 
shown in Figure 1.3.  The ground state determination of size-selected Au nanoclusters40 
annealed by a focused electron beam shows that fcc and decahedral structures are more stable 
than icosahedral.   
When nanoparticles are supported on crystalline oxide substrates, preferential crystalline 
relationships normally form to lower the matching energy between nanoparticles and oxide 
substrate. Many of these relationships have been reported: Au (111)//TiO 2 (110) for Au/rutile 
TiO241, Au (111)//TiO2 (112) for anatase TiO242, and Au(111)//CeO2(111) 43,44 
Au(111)//NiO(111) etc. 
 
These observations suggest that nanoparticle growth mechanisms should primarily take into 
consideration nucleation and kinetics, and not only thermodynamics or physical constrictions. 
The presence and orientation of twin planes in these fcc metals direct the shape of the growing 
particles as the following examples demonstrate: Twin planes generate reentrant grooves, 
which are favorable sites for the attachment of adatoms45. A single twin plane in triangular 
prisms direct initial seed growth in two dimensions46. Twin planes in hexagonal platelets allow 
fast-growing edges to regenerate one another46. Fivefold symmetry twins in rods and wires 
constrain the growth in one dimension46. These twinning directed growth mechanisms are of 
great interests in order to synthesis shape controlled functional nanoparticles.  
Figure 1.3 Quantitative phase map of gold nanoparticles based on relativistic first principles 
calculations. Reproduced from39. 
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However, direct experimental observations of the twinning process at the atomic scale are 
lacking in the literature, especially for supported nanoparticles. In Chapter 5, I have summarized 
several twin types on the model Au/CeO2 system that are a result of the crystalline constriction 
between oxide substrate and nanoparticles. Moreover, the dynamical twinning process has been 
recorded by time-resolved HRTEM.  
1.3 In situ time-resolved observation of surface dynamics 
Normally, microscopists focus on characterization of the intrinsic structure of a material and 
the beam induced changes in materials tend to be dismissed. Recently, the electron beam has 
been proved as a manipulated probe. The beam can provide enough energy for a system to 
overcome an energy barrier. The growing recognition of electron beam induced changes can, 
in fact, be informative, especially in beam sensitive 2D materials47, 48 and functional 
nanoparticles49,40 . Beam-induced surface diffusion50,51, phase transformations49,52, structural 
reconstructions53 and structure modifications54,55 have been reported for various materials. The 
interaction between the electron beam and the specimen has a strong dependency on 
investigated materials. The material response to beam should be taken into account before an 
intrinsic properties investigation.  
The influence of` the electron beam can be reduced in several ways but should be investigated 
on a per sample basis as effects may vary not only with sample chemistry and morphology but 
also with sample preparation. Typical approaches to minimize the effects of the electron beam 
are lowering the acceleration voltage of the microscope, lowering the electron flux density and 
minimizing the total sample exposure time. Using low electron flux illumination for the 
acquisition of single images and allowing the sample to relax between subsequent image 
acquisitions, will allow the sample enough time to dissipate the energy acquired from the beam. 
In this way, weakly excited objects can relax to the original state prior to the next acquisition. 
Based on this approach, the “divide and conquer” 56,57 technique has been proposed to increase 
contrast by recording large image series averaged in some manner to reduce the accumulated 
electron flux for radiation-sensitive objects and by improving the overall quality and 
interpretability of the images58.  Egerton has reviewed several types of energy dissipation: 
phonon excitation, heating, radiation, displacement, etc59. The dynamic responses of the sample 
can be classified into reversible or irreversible responses60. In the case of a reversible response, 
the sample will regain its original structure; this means that there is a chance to tune the imaging 
conditions to a level where the true unperturbed structure can be imaged. This is not the case 
for irreversible responses when imaging over a period longer than the time it takes the sample 
to destruct.  
When the aim is to determine the dynamics of the nanostructure and the rate of atomic 
displacements, it is essential to monitor how rates vary with varying electron flux and sample 
stabilities. In chapter 3, surface atom diffusion of supported Au nanoparticle has been observed 
using HRTEM under a range of electron flux densities. 
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Time-resolved observations of dynamics either induced by the electron beam or by the 
surrounding environments (such as a varying temperature and gas composition) have attracted 
much attention in the past ten years61. One of the most significant areas of study is the in situ 
investigation of oxide-supported metal nanoparticles in reactive gas atmospheres. Au, Pt, and 
Pd supported on CeO2, TiO2 and MgO are usually employed as a model system.  
Takeda’s group has systematically studied Au/CeO2 catalysts using ETEM61–64. By establishing 
a morphology diagram under various gas conditions, and with due consideration to electron 
beam irradiation effects, the conclusion reached was that morphology changes correlate well 
with the catalytic activity of supported gold nanoparticles (GNPs) on CeO2. During CO 
oxidation in CO/air mixtures, it is possible to state that, 1) CO molecules are adsorbed on the 
surface of GNPs and stabilize GNPs exhibiting the polyhedral shape enclosed by the major 
{100} and {111} facets, and 2) O2 molecules are dissociated into oxygen atoms or active 
oxygen-related species by the catalyst, partly with the aid of electron irradiation, thus inducing 
the formation of rounded or fluctuating multifaceted surfaces of GNPs.   
The oscillatory behavior of catalytic reactions under fixed conditions has attracted wide 
attention during the last decades10. This oscillatory behavior is commonly perceived as a 
periodic transformation between bistable states. The first successful synchronous in-situ TEM 
characterization of periodic reaction changes and periodic morphology refacetting was 
conducted on Pt nanoparticles by Vendelbo12. However, these results were obtained under ideal 
experimental conditions and are not applicable to real world. To fully understand the catalytic 
process, fundamental investigations of dynamic morphology responses of the catalysts should 
be taken into account.   
Xiaoqing Pan’s group have conducted many investigations on the reversible surface dynamics 
of Pt based alloy nanoparticles during oxidation and reduction cycles at the atomic scale65–67. 
Most of their work has been carried out in STEM mode in which a focused electron beam is 
used. The STEM technique makes it easier to combine spectroscopy to interpret local 
composition information and synchronize that information with morphology changes, for 
example by monitoring the surface oxidation and reduction of alloy nanoparticles66. However, 
the focused electron beam had such a strong, deleterious, effect that the material degraded 
during the observation. 4D ultrafast STEM with a laser excited electron source can overcome 
this weakness. But with the laser excited source only one or a few electrons see each reaction, 
and thus millions of cycles are required to form an image, it limited to perfectly reversible 
reactions. 
In order to track surface dynamics without the damaging effects of the electron beam, temporal 
HRTEM (parallel illumination) has been employed under low dose rates that allows us to 
maintain atomic spatial resolution and sub second temporal resolution at the same time. In this 
project, surface diffusion and dynamic structure responses, plus, prolonged atomic structure 
tracking are shown to be achievable by means of HRTEM and ETEM. Chapters 4 and 5 
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systematically summarize the surface dynamics of CeO2 supported Au nanoparticles and deal 
with the solid-solid interface structure transformation and gas-solid interface dynamics.  
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Chapter 2 Methodology 
In this chapter, I will introduce the equipment and data processing methods used in this work. 
The first part is a brief description of transmission electron microscopy (TEM) and a particular 
focus on the basic principle of high resolution transmission electron microscopy (HRTEM), 
HRTEM image simulation, then environmental transmission electron microscopy (ETEM). The 
second part consists two parts of strain analysis method and neural network applications in 
HRTEM image analysis. Finally, the third section is devoted to sample preparation.  
2.1 Transmission electron microscopy 
All experiments in this thesis have been performed on the same transmission electron 
microscope. The basic principle of TEM is that high energy electrons interact with a sample 
either elastically or inelastically generating different signals (e.g. images, diffraction patterns, 
X-rays, and energy loss spectra). These signals can be detected using appropriate detectors. 
There are mainly three characterization approaches used in the TEM: imaging, diffraction, and 
spectroscopy. Imaging is the main technique used in this work to observe surface dynamics. In 
this section, I will explain the principles of TEM and imaging (amplitude contrast). Phase 
contrast imaging, more commonly known as HRTEM, will be discussed in section 2.4 along 
with image interpretation methods. 
2.1.1 Aberrations 
Microscope resolution is essentially the smallest spatial feature that can be resolved in a 
specimen for TEM. The objective magnetic lenses have positive spherical aberration Cs due to 
the non-uniform magnetic field. The further a ray deviates from the optic axis, the greater its 
error in the focal length. Figure 2.1 A) shows how the focus is dispersed due to the imperfections 
of the lens. The positive Cs is the key problem in phase-contrast transmission electron 
microscopy (high-resolution TEM). For a conventional TEM without a Cs corrector, the 
Figure 2.1 A) Lens with positive spherical aberration, showing a shorter focus for off-axis rays B) 
chromatic aberration.  
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objective lens should be defocused slightly to compensate for lens aberrations in order to obtain 
HRTEM images. 
Another type of aberration is chromatic aberration due to the energy spread of the electron beam. 
As a result the focal length depends on the wavelength of the electron beam, as shown in Figure 
2.2 B). The electron gun does not produce monochromatic electrons; typically the energy spread 
is around 1 eV for a Schottky field emission gun used in modern electron microscopes. 
2.1.2 Resolution 
The driving force for the development of TEM was the prospect of high spatial resolution due 
to the short wavelength λ of high-energy electrons. In optical microscopy, the resolution is 
defined as the smallest distance between two features. Rayleigh expressed this in what is known 
as the Rayleigh creterion 
? ? ??????????   (2.1) 
Where ? is the wavelength of the light, ? is the refractive index of the object and ? is the semi-
angle of collection of the magnifying lens. This equation is often expanded to electron 
microscopy, however additional parameters also influence the resolution as described below. 
The wavelength λ of electrons as given by the de Broglie equation, is equal to Plancks constant 
h divided by the momentum p 
? ? ???        (2.2) 
In TEM, the electrons are accelerated in a high voltage electrical field to generate an electron 
beam energy of??? ? ????? ?. When taking relativistic effects into account68 this becomes, 
? ? ?
??????????? ??????????
????
        (2.3) 
Using Equation 2.3, the wavelengths are 3.35 pm for 120 keV, 2.51 pm for 200 keV and 1.97 
pm for 300 keV accelerating voltages.  
2.1.3 Contrast 
Electrons possess features characteristic of waves. When they travel through the specimen, the 
wave can change both its amplitude and phase, and both these kinds of changes can give rise to 
image contrast. Contrast is typically divided into amplitude contrast and phase contrast. In most 
situations, both types of contrast contribute to an image, although one of them will tend to 
predominate. In this section only amplitude contrast is discussed. Phase contrast will be 
discussed in the following section of this chapter combined with HRTEM image simulations to 
give a more comprehensive explanation about HRTEM.  
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There are two types of contrast in conventional imaging: mass-thickness contrast and that due 
to diffraction. Mass-thickness contrast arises from Rutherford off-axis incoherent elastic 
scattering of the electron and is strongly forward peaked. The scattering cross section is a 
function of the atomic number Z. Heavy elements scatter the electrons at higher angles, and in 
thicker regions of the sample, the probability of scattering is higher. The scattered electrons 
will be filtered out by the objective aperture thus making thicker or heavier regions darker. 
Figure 2.2 shows a schematic representation of mass-thickness contrast in a TEM bright field 
image.  
 
Diffraction contrast is the result of Bragg scattering in crystalline samples. In this process, the 
incoming electrons are scattered into discrete locations in the back focal plane. The symmetry 
and angle of the scattered electron spots can be correlated with the crystalline symmetry of the 
sample. By moving the objective aperture on the back focal plane, either the direct or a 
diffracted spot can be selected to form the projected image. Modern TEMs are often equipped 
with specimen holders that allow the user to tilt the specimen to a range of angles in order to 
obtain specific diffraction conditions.   
2.1.4 Phase contrast and interpretation of HRTEM images 
High-resolution imaging is an attractive and fascinating aspect of TEM based characterization 
as sub-Ångstöm spatial resolution can be achieved. However, obtaining useful information 
from HRTEM is complicated due to three reasons: (1) information about the sample does not 
transfer completely to the image detector due to imperfections in the lens system, the resulting 
Figure 2.2 Mechanism of mass-thickness contrast in a TEM bright field image. Reproduced 
from69. 
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image is distorted when the signal traveled through the optical system. (2) interpretation of the 
image is based on an atomistic model of the material, which should include all the information 
of the sample, such as atomic potential, atom arrangement in 3D, etc. (3) the interaction between 
the electron beam and sample is poorly understood. In order to obtain a satisfactory 
interpretation of an image and the intrinsic structure of the materials, structure modelling and 
image simulations are essential.  
HRTEM is a phase contrast imaging technique. The phase is not directly observable, and the 
signal acquired by the detector (camera) is the magnitude squared of the wave function. So, it 
is necessary to carefully consider the image formation and transfer process: from the beam-
sample interaction (signal generation), the optical lens system and finally signal detection.  
First, a simplified model with two approximations is used68: (1) an absorption function is not 
considered as it would generally be small in the regime. (2) the specimen is very thin so the 
potential?????? ?? ? ?. That means for a very thin specimen, the amplitude of a transmitted 
wave function will depend linearly on the projected potential of the specimen. The phase change 
of the wave from the incident surface to the exit surface depends on the potential function of 
the sample. So the potential of the specimen can be projected in the z-direction with t being the 
thickness of the slice 
????? ?? ? ? ???? ?? ??????                      (2.4) 
The phase shift is given by ?? ? ?? ????? ?? ???? ? ??????? ??      (2.5) 
? is an interaction constant that depends on the energy of the primary electrons. The specimen 
can be considered as weak phase object, the sample transfer function is simplified 
 as 
???? ?? ? ???? ? ? ?????? ???             (2.6) 
Then expand the exponential function, neglecting higher order terms, so the  ???? ?? becomes 
???? ?? ? ? ? ?????? ??          (2.7) 
The exit wave function, ???? ?? ? ??????????? ???, and it Fourier transform is ???? ??. 
The electron beam will travel through the optical lens system after it has traversed the specimen. 
Now we should consider the optical system of the microscope. The contrast transfer function 
consists of three functions to describe the lens system:  
???? ? ????????????????????? (2.8) 
???? is the aperture function, representing the spatial frequency cut-off by the objective 
aperture. ???? is the envelope function, representing the attenuation of the wave at high 
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frequencies. ???? is the aberration function and represents the effect of the objective lens on 
the transmitted wave as:  
???? ? ???? ??????             (2.9) 
 
 where Cs is the spherical aberration coefficient, ?? is the electron wavelength and ?? is the 
defocus. Multiplication of the exit wave function and the contrast transfer function of the 
objective lens to obtain the image wave function when the exit wave travel through the lens 
yields: 
???? ?? ? ???? ?? ? ???? ?? (2.11)  and its Fourier transform ???? ?? 
The image signal is acquired on a CCD camera which is a fiber-optic coupled scintillator. For 
the ideal CCD, each incident electron is only detected by one detector pixel. In practice, though, 
an electron can generate signals in more than one pixel because of multiple scattering within 
the scintillator material and the creation of an excitation volume. This effect can be expressed 
by the point spread function (PSF) of the detector, and its Fourier transform is the modulation-
transfer function (MTF). The physical concepts for image simulation are same for both CCD 
and CMOS cameras, although the technology details and measurement methods of MTF are 
different.  
Convolution of the image function and the modulation transfer function of the detector 
produces the signal wave function detected by the CCD 
? ? ???? ??????? ???????????????????? (2.12) 
The final intensity of the wave in the image is  
? ? ?? ?                              (2.13) 
Above, we assume the sample is very thin to justify the use of the weak phase approximation. 
In reality, the thickness of the specimen is much larger than the approximation. There are two 
approaches to deal with an electron wave traversing the sample: multi-slice methods and Bloch 
wave methods. Figure 2.3 shows a schematic of the multi-slice approach. The thickness of the 
sample is sliced into thin layers so that for each slice the weak phase approximation applies as 
the electron wave traverses the sample in the z-direction. In the Bloch wave approach, the 
specimen is thought of as a filter that converts the incident electron into a superposition of Bloch 
waves inside the specimen70. The Bloch wave method is adapted to the calculation of crystalline 
solids of small unit cell, while multi-slice method can deal with amorphous solid of larger unit 
cell or containing defects. 
χ(u)? ?? ???????? ? ???????                 (2.10) 
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Figure 2.4 Principal of HRTEM image formation and simulation. 
(a) (b) 
Figure 2.3 (a) The multislice method successively transmits the electron wave through each slice of the 
potential and then propagates it to the next slice. (b) The contrast transfer function of a HRTEM 
operated at 300 kV with Cs = 0.6 mm and ∆f = - 41.25 nm (Scherzer defocus-the optimum defocus
under present microscope conditions). The point resolution qp corresponds to the first crossing of zero 
for the imaginary part of the CTF. At Scherzer defocus qp is maximized. The partial coherence 
envelopes dampens the high frequency components of the CTF leading to a delocalization in real space. 
Es is the spatial envelope, Ec is the temporal envelope. Es and Ec represent the effect of additional 
aberrations that damp the contrast transfer function. 
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The high-resolution transmission electron microscopy simulation steps in multi-slice 
approach are shown in Figure 2.4: 
Step 1 build model using crystalline information of target system, such as unit cell  
Step 2 calculates the projected atomic potential  
Step 3 calculates the exit wave function (also called the transmission function) 
Step 4 Fourier transform the exit wave function  
Step 5 Multiplication the Fourier transform of the exit wave function by the transfer function 
of the objective lens to obtain the image wave function in the back focal plane 
Step 6 Invert Fourier transform the image wave function  
Step 7 Convolute the image wave function with the Modulus transfer function of the detector 
and calculate the square modulus to obtain the final image intensity ? ? ?? ?  
2.1.5 Image siumulations and PyQSTEM 
There are several commercial and open source programs for simulating electron microscopy 
images71–74. Most of these programs are based on a graphical user interface requiring import of 
the input structure and export of output images in every simulation. This is impractical for large 
numbers of image simulations and subsequent analysis. Moreover, such platforms are normally 
not compatible with other model builder and first principle calculation platforms. Within the 
framework of this project, PyQSTEM was developed to provide a single programming 
environment, for carrying out everything related to image simulation, from model building to 
analysis. PyQSTEM is a Python-based interface and extension to the multislice simulation 
program QSTEM72 based on C++ and the FFTW library for computing the discrete Fourier 
transform in one or more dimensions. Other electron microscopy simulations such as STEM, 
CBED, and inline holography simulation along with HRTEM simulation in QSTEM, which is 
also included in PyQSTEM. Potential energy of the system by DFT and finite temperature 
calculations of the model structure can also be carried out using PyQSTEM. An example of an 
HRTEM simulation using PyQSTEM is attached in Appendix A. 
The Python programming language is open source and has recently gained popularity for 
scientific applications. There are a large number of free and open-source numerical libraries 
such as numpy, scipy and scikit-image that provide easy access to a host of common tools, 
which deal with multi-dimensional arrays, scientific computing, and image analysis. Python is 
also a leading language for machine learning due to the availability of libraries such as scikit-
learn and tensorflow. In this project, a machine learning application in pixel level segmentation 
of atom column detection in HRTEM is developed and discussedin the following section. 
Excellent tutorials and introduction can be found elsewhere75,76. 
 
??????????? ? ? ???? ?? ????
?
?
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The atomic model is solved with the Atomic Simulation Environment (ASE) which is 
extensively used in the theoretical physics community, for doing first principles, ab initio and 
density functional theory (DFT) calculations. ASE has modules for a wide range of different 
structures including nanotubes, bulk lattices, surfaces, and nanoparticles. A high degree of 
manual control is provided, and import capability for most atomic structure file types. Lastly, 
ASE makes it easier to integrate results from atomistic simulations into image simulations. The 
program and all its dependencies are open sources under the GNU license. It is available on all 
platforms from the GitHub repository. 
 
Typical Image simulation results can be seen in Figure 2.5. Usually, it begins with a model 
structure of the specimen. Here, a Wulff shaped Au nanoparticle was built using the ASE77 
atoms simulation package. The morphology of the particles is based on information from 
experiments HRTEM image. Figure 2.5 (b) is the amplitude of the exit wave function and 
simulated image with detector noise included.  
2.2 Environmental TEM 
There are two different approaches to perform in-situ gas experiments: (1) using a dedicated 
closed cell sample holder; (2) using a differentially pumped TEM. In the first case, the sample 
is loaded into the holder between two electron transparent windows (e.g., C or SiN). Either a 
static gas atmosphere78 or flowing gas controlled by external pumping systems79,80 can be 
established inside the holder. The main advantage of this approach is that no modifications to 
the TEM column are required, and a gas pressure of up to 1bar can be achieved80. The drawback 
of this approach is resolution limitation and inefficient collection of X-rays for spectroscopy 
due to the two membranes and gas atmosphere.  
The other approach is a differentially pumped TEM. The setup of a differentially pumped TEM 
is shown in Figure 2.6. Pressure limiting apertures are placed in the bore of the pole-pieces and 
additional pumping (the red section) is integrated in the column.  
The ETEM used in this project is based on the FEI Titan platform, which is a three-condenser 
lens system with a Cs aberration image corrector, a Gatan imaging filter, and a Gatan Oneview 
camera. The spatial resolution is around 0.8 Å when the microscope is operated at 300 kV. The 
(a) (b) (c) 
Figure 2.5 ASE built Au nanoparticle, exit wate funciton, simulated image with noise applied. 
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maximum frame rate of the Oneview camera is 300 frames per second (fps) at 512×512 and 25 
fps at 4096×4096. These are crucial factors for in situ surface experiments where observation 
of dynamic surface processes is essential. Details of the environmental TEM set up can be found 
elsewhere81. 
 
Figure 2.6 Schematic diagram of the differentially pumped TEM column. The black sections denote the 
standard FEI Titan column configuration. From top to bottom: field emission gun (FEG), ion-getter 
pump (IGP), condenser lens C1, C2 and C3, sample holder, selected aperture (SA), fluorescence screen, 
CCD and Gatan Image Filter (GIF). The red sections denote the differential pumping system which 
consists of three turbomolecular pumps (TMPs) sitting according to C1, C2, and C3 aperture 
respectively, the residual gas analyzer (RGA), plasma cleaner (PC), gas inlet channels and dummy 
channels with TMPs integrated around the sample holder. Reproduced from81. 
 
 
 
26 
2.3 Data analysis 
2.3.1 Strain measurement at nanoparticle surfaces 
There are two main approaches for obtaining values of strain from HRTEM images. The first 
is to measure the strain directly in real space, either by measuring the interatomic distance82,83 
or comparing the true column location to a reference template84. The other method is analysis 
in Fourier space85. These two approaches perform similarly for periodic bulk structures, 
however, at surfaces or interfaces, the latter can result in some serious artifacts. Therefore we 
adopted the former to determine the strain map of the supported nanoparticles.  
The critical step is to determine the positions of the lattice points, and there are several ways to 
accomplish this. The most common way is to locate intensity extrema with sub-pixel accuracy 
by fitting a 2D function, either a polynomial or a Gaussian to the experimental image. It is also 
possible to define the lattice positions from the center of mass of the intensity distributions. 
These two methods are slightly different with measurement errors of the same magnitude86.  
The peak pairs algorithm83 is the most widely used method for finding strain, given a set of 
measured atomic positions from an HRTEM image. However, this method uses only two lattice 
vectors to calculate the strain and hence it is sensitive to noise. Our method uses a larger number 
of lattice vectors. For example, for an fcc crystal in the [110] zone axis, four nearest and two 
second nearest neighbors are chosen to find the strain at any lattice point. This approach has 
two significant advantages: 1) it allows us to determine the strain for lattice points at all surfaces, 
interfaces, and corners, which is tedious with the standard peak pairs algorithm; 2) it is more 
stable in the presence of noise.  
The strain is computed at each lattice point, by comparing the positions of the neighboring 
lattice points in an ideal template lattice to the corresponding measured lattice points. In practice, 
this is achieved by finding the optimal affine transformation??, between the two sets of vectors. 
Here we use a least-squares fit to determine??:  
? ? ??????????
?
?
? ???? 
Where ? is the residual term, ?? and ?? are the ideal and measured lattice vectors respectively, 
? is the affine transformation and ??? ?? denotes the Euclidean norm. The orientation and elastic 
strain matrices can be extracted from ? via a left-sided polar decomposition of the deformation 
gradient: 
?? ? ? 
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Where ? is an orthogonal right-handed matrix (the rotation axis), and ? is a symmetric matrix 
(the elastic strain matrix). 
 
Figure 2.7 The black points indicate the ideal lattice for an fcc crystal in the [110] zone axis. The grey 
points are the positions of slightly displaced lattice points for a strained crystal. The strain at the central 
lattice point is calculated by finding the optimal affine transformation between the black and grey points, 
denoted by ν and w respectively. 
In this thesis, planar strain ???  associated with lateral displacement of a column and 
perpendicular strain  ?? associated with surface relaxation are the two quantities of particular 
interest for our investigation: Where ?? ? ??????? ? ????  and ?? ? ?????? . The strain 
measurement errors are discussed thoroughly elsewhere86. 
2.3.2 Application of convolutional neural networks for column recognition in HRTEM 
images 
With the development of high-speed cameras, it is possible to acquire large amounts of data in 
a short period of time. For example, the capability of the OneView camera is 25 fps at 4k image 
resolution. The size of a movie including 300 frames is around 19 GB, which is a huge dataset 
for manual analysis. During a normal experimental day, tens of thousands of images can be 
recorded. Hence a method for automated analysis is highly desirable. 
Interpretation of HRTEM images is a complicated task due to the phase contrast nature of 
HRTEM images, which is extremely sensitive to the focus, optical aberrations and local 
vibrations of equipment. In addition, the electron dose must be limited to reduce radiation 
damage to the sample. All of these factors lower the signal-to-noise ratio of the images. 
Moreover, surrounding gases used during in situ characterization reduces the signal-to-noise 
ratio of the images still further. These challenges underline the need noted above to automate 
the analysis of HRTEM images.  
In the last few years, deep learning has gained much attention due to the excellent performance 
of convolutional neural networks (CNNs) in visual recognition tasks. The application of CNNs 
covers image classification, object detection, pixel level segmentation and more. Especially for 
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the analysis of medical images, CNNs have become the state-of-art, in tasks including mitosis 
detection and automatic segmentation of brain images. In this project, a method using a CNN 
to detect the local structure in HRTEM images is proposed. For example, for identifying the 
individual atomic columns in images of nanoparticles. 
Deep neural networks require a huge amount of data for training. Usually, this data consists of 
images characteristic structure labeled by humans, for instance images of the brain. Such 
datasets are not available for HRTEM and it is very expensive to create such databases, so 
simulated images are used to train the neural network. The results have shown that a neural 
network trained on simulated images is able to identify the local structure in experimental 
images.  
The proposed method is based on pixel-wise segmentation. The task is to classify and localize 
all instances of a structure in a grayscale intensity image and assign a 2d oordinate to each 
intensity extreme. The segmentation proceeds as a supervised learning problem that learns the 
mapping from an image to a probability map, representing the likelihood of occupancy of some 
structure class. The coordinates of the structures of interest are obtained from the local maxima 
in the probability maps. The probability map regression is achieved by training a CNN using 
the mean squared difference between the output and the true probability maps as the loss 
function. The intensity at the extremes is taken as a measure of the confidence in the predictions 
of the occurrence of the structure. Figure 2.8 shows neural networks detection of intensity 
extremes (either maxima with negative defocus or minima with positive defocus) on a high 
resolution image of graphene: a) is the experimental image, b) is the prediction of the extremes 
location, c) shows the dot annotations with detection probabilities larger than 0.01, due to the 
low detection probability setting the noise can also be detected (the blue circles) d) shows the 
dot annotations with detection probabilities larger than 0.5. In this thesis, neural network 
column detection is demonstrated in chapter 5, where atomic columns are identified  
 
Figure 2.8 A neural network trained exclusively on simulated data is capable of generalizing to 
experimental images. (a) Single suspended graphene sheet with a hole formed under the influence of the 
electron beam. (b) The regressed probability distribution predicted by the neural network for the image 
in (a). (c) The local peak positions of the probability map is overlaid on the image. The peaks are color-
coded according to their maximum value. Peaks with a maximum value less than 0.01 are excluded. (d) 
A higher tolerance for exclusion is used to remove peaks with a maximum value less than 0.5. 
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2.4 Sample preparation 
There are two main approaches to obtain oxide supported nanoparticles: by chemical synthesis 
or by physical deposition. For large scale commercial production, the chemical method is 
normally used due to the low cost of production. The drawback of a chemical process is that it 
is generally complex, and normally has remaining ligands or other contamination from the 
chemical syntheses. As a result, it will introduce many solvent molecular to the system and 
make it complicated to interpret the in situ experimental results. For fundamental research 
purposes, model systems are employed to simplify the systems and to achieve better correlation 
between specific sample conditions and catalytic reactions. Physical methods such as mass-
selected deposition, and sputter coating are used to obtain simple model nanoparticle systems. 
Both chemical and physical sample preparation approaches have been used in this project. Most 
in situ experiments are conducted on the physically prepared samples.  
2.5.1 Chemical approach  
Two typical heterogeneous catalysts synthesis procedures were employed for preparing six 
systems: Au/CeO2, Pt/CeO2, Pd/CeO2, Au/TiO2, Pt/TiO2 and Pd/TiO2. The typical morphology 
of the samples is shown in Figure 2.9. 
Deposition precipitation method (DP) 
An aqueous solution (H2PtCl6 or HAuCl4) was adjusted to a pH of 7 by adding NaOH and 
heating to 70°C. CeO2 powder was added, and the suspension was stirred at pH=7 at 70°C for 
1h. The suspension was filtered and washed to remove chlorine and sodium ions. Then the 
sample was subsequently dried overnight, followed by reduction in a H2 gas stream at 350°C 
under ambient pressure, 
Incipient wetness impregnation method (IP)  
Incipient wetness impregnation is another commonly used synthesis procedure for 
heterogeneous catalysts. A metal precursor such as H2PtCl6 was dissolved in a small amount of 
water, followed by the catalyst support CeO2 powder, the pore volume of the support should be 
the same as solution volume. The slurry was stirred for 30 min allowing the solution to enter 
the pores by capillary forces. The catalyst can then be dried, calcined and reduced. 
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2.5.2 Physical approach 
Sputter coating 
Sputter coating was carried out using a Quorum Q150T sputter coater87. In order to determine 
the most effective conditions to produce highly dispersed nanoparticles, different deposition 
times were used. Figure 2.10 shows the size and dispersion of the sputtered nanoparticles on 
lacey carbon films. 
Once optimised deposition parameters were established, the next step was to deposit 
nanoparticles on an oxide substrate. Commercial CeO2 powder (Sigma-Aldrich) was dispersed 
in ethanol and drop-cast on a DENSsolutions chip with a SiNx membrane. The chip was dried 
under a lamp for ten minutes and inserted in the sputter coater. Au was deposited from a gold 
target using 80 mA current for 10 sec in ionized Argon. The chip was then mounted in a 
DENSsolutions Wildfire holder and inserted into the TEM. The sample was heated to 500°C in 
vacuum for 1h resulting in a clean sample of 3 nm Au nanoparticles.  
 
 Figure 2.9 Morphology of the samples prepared by incipient wetness 
impregnation.  
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Figure 2. 10 Morphology of sputter coated nanoparticles on amorphous carbon grid. The current 
used is 80 mA. 
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Chapter 3 Beam effect on surface atom diffusion 
 
3.1 Introduction 
 
With the advent of aberration correction on transmission electron microscopes, the performance 
of these instruments has greatly increased; and the resolution is now in the sub-Ångström 
regime. Studies using such tools are not limited to high or even ultra-high vacuum. With 
suitable modifications to the microscope column or the use of specialized holders, samples can 
be investigated under pressures exceeding atmospheric pressure. The possibility of such 
investigations makes the instrument versatile and highly suited for studies of catalyst materials.  
For catalyst materials, the primary interest is the configuration of surface atoms under reactive 
conditions. Due to the complex structure of industrial catalysts, it is often extremely challenging 
to derive fundamental properties from such materials. Instead, physically synthesized model 
systems are often used for this purpose. The synthesis could involve the use of size selected 
clusters, metal sputtering or evaporation. 
High-resolution transmission electron microscopy (HRTEM) studies are normally performed 
with nanomaterials under high vacuum (≤ 10-5 Pa) conditions. However, such conditions are 
insufficient to study the active functional state of nanomaterials, for example, heterogeneous 
catalysts, for which the structure and properties depend on the surrounding gas environment12,62. 
Whereas such studies can provide information on the bulk structure of materials such as metallic 
nanoparticles, they fall short in unraveling the surface structure under reactive conditions. 
Environmental TEM (ETEM) provides the capability to expose samples to a gaseous 
atmosphere during imaging and analysis. Moreover, reactions can be studied in operando using 
a closed cell holder88.  
The major drawback of using an intense high-energy electron beam to probe nanostructures is 
the lack of understanding how the probe interacts with the sample. A first principles approach 
may not provide an adequate explanation of the exact sample structure including morphology 
and interfaces which plays a crucial role in the supply and drain of energy to and from the 
sample. 
However, high-energy electron beams can have a strong effect on nanoparticle samples making 
it challenging to characterize the intrinsic structure and morphology. Especially for HRTEM, 
where an accumulated electron flux exceeding 2000 e- Å-2 per image is typically used in order 
to achieve a good signal to noise ratio89. Thus, knowledge of the effects the beam may have on 
the sample is crucial. Phenomena resulting from the transfer of energy from the high energy 
electron beam to the sample along with relaxation phenomena have been investigated by several 
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researchers.56,60,90 The electron beam can even be used as an energetic probe to emulate, tune 
and quantify functional53 ability, or to structure materials91.  
The influence of an electron beam can be reduced in several ways, but should be investigated 
on a per sample basis as effects may vary not only with sample chemistry and morphology, but 
also with sample preparation. Typical approaches to minimize the effects of the electron beam 
are lowering the acceleration voltage of the microscope, lowering the electron flux and 
minimizing the total sample exposure time. Using low electron flux illumination for acquisition 
of single images and allowing the sample to relax between subsequent image acquisitions, will 
allow the sample enough time to dissipate the energy acquired from the beam. In this way, 
weakly excited objects can relax to the original state prior to the next acquisition. Based on this 
approach, the “divide and conquer” 56,57 technique was proposed to increase contrast by 
recording large image series averaged in some manner to reduce the accumulated electron flux 
for radiation-sensitive objects and improving the overall quality and interpretability of the 
images58.  
Interactions between high-energy electron beams and matter is a complicated topic for both 
experiments and simulation. Egerton has reviewed several types of energy dissipation: phonon 
excitation, heating, radiation, displacement, etc59. The entanglement of these processes makes 
it challenging to determine how energy is transferred from beam to object, the relative 
importance of the different dissipation processes and what the overall behavior of the sample 
might be.   
The dynamic responses of the sample can be classified into reversible or irreversible responses 
60. In the case of a reversible response, the sample will regain its original structure. In effect, 
this means that there is a chance to tune the imaging conditions to a level where the true 
unperturbed structure can be imaged. This is not the case for irreversible responses when 
imaging over periods longer than the time it takes the sample to destruct.  
When the aim is to determine the dynamics of nanostructures and the rate of atomic 
displacements, it is essential to monitor how those rates vary with varying electron flux and 
extrapolate these to infinitely low electron flux. 
For the observation of atom dynamics, the balance between image quality and beam influence 
should be considered carefully with suitable parameters such as signal-to-noise ratio (SNR), 
resolution, electron dose, electron dose rate, acquisition time, etc. The time scale of Au surface 
atom diffusion is from milliseconds to seconds50. According to the Rose criterion92, a SNR = 
589,93 is adequate to make a high-precision measurement. 
In this section, we investigate how the intensity of the electron beam and the accumulated dose 
influence the surface self-diffusion of gold atoms on gold nanoparticles. Temporally resolved 
image sequences of the same supported Au nanoparticle were acquired at electron fluxes 
ranging from 2.7 × 103 to 49 × 103 e−Å−2 s−1 and the surface dynamics are quantified by 
identifying events where an entire column of atoms is seen to move on the surface of the 
nanoparticle. Fluctuations of the surface atom column occupation were measured quantitatively 
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using sequences of high-resolution transmission electron micrographs. Columns with higher 
coordination number start hopping under higher electron flux indicating higher internal energy 
of the particle under the conditions used. The internal energy which contributes the most to the 
kinetic energy of the diffusing atoms, increases with both the electron flux and the total time of 
exposure. For a given electron flux, the hopping column number increases as the exposure time 
accumulates. For columns with high coordination, i.e. higher binding energy, hopping is only 
observed under high electron flux.  
In time resolved HRTEM image sequences, it can be challenging to interpret all atoms in an 
atomic column and the exact height of the column from one image in a single projection. 
Although low Z materials such as MgO can be reconstructed in 3D 94 from HRTEM images, 
the method is not feasible for heavy metals such as Pd, Au and Pt. However, the dynamics of 
entire atomic columns can shed light on the surface dynamics with information averaged in the 
z direction.  
3.2 Experimental details 
Commercial CeO2 powder (Sigma-Aldrich) was dispersed in ethanol and drop-cast on a 
DENSsolutions chip with a SiNx membrane. The chip was dried under a lamp for ten minutes 
and inserted in a sputter coater (Quorum Q150T). Au was deposited from a gold target using 
80 mA current for 10 seconds in ionized Argon. After that, the chip was mounted in a 
DENSsolutions Wildfire holder and inserted into the TEM. The sample was heated to 500°C in 
vacuum for 1 h resulting in a clean sample of 3 nm Au nanoparticles.  
The experiments were performed in an FEI Titan 80-300 environmental transmission electron 
microscope equipped with a spherical aberration corrector (CEOS) on the objective lens. The 
microscope was operated at 300 kV. The Cs corrector was tuned to a spherical aberration 
coefficient better than -5μm. High-resolution TEM image sequences were acquired with 
electron fluxes ranging from 2.7 × 103 to 49 × 103 e−Å−2 s−1. Images were recorded on a Gatan 
OneView camera at an exposure time of 0.2 sec giving an accumulate electron flux per frame 
range from 540 to 9800 e−/Å−2. HRTEM images were recorded at a magnification 
corresponding to a sampling of 0.0089 nm/pixel. Between each image sequence acquisition, the 
sample was allowed to relax for a period of 5 minutes without exposure to the electron beam. 
The dependence of contrast and SNR on accumulate electron flux were calculated by Lee et 
al.89 The data covers a range of electron fluxes typically used for HRTEM image acquisition. 
Electron counts were measured in the vacuum area of the images provided that 1 primary 
electron gives 26.42 counts on Oneview camera as specified by the manufacturer.  
3.3 Results 
In the present work, the focus is on the surface structure of supported nanoparticles under a 
range of electron fluxes. This is done by observing column occupancy fluctuations at varying 
dose rates as the most common observation is the disappearance and reappearance of atomic 
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columns indicating that under the applied conditions, atoms migrate on the surfaces of the gold 
nanoparticles.  
Figure 3.1 shows three gold nanoparticles imaged at three different points in time under 
different illumination conditions. The common observation is that atomic columns with low 
coordination disappear. At sites of low coordination, i.e. corners, atomic columns (indicated by 
the red arrows) are occupied in the left frames and unoccupied in the subsequent frames. This 
process is often reversible and the atomic column will eventually repopulate. Here, such 
occupancy changes are referred to as “column hopping.” The term is used both for events where 
an occupied column disappears, or where an unoccupied column is populated. Such surface 
column hopping has previously been reported in the literature for CeO2 53, Pt 51 and Au 50,95.  
 
 
Figure 3.1 Frames from temporal HRTEM image sequences. The occupation of the columns indicated 
by the arrow fluctuate through the temporal sequences. Red arrows indicate column hopping. Dose rates 
are 44 × 103 e−Å−2 s−1, 34 × 103 e−Å−2 s−1 and 8.3 × 103 e−Å−2 s−1 for No1, No2 and No3 particle 
respectively. Exposure time is 0.2 s for a single image. 
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This quantification method for surface diffusion is not trivial using HRTEM. The reason is that 
HRTEM images are 2D projections of a 3D structure. First, each pixel contains information 
from all the atoms in the direction parallel to the electron beam. Second, recognition of the 
object becomes increasingly challenging as the accumulated electron flux decreases. The low 
signal-to-noise ratio of the contrast especially at low electron flux hampers determination of the 
occupational state rendering some evaluations erroneous due to the strong statistical fluctuation 
of the noise in such images. 
Figure 3.2 A) shows intensity profiles integrated over the topmost 20 pixels of the top layer 
with five selected electron fluxes, corresponding images are displayed in C). Signal and contrast 
are quite weak at 2.7 × 103 e−Å−2 s−1. The signal-to-noise ratios at different fluxes are measured 
and displayed in Figure 3.2 B). For the lowest flux (2.7 × 103 e−Å−2 s−1), an SNR of 4.68 is 
measured, which is close to the Rose criterion89, and indeed the contrast of the corner column 
is smeared into the noise 
In order to determine how the electron flux affects column hopping, the hopping rate of the 6 
columns closest to a corner is determined as a function of electron flux. The columns are labeled 
in Figure 3.3. This is done by counting “column hopping events” for a single nanoparticle. The 
dose rate was increased from 6.6 × 103 e−Å−2 s−1 up to 44 × 103 e−Å−2 s−1, and then decreased 
Figure 3.2 A) Intensity profile summed over 20 pixels of the top first layer for five selected dose rates, 
the top layer was indicated by red arrow in image. B) Experimental SNR versus electron flux. SNR is 
calculated using average electron counts divided by standard deviation of the counts. All these data 
were measured in the vacuum area close to the target particle. C) Selected frames extracted from 
temporal image sequence acquired with different electron flux, the inset number is the electron flux, 
and the unit is 103 e−Å−2 s−1. Due to the low signal-to-noise ratio the presence of an atomic column is 
smeared in the noise making it challenging and ambiguous to count the column occupation. 
37 
again to 13 × 103 e−Å−2 s−1, to enable us to distinguish between the effects of dose rate and 
accumulated dose. For each dose rate, at least 350 frames of 0.2 s each were recorded, and the 
occupancy of the individual column was noted. Each time an atomic column disappeared or 
appeared, an event was logged for that specific column. No data was recorded for the lowest 
electron flux for the reasons mentioned earlier and for the highest electron flux as will be 
explained later.  
 
 
Figure 3.3 A frame extracted from an image sequence showing the corner of a 4 nm gold nanoparticle. 
The presence and absence of atomic columns at the corner are clearly identified. 
 
Figure 3.4 Shows sequential frames of the nanoparticle’s corner. The intensity of the enlarged peak 
increased gradually from 22s to 22.6s indicates that atoms number increase in second corner column. 
It’s challenging to trace individual atom diffusion trajectory. However, the gradually increased intensity 
suggests the exposure time is short enough to catch the column diffusion.  
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Figure 3.5 Accumulated ‘significant’ contrast changes as a function of time (frame No.) are shown under 
different dose rates. The color of the dotted curve corresponds to the location of the column. The dose 
rate used for temporal image sequences is from 6.6 × 103 e−Å−2 s−1 up to 44 × 103 e−Å−2 s−1 then reduced 
to 13 × 103 e−Å−2 s−1. Exposure time is 0.2 s for a single frame. A missing point in the line means no 
column appears in the image for more than two frames, for example, the green dot-line in dose rate 6.6 
× 103 e−Å−2 s−1, from frame 200 (blue circle marked) column11 disappears in the image. 
Figure 3.5 shows the accumulated count of events for the six atomic columns indicated in Figure 
3.3, as a function of electron flux. It should be noted that diffusion events in the columns are 
not independent, as only the outermost columns in the nanoparticle exhibit diffusion. With 
column (11) present, no diffusion of the other columns is observed. When column (11) is absent, 
diffusion may occur in columns (21) and (12). In a similar way, column (21) or (12) must be 
absent for any activity to be seen in columns (31) and (13), respectively, and both must be 
absent for column (22) to show activity. This is caused by the lower binding energy of the 
under-coordinated corner atoms. In most cases, hopping events are only observed in a single 
column within two consecutive frames. In rare cases, several columns can hop simultaneously 
during the exposure time of a single frame. 
Initially, at a dose rate of 6.6 × 103 e−Å−2 s−1, the (11) column is empty and events are seen in 
the (12) and (21) columns, interrupted briefly by events in the (11) column where it occasionally 
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fills. Similar behavior is seen in the next two plots, as the dose rate is increased, until late in the 
plot for 29 × 103 e−Å−2 s−1, the (13), (22) and (31) columns are activated. During conditions of 
high electron flux, activity is seen in most atomic columns, corresponding to significant 
dynamic roughening of the observed corner of the nanoparticle. As the dose is ramped down 
again, the activity decreases and the sharp corner is reformed, although the outermost column 
(11) continues to exhibit significant hopping.  
In order to obtain images as those shown in Figure 3.1-Figure 3.3, a significant number of 
nanoparticles have to be found and observed. Here, the complete analysis was only carried out 
for a single particle, but several other particles showing similar behavior were observed. 
Whereas the specific hopping frequencies may depend on factors such as the epitaxial 
relationship between the support and the nanoparticle and nanoparticle size, the variation in 
electron flux is expected to be similar. 
The various corner configurations for the particle shown in Figure 3.3 are shown schematically 
in Figure 3.6. The more under-coordinated sites, the higher the internal energy of the system. 
Energy therefore needs to be supplied to the particle to create the rougher configurations with 
more low coordinated columns. This energy could be supplied either in the form of thermal 
energy from heating the sample using a heating holder or from the electron beam. In the latter 
case, several energy transfer routes are possible. 
In Figure 3.6, the corner configuration is shown as a function of time and electron flux, first 
increasing and then decreasing the electron flux. Initially one or two missing rows are most 
frequently observed. As the electron flux is increased, the presence of configurations with more 
missing columns increases. As the electron flux is decreased again, the corner heals and only 
shows few missing columns. It is interesting to note that while the corner initially fluctuates 
between one and two missing rows, it ends up fluctuating between a perfect corner and one 
with a single missing row. Judging from this corner alone, it appears that the nanoparticle has 
been annealed into a lower overall energy configuration by the electron beam.  
In order to extract more information from the dataset, the configuration frequency (frame 
percentage of total frames) for different electron fluxes is shown in Figure 3.7. It clearly shows 
that the highest-frequency configuration shifts from number 2 to number 1 or number 0 between 
these two ranges. The nanoparticle has probably been annealed under irradiation and has 
become less rough.  
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Figure 3.6 Left is internal energy diagram of metastable column configurations in projection view. Right 
is the time sequence evolution of the corner column configurations under the dose rate range from 6.6 
× 103 to 44 × 103 e−Å−2 s−1. All the stretch configurations are observed in the image series. The 
configurations have been assigned a number. 0 is fully occupied configuration, 1 is missing one column, 
2 is missing two columns etc. A, B and C are the energy equivalent types. Configurations with more 
missing columns have higher potential energy. The x-axis is the time.  
 
Figure 3.7 Frame percentage of different configurations under different electron flux. 
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3.4 Discussion 
Assuming that the nanoparticle has a constant cross section, the number of electrons passing 
through the particle is proportional to the electron flux. It is challenging to assess the energy 
transferred to the sample by a single electron. Van Dyck et al. estimated it to be in the range 
from a few meV to tens of eV, with an average around 40 meV, depending on the material and 
the imaging conditions. The highest energy transfer would lead to ejection of atoms from the 
sample, if the energy is transferred to one or a few atoms. While this is sometimes observed 
under STEM-HAADF imaging condition, no evidence for such reactions is observed in the 
present observations, implying that if atoms are ejected, the rate is low. Incident high-energy 
electrons impinging on thin samples could sputter atoms into the vacuum, and is referred to as 
the knock-on effect. Atom loss may be up to 5 atoms per frame under the focused beam 
estimated using time sequences of STEM-HAADF images96. Such issues are not severe in the 
present observations. As the electron flux is ramped down, the high index columns missing 
under a higher electron flux reappear under  lower electron flux, as Figure 3.6 shows.   
More moderate energy transfer to the nanoparticle can occur through different processes, 
including electron-hole pair creation and direct momentum transfer to atoms. Regardless of the 
details of the energy transfer process, the energy ends as thermal vibrations, i.e. phonons. This 
heat mainly leaves the particle through thermal conductivity, and it is assumed that higher beam 
intensities lead to higher temperatures of the nanoparticle.   
It is therefore assumed that the electron beam can induce enhanced surface diffusivity through 
at least two mechanisms. First, the general heating of the sample can help the atoms overcome 
the diffusion energy barriers. Second, energy initially transferred directly from the beam to a 
loosely bound surface atom will induce a non-thermal velocity, which may also trigger a 
diffusion event. Both of these mechanisms are expected to lead to an enhancement of the 
diffusivity, which scales linearly with the beam intensity.  
In the experiments, not only an increased diffusivity at increased beam intensities is observed, 
but also an increased roughness of the corners of the nanoparticle (3.7). This is consistent with 
an increase in diffusivity, whether from a locally elevated temperature, or from non-thermal 
motion of the atoms under electron illumination. 
The activation energy of an Au atom leaving a step has been estimated to be in the range 0.67 
to 0.86 eV, depending on the step geometry.97,98  This would result in jump frequencies of a 
few Hz19 at room temperature, and be consistent with such jumps being observable in the 
electron microscope. Activation energies in this range also means that a local increase in 
temperature will result in an order-of-magnitude increase in diffusivity, in agreement with the 
observations. Experimental results indicate that the local temperature of Cu2S nanocrystals49 
and graphene increases only by a few degrees.   
Beam induced reversible atom displacement of a rhodium catalyst and graphene has been 
investigated by Kisielowski et al60. The electron-beam-induced object excitations are highly 
reproducible if the illumination is confined to the imaged sample area indicating a well-defined 
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amount of energy from the impinging electron beam is absorbed by the material. Phonon 
excitation induced low-frequency atom displacement is one reason for the contrast difference 
between simulated and experimental images, also known as the Stobbs factor. The random 
phonon excitations of the entire object can temporarily stabilize site-specific (systematic) atom 
displacement. Atom dynamics was captured in real time in atomically resolved images. The 
whole excitation and relaxation process takes around 1 min. Due to the excitation-relaxation 
process, the dose rate is probably as important as the total dose effect on the beam-sample 
interaction. The ‘Divide-and-conquer’ approach applied for beam sensitive samples 12,58,60 
using sufficiently low electron fluxes so the specimen has enough time to relax between 
delivered electrons ensures that a purely intrinsic structure is observed12.  
3.5 Summary 
Surface atom diffusion of supported Au nanoparticle has been observed using HRTEM under 
a range of electron flux. Only small differences in individual column jump frequencies have 
been detected. Higher potential energy configurations present under higher electron flux 
condition or after long exposure times under moderate electron flux, indicate the excitation-
relaxation process of the supported Au nanoparticles. Atom diffusion is one way that the Au 
nanoparticles can relax energy. The time scale of the excitation-relaxation process is in the 
order of seconds. The local temperature of particles increases only by a small amount as the 
hopping is more like a random process rather than exponentially dependent on the dose rates 
since the relation between atom diffusion and the temperature is in Arrhenius form99. To fully 
understand the dose effect, more experiments need to be conducted at lower temperature and 
lower acceleration voltage as well as the theoretical work on the energy transfer from the beam 
to the nanoparticles. The results reported here provide a valuable experimental reference for 
beam-sample interaction and in situ morphology reconstruction and surface dynamics of 
nanoparticles under reactive and reaction conditions. Both the electron flux and the 
accumulated dose influence the surface dynamics of supported Au nanoparticles. For a given 
dose rate, the hopping column number increases as the exposure time accumulates. Columns of 
higher coordination only hop under relative high electron flux condition 
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Chapter 4 Time-Resolved Dynamics of Supported 
Nanoparticles 
Heterogeneous catalysis is a molecular bond breaking and rebinding process in which reactant 
gas molecules adsorb on a solid surface, dissociate, and new molecules are formed and desorbed 
from the solid surface. Generally, adsorption and desorption are the two limiting steps 
controlling the reaction rate, which depend strongly on the local electronic and geometric 
structure of the catalyst. Investigation of the local atomic structure of the catalyst is essential in 
order to understand its surface properties. Manipulations of surfaces and interfaces either by 
crystalline facet control or by element composition control is often a key target in catalysis 
synthesis, for the final purpose of controlling the local atomic structures. On the other hand, the 
adsorbing molecules can also tune the local structures of catalysts100, e.g. by changing the 
surface energy. As a result, the surfaces often reconstruct to a different atomic arrangement, 
which further tunes the adsorption performance. Heterogeneous catalyst systems are far from 
thermodynamic equilibrium. Therefore, a comprehensive and synchronized knowledge is 
required to understand the whole process including catalyst morphology transformations, 
reaction oscillation, etc. 
Since oscillatory kinetics was discovered in catalytic CO oxidation by the group of Wicke in 
1970101, rate oscillations, spatiotemporal patterns, and chaos have been observed with the 
development of spatially resolving techniques such as field ion microscopy (FIM)102, in-situ 
LEED102, and photoemission electron microscopy (PEEM)103. Ertl summarizes surface 
dynamics by introducing two principal new aspects10: anisotropic diffusion (surface diffusion) 
and the possibility of global synchronization via the gas phase (surface reconstruction). 
However, due to the geometric limitation and nature of the signal of the techniques mentioned 
above, most surface dynamic observations were conducted on flat surfaces of model systems, 
which means, only the top-view of the sample has been analyzed. 
A systematic understanding of surface reconstruction under reaction conditions requires that 
characterization methods can visualize atoms in real space and time. Time-resolved in situ 
HRTEM can be a complementary technique for such surface and interface dynamics 
characterization at the atomic scale from both top-view and side-view. Recent works conducted 
on Pt nanoparticles by in situ TEM shows that synchronized catalysis process characterization 
can be achieved inside the TEM12. The reversible dynamic behavior of nanoparticles under 
reactive surroundings has also been reported 12,104–107. However, there are still plenty of 
unknowns about surface dynamics on nanoparticles, which require systematic studies.  
In this project, Cs-corrected ETEM was employed to investigate atomic dynamics in real time 
in the presence of gas which help us to understand the interactions between adsorbate and 
nanoparticle surfaces, and, moreover, to understand the nature of active sites for a specific 
reaction. The motion of atom columns at the surfaces of supported Au nanoparticles have been 
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directly traced using temporal HRTEM image sequences. The dynamics of surfaces and 
interfaces were observed at the atomic scale which has enabled us to acquire further knowledge 
on the intrinsic properties of oxide-supported metal nanoparticles. Such dynamics taking place 
at either the gas-Au, or Au-CeO2 interfaces are important for both catalytic performance and 
stability. This chapter summarizes the dynamical behavior of CeO2 supported Au nanoparticles 
based on the geometric dimensionality of the dynamics: 1D, 2D, and 3D.  
4.1 1D dynamics 
HRTEM images are projections of a 3D object on the camera and all the information in the z-
axis is averaged. It is possible to interpret 3D information on light elements with nanometer 
precision with the help of simulation and precise calibration of the microscope94. However, for 
CeO2 supported Au nanoparticles, it’s challenging to identify a single atom in 3D space from 
projected HRTEM images, and even more difficult to trace the motion of single atoms. 
Thus only projection information in the images is considered and column dynamics are 
investigated instead of individual atom movement. The nanoparticle dynamics are classified 
into three categories based on the dimensionality of the dynamics in real space. For example, 
1D dynamics refer to single atom column movement which is an atom column spot in the 
HRTEM images; 2D dynamics are atoms moving in an area of the surface which is an array of 
atom columns in the images; 3D means whole nanoparticle dynamics which are the changes of 
an area in the images. 
4.1.1 Atom column hopping  
Single atom column diffusion has been reported on the surfaces of Au and Pt nanoparticles by 
Surrey50,51 and on CeO2 surfaces by Bhatta108. In their observations, the nanoparticles were 
suspended on carbon grids and were not stable under the electron beam meaning that the shape 
of the nanoparticles was continuously changing. The occupation of the individual atomic 
column locations could not be tracked during the observation.  
A physically prepared sample consisting of CeO2 supported Au nanoparticles was used as a 
model system. This system is stable under the electron beam enabling us to track the column 
occupation for individual columns. The electron flux influences the diffusion of single atom 
columns as previously discussed in Chapter 3. In this chapter, the focus is on direct observation 
of various surface dynamics. 
Surface atom columns, especially the corner columns, have lower binding energy compared to 
fully coordinated inner columns. Figure 4.1 shows a corner column disappearing and 
reappearing under electron beam irradiation. The red arrows indicate where an atomic column 
is originally observed at the corner column positions at 0 s and vanish at 0.6 s. This process can 
be reversible: the corner column reappeared at 1.2 s. The phenomenon has been extensively 
observed in this work on the surfaces of supported Au nanoparticles. The term ‘column hopping’ 
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is here used to describe such a significant variation in contrast, where either an occupied column 
is emptied, or an unoccupied column is populated. 
 
Figure 4.1 Snapshots taken from HRTEM image sequences. In the left image the contrast of the 
atomic column indicated by the red arrow is significant enough that the naked eyes can identify that 
there is a ‘column’; no significant contrast at the same position in the right image. In reality, all the 
atoms of this column move to other places of the particle that makes no contrast at corner position.  
4.1.2 Reconfiguration of atom columns  
Reversible column hopping indicates that some active atoms diffuse on the surface of the 
nanoparticle. The diffusing atoms can jump between adatom sites if these adatom sites have 
similar potential energy and the energy barriers between these adatom sites are low enough for 
the diffusing atoms to overcome. These atoms could jump between several adatom sites back 
and forth in a random fashion and as a result different surface atomic configurations are formed.  
 
Figure 4.2 Atom column reconfiguration: significant contrast raised at red circle marked location at 
46.8s and smeared at 47.2 s; opposite contrast change took place at black circle marked location: there 
was no contrast can be recognized since from 46.8s and strong contrast raised at 47.6 s. 
In Figure 4.2 the location marked with a red circle in the inset sketch was occupied at 46.8 s 
and empty at 47.6 s, the black location was empty at 46.8 s and occupied at 47.6 s. These 
locations have similar energies due to crystalline symmetry. The atoms disappearing from the 
red location at 46.8 s have a higher probability of jumping directly to the black location rather 
than other locations. The whole transformation process between the atom configurations takes 
0.8 s, and the transition state is shown at 47.2 s. The lifetime for an intermediate state is around 
46.8 47.2 47.6
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0.6 s. Such corner column reconfiguration can be reversible, red column disappeared at 46.8 s, 
and black column appeared at 47.6 s in Figure 4.2. Figure 4.3 shows the same process at a 
different point in time. 
 
Figure 4.3 Atom column reconfiguration: significant contrast raised at red circle marked location at 
103.4 s and smeared at 103.6 s; opposite contrast change took place at black circle marked location: 
there was no contrast can be recognized at 103.4 s and strong contrast raised at 103.6 s. Experimental 
conditions: high vacuum, room temperature, exposure time is 0.2 s. 
4.1.3 Atom column position deviation 
Deviation from the ideal crystal structure during the surface reconfiguration process was also 
observed. The position of the column indicated by a yellow circle deviates from the ideal 
crystalline position by 0.07 nm (Figure 4.4) which is much larger than thermal vibration 
(picometer level)60 induced position vibration. This column moved out to the surface and 
formed a new metastable corner. The lifetime of this metastable state is around 0.6 s. Afterwards, 
this column moves back to the original location. Meanwhile, a column disappeared from the 
location indicated by the black circle at 21.2 s and a new column populated at the location 
indicated by the red circle.  
 
Figure 4.4 The yellow circle indicates a column that deviates from the original lattice position and 
moves out to vacuum to form a new metastable smooth surface. 
Many factors influence the column position deviation from the ideal lattice position, such as 
thermal vibrations due to the nature of the sample, delocalization induced by the aberration of 
20s 20.6s 21.2s 
103.4s 103.6s 
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microscope due to the microscope abberation and defocus, etc. However, thermal vibration 
induced deviations are on the order of picometers and hardly observable; delocalization is 
normally perpendicular to the surface. It has been reported that surface atoms could be sputtered 
from the sample to the vacuum during high-resolution STEM imaging96,109. In that case, the 
density of electrons is much higher due to the focused beam; the parallel illumination used in 
TEM results in a significantly lower density of electrons. The total observation time was about 
30 min, during which the shape and size of the nanoparticle did not change. Most of the 
observed dynamical processes were reversible. So one can speculate that the number of atoms 
sputtered away by the beam was insignificant compared to the total number of atoms in the 
nanoparticles. 
4.2 2D dynamics 
In this section, the 2D dynamics observed on Au nanoparticle surfaces with or without gas 
adsorbed are summarized. As mentioned previously, 2D dynamics in real space projected as an 
HRTEM image is a 1D signal. The dynamics occurring on surfaces such as surface 
reconstructions are extremely important for the functionality of nanoscale systems, especially 
catalysts. Here, Au (100) surface buckling accompanied by the formation of excess columns 
and (100) surface reconstruction will be discussed. More interestingly, under some conditions 
(temperature, gas), the entire surface shifts in a concerted manner (Figure 4.10). For example, 
the columns in the uppermost layers shift in the same direction while maintaining the inter-
column distance; column layers disappear and reappear. Although no theoretical explanation 
for this phenomena is proposed, it is a significant observation.   
4.2.1 Surface buckling 
Au (100) surfaces typically undergo a (5x1) surface reconstruction and form quasi-hexagonal 
(111) over-layers. During the reconstruction, excess atomic columns are typically found at 
corners43 or on Au (100) surfaces50,95. In this configuration, the columns are not stable but 
fluctuate under electron beam irradiation. As a result, Au (100) surfaces show local bulging 
when one atomic column is expelled from the surface. Similar column splitting under electron 
beam irradiation has been observed during high resolution imaging of CeO253. 
Figure 4.6 shows buckling occurring on the top most layer of an Au (100) facet. The arrow 
indicates that the Au (100) surface layer reconstructing under electron beam irradiation. At 8 s, 
there are clearly five atomic columns. At 9.2 s, atoms move out into the vacuum, and the 
contrast is lower compared to the previous frame. After an additional 0.8 s, the contrast at the 
atomic columns is reestablished. The intensity profiles of the topmost surface layer (red box) 
are displayed in the Figure 4.5 (d). The profiles indicate that the contrast of two corner columns 
remains stable while the middle columns are lower in contrast during the reconstruction. The 
process typically lasts one or two seconds. 
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Figure 4.5 Snapshots from a temporal HRTEM sequence. The arrow indicates the (100) top layer of 
a gold nanoparticle. The particle has an (111)Au // (111)CeO2 epitaxial relation with CeO2 support. 
A further observation of excess atom column induced surface buckling is shown in Figures 4.6 
and 4.7 where the excess atomic column is indicated by the red arrows. During the observation, 
the location of the excess column moves back and forth on the facet. Such excess surface atomic 
columns has been reported in previous HRTEM nanoparticle characterization works 110,111.  
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Figure 4.6 Protrude positions according to excess atoms. Arrows indicate the excess atoms. 
 
Figure 4.5 The excess atom (indicated by the red arrow) corresponding surface protrusion moves back 
and forth on the (100) facet. The yellow line is a reference.  
4.2.2 Column splitting on the (100) facet 
This section demonstrates another phenomenon related to the (100) surface reconstruction. 
Figure 4.8 shows a (100) surface layer reconstructing under electron beam irradiation. At 90 s, 
the intensity is elongated parallel to the surface. The elliptical spot (90 s) splits into two peaks 
(91s) with one staying in the same crystallographic site, and the other is displaced by 0.08 nm 
from the nearest crystallographic site as shown in Figure 4.8 (c). After further fluctuations at 
92 s, the elliptical contrast feature can be seen. The elliptical contrast possible induced by the 
2×1 surface reconstruction of the (100) facet. 
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Figure 4.8 Magnified images of the (100) surface reconstruction at selected times.The red box 
indicates the surface atomic layer reconstructing under electron beam irradiation. Exposure time is 
0.2 s for each frame.  
The column splitting occurs with a random time constant. No periodicity was observed as can 
be seen from Table 4.1 where the time and duration of the measured atom column splitting are 
indicated. Most splitting processes took less than 2 s, a few took longer, and the longest lasted 
6.2 s.  
Splitting 
start time 
(s) 
Splitting 
finish time 
(s) 
Duration time 
of splitting 
process (s) 
0 0.8 0.8 
2 3.6 1.6 
11.8 17 5.2 
22 23.8 1.8 
61.2 62.6 1.4 
80.2 83.4 3.2 
91.6 92.8 1.2 
98.8 100.6 1.8 
128 128.6 0.6 
132 138.2 6.2 
Table 4.1 Start and finish time for each atom column splitting, most processes take less than 2 s. 
4.2.3 Layer shifting 
The columns in the surface layer could shift in a concerted way as determined from single 0.2 
s frames. In Figure 4.9, the columns in the topmost surface layer shift to the left at 20.6 s (the 
red box) and shift back to the original location at 21.2 s (the blue box). Interestingly, all the 
columns in this layer behave in the same way, as indicated in the intensity profile (right). The 
profiles are aligned with a reference on the substrate (yellow circle). The column peaks shift to 
the left by the same distance of 0.06 nm (7 pixels, pixel size is 0.0089nm) at 20.6 s, and shift 
back at 21.2 s.  
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Figure 4.9 Columns in the red frame shift to the left at 20.6 s and shift back to the original location at 
21.2 s. The intensity profile at each time is displayed on the right. The line profile is aligned using a 
reference area on the substrate. All the columns in this layer behave in a concerted manner.  
4.2.4 Layer disappearance and reappearance 
More than one columns could disappear and reappear at the same time. Figure 4.10 shows a 
nanoparticle having 9 columns on the (111) facet and 4 columns on the (100) facet at 200.6 s. 
At 200.8 s the top (100) surface layer (indicated by a yellow arrow) disappears, leaving the 
nanoparticle with 8 columns in the (111) facet and 5 columns on the (100) facet. However, the 
layer shows up again at 202 s with the same atom arrangement as at 200.6 s. 
 
Figure 4.10 Layer disappearance and reappearance oscillation in 4.5 Pa CO at 250°C. The outmost 
(100) surface layer with 4 columns disappeared at 200.8s and reappeared at 202 s.  
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4.3 3D Dynamics – Particle Motion 
Understanding metal-support interactions are of particular importance for nanostructure 
designed catalysts. The active sites are generally on the surface of nanoparticles and so a larger 
surface area means more active sites. Therefore a particularly severe problem for catalysts is 
sintering where the nanoparticles tend to grow in size resulting in loss of total surface area. 
Temperature and surrounding gases can accelerate this process112,113. Ostwald ripening, and 
particle migration and coalescence are the two sintering mechanisms113. To further understand 
the underlying processes of nanoparticle sintering and develop mitigating procedures, atomic 
scale observation of nanoparticle movement on substrates are necessary. In this section, rigid-
body sliding, rigid-body rotation and layer movement via mass transport at the atomic scale are 
discussed.  
4.3.1 Rigid-body sliding  
Au nanoparticles attached to the oxide support normally have an epitaxial relationship with 
respect to the substrate. The Au (4x4)//CeO2 (3x3) relation is a commonly observed structure 
for this system44.. The crystalline structure of the Au/CeO2 interfaces are shown in Figure 4.11 
(a). The planes facing each other from both sides are {111}Au // {111}CeO2. The lattice spacing 
is 0.235 and 0.312 nm for {111}Au and {111}CeO2 respectively; the mismatch is about 25% 
which is too large to be matched elastically. For a small cluster, the lattice mismatch between 
the substrate and the nanoparticle can be compensated by distortion of the lattice plane. When 
the cluster size increases, the energy gain due to interface adhesion is no longer sufficient to 
compensate for the elastic energy due to the lattice mismatch strain. As a consequence, atoms 
will leave their preferential adsorption sites and a dislocation network is formed to release the 
strain at the interface. As the cluster size further increases, the dislocations organize themselves 
in a periodic network114. In the {111}Au // {111}CeO2 case, every four Au (111) layers match 
three CeO2 (111) layers to form an edge dislocation (Figure 4.11(a)). A rigid-body sliding 
movement of the nanoparticle has been observed on the Au/CeO2 interface with the dislocation 
network as mentioned above. The blue dotted line is included as reference. The Au nanoparticle 
moves upward by one Au (111) lattice spacing (around 0.235nm) at 39.2 s. Figure 4.11 (b) 
shows the intensity profile of the interface layers at 38 s and 39.2 s. The dislocations marked 
by red lines (Figure 4.11 (a)) remain at the same position during nanoparticle movement.  
This rigid-body sliding is reversible. The displacement evolution of the nanoparticle is shown 
in Figure 4.11 (c). The nanoparticle moves back and forth between two positions, the distance 
between these two locations is one (111) lattice spacing (around 0.235 nm). Such rigid 
movement with stable dislocations were found in several other particles and the phenomenon 
is more common at moderate temperature in my observations. 
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Figure 4.11 (a) Dislocation network of the interface between CeO2 (left) and Au nanoparticle (right). 
The blue dashed line is the reference. The nanoparticle moves one lattice spacing upward at 39.2 s. 
The three red lines indicate the positions of dislocations. The interface layers are labeled s1 and Au1. 
The layer labeled Au2 is the second layer inside the Au particle counting from the interface, s2 is the 
second CeO2 layer counting from the interface. The “T” symbol indicates the position of dislocations 
at the interface, where extra Au columns are present; (b) Intensity profiles of the interface layers for 
t = 38 and t = 39.2s are displayed. Red arrows indicate two peak appearing where no peak was 
previously present, meaning that the particle moves upward on the image by one lattice spacing; (c) 
Position evolution of the nanoparticle. 
4.3.2 Layer movement by mass transport 
Mass transport on the surface of nanostructures has been reported for layer-by-layer sublimation 
of PbSe115, layer-by-layer growth of ZnO116 and Tungsten growth117. During growth or 
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sublimation, mass transport via atom migration on the surface consistently in one direction 
results in the layer by layer growth of nanowires. However, such mass transport has not been 
reported on supported nanoparticles.  
Figure 4.12 shows mass transport on an Au nanoparticle in a temporal sequence of HRTEM 
images. Within 2 s, one (111) layer at the bottom of the particle disappears from view as shown 
by the red arrow and a new (100) layer populated on the right corner (100) facet as shown by 
the blue arrow. The diffusion of atoms continues to move from the new (100) facet to the top 
(111) facet (as indicated by the yellow arrow). As a result, the whole particle moves laterally 
on the oxide substrate by 0.235 nm respect to the substrate (one (111) lattice space).  
 
Figure 4.12 The red arrow indicates an atomic layer disappearing column by column on the (111) 
facet: initially the surface layer consists of six columns. The first column, which is furthest away from 
the interface disappears at 51.2s. The columns disappear gradually in the next frames. At 52.2s, four 
columns appear at the blue arrow indicated on (100) facet, two more columns show up in the next 
frame. Experimental conditions: room temperature, 4.5 Pa CO. 
4.3.3 Rigid-body rotation  
Numerous studies118–121 have focused on the role of the interface between gold nanoparticles 
and metal oxide supports, because inactive gold needs to be supported on selected metal oxides 
or active carbon to exhibit catalytic activity122. Although there are few reports105,123 focusing 
on the atomistic structure determination, the characterization of the interfacial structure 
between Au and metal oxide support is still challenging. Rigid body rotation occurs in a 
reversible manner during catalytic reactions105. Such rigid-body-motion was considered to be 
the result of weak interactions between gold atoms and metal atoms in the substrate, and at the 
same time oxygen vacancies where strong Au-metal bonds form to pin the nanoparticles, may 
play an important role105.  
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The rigid-body rotation of Au nanoparticles on metal oxide supports are investigated in the 
present section by tracking a single nanoparticle. The orientation of the nanoparticle was 
determined using the FFT. Figure 4.13 shows an HRTEM image of an Au nanoparticle from 
the top view which is in [110] zone axis. It is interesting to find that the particle always in zone 
axis whatever the interface plane is normal or inclined to the view plane. This points out that 
the rotation angle can be directly determined on the FFT graph of the nanoparticle by measuring 
a pair of lattice spots peak. A script has been developed in-house to detect the peaks in the FFTs 
automatically.  
 
Figure 4.13 (a) HRTEM image of a top-view supported Au nanoparticle on CeO2 with the [110] zone 
axis normal to the view and the corresponding FFT (b). Yellow circles indicate the spots detected for 
each frame. The rigid body rotation axis is also normal to the view, parallel to the [110] zone axis of 
the gold nanoparticle, so the nanoparticle stays in the same zone axis for all frames. The rotation angle 
can be determined directly on FFT. 
Figure 4.14 shows two consecutive frames from the observation of an Au nanoparticle on TiO2 
with the interface showing a tilt angle of 2° around the [110] zone axis. The particle rotates 
back and forth on the interface with the rotation axis along with the [110] zone axis, as shown 
in Figure 4. 15 where the relative rotation with respect to the starting frame is shown. It is 
interesting that the relative rotation angle falls into two zones, Zone 1 and Zone 2. In each zone, 
the rotation angle fluctuates within 0.5º. The angle difference between each zone is 2º. Figure 
4.16 shows another case of rigid body rotation of an Au nanoparticle where the 
particle/substrate interface is inclined to the [110] zone axis. The particle rotates in three zone 
positions indicated by yellow, green and blue boxes with the relative angle difference around 
2°.   
 
(a) HRTEM (b) FFT 
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Figure 4.14 An Au nanoparticle tilts around the <110> zone axis. The white line is the surface edge 
reference on frame 36, while the blue line represents the surface edge on frame 80. Acquisition time 
for each frame is around 1.2s (exposure time is 0.5s plus 0.7s read out time). The nanoparticle rotates 
clockwise from frame 36 to frame 80.  
 
Figure 4.15 Orientation evolution of a TiO2 supported nanoparticle under an O2 atmosphere, where 
the angle is the orientation difference between the first frame and the present frame, measured using 
the surface edge position shown in Figure 4.14. 
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Figure 4.16 Rigid-body rotation of an Au nanoparticle on the substrate. Respect rotation angle of the 
nanoparticle for all frames, the first frame is the reference. Top view images with electron beam 
perpendicular to the interface on the right. Exposure time for each frame is 0.2 s. 
4.4 Other dynamics                        
4.4.1 Crystallite transformation 
Au nanoparticles may present a range of different geometric structures, such as bulk-like fcc 
arrangements, and translational-symmetry-forbidden icosahedral (Ih) or decahedral (Dh) 
structures124,125. A quantitative equilibrium phase map  (structure  dependence on temperature 
and nanoparticle size) was given by Barnard39, based on relativistic ab initio thermodynamics 
and in situ high-resolution electron microscopy. However, the structure transformation is still 
under debate. Some previous reports show: (1) at or above room temperature, the decahedral 
morphology has been identified as the most favorable structure for 5-12 nm sized nanoparticles, 
and the fcc structure and decahedral morphology were stable for clusters40; (2) there is evidence 
for a decahedral to icosahedral transition at low temperature (-174 °C)126; (3) surface 
roughening is an important process above 600 °C39. However other in situ observations on the 
structural transformation of 6 nm Au nanoparticles do not have any order of preference127, and 
any of the structures can transform from others. Most reported observations of nanoparticle 
structure transformations are based on clusters or nanoparticles on amorphous carbon grids in 
a non-crystalline epitaxial arrangement. For the application of catalysis, the nanoparticles are 
normally supported on crystalline oxide substrates and have an epitaxial relationships with the 
substrate. In this section, the (111)Au//(111)CeO2 epitaxial relationships between gold 
nanoparticles and CeO2 was tracked under an electron flux of 35 × 103 e−Å−2 s−1.  
Figure 4.17 shows the evolution in shape and crystallographic morphology of a supported Au 
nanoparticle with time. During this process, the particle reshapes and the formation of a twin 
plane is observed. At 7.4 s, the particle begins to adopt a more spherical shape which could be 
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interpreted as dewetting which seems complete in the last frame. At this point the nanoparticle 
changes to a twinned structure which is the common structure of Au nanoparticles46,125,127. After 
8 s, the twinning is clearly observed, the top part of the nanoparticle remains in the original 
structure, while the bottom part appears to have detached from the support at 30.2 s. At 32.2 s 
the nanoparticle still has two twins, but now the top part is detached from the support and 
bottom part is attached to the support in another epitaxial relationship. The results show that for 
nanoparticles supported on crystalline substrates, the substrate plays an important role in 
constraining the particles in fixed epitaxial relationships. At all times, the nanoparticle remains 
at least partially in an epitaxial relationship with the substrate. 
 
Figure 4.17 Snapshots from temporal HRTEM image sequence of an Au nanoparticle imaged at a 
dose rate of 35 × 103 e−Å−2 s−1. The time of observation is indicated in each frame. Original structure 
(6 s), a transient structure (7.4 s) and a multi-twinned structure (7.6 s) are shown. 
4.4.2 Orientation transformation 
Nanoparticles tend to have an epitaxial relationship with substrate even during crystallite 
transformation. Such relationships have been extensively observed in other studies: Au 
(111)//TiO2 (110) for Au/rutile TiO241, Au (111)//TiO2 (112) for anatase TiO242, 
Au(111)//CeO2(111)43,44 and Au(110)//MgO(110)128 etc. The crystal structure of oxide-
supported nanoparticles directly influences their catalytic activity and stability. The substrate 
has been found to function mainly in two ways: 1) the oxide support is highly temperature 
resistant thus hindering particle coalescence; 2) reducible supports like TiO2 and CeO2 act as 
an oxygen source supplying oxygen for oxidation reactions. Typically, oxide supported 
nanoparticles have preferential orientation relationships with their substrates.  
Rearrangement of atoms leading to the formation of twins and stacking faults has been found 
dating back to 1986 by Smith129. Low coordination number sites such as steps, corners and 
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kinks are considered active sites for catalytic processes, and twin boundary termination could 
supply stable surface steps130. Twins in nanoparticles are common in elements of low stacking 
fault energy, such as Au, Cu, etc. Furthermore, twins are also found commonly in supported 
nanoparticles109,43,61. Ceria is a good example where fundamental studies have been conducted 
at the atomic scale in order to understand its function as a catalyst63. The oxygen storage 
capacity of CeO2 in catalysis, including the ability to release the surface oxygen to form oxygen 
vacancies in a reducing atmosphere and to capture oxygen in an oxidizing atmosphere is widely 
used131. CeO2 is also extensively used as substrate because of its excellent thermal stability. 
Typically, ceria nanocrystals exhibit three low-index surfaces {111}, {110} and {100}. 
{111}132 is the most stable surface with the lowest surface energy, followed by {110} and the 
least stable {100}, while the order of reactivity of oxygen vacancy formation is ????? ?
????? ? ?????.131 
Figure 4.18 (a) shows the typical morphology of a CeO2 supported Au nanoparticle on a model 
system. The shape of commercial CeO2 support nanoparticles are normally octahedral and 
exhibit eight (111) surfaces. Two distinct crystalline orientation relationships between Au and 
the ceria support were observed. Here, these are referred to as type I Au(11-1)[101]//CeO2(11-
1)[101] and type II Au(11-1)[-10-1]//CeO2(11-1)[101]. The planes match each other at the (111) 
interface planes of both Au and CeO2. As the lattice misfit is 25%, it is difficult for both to 
match elastically so a dislocation network is formed to accommodate the strain that exists at the 
interface. As a consequence, every four (111) Au layers has an edge dislocation, as shown in 
the sketch in Figure 4.18(c) and (d). The distribution of these two types of relationships was 
measured on the as-prepared sample and was found to be 62% for Type I and 38% for type II.    
In order understand more about the difference between these two orientation relationships, 
density functional theory (DFT) calculations have been performed using the Vienna Ab-initio 
Simulation Package (VASP) 1-4. The ionic cores are described by PAW potentials5, and the wave 
functions are expanded as plane waves with an energy cutoff of 550 eV. The exchange and 
correlation are approximated by the PBE function, to which the aspherical gradient corrections 
are added. The First Brillouin zone is sampled using a 1×1×1 Monkhorst-pack grid of k points. 
The CeO2 (111) surface is built using a 3×3 surface unit cell with nine atomic layers. Three 
atomic layers in the bottom are fixed. The Au particle is created using a 4×4 unit cell with two 
layers. A vacuum thickness of 15 Å is used to reduce interaction between the periodic units. 
Kohn-Sham formalism6, the DFT+U approach7 is used to describe the on-site Coulomb 
interaction and provides a better description of electron localization on the 4f states of the 
reduced cerium atoms. The low value of the U parameter (Hubbard correction) may result into 
electron delocalization and how large a U correction on ceria is appropriate has been discussed 
extensively8-11. Here, the value of 4.5 eV for U correction is used. The bulk equilibrium lattice 
constant is 5.497 Å, which is consistent with the result of Su et al12.  To match the lattice of 
gold, the lattice parameter of ceria increases to 5.739 Å, which differs by 6% compared to the 
experimental value (5.423 Å) 13,14,133.    
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Figure 4.18 (a) Typical morphology of the as received sample. Truncated decahedron gold 
nanoparticles sitting on octahedral CeO2 (111) surface. Both CeO2 and Au are in [110] zone axis. (b) 
Populations of two preferential orientation structure on as-received sample. (c) Types I, Au (11-1) 
[101]//CeO2 (11-1) [101]. (d) Type 2, Au (11-1) [-10-1]//CeO2 (11-1) [101].  
The system energy of the Au particle adsorbed on the pure and defected ceria surface is 
calculated (Figure 4.19. For pure ceria, the energies of a gold particle growing along Type 1 
and Type 2 directions are very close, with an energy difference ∆E= EType1-EType2 lower than 
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0.02 eV. For the defected ceria, nine possible structures of creating one surface oxygen vacancy 
(surVo) are considered for both Type 1 and Type 2 (the energy difference is shown in Figure 
4.19 (d)). Figure 4.19 shows the most stable structures of surVo in Type 1 and Type 2 
configurations. The most stable surVo site in Type 1and Type 2 is where three electrons localize 
on three nearest-neighbor cerium ions, one of which is an electron from the gold atom. The 
energy difference for the strongest adsorption of the gold in defected Type 1 and Type 2 is much 
lower than 0.02 eV. The calculated formation energy of creating an oxygen vacancy in Type 1 
and Type 2 is 2.133 and 2.129 eV, respectively, which is 0.25 eV lower than the reported result 
2.38 eV12 caused by gold adsorption and lattice expansion.  
Although the energies of the most stable structure of surVo in Type 1 and Type 2 are very close, 
for each possibility of surVo, five sites of surVo including V_1, V_4, V_5, V_7 and V_8 in 
Type 1 are more stable than those in Type 2. This means that a gold particle is more likely to 
grow along Type 1 than Type 2.  
 
 
Figure 4.19 Relaxed structure of CeOx (a) the two nearest-neighbor Ce ions in the first layer are 
reduced (b) one nearest-neighbor Ce ions in the first layer and two symmetry equivalent Ce atoms 
(one in the surface and the other in the subsurface) are reduced (c) the two nearest-neighbor Ce ions 
in the first layer are reduced (d) the two nearest-neighbor Ce ions in the first layer are reduced. 
The DFT calculations show Type I and type II have similar potential energies either on 
crystallographically perfect CeO2 or oxygen deficient CeOx. If the system is stimulated by 
gasous surroundings, the nanoparticle could transform between these two orientation 
relationships. Figure 4.20 shows the structural transformation of two nanoparticles at room 
temperature. Both nanoparticles became round in an O2 atmosphere which is the typical 
morphological change for Au nanoparticles in O262.  The structure of the top nanoparticle 
transforms from Type I prior to oxygen exposure (Figure 4.20 (a)) to Type II after oxygen 
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exposure (Figure 4.20 (d)). In the first frame in O2 (b), the right bottom corner of the 
nanoparticle is more round than the top-right corner. After 2h exposure in O2 without electron 
beam illumination, however, the right-top corner is more round than the bottom-right corner It 
seems the atoms in the two (111) facets corner (right-top) are transported to the bottom corner 
and the orientation of the particle changes at the same time. When O2 is removed, the transition 
of the nanoparticle to Type II (d) is seen. Images (e) - (f) show the reverse process. The top half 
of the nanoparticle changes from Type II to Type I through the motion of the inner twin 
boundaries, and the twin boundaries are created between Type II and Type I crystallographic 
orientations. 
 
Figure 4.20 Orientation transformation in O2 at room temperature. Top row shows an Au nanoparticle 
transforming from Type I to Type II, bottom row shows an Au nanoparticle partially transforming 
from Type II to Type I. Schematics are superimposed in (e) and (f) illustrating the direction of the 
(111) layer with layer numbers.  
In order to obtain detailed information on the structural transformation process, a movie was 
acquired when studying a supported Au nanoparticle subjected to an atmosphere of 4.5 Pa O2 
at 973 K. Under these conditions, the nanoparticle changes continuously between three 
structural states. Figure 4.21 shows that the structural transformation which mainly occurs 
between the non-crystalline state (Figure 4.21 (c)) and Type I. In some cases, the nanoparticle 
change from non-crystalline to Type II and from Type I to Type II. However, the lifetime for 
Type II is much shorter compared to the other two states. 
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Figure 4.21 Time sequence evolution of the morphologies for a supported Au nanoparticle. Each state 
of morphology has been assigned an arbitrary value. 
The melting point is strongly size-dependent. The melting point of a 5 nm gold nanoparticle is 
around 1000K134, which is  slightly higher than the temperatures used in present experiments. 
One possible explanation is the presence of O2 lowering the melting point. Oxygen can lower 
the binding energy of metallic bonding30. The substrate has also been shown to affect the 
melting point so that the nanoparticle on substrate has a higher melting point compare to free 
standing nanoparticles135. Moreover, the effects of electron beam irradiation has to be taken 
into account and thus it is quite challenging to determine the exact local temperature of the 
nanoparticle. Despite the lower melting point observed compared with previously reported 
values134, the more interesting phenomenon is the nanoparticle transitioning between several 
structural states as the temperature is kept constant.  
At 973K transient states are also observed as shown in Figure 4.22. The lifetime of the transient 
states is around 0.8 s. The exposure time for each frame is 0.2 s, so the transient state is not 
Type I and Type II averaged over time. Although the Fourier transform of the transient states 
shown in Figure 4.22 exhibit both crystallographic features of Type I and Type II, the structure 
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of the transient states have yet to be determined. A reasonable physical model is required to 
understand such strange structure. 
Figure 4.22 Morphology evolution of an Au nanoparticle at 973K in 4.5 Pa O2. a) Nanoparticle is in 
Type II, b) transition state between Type I and Type II, c) nanoparticle in Type I. Observation time 
and FFT of the nanoparticle is shown on each frame.  
Two transient state types have been found during the transformation between Type I to Type II. 
Both transient states have similar FFTs and three-layer periodic contrast features in the images 
as shown in Figure 4.23. However, the details of the contrast are different for these two types. 
The three layer periodicity of the contrast of transient type 1 is shown in Figure 4.23 (d), layer 
1 and layer 2 have blurred contrast, while layer 3 has clear contrast. In transient type 2, the 
contrast feature is opposite, the contrast of layer 1 and layer 2 is clear, while layer 3’s contrast 
is blurred.  
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Figure 4.23 Structure detail of transition states. a) and e) Fourier transformation, b) and f) transient 
state images. c) and g) intensity profile corresponding to each layer of the gold nanoparticle. d) and 
h) simulated images.  
Two preferentially orientated Au nanoparticles: type1 Au(11-1)[101]//CeOx(11-1)[101] and 
type 2 Au(11-1)[-10-1]//CeOx(11-1)[101] have been observed and a  statistical measurement 
shows that type 1 is the dominant structure. Density functional theory calculations with 
Hubbard corrections suggest that these two types of nanoparticle have similar potential energies 
on a perfect ceria surface. The observation of twin boundary-associated orientation 
transformations of a supported Au nanoparticle in O2 at room temperature indicates that the 
defects in nanocrystals may play an important role in structural transformations. Such 
observations may provide a valuable experimental reference for catalyst utilization and 
theoretical model setup.  
The observation of a transformation of the orientation relationship between Au nanoparticles 
and the CeO2 {111} surface demonstrates that the crystalline structure could affect the complex 
interface dynamics that take place. Au nanoparticles can transform between two orientation 
relationships, and the vacancy formation energy varies between these two configurations. These 
results have been verified by DFT calculations which show that the system potential energy of 
Type II is slightly higher than that of Type I on a perfect CeO2 surface. However, the difference 
is as large as 0.2 eV when there are one or two oxygen vacancies present.  
4.4.3 Contamination growth via the Stranski-Krastanov mode 
As ETEM becomes a quantitative experimental technique in physical and chemical science, 
there are several issues to address. Among the most important are the purity of the gases used 
and the cleanliness of the gas delivery systems which can lead to contamination of the sample 
and the effect of electron irradiation. The beam effect on the surface dynamics has been 
 
 
66 
discussed in Chapter 3. The origin of contamination in ETEM could be from the high-pressure 
gas bottle and supply line, leakage through O rings, contamination on the sample from ambient 
air before being inserted into the column etc. Since the gas cylinders and supply lines are made 
from steel, high-pressure CO can react with the inside wall, forming corrosion products. Fe and 
Ni are the two most commonly reported contamination elements64,136. 
In this section, contamination growth in unpurified CO is displayed. Such observations may be 
of interest to reveal solid nucleation and growth mechanisms. Gas-solid growth at the atomic 
scale can be observed inside the ETEM leading to the possibilty of elucidating the resulting 
nanoparticle or thin film growth mechanisms.  
Three basic growth models137 of thin film growth are shown in Figure 4.24. Depending on the 
interaction energies of substrate and film atoms, any of these three growth modes can occur. In 
the Volmer Weber growth mode, the total surface energy of the film interface is larger than that 
of the substrate-vapor interface; adatoms tend to ball up, and small islands form under the 
condition of slow diffusion, as indicated in Figure 4.24(a). If the substrate-vapor surface energy 
is larger than the combined surface energies, a smooth atomic film will form and growth will 
occur layer by layer as shown in Figure 4.24(b). The Stranski-Krastanov mode is a combination 
of these two modes where growth takes place initially in layers then changing subsequently to 
island growth (Figure 4.24(c)).   
 
Figure 4.24 Basic modes of thin film growth: (a) Volmer-Weber modes, separated islands form on 
the surface of the substrate, the interaction between atoms of the film is greater than that between a 
substrate and the adjacent atoms of the film. (b) Frank-van der Merwe mode: layer-by-layer growth, 
the interaction between substrate and atoms of the film is greater than that between adjacent atoms of 
film. (c) Stranski-Krastanov mode: one or two monolayers form first and then growth via individual 
islands. 
A sequence of HRTEM images in Figure 4.25A shows the Stranski-Krastanov growth of a 
nanoparticle on an Au nanoparticle. Initially, the adatoms diffuse on the Au surface, as indicated 
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by arrows at 40 s and 80 s. With more adatoms attaching to the surface, adatoms tend to ball up 
and a small island forms, as shown at 156 s. Afterwards, due to the interaction between Au and 
adatoms, the small island gradually changes to a film at 184 s, and a three-layer film is formed 
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4.5 Summary 
This chapter summarized surface and interface dynamics on a scale ranging from sub-Ångstrøm 
to 10 nm on a model system of Au/CeO2 (111). These dynamics were investigated 
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systematically and divided into three categories based on spatial geometry; from single column 
hopping to layer shifting and from surface bulging to whole particle sliding. Surface atom 
diffusion is observed under most conditions and normally reversible. Under some conditions, 
the diffusing atoms on the surface move in a concerted manner: atoms in the same layer shifting 
in the same direction at the same time or disappearing-reappearing at the same time. Such 
concerted and reversible behavior of a group of atoms suggests there are a variety of 
configurations which can be considered as local minima in potential energies in configurational 
space.
69 
 
Chapter 5 Dynamic Surface Effects of Gas and 
Temperature 
The chemical environment and temperature leads to significant changes in morphology and 
structure of gold nanoparticles. An equilibrium phase map of gold nanoparticles with the 
consideration of temperature and pressure has been proposed by Amanda39. However, the non-
equilibrium dynamic response of the nanoparticles under operational conditions which is 
essential in order to understand the behavior of the nanoparticles in their working state.  
This chapter is devoted to investigating how the local environment influences the interface 
dynamics at both the gas-nanoparticle and the nanoparticle-substrate interface. By varying gas 
species and/or changing temperature, surface dynamics of nanoparticles are investigated at the 
atomic level. Particular attention is given to atomic morphology transformations and atom 
column hopping of Au nanoparticles by means of atom column detection on sequential images. 
In this way, quantitative measurement of atomic column diffusion on large datasets (thousands 
of images) is carried out and surface dynamics are evaluated at the atomic column level (as 
opposed to nanometer-scale evaluation of the morphology of whole nanoparticles62.  
Surface atom layer appearance-disappearance is investigated in different gases and temperature 
ranges. The kinetics of layer appearance-disappearance are analyzed in CO and H2. At the same 
time, atomic-scale reversible twinning processes are investigated by temporal HRTEM 
sequences as well as strain mapping and twinning. All these factors are important in the particle 
synthesis process and can control the final shape and facet exposure of the Au nanoparticles46,127. 
Additionally, the formation of twinning can occur under reactive or reaction conditions63,109.  
5.1 Equilibrium shape of nanoparticles in gases 
A crystalline nanoparticle usually exposes planar facets at low temperatures, as steps and kinks 
(under-coordinated sites) are energetically expensive. Traditionally, the Wulff criterion has 
been employed to predict the equilibrium shape of free-standing particles138. For particles 
grown on a substrate, the shape is truncated by the substrate. Assuming the height of a free-
standing particle is H and that of a particle grown on a substrate is h, the truncation ratio (h/H) 
depends on the interface energy via the Winterbottom construction139 as shown in Figure 5.1.  
Moreover, the interface energies have a strong dependence on the environment meaning that 
the nanoparticles have different truncation ratios under different conditions. Further, the surface 
free energies of different Miller index facets vary depending on gas species and pressure, for 
example Au nanoparticles tend to extend under oxidation conditions and to contract under 
reduction conditions109. During the course of the development of nanoparticle models, the 
theoretical calculations to predict equilibrium atomic shapes have taken into consideration the 
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size of the nanoparticles138, the adsorbate influence100 and support constraints100. However, the 
shape of nanoparticles has a strong dependency on the environment. The morphology change 
of  CeO2 supported Au nanoparticles induced by the surrounding environment has been reported 
by Takeda et al.62,140,141. During the process of CO oxidation in a CO/air mixture, O2 molecules 
are dissociated into oxygen atoms or active oxygen-related species by the catalyst, thus inducing 
the formation of rounded or fluctuating multifaceted surfaces of gold nanoparticles and the 
surfaces show dynamic behavior at the same time62.  
 
Figure 5.1 (a) Illustration of the Wulff construction of an Au particle and (b) Winterbottom construction 
of Au nanoparticles supported by a substrate with different interface energies. Reproduced from109. 
Quantitative evaluation of the shape of Au nanoparticles with diffusing surface atoms is 
challenging. Here, the time averaged shape is adopted to quantify the morphology 
transformation induced by the gases. Supported Au nanoparticles are tracked in different gases 
at room temperature. The average projected atomic morphology and the surface facets of these 
particles exhibiting dynamics such as atom column diffusion was recorded using HRTEM. 
Figure 5.2 shows the time-averaged morphologies of a supported Au nanoparticle in different 
gases at room temperature. Each facet has been assigned a letter from A to D. The number of 
columns of each facet is listed in Table 5.1. The number of surface columns on different facets 
and the total number of projection columns changes in response to different gas environments.  
The detailed practical experimental procedures for the study of surface dynamics are as follows. 
1) record an image sequence under high vacuum conditions in order to obtain the reference 
information such as particle morphology and the number of columns on facets; 2) close the 
microscope column valves, introduce O2 into the column and allow it stabilize for 30 min; 3) 
record the image sequences with similar dose rates for the HVAC condition in step 1); 4) pump 
O2 out of the column. The same procedure was applied when using H2 gas. The reason for 
recording the Au nanoparticle movie at room temperature under high vacuum conditions is to 
obtain a reference. Electron beam irradiation inevitably induces diffusion of Au atoms, even in 
the absence of gaseous environments. Based on these image sequences, the atom column 
occupancy is determined using a neural network method instead of by manual detection (human) 
as applied in Chapter 3. An example of the column detection results is shown in Figure 5.2. The 
columns are assigned as ‘occupied’ if the detection probability is higher than 50%, otherwise 
they are assigned as ‘unoccupied’. The column occupancy is detected by the neural network 
method on single frames from sequences as shown in the middle row of Figure 5.2. The shapes 
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of nanoparticles are also examined on the occupancy maps where the average of all frames in 
the sequences are taken into account. 
 
 
 
 
Figure 5.2 Equilibrium shape of a supported Au nanoparticle exposed to different gases, (a) 
Experimental HRTEM image; (b) Neural network column detection on a single frame; (c) Neural 
network column detection averaged over frames. 300 frames for HVAC, 267 for O2, 477 for H2. The 
dose rates are 4.1, 1.6, 2.1 and 1.1 ×103 e-/Å2 s-1 for HVAC, O2, and H2 respectively. Gas pressures of 
O2 and H2 are 4.5 Pa. The residual pressure in the column is around 1× 10-5 Pa. The images were acquired 
at room temperature. The exposure sequence is HVAC, O2 then H2. After each exposure, the gas was 
evacuated to a pressure lower than 5× 10-5 Pa. The new gas was introduced and allowed more than 30 
min to stabilize prior to image acquisition. The view direction is along the [110] axis.  
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 A(-111) 
height 
B (1-11) C 
(001) 
D (-111) E 
(Interface 
column) 
Total 
projection 
columns 
HVAC 10 8 6 5 13 105 
O2 8+1 11 4 5 14 111 
H2 9 10 5 5 14 106 
CO 8 11 4 5 14 106 
Table 5.1  Number of surface columns in different facets and total projection number of the columns 
under different gas environments. The facets corresponding to A, B, C and D, are labeled in Figure 5.2. 
 
 
 
Figure 5.3 (a) Number of surface columns versus number of interface columns (b) height/interface ratio 
as a function of the number of interface columns in O2 and H2, (c) the number of surface 
columns/interface columns ratio as a function of the number of interface columns in O2 and H2. 
Seven nanoparticles (six shown in Appendix B) have been exposed and tracked in 4.5 Pa O2 
and 4.5 Pa H2 respectively. As shown in Figure 5.3 a), the number of surface columns (indicated 
by yellow lines) and the number of interface columns (indicated by the green line) are counted, 
where h represents the height of nanoparticles parallel to {111} planes. The surface columns 
/interface columns ratio and the height/interface ratio (where the number of interface columns 
is used as the diameter of the nanoparticle) have been displayed as a function of the number of 
interface columns as shown in Figure 5.3 (b) and (c). Both the height/interface ratio and the 
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surface/interface ratio are lower in O2 than in H2 for all seven particles, indicating that the 
particles have a larger interface area in O2 where particles wet the substrate surface. 
Oxidative or reductive gases influence not only the interface energy but also the surface energy. 
The nanoparticle has 5 columns in facet C ((001) facet) in O2, while only 4 columns in H2 as 
shown in Table 5.1. The difference in the number of columns under these conditions suggests 
that the surrounding gas environments can tune the surface energies and that the (001) atom 
facet is more sensitive and reactive to changes in the surrounding environment. So, the 
nanoparticle has different equilibrium shapes in different gas environments. 
5.2 Quantification of adsorbate-induced surface atom mobility at room 
temperature 
Surface column diffusion has been quantitatively evaluated by the column occupancy 
percentage and hopping event frequency. Figure 5.4 shows the neural network detection results 
on HRTEM images in O2 at different times. Due the surface diffusion, the number of columns 
in the first layer varies with time. 
 
Figure 5.4 Snap shots of HRTEM sequential images, which are chosen every 10 frames. The first row 
shows the original HRTEM frames, the second row is the neural network output for a potential 
occupancy of the columns, and the last row shows where the probability of occupancy is higher than 
50%. The exposure time is 0.2s per frame; the movie was recorded in 4.5 Pa O2 with a dose rate of 1.6 
×103 e-/Å2 s-1. 
The occupancy percentage is the percentage of frames where the neural network has identified 
an atomic column. This is indicated by a color-coded dot in Figure 5.5 (b). The occupancy 
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percentage ranges from 0 to 100 % according to the color code. Atom diffusion induced 
occupancy changes are defined as a “column hopping event”. The term is used for both an 
occupied column change to unoccupied and an unoccupied column change to the occupied state. 
The hopping events are counted for each atom column and presented by color-coded dots in 
Figure 5.5 (c). 
Figure 5.5 (b) shows how the column occupancy percentage varies in different gas 
environments. In high vacuum, most of the columns are fully occupied (yellow) excluding some 
atom columns at the interface. In O2, atom columns on facets B and C have a lower occupancy 
percentage compared to internal columns. In H2, the occupancy percentage map is similar to 
that that in high vacuum where most atom columns are fully occupied with only some columns 
partly occupied at perimeter sites and on facet C. The hopping event frequency shown in Figure 
5.5 (c) shows that hopping is more likely in in O2 than in H2. 
The combined information of the occupancy percentage and hopping event frequency clearly 
shows that surfaces of the nanoparticle in O2 are much more active than in H2. It is interesting 
to find that facets show similar hopping behavior in O2 with active facets B, C, D and an inactive 
facet, A. Hopping was only observed at C facet in H2.  
A possible explanation for the higher hopping frequencies observed in O2, could be the 
desorption temperature of the difference gases, e.g. hydrogen and deuterium molecules have 
been found to desorb from Au at 120 K38. Chemisorbed atomic O has a much higher desorption 
temperature in the range from 415K to 650K30,32 depending on the oxygen species. The details 
have been shown in Table 1.1. 
The experiments in this section were carried out at room temperature (300K) which means that 
there can be atomic O on the Au nanoparticle surfaces and that no, or very little, H2 is adsorbed. 
The significantly higher frequency of surface atom activity in O2 is corresponds to oxygen 
adsorption on the Au nanoparticle surfaces.  
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Figure 5.5 Quantification of surface atom column hopping in different gases. (a) Experimental 
images. (b) Color-coding of occupancy referring to the frame percentage in all the frames of the 
sequence. (c) Event frequency representing the hopping event percentage, where the highest 
percentage of 50% signifies the hopping event occurred in every second frame. The lower the event 
percentage, the lower the frequency of the hopping event. The dose rates are 4.1, 1.6, 2.1 and 1.1 ×103 
e-/Å2 s-1 for HVAC, O2, and H2 respectively. Gas pressures of O2 and H2 are 4.5 Pa. A, B and D 
indicate (-111), (1-11) and (-111) facets, C indicates (001) facets, and E indicates interfaces. 
In order to understand the surface dynamics of Au nanoparticles in O2 and H2, the averaged 
strain mapping of the nanoparticle is shown in Figure 5.6. The strain coordination of each 
column corresponds to two nearest neighbor shells (four nearest neighbors and two next-
nearest neighbors). The parallel strain at the interface layer is mainly contraction strain, i.e. 
crystalline accommodation via the epitaxial relationship, Au {111} // CeO2 {111}. A 
dislocation network (see Figure 4.11) is created at the interface to reduce the large elastic 
strain caused by the large difference in the lattice spacing: 0.235 nm and 0.312 nm for 
{111}Au and {111}CeO2, respectively, and between two neighboring interface dislocations, 
four Au {111} layers match three CeO2 {111} layers. As a consequence, the distance between 
two interface dislocations on the Au side is 0.004 nm larger than that on the CeO2 side, 
resulting in a contraction strain on the Au side. However, the detailed local contraction strain 
along the interface also depends on the local interface atomic structure and the gaseous 
environment.  
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Figure 5.6 Averaged strain mapping of an Au nanoparticle in HVAC, O2, and H2. The perpendicular 
strain is the strain perpendicular to the interface, the parallel strain is the strain parallel at the interface, 
and the planar strain is the average of the two.  
In high vacuum, minor expansion strain is observed in the perpendicular direction and 
contraction strains in the parallel direction on the surface of the nanoparticle. This could be 
caused by surface relaxation. Atoms in the outermost layer have a low coordination number, 
and the electronic density of states is lower for these columns. As a result, atoms tend to relax 
perpendicular to the surface, and at the same time contract in the parallel direction. 
When the nanoparticle is exposed to 4.5 Pa O2, the top surface layer on facet B tend to expand 
in the perpendicular direction. There is no significant strain on the other facets in this direction. 
In the parallel direction, the atom columns at two corners (A-B and B-C) show expansion strain 
and the bottom half of the particle shows column contraction strain. To sum up, the nanoparticle 
has expansion strain at the top two layers and small contraction strain for the bottom layers 
close to the interface in planar. This distribution can be directly connected to hopping events at 
the top (1-11) layer on facet B (see Figure 5.5).  
In H2, the particle has a similar strain field as in high vacuum. Only the corner and perimeter 
sites show some expansion strain. It is very intriguing that the active atom sites are coincident 
with locations where the larger strain fields exist, either expansion or contraction. The 
conclusion is that large local strains influence the atomic diffusion and vice versa.  
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5.3 Atomic layer appearance-disappearance  
Layer appearance-disappearance has been observed on Au nanoparticles and was discussed in 
Section 4.2.4. In this section, more detailed cases of atomic layer appearance-disappearance 
influenced by the environments such as the gases and temperature will be discussed.  
5.3.1 Dynamical (100) atomic layer appearance-disappearance in CO 
Thermally-activated dynamic (100) atomic layer appearance-disappearance has been observed 
in a CO atmosphere in the temperature range from 200°C to 300°C as shown in Chapter 4. The 
supported gold nanoparticle typically has a truncated octahedral shape truncated by (111) and 
(100) facets. The interface between CeO2 and the Au nanoparticle is (111)Au // (111)CeO2. 
Movies to investigate the surface dynamics were recorded by time-resolved HRTEM (Figure. 
5.7). The number of columns on the truncating facets are labeled on the image. For example, at 
76 s, the nanoparticle has a configuration of 10×8×5×6, where the numbers refer to the number 
of atomic columns on each facet. The atomic configuration changes to 10×9×4×7 at 78.2 s. This 
atomic configuration transformation is reversible: the atomic configuration transforms to 
10×8×5×6 at 80.4 s and to 10×9×4×7 again at 81.8 s.  
The difference between the above two configurations is an additional (100) atomic layer, as 
indicated by red arrows in Figure 5.7. The corresponding intensity change during the formation 
of the (100) atomic layer observed by HRTEM at different times has been analyzed and is 
shown in Figure 5.8. The colored intensity profiles presented in c) correspond to the same 
colored boxes on the images, and the blue intensity line represents vacuum as the reference 
intensity. The black and blue intensity lines have similar contrast indicating that at 204.8 s the 
layer bounded by the black box is empty, while the red intensity line shows a significant contrast 
increase compared to the reference blue line indicating the formation of a new (100) layer at 
205.2 s.  
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Figure 5.7 Time-resolved HRTEM images of a supported Au nanoparticle with a (100) surface layer 
appearance-disappearance oscillation in 4.5 Pa CO at 250 °C. The atom arrangement of the particle 
varies between two configurations 10×8×5×6 (76 s, 80.4 s) and 10×9×4×7 (78.2 s, 81.8 s).  
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Figure 5.8 (a) CeO2 supported Au nanoparticle, (b) Cropped corner micrographs of the nanoparticle at 
different times where the number of atom columns in the layer is indicated, and (c) Intensity profiles 
produced by the layers bounded by the colored boxes in (b). The yellow area in a) is enlarged in (b) at 
different times. In (c), the black and blue intensity profiles have similar contrast; the blue plot is an 
intensity reference in vacuum; the red intensity profile has significantly higher contrast compared to the 
black and blue lines. Experimental conditions: 0.2 s exposure time per frame, 4.5 Pa CO at 250°C. 
In order to investigate the atomic layer appearance-disappearance kinetics, the intensity profiles 
of this fluctuating layer at different times have been extracted from the images and stacked in 
a time sequence, as shown in the top image of Figure 5.9. The contrast evolution of the four 
atom columns in this layer are the four rows in Figure 5.9. The intensity profile of a column 
(red line) in time is displayed on the plot beneath the image along with an intensity profile 
(black line) in vacuum for reference. The peaks in the red line indicate the appearance of the 
atom column. It should be noted: 1) the four columns with the fluctuating layer behave in a 
concerted manner since the four rows in the image have similar contrast features; 2) such an 
appearance-disappearance fluctuation is not ideally periodic, and the width of the peak of the 
red intensity profile varies with time.  
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Figure 5.9 (a) Time evolution of the outmost layer intensity.  (b) Black lines represent the vacuum 
reference intensity profile while red lines the position and intensity evolution of an atom column.   
5.3.2 (100) atomic layer appearance-disappearance in H2 
(100) atomic layer appearance-disappearance was also investigated in H2 and is shown in Figure 
5.10. At 3.2 s, the atom configuration is 6×5×11×10, changing to 5×6×10×10 at 4.4 s. The atom 
configuration reverses back to 6×5×11×10 at 9.6 s and changes to 5×6×10×10 again at 24.8 s.  
Figure 5.11 shows the configuration evolution at 300°C and 350°C. The lifetime of the 
configuration 6×5×11×10 (corner (100) disappeared) is shorter than the 5×6×11×10 
configuration at both temperatures in the investigated periods. At 350°C, the lifetime of 
6×5×11×10 configuration is even shorter than that at 300°C, suggesting that the potential 
energy of this configuration varies with temperature.  
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Figure 5.10 Supported Au nanoparticle truncated by three (111) facets and one (100) facet. The number 
of columns in each surface facet has been counted and labeled accordingly. The atomic arrangements of 
the particle varies between two configurations 6×5×11×10 and 5×6×10×10.   
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Figure 5.11 Variation of nanoparticle atomic configuration as a function of time at different temperatures. 
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5.3.3 (111) atomic layer appearance-disappearance fluctuation in O2 
Figure 5.12 shows that layer appearance-disappearance also occurs on the (111) atomic facet in 
5.5 Pa O2. At 61 s, the height of the nanoparticle changes from 16 layers at 61 s to 15 layers at 
61.2 s. At 62 s, the height changes back to 16 layers and again to 15 layers at 63.8 s. The same 
phenomenon has been found on another four nanoparticles in O2. 
 
Figure 5.12 Surface (111) layer appearance-disappearance in 5.5 Pa O2 at 700°C. 
From the observation shown above, several preliminary conclusions can be drawn as follows: 
1) atomic layer appearance-disappearance of the nanoparticles was only observed at moderate 
temperature, such as 250°C in CO, 300 - 350 °C in H2 and 450 - 700°C in O2. 2) All the cases 
in CO and H2 occurred on the (100) facet, and most cases in O2 occurred on the (111) facets. It 
is essentially a thermodynamically driven process, but the surrounding gas environments 
interact in different ways on (111) and (100) atomic facets.  
 
5.4 Dynamical atomic twinning structures of supported Au nanoparticle  
For fcc nanocrystalline materials especially with low stacking fault energy such as gold and 
silver45,125, twinning plays an important role in determining the structure, size, and morphology 
of nanoparticles. Two general types of twinning have been reported in nanoparticles46: parallel 
and cyclic. In the case of parallel twinning, the parallel lamellar repeats continuously one after 
another, whereas cyclic twinning requires nonparallel coplanar planes; here a complete circle 
is formed which restricts growth in the radial direction, leading to, for instance, a five-fold 
symmetry structure.  
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The most commonly observed structures of Au nanoparticles are shown in Figure 5.13: 
octahedal (a) and (b),  icosahedral (c), decahedral (d), and Marks decahedral multiply-twinned 
nanoparticles (MTPs) (e)46,125 . An octahedral particle is a single crystallite. The icosahedral 
structure, forms by a junction of 20 tetrahedral with a common vertex and three twin boundaries 
each. Similarly, the decahedral structure can be described as the junction of five tetrahedral 
single crystals with twin-related adjoining interfaces.  
 
Figure 5.13 Common morphologies of small metal nanoparticles: (a) truncated octahedron, (b) truncated 
octahedron with extra (110) truncations, (c) icosahedron, (d) regular decahedron, and (e) Mark’s 
decahedron. Reproduced from46. 
In the case of supported nanoparticles, a systematic investigation of dynamical twinning process 
is still missing in the literature. In this section, three twinning types and the dynamical twinning 
process of supported nanoparticles have been investigated by means of time-resolved HRTEM. 
The twinning orientation and reversible twinning process suggest a strong crystalline 
constriction between oxide substrates and nanoparticles.   
Figure 5.14 shows three observed types of twinning. The green arrows represent the normal 
directions of twinning planes. For purposes of the discussion that follows three cases of 
twinning, A, B, and C are considered. In cases A and B, the twin planes are parallel with the 
interfaces between Au nanoparticles and the oxide substrate. In case A, a twin forms on the 
surface of the nanoparticle indicated by a yellow line with three layers. In case B, a twin forms 
close to the interface between the nanoparticle and its substrate with three layers. In case C, the 
twin plane intersects the interface where the new twin of 8 layers is indicated by the yellow line.  
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Figure 5.14 Different twinning types in oxide supported Au nanoparticles. The red line is the original 
atom arrangement direction, the yellow line is the atom arrangement direction of the new twins, and the 
green arrow is the normal direction of the twin planes. A Twinning occurring near the surface of the Au 
particle, B twinning occurring near the interface between the Au nanoparticle and the CeO2 substrate. 
The twin planes for both A and B are parallel with the interface. C Twinning with the twin plane 
intersecting the interface. 
5.4.1 Reversible dynamic twinning and its stability 
The content of reversible dynamical twinning and its stability is connected with Section 4.2.3 
where concerted layer shifting has been observed. In that case, only columns in the topmost 
layer shift and introduce a mismatch between the shifted topmost layer and other layers. To 
understand the nucleation and kinetics of parallel and intersection twinning in terms of  cases 
A, B, and C, time-resolved HRTEM images have been taken  
For case A, three states of the atom arrangement have been recorded and are shown in Figure 
5.15. In (a) and (c), the atoms in the top three surface layers parallel with the interface arrange 
in a different direction from the atoms in the other layers. Yellow and red lines indicate these 
two directions and configuration 2 refers to such kind of atom arrangements. In (b) and (e), 
atoms are arranged in the same direction as the original single crystalline nanoparticle, referred 
to as configuration 1. In (d), the blurred contrast of two atomic layers indicated by blue arrows 
indicates that the atoms move during image recording and that the motion of atoms causes this 
blurred contrast.  
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Figure 5.15 Surface atom diffusion induced surface twinning-detwinning. Red and yellow lines show 
the [111] directions of the atoms; green arrows indicate twin planes, and blue arrows indicate an 
intermediate state of atom diffusion. Exposure time is 0.2 s for each frame. 
The detailed positions of the atoms in Figure. 5.15 (b) and 5.15 (c) of configuration 1 and 
configuration 2 have been sketched in Figure 5.16. For the analysis of the twinning nucleation 
and kinetics, these two atom schematics are overlapped to show the atomic position differences 
between the two configurations. The blue surface column atoms in configuration 1 diffuse in 
the anticlockwise direction to new positions as indicated by red atoms for configuration 2. The 
movement distance of each atom column, especially the top surface and subsurface columns, is 
different, as sketched, while the other atom columns stay at the same positions. 
Strain mapping of configuration 1 and configuration 2 are shown in Figure 5.17. Configuration 
1 has strong perpendicular expansion strain in the top 2 layers on the (111) facet B and (100) 
facet C. In the parallel direction, the left part of the nanoparticle shows expansion strain, and 
the right part shows compression strain.  
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Figure 5.16 Surface twinning-detwinning via surface atom column concerted diffusion. The atom 
schematics are extracted from the red box areas showing the transition process between configuration 1 
and configuration 2.  
Figure 5.17 Strain mapping of configuration 1 and configuration 2. The nanoparticle-substrate interface 
is used as reference; the perpendicular strain means the strain perpendicular to the interface. The color 
scale bar from left to right is from compression strain to expansion strain. The strain mapping of 
configuration 2 is under the assumption that the third layer (from the surface) is a twin plane. A, B and 
D are {111} facets and C is (100) facet. 
87 
Configuration 2 has strong expansion strain at corner sites in both perpendicular and parallel 
directions. Here, the strain calculation only considers the six surrounding columns for a specific 
column without a periodic template, as shown in Chapter 2, which means twin boundary 
induced crystallographic distortion is not included in the strain map. 
It can be speculated that the potential energies of these two configurations may be similar since 
configuration 1 has larger surface strains than configuration 2; while configuration 2 has a twin 
boundary inside which will give an additional contribution to the potential energy. In that case,  
atmosphere stimulation either in a thermally-driven way by temperature or in an adsorbate-
driven way by gaseous surroundings can easily trigger the nanoparticle to overcome the energy 
barrier between these two configurations.  
The other parallel twinning close to the interface (case B) is shown in Figure 5.18. It is a similar 
twinning process as for case A shown in Figure 5.14, but the layer shifting is due to nanoparticle 
motion induced inter-layer shifting. At 18.4 s, the red line indicates that part of the particle 
which shifts upward by 0.2 nm (one (111) lattice spacing) while the bottom three layers slide 
with a displacement of approximate 0.67 nm of each (third of the lattice spacing) layer by layer. 
As a result, a three-layer new twin forms beside the interface. The total time for the twinning 
formation process was ≤ 1.8 s, from 16.6 s to 18.4 s. However, the twin close to the interface 
was not stable. For example, at 20.2 s, as the top part of the particle rigidly slides back, one 
layer of the new twin shifts to the original lattice location and only two layers are left of this 
twin. As the process continues, the twin disappears at 21.4 s.  
 
Figure 5.18 Twinning evolution of a supported Au nanoparticle where the twinning occurs at the 
interface between particle and substrate. The original crystalline structure is indicated by the red line 
and the new twins are indicated by the yellow line. The twinned layers are labeled respectively at the 
different time. Blue lines indicate the same position from a substrate reference location. Experimental 
conditions: 600°C 5.5 Pa O2.  
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Figure 5.19 shows case C, an intersection twinning transformation where the twinning plane 
intersects the interface between the particle and substrate. Red lines indicate the original atom 
arrangement direction, while the yellow line indicates the atom arrangement direction in the 
new twin. In this case, the bottom part of the nanoparticle transforms to a different orientation 
at 113.4 s and changes back to the original orientation at 114.6 s. 
 
Figure 5.19 Intersection twinning evolution with the twinning plane intersecting the particle-substrate 
interface. Red lines indicate the original atom arrangement direction, and the yellow line indicates the 
atom arrangement in the new twin. The green arrow is normal to the twin plane. Experimental conditions: 
600°C, 5.5 Pa O2. 
In the above cases, several unstable twinning structures have been observed, while in several 
other observations twins could be stable and survive harsh conditions, such as prolonged 
electron beam irradiation, exposure to different gases and temperature ramp up-down cycles. 
In the following section, the surface dynamics of a gold nanoparticle with two twins will be 
discussed.  
Figure 5.20 shows, schematically, a nanoparticle consisting of two twins: top (black) 6 atomic 
layers and bottom (red) 3 layers, where the twin plane is marked by solid green circles. This 
nanoparticle transforms through surface atom diffusion rather than the twinning-detwinning 
process. The nanoparticle transforms between two atom arrangement configurations: in 
configuration 1 the nanoparticle is truncated by 5 surface facets labelled A, B, C, D, and E 
whilst in configuration 2 the nanoparticle is enclosed by 6 surface facets A, B, C, D, E, and F. 
It is interesting that such a transformation is associated with atom diffusion between two 
specific scenarios back and forth. During the configuration transformation, the twin boundary 
always remains in the same position with respect to the other part of the nanoparticle.   
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Figure 5.20 High resolution images recorded at different showing the atomic morphology of an Au 
nanoparticle with two twins. Adjacent are schematic representations of the area bounded by the blue 
box, where black circles represent atomic columns in the top twin and red circles represent atomic 
columns in the bottom twin. The green layer is the twin plane. Each surface facet is labeled by a letter. 
In configuration 1, the twin boundary associated angle between facet D and E is a convex configuration. 
In configuration 2, a new facet F is formed and the twin boundary associated corner angle between F 
and E is now in a concave configuration. Experimental conditions: 350°C, 5.5 Pa O2.  
In order to understand the atom arrangement difference between these two specific scenarios, 
the schematics are overlapped in Figure 5.21. Open circles represent columns that remain in the 
same locations. The solid circles are the differences between these two configurations: 
configuration 1 has five more columns indicated by filled orange circles on facet D; 
configuration 2 has two more blue filled columns on facet E. The dynamical transformation 
from configuration 1 to configuration 2 occurs by the disappearance of the five red columns 
and the appearance of two blue columns while the transformation from configuration 2 to 
configuration 1 is the reverse process. Such scenarios suggest that facet D and facet E are two 
sites to which diffusing adatoms prefer to attach. Atoms detached from either facet D or facet 
E have a possibility to fill facet E or facet D for short periods. 
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Figure 5.21 Overlapped schematic of the two configurations shown in Figure 5.20. Dashed red circles 
represent configuration 1, and the solid blue circle represents configuration 2. A comparison between 
these two configurations shows that configuration 1 has five more columns indicated by a filled red 
circle on facet D and configuration 2 has two more blue filled columns on facet E. 
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Chapter 6 Conclusions and Outlook 
Conclusions 
The surface dynamics of nanoparticles have been systematically investigated on the model 
systems Au/CeO2 and Au/TiO2 by means of in situ time-resolved high-resolution transmission 
electron microscopy. Responses of the materials have been tracked at the atomic level under 
different atmospheric conditions (various dose rates, various gases, and various temperatures). 
Influences of the electron flux on the atom column diffusion have been evaluated before in situ 
experiments in the presence of various gases. Columns with higher binding energy start hopping 
under higher electron flux, indicating the positive correlation between the binding energy of Au 
nanoparticles and the electron flux. The internal energy mostly contributes to the kinetic energy 
of the diffusing atoms, increasing with electron flux and the total time of exposure. For a given 
electron flux, the hopping column number increases with the exposure time. For columns with 
a high coordination number, i.e., higher binding energy, hopping is only observed under high 
electron flux. 
Diffusion of surface atoms exists under most conditions and is normally reversible. Several 
nanoparticles have been observed in different gases, and the time averaged morphology, column 
occupation percentage, diffusion events frequency and in time averaged strain have been 
analyzed. The interface energy between nanoparticles and the substrate is higher in O2 (stronger 
bonding) than in H2, while the surface showed more activity in O2.  
Under some conditions the diffusing atoms on the surface move in a concerted manner. Atoms 
in the same layer shift in the same direction at the same time or disappear-reappear at the same 
time. Such concerted and reversible behavior of a group of atoms suggests a variety of 
configurations which can be considered as local minima in potential energies in a 
configurational space.   
Three types of nanoparticle motion on oxide substrates have been observed. These are 
categorized as particle rigid sliding, particle movements via mass transport, rigid rotation. 
Nanoparticle sintering is a particularly severe problem for catalysts where the nanoparticles 
tend to grow in size and lose total surface area by Ostwald ripening or particle migration and 
coalescence. Temperature and surrounding gases typically accelerate this process. The 
observation of nanoparticles motion at atomic level may enable a deeper understanding of the 
initial phase of sintering.   
The Crystallographic relationship between nanoparticle and substrate has been examined 
quantitatively. Two distinct relationships have been observed. Type I (Au (11-1) [101]//CeO2 
(11-1) [101]) dominate over Type II (Au (11-1) [-10-1]//CeO2 (11-1) [101]) on the annealed 
sample. Nanoparticles can transform reversibly between these two types in the presence of O2 
at elevated temperature. 
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In H2 and CO, the (100) surface layer starts to fluctuate between appearance-disappearance in 
the temperature range from 523K to 623K. In O2, fluctuations at the (111) surface layer were 
more frequent compared to the (100) layer at elevated temperature. The real-time variations of 
configurations at different temperatures in H2 indicate that the potential energies of the 
configurations vary with temperature. 
Twinning-detwinning processes have been investigated. The reversible changes of local strain 
field and coordination number accompanied by the twinning-detwinninng process indicates 
such processes may be important for oscillations of heterogeneously catalyzed reactions.  
Outlook 
There are several interesting topics for future research: 1) in situ observations should approach 
industrial conditions even more, particularly at higher pressures; 2) correlation between local 
morphology variations and macroscopic reaction oscillations; 3) in situ characterization of the 
3D structures; 4) big data analysis techniques development to match the current and future data 
gathering ability; 5) development of physical models to help us understand surface dynamics.  
The first task is definitely a continuation of the surface dynamics observation. The observations 
should be carried out with statistical significance in order to obtain rational conclusions and to 
elucidate the change of fine structures on the atomic scale under reactive conditions and 
highlight the diversity in structures. In the meantime, this could lead to correlations between 
local structure and surface dynamics on the one hand and catalytic properties under reaction 
conditions on the other. In situ experiments should also be carried out under high-pressure 
conditions to bridge the pressure gap between ETEM pressure ranges to ambient pressure. 
Closed cell holders show promising results in order to obtain this.  
In the present work, various surface diffusion and fluctuation processes have been explored. 
Naturally, the next step is to correlate such surface dynamics to reaction oscillations. Due to the 
low sensitivity of mass spectrometry detection ability by ETEM, it is challenging to obtain 
quantitative reaction rates and turn over frequencies during in situ TEM observations Again, a 
closed cell holder could be an approach to obtain correlations between nanostructural repsonses 
of the catalyst and reaction parameters.  
Due to the nature of HRTEM, it is challenging to obtain three-dimensional information of the 
nanoparticles during in situ experimentation. Significant progress has been achieved to 
characterize the 3D structure nanometer nanoparticles with atomic resolution using tomography. 
Such information is lacking in the present observation which hinders an in depth understanding 
of these reversible dynamics. Electron tomography would be a good technique to achieve 
atomic three-dimensional characterization in real time. With the combination of discrete 
tomography and the recently developed statistical parameter estimation theory, a three-
dimensional structure can be reconstructed by only two images with atomic resolution142. 
However, two main limitations should be taken into account prior to electron tomography, 
namely geometric and time. It still a fascinating and promising direction.  
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One of the most significant developments in the project has been use of machine learning to 
analyze HRTEM images, due to the excellent performance of convolutional neural networks 
(CNNs) in visual recognition tasks. The application of CNNs covers image classification, object 
detection, pixel level segmentation and more. In this project, a method using a CNN to detect 
the local structure in HRTEM images is proposed as shown in Chapter 5.  
No convincing physical explanation of the observed behavior of the nanoparticles has been 
proposed until now. Results from other surface investigation techniques should also be 
combined to reach a comprehensive understanding of the various phenomena at work. It is an 
interdisciplinary task covering surface chemistry, thermal dynamics, and physics. Physical 
models should be developed in the future to help fully understand the fundamental properties 
of supported metal nanoparticle systems.  
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Appendix A- HRTEM image simulation 
Appendix A demonstrate an example of image simulation procedure on Jupyter Notebook 
dependency. The simulation is use PyQSTEM benchmark, it is open source and can be found 
on github: https://github.com/jacobjma/PyQSTEM. The image simulation procedure is follow 
the steps described in Chapter 2.  
1 Import python packages  
 
2 set up a model of a gold nanoparticles with a Wulff shape and rotate it into [110] zone axis   
Output results and images display below the script area 
 
3 set up microscope and simulation parameters 
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4 display the ‘real’ part of the exit wave function 
 
5 set up the contrast transfer function 
The wavefunction is propagated to the imageplane using the contrast transfer function (CTF). 
In this example we simulate an aberration corrected microscope with a spherical aberration (Cs) 
of 5 microns. Partial spatial and temporal coherence is included by applying an envelope to the 
wavefunction (quasi-coherent approximation). The envelope is controlled by the focal spread 
and convergence angle. 
 
6 display the contrast transfer function 
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7  display the magnitude of the new wave function 
 
8 set up the detector information. The detected image is simply the absolute square of the 
wavefunction at the image plane. Detector resolutions are typically worse than what is required 
by the multislice algorithm, hence the image needs to be downsampled to the correct resolution.  
Optionally, shot noise can be is simulated by specifying a finite electron dose. The mean of the 
Poisson distribution is given by 
N ¯ =Dδ 2 I  
where D  is the dose in electrons per Angstrom, δ 2   is the pixel area and I  is absolute square 
of the wavefunction. The simulation does not include other sources of noise e.g. thermal noise. 
9 display the final simulated image 
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from transmission electron microscopy images 
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Abstract 
Strain analysis from high-resolution transmission electron microscopy (HRTEM) images oﬀers a convenient tool for 
measuring strain in materials at the atomic scale. In this paper we present a theoretical study of the precision and 
accuracy of surface strain measurements directly from aberration-corrected HRTEM images. We examine the inﬂuence 
of defocus, crystal tilt and noise, and ﬁnd that absolute errors of at least 1–2% strain should be expected. The model 
structures include surface relaxations determined using molecular dynamics, and we show that this is important for 
correctly evaluating the errors introduced by image aberrations.
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Background
The surface lattice strain in nanostructures as a topic of 
research has gained increased interest in recent years due 
to its signiﬁcant impact on many material properties. As 
an example, surface strain is a possible tunable parameter 
that can be used to optimize the adsorption energies of 
surfaces for a particular catalytic reaction [1]. Platinum-
based oxygen reduction catalysis is improved by weaken-
ing the binding of adsorbed oxygen intermediates by 0.1 
eV, this can be achieved by a 2% compressive strain [2]. 
Strain in nanoparticles can be generated by a variety of 
sources: particle size, shape, twinning, by the lattice mis-
match between metals in multimetallic core–shell nano-
particles or it can be induced by the supporting substrate 
[3]. Characterizing the inﬂuence of these eﬀects requires 
a technique capable of measuring structural information 
at atomic resolution.
High-resolution transmission electron microscopy 
(HRTEM) has become a routine tool for determining the 
structure of materials at an atomic scale [4]. TEM is par-
ticularly attractive due to the ability to map local strain. 
However, TEM images are the result of a complex dif-
fraction and aberration-limited imaging process, and 
hence considerable care needs to be shown when extract-
ing quantitative information.
An approach to overcome this is to iteratively compare 
experimental images with simulations [5, 6]; imaging 
parameters and model structure of the sample are reﬁned 
until the simulated and experimental image match. This 
method has been successfully applied to determine vari-
ous structures including surfaces. Another solution is to 
reconstruct the exit wave from a focal series, to elimi-
nate the eﬀect of aberrations [7]. However, the addi-
tional complexity added by such methods has limited 
their use. Instead an often used approach is to obtain 
the atomic positions directly from the experimental 
images. The positions of the intensity extrema within the 
image depend on imaging conditions, orientation and 
sample thickness, hence they do not necessarily coin-
cide with the atomic positions. However, in the periodic 
part of a solid, a constant spatial relationship can still be 
assumed between the image and the atomic positions. 
This assumption breaks in areas with thickness varia-
tions, defects and in particular in the vicinity of surfaces 
and interfaces [8] and thus a systematic assessment of the 
accuracy is needed for these cases.
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A ﬁrst investigation to determine the accuracy with 
which surface strain could be determined was under-
taken by Marks [9]. Image simulations were used to 
compare actual relaxations, in the input structural mod-
els, with apparent relaxations, measured from the cor-
responding simulated images. He found that there was a 
linear relationship between apparent and real strain, with 
a constant outward shift of about 5%. He also demon-
strated that the true positions of atomic columns at the 
surface could be determined within 0.2 Å, corresponding 
to 5% of the lattice parameter of gold. This investigation 
was done before the invention of the spherical aberration 
corrector, which today has made it feasible to measure 
surface relaxations on the order of a few percent.
Newer investigations on the accuracy of strain analysis 
directly from HRTEM images have focused on interfaces 
in heterostructures [8, 10–12]. The error in such cases 
was found to be as low as 0.5% [13, 14]. Using a new tech-
nique based on Fourier transforming several overlapping 
sliding windows, it has been demonstrated that pico-
metric precision and accuracy of interatomic distances 
can be achieved for measurements inside periodic solids 
[15]. However, these studies do not investigate surfaces 
and generally assume a uniform thickness. Moreover, in 
all these cases the strain distributions were fundamen-
tally 2D, i.e. the atomic columns were mainly displaced in 
the plane perpendicular to the zone axis. This is diﬀerent 
from nanoparticles where the true 3D strain is projected 
as a 2D image.
The literature has several examples of studies using 
aberration-corrected microscopy that includes measure-
ments of strain in nanoparticles, and in the vicinity of 
surfaces, these measurements are often backed by com-
parison with a simulation that approximates the experi-
mental structure and microscope conditions [16–19]. The 
general conclusion is that the erroneous surface strain 
due to imaging aberrations is much smaller in aberration-
corrected images than the 5% found by Marks. However, 
these studies lack a systematic analysis of the sensitivity 
to experimental variables.
In the present work, we evaluate the accuracy of strain 
analysis directly from simulations of aberration-cor-
rected HRTEM images focusing on surfaces of nano-
particles. The simulated objects are gold nanoparticles, 
which in addition to being a topic of research in their 
own right, provides a model structure that has diﬀer-
ent exposed surfaces and a linear thickness gradient. We 
examine the inﬂuence of four diﬀerent eﬀects: defocus, 
particle size, crystal tilt and noise, and we investigate 
what accuracy can be expected under which imaging and 
sample conditions.
Methods
Image simulation
Model and temperature effects
The overall shape of the model clusters was determined 
using Wulﬀ constructions. The models were placed in a 
computational cell with 5 Å vacuum on all sides of the 
particle, see Fig. 1. Real metal surfaces are not simply ide-
ally truncated crystals; experimental studies have dem-
onstrated that the surface layer of many clean transition 
metals relaxes inward [20], while expansion of the top 
layer has been found for some surfaces of noble metals 
[21], including the {111} facets of gold. It has been pro-
posed that expansive surface strains in small decahedral 
gold nanoparticles are a contributor to their catalytic 
activity [22].
In this study the ideal crystals were relaxed using 
molecular dynamics (MD) with an empirical potential. 
The interactions between the atoms were calculated with 
the charge-optimized many body (COMB) potential [23]. 
The potential parameters were ﬁtted with a high priority 
for surfaces and nanoparticles, and hence reproduce the 
experimental surface relaxations of gold quite well. For an 
inﬁnitely extended {111} surface, the potential predicts a 
1.2% surface expansion of the top layer, which is close to 
the experimental value of 1.3% [24]. For {100} surfaces an 
Fig. 1 a, b Model gold nanoparticle containing 1925 atoms with 
a diameter of  4 nm. The electron beam travels in the negative 
z-direction. The full lines indicate the computational cell and the 
dashed lines indicate the rotation axes denoted 1 and 2. c The 
HRTEM images are simulated by propagating the incoming plane 
wave through the sample potential using the multislice algorithm. 
The resulting wave at the exit plane is transferred through the objec-
tive lens to the detector using the CTF. Defocus is given relative to 
the bottom of the nanoparticle, with a positive defocus referring to 
propagation toward the detector
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inward relaxation of 1.1% is predicted. There is no corre-
sponding experimental value; however, the prediction is 
close to 1.2% [25] and 1.51% [26] calculated with density 
functional theory.
The eﬀect of ﬁnite temperature is included using the 
frozen phonon approximation [27]. This is a semi-clas-
sical model based on the assumption that a single high-
energy electron passing through the specimen at about 
half the speed of light can only probe a single frozen 
“snapshot” of the vibrating crystal. The image is produced 
by averaging incoherently over many snapshots where the 
atoms are slightly displaced from their equilibrium posi-
tions. The frozen phonon model has been shown to be 
numerically equivalent to the full quantum-mechanical 
treatment of the inelastic phonon scattering process [28]. 
The snapshots are typically determined using the Einstein 
approximation; however, we chose to use random steps 
from a constant temperature MD simulation using Lan-
gevin dynamics at 300 K [29]. We only used steps after 
the initial equilibration and the simulation was run for 
long enough to properly represent the thermal distribu-
tion of the atomic positions. We found that the simulated 
images are converged when ∼ 40 snapshots are included 
in the averaging.
During a MD simulation the projected atomic positions 
follow a 2D normal distribution. The standard deviation 
of this distribution is around 0.05 Å or approximately 2% 
of the distance between the columns. The standard devia-
tion of the distributions is not identical for all columns. 
It can be approximately 30–40% larger for some surface 
and corner atoms (see Additional ﬁle  1: Figure S3). We 
ﬁnd that the diﬀerence between the mean relaxed posi-
tions and the mean positions obtained from a thermal 
average is just a constant thermal expansion of the entire 
crystal.
Diffraction and objective lens aberrations
The exit waves were simulated with the multislice algo-
rithm [30] using the QSTEM code [31]. This code has 
been interfaced with Python and utilizes the atomic sim-
ulation environment [32] for setting up model structures, 
providing a single environment for building models, sim-
ulating and analysing images. The code is publicly availa-
ble.1 We have also made code available for directly 
recalculating and analysing a selection of the results from 
this paper.
The electrostatic potential of the sample was generated 
using the independent atom model with the parametri-
zations of Rez et al. [33]. The potential was generated on 
a 3D grid before slicing, allowing for accurate simula-
tions of tilted samples. Aberrations due to the objective 
1 https://github.com/jacobjma/PyQSTEM.
lens were included by Fourier space multiplication with 
the contrast transfer function (CTF). The eﬀect of a ﬁnite 
source size and energy spread (i.e. partial spatial and 
temporal coherence) was included in the Quasi-coher-
ent approximation where envelopes are applied to the 
wave function [34]. The imaging process is illustrated in 
Fig. 1c.
The microscope conditions were modelled after an 
image aberration-corrected FEI Titan microscope oper-
ated at 300 kV. Unless otherwise stated, the third-order 
spherical aberrations were set to Cs = −10 μm and all 
other aberrations except for defocus were set to zero. 
Other aberrations are generally not negligible in aberra-
tion-corrected microscopy; however, we chose to neglect 
them in order to keep the degrees of freedom limited. 
We tested the stability of our results to inclusion of addi-
tional aberrations, in particular twofold astigmatism on 
the order of 5–10 nm and 5th-order spherical aberra-
tions on the order of 2.5 mm. While some results change 
slightly, we found that inclusion of additional aberrations 
does not change our conclusions in signiﬁcant ways.
The focal spread was  = 2.9 nm and the convergence 
angle was set to 15 mrad. The sampling used for the sim-
ulations was at least 0.05 Å/pixel, and when needed the 
large simulated images were downsampled using bilinear 
interpolation.
MTF and thermal magnetic noise
A single electron can cause a signal in more than one 
pixel of the CCD due to multiple scattering in the scintil-
lator material. This eﬀect can be described by the mod-
ulation-transfer function (MTF). A typical MTF can be 
parametrized as the sum of a Gaussian and an exponen-
tial [35]
where q is the spatial frequency and the parameters are 
taken as a = 0.58, b = 2.5 Å and c = 5.9 Å.
An additional blurring can be caused by all kinds of 
noise that lead to a random deﬂection of the image rela-
tive to the detector. The origin of these aberrations are 
vibrations and drift of the stage, time-dependent ﬁelds 
resulting from instabilities of the lens currents and in 
particular thermal magnetic noise resulting from mag-
netic ﬁelds due to eddy currents in the material of the 
lenses [36]. The blurring is modelled by a Gaussian enve-
lope on the intensity distribution [37]
where σ denotes the standard deviation, and a value of 
σ = 0.25 Å has been assumed. It has been shown that 
including the MTF and a Gaussian blur can account for 
the so-called Stobbs factor [38], the ubiquitous contrast 
(1)MTF(q) = a exp(−bq) + (1 − a) exp(−c2q2),
(2)N (q) = exp(−(2πσ)2q2),
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mismatch between experimental and simulated images 
[39]. Since these eﬀects can drastically reduce the con-
trast, they are important to include for accurately quanti-
fying the inﬂuence of noise.
Finite electron dose
We assume that the noise is dominated by shot noise, 
and hence the measured electron count in each pixel can 
be modelled by a Poisson distribution [40]. The average 
number of electrons N collected by the ith detector pixel 
is given by
where D is the dose in electrons per area, δ is the sam-
pling and  Ii is the probability for an electron hitting the 
i’th pixel. The signal-to-noise ratio of the whole image is 
given by [41]
where N¯  is the average number of electrons per pixel and 
σ(N ) is the standard deviation of the number of electrons 
collected by each pixel. In the limit of low dose this can 
be reduced to [42]
whereas in the limit of high dose other sources of noise 
are dominant (e.g. thermal noise) and the SNR becomes 
constant. We are only including shot noise in the 
simulations.
Strain analysis
There are several diﬀerent approaches for obtaining 
strain directly from HRTEM images. The methods can 
broadly be classiﬁed into three diﬀerent types: direct 
measurement of interatomic distances in real space [43, 
44], extraction of the lattice by comparison to a template 
[45] and analysis in Fourier space [46]. The results of the 
diﬀerent approaches are similar inside periodic struc-
tures, but can diﬀer in the presence of defects [44]. In 
this paper the real space method is used, since it has the 
most straight forward interpretation for surfaces, where 
the results of Fourier space analysis are very opaque. A 
comparison between real and Fourier space analysis, 
using geometric phase analysis (GPA), is provided as sup-
plementary information (see Additional ﬁle 1: Figure S4).
The most critical step in the real space approach is 
to determine the positions of the lattice points. There 
are several ways of deﬁning these positions. However, 
the simplest way is to deﬁne them as the position of the 
intensity extrema, assumed to correspond with an atomic 
column. If the lattice points do not correspond to sin-
gle intensity peaks, they can instead be found using a 
(3)Ni = Dδ2Ii,
(4)SNR = N¯
σ(N )
,
(5)SNR =
√
N¯ =
√
DIδ,
cross-correlation of the image with a template motif [8]. 
The intensity extrema are found at sub-pixel accuracy by 
ﬁtting a 2D function, usually a polynomial or a Gaussian, 
to the neighbourhood of each peak and setting the deriv-
atives to zero [44]. It is also possible to deﬁne the lattice 
positions from the centre of mass of the intensity distri-
butions [47]. The methods agree if the intensity distribu-
tions are symmetric. However, this is not necessarily the 
case close to asymmetries in the lattice, such as an inter-
face. A comparison of the two methods of measuring the 
atomic positions is included as supplementary informa-
tion. The conclusion is that the methods lead to slightly 
diﬀerent errors; however, the magnitude of the errors is 
essentially the same.
The peak pairs algorithm [44] is the most popular 
method for ﬁnding strain from a set of 2D lattice points 
from HRTEM images. For the calculation of strain at 
every lattice point, the peak pairs algorithm uses only 
two lattice vectors. We have found that an approach 
using a larger number of lattice vectors is signiﬁcantly 
more stable in the presence of noise. For an fcc crystal in 
the [48] zone axis, this method uses the four nearest and 
two second nearest neighbours to ﬁnd the strain at any 
lattice point in the bulk. Another advantage of this 
method is that it allows us to determine the strain for 
lattice points at all surfaces and corners, which is not 
possible with the standard implementation of the peak 
pairs algorithm. The routines used for strain analysis, 
including a rudimentary implementation of GPA, are 
implemented in Python and made available as open 
source.2
The strain is computed at each lattice point, by com-
paring the positions of the neighbouring lattice points in 
an ideal template lattice to the corresponding measured 
lattice points. In practice, this is done by ﬁnding the opti-
mal aﬃne transformation, A, between the two sets of 
vectors, see Fig. 2. In general ﬁnding A is an overdeter-
mined problem, hence it is found as the best ﬁt to a least-
squares ﬁt of the form:
where r is the residual term, vi and wi are vectors con-
taining the ideal and actual lattice vectors, A is the aﬃne 
transformation and ‖ · ‖ denotes the Euclidean norm. The 
orientation and elastic strain matrices can be extracted 
from A via a left-sided polar decomposition of the defor-
mation gradient
2 https://github.com/jacobjma/structural-template-mapping.
(6)r = minA
N∑
i
‖Avi − wi‖,
(7)PU = A,
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where U is an orthogonal right-handed matrix (the rota-
tion matrix), and P is a symmetric matrix (the elastic 
strain matrix). Finding the correspondence between v 
and w is done using a branch and bound search method. 
A  similar 3D equivalent of the method is described by 
Larsen et al. [48].
To limit the amount of results that have to be shown, 
we will usually just show the planar strain, p, calcu-
lated as the average of the normal strains in the x- and 
y-direction
Surface relaxations are the strain at the outermost atoms 
in the direction perpendicular to the same surface. 
Hence, the surface relaxation associated with an atom on 
a surface perpendicular to the unit vector nˆ is found as
We are mainly interested in the strain measurement 
errors, but to deﬁne the errors, we ﬁrst need to deﬁne the 
true strain. An image provides a single viewpoint of the 
structure, where each atomic column appears as a dot, 
hence we can only hope to measure an average column 
position for the atoms belonging to each column. Deﬁn-
ing these averages to be the true column positions, the 
corresponding planar strain will be denoted as p, true. The 
strain calculated from the positions of the maxima in the 
matching image will be denoted asp,measured. From these 
deﬁnitions, we deﬁne the error of a strain measurement as
Results
Influence of relaxations and temperature effects
When image simulations are used to estimate errors due 
to aberrations, it is a common practice to use a model 
(8)p =
1
2
(xx + yy).
(9)nˆ = nˆTnˆ.
(10)error (p) = p,measured − p, true.
of an unrelaxed crystal, under the assumption that the 
errors caused by these aberrations are insensitive to the 
small diﬀerence between the unrelaxed and relaxed crys-
tal [16–19]. Our results demonstrate that this assump-
tion is invalid in general.
The comparison in Fig. 3 shows the diﬀerence between 
results based on an ideal crystal, a relaxed crystal and an 
average over thermal vibrations. There is a substantial 
diﬀerence between the exit wave intensities. This dif-
ference is less obvious in the ﬁnal images; however, it is 
large enough to have an impact on the measured strain 
and more notably on the measurement errors. This 
means that using the ideal particle to calibrate a strain 
measurement would lead to wrong conclusions about the 
measurement errors.
The origin of the errors is deviations from the constant 
spatial relationship between the image and the underly-
ing projected potential. The peaks are generally more 
asymmetric for both the image resulting from a relaxed 
crystal and from a thermal average of crystals, and these 
small irregularities in the symmetry of adjacent intensity 
peaks can cause large measurement errors, as illustrated 
in Fig. 4. All results in the following sections will be based 
on simulations where temperature eﬀects are included. 
We also note the ∼ 50% reduction of the image contrast 
due to thermal vibrations, making the inﬂuence of tem-
perature on the image contrast approximately as impor-
tant as the MTF and thermal magnetic noise.
The strain calculated from the true average projected 
column positions is shown in Fig.  5a for three diﬀerent 
particle diameters. The strain calculated from the pro-
jected positions seems to show a signiﬁcant compressive 
strain in the bulk of the particle; however, this is mislead-
ing. Figure  5b shows the strain calculated directly from 
the full 3D model for a slice through the centre of the 
nanoparticle; comparing the strain in the 3D model to 
the projected strain reveals that the apparent bulk com-
pressive strain is due to relaxations closer to the front 
and back surface. Hence, even disregarding image aber-
rations, comparing Fig.  5a, b shows that care has to be 
taken, when interpreting strain measurements from 
HRTEM images. The errors in the following sections 
are calculated with respect to the strain in the projected 
positions and are thus mainly due to image aberrations.
Influence of defocus
The top row of Fig.  6 shows simulated images at diﬀer-
ent defocus and the bottom row shows the error in the 
planar strain measured from these images. The smallest 
defocus shown is 4.5 nm since contrast inversion begins 
to take eﬀect for a smaller defocus. We present results for 
only a positive defocus, which leads to images with bright 
spots at the positions of the atomic columns. We have 
Fig. 2 The black points indicate the ideal lattice for an fcc crystal 
in the [48] zone axis. The grey points are the positions of slightly 
displaced lattice points for a strained crystal. The strain at the central 
lattice point is calculated by ﬁnding the optimal aﬃne transformation 
between the black and grey points, denoted by v and w, respectively
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obtained results for negative defocus as well, where the 
atoms appear as black spots on a lighter background. The 
results are shown in Additional ﬁle 1: Figure S5.
A defocus of 8.5 nm results in planar strain errors 
smaller than 1% everywhere, while a defocus of 12.5 nm 
causes signiﬁcant errors at the {100} facets. Due to the 
sign and location of these errors, they could easily be 
mistaken for real surface relaxations. The errors gener-
ally stay small for columns not at the surface; however, at 
larger defocus some errors start to appear, generally fol-
lowing the thickness gradient.
The error in the measured surface relaxations aver-
aged across the facets for the uppermost atomic layers is 
shown as a function of defocus in Fig. 7. Since this error 
can vary quite a bit across the {111} facets, we also show 
the corresponding standard deviation. Results for 3 dif-
ferent particle sizes are shown, from a diameter of ∼ 2 
nm to a diameter of ∼ 6 nm.
For the {100} facet the error is almost zero up to a defo-
cus of 8.5 nm, across all three particle sizes. Meanwhile 
the error for the {111} facet never becomes smaller than 
1% for the 4 nm particle, which is approximately the same 
magnitude as the actual relaxations. For both facets and 
all sizes, the errors stay below 2% up to a defocus of ∼ 11 
nm, where the mean error increases sharply at the {100} 
facets. The mean error does not increase as drastically for 
the {111} facets. On the other hand, the standard devia-
tion does increase. This is mainly due to the thickness 
variation along these facets.
Fig. 3 From top to bottom, the rows contain results relating to an ideal crystal, a relaxed crystal and a thermal average of crystals. Each of the 
panels show a small section of the corner between two {111} facets. Along the columns we show: a the projected positions of the atoms, all the 
positions used in the thermal average are included. b Intensities of the exit waves. c Simulated images for a defocus f = 14.5 nm. d The true pla-
nar strain, p, true, i.e. the strain calculated directly from the projected positions of the model crystal. The colour coding shared by all the columns is 
shown to the right of the ﬁgure. e The measured planar strain, p,measured, i.e. strain calculated from the measured positions of the intensity maxima 
in simulated images. f The measurement error of the planar strain, error(p), calculated as the diﬀerence between the strain shown in the two 
preceding columns
Fig. 4 Slices along the dashed lines in Fig. 3. The black vertical lines 
indicate the true atomic positions and the red vertical lines indicate 
the corresponding measured maxima positions. For the ideal model 
the measured distance between the outermost peaks is too large by 
0.006 nm or 2% of the interatomic distance in the slice direction. For 
the images that include temperature eﬀects, the same measurement 
is too small by 0.025 nm or 10% of the interatomic distance
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Influence of tilt
It is unavoidable that the sample will be slightly tilted 
relative to the ideal zone axis. Figure 8 shows the distri-
bution of errors in the planar strain for increasing tilt, 
α , around the 1-axis. At tilt α = 1.0◦, the errors have 
changed very little compared to the untilted crystal, 
though the appearance of the image have changed in the 
central part of particle, this is due to an eﬀective dimin-
ishing of the projected potential, as have been reported 
elsewhere [49]. The errors stay small up to a tilt α = 2.0◦ , 
but increase sharply in the centre of the nanoparticle 
between α = 2.0◦ and α = 3.0◦. The error introduced by 
tilt is very dependent on the height of the atomic col-
umns, since the length of the footprint of the projection 
of a tilted column increases linearly with its height. Only 
one direction of tilt is shown; however, the trends are 
similar for other tilt directions. One other tilt directions 
is included as Additional ﬁle 1: Figure S6.
Figure  9 shows the eﬀects of tilt on the errors in the 
measured surface relaxations for a defocus f = 8.5 
nm. The tilt has a relatively limited impact on the meas-
ured surface relaxations. The mean and standard devia-
tion of error changes by at most 1% over the entire tilt 
range. The eﬀects of tilt on the strain measurements are 
very dependent on defocus. For example at a defocus 
f = 14.5 nm, the mean surface relaxation error changes 
by more than 6% at the {100} facets, a plot showing this is 
shown in Additional ﬁle 1: Figure S7.
Influence of noise
The evolution of the object visibility with respect to the 
sampling and dose is shown in Fig. 10a. At a dose of 102 
Fig. 5 a The “true” planar strain, p, true, calculated from the average projected column positions of the model, for three diﬀerent nanoparticle diam-
eters. b The actual planar strain for a slice through the 3D model
Fig. 6 The top row shows simulated images for a nanoparticle with a diameter of 4 nm. The bottom row shows the corresponding distribution of 
errors in the planar strain. The defocus is diﬀerent in each column, as indicated in the ﬁgure
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e−/Å2 the object is barely visible, while the images are 
essentially unaﬀected by noise at 105 e−/Å2.
Noise removal is essential to obtain the stable poly-
nomial ﬁts necessary for sub-pixel resolution; hence we 
show the same noisy images after application of a Wiener 
ﬁlter in Fig. 10b [50]. The regularization of the ﬁlter was 
chosen to be optimal for each of the diﬀerent samplings, 
but was not changed with the amount of noise.
To determine the inﬂuence of dose on the errors in 
strain measurements, we simulate a statistically repre-
sentative ensemble of images, K = 300, with diﬀerent 
distributions of noise. The error due to noise is quantiﬁed 
using the mean absolute error, MAE, over the ensemble 
of images for each lattice point
where k ,i is the planar strain at the i’th lattice point meas-
ured from the kth noisy image and ∞,i is the correspond-
ing measured strain without noise. Since the automatic 
polynomial ﬁtting can fail at low doses, extreme outliers 
have been removed before taking the average. Figure 11 
shows the distribution of the MAE across a nanoparticle, 
there is a fairly large diﬀerence between the MAE for dif-
ferent lattice points, varying by a factor of three between 
the centre of the particle and a corner. The reason for 
this is mainly that the strain at surfaces is determined on 
the basis of fewer surrounding lattice points. The strain 
at corner atoms is determined on the basis of just three 
neighbours, while the measurements in the centre rely on 
twice that number of neighbours.
The MAE at three chosen lattice sites as a function of 
dose is shown in Fig. 12. We ﬁnd a simple approximate 
empirical relationship, assuming constant sampling, 
between the MAE and the dose 
(11)MAEi =
1
K
K∑
k=0
∣∣k ,i − ∞,i
∣∣,
(12)MAE ∝
1√
D
∝ 1
SNR
,
Fig. 7 The error in the measured surface relaxations averaged across 
the facets as a function of defocus, for the three particle sizes given 
in the legend, for: a the {111} facets and b the {100} facets. The bars 
indicate the standard deviation of the errors in the surface relaxation 
error across the facets. The bars are shifted slightly from the points for 
visual clarity
Fig. 8 The top row shows simulated images at increasing tilt around the 1-axis for a defocus f = 8.5 nm. The bottom row shows the error in the 
planar strain at each lattice point measured from these images
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where the constant of proportionality is determined by 
the number of neighbours, local image contrast and sam-
pling. The second approximate proportionality assumes 
low dose and is due to Eq. (5).
Given that the SNR depends linearly on the sampling 
[see Eq. (5)], the expression above might lead one to 
expect that coarser sampling would give smaller MAE. 
This is however not the case, as shown in Fig. 13 where 
the MAE is plotted as a function of sampling for diﬀerent 
doses. The relationship is fairly constant though a sam-
pling of 0.2 Å/pixel is better than both a rougher or a 
ﬁner sampling. The main reason that there is no decrease 
in the MAE as the sampling gets coarser is that the better 
SNR is compensated by a smaller number of pixels across 
each peak available for polynomial ﬁtting.
In the previous sections, we saw that the defocus 
should be kept small to obtain strain measurements that 
are relatively unaﬀected by aberrations. The disadvantage 
of this is that phase contrast imaging relies on the addi-
tional phase added by the objective lens, and hence a too 
small defocus will negatively impact the image contrast. 
This eﬀect is illustrated in Fig.  14 where the change in 
the visibility of the nanoparticle is shown with respect to 
Fig. 9 The error in the measured surface relaxations averaged across 
the facets as a function of tilt, around the axes (a) 1 and (b) 2. The 
defocus was f = 8.5 nm. The curves are for the {100} and {111} 
facets, as indicated by the legend
Fig. 10 a Sections of the simulated images at a defocus of f = 8.5 nm for diﬀerent doses and samplings. All images are mapped onto the same 
range of grey levels. b The same images after applying a Wiener ﬁlter
Fig. 11 The MAE of the planar strain due to noise at each lattice 
point for a Wiener ﬁltered noisy image at a sampling of 0.2 Å/pixel, a 
dose of 103 e−/Å2 and a defocus f = 8.5 nm
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defocus and dose. The corresponding errors are quanti-
ﬁed in Fig. 15. At a low dose, the errors grow very large 
when the defocus is small, but even at a higher dose, 
errors due to noise become present when the defocus 
is too small. When the defocus is increased the MAE 
becomes smaller, however saturation is reached relatively 
quickly, and additional defocus beyond f = 8 nm does 
not further improve the MAE.
Conclusion
We looked at the accuracy of surface strain measure-
ments from HRTEM images of nanoparticles. We showed 
that the practice of using simulations based on ideal sam-
ple models to calibrate strain measurements is problem-
atic, since the predicted errors from such simulations do 
Fig. 12 The MAE as a function of the dose for the three lattice points, 
A, B and C, as indicated in Fig. 11. The dots show the MAE calculated 
from the simulated images and the full lines are curves of the form 
given by Eq. (12), where the constant of proportionality has been 
ﬁtted to the dots. The bars indicate the standard deviations, which 
for visual clarity are shown only for lattice point B, proportionally the 
standard deviations are similar for the other lattice points
Fig. 13 The MAE as a function of the sampling for ﬁve diﬀerent doses 
at the B lattice point (see Fig. 11). The defocus was f = 8.5 nm and 
the sampling was 0.2 Å/pixel
Fig. 14 Sections of simulated HRTEM images for diﬀerent doses and 
defocus at a sampling of 0.2 Å/pixel. All images are mapped onto the 
same range of greys
Fig. 15 The MAE as a function of defocus for four diﬀerent doses at a 
sampling of 0.2 Å/pixel at the lattice point B
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not in general reﬂect the errors for an identical model 
that includes relaxations.
In general, the impact of the interaction between tilt, 
thickness and defocus on the ﬁnal strain measurement 
is very complicated. However, we observe that if the 
defocus is small enough, the errors in the measured sur-
face relaxations due to image aberrations can be kept at 
less than 2%, even for visually obvious tilts. This is sig-
niﬁcantly larger than the 0.5% that have been found for 
strain measurements inside periodic solids [13]. The 
main reason for the larger error is the asymmetry in the 
peaks close to surfaces.
In order to obtain measurements with small errors, the 
defocus should not be chosen solely to maximize con-
trast, since this will also cause large errors due to aberra-
tions. The choice of defocus has to balance delocalization 
and contrast; if the defocus is too small the contrast will 
suﬀer, while if defocus is too large the image aberrations 
will be the main source of error.
For a dose of 103 e−/Å2, the optimal defocus for the 
gold nanoparticles is somewhere around 8.5 nm; at this 
defocus the errors in the surface relaxations are below 
2% and the expected noise error is 1.2% with a standard 
deviation 0.8%.
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Abstract
Recording atomic-resolution transmission
electron microscopy (TEM) images is be-
coming increasingly routine. A new bot-
tleneck is then analyzing this information,
which often involves time-consuming man-
ual structural identiﬁcation. We have de-
veloped a deep learning-based algorithm for
recognition of the local structure in TEM
images, which is stable to microscope pa-
rameters and noise. The neural network is
trained entirely from simulation, but is ca-
pable of making correct predictions on ex-
perimental images. We apply the method
to single sheets of defected graphene, and
to metallic nanoparticles on an oxide sup-
port.
Introduction
With the development in transmission elec-
tron microscopes that has occurred over
the last decade, it has become increasingly
common to record and store large amounts
of TEM data, often in the form of TEM
videos. This development has been acceler-
ated by the advent of faster and more sensi-
tive detectors such as the Direct Detection
Camera;1 but also by the development of
the Environmental TEM, where it becomes
possible to study how e.g. nanoparticles re-
spond to reaction gasses in real time.2
As large amounts of TEM data becomes
available, it becomes increasingly impor-
tant to have eﬃcient and automated anal-
ysis tools. In many applications, accu-
rate identiﬁcation and classiﬁcation of local
structure is a crucial ﬁrst step in deriving
1
useful information from atomic-resolution
images and video. Examples include char-
acterizing the distribution of dopants3 and
defects,4 in situ imaging of phase transfor-
mations,5 structural reordering during ma-
terials growth6,7 and dynamic surface phe-
nomena.8
Analysis methods such as the Geometric
Phase Analysis (GPA)9 are based on the lo-
cal symmetry and periodicity, and has been
very successful at extracting structural
information in many regular structures,
including identifying defects, strain and
phase boundaries.10 However, GPA typi-
cally has diﬃculties analyzing e.g. surfaces,
where the periodicity changes rapidly.11
Real space approaches typically either
rely on direct identiﬁcation of atomic po-
sitions by ﬁtting local parts of the image
to e.g. Gaussian intensity proﬁles,12,13 or
on direct comparison with a template.14
However, these methods are in general not
able to compete with a trained human ex-
pert. The diﬃculties arise in part due to
the phase contrast nature of TEM, which
makes the image extremely sensitive to
small changes in the defocus, necessitating
human intervention in the image analysis.
When analyzing time sequences (video), it
may even be necessary to adjust the im-
age analysis tools to each frame, as small
rotations, vibrations and thermal drift can
modify the appearance from one frame to
another. These diﬃculties are compounded
by the low signal-to-noise ratio resulting
from using the smallest possible electron
dose to minimize beam damage to the sam-
ple.
Recently, convolutional neural networks
and related deep-learning methods have
demonstrated excellent performance in vi-
sual recognition tasks, including particle
detection15 and automatic segmentation of
brain images from cryo-electron microscopy
images.16 Kirschner and Hillebrand have
published a method for predicting defo-
cus and sample thickness,17 and Meyer and
Heindl have used neural networks to recon-
struct the exit wave function from oﬀ-axis
electron holograms.18
Deep learning methods have, however, to
our knowledge not yet been used to ana-
lyze the atomic structure in TEM images.
In this article, we describe a CNN based
method for classifying atomic structures in
TEM, and demonstrate that it can be ap-
plied to single layers of graphene, as well
as to supported metallic nanoparticles. Un-
der good circumstances, the method can be
generalized to identify chemical species and
to identify the height of atomic columns.
Methods
The task of identifying atoms in atomically
resolved TEM images is a special case of
a general problem in image analysis. The
task is to identify instances of a set of struc-
tures, and assigning class labels {cn} and
Cartesian coordinates {(xn, yn)} to each of
them. In the simplest case, there is only
one class (“atom”), but the analysis can be
extended to identify speciﬁc structures of
atoms; atom columns of various sizes; va-
cancies; etc. The neural network will be
looking for a predeﬁned set of Nc labels,
C = {c0, c1, . . . , cNc} and will initially as-
sign a probability for each possible label.
The choice of how to categorize the struc-
tures is problem speciﬁc, and typically de-
pends on how the researcher derives mean-
ing from the image.
An example is shown in Fig. 1, where one
or more images of a structure is mapped
onto a set of probability maps, from which
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Figure 1: The classiﬁcation method illustrated on images of single sheets of molybdenum
disulphide, MoS2. The convolutional neural net is fed one or more TEM images of the
same sample with varying microscope parameters. The task of the CNN is to classify each
pixel as belonging to one of ﬁve categories: {background, Mo atom, S atom, Mo vacancy, S
vacancy}; where a vacancy is deﬁned as a missing atom where there would be an atom in a
perfect lattice. The output of the CNN is thus ﬁve probability maps, which are converted
into an interpretation of the structure
the interpreted structure can be depicted.
The input will typically be a single grey-
scale image of sizeNx×Ny, but it is possible
to use multiple images of the same spatial
region, for example a focal series where the
microscope focus is varied systematically.
Thus in general the neural network maps
image data Ix,y,k of shape Nx × Ny × Nf
(where Nf is often 1) to probability maps
Px,y,k of shape Nx × Ny × Nc, where Nc
is the number of classes including a back-
ground class. Including the background
class makes it easy to enforce normaliza-
tion of the probabilities,
∀x, y :
∑
k
Px,y,k = 1. (1)
With such a classiﬁcation scheme, it is
important that structures do not overlap,
and overlapping structures should be han-
dled by deﬁning new classes. An example is
columns of atoms, which can be handled by
making classes for a single atom, a column
of two atoms, etc.
Preprocessing
Contrast and illumination may vary sig-
niﬁcantly across experimentally obtained
TEM images, in particular if images con-
tain local structures that are not relevant
for the problem being analyzed. This is
handled by a combination of subtractive
and divisive normalization. First, a local
average of the intensity is subtracted from
the image
Gijk = Iijk − 1
Nf
∑
pqk′
wpqIi+p,j+q,k′ (2)
where wpq is a Gaussian weighting window
normalized so
∑
pq wpq = 1. The decay
length of the Gaussian weighting window
must be chosen to be signiﬁcantly longer
than the length scales of the features the
net should detect, to avoid washing them
out.
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Finally, the contrast is normalized with
a divisive normalization using the same
Gaussian weighting window
Hijk =
Gijk
1
Nf
√∑
pqk′ wpqG
2
i+p,j+q,k′
(3)
Neural net architecture
The neural network needs to be able to
combine information on multiple length
scales. Locally, the atoms are identiﬁed as
local peaks or valleys, but estimating what
an atom should look like requires contex-
tual information since it depends on e.g.
the defocus of the microscope. In some
images the atoms may be bright spots, in
other they are dark spots, and the contrast
may even invert within diﬀerent regions of
the same image.
The network architecture is based on
fully convolutional networks (FCN) for
pixel-wise segmentation.19 Following the
FusionNet structure proposed by Quan et
al.16 we use additive skips and residual
blocks to prevent vanishing gradients and
to allow for training of deeper neural nets.
Multi-level up-sampling and skip connec-
tions combine global abstract information
from deep coarse paths with local spatially
resolved information from shallow paths.
The network has a single pipeline with
additive skip connections to preserve spa-
tial information at each resolution. The
lowest resolution is one eighths of the full
resolution, this allows for spatial ﬁlters to
be applied that compare features across the
entire image. The shape of the network is
chosen to be symmetric, so for every layer
present in the part where resolution is re-
duced, there is a corresponding layer in the
part where resolution is increased again.
The chosen architecture is shown in Fig. 2
At each resolution on the down-sampling
and up-sampling paths, the network con-
sists of ﬁve convolutional layers, with a skip
connection bypassing the middle three lay-
ers using elementwise addition (shown as
a residual block in Fig. 2). Every con-
volutional layer except the last employ a
3 × 3 convolutional kernel, followed by
an element-wise rectiﬁed linear activation,
h(x) = max{0, x}, which are then batch
normalized following eq. (2–3).20
Feature compression is done in the down-
sampling path using a max pooling layer
down-sampling by a factor two in both spa-
tial direction, while doubling the number
of feature maps. Conversely, in the up-
sampling path the features are up-sampled
using a transpose convolutional block19
doubling the spatial resolution while halv-
ing the number of feature maps, followed by
an element-wise addition from same level of
the encoding path, forming a long skip con-
nection.
The ﬁnal scoring consists of a convolu-
tional layer with a 1× 1 kernel followed by
a softmax non-linearity
σ(Pk) =
exp(Pk)∑mf
k=1 exp(Pk)
. (4)
The transpose convolutional layers are
initialized as bilinear interpolation and all
other layers use random weight initializa-
tion.
The network is implemented with Ten-
sorFlow using the Python API,21 chosen
due to the wide range of functions already
made available, as well as the community
support. All models are trained and tested
with TensorFlow on a single NVIDIA GTX
1080 Ti. Our models and code are publicly
available.22
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Figure 2: The architecture of the neural network. Information ﬂows from left to right.
The features are down-sampled in an encoding path and up-sampled through a decoding
path, in addition several skip connections ensure that it is possible to retain ﬁne spatial
information.
Generation of training data
A particular challenge is to generate the
training data for the neural net, since on
one hand these data should include the
kind of structures the net should be able
to recognize, but on the other hand should
not bias the network towards a speciﬁc in-
terpretation of the images. This makes it
particularly diﬃcult to use real experimen-
tal data as training data, since the network
would be trained to reproduce any subcon-
scious bias of the scientists generating the
interpretations to which the net is trained.
Instead, we train the network to a large
set of simulated data. It is important to
be aware that this does not preclude bias-
ing the training set, since such a bias will
always be present in the selection criteria
generating the structures that form the ba-
sis for the image simulations, but at least
the true positions of all atoms are known
for the simulated images.
We try to minimize the bias of the mod-
els by generating a training set with a
rather large random component while still
maintaining realistic atomic positions, but
without resorting to e.g. thermodynamical
modelling of the systems; this will be dis-
cussed further in the sections describing ap-
plications of the method.
The training set consists of a collection of
computer generated systems (e.g. nanopar-
ticles, if the neural net is to be applied to
such), generated using the Atomic Simula-
tion Environment (ASE).23 Simulated im-
ages are generated using the Multislice Al-
gorithm,24 which has been shown to pro-
vide contrast matching with experiment.25
Simulation is done using the publicly avail-
able QSTEM code,26 through a Python in-
terface to ASE developed by the authors.11
The exit wave functions for each system in
the training set is precomputed, but dur-
ing training simple symmetry operations
(translation, rotation by 90◦ and mirroring)
can easily be applied in each training step.
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Table 1: Randomized parameters for generating training examples of graphene for a 80 kV
microscope.
parameters lower bound upper bound distribution
defocus (Δf) -200 Å 200 Å uniform
3rd order spherical (Cs) -20 μm 20 μm uniform
5th order spherical (C5) 0 5 mm uniform
1st order astigmatism magnitude 0 100 Å uniform
1st order astigmatism angle 0 2π uniform
deﬂection 0 25 Å uniform
focal spread 20 Å 40 Å uniform
dose 101 e−/Å2 104 e−/Å2 exponential
c1 (MTF) 0 0.1 uniform
c2 (MTF) 0.4 0.6 uniform
c3 (MTF) 2 3 uniform
For each training iteration, a Contrast
Transfer Function (CTF) is generated with
randomly chosen parameters for the elec-
tron microscope taken from a distribu-
tion; Table 1 shows an example of pa-
rameters used for graphene. The CTF
is then applied to the precomputed exit
wave function. The eﬀect of energy spread
(i.e. temporal coherence) is included in the
quasi-coherent approximation,27 and tem-
perature eﬀects are included by blurring
the atomic potentials. The images are
resampled to a random sampling rate, a
technique sometimes referred to as scale-
jittering. It is essential to include a reason-
able model of noise in the images, this is
done by modelling the ﬁnite electron dose
with a Poisson distribution, and including
the modulation transfer function (MTF) of
the detector in the image simulation. The
latter is essential as it has a strong inﬂu-
ence on the spectral properties of the noise,
and prevents that the network incorrectly
is trained to detect atoms by the absence
of pure white noise. The MTF is modelled
a sum of a Gaussian and an exponential:28
M(q) = c1 exp (−c2q)+(1−c1) exp
(−c23q2
)
(5)
The ground truth for the training data is
generated as a superposition of Gaussians
with an amplitude of one, centered at the
positions of the atoms (or the mean of the
positions for atomic columns). The back-
ground class is then assigning the remain-
ing probability, such that the sum of prob-
abilities is one; this is possible since the
overlap between any pair of Gaussians is
negligible. The width, σ, of the Gaussians
is an important parameter, since it strongly
inﬂuences the penalty of wrongly assigning
a region of the inferred conﬁdence map to
the background. We found that a too small
value of σ would lead to a network with a
strong tendency to assign any region that
is diﬃcult to analyze (e.g. due to noise)
to the background class. In a similar way,
we found that a common local minimum at
training would be to assign anything to the
background class, this is also exacerbated
by a low value of σ. We found that a width
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of σ = 1Å, corresponding to 8–10 pixels
at typical resolutions, worked well for the
cases we have considered.
Training
The CNN is trained using a mean squared
diﬀerence loss function, regularized with a
penalty on the size of the l2 norm of the
weights
L =
∑
ijk
‖P˜ijk − Pijk‖2 + 1
2
λ
∑
i
W 2i (6)
where P˜ is the output and P is the ground
truth. The main way the network is reg-
ularized is through the large variability of
the training image data, since a new train-
ing image is simulated for every training
iteration. Nevertheless, we found that per-
formance on actual experimental data is
improved by adding moderate l2 regular-
ization (also known as weight decay), since
this causes any weight not being used by
the network to produce meaningful output
to become negligible rather than to persist
for no reason. Such weights may deteri-
orate performance on actual experimental
data although they do not negatively im-
pact the performance on the training data.
Post-processing and interpreta-
tion
While the interpretation of the conﬁdence
maps is simplest if there is only a single
class, we here illustrate how it can be done
even in the case of multiple classes.
The ﬁrst step is ﬁnding the regions where
a signal is found. This is done by ﬁnding
all minima in the conﬁdence map for the
background class. Only minima that dip
below ε = 0.995 on a scale from 0 – 1 are
included, this prevents spending time on
analyzing regions that are obviously back-
ground. The local minima are then used
as seeds for basins created using the water-
shed principle for image segmentation us-
ing Meyer’s algorithm.29 We avoid includ-
ing long tails in segments by setting a hard
upper limit for each segment at ε.
Each segment is then assigned a probabil-
ity for belonging to each non-background
class as
pn(ck) ∝
∑
i,j∈Sn
Pijk k > 0 , (7)
where the sum is over all pixels belonging
to the n’th image segment. The coordinate
of the atomic structure is calculated as the
center-of-mass of the image segment. Fi-
nally, segments are discarded if
∑
k>0
pn(ck) < tpn(c0) (8)
The value chosen for t is normally uncrit-
ical, but values near 0.5 is recommended.
It should be noted that in most cases there
is only a single class (c1), “an atom”. The
process is illustrated in Fig. 3.
Application to graphene
High resolution TEM has been used exten-
sively to study graphene, and several au-
tomatic algorithms for extracting quanti-
tative information have been proposed. Of
particular interest is the ability to identify
defects, both localized (vacancies, disloca-
tions etc) and extended (grain boundaries).
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Figure 3: (a) The input to the network is three images of a small nanoparticle, recorded
(or simulated) with diﬀerent defocus; here is shown a single simulated image with the
ground truth thickness of the individual columns marked with colors. (b) The background
conﬁdence map; we se that the network correctly identiﬁes that there is something at each
atomic column, but also thinks there may be something outside the nanoparticle. (c) A
segmentation of the background map into several distinct objects. (d) Conﬁdence maps
for the classes corresponding to columns containing two to ﬁve atoms. (e) Each object is
assigned a probability of belonging to each of the ﬁve classes. (f) The ﬁnal classiﬁcation
of the atomic columns. The labels A–C mark the three columns examined in panel (e). In
this case, most atomic columns are correctly assigned to their classes. Column B which is
has ﬁve atoms is incorrectly identiﬁed as having only four atoms; however the network is
clearly in doubt as seen in the probability distribution. One other column is misassigned,
in both cases the network has probably learned that columns at edges and corners are
likely to contain fewer atoms, which is not the case for these two columns.
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Training
It is an easy task for a CNN to recognize
the regular hexagonal lattice of graphene.
However, we want the network to be able
to correctly localize the atomic positions
also in situations where they are not at
or near their ideal positions. Thus, the
atomic models used to generate the train-
ing images cannot simply be ideal sheets
of graphene, nor can they be sheets of
graphene with added defects.
The opposite extreme, that of generating
purely random atomic positions would re-
sult in ineﬃcient networks, as the vast ma-
jority of the training data would be very
diﬀerent from the experimentally interest-
ing situations. Instead, we generate atomic
positions that lie somewhere between these
two extremes.
The algorithm is based on the observa-
tion that a Voronoi tessellation of a 2D
set of points mainly consists of hexagons,
and is illustrated in Fig. 4. First, an area
is ﬁlled with randomly distributed points
under the constraint of a minimal distance
between the points, i.e. a Poisson disc dis-
tribution. These points form the generat-
ing centers of a Voronoi tessellation; the
vertices of the tessellation will become the
carbon atoms. The tessellation is opti-
mized by a few steps of Lloyd’s algorithm:30
the centers of the Voronoi tessellation are
moved to the center of mass of their respec-
tive Voronoi cell. This makes the Voronoi
polyhedra more regular, and in particular
it moves closely placed vertices apart, pre-
venting atoms from being placed unrealisti-
cally close. Finally, from zero to four holes
are cut randomly in the structure.
The resulting structures form a structure
which is very suitable for our purpose. The
distribution of bond lengths is quite nar-
row, and the mean can be controlled by
choosing the initial number of points. The
structure contains a large number of poly-
gons with ﬁve to eight sides, similar to what
is observed in graphene grain boundaries.
A typical training structure is shown in
Fig. 5.
We generated 500 random structures
with a size of 43.2 × 43.2 Å, or 360 × 360
pixels at a sampling rate of 0.12 Å/pixel.
All the simulations were done at an accel-
eration voltage of 80 kV. While the micro-
scope parameters are uniquely generated
at each training step, the same structure
is utilized multiple times. This have little
consequence since most of the variability is
in microscope parameters.
Analyzing experimental images
An example of how the network performs
on experimental data is given in Fig. 6.
When given an experimental TEM image
of the edge of a graphene sheet, the neu-
ral network has no problems identifying the
atoms inside the graphene sheet. At the
edge of the sheet, there are positions where
the network assigns a small but nonzero
probability for the presence of atoms, but
using a reasonable cutoﬀ of t = 0.5 gives a
result in agreement with a manual analysis
of the image, and without any high-energy
atomic conﬁgurations at the edges.
We apply the trained neural net on a
number of graphene images that have
previously been published by some of
us.31,32 The experimental graphene im-
ages were measured using a FEI Titan
80-300 Environmental TEM equipped with
a monochromator at the electron gun and
spherical aberration (Cs) corrector at the
objective lens. The acceleration voltage
of the microscope were 80 kV which is
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Figure 4: Procedure for generating training structures for graphene. (a) A square in 2D
space is ﬁlled with randomly distributed seed points under the constraint of a minimum
separation in terms of euclidean distance. (b) Next, the Voronoi tessellation is generated
from the seed points, the vertices of the diagram will become atomic positions while the
original positions are discarded. (c) To avoid overlapping atoms, the positions of the
Voronoi vertices are relaxed using Lloyd’s algorithm. (d) Lastly, zero to four holes of
varying size and shape are introduced in the structure.
(a) ”Graphene” model (b) Simulated image: I(x) (c) Ground truth: P(x) (d) Prediction: P(x)~
2 nm
Figure 5: The CNN is trained on simulated images of graphene-like structures, generated
by the algorithm in Fig. 4. (a) A quasi-random graphene-like structure. (b) Simulated
image based on the atomic positions. (c) The corresponding ground truth calculated from
the atomic positions. The network is trained on a series of matching images and ground
truth maps. (d) The output prediction of the trained neural network given the simulated
image in (b).
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(a) Experimental image (b) Confidence map (c) Positions (t = 0.01) (d) Positions (t = 0.5)
2 nm
0.0 0.5 1.0
Figure 6: A neural network trained exclusively on simulated data is capable of generalizing
to experimental images. (a) Single suspended graphene sheet with a hole formed under
the inﬂuence of the electron beam. (b) The regressed probability distribution predicted
by the neural network for the image in (a). (c) The local peak positions of the probability
map is overlayed on the image. The peaks are color-coded according to their maximum
value. Peaks with a maximum value less than 0.01 are excluded. (d) A higher tolerance
for exclusion is used to remove peaks with a maximum value less than 0.5.
below the knock-on threshold for carbon
atoms in pristine graphene.33 The elec-
tron beam energy spread was below 0.3 eV,
while the Cs-corrector was aligned to min-
imize the spherical aberration. The images
were recorded using a Gatan US1000 CCD
camera with an exposure time of 1 s.
Fig. 7 shows a TEM images of pris-
tine graphene, and of graphene with a hole.
The negative Cs imaging results in images
where the carbon atoms are bright spots,
with the centers of the hexagons appear-
ing dark. The output of the neural net-
work is shown in the central column. The
neural network detects all atomic positions
in the pristine sheet, this is accomplished
without having regular hexagonal lattices
in the training set. Additionally, the neural
network automatically recognizes that the
atoms appear bright, which is only the case
for half of the training images. Finally, we
show the strain calculated from the atomic
positions, using a structural template with
the two nearest neighbour shells (i.e. the
9 nearest neighbours), as described previ-
ously.11
Application to metallic
nanoparticles
Metallic nanoparticles on oxide support is
a very active research topic, mainly due
to the applications within heterogeneous
catalysis. Often, the detailed atomic struc-
ture is important for the catalytic process,
as the active size depending on the process
may be e.g. step sites,34 corner atoms35 or
strained facets.36,37
For example, although gold is normally
chemically inert, nanoparticles of gold have
been shown to catalyse the oxidation of
CO.38 It is also a system where signiﬁcant
atomic rearrangement is observed in the
presence of gasses, both involving overall
shape changes of the nanoparticles39 and
changes in the local surface structure We
here use supported gold nanoparticles to
illustrate the application of neural nets to
the analysis of supported nanoparticles.
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Figure 7: Experimental images of graphene, and their interpretation by the neural net.
The ﬁrst row shows a pristine sheet of graphene, the second a sheet with a hole. The left
column shows the original TEM images. The center column shows the output of the neural
net. The rightmost column shows the planar strain calculated from the atomic positions,
as identiﬁed by the neural net.
Training
We have trained the network on simulated
gold nanoparticles. As the network should
be able to recognize both atomically ﬂat
and rough surfaces, the training set in-
cludes both kinds of nanoparticles. Ini-
tially, nanoparticles are cut from a regu-
lar crystal, keeping a random number of
layers in directions with low Miller indices
(the 〈100〉, 〈110〉 and 〈111〉 directions). To
roughen the particles, a random number of
additional atoms are added to the particle.
The atoms are added at allowed crystal po-
sitions at the surface of the nanoparticles,
in such a way that highly coordinated sur-
face sites are most likely to be picked. If the
coordination number (i.e. the number of
occupied neighbor sites) of site i is ni, then
the probability of placing the next atom at
site i is chosen as
p(ni) =
exp (ni/T )∑
j exp (nj/T )
(9)
where the sum is over all sites j where
nj ≥ 1 and T is a temperature-like param-
eter that can be chosen diﬀerently for each
nanoparticle to generate particles with dif-
ferent roughness.
Each particle is then rotated into the
〈110〉 or 〈111〉 zone axis, and is rotated a
random amount around the axis. It is ﬁ-
nally tilted 0–5◦ away from the zone axis.
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As was the case for the graphene sim-
ulations, 500 of nanoparticles were gener-
ated, but during the training new micro-
scope parameters were picked for each iter-
ation, and the nanoparticles were randomly
translated, mirrored and rotated by a mul-
tiple of 90◦ (operations that can cheaply
be performed on the precomputed wave-
functions). Figure 8 shows a sample of gen-
erated nanoparticles, and their correspond-
ing images.
Analyzing nanoparticle images
and videos
We applied the resulting network to gold
nanoparticles on a ceria substrate. Fig-
ure 9 shows a TEM image of such a parti-
cle, and the corresponding analysis by the
neural net. It is seen that the network con-
ﬁdently identiﬁes the atoms in the nanopar-
ticle, but does a much less impressive job
in the substrate; this is partly due to the
network not being trained on ceria’s crys-
tal structure, partly because the substrate
is not in a prominent zone-axis orientation.
In the microscope, a video sequence
of this nanoparticle was recorded, Fig. 9
shows four snapshots of this video, clearly
showing the atomic diﬀusion processes.
We used the neural network to analyze
TEM movies showing surface diﬀusion on
gold nanoparticle in various gasses. Fig-
ure 10 shows the same ceria-supported gold
nanoparticle in high vacuum and in an oxy-
gen atmosphere. The neural network is ap-
plied to each frame in the video sequence,
and used to identify the presence (and po-
sition) of the atomic columns. Since the
network was not trained on substrates, and
since atomic resolution is often not obtain-
able simultaneously in the substrate and
the nanoparticle, we only use the network
to analyze the metallic nanoparticle and
mask out the output of the network cor-
responding to the substrate.
During the video sequence, atoms at the
surfaces and in particular at the corners
of the nanoparticle are clearly seen to ap-
pear and disappear again, as the surface
atoms diﬀuse on the particle. We illustrate
this in the ﬁgure in two diﬀerent ways. In
the middle column, atomic columns are col-
ored according to the fraction of time they
are present in the image. It is clearly seen
that in the presence of oxygen, many of the
surface and corner atoms are only present
part of the time, indicating surface diﬀu-
sion. In the rightmost columns, “events”
are counted. It is considered an “event” if
an atomic column is present in one frame,
but absent in the next, or vice versa; this
cause the diﬀusing atoms to light up on the
ﬁgure. Together, this analysis shows that
the presence of oxygen clearly enhances the
surface diﬀusion. This will be the topic of
a separate publication.
Other applications
We envision that the main application of
this technique will be to identify atoms
or columns of atoms, as demonstrated in
the two afore-mentioned examples. For
this kind of applications, it is relatively
straight-forward to train a neural net on
sets of simulated images, such that the net
becomes able to identify the positions of
the atoms or atomic columns also in exper-
imentally obtained images.
A far more demanding task is to identify
the chemical species of single atoms in 2D
materials, or to count the number of atoms
in atomic columns in nanoparticles. It does
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Figure 8: Top rows: Examples of nanoparticles generated using the algorithm we have
proposed. The height of the atomic columns of the nanoparticles are indicated with a
color-coding. Middle rows: Simulated images given the atomic models above. Bottom
rows: Output from our neural network method given the simulated images. As can be
seen, in one of the images the network is not able to identify the atomic columns in the
thickest part of the nanoparticle, this is due to a combination of low signal-to-noise ratio
in the image, and a signiﬁcant oﬀ-axis tilt smearing out the highest atomic columns.
14
t = 0 t = 2 s t = 4 s t = 6 s
Figure 9: top row: Experimental high resolution TEM image of gold on ceria in an oxygen
atmosphere. The pressure was 4.5 Pa and the electron dose per image was 3.1×102 e−/Å2
(dose rate 1.56 × 103 e−/Å2/s at an exposure time of 0.2 s). Middle row: Output from
the neural network given the images above. Bottom row: The atoms identiﬁed by the
neural net are marked as purple circles overlaid on the original image. The experimental
images were measured using a FEI Titan 80-300 Environmental TEM operated at 300 keV.
not appear to be possible to train a network
that solves this kind of tasks based on a sin-
gle image. However, if one is willing to use
a series of images taken with varying focus
settings, it appears to be possible to train
such networks to identify multiple mutually
exclusive atomic objects. The reliability
does, however, not seem to be on par with
the reliability of identifying a single atom
or column. Figures from our attempts to
build these more advanced networks have
been used to illustrate the general princi-
ples (Figures 1 and 3). Since we have not
yet been able to demonstrate the useful of
such networks on experimental images, we
will defer further discussions on the subject
to future publications.
Conclusion
We have demonstrated that deep convo-
lutional neural networks can be trained
to recognize the local atomic structure in
High Resolution Transmission Electron Mi-
croscopy images. The network can be
trained entirely on simulated data, but
is capable of giving interpretations of ex-
perimental images that match those of a
trained microscopist. We have demon-
strated the method both on single layers
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Figure 10: The surface dynamics of gold nanoparticles is inﬂuenced by the gaseous atmo-
sphere. The occurence is the percentage of frames where the neural network identiﬁed an
atomic column at a possible site. And the events are the percentage of frames where a site
was previously occupied, but is unoccupied in the frame immediately after.
of defected graphene, and on nanoparticles
of gold on a cerium oxide substrate.
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