Abstract. We provide a solution to the so-called SD problem, that is, the problem of simultaneous diagonalisation via congruence of a given set of m symmetric n × n matrices {A 1 , . . . , Am}, by showing that it can be reduced to a lower-dimensional problem where the question is rephrased in terms of the classical problem of simultaneous diagonalisation via similarity of a new set of matrices. We provide a concrete algorithm to determine whether or not a set of matrices is simultaneously diagonalisable by congruence. This solves a long standing problem in the complex case. The SD problem has many applications in signal separation and optimisation.
Introduction
The aim of this paper is to characterise in a practical way when a given set of n × n complex symmetric matrices, A 1 , . . . , A m , are simultaneously diagonalisable via congruence. This problem has been open since at least 2002 [9, 7, 12] but its roots date back to an 1868 paper of Weierstrass [25] . We provide a solution to this problem without extra assumptions (and in particular, we avoid any assumptions of semi positive-definiteness) by translating it into a simpler problem, at a possibly reduced dimension, regarding simultaneous diagonalisability by similarity of a new set of matrices. We do this using the concept of matrix pencils so that the general problem is reduced to (possibly) lower dimensions a priori by calculating the intersection of the kernels of the matrices A 1 , . . . , A m . Once this is done, reduced matrices A i (Lemma 10 below) can be dealt with in a more standard manner, thanks to the existence of a nonsingular matrix pencil. This allows us to obtain fairly simple necessary and sufficient conditions for SDC in Theorem 12 below.
Let M n,m denote all n × m matrices over C. Let M n := M n,n , let MS n be all symmetric elements in M n and let GL n be all invertible elements in M n . A diagonal matrix in M n with diagonal entries d 1 , . . . , d n will be written as D = diag d 1 , . . . , d n and for A ∈ M n we denote its ij component by A ij or A ij . We recall that A ∈ M n is said to be orthogonal if A T = A −1 (where A T denotes the usual transpose of A) and is said to be unitary ifĀ T = A −1 (whereĀ denotes the entrywise complex conjugate of A); matrices A, B ∈ M n are said to be congruent if there exists P ∈ GL n such that P T AP = B and are said to be similar if there exists P ∈ GL n such that P −1 AP = B. Congruent (or similar) matrices have the same rank: indeed, symmetric matrices which are congruent or arbitrary matrices which are similar have the same number of positive, negative and zero eigenvalues. We introduce the following definitions for a set of matrices in M n . Definition 1. Let A 1 , . . . , A m ∈ M n . We say A 1 , . . . , A m are simultaneously diagonalisable via congruence (SDC for short) if, and only if, there exists P ∈ GL n and diagonal matrices D 1 , . . . , D m ∈ M n such that
Of course, if A 1 , . . . , A m are SDC then they are necessarily symmetric.
. . , L m are simultaneously diagonalisable via similarity (SDS for short) if, and only if, there exists P ∈ GL n and diagonal matrices D 1 , . . . , D m ∈ M n such that
It is important to remark that even when the matrices A 1 , . . . , A m in Definition 1 or the matrices L 1 , . . . , L m in Definition 2 are real, the resulting matrices P and D j may have to be complex, as illustrated in Example 13 below. Therefore it is pertinent to consider the general case of complex matrices. The following result is well known (see for instance [10, Theorems 1.3.12 and 1.3.21]) and means that SDS is easy to check in practice:
. . , L m ∈ M n . These matrices are simultaneously diagonalisable by similarity (SDS) if, and only if, they are all diagonalisable by similarity and they pairwise commute.
In contrast, there is no easy practical method to check for SDC. In fact, the question of finding concrete sufficient conditions for a given set of matrices to be SDC dates at least from 2002 [9, Question 1] and is one of the 14 open problems posted in 2007 by Hiriart-Urruty [7, Problem 12] , see also [12] . As far as we know, this problem has, until now, remained open although many partial answers were known. In Section 2 we explore the relevance of this problem and its numerous applications in statistical signal processing and multivariate statistics [23] . In Section 3 we solve the SDC problem and present an explicit algorithm to solve the problem. In Section 4 we discuss avenues of further research.
Background and relevance of the SDC problem
Weierstrass in his 1868 paper [25] gave sufficient conditions for the simultaneous diagonalisation by congruence of two matrices, namely the existence of a certain d-pencil [25, pp. 337-338] . Since then many authors [7, 9, 12] have provided partial answers to the general SDC problem. For instance, [12] solves the SDC problem for the case of two real symmetric matrices and, additionally, for any finite collection of real symmetric matrices under the extra assumption of the existence of a semi-definite pencil. These results were applied in quadratically constrained quadratic programming, a classical nonlinear optimisation problem which minimises a quadratic function subject to a finite number of quadratic constraints [11] . Similar results were obtained in [26, 2] . In [8] the authors related the SDC problem to variational analysis, claiming on p. 553 that "We are not aware of simple results of that kind for more than two matrices; the reason might be deeper than one would think (see Problem 12 in [9] )" (this last reference is [7] in this paper).
Recently in our paper [3] the problem of determining when a finite dimensional algebra is an evolution algebra was shown to be equivalent to the SDC problem for the structure matrices associated with any given basis. We recall that an evolution algebra is defined as a commutative algebra A for which there exists a basis B * = {e * i : i ∈ Λ} such that e * i e * j = 0, for every i, j ∈ Λ with i = j. In other words, the multiplication table of A relative to B * is diagonal. Such a basis is called natural. Evolution algebras are, in general, not associative. They were introduced in [18] in the study of non-Mendelian genetics, and the foundations of the theory were provided in 2008 [19] . In [3] we determined when a given algebra A is an evolution algebra. In other words, if B is a basis of A and the multiplication table of A with respect to B is not diagonal, we established the conditions under which there exists a natural basis B * of A, giving A the structure of an evolution algebra. If B = {e 1 , ..., e n } and
we define the structure matrices of A with respect to B as the n × n matrices M k (B) = (m ijk ) 1≤i,j≤n , for k = 1, . . . , n. A main result in [3] proves that A is an evolution algebra if, and only if, M 1 (B), ..., M n (B) are simultaneously diagonalisable via congruence.
The SDC problem is at the core of many problems in multilinear algebra and signal processing. The so-called approximate joint diagonalisation problem concerns an approximate SDC problem when more than two matrices are approximately simultaneously diagonalised [6] . The idea is to seek a nonsingular matrix P such that the matrices P T M j P , for j = 1, . . . , m, are as diagonal as possible, according to some criterion. This problem has been studied extensively in the signal processing community [15, 20] . It also arises in mixture component analysis and numerical multilinear algebra. In [13] it was shown that the canonical components of the decomposition of higher-order tensors which have the property that the rank is smaller than the greatest dimension can be obtained from a simultaneous matrix diagonalisation by congruence. SDC also appears in contexts such as blind source separation (used in nuclear magnetic resonance spectroscopy) and non-negative joint diagonalisation by congruence (based on LU matrix factorisation). Consequently, it has applications in medical imaging analysis, see [1, 4, 17, 24] and references therein. There are also connections with connectomes, namely weighted graphs were each node represents a certain part of the brain and each edge characterises the structural connection between the regions of a brain [14] .
In summary, the solution to the SDC problem provided in this paper improves several earlier partial answers referred to above and may lead to interesting applications across different fields.
Solving the SDC problem
Let S 2m−1 := {x ∈ C m : x = 1}, where · denotes the usual Euclidean norm. We introduce the concept of a matrix pencil. 
Since rankA (λ) = rankA λ λ , for λ = 0, it follows that
Moreover, as the image set is discrete this supremum must be achieved, giving the following.
The rank of the associated linear pencil is r := sup λ∈C m rankA(λ) = rankA(λ 0 ), for some λ 0 ∈ S 2m−1 . We refer to r as the (maximum pencil) rank of A 1 , . . . , A m and denote it also as r = rank(A 1 , . . . , A m ).
The following simple lemma is important. kerA j ≤ n − rankA(λ), for all λ ∈ C m .
In particular, for maximum pencil rank r = rankA(λ 0 ) we have m j=1 kerA j ⊆ kerA(λ 0 ) and dim(kerA(λ 0 )) = n − r then gives the result.
We see later that dim m j=1 kerA j = n − r is necessary for A 1 , . . . , A m to be SDC.
3.1. The SDC problem for n × n matrices with maximum pencil rank n.
We now solve the SDC problem for symmetric matrices A 1 , . . . , A m ∈ M n , in the particular case that rank(A 1 , . . . , A m ) = n. The proof follows ideas from [10, Theorem 4.5.17], [12, Lemma 1] and [22, p.230] . In particular, the simple observation that A(λ) invertible means
. . , m, and any P ∈ GL n motivates our first main result and proves it in the obvious direction.
Theorem 7. Let A 1 , . . . , A m ∈ MS n and λ ∈ C m be such that rankA(λ) = n.
Then A 1 , . . . , A m are SDC if, and only if, A(λ)
Proof. Let λ ∈ C m satisfy rankA(λ) = n. (=⇒) Assume that A 1 , . . . , A m are SDC and let P ∈ GL n satisfy P T A j P is diagonal, for j = 1, . . . , m. Then P T A(λ)P is diagonal and invertible giving
Taking the transpose of this latter equation implies B(λ) commutes with D (j) , for j = 1, . . . , m. Component-wise, this means that for all 1 ≤ k, l ≤ n,
In particular, for all 1 ≤ k, l ≤ n,
Write 
2 , λ j n1+2 , . . . , λ j n ), for all 1 ≤ j ≤ m, and there is some j ∈ {1, . . . , m} for which λ
2 (I n denotes the n×n identity matrix). We repeat a similar process twice more on diag(λ 
3 , for all 1 ≤ j ≤ m, then we may re-order the co-ordinates to amalgamate λ (j) 1 I n1 and λ (j) 3 I n3 , namely, there is an orthogonal permutation matrix R ∈ GL n with
We continue this process of finding λ
, . . . , λ j n ), amalgamating as above where necessary, so that for some orthogonal permutation matrix U ∈ M n we have for all j = 1, . . . , m that
Of course, d ≤ n and d is as small as possible satisfying the above.
We now write
, for all 1 ≤ j ≤ m, and U is orthogonal. This commutativity then yields a block version of (3.3), namely,
for some 1 ≤ j ≤ m, and (3.5) then implies the (a, b) sub-block of U T B(λ)U is zero. In other words, we have a block diagonal decomposition
where C a ∈ MS na , a = 1, . . . , d.
As each C a must be symmetric, we can diagonalise it via a unitary transformation, namely, for each a = 1, . . . , d there exists V a ∈ GL na unitary such that
Defining now Q = P U V , and since
We recall from Theorem 3 above that A(λ) −1 A 1 , . . . , A(λ) −1 A m are SDS if, and only if, they are all diagonalisable by similarity and they pairwise commute.
3.2.
The SDC problem for n × n matrices with arbitrary pencil rank.
We begin by considering the case of diagonal matrices.
Preliminaries: Diagonal matrices.
Lemma 8. Let D 1 , . . . , D m be diagonal matrices in M n , D be the associated linear pencil and r be its maximum pencil rank, with r = rankD(λ 0 ), for some
Then the following hold. 
(ii) Since r = rankD(λ 0 ), for λ 0 ∈ S 2m−1 , we can assume without loss of generality (up to rearrangement of the basis vectors) from (i) that λ 0 E T i = 0 , 1 ≤ i ≤ r, and
is open in C m and since λ 0 ∈ A, we have that for some s > 0, λ 0 +v ∈ A and hence h(λ 0 + v) = 0, for all v ∈ C m , v < s. This gives rankD(λ 0 + v) ≥ r and since r is the maximum rank of D(λ), it follows that (λ 0 + v)E T j = 0 for all j with r + 1 ≤ j ≤ n. Thus vE T j = 0, for all r + 1 ≤ j ≤ n, and all v ∈ C m , v < s. This is impossible unless E j = 0, for all r + 1 ≤ j ≤ n (otherwise v = E j ( s 2 Ej ) will give a contradiction). In other words 
The next theorem enables us, when considering whether or not a set of n × n matrices is SDC, to reduce the problem to a set of r × r matrices, where r is the maximum pencil rank. kerA j = n−r and there exists P ∈ GL n with P A 1 , . . . , A m are SDC with pencil rank r = rankA(λ 0 ), λ 0 ∈ S 2m−1 as stated, namely, there exists S ∈ GL n and diagonal matrices
, for all λ ∈ C m , so maximum pencil ranks for A(λ) and D(λ) agree, namely, r = rankA(λ 0 ) = rankD(λ 0 ). Then Lemma 8 (iii) above gives
The opposite direction is trivial.
3.2.2.
The general case of non-diagonal matrices with arbitrary pencil rank.
The following Lemma holds regardless of diagonalisability and is key to solving the SDC problem in the general case.
Lemma 10. Let A 1 , . . . , A m ∈ MS n with maximum pencil rank r = rankA(λ 0 ), λ 0 ∈ S 2m−1 . Then dim( m j=1 kerA j ) = n − r if, and only if, there exists Q ∈ GL n with
. . , A m ∈ MS n have maximum pencil rank r = rankA(λ 0 ), for some λ 0 ∈ S 2m−1 and assume that V := m j=1 kerA j has dim(V ) = n−r. Lemma 6 then gives V = kerA(λ 0 ). Choose a basis v r+1 , . . . , v n of V and let v 1 , . . . , v r be a basis for the orthogonal complement of V in C n . Construct Q ∈ M n with vector v i as column i, namely,
In other words, columns r + 1 to n of Q T A j Q are identically zero and, since Q T A j Q is symmetric, it follows that
It follows that rank A(λ 0 ) = rankA(λ 0 ) = r and thus A(λ 0 ) ∈ GL r ∩ MS r as required. The opposite direction is immediate.
Since Lemma 10 above allows us to find matrices A 1 , . . . , A m satisfying (3.9) using only the kernels of the A j , we make the following definition.
Definition 11 (Reduced maximal-rank matrices). Let A 1 , . . . , A m ∈ MS n with maximum pencil rank r = rankA(λ 0 ), λ 0 ∈ S 2m−1 satisfying dim( m j=1 kerA j ) = n − r. For A 1 , . . . , A m as in Lemma 10 above define the r × r matrices
Note that these matrices are not symmetric in general. Also
The following is the main theorem. Proof. (=⇒) Let A 1 , . . . , A m ∈ MS n , as stated, be SDC with maximum pencil rank r = rankA(λ 0 ), for some λ 0 ∈ S 2m−1 . From Theorem 9 dim( m j=1 kerA j ) = n − r and there exists P ∈ GL n such that (3.10)
Lemma 10 then gives Q ∈ GL n with (3.11)
Writing R as a block matrix,
for S ∈ M r , V ∈ M n−r , U ∈ M n−r,r , T ∈ M r,n−r , it follows from (3.12) and matrix multiplication that
Then for reduced r × r matrix pencils (and
and, in particular,
Since A(λ 0 ) and D(λ 0 ) are invertible, it follows that S is invertible and combining (3.13) and (3.15) gives
In particular,
with A j ∈ MS r and A(λ 0 ) ∈ GL r ∩ MS r . Construct L j = A(λ 0 ) −1 A j , j = 1, . . . , m as in Definition 11 above. By hypothesis, these matrices are SDS so from Theorem 7 it follows that A 1 , . . . A m are SDC, namely, there exists P ∈ GL r such that P T A j P = D j , for D j diagonal in M r , for all j = 1, . . . , m. Define R := P ⊕ I n−r ∈ GL n . Then
Thus, for S = QR ∈ GL n we have
diagonal for all j = 1, . . . , m. Thus, A 1 , . . . , A m are SDC.
3.
3. An algorithm to solve the SDC problem.
The above results allow us to write an explicit algorithm to determine whether or not a given set of matrices A 1 , . . . , A m ∈ MS n are SDC. Let
kerA j and r := rank A 1 , . . . , A m .
Since from (3.1) above r ≤ r ′ , Theorem 12 and Theorem 3 give us the following algorithm. . We apply the algorithm:
(1) kerA 1 = kerA 2 = 0 so kerA 1 ∩ kerA 2 = 0 and thus r ′ = n = 2. As A 1 is nonsingular we can take λ 0 = (1, 0) so A(λ 0 ) = A 1 and rankA 1 = 2. This is equal to r ′ so we continue to the next step. with ab = 0. Note that P cannot be made real by any choice of the constants a, b.
We have, finally, We apply the algorithm:
(1) We calculate kerA 1 = span{(0, 0, 1) T } and kerA 2 = span{(0, 1, 0) T }. Thus kerA 1 ∩ kerA 2 = 0 so r ′ = n = 3. To obtain an upper bound for the maximum pencil rank, we can begin by calculating the determinant of the pencil A(λ) : det A(λ) = det   λ 1 λ 1 λ 2 λ 1 0 0 λ 2 0 0   = 0 for all λ ∈ C 2 , which implies r ≤ 2. Therefore r < r ′ and thus we stop and conclude that A 1 , A 2 are not SDC.
Discussion
In this paper we solved the long-standing problem of simultaneous diagonalisation via congruence in the complex case, providing also an explicit algorithm to solve this problem. Some optimisation-related applications consider the special case where, in the context of our Definition 1, the symmetric matrices A 1 , . . . , A m are real, and the corresponding transformation matrix P and resulting diagonal matrices D 1 , . . . , D m are required to be real. In the context of Theorem 12 above, such a case would impose extra conditions of realness on the eigenvectors and eigenvalues of the reduced matrices L 1 , . . . , L m . Furthermore, in many applications in genetics the matrices L 1 , . . . , L m turn out to commute, but may not necessarily be diagonalisable. Thus, the SDC problem could be relaxed to a weaker problem, namely that of simultaneous block diagonalisation [21] . These suggest avenues of further research.
