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Abstract
The moire technique amplifies the small changes into sensible ranges by low cost and
simple non-contact arrangement. For these reasons, Moire fringes based sensing tech-
nology plays an important roles in diﬀerent non-contact measurement system. This
dissertation mainly addresses the phase extraction algorithm for non-linear phase
moire sensing target. The sensitivity issues of the moire target are also discussed.
The captured fringes image is a two-dimensional periodic signal mixing with noise and
slowly varying bias. The periodic patterns orientation depends on the phase maps
which are related to measuring quantities. The phase extraction process is completed
in two steps: wrapped phase evaluation and phase unwrapping. The wrapped phases
of the moire fringes have been evaluated using the proposed Windowed Fourier as-
sisted two-dimensional Hilbert transform algorithm. The mathematical derivations
of the filtered fringes image and its Hilbert transformations are presented using Win-
dowed Fourier transform. The filtering is performed by thresholding the Windowed
Fourier spectrum. The wrapped phase maps obtained from the proposed algorithm
have been compared to Hanning filtering Fourier transformed based phase extraction
method and short time Fourier transform ridge based algorithms. Comparatively
less phase discontinuities and inconsistent phase gradients which are the source of
residues are found in the proposed algorithm. The residues make the phase unwrap-
ping process complicated. Better unwrapped phase maps are obtained from the pro-
posed algorithm by applying robust reliability-following phase unwrapping method.
Considering the sensitivity issue mirror-based moire target has been proposed which
responses to the relative orientation of the target and observer (eye or camera). In
this proposed mirror-based moire target only one specimen grating is required. On
the other hand, the existing moire targets published in diﬀerent reports require two
precisely identical gratings and should be attached similarly in opposite sides of a
transparent substrate. But, the present mirror based one grating arrangement is free
iv
from these limitations. The proposed moire target has been compared to the existing
moire targets considering the number of fringes. For the same values of rotational
angles, the proposed moire target produced more contours in moire pattern, which
enhances the sensing capacity and increases sensitivity. Fresnel Zone plate is used as
grating kernel.
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Chapter 1
Introduction
This dissertation has mainly focused on moire fringes phase extraction considering
the fact of measurements. The overview of moire pattern, phase extraction algorithm
and their applications are set in this chapter. This chapter also contains the objec-
tives of this dissertation.
According to the webster, the term moire can be defined as ”an irregular wavy
finish on a fabric, a ripple pattern on a stamp, a fabric having a wavy watered ap-
pearance..........etc.” But, moire pattern, in engineering, the geometrical design that
results when a set of straight or curved lines is superposed onto another set. By look-
ing through the folds of a lace curtain or the railings of a bridge, viewing television,
seeing a screened picture in a book and so on, one can easily find examples of moire
fringes. Due to the non-contact nature of the measurement, moire fringes measure-
ment technologies are utilizing in shape and position control, medicare, biomechanics,
liquid wave analysis and sophisticated crystal orientation determination [5,9,41,47].
Moire fringe images captured by CCD camera, are considered as two-dimensional
(2D) signals. In 1981 Oppenheim and Lim published a classic paper illustrating the
importance of phase in signals [33]. Even though we may treat phase as if it were a
real signal, it is actually a property of a real signal. It is related to the temporal or
1
spatial wavelength and thus influences the signal only through phase principal val-
ues, that is, only those valus lie between ±π radians. These principal values are also
called wrapped phase [8]. We obtain wrapped phase values from the 2D signal by
employing wrapped phase extraction algorithm. Mathematically, the wrapped phase,
ϕ(x, y) and unwrapped phase,φ(x, y) can be written as:
ϕ(x, y) = φ(x, y) + 2πk(x, y) (1.1)
where k(x, y) is an integer function that forces the phase to be within the range
−π < ϕ(x, y) < π. The phase unwrapping problem is concerned with obtaining
unwrapped phase, φ(x, y) from wrapped phase, ϕ(x, y). The spatially varying
unwrapped phase, φ(x, y) of the fringes pattern is related to the physical quantity
to be measured. So, in moire fringes based measurement system, the phase extrac-
tion algorithms (i.e. wrapped phase extraction and phase unwrapping) are important.
1.1 Theoretical Background
The moire eﬀect occurs due to an interaction between the overlaid structures. It
consists of a new pattern of alternating dark and bright areas which is clearly
observed at the superposition, although it does not appear in any of the original
structures. The pattern results from the geometric distribution of dark and bright
areas in the superposition: areas where dark elements of the original structures fall
on top of each other appear brighter than areas in which dark elements fall between
each other and fill the spaces better [2]. Extension type moire pattern formed using
linear grating is shown in fig. 1.1. This idea of presenting moire fringes is taken
from [50]. Extension moire fringes become visible due to diﬀerence in pitch or mutual
2
linear displacement of the two gratings.
Figure 1.1: Alternating dark and bright areas which form the moire eﬀect in the
superposition of two linear gratings [50]
The linear grating shown in fig.1.1, consists of alternate transparent and opaque
region. Figure 1.2 shows a typical linear grating. The pitch of the grating is the
summation of transparent and opaque region width. In fig. 1.2, p is the pitch of the
grating. The grating in fig. 1.2 is an even periodic pattern. So, with the help of
Figure 1.2: Typical linear grating [35], I indicates light transmission function axis,
A is transmission coeﬃcient of the transparent region, a transparent region width, p
pitch of the grating.
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Fourier series the transfer function of the grating can be written as
G(x) =
∞￿
n=0
An cos
2πnx
p
(1.2)
where, An is the Fourier coeﬃcient of nth harmonics. The contribution of higher
harmonic can be neglected here. So, the equation (1.2) can be approximated as
G(x) ￿ A0 + A1 cos 2πx
p
(1.3)
When two grating have diﬀerent pitch (i.e. p1 for first grating and p2 for second
grating), the transfer functions G1(x) and G2(x) are defined as:
G1(x) = A0 + A1 cos
2πx
p1
(1.4)
G2(x) = B0 +B1 cos
2πx
p2
(1.5)
The equation of moire fringes is the multiplication of the two grating can be
written as
M(x) = G1(x)G2(x)
= [A0 + A1 cos
2πx
p1
][B0 +B1 cos
2πx
p2
]
= A0B0 + A0B1 cos
2πx
p2
+B0A1cos
2πx
p1
+ A1 cos
2πx
p1
B1 cos
2πx
p2
(1.6)
The first term represent the DC component, second and third terms for first and
second grating respectively, and the interaction of the two gratings is the fourth term.
The important part is the fourth part. Neglecting the first three terms, the moire
fringes can be written as
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Figure 1.3: Rotational moire fringes formed by two linear gratings [35]
M(x) = A1 cos
2πx
p1
B1 cos
2πx
p2
∝ cos 2πx[ 1
p1
+
1
p2
] + cos 2πx[
1
p1
− 1
p2
]
(1.7)
In equation 1.7, the first term present the high frequency and second term low fre-
quency components. The low frequency component is important as its pitch is higher
than the gratings. So, the extension moire can be redefined as the following
M(x) = cos 2πx[
1
p1
− 1
p2
] (1.8)
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So, the pitch of the moire fringe, C can be written as
1
C
=
1
p1
− 1
p2
; assume p2 > p1
or, C =
p1p2
p2 − p1
(1.9)
Figure.1.3 shows the rotational moire fringes. For clearly explanation, the rota-
tional moire fringes shown in fig.1.3 can be shown as fig. 1.4.
Figure 1.4: Simplified diagram of rotational moire fringes [35]
Now, from the article [31] , the pitch of moire fringe C as shown in fig.1.4 can be
written as
C =
￿
p1p2
p21 + p
2
2 − 2p1p2 cos θ
(1.10)
If the two gratings have equal pitch (i.e. p1 = p2 = p), then the equation (1.10)
becomes,
C =
p
2 sin(θ/2)
(1.11)
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For small angle between two grating, θ is small then equation (1.11) becomes
C =
p
θ
(1.12)
The above expression can also be found in diﬀerent textbooks [37].
1.2 Historical Background
The idea of measuring deformation in an engineering component by attaching a
regular grating to it, and monitoring changes in this specimen grating by direct
comparison with an undeformed grating, is at least a century old [39]. This is the
basic of moire fringes based measurement techniques. The word ”moire” seems to be
used for the first time in scientific literature by Mulot whose paper concerned stress
analysis of loaded mica sheets by moire fringes [35]. In 1945, Tolenar reported the
interpretation of moire phenomenon based on geometric optics. The characteristic
of moire fringes formed by coarse grating of equal or slightly diﬀerent pitch in term
of their relative rigid-body translation, angular displacement or deformation are
discussed by Tolenar [35]. The properties of moire fringes used in 2D strain field
analysis have been reported by Kaczer et. al in 1952 [16].
In 1954 it was shown by Post that the number of fringes observed in a photo-
elastic system could be increased by a factor of up to 15, and the sensitivity increased
concomitantly, by a suitable optical arrangement described in ref. [36] . Post himself,
using the concepts outlined in Guild’s book ”The Interference Systems of Crossed
Diﬀraction Gratings” by combining a coarse specimen grating with a much finer
master grating [48].
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In moire fringes, the grating preparation is important as the diﬃculties of fine
grating limiting the progress of moire fringes based sensing system. Grating are
two types: Specimen grating and virtual gratings. Physical gratings are mainly
contact-printed on to specimen surface using photographic emulsions, photosensitive
lacquer or polymer photoresist. The key to improve physical gratings lay in the
improvements being made in photoresists for the microelectronic industry. As strain
analysis by moire pattern requires specimen gratings, the eﬀorts of producing speci-
men gratings with low cost and easily available technologies have still been found in
recent literatures [26,27]. In the above two articles, Liou et al. utilized inkjet printer,
body art paper, and iron-on paper for producing specimen gratings. In this way, a fre-
quency of 24 line/mm (600 line/in) can be achieved by using a 2400 dpi inkjet printer.
Due to development of semiconductor technology, coherent light sources, semi-
conductor lasers with diﬀerent wavelength are available [13]. It had been well known
in the optics world that overlapping beams of coherent light gave rise to a grating
structure. At Tokyo Institute of Technology, Japan, Kato and his coworkers were
able to prepare high-density specimen gratings by a careful choice of specimen, and
preparation of its surface. They used a conjugate-beam system to multiply the
basic density by a factor of two, to achieve an overall eﬀective line density of 57,000
lines/inch (2240 lines/mm) [18].
This is interferometric grating, which can be used as virtual gratings. The dif-
ferent orientations of virtual grating are discussed in details in book [37]. According
to the book [37], the maximum virtual grating frequency is 101,600 lines/inch (4098
lines/mm) when the coherent light source of the interferometric system is 488.0 nm.
The mathematical formulations for topographical measurement using moire
fringes have been reported by Takasaki and Meadows independently in 1970 [30,43].
The formation of depth related contours by arranging the light source and view point
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at the same distance from the grating is a key feature of moire topography. Based
on the moire topographic principles, the asymmetric of human back due to scoliosis
have been measured by Adair et al. [15]. To the best of our knowledge, this this the
first application of moire fringes in human health related measurements. In 1985,
Ashizawa and his co-workers, have made a statistical relations on Japanese child
back side [3].
After that, books, dissertations, and several hundreds of technical articles have
been reported with novel investigated techniques for new fields of application.
1.3 Present Techniques for Moire Measurement
It has been mentioned that moire fringes based techniques are utilized in diﬀerent
measurement fields. There are diﬀerent types of moire fringes based on formation
techniques, but the basic principal is same. Based on the fringes formation moire
fringes can be classified as: geometric moire, interferometric moire, shadow moire,
and projection moire. The geometric moire is low cost technique for in-plane
displacement or deformation measurement. It should be mentioned that in-plane
displacement or deformation can also be measured by moire interferometry. In out of
plane measurement and topography mainly used shadow moire and projection moire.
The geometric moire system has two specimen gratings. One of the grating
follows the the deformation of the object or displacement of the object and other
grating remain as usual. Then the low spatial frequency components represent
the moire pattern and its contain the deformations or displacement map. This
simple moire fringes structure and very much similar to the basic of moire fringes
discussed in section 1.1. The interferometric moire, shadow moire and projection
moire techniques are discussed in the followings.
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Figure 1.5: Schematic diagram of moire interferometry [37]
1.3.1 Interferometric Moire
Moire interferometry combines the concepts and techniques of geometric moire and
optical interferometry. Moire interferometry provides whole-field patterns of high
spatial resolution and excellent clarity. A typical interferometric schematic diagram
is shown in fig. 1.5. In this method, the specimen grating is firmly bonded to the
specimen which has to be measured. The laser light (coherent sources) illuminates
the specimen grating obliquely at equal angles. If the angle is α, the virtual grating
is produced by the interference of two coherent light beam. The frequency of the
virtual grating, f is [37]
f =
2
λ
sinα (1.13)
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where λ is the wavelength of the coherent source. Then, due to the interaction of
virtual grating produced by interferometry and the specimen grating produce moire
fringes. Four beam (coherent light) system, and two beam and diﬀraction grating can
also produce interferometric moire.
1.3.2 Shadow Moire
For the measurement of out of plane quantities , Shadow moire and projection moire
methods are suitable. In mechanics, they are used to measure the topography of
initially flat surfaces to evaluate warpage caused by load, temperature, humidity, age
and other variables. In metrology, they are used to document the shape of three-
dimensional bodies [37]. The methods oﬀers good accuracy and simple arrangement
since projected and analyzing grating are identical. Figure 1.6 shows the arrangement
of shadow moire. (This figure is drawn according to the [37] with some modification).
Figure 1.6: Basic of shadow moire technique [37]
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Here, a linear grating of pitch, p is fixed adjacent to the surface. Then, the grating
are illuminated by the light source at some angle, α and the shadow of the gratings
fall upon the specimen surface. The shadow grating is modulated according to the
surface profile of the specimen. Then the shadow grating is captured by the CCD
camera through the reference grating at angle β. Due to interaction of shadow grating
and original reference grating moire fringes are appeared. According to [37], the out
of plane displacement can be measured by the following equation:
W =
Np
tanα + tan β
(1.14)
where N is the fringes order. The zero-order fringes can be assigned arbitrary and
assumed this point deformation is zero. Recently, shadow moire utilizing with some
modified arrangements and using diﬀerent algorithms in sophisticated sensing and
recognitions [21, 23].
1.3.3 Projection moire
In projection moire system, the grating is projected on the specimen surface under
undeformed condition using projection optics. The specimen are captured by film or
CCD camera. This film or image acts as reference grating. After that the grating
are projected on the deformed surface and photographed it. Then moire fringes are
produced by using the two films or two digital image. The schematic diagram of
projection moire is shown in fig.1.7.
In case of film camera, deformed and undeformed conditions photographs are
taken. This is also called double exposer projection. But in CCD camera, the refer-
ence grating can be virtual grating. This virtual grating can be computer generated
grating. This is called digital projection moire [28]. Digital projection moire using
mainly now-a-days.The out of displacement can be determined as [37]
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Figure 1.7: Schematics of the projection moire [28]
W =
Np
tanα
(1.15)
where N moire fringes order like shadow moire.
1.4 Present fringes phase extraction algorithms
In the section 1.3, it shown that the measuring and sensing process can be com-
pleted by using straight forward equation equations (1.14) and (1.15). But, in all
these cases, the moire patterns are generated by linear gratings. In case of non-linear
grating (i.e. Fresnel Zone plate), the process will be very complicated. It should
be mentioned here that fringes ordering process is not straight forward and experi-
ment condition-dependent. The alternative of this process is fringes phase extraction
method which is a generalized for linear and non-linear gratings moire. It does not
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dependent on experiment conditions. So, phase extraction methods are preferable for
non-linear gratings moire pattern analysis as the spatially-varying phase of the moire
fringes pattern are related to the physical quantity to be measured. The informations
regarding to the measuring physical quantity can be presented in the required nu-
merical or graphical form after analyzing the phase of moire fringe patterns. In early
1800s, fringe pattern analysis was carried out manually. In recent years, digital image
processing and pattern recognition techniques are widely used for automatic fringes
analysis [34]. The algorithm developed for extraction of moire fringes phase can also
be used for other types fringes phase extraction. The fringe phase extraction can
be divided into two parts: first is wrapped phase determination from the captured
image and secondly, phase unwrapping of the wrapped phase. In this chapter, the
existing procedures for wrapped and unwrapped phase extraction are presented in
the following sections.
1.4.1 Wrapped phase evaluation techniques
Phase shifting and Fourier transform based techniques are mainly utilized in wrapped
phase calculation from the digital fringes images. In comparison to Fourier fringe
analysis, phase shifting is computationally relatively simple and can cope with object
discontinuity. But, in phase shifting at least three image patterns with known or
unknown phases are required. There are many variations for the phase shifting al-
gorithm such as the three-frame, four-frame, five-frame and ”2+1” techniques [1,6] .
However, the most common phase shifting technique is the four-frame method which
will be described in this section.
The intensity of moire or other fringes pattern can be presented by the following
equation:
I(x, y) = a(x, y) + b(x, y) cos[φ(x, y)] (1.16)
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where a(x, y), b(x, y), and φ(x, y) are the background intensity, intensity modulation,
and phase modulation respectively. Here, the phase φ(x, y) is important and other
terms are not interesting. For this purpose, four images with mutual phase shifts of
π/2 radian are required. The intensity of the fringes image can be expressed as:
I1(x, y) = a(x, y) + b(x, y) cos[φ(x, y)] (1.17)
I2(x, y) = a(x, y) + b(x, y) cos[φ(x, y) + π/2] (1.18)
I3(x, y) = a(x, y) + b(x, y) cos[φ(x, y) + π] (1.19)
I4(x, y) = a(x, y) + b(x, y) cos[φ(x, y) + 3π/2] (1.20)
Subtracting (1.19) from (1.17), the following equation can be written
I1(x, y)− I3(x, y) = 2b(x, y) cos[φ(x, y)] (1.21)
Similarly, equations (1.18) and (1.20) yields
I4(x, y)− I2(x, y) = 2b(x, y) sin[φ(x, y)] (1.22)
Then the wrapped phase can be determined by dividing (1.22) by (1.21) which
yields:
ϕ(x, y) = arctan 2[
I4(x, y)− I2(x, y)
I1(x, y)− I3(x, y) ] (1.23)
Then the phase unwrapping algorithm will do the rest of the works. This technique
is noise-sensitive and the accuracy of the extracted phase is limited by the accuracy
of the shifting process of phase.
Unlike to phase shifting method, Fourier transform method (FTM) requires only
one image for phase extraction method and for this reason, FTM is a popular phase
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extraction method. Since, Takeda et al. proposed FTM [44] for fringes phase analysis,
many fringes based sensing systems have adopted this technique. Fourier transform
technique is more tolerant to noise, but pixels will influence each other. For bet-
ter explanation of FTM based fringe analysis technique, carrier fringes pattern is
considered.
f0f0
C(f-f0,y)
A(f,y)
C*(f-f0,y)
C(f,y)
f
f
y
y
Figure 1.8: Fourier spectra manipulation for fringe phase extraction according to
Takeda et al. [44]
The equation of carrier fringes pattern is:
I(x, y) = a(x, y) + b(x, y) cos[2πf0x+ φ(x, y)]
= a(x, y) +
1
2
b(x, y) exp[jφ(x, y)] exp[j2πf0x] +
1
2
b(x, y) exp[−jφ(x, y)] exp[−j2πf0x]
= a(x, y) + c(x, y) exp[j2πf0x] + c ∗ (x, y) exp[−j2πf0x]
(1.24)
with
c(x, y) =
1
2
b(x, y) exp[jφ(x, y)] (1.25)
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Here, * indicates the complex-conjugate.
Now, take Fourier transform of (1.24), with respect to x, the following expression can
be written;
G(f, y) = A(f, y) + C(f − f0, y) + C ∗ (f + f0, y) (1.26)
where A(f, y) is the Fourier spectra of the background intensity and C(f, y) is the
Fourier spectra of the phase, φ(x, y). In fig.1.8, the C(f, y) spectra contains only
the required phase informations. After taking inverse Fourier transformation of the
spectra C(f, y), the following equation can be written,
I(x, y) = IFT [C(f, y)] = b(x, y) cos[φ(x, y)] + jb(x, y) sin[φ(x, y)] (1.27)
After that the phase can be evaluated by the following equation;
ϕ(x, y) = arctan 2[
Im(I(x, y))
Re(I(x, y)
] (1.28)
In 1986, Bone et al. introduced the use of two-dimensional Fourier transform
to analyze the fringe pattern as a two-dimensional image which was proved more
eﬀective [4]. Both one or two dimensional short time Fourier transforms are also
used for fringes wrapped phase determination and better results are obtained [19,20].
Wavelet based fringe processing also reported by diﬀerent authors [7, 49].
1.5 Phase Unwrapping
The unwrapped continuous phase, φ(x, y) is related to the physical properties of
interest. The unwrapping problem is concerned with obtaining the unwrapped phase,
φ(x, y) from the wrapped phase, ϕ(x, y). There are diﬀerent methods for phase
unwrapping and the details of these are beyond the scopes of this dissertation. The
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details of these algorithms are discussed in [8].
1.6 Our proposed moire measurement system
In this dissertation, mirror based moire fringe has been proposed, which can be said
modified shadow moire. Shadow moire requires light source to put grating shadow
on the interesting surface. But, the proposed moire system is designed without the
light source. Here, mirror or reflector is attached to the interesting surface. Then
transparent specimen is closely tied to the mirror or reflector. The grating is at-
tached with the outside of the transparent specimen. The simplified schematic of
the system is shown in fig.1.9. This type of arrangement has twice sensitivity than
the conventional shadow moire. But, this type of arrangement cannot applied be for
deformation measurement.
various directional
light in nature
Reflector
Grating
CCD
A B C D E
cannot reach to CCD
Transparent specimen
Figure 1.9: One-dimensional schematics of mirror based moire fringes
In our proposed mirror based moire measurement system, there is no light beam
to illuminate the grating and to produce the shadow grating on the specimen. This
method utilized the natural light to produced reflected grating on the reflector.
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Among various reflected right rays, the rays which enter through the focal point
of the CCD will illuminate the CCD sensor array. Other rays are not captured by the
CCD. In fig.1.9, it is shown that the ray reflected at point A and C are not captured
by the CCD. But, the rays from B, D, and E are captured by the CCD. The bright and
dark patterns illuminated by the captured rays are resulting from the multiplication
of the attached grating and reflected gratings. In this way, the multiplicative moire
fringes are formed by CCD image sensor. The captured moire patterns are sensitive
to the orientation of the specimen with respect to the camera. So, the proposed moire
pattern is a sensitive and eﬀective orientation measurement tool.
1.7 Our proposed phase extraction algorithm
In section 1.4, it has been mentioned that short time Fourier transform such as win-
dowed Fourier transform, wavelet transform are utilizing in fringes phase extractions.
Phase extraction by utilizing a Hilbert-transform technique has been reported in
which the phase is measured from the analytic signal determined from a single inter-
ference signal [34,51]. Recently, fringes phase extractions utilizing Hilbert transform
assisted one-dimensional wavelet techniques have been reported in [22,25]. In ref. [22],
the mathematical derivation of fringes phase are presented using one-dimensional
wavelet ridge of the fringes analytic signal. It is assumed that the second and higher
derivatives of fringes phase are neglected. The ridge of any point is the maximum
modulus of wavelet coeﬃcient. The two-dimensional Hilbert transform can be com-
puted from the Fourier transform coeﬃcients which is shown in ref. [10]. As the
short time Fourier transform provides more accurate local frequency based informa-
tions, it is expected that the Hilbert transform from the short time Fourier transform
(i.e. windowed Fourier transform) will be more accurate. In the present disserta-
tion, mathematical derivation of two-dimensional Hilbert transform using Windowed
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Fourier transform has been presented for the fringes phase extraction. The summa-
rized results of the proposed method have been published in [11] by us. Except [11], to
the best of our knowledge, the mathematical derivations of two-dimensional Hilbert
transform from two-dimensional windowed Fourier have not been reported yet. The
wrapped phase of the experimental moire fringes are extracted using the analytic
signal obtained from the Hilbert transform. The computational cost will be half com-
paring to the conventional windowed Fourier transform as it is required only two single
quadrature windowed Fourier spectra to be computed. The contribution of more fre-
quency components are considered in the proposed method as the ridge based method
consider only the ridge frequency. Here, it is not required to assume that the second
and higher order phase derivative is neglected like [22]. The windowed Fourier filter-
ing (details given in ref. [20]) has also been implemented. The unwrapped phase maps
from the wrapped phases are evaluated using reliability-following algorithm presented
in ref. [12].
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Chapter 2
Theoretical Analysis
In this chapter, the theoretical relations of moire fringes grating, moire fringes,
orientation-dependent moire fringes have been developed mathematically. For the
grating, the interferometric pattern produced from the interference of plane wave and
spherical wave is utilized. The formation of mathematical relations between moire
fringes patterns and orientation is the forward problem. The informations extrac-
tion from moire fringes image is the inverse problem. Actually, evaluation of phase
informations from fringes pattern is important. There are two steps of phase extrac-
tion, wrapped phase determination and phase unwrapping. The windowed Fourier
assisted wrapped phase extraction algorithm has been presented in this chapter. The
theoretical and mathematical aspects of phase unwrapping are also discussed here.
2.1 Grating kernel
In interferometric moire, the virtual gratings are produced by the interference of the
light waves. But, in our proposed method, the specimen grating is produced by
simulating the interferometric formula of the plane wave and spherical wave. The
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equation of plane wave is:
f(x, y, z, t) = exp(jω(t− z
c0
)) (2.1)
Here, j, c0, and ω are
√−1, the light speed, and angular frequency respectively.The
plane wave can be represented by the fig. 2.1 with respect to spatial coordinate. Here,
there is only variation in Z-axis.
Z
Plane wave
Y
X
Figure 2.1: Plane wave traveling along Z axis
The spherical wave equation can be written as
g(x, y, z, t) = exp(jω(t−
￿
x2 + y2 + z2
c0
) (2.2)
The geometric view of the system is depicted in fig. 2.2
If we are interested in only Z direction wave propagation, then the propaga-
tion facts can be represented in fig.2.3. If z is point where the following condition,
x2+y2
z2 << 1, then the following expression can be written:
￿
x2 + y2 + z2 = z
￿
1 +
x2 + y2
z2
= (z +
x2 + y2
z
); as
x2 + y2
z2
<< 1 (2.3)
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ZY
X
Figure 2.2: Spherical wave
The interference between the plane wave and spherical wave occurs other on the
screen at z = l, the interference can be expressed by the equation (2.4) mathematically
and fig.2.4 graphically.
I(x, y, l) = lim
T→∞
1
T
￿ T
0
(f(x, y, l, t) + g(x, y, l, t)) · (f(x, y, l, t) + g(x, y, l, t))∗dt (2.4)
where the super script ∗ denotes the complex conjugate of the value.
Now let R = ωc0 and modify equation (2.1) and (2.2) according to equation (2.3).
Then equations (2.1) and (2.2)become:
f(x, y, l, t) = exp(jωt) exp(−jRl) (2.5)
g(x, y, l, t) = exp(jωt) exp(−jR(l+x
2 + y2
l
)) = exp(jωt) exp(−jRl) exp(−jR(x
2 + y2
l
))
(2.6)
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YZ-plane Cross-
section of 
Spherical wave
Paraboloidal wave
at far distance
Figure 2.3: Propagation of spherical wave along Z axis [40].
Now putting the value of f and g in equation (2.4 )we have the following:
I(x, y, l) = lim
T→∞
1
T
￿ T
0
((exp(jωt) exp(−jRl) + exp(jωt) exp(−jRl) exp(−jR(x
2 + y2
l
)))
· (exp(−jωt) exp(jRl) + exp(−jωt) exp(jRl) exp(jR(x
2 + y2
l
)))dt
= lim
T→∞
1
T
￿ T
0
(2 + exp(jR(
x2 + y2
l
) + exp(−jR(x
2 + y2
l
)))dt
= 2(1 + cos(R
x2 + y2
z
)) = 2 + 2 cos(
x2 + y2
lλ
); R =
ω
c0
=
1
λ
(2.7)
In equation (2.7) cos(x
2+y2
lλ ) is the equation of fresnel zone plate and 2 is the
background intensity, where λ is the wavelength of the light. Then interference figure
will look like fig. 2.5.
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Z
Y
Spherical wave
Plane wave Interference pattern
Figure 2.4: Interference between plane wave and spherical wave [40]
2.2 Orientation modeling
Here, mirror based moire fringes are modeled and it can be utilized in sophisticated
orientation sensing. For developing mathematical formulation of the moire fringe,
the equation of 2D target plane in three dimension space has been derived. Then the
equation of the line that passes through camera image plane point and focal point of
the camera (projection line) is also derived. The intersection points of the target plane
and projection line have been calculated. Grating intensity of this intersection point
is the image intensity. For calculating the intensity of the second grating (reflected
grating) image the optical ray reflection theory has been used. Then the image
intensity functions have been multiplied for getting moire fringes image.
For deriving the mathematical equation fig. 2.6 is considered. First the formula-
tion are developed based on target plane origin. Here (x, y, z) is a point on the rotated
target plane. The X, Y, and Z-axis rotational angles are θ, β, and ν respectively. The
relation between the rotated plane point (x, y, z) and corresponding unrotated plane
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Figure 2.5: The interference pattern between plane wave and spherical wave
point (x￿, y￿, z￿) can be expressed by the following equation:
￿￿￿￿￿￿￿￿￿￿
x￿
y￿
z￿
￿￿￿￿￿￿￿￿￿￿
=
￿￿￿￿￿￿￿￿￿￿
cos ν cos β sin ν cos β sin β
− sin ν cos θ + cos ν sin β sin θ cos ν cos θ + sin ν sin β sin θ − cos β sin θ
− sin ν sin θ − cos ν sin β cos θ cos ν sin θ − sin ν sin β cos θ cos β cos θ
￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿
x
y
z
￿￿￿￿￿￿￿￿￿￿
(2.8)
From the fig.2.6, we can write z￿ = 0 as we consider the target plane center as
origin. Putting z￿ = 0 in equation (2.8), we have:
0 = x(− sin ν sin θ − cos ν sin β cos θ) + y(cos ν sin θ − sin ν sin β cos θ) + z cos β cos θ
or, z =
ax− by
c
; a = sin ν sin θ + cos ν sin β cos θ;
b = cos ν sin θ − sin ν sin β cos θ; c = cos β cos θ
(2.9)
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Figure 2.6: One-dimensional moire fringe target
This is the equation of the rotated target plane considering origin at target plane
centre. But if we consider origin at camera image sensor centre, the we have to modify
the equation (2.9) by the following:
z =
ax− by
c
+ h (2.10)
2.2.1 First grating intensity at camera sensor plane
One dimensional model of camera image scanning process is shown in fig.2.7. In figure
2.7, FOV is the field of view of the camera, f is the focal length of the camera. From
figure 2.7 , we can write the following equation:
tan(FOV/2) =
Xmax
f
(2.11)
or, f =
Xmax
tan(FOV/2)
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Focal point
(0,0,f)
FOV/2
+x_max
-x_max
Camera image sensor
target plane
Figure 2.7: One-dimensional camera image scanning process
The straight line from target plane to image sensor plane passes through focal point
(0, 0, f) and image sensor plane point (xi, yi). So, the equation of the straight line is
x− xi
−xi =
y − yi
−yi =
z
f
(2.12)
or, x = xi − z
f
xi
and, y = yi − z
f
yi
To determine the point of rotated target plane whose intensity are scanned by
the image sensor plane point (xi, yi), we have to find out the intersection point of
equation (2.10) and (2.12). After some calculation and simplification, the coordinate
of the intersection point on rotated target plane has been evaluated as following:
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x =
cxi(f − h)
(cf − byi + axi) (2.13)
y =
cyi(f − h)
(cf − byi + axi)
z =
(axi − byi)(f − h)
(cf − byi + axi) + h
Here, the origin is considered in the image sensor plane centre. But if we consider
the origin is at target plane centre then the coordinate of the point will be:
x =
cxi(f − h)
(cf − byi + axi) (2.14)
y =
cyi(f − h)
(cf − byi + axi)
z =
(axi − byi)(f − h)
(cf − byi + axi)
It is easier to obtain the intensity at point (x, y, z) by finding the before rotation
point of point (x, y, z). If before rotation coordinate is (x￿, y￿, z￿), we are interested in
only x￿ and y￿. We can write the expression of x￿ and y￿ as following:
x￿ = x cos(ν) cos(β) + y sin(ν) cos(β) + z sin(β)
y￿ = x(− sin(ν) cos(θ) + cos(ν) sin(β) sin(θ)) + y(cos(ν) cos(θ)
+ sin(ν) sin(β) sin(θ))− z cos(β) sin(θ)
(2.15)
If the target plane grating is Fresnel zone plate (FZP), the intensity of first grating
at camera image sensor plane can be expressed by equation (2.16).
G1(xi, yi) = cos(
x￿2 + y￿2
lλ
) (2.16)
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2.2.2 Reflected grating intensity at camera sensor plane
The second grating is the reflected image of the attached grating (i.e. first grating).
Figure 2.8, shows how grating illuminates the camera image sensor plate by reflection.
So, from fig. 2.8 , it is found that image sensor point A is illuminated by the intensity
of grating point B and C. Here, the target rotates around Y-axis and the rotation
angle is β. As the thickness of the glass is small optical ray bending at glass-air
interface has been neglected. From the geometry, it is found that the incident and
reflected angle at point D is (ψx + β). Now the distance between B and C can be
written as
(0,0,f)
ψx
ψx β
dx
β
A
B
h1
xi
+x
Image sensor plane
h1
C
speci
men 
grati
ng
refle
cted 
gratin
g
refle
ctor
Figure 2.8: One-dimensional view of reflection grating considering Y-axis rotation
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BC = 2h1 tan(ψx + β) (2.17)
where ψx = − arctan(xi/f)
Where, h1 is the mirror thickness. In this case the dx can be expressed as
dx = 2h1 tan(ψx + β) (2.18)
If the rotation around X-axis is considered and the rotation angle is θ, then one-
dimensional view of optical ray path is shown in fig.2.9. Then the expression of dy
ψy
ψy
θ
h1
(0,0,f)
yi
+y
image sensor
h1
ψy
dy
reflector
reflected grating
specim
en grating
ψy-θ
B
C
Figure 2.9: One-dimensional view of reflection grating considering X-axis rotation
can be written as
dy = 2h1 tan(ψy − θ) (2.19)
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The Z-axis rotation will not aﬀect on the expression of dx and dy. So, the image
sensor point (xi, yi) will also illuminated by the point (x￿+ dx, y￿+ dy) of the grating
by reflection. If we consider x￿￿ = x￿ + dx and y￿￿ = y￿ + dy, the equation of the
intensity of the reflected grating can be expressed according to the equation (2.16).
G2(xi, yi) = cos(
x￿￿2 + y￿￿2
lλ
) (2.20)
The equation of the moire fringes with grating can be expressed by the following
equation
I(xi, yi) = G1(xi, yi)G2(xi, yi)
= cos(
x￿2 + y￿2
lλ
) cos(
x￿￿2 + y￿￿2
lλ
)
= cos(
x￿2 + y￿2
lλ
) cos(
(x￿ + dx)2 + (y￿ + dy)2
lλ
)
=
1
2
cos(
x￿2 + (x￿ + dx)2 + y￿2 + (y￿ + dy)2
lλ
)
+
1
2
cos(
x￿2 − (x￿ + dx)2 + y￿2 − (y￿ + dy)2
lλ
)
(2.21)
In the equation (2.21), both the high and low frequency moire fringes are presented.
But, we are interesting only in low frequency moire. It should be mentioned that the
high frequency is higher than the original grating frequency. If the grating is fine,
then the high frequency moire can be eliminated by low resolution camera. So, the
captured moire can be modeled by the equation (2.22).
I(xi, yi) ￿ 1
2
cos(
x￿2 − (x￿ + dx)2 + y￿2 − (y￿ + dy)2
lλ
)
≈ cos(2x
￿dx+ 2y￿dy + dx2 + dy2
lλ
)
(2.22)
The above equation can be written as the conventional fringes formula and the
equation is:
I(xi, yi) = cos[φ(xi, yi)] (2.23)
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where,
φ(xi, yi) =
2x￿dx+ 2y￿dy + dx2 + dy2
lλ
(2.24)
In the equation (2.23), background intensity, spatial intensity modulation and noise
have not been considered. But, in practical case, these will contribute in the captured
image. So, considering these facts, the equation can be modified as
I(xi, yi) = a(xi, yi) + b(xi, yi) cos(φ(xi, yi)) (2.25)
where, a(xi, yi), b(xi, yi), and n(xi, yi) are the background intensity, and intensity
modulation respectively.
2.3 Fringes phase extraction
The process of fringes phase extraction can be divided into two parts: firstly the
wrapped phase determination from the raw fringes image and secondly, the evaluation
of unwrapped phase from the wrapped phase using phase unwrapping algorithm.
Windowed Fourier assisted two-dimensional Hilbert transform technique which have
been proposed in this dissertation will be discussed in the next section.
2.3.1 Windowed Fourier assisted Hilbert transform
Hilbert transform is an eﬀective tool in fringes phase extraction process [34,51]. As the
fringe can be defined as a(xi, yi) + b(xi, yi) cos(φ(xi, yi)) where a(xi, yi), and b(xi, yi),
are the background intensity, and intensity modulation term respectively, the fringes
wrapped phase can be determined by the equation (2.26)
ϕ(x, y) = arctan 2
H.T[I(xi, yi)]
I(xi, yi)
(2.26)
33
￿(a
)
te
st
im
ag
e
×
(b
)
co
s
p
at
te
rn
×
(c
)
w
in
d
ow
fu
n
ct
io
n
p
at
te
rn
✻
(u
,v
)
F
ig
u
re
2.
10
:
Il
lu
st
ra
ti
on
of
ca
lc
u
la
ti
on
th
e
re
al
p
ar
t
of
W
in
d
ow
ed
F
ou
ri
er
co
eﬃ
ci
en
t
S
f
(u
,v
,ζ
,η
)
34
￿(a
)
te
st
im
ag
e
×
(b
)
si
n
p
at
te
rn
×
(c
)
w
in
d
ow
fu
n
ct
io
n
p
at
te
rn
✻
(u
,v
)
F
ig
u
re
2.
11
:
Il
lu
st
ra
ti
on
of
ca
lc
u
la
ti
on
th
e
im
ag
in
ar
y
p
ar
t
of
W
in
d
ow
ed
F
ou
ri
er
co
eﬃ
ci
en
t
S
f
(u
,v
,ζ
,η
)
35
where, overline indicates bias eliminated fringes signal [i.e I(xi, yi) ≈ b(xi, yi) cos(φ(xi, yi)],
H.T is Hilbert transform, and it can be approximated that H.T[a(xi, yi)] ≈ 0 as
Hilbert transform of constant function is zero [32]. It should be mentioned here
that the Hilbert transform causes alternation in interferometric phase by π/2 [i.e
H.T[I(xi, yi)] ≈ b(xi, yi) sin(φ(xi, yi))] [32].
The above section address the scope of Hilbert transform in fringes phase extraction.
In the following section Windowed Fourier assisted Hilbert transform are discussed.
The two-dimensional window Fourier transform can be written as [20]
Sf(u, v, ζ, η) =
￿ +∞
−∞
￿ +∞
−∞
I(xi, yi)g(xi − u, yi − v) exp[−jζxi − jηyi]dxidyi
=
￿ +∞
−∞
￿ +∞
−∞
I(xi, yi)g(xi − u, yi − v)
× exp[−jζ(xi − u)− jη(yi − v)]dxidyi exp[−jζu− jηv]
(2.27)
Here, g(xi, yi) is the window function, it may be Hamming, Hanning or Gaussian
window function
The window function is symmetric so
g(xi, yi) = g(−xi,−yi) (2.28)
The above mathematical operation can be represented by the following pictorial il-
lustrations shown in fig. 2.10 and 2.11. First the real part of Sf(u, v, ζ, η) and then
imaginary part of Sf(u, v, ζ, η) are shown. The evaluated Sf(u, v, ζ, η) for the test
image is shown in fig. 2.12 and 2.13 respectively.
From equation (2.27) we can write
Sf(u, v, ζ, η) =
￿ +∞
−∞
￿ +∞
−∞
I(xi, yi)g(u− xi, v − yi)
× exp[jζ(u− xi) + jη(v − yi)]dxidyi exp[−jζu− jηv]
(2.29)
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Figure 2.12: Real part of evaluated
Sf(u, v, ζ, η)
Figure 2.13: Imaginary part of evalu-
ated Sf(u, v, ζ, η)
Let us introduce another variable
hζ,η(u, v) = g(u, v) exp(jζu+ jηv) (2.30)
From equation (2.29) and equation (2.30 )the following expression can be written
Sf(u, v, ζ, η) =
￿ +∞
−∞
￿ +∞
−∞
I(xi, yi)hζ,η(u− xi, v − yi)dxidyi exp[−jζu− jηv] (2.31)
From convolution we can write the equation (2.31) as
Sf(u, v, ζ, η) = [f(u, v)⊗ hζ,η(u, v)]× exp[−jζu− jηv] (2.32)
where,⊗ refers convolution.
Now let the Fourier transform of the signal I(xi, yi) for frequency (ωx,ωy) is F (ωx,ωy)
and Fourier transform of window function g(xi, yi) is G(ωx,ωy).
Make Fourier transform of both side of equation (2.32) considering ωx and ωy as
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frequency variables
F.T [Sf(u, v, ζ, η)] = F (ωx + ζ,ωy + η)G(ωx,ωy) (2.33)
Take inverse window Fourier transform over the first quadrature frequency (0 ￿ ζ ￿
∞ and 0 ￿ η ￿∞)and let it I(xi, yi)I
I(xi, yi)I =
1
(2π)2
￿ ∞
0
￿ ∞
0
￿ ∞
−∞
￿ ∞
−∞
Sf(u, v, ζ, η)
× g(xi − u, yi − v) exp[jζxi + jηyi]dudvdζdη
=
1
(2π)2
￿ ∞
0
￿ ∞
0
￿ ∞
−∞
￿ ∞
−∞
Sf(u, v, ζ, η)
× g(u− xi, v − yi) exp[jζxi + jηyi]dudvdζdη
=
1
(2π)2
￿ ∞
0
￿ ∞
0
exp[jζxi + jηyi]
×
￿ ∞
−∞
￿ ∞
−∞
Sf(u, v, ζ, η)g(u− xi, v − yi)dudvdζdη
(2.34)
Now let us a temporary variable I(xi, yi)temp
I(xi, yi)temp =
￿ ∞
−∞
￿ ∞
−∞
Sf(u, v, ζ, η)g(u− xi, v − yi)dudv (2.35)
So, equation (2.34) becomes
I(xi, yi)I =
1
(2π)2
￿ ∞
0
￿ ∞
0
exp[jζx+ jηy]I(xi, yi)tempdζdη (2.36)
From equation (2.36), the term I(x, y)temp is apparently similar to the Fourier coeﬃ-
cient for the frequency (ζ, η) of the 2D signal, but the I(x, y)temp is a local variable.
In the followings, it is shown that I(x, y)temp can be considered as Fourier coeﬃcient
for frequency (ζ, η). Physically, the term I(x, y)temp is shown in figs. 2.14 and
2.15. This operation can be explained as the moving averaging of spatial-dependent
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frequency components.
The Fourier transform of window function g(u− xi, v − yi) with respect to u and
v is G(ωx,ωy) exp[jωxxi + jωyyi].
Now apply the parseval theorem to the equation(2.35)
I(xi, yi)temp =
1
(2π)2
￿ ∞
−∞
￿ ∞
−∞
F (ωx + ζ,ωy + η)G(ωx,ωy)
×G(ωx,ωy) exp[jωxxi + jωyyi]dωxdωy
=
1
(2π)2
￿ ∞
−∞
￿ ∞
−∞
F (ωx + ζ,ωy + η)G(ωx,ωy)
2
× exp[jωxxi + jωyyi]dωxdωy
(2.37)
After putting the value of I(xi, yi)temp in equation (2.36), we have
I(xi, yi)I =
1
(2π)2
￿ ∞
0
￿ ∞
0
exp[jζxi + jηyi]
1
(2π)2
￿ ∞
−∞
￿ ∞
−∞
F (ωx + ζ,ωy + η)
×G(ωx,ωy)2 exp[jωxxi + jωyyi]dωxdωydζdη
(2.38)
Now apply Fubini’s theorem to equation (2.38) to change the order of integration
I(xi, yi)I =
1
(2π)2
￿ ∞
−∞
￿ ∞
−∞
G(ωx,ωy)
2 1
(2π)2
￿ ∞
0
￿ ∞
0
F (ωx + ζ,ωy + η)
× exp[jζxi + jηyi]dζdη exp[jωxxi + jωyyi]dωxdωy
=
1
(2π)2
￿ ∞
−∞
￿ ∞
−∞
G(ωx,ωy)
2dωxdωy
1
(2π)2
￿ ∞
0
￿ ∞
0
F (ζ, η)
× exp[jζxi + jηyi]dζdη
=
1
(2π)2
￿ ∞
0
￿ ∞
0
F (ζ, η) exp[jζxi + jηyi]dζdη
(2.39)
Since 1(2π)2
￿∞
−∞
￿∞
−∞G(ωx,ωy)
2dωxdωy = 1 [29].
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Similarly if we consider the inverse windowed Fourier transform for the second
frequency quadrature (−∞ ￿ ζ ￿ 0 and 0 ￿ η ￿∞)
I(xi, yi)II =
1
(2π)2
￿ 0
−∞
￿ ∞
0
￿ ∞
−∞
￿ ∞
−∞
Sf(u, v, ζ, η)
× g(xi − u, yi − v) exp[jζxi + jηyi]dudvdζdη
=
1
(2π)2
￿ 0
−∞
￿ ∞
0
F (ζ, η) exp[jζxi + jηyi]dζdη
=
1
(2π)2
￿ ∞
0
￿ ∞
0
F (−ζ, η) exp[−jζxi + jηyi]dζdη
(2.40)
The equations from (2.27) to (2.40) reveal the mathematical propagation from Win-
dowed Fourier coeﬃcients to Fourier coeﬃcients. As our final goal is to derive Hilbert
transform from Windowed Fourier coeﬃcients, in the following sections the mathe-
matical aspects of Hilbert transform using Fourier coeﬃcients will be shown. For this
purpose, first one dimensional aspect has been considered. Let, F (ω) = a(ω)− jb(ω)
is one dimensional Fourier transform. So, the term a(ω) cos(ωt) + b(ω) sin(ωt) rep-
resents the ω frequency component of real signal. This part is shown in upper row
of fig. 2.16. Now consider the expression (2.41) which represents the inverse Fourier
transform of ω frequency component.
F (ω) exp(jωt) = a(ω)− jb(ω)[cos(ωt) + j sin(ωt)]
= a(ω) cos(ωt) + b(ω) sin(ωt) + j[a(ω) sin(ωt)− b(ω) cos(ωt)]
(2.41)
Now the question is what is the significance of imaginary part of expression (2.41)?
Simple answer is it converts the symmetric component into asymmetric (even function
into odd function) and asymmetric into symmetric (odd function into even function)
for each sinusoids. The result of the imaginary part represent a signal of ω component
which is π/2 angle leads to real ω frequency component. This is shown in lower row
of fig. 2.16.
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Now consider the inverse Fourier transform of −ω frequency component, which
are shown in fig. 2.17. The relations between Fourier coeﬃcients , a(ω) = a(−ω),
and b(ω) = −b(ω) are utilized. From figs. 2.16 and 2.17, it is shown that the real
component of both positive and negative frequency, ω are in same phase. But, the
phase diﬀerence between imaginary components is π. So, the imaginary will cancel
and real will be doubled if both positive and negative frequencies are considered in
inverse Fourier transform. But, if we consider only the positive or negative frequency,
then imaginary part of the ω frequency component is the π/2 or −π/2 shifted version
of original signal ω frequency component. This is the basic of Hilbert transform.
Now from Fourier inverse transform, the summation of a(ω) cos(ωt)+b(ω) sin(ωt) will
produce the signal , f(t). Here, f(t) is a typical one-dimensional signal. Mathemati-
cally,
f(t) =
￿ ∞
0
[a(ω) cos(ωt) + b(ω) sin(ωt)]dω (2.42)
The summation of all imaginary parts of positive frequencies will be
￿ ∞
0
[a(ω) sin(ωt)− b(ω) cos(ωt)]dω
=
￿ ∞
0
[−H.T[a(ω) cos(ωt)]− H.T[b(ω) sin(ωt)]dω
= H.T
￿ ∞
0
[a(ω) cos(ωt) + b(ω) sin(ωt)]dω
= H.Tf(t)
(2.43)
where, H.T indicates the Hilbert transform. So, from equation (2.42) and (2.43),
inverse Fourier transform for positive frequency domain will produced the signal and
its Hilbert transform. Mathematically,
￿ ∞
0
F (ω) exp(jωt)dω = f(t) + jH.T[f(t)] (2.44)
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Up to now the mathematical aspects of one dimensional Hilbert transform us-
ing one dimensional Fourier coeﬃcients have been discussed. Now two dimensional
Hilbert transform using Fourier coeﬃcients. From the two dimensional Fourier trans-
form theory, we can write for the Fourier coeﬃcient of the frequency (ζ, η)
F (ζ, η) = F ∗ (−ζ,−η)
F (−ζ, η) = F ∗ (ζ,−η)
(2.45)
Let us introduce the real and imaginary parts of the above Fourier coeﬃcients
F (ζ, η) = a(ζ, η) + jb(ζ, η)
F (−ζ, η) = a(−ζ, η) + jb(−ζ, η)
(2.46)
Using equation (2.45) and (2.46), the followings can be written
F (−ζ,−η) = a(ζ, η)− jb(ζ, η)
F (ζ,−η) = a(−ζ, η)− jb(−ζ, η)
(2.47)
From the definition of inverse Fourier transform, we can write
I(xi, yi) =
1
(2π)2
￿ ∞
−∞
￿ ∞
−∞
F (ζ, η) exp[jζxi + jηyi]dζdη (2.48)
By separating the four quadrature frequency components and using the expressions
of equations (2.46) and (2.47), the above equation can be written as
I(xi, yi) =
2
(2π)2
￿ ∞
0
￿ ∞
0
[C(ζ, η)cos(ζxi + ηyi − θζ,η)
+ C(−ζ, η)cos(−ζxi + ηyi − θ−ζ,η)]dζdη
(2.49)
Where, C(ζ, η) =
￿
a(ζ, η)2 + b(ζ, η)2
C(−ζ, η) =￿a(−ζ, η)2 + b(−ζ, η)2
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θζ,η = arctan[
b(ζ,η
a(ζ,η) ]
θ−ζ,η = arctan[
b(−ζ,η
a(−ζ,η) ]
Now adding equations (2.39) and (2.40), we can write
I(xi, yi)I + I(xi, yi)II =
1
(2π)2
￿ ∞
0
￿ ∞
0
[C(ζ, η) cos(ζxi + ηyi − θζ,η)
+ C(−ζ, η) cos(−ζxi + ηyi − θ−ζ,η)
− jC(ζ, η) sin(ζxi + ηyi − θζ,η)
− jC(−ζ, η) sin(−ζxi + ηyi − θ−ζ,η)]dζdη
=
1
(2π)2
￿ ∞
0
￿ ∞
0
[C(ζ, η) cos(ζxi + ηyi − θζ,η)
+ C(−ζ, η) cos(−ζxi + ηyi − θ−ζ,η)]dζdη
+ jH.T[
1
(2π)2
￿ ∞
0
￿ ∞
0
[C(ζ, η) cos(ζxi + ηyi − θζ,η)
+ C(−ζ, η)cos(−ζxi + ηyi − θ−ζ,η)]dζdη]
(2.50)
where, H.T denotes the two dimensional Hilbert transform. In the above expression
Hilbert transform Linearity properties (i.e. H.T[I(t)] = H.T[I1(t)]+H.T[I2(t)]; I(t) =
I1(t) + I2(t)) is utilized.Using the equation (2.49), the above equation can be written
as
I(xi, yi)I + I(xi, yi)II =
1
2
I(xi, yi) +
1
2
jH.T[I(xi, yi)] (2.51)
From equation (2.51) it can be said that the original two dimensional signal and its
Hilbert transform can be obtained by taking inverse window Fourier transform over
the first and second frequency quadratures (−∞ ￿ ζ ￿∞ and 0 ￿ η ￿∞).
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2.3.2 Windowed Fourier filtering
The noise frequency components can be eliminated by thresholding the window
Fourier spectrum like ref. [20] The filtering process:
If Sf(u, v, ζ, η) ￿ T Sf(u, v, ζ, η) = Sf(u, v, ζ, η)
else
Sf(u, v, ζ, η) = 0
Here, the over line indicates the filtered signal T is spectrum threshold.
2.3.3 Wrapped phase determination
The wrapped phase can be obtained by the following:
ϕ(xi, yi) = arctan 2
H.T[I(xi, yi)]
I(xi, yi)
(2.52)
2.3.4 Flow-chart of the proposed algorithm
It is conventional to show the implementation of the proposed algorithm using flow-
chart. The flow-chart of the proposed algorithm is shown in fig. 2.18. The steps of
the algorithm are discussed in the following.
The step 1 (Separate the ROI and convert it single channel image) can be done
by OpenCV contour detection algorithm. Calculation of the Windowed Fourier co-
eﬃcient for every pixel is illustrate in figs. 2.10 and 2.11 , which is considered as
step 2. The spectrum thresholding is explained mathematical in section 2.3.2 , it is
the first part of step 3. The last part of the step 3 (i.e. evaluation of the weighted
expectation, I(xi, yi)temp) is shown in figs. 2.14 and 2.15. The step 4, the evalu-
ation of (ζ, η) frequency spatial component can be determined by the expression,
exp[jζx + jηy]I(xi, yi)temp of the equation (2.36). The filtered real signal and its
Hilbert transformed form can be determined by using the equation (2.52), which
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are considered as step 5 and 6 respectively. The mathematical form of step 6 (the
wrapped phase evaluation) is equation (2.52).
2.4 Phase Unwrapping
In moire fringes based sensing system, the physical quantity to be measured modulates
the phase of the moire fringes. But, the wrapped phase of the moire fringes does not
represent the exact informations about the measuring quantity as it is wrapped within
ranges −π < ϕ(x, y) < π. For this reason, to determine the physical quantity using
moire fringes based measurement, it is required to make wrapped phase continuous
utilizing the fringes phase unwrapping algorithm.
Phase unwrapping (PU) is a technique used to remove the 2π phase jumps embed-
ded within the wrapped phase map. In this process, if the phase diﬀerence between
the successive sample point is greater than π, then, 2π oﬀset has to subtract from all
successive sample points and if the diﬀerence less than -π, then 2π oﬀset has to add
from all successive sample points. Apparently, the process seems to be simple, but
in reality the process is not so simple as the noise and bias are present in the real
sample. Hundreds of papers have been published aimed at solving the phase unwrap-
ping problem and it is started more than two decades ago. Many phase unwrapping
algorithms have been suggested and implemented [17]. In 1982, Itoh showed that one-
dimensional phase unwrapping problem can be solved by integrating wrapped phase
diﬀerences [14]. The one dimensional Itoh’s algorithm can be represented by [8]
φ(m) = ϕ(0) +
t=m−1￿
t=0
W [∇ϕ(t)] (2.53)
where, φ(m) is one dimensional discrete unwrapped phase, ϕ(t) is wrapped phase, W
is wrapped operator, ∇ is diﬀerence operator or gradient. The wrapped operation on
the diﬀerence of the wrapped phase yields the original phase diﬀerent between the
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start
Separate the ROI and convert it single channel image (i.e. step 1)
Set Windowed Fourier frequency, ζ=−ζ(limit), η=0.0
Check ζ<= ζ(limit)
Check η<= η(limit)
yes
No
yes
No
Calculate the Windowed Fourier coefficient for every pixel within ROI for frequency (ζ,η) (i.e. step 2)
ζ=ζ+increment, η=0.0
Evaluate the weighted expectation I(xi,yi)_temp of WFC using window function (i.e. last part of step 3)
Determine the mapped spatial components of (ζ,η) frequency using I(xi,yi)_temp (i.e. step 4)
Create 2D array considering ROI for signal and Hilbert transform and set all to zero 
Sum every pixel real and imaginary components of (ζ,η)  to the signal and Hilbert transform components 
Perform the spectrum thershold filtering of the WFC (i.e. first part of step 3)
η=η+increment
The total real part is filtered signal (i.e step 5) 
end
Calculate the every pixel wrapped phase by Hilbert transform/signal (i.e. step 7) 
The total imaginary part is filtered Hilbert transformed signal (i.e. step 6)
Figure 2.18: Flow-chart of the proposed wrapped phase extraction algorithm.
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consecutive samples. Mathematically,
∇φ(t) = W [∇ϕ(t)] (2.54)
If samples are contaminated by noise then there is a possibility of addition or sub-
traction of incorrect multiples of 2π. Considering the equation 2.54, equation 2.53
can be written as
φ(m) = ϕ(0) +
t=m−1￿
t=0
∇φ(t) (2.55)
If the equation 2.55 is used by itself to retrieve the unwrapped phase map, it may result
propagation of error throughout the rest of the path after the noise aﬀected sample.
This is error propagation problem of Itoh’s algorithm. In case of two-dimension, the
Itoh’s algorithm can be written by the following path integral [8]:
φ(xi, yi) =
￿
c
[i
δφ(xi, yi)
δxi
+ j
δφ(xi, yi)
δyi
][idxi + jdyi] + φ(x0, y0)
=
￿
c
[
δφ(xi, yi)
δxi
dxi +
δφ(xi, yi)
δyi
dyi] + φ(x0, y0)
(2.56)
where ,c indicates the path integral, and it is assumed that initial unwrapped phase
is equal to wrapped phase (i.e. φ(x0, y0) = ϕ(x0, y0)).
If the samples are not corrupted by noises or other obstacles, then the path integral
will be independent of the path. The condition of path independence is [8]
δ2φ(xi, yi)
δxiδyi
=
δ2φ(xi, yi)
δyiδxi
or
δ2φ(xi, yi)
δxiδyi
− δ
2φ(xi, yi)
δyiδxi
= 0
(2.57)
The relation described in equation (2.57), which is called ”phase inconsistencies” or
”phase residues”, is problem for phase unwrapping. So, the term δ
2φ(xi,yi)
δxiδyi
− δ2φ(xi,yi)δyiδxi
represents the phase residues of the sample at (x, y). From equation (2.57), the
rotation components of the phase gradient are responsible for residues as this is non-
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conservative. From the discrete wrapped phase ϕ(xi, yi) , the phase residue at point
(xi, yi) can be determined by the following equation:
q(xi, yi) =W [ϕ(xi + 1, yi)− ϕ(xi, yi)]−W [ϕ(xi + 1, yi + 1)− ϕ(xi, yi + 1)]
+W [ϕ(xi + 1, yi + 1)− ϕ(xi + 1, yi)]−W [ϕ(xi, yi)− ϕ(xi, yi + 1)]
(2.58)
The residues defined in equation 2.58, is the main problem in phase unwrapping as
the error induced by it will propagate through the phase unwrapping path. There are
diﬀerent types of phase algorithms but, the main objective is to eliminate the residue
contaminated area while following the phase unwrapping path. These algorithms
are: Goldstein’s branch cut algorithm, Quality guided path following algorithm, and
minimum-norm methods etc.
In branch cut algorithm, the residues of all points have to be determined. If
residues is found, then residues with opposite polarity has to be searched with short
distance. A brach cut has to put between positive and negative residues. The role of
the branch cut is to balance the residues so that any closed path always encloses an
equal number of positive and negative residues or no residues at all.
In quality map guided method, the quality map indicates the goodness or badness
of a pixel. The estimator of the quality map is the phase derivative variance, which
is defined to be the local derivative variance of partial derivatives of phase data. The
value of local derivative variance indicates the badness of the phase data. In phase
unwrapping, the good quality pixel will guide the phase unwrapping path.
In minimum-norm approach, the unwrapped phase whose derivatives matches
measured phase derivatives ”as closely as possible”. Here, the phase unwrapping can
be solved by weighted or unweighted least-square algorithms.
In this dissertation, the reliability-guided phase unwrapping algorithm has been
followed, which has been reported in [12]. This method is similar to the quality map
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guided method. Here, reliability map is analogous to the quality map. According to
the [12, 38], a better detection of possible inconsistencies in the phase map by using
second diﬀerences. The determination of reliability map can be easily shown with the
help of fig. 2.19.
xi-1,yi-1 xi,yi-1 xi+1,yi-1
xi-1,yi xi,yi xi+1,yi
xi-1,yi+1 xi,yi+1 xi+1,yi+1
Figure 2.19: Determination of reliability based on second diﬀerences [12]
The second diﬀerences, D(xi, yi) can be determined by the following equation [12]:
D(xi, yi) = [H
2(xi, yi) + V
2(xi, yi) +D
2
1(xi, yi) +D
2
2(xi, yi)]
0.5 (2.59)
where
H(xi, yi) = W [ϕ(xi − 1, yi)− ϕ(xi, yi)]−W [ϕ(xi, yi)− ϕ(xi + 1, yi)]
V (xi, yi) = W [ϕ(xi, yi − 1)− ϕ(xi, yi)]−W [ϕ(xi, yi)− ϕ(xi, yi + 1)]
D1(xi, yi) = W [ϕ(xi − 1, yi − 1)− ϕ(xi, yi)]−W [ϕ(xi, yi)− ϕ(xi + 1, yi + 1)]
D2(xi, yi) = W [ϕ(xi − 1, yi + 1)− ϕ(xi, yi)]−W [ϕ(xi, yi)− ϕ(xi + 1, yi − 1)]
(2.60)
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The reliability of the pixel R(xi, yi) is defined as [12]
R(xi, yi) =
1
D(xi, yi)
(2.61)
Every pixel horizontally or vertically has four edges. The edge reliability are calcu-
lated by summing the reliability of the adjacent pixels. The horizontal and vertical
edge reliability is the sum of two adjacent horizontal and vertical pixel reliability
respectively. The process of edge reliability calculation is shown in fig. 2.20 (This
figure is redrawn according to [12]). After the calculation of edge reliability , the pixel
2.1 0.5 0.2 0.1
0.3 1.0 1.9 0.3
1.6 0.9 0.2 0.3
0.1 0.4 0.1 2.0
2.4
2.6
1.3
0.7
1.5
0.3
2.1 0.4
2.9 2.2
1.9 1.9 2.1 0.6
2.5 1.1 0.5
1.7 1.3 0.3 2.3
0.5 0.5 2.1
(a) (b)
a b c d
e f g h
i j k l
m n o p
Figure 2.20: Calculation of edge reliability from reliability map [12]
pairs are sorted according to the value of the reliability R(xi, yi). Then unwrapping
operation have to perform on the pixel pairs which reliability is highest and put these
two pixels in a group. All pixels are unwrapped sequentially according to the value
of reliability. The details of unwrapping are given in [12].
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Chapter 3
Numerical Experiments
The chapter mainly discussed computer generated results based on the mathematical
formulations of the chapter 2. The mathematical formulations divided in two parts:
Mathematical modeling of mirror-based moire passive target (forward problem for-
mulation) and Phase extraction from the moire fringes (inverse problem formulation).
The results obtained from the forward problem are depicted here.
3.1 Diﬀerent types of Gratings
In section 2.1 , the interferometric formula of Fresnel zone plate (FZP) has been
depicted. By tuning the grating parameters [specially lλ in equation (2.7 )] the
spacing between two transparent or opaque region can be controlled. The FZP of
dimension 40×40 mm2, with lλ = 1.6mm2, is shown in fig. 3.1. FZP with same
dimension but varying the lλ = 2.8mm2 is shown in fig.3.2. So, more fine computer
generated grating can be produced by controlling lλ.
For the numerical experiments, the mathematical equations (2.21) and (2.22), are
used to simulate the moire fringes with grating and without gratings respectively.
For the simulation purposes, the parameters are: passive moire target dimension
40×40 mm2, with lλ = 1.6mm2, field of view of camera, FOV=20 degree, focal
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Figure 3.1: Fresnel Zone plate, with lλ = 1.6mm2
length,f = 30mm, thickness of the passive target transparent substrate, h1 = 5mm.
By, settings these parameters, moire patterns are evaluated for diﬀerent orientations.
When the rotation angles are set to zero, and distance from camera to target is
h = 100mm, the moire fringes with and without gratings are shown in fig.3.3.
But if the distance between camera and passive moire target is set 50mm, then
moire fringes are depicted in fig. 3.4. From the fig.3.3, it is found that 3 closed
contours moire fringes become visible when distance, h = 100mm. On the other
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Figure 3.2: Fresnel Zone plate, with lλ = 2.8mm2
hand, 5 closed contours moire fringe are obtained in fig. 3.4 when the distance is
h = 50mm. So, as the distance between target and camera is reduced, then the
sensitivity increases.
The sensitivity of the proposed moire target has been compared with the moire
target reported in [45, 46]. But, the moire target reported in [45, 46] are developed
based on linear grating. The main technical diﬀerence between the proposed moire
target and the existing moire target are shown in fig.3.5 by one dimensional view.
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(a) Moire fringes with gratings and high fre-
quency components
(b) Desired pattern
Figure 3.3: Simulated moire pattern when θ = 0 degree, β = 0 degree, and h =
100mm
From the fig. 3.5, it found that the value of d is almost half comparing to the
value of d of the target reported in [45]. As the value of d decreases with respect
to D, the more number of contours will be appeared in the moire fringes, which is
considered more sensitive. In the following, the comparison of the two passive moire
target are given based on the number of contours presented in the moire fringes.
If we simulate the situations, when rotation around X-axis,(θ = 2 degree) and the
distance between target and the camera is 100mm. Then moire patterns produced
by the proposed target and existing target are shown in fig. 3.6.
The desired low frequency moire fringes for the both types of target are shown
in fig. 3.7. Here, in lieu of three closed contour moire fringes , two closed contours
and one open contour moire fringe are observed. But, in the existing target, only one
contour is observed. The orientation of the moire pattern is not symmetric about
the contour center along Y-axis of image sensor plate. From the contour center more
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(a) Moire fringes with gratings and high fre-
quency components
(b) Desired pattern
Figure 3.4: Simulated moire pattern when θ = 0 degree, β = 0 degree, and h = 50mm
contours are in lower part of image along Y-axis(higher valued yi) than upper part of
the image.
If the rotation angle around X-axis increase (θ = 5 degree), the moire pattern for
the both target are given in figs.3.8 and 3.9 . More asymmetric moire patterns about
the contour center are produced in this case. In the proposed target, four contour are
observed and on the other hand, two contours are observed in the existing one.
The simulated moire fringes when rotation around Y-axis (β = 2), then the moire
pattern looks like fig.3.10 and fig.3.11. In this case, the asymmetric patterns are
found along X-axis.
If the moire target at rotation angle (β = 5), then the calculated patterns are
given in figs. 3.12 and 3.13. Here, more open contours are found comparing to the
previous.
When the target is at θ = 2 degree, β = 2 degree, then the moire pattern and
desired low frequency moire pattern are shown in figs. 3.14 and 3.15. In this case,
patterns are align alonged 45 degree with image plane of X-axis.
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specimen grating
opaque
transparentspecimen grating
specimen grating
Proposed moire target 
Existing moire target
D
d
image sensor
h1
focal point
D
d
reflected grating
image sensor
focal point
Figure 3.5: Comparison of the proposed moire target to the moire target reported
in [45]
Now if we simulate the moire pattern for higher angular orientation values θ = 8
degree, β = 10 degree, then the moire pattern are alike figs. 3.16 and 3.17. The
orientation of the moire contours are more align along X-axis of the image plane
origin.
From the previous simulation results, it observed that as the rotational angle
increases, number of open contours are increasing. Now, the simulated moire patterns
for θ = 15 degree, β = 10 degree are shown in figs. 3.18 and 3.19. From the above
simulation, it is found that the orientation of the moire patterns are along arctan θβ
with image plane X-axis.
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.6: Simulated moire pattern with gratings and high frequency components
when θ = 2 degree, β = 0 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.7: Simulated moire pattern with only desired low frequency component when
θ = 2 degree, β = 0 degree, and h = 100mm
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.8: Simulated moire pattern with gratings and high frequency components
when θ = 5 degree, β = 0 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.9: Simulated moire pattern with only desired low frequency components
when θ = 5 degree, β = 0 degree, and h = 100mm
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.10: Simulated moire pattern with gratings and high frequency components
when θ = 0 degree, β = 2 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.11: Simulated moire pattern with only desired low frequency components
when θ = 5 degree, β = 0 degree, and h = 100mm
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.12: Simulated moire pattern with gratings and high frequency components
when θ = 0 degree, β = 5 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.13: Simulated moire pattern with only desired low frequency components
when θ = 0 degree, β = 5 degree, and h = 100mm
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.14: Simulated moire pattern with gratings and high frequency components
when θ = 2 degree, β = 2 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.15: Simulated moire pattern with only desired low frequency components
when θ = 2 degree, β = 2 degree, and h = 100mm
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.16: Simulated moire pattern with gratings and high frequency components
when θ = 8 degree, β = 10 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.17: Simulated moire pattern with only desired low frequency components
when θ = 8 degree, β = 10 degree, and h = 100mm
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(a) From the proposed moire target (b) From the existing moire target
Figure 3.18: Simulated moire pattern with gratings and high frequency components
when θ = 15 degree, β = 10 degree, and h = 100mm
(a) From the proposed moire target (b) From the existing moire target
Figure 3.19: Simulated moire pattern with only desired low frequency components
when θ = 15 degree, β = 10 degree, and h = 100mm
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Chapter 4
Experimental Verifications
The mathematical formulations of the proposed moire pattern and its phase extrac-
tion algorithm have been developed in chapter 2. In chapter 3, the moire patterns
produced by the proposed mirror based passive moire target have been evaluated nu-
merically based on the developed relations. The results are also compared with other
existing passive moire target [45]. In this chapter, the phase extraction algorithms
are applied on experimentally captured mirror based moire fringes. The extracted
phases from the proposed algorithm are compared to the Fourier transform and short
time Fourier ridge based fringes phase extraction methods. The unwrapped phase
map determined from the wrapped phase using the algorithm reported in [12].
4.1 Experimental Setup
In our experimental system, the fine specimen grating is produced by using analog
camera. As high density printing is not possible with commonly used printer, analog
film technique is eﬀective. The process of the grating preparation is shown in fig. 4.1.
Then the film of the analog camera has been attached to the mirror. The schematic
diagram of the moire target is shown in fig. 4.2.
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Printed Large Grating 
Analog Camera
Figure 4.1: High density grating preparation using analog camera
Grating film
Transparent region
Reflector
Figure 4.2: Schematic diagram of the moire target
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Figure 4.3: Experimental setup when region of interest is focused
Then the moire target is housed with the Goniometers that can change the relative
orientation with respect to camera or observer. The experimental setup is shown in
figs. 4.3, 4.4 and 4.5 from diﬀerent views.
4.2 Low frequency moire fringes phase extraction
For the low frequency, the moire pattern shown in fig. 4.6 has been considered. For
the analysis, we need only single channel (i.e gray-scaled image) image. But, the
captured image is three channels (RGB). The image has been converted into grey-
scaled image. For the better detection, the grating region are encircled by red color.
This is our region of interest (ROI), and the rest of the captured object within the
field of view of the camera will not aﬀect the ROI. The grey-scaled ROI image is
shown in fig. 4.7.
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Figure 4.4: Side view of the experimental setup
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Figure 4.5: Front view of the experimental setup
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Figure 4.6: Low frequency captured moire fringe image
Figure 4.7: Region of interest of low frequency moire fringe image
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Figure 4.8: Window Fourier coeﬃcient, Sf(u, v, ζ = 0.1, η = 0.0) map of moire fringes
shown in fig. 4.7
Now the windowed Fourier coeﬃcient Sf(u, v, ζ, η), which is spatial-dependent
have been evaluated using equation (2.27). The window Fourier coeﬃcient of (ζ = 0.1
rad/pixel, η = 0.0 rad/pixel) map for the moire fringes shown in fig. 4.7 is shown in fig.
4.8. Here, the window function is gaussian, can be expressed as g(x, y) = exp[−(x
2+y2)
2σ2 ]
with σ = 10.
Then, the evaluated Sf(u, v, ζ = 0.1, η = 0.0) map has to convolute again with
the gaussian function.Then I(xi, yi)temp map are obtained and shown in fig.4.9. This
can be considered as spatial dependent Fourier coeﬃcient map.
The fringes image component for the frequency (ζ = 0.1 rad/pixel, η = 0.0
rad/pixel) is calculated by inverse Fourier transform. The calculated component
map is shown in fig. 4.10. This component map has some similarity with the fringes
image fig. 4.7. So, the frequency contains significance information of the moire fringes
image.
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Figure 4.9: Evaluated map of I(xi, yi)temp for the frequency (ζ = 0.1 rad/pixel, η = 0.0
rad/pixel) of the moire fringes shown in fig. 4.7
Figure 4.10: Evaluated (ζ = 0.1 rad/pixel, η = 0.0 rad/pixel) frequency component
of the moire fringes shown in fig. 4.7
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Then the other frequency windowed Fourier coeﬃcients, I(xi, yi)temp, and compo-
nents are also evaluated. The images evaluated for the frequency (ζ = 0.0 rad/pixel,
η = 0.1 rad/pixel) are shown in fig.4.11. The frequency (ζ = 0.0 rad/pixel, η = 0.1
rad/pixel) component also contain valuable information about the the fringes image.
Similarly, the frequency (ζ = 0.1 rad/pixel, η = 0.1 rad/pixel) component are also
determined as shown in fig.4.12. From the fig.4.12, it is found that the frequency
(ζ = 0.1 rad/pixel, η = 0.1 rad/pixel) contain more contribution than the frequencies
(ζ = 0.0 rad/pixel, η = 0.1 rad/pixel) and (ζ = 0.1 rad/pixel, η = 0.0 rad/pixel).
Up to now, only the single frequency components are discussed. Then we set the
frequency range is−0.5 ￿ ζ ￿ 0.5 and 0 ￿ η ￿ 0.5 (rad/pixel). After thresholding the
window Fourier coeﬃcients, the filtered image and filtered Hilbert transformed image
are calculated according to equation (2.51). The threshold value is set to T = 6.0.
The filtered image and filtered Hilbert transformed image are shown in fig.4.13 . The
quality of the both images are good due to local frequency thresholding. The wrapped
phase map is evaluated using equation (2.52) and shown in fig.4.14.
Fourier transformed method (FTM) for phase extraction is an eﬀective tool for
fringes analysis [4], [42]. The wrapped phase of the fringes shown in fig. 4.7 has been
evaluated using FTM for the comparison purpose. A 7×7 gaussian smoothing filtering
has been applied before applied to forward Fourier transform. A 2D Hanning filter
with frequency response functionH(νx, νy) =
1
4 [1+cos(
νx
2νxc
)][1+cos( νy2νyc )], νxc = νyc =
0.17 rad/pixel is employed. Here, νx and νy are the Fourier transform frequencies.
It should be mentioned here that Hanning filtering provides better results in FTM
which has been reported in ref. [24].The wrapped phase are calculated according to
the FTM and shown in fig.4.15. The wrapped phase map obtained from the short
time Fourier transformed ridge (STFR) algorithm reported in [20, 22] is also shown
in fig. 4.16.
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(a) Filtered image (b) Hilbert transformed image
Figure 4.13: Windowed Fourier filtered image and its Hilbert transform of fig.4.7
Figure 4.14: Wrapped phase map evaluated from the proposed algorithm.
The term residue defined by the equation (2.58) is the he main obstacles for phase
unwrapping. The residue maps for the proposed method, FTM method, and STFR
algorithm are shown in fig.4.17. The total value of the residue which indicates the
badness of the algorithm are given in the table 4.1. From the table, it is found
that the lowest residue is obtained from our proposed algorithm. So, our proposed
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Figure 4.15: Wrapped phase map evaluated from the Fourier transform algorithm.
Figure 4.16: Wrapped phase map evaluated from the ridge based algorithm.
algorithm can produce comparatively better wrapped phase considering the point of
phase residue.
The residues make the phase unwrapping process complicated [8]. The unwrapped
fringes phase map of the wrapped phase obtained from the proposed algorithm, FTM-
based algorithm and STFR algorithm are shown in fig.4.18. The unwrapping process
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Table 4.1: The total residues of diﬀerent algorithm for the fringes shown in fig.4.7
Algorithm / Method Total residue
Our Proposed algorithm 2430
Fourier transform method 6440
Short time Fourier Ridge algorithm 3198
are done using reliability-following method [12].The quality of the phase map from
the proposed algorithm is comparatively smoother and continuous. The unwrapped
phase map obtained from FTM contains phase discontinuities in diﬀerent region and
the phase map is not smooth like the proposed algorithm. The phase from the STFR
algorithm is not properly unwrapped due to not accurately detecting unwrapping
pixels. This occurs as STFR algorithm only considering ridge frequency informations
and neglecting other frequencies, which cause loss of informations. It should be
mentioned here that the reliability-following method [12] is a robust phase unwrapping
method.
4.3 High frequency moire fringes analysis
The proposed algorithm has also been applied on another moire fringes comparatively
higher spatial frequency and noisy than the above. The gray-scaled image is shown
in fig.4.19.
Now the windowed Fourier coeﬃcient Sf(u, v, ζ, η) have been evaluated using
equation (2.27). The window Fourier coeﬃcient (ζ = 0.1 rad/pixel, η = 0.0 rad/pixel)
map for the moire fringes shown in fig.4.19 is depcited in fig. 4.20. Here, the window
function is gaussian, can be expressed as g(x, y) = exp[−(x
2+y2)
2σ2 ] with σ = 8.
After convoluting with the gaussian function g(x, y), the map of I(xi, yi)temp is
obtained and shown in fig.4.21, which can be considered as spatial dependent Fourier
coeﬃcient.
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Figure 4.19: Second gray-scaled moire fringe image
The fringes image component for the frequency (ζ = 0.1 rad/pixel, η = 0.0
rad/pixel) is calculated by inverse Fourier transform. The calculated component
map is shown in fig. 4.22. From fig. 4.22, it is found that the frequency (ζ = 0.1
rad/pixel, η = 0.0 rad/pixel) component is not dominating in the fringes image. So,
the other frequency components are also calculated.
The process of evaluating the fringe image component of frequency (ζ = 0.0
rad/pixel, η = 0.1 rad/pixel) is shown in fig. 4.23. This frequency component are not
contributing significantly in fringes image. So, more higher frequency components
have been searched.
The fringe images components for the frequencies (ζ = 0.2 rad/pixel, η = 0.0
rad/pixel), (ζ = 0.0 rad/pixel, η = 0.2 rad/pixel), and (ζ = 0.2 rad/pixel, η = 0.1
rad/pixel) are evaluated and shown in fig.4.24, fig.4.24, and fig.4.24 respectively.
Among these frequency components, (ζ = 0.2 rad/pixel, η = 0.0 rad/pixel) frequency
contribute more. As single frequency is not dominating here, (i.e many frequencies
are contributing in the fringes image), the bandwidth of the fringes image shown in
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Figure 4.20: Windowed Fourier coeﬃcient, Sf(u, v, ζ = 0.1, η = 0.0) map of moire
fringes shown in fig. 4.19
Figure 4.21: Evaluated map of I(xi, yi)temp for the frequency (ζ = 0.1 rad/pixel,
η = 0.0 rad/pixel) of the moire fringes shown in fig. 4.19
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Figure 4.22: Evaluated (ζ = 0.1 rad/pixel, η = 0.0 rad/pixel) frequency component
of the moire fringes shown in fig. 4.19
fig.4.19 is higher. So, calculating windowed Fourier filtered image and its Hilbert
transform, the bandwidth is −1.0 ￿ ζ ￿ 1.0 and 0 ￿ η ￿ 1.0 (rad/pixel).
The filtered image and the Hilbert transformed image are depicted in fig.4.27 .
Both the image quality have been enhanced comparing to the original image due to
local frequency filtering. The windowed Fourier coeﬃcient threshold value are set to
T = 2.0.
Then the wrapped phase map determined using equation (2.52) and depicted
in fig.4.28. The wrapped phase map obtained by FTM-based method and STFR
algorithm are also shown in fig.4.28. In case of FTM-based method, Hanning filtering
cut-oﬀ frequency, νxc = νyc = 0.28 rad/pixel. The wrapped phase from the FTM is
corrupted by the noise. Phase discontinuities, inconsistent phase gradients, and bad
region are present in the wrapped phase map. The contrast of the wrapped phase
map from the STFR algorithm is not like the wrapped phase from the proposed
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(a) Filtered image (b) Hilbert transformed image
Figure 4.27: Windowed Fourier filtered image and its Hilbert transform of fig.4.19
Table 4.2: The total residues of diﬀerent algorithm for the fringes shown in fig.4.19
Algorithm / Method Total residue
Our Proposed algorithm 693
Fourier transform method 3540
Short time Fourier Ridge algorithm 1110
algorithm. It occurs due to missing of high frequency components. This low contrast
causes problem in phase unwrapping. The phase residue maps for the fringes shown
in fig.4.19 utilizing diﬀerent algorithm is shown in fig.4.29. The total residue of the
wrapped phase map obtained from the diﬀereent algorithm is shown in table 4.2.
The total residue is the lowest for the proposed algorithm. So, the phase unwrapping
obstacles in wrapped phase obtained from the proposed algorithm is lower, so better
unwrapped phase is obtained from the proposed algorithm.
The unwrapped phase maps have been evaluated from the three wrapped phase
maps shown above are depicted in fig.4.30. Here, the perviously mentioned reliability-
following method is utilized. The unwrapped phase map obtained by using the pro-
posed algorithm contains no phase discontinuity and it is smooth. On the other hand,
the unwrapped phase map from the FTM and STFR algorithms have phase discon-
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tinuities. Although the robust unwrapping algorithm has been implemented, the
unwrapped phase contains phase discontinuities due to the above mentioned phase
unwrapping obstacles.
The fringes phase extraction algorithm based on windowed Fourier assisted Hilbert
transform have been shown mathematically and experimentally. Windowed Fourier
filtering process also included in the proposed algorithm. The wrapped phase map
of the two moire fringes are evaluated using the proposed algorithm. The wrapped
phase from the proposed algorithm have been compared to FTM and STFR algorithm
and comparatively better results are found. After applying reliability-following phase
unwrapping method, better unwrapped phase maps have been obtained from the
proposed algorithm. So, the proposed algorithm can be consider as an eﬀective fringes
phase extraction tool.
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Chapter 5
Conclusion
Over the last few decades, Moire fringe technique is utilizing eﬀectively in the field
of sensing and measurement due to its easy and low cost amplification properties.
Diﬀerent types of moire pattern formation techniques have been reported by diﬀerent
authors. Among them, in-plane displacement or deformation measurement, geometric
moire and interferometric moire are suitable. For out of plane displacement or de-
formation measurement, shadow and projection moire techniques are generally used.
Reports on orientation sensing using moire targets for aeronautical applications have
been published. Moire target produces moire pattern according to the relative ori-
entation between sensor camera and the moire target. Conventionally, the moire
targets are fabricated by attaching two same type specimen gratings in opposite sides
of transparent substrate. Due to the interaction of the two gratings, moire pattern is
appeared. In this dissertation, one grating and mirror based moire target has been
proposed. In the proposed moire target, the moire fringes becomes visible due to
interaction of the two gratings which response to the position and orientation.In the
two gratings passive moire arrangement, two precisely identical gratings should be
attached similarly in opposite sides of a substrate. But, the present mirror based
one grating arrangement is free from these limitations. In this paper, mathematical
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formulations have been developed based on the orientation of the moire target. The
mathematical relations indicate the intensity of moire fringes captured by the CCD
sensor. The specimen grating function and the reflected grating functions are multi-
plied to form the moire pattern. The low frequency term represents the moire pattern.
Then numerical experiments have been performed based on the developed mathemat-
ical relations for the proposed moire target. The simulated results for the proposed
moire target have also been compared with the above mentioned two gratings moire
targets. For numerical experiments, the parameters are selected considering the ex-
perimental conditions. The parameters are: field of view of the camera is 20 degree,
both width and height of CCD sensor is 24mm, focal length is 30mm, specimen grat-
ing is Fresnel Zone plate(FZP)[ZP (x, y) = cos(x
2+y2
λl )], and transparent substrate
thickness is 5mm. The moire patterns produced from the proposed mirror based
moire target are compared with the two gratings moire target described in [45]. For
the same values of rotational angles, the proposed moire target has produced more
contours moire pattern, which enhances the sensing capacity and increases sensitivity.
Fringe patterns are obtained as the output of the proposed mirror based moire
target measurement system. As the spatially varying phase of the fringes pattern
are related to the physical quantity to be measured, phase extraction is important in
fringe processing based measurement system. Although the fringe ordering process is
straight forward for linear grating based moire measurement system, but the for the
non-linear grating (such as FZP), phase evaluation based measurement is suitable.
The phase extraction from the fringes image is done by two steps: firstly wrapped
phase determination and secondly phase unwrapping. Phase shifting and Fourier
transform techniques are the well-known techniques for wrapped phase evaluation.
In this thesis, Fourier transform based algorithm is chosen as it requires only one
fringe image and robust to noise. Fringe phases determined by Fourier transform
based Hilbert-transform have been reported by diﬀerent authors. From the recent
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reports of short time Fourier transform (i.e. Windowed Fourier transform, Wavelet
transform), it is found that more accurate results are obtained from the short time
Fourier transform. Windowed Fourier assisted Hilbert transform algorithm for fringes
phase extraction has been proposed in this dissertation. Windowed Fourier filtering
process also included in the propose algorithm. The wrapped phase map of moire
fringes are evaluated using the proposed algorithm. The wrapped phase maps from
the proposed algorithm have been compared to the FTM and STFR algorithms con-
sidering the factor of residue. The lowest value of total residue is obtained from
the proposed algorithm, which indicates that the proposed algorithm is compara-
tively better. After applying reliability-following phase unwrapping method, better
unwrapped phase maps have been obtained from the proposed algorithm. So, the
proposed algorithm can be consider as an eﬀective fringes phase extraction tool.
5.1 Future Work
The phase of non-linear grating mirror-based moire fringes have been evaluated math-
ematically and experimentally using the proposed Windowed Fourier assisted Hilbert
transform algorithm and reliability-following phase unwrapping method. The un-
wrapped phase contains the informations about the measured quantity. The mea-
sured quantities for the orientation sensing or strain map evaluation, the unwrapped
phase have to fit with the analytically developed phase function. For the fast and
eﬃcient parameters determination (such as orientation angles or strain map), the
optimized fitting algorithm (i.e. Genetic algorithm, Hybrid genetic algorithm) may
be applied. The analytical phase function may be mapped by combination of genetic
algorithm and polynomial Fourier transform.
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