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Abstract
In this paper, we introduce principal asymmetric least squares (PALS) as
a unified framework for linear and nonlinear sufficient dimension reduction.
Classical methods such as sliced inverse regression (Li, 1991) and principal
support vector machines (Li, Artemiou and Li, 2011) may not perform well
in the presence of heteroscedasticity, while our proposal addresses this limita-
tion by synthesizing different expectile levels. Through extensive numerical
studies, we demonstrate the superior performance of PALS in terms of both
computation time and estimation accuracy. For the asymptotic analysis of
PALS for linear sufficient dimension reduction, we develop new tools to com-
pute the derivative of an expectation of a non-Lipschitz function.
Keywords: distance correlation, expectile regression, heteroscedasticity,
nonlinear dimension reduction.
1. Introduction
For univariate response Y and multivariate predictor X ∈ Rp, sufficient
dimension reduction (Li, 1991; Cook, 1998) aims to find B ∈ Rp×d such that
Y |=X|B⊤X, (1)
where “ |= ” means statistical independence. Under (1), the conditional dis-
tribution of Y given X is the same as the conditional distribution of Y given
B⊤X. If B satisfies (1), the column space of B is called a dimension reduc-
tion space. Under very general conditions as discussed in Yin, Li and Cook
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(2008), the intersection of all dimension reduction spaces is also a dimension
reduction space. We refer to this minimum dimension reduction space as the
central space for the regression between Y and X, and we denote it as SY |X.
The dimensionality of the central space is known as the structural dimension.
Moment-based methods such as sliced inverse regression (SIR) (Li, 1991),
sliced average variance estimation (SAVE) (Cook and Weisberg, 1991), and
directional regression (Li and Wang, 2007) are among the most popular suffi-
cient dimension reduction methods. These moment-based methods are easy
to implement in practice, and their extensions include sparse sufficient dimen-
sion reduction (Li, 2007), dimension reduction with matrix-valued predictors
(Li, Kim and Altman, 2010), and dimension reduction for functional data
(Li and Song, 2017). For an excellent review, please refer to Li (2018). More
recently, Li, Artemiou and Li (2011) proposed the principal support vector
machine (PSVM), which applies a modified support vector machine to find
the optimal separating hyperplanes of the discretized response. It is shown
that the normal vector of the separating hyperplanes can be used to recover
SY |X. Extensions of PSVM include ℓq PSVM (Artemiou and Dong, 2016),
principal logistic regression (Shin and Artemiou, 2017), and weighted PSVM
(Shin et al., 2017).
A well-known limitation of the moment-based sufficient dimension reduc-
tion methods as well as PSVM is that they may not perform well in the
presence of heteroscedastic error. In this paper, we propose to replace the
hinge loss in PSVM with the asymmetric least squares loss, and we refer to
the new proposal as principal asymmetric least squares (PALS). By synthe-
sizing different expectile levels, PALS can improve the performance of PSVM
when the error is heteroscedastic. We implement the sample level estimation
of PALS through quadratic programming, provide the asymptotic normality
of the sample PALS estimator, and extend PALS for nonlinear sufficient di-
mension reduction. Wang, Shin, and Wu (2018) proposed principal quantile
regression (PQR), where quantile regression was used instead of the expectile
regression in our proposal. We note that the check loss from the PQR objec-
tive function is not smooth, while PALS utilizes a smooth objective function.
As a result, PALS leads to more accurate estimation with much improved
computational speed compared to PQR.
The rest of the paper is organized as follows. The population level de-
velopment and the sample level estimation of PALS are studied in Section
2 and Section 3, respectively. Extensions to nonlinear sufficient dimension
reduction are examined in Section 4. Extensive simulation studies are re-
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ported in Section 5 and we provide a real data analysis in Section 6. Section
7 concludes the paper with some discussions. All the proofs are relegated to
the Appendix.
2. Population level development
Let µ = E(X) and Σ = Var(X). The population τ-th level objective
function of PALS is
Lτ(α,β) = β
⊤Σβ + λE
[
ρτ
{
Y − α− β⊤(X− µ)}] . (2)
Here τ ∈ (0, 1) denotes the expectile level, λ > 0 is a tuning parameter, and
ρτ is the asymmetric least squares loss function (Newey and Powell, 1987)
defined as follows
ρτ(c) =
{
(1− τ)c2 if c ≤ 0,
τc2 if c > 0.
(3)
The asymmetric least squares loss was originally designed to recover the
regression expectiles, which is known be closely related to regression quan-
tiles (Abdous and Remillard, 1995). The objective function (2) is linked to
sufficient dimension reduction through the next result.
Theorem 1. Suppose E(X|B⊤X) is linear in B⊤X, where B ∈ Rp×d is a
basis of SY |X. Let
(α0,τ,β0,τ) = argmin
α∈R, β∈Rp
Lτ(α,β).
Then β0,τ ∈ SY |X.
The assumption about E(X|B⊤X) is known as the linear conditional mean
condition, and is common in the sufficient dimension reduction literature. As
a result of Theorem 1, we have
Corollary 1. Suppose E(X|B⊤X) is linear in B⊤X, where B ∈ Rp×d is a
basis of SY |X. Let 0 < τ1 < . . . < τK < 1 and
(α0,τk ,β0,τk) = argmin
α∈R, β∈Rp
Lτk(α,β) for k = 1, . . . , K.
Then span(Λ) ⊆ SY |X, where Λ =
∑K
k=1 β0,τkβ
⊤
0,τk
.
Here span denotes the column space. Corollary 1 suggests that we can recover
the central space by optimizing the PALS objective function (2) at multiple
expectile levels.
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3. Sample level estimation
Given an i.i.d sample {(Xi, Yi) : i = 1, . . . , n}, the sample version of (2)
becomes
Lˆτ(α,β) = β
⊤Σˆβ +
λ
n
n∑
i=1
ρτ
{
Yi − α− β⊤
(
Xi − X¯
)}
, (4)
where X¯ = n−1
∑n
i=1Xi and Σˆ = n
−1
∑n
i=1(Xi − X¯)(Xi − X¯)⊤. Denote
λ˜ = n−1λ, Zi = Σˆ
−1/2(Xi − X¯) and θ = Σˆ1/2β. (4) reduces to
L˜τ(α, θ) = θ
⊤θ + λ˜
n∑
i=1
ρτ(Yi − α− θ⊤Zi). (5)
Let c+ = max(0, c). We now introduce
ξi+ = (Yi − α− θ⊤Zi)+ and ξi− = (α + θ⊤Zi − Yi)+.
From the definition of ρτ in (3), (5) leads to the following primal optimization
problem
(αˆ0,τ, θˆ0,τ) = argmin
α∈R,θ∈Rp
θ⊤θ + λ˜τ
n∑
i=1
ξ2i+ + λ˜(1− τ)
n∑
i=1
ξ2i− (6)
subject to ξi+ ≥ 0, ξi− ≥ 0, ξi+ ≥ Yi − α− θ⊤Zi, and ξi− ≥ α + θ⊤Zi − Yi.
Theorem 2. Let Y = (Y1, . . . , Yn)
⊤ and Z = (Z⊤1 , . . . ,Z
⊤
n )
⊤. The dual
optimization problem of (6) is
(aˆ0,τ, ηˆ0,τ) = argmax
a∈Rn,η∈Rn
(a− η)⊤Y− 1
4
(a− η)⊤ZZ⊤(a− η)− 1
4λ˜τ
a⊤a
− 1
4λ˜(1− τ)η
⊤η
(7)
subject to a ≥ 0n, η ≥ 0n, and (a− η)⊤1n = 0. Furthermore, we have
θˆ0,τ =
1
2
Z
⊤(aˆ0,τ − ηˆ0,τ). (8)
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Consider expectile levels 0 < τ1 < . . . < τK < 1. For a given τk, the
dual problem (7) can be solved through standard quadratic programming to
get aˆ0,τk and ηˆ0,τk . After computing θˆ0,τk from (8), we get the minimizer of
Lˆτk in (4) as βˆ0,τk = Σˆ
−1/2θˆ0,τk . Based on Corollary 1, we get the estimator
of Λ =
∑K
k=1 β0,τkβ
⊤
0,τk
as Λˆ =
∑K
k=1 βˆ0,τkβˆ
⊤
0,τk
. Recall that d denotes the
structural dimension of SY |X. The eigenvectors corresponding to the d largest
eigenvalues of Λˆ then consist the final PALS estimator to recover the central
space.
We conclude this section with the asymptotic normality of Vec(Λˆ), where
Vec means vectorization. The details are provided in the Appendix. In order
to compute the derivative of an expectation of a non-Lipschitz function, we
extend the theoretical development of PSVM (Li, Artemiou and Li, 2011).
This extension is necessary as PSVM deals with discretized response while
PALS applies to the continuous response without discretization.
Theorem 3. Suppose the regularity conditions in Theorem 4 and Theorem
5 from the Appendix are satisfied. Then we have
√
n
{
Vec(Λ)− Vec(Λˆ)
}
D−→ N(0,Ω)
as n → ∞, where “ D−→” means converge in distribution and Ω is specified
in the Appendix.
4. Nonlinear sufficient dimension reduction
Suppose ϕ : Rp 7→ Rd with d < q are nonlinear functions satisfying
Y |=X|ϕ(X), (9)
where ϕ(X) = {ϕ1(X), . . . , ϕd(X)}. Then the conditional distribution of
Y given X is the same as the conditional distribution of Y given ϕ(X),
and identifying ϕ(X) is known as nonlinear sufficient dimension reduction.
Let H be a reproducing kernel Hilbert space of the functions of X with
inner product 〈·, ·〉H. Let Σ : H 7→ H be the covariance operator such
that 〈f1,Σf2〉H = Cov{f1(X), f2(X)} for any f1, f2 ∈ H. Consider objective
function
Πτ (α, ϕ) = 〈ϕ,Σϕ〉H + λE[ρτ{Y − α− ϕ(X)}]. (10)
Compared with (2), we see that Πτ (α, ϕ) is a generalization of Lτ(α,β) with
the matrix Σ replaced by the operator Σ, the linear function β⊤X replaced
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by the nonlinear function ϕ(X), and the inner product in Rp replaced by the
inner product in H. Let (α0,τ, ϕ0,τ) be the minimizer of Πτ (α, ϕ) over α ∈ R
and ϕ ∈ H. Under proper conditions, it can be shown that ϕ0,τ is a function
of ϕ1, . . . , ϕd. See, for example, Theorem 2 of Li, Artemiou and Li (2011).
Based on an i.i.d. sample {(Xi, Yi) : i = 1, . . . , n}, we now describe the
implementation of nonlinear dimension reduction through PALS. Suppose
H can be spanned by {ψ1, . . . , ψm}. Then any function ϕ ∈ H becomes
ϕ(X) = γ⊤ψ(X), where γ ∈ Rm and ψ(X) = {ψ1(X), . . . , ψm(X)}⊤. The
sample version of (10) thus becomes
Πˆτ (α,γ) =
1
n
γ⊤Ψ⊤Ψγ +
λ
n
n∑
i=1
ρτ{Yi − α− γ⊤ψ(Xi)}, (11)
where Ψ ∈ Rn×m and the ith row of Ψ is ψ⊤(Xi). Πˆτ (α,γ) has the same
form as Lˆτ(α,β) in (4), and can be minimized in a similar fashion. De-
note the minimizer of Πˆτ (α,γ) as (αˆ0,τ, γˆ0,τ). We then estimate ϕ0,τ(X) by
ϕˆ0,τ(X) = γˆ
⊤
0,τψ(X). To synthesize multiple expectile levels, consider expec-
tile levels 0 < τ1 < . . . < τK < 1. For a given τk, we get γˆ0,τk from mini-
mizing Πˆτk(α,γ). Denote Γˆ =
∑K
k=1 γˆ0,τk γˆ
⊤
0,τk
with d leading eigenvectors as
νˆ1, . . . , νˆd. The final estimator of ϕ(X) in (9) is {νˆ⊤1 ψ(X), . . . , νˆ⊤d ψ(X)}.
It remains to choose a proper basis {ψ1, . . . , ψm} for H. Define kernel
matrix Kn ∈ Rn×n, with the element in the ith row and jth column as
κ(Xi,Xj) = exp(−r‖Xi −Xj‖2). (12)
Here r is a tuning parameter and ‖ · ‖ denotes the Euclidean norm. Define
Qn = In − Jn/n, where In is the n× n identity matrix and Jn is the n× n
matrix whose entries are 1. For j = 1, . . . , m, let wj = (wj1, . . . , wjn)
⊤ be the
eigenvector corresponding to the j-th largest eigenvalue of QnKnQn. Then
ψj(X) =
∑n
ℓ=1 κ(X,Xℓ)wjℓ following Proposition 2 of Li, Artemiou and Li
(2011). In our simulations, we choose m = n/2, and use the sample version
of E−1/2(‖X−X′‖) for r in (12), where X and X′ are independent N(0, Ip).
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5. Simulation studies
5.1. Linear sufficient dimension reduction
We evaluate the performance of PALS for linear sufficient dimension re-
duction in this section. The following models are considered:
I: Y =
X1
0.5 + (X2 + 1.5)2
+ ε;
II: Y = 3 sin{0.25(X1 +X2)}+ 3 sin{0.25(X3 +X4)}+ ε;
III: Y = X1 + 0.5
(
e0.15X2
)
ε,
where ε ∼ N(0, 1) and ε is independent of X = (X1, . . . , Xp)⊤. The distribu-
tion ofX will be specified later. Let β1 = (1, 0, . . . , 0)
⊤, β2 = (0, 1, 0, . . . , 0)
⊤,
β3 = (1, 1, 0, . . . , 0)
⊤, and β4 = (0, 0, 1, 1, 0, . . . , 0)
⊤. Denote B as the basis
of the central space SY |X. Then B = (β1,β2) for models I and III, while
B = (β3,β4) for model II.
We compare PALS with five existing methods in the literature: SIR,
SAVE, directional regression (DR), PSVM, and PQR. The number of slices
for SIR is set as 10, and we use 4 slices for SAVE and DR. Note that SIR is
generally not sensitive to the choice of slice numbers, while SAVE and DR
work better with fewer slices. For PSVM, the number of dividing points is set
as 9, as Li, Artemiou and Li (2011) recommend a larger number is preferable.
For a given set of dividing points, two ways to dichotomize the response are
considered in Li, Artemiou and Li (2011), “left versus right” (LVR) and “one
versus another”. We adopt the LVR scheme in our simulations. For PQR,
we follow Wang, Shin and Wu (2018) and set the number of quantile levels to
be 9, which leads to 10 slices. For PALS, we set τk = k/10 for k = 1, . . . , 9.
To evaluate the performance of each estimator Bˆ, we report
∆ = ‖PB −PBˆ‖F , (13)
where PA denotes the orthogonal projection onto span(A), and ‖ · ‖F is the
matrix Frobenius norm. Smaller ∆ value means more accurate estimation.
For the choice of the tuning parameter λ, PSVM, PQR and PALS seem to
be not overly sensitive. We try λ = 0.1, 1, 10, 100, and report the best results
that a fixed λ can achieve. In addition, we propose a variable λ scheme for
PALS so that one can use different λ values across repetitions. Specifically,
denote Bˆλ as the PALS estimator for a specific λ. We choose λ such that
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model p SIR SAVE DR PSVM PQR PALS DC-PALS
I
10
1.552 1.779 1.702 1.482 1.530 1.424 1.454
(0.016) (0.013) (0.017) (0.019) (0.018) (0.020) (0.018)
15
1.698 1.854 1.800 1.643 1.643 1.599 1.606
(0.013) (0.010) (0.011) (0.011) (0.012) (0.014) (0.014)
20
1.770 1.914 1.880 1.712 1.722 1.672 1.681
(0.010) (0.006) (0.008) (0.011) (0.010) (0.012) (0.011)
II
10
1.427 1.617 1.445 1.439 1.424 1.410 1.424
(0.006) (0.014) (0.007) (0.005) (0.007) (0.008) (0.006)
15
1.494 1.916 1.526 1.501 1.480 1.467 1.470
(0.005) (0.007) (0.007) (0.005) (0.005) (0.005) (0.005)
20
1.521 1.947 1.584 1.538 1.511 1.505 1.503
(0.005) (0.004) (0.007) (0.006) (0.005) (0.005) (0.006)
III
10
1.331 1.487 1.383 1.335 1.306 1.266 1.299
(0.013) ( 0.011) (0.009) (0.013) (0.016) (0.016) (0.017)
15
1.413 1.843 1.429 1.420 1.360 1.331 1.378
(0.008) (0.012) (0.007) (0.008) (0.011) (0.014) (0.009)
20
1.452 1.924 1.485 1.458 1.416 1.408 1.419
(0.006) (0.006) (0.006) (0.007) (0.008) (0.008) (0.007)
Table 1: Results for linear sufficient dimension reduction with different p. The average of
∆ in (13) and its standard error (in parenthesis) are reported based on 100 repetitions.
the squared sample distance correlation (Sze´kely, Rizzo and Bakirov, 2007)
between Y and Bˆ⊤λX is maximized. We refer to this method as DC-PALS.
First, we set X ∼ N(0,Σ), where the element in the ith row and jth
column of Σ is σi,j = 0.5
|i−j| for i, j = 1, . . . , p. We fix n = 100, and consider
p = 10, 15, 20. The results based on 100 repetitions are summarized in Table
1. We report the average of ∆ in (13) and include its standard error in the
parenthesis. We see that PALS with fixed λ leads to the best result across all
three models. PSVM is not as good as classical method such as SIR in model
III, where heteroscedasticity is present. PQR is very competitive in models
II and III, but is not as good as PSVM and PALS in model I. Furthermore,
DC-PALS with variable λ has the second best overall performance, and it
is only slightly worse than PALS with fixed λ. As p increases, all methods
deteriorate, while PALS and DC-PALS maintain their advantage over the
other methods.
Next, we fix n = 100, p = 10, and consider three cases for the distribution
of X: case (i), X ∼ N(0, Ip); case (ii), X ∼ N(0,Σ) with σi,j = 0.5|i−j|; and
case (iii), Xj ∼ Uniform(−1, 1), j = 1, . . . , p, where the components of X
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model case SIR SAVE DR PSVM PQR PALS DC-PALS
I
(i)
1.480 1.751 1.642 1.370 1.433 1.283 1.316
(0.019) (0.014) (0.017) (0.023) (0.018) (0.021) (0.022)
(ii)
1.552 1.779 1.702 1.482 1.530 1.424 1.454
(0.016) (0.013) (0.017) (0.019) (0.018) (0.020) (0.018)
(iii)
1.686 1.759 1.739 1.627 1.623 1.613 1.620
(0.015) (0.013) (0.014) (0.015) (0.013) (0.014) (0.013)
II
(i)
1.383 1.565 1.364 1.361 1.358 1.350 1.357
(0.009) (0.019) (0.012) (0.011) (0.012) (0.012) (0.012)
(ii)
1.427 1.617 1.445 1.439 1.424 1.410 1.424
(0.006) (0.014) (0.007) (0.005) (0.007) (0.008) (0.006)
(iii)
1.404 1.747 1.447 1.402 1.400 1.394 1.393
(0.012) (0.016) (0.014) (0.013) (0.010) (0.012) (0.012)
III
(i)
1.355 1.451 1.360 1.330 1.261 1.203 1.264
(0.010) (0.014) (0.011) (0.012) (0.016) (0.017) (0.016)
(ii)
1.331 1.487 1.383 1.335 1.306 1.266 1.299
(0.013) (0.011) (0.009) (0.013) (0.016) (0.016) (0.017)
(iii)
1.384 1.581 1.391 1.365 1.358 1.355 1.344
(0.009) (0.016) (0.008) (0.012) (0.010) (0.012) (0.012)
Table 2: Results for linear sufficient dimension reduction with different predictor distribu-
tion. The average of ∆ in (13) and its standard error (in parenthesis) are reported based
on 100 repetitions.
are independent. The linear conditional mean assumption holds for cases
(i) and (ii), and is no longer satisfied for case (iii). The results based on
100 repetitions are summarized in Table 2. Compared to PALS, PQR does
not work as well for model I, and PSVM is significantly worse for model III
when X is normal. For cases (i) and (ii), all the estimators become worse
when the correlation between the normal predictors increase. For cases (i)
and (iii) with uncorrelated predictors, we see that all the methods become
worse when the linear conditional mean assumption is violated. PALS and
DC-PALS again have the best overall performances.
Last but not least, we list the computation time of 100 repetitions in
Table 3 for PSVM, PQR and PALS when we fix λ = 1 and n = 100. We
only report the results for model III. The other two models lead to similar
results and are omitted. We see that the computation time generally increases
when p increases, although the increase does not seem to be significant. The
predictor distribution does not seem to affect the computation time. PSVM
costs the least computation time among all three methods. Although not as
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model case p PSVM PQR PALS
III
(i)
10 3.98 20.91 5.46
15 4.34 21.58 5.66
20 4.81 20.79 5.91
(ii)
10 3.86 20.88 5.57
15 4.36 21.25 5.62
20 4.85 21.57 5.88
(iii)
10 3.80 20.89 5.40
15 4.34 21.10 5.57
20 4.84 22.09 5.70
Table 3: Computation time in seconds for 100 repetitions with λ = 1.
fast as PSVM, PALS is almost four times faster than PQR across all settings.
5.2. Nonlinear sufficient dimension reduction
For nonlinear sufficient dimension reduction, we consider the following
models:
IV: Y =
√
ϕ1(X) log
{√
ϕ1(X)
}
+ 0.5ε;
V: Y = ϕ21(X) + 0.5ϕ2(X)ε,
where X ∼ N(0, Ip), ϕ1(X) =
√
X21 +X
2
2 , ϕ2(X) = sin(X2), ε ∼ N(0, 0.2),
and ε is independent of X. Denote ϕ(X) as the basis for nonlinear sufficient
dimension reduction such that Y |=X|ϕ(X). Then ϕ(X) = ϕ1(X) for model
IV, and ϕ(X) = {ϕ1(X), ϕ2(X)} for model V.
We denote our proposal in Section 4 as kernel PALS (kPALS), and we
compare it with kernel SIR (kSIR) (Wu, 2008), kernel PSVM (kPSVM) (Li,
Artemiou and Li, 2011), and kernel PQR (kPQR) (Wang, Shin and Wu,
2018). For estimator ϕˆ(X), we measure its performance by the squared
sample distance correlation between ϕ(X) and ϕˆ(X) as
Υ = dCor2 {ϕ(X), ϕˆ(X)} . (14)
Larger values of Υ mean better estimation. Similar to PSVM, PQR and
PALS for linear sufficient dimension reduction, their kernel counterparts
require a choice of λ. See, for example, λ for kPALS in (11). For λ =
10
model n kSIR kPSVM kPQR kPALS DC-kPALS
IV
100
0.523 0.742 0.750 0.750 0.750
(0.016) (0.004) (0.004) (0.004) (0.004)
150
0.616 0.749 0.762 0.763 0.763
(0.014) (0.003) (0.003) (0.003) (0.003)
200
0.678 0.756 0.770 0.772 0.772
(0.010) (0.003) (0.003) (0.003) (0.003)
V
100
0.496 0.578 0.583 0.605 0.599
(0.008) (0.003) (0.004) (0.004) (0.003)
150
0.537 0.580 0.581 0.606 0.602
(0.005) (0.003) (0.003) (0.003) (0.003)
200
0.554 0.579 0.582 0.605 0.598
(0.004) (0.002) (0.003) (0.002) (0.002)
Table 4: Results for nonlinear sufficient dimension reduction with different n. The average
of Υ in (14) and its standard error (in parenthesis) are reported based on 100 repetitions.
0.1, 1, 10, 100, we report the results based on the best λ. Parallel to DC-
PALS, we also include DC-kPALS, where λ is chosen such that the squared
sample distance correlation between ϕˆλ(X) and Y is maximized. We fix
p = 10 and set n = 100, 150, 200. From Table 4, we see that kPALS has the
best performance, and DC-kPALS is a close second. All methods improve as
n increases for model IV, and only kSIR improves as n increases for model V.
Together with previous simulation studies, we conclude that distance corre-
lation can be a useful tool to select λ for PALS in both linear and nonlinear
sufficient dimension reduction.
6. Real data analysis of the Boston housing data
We consider Boston housing data for the real data analysis. The data
is originally studied in Harrison and Rubinfeld (1978). After removing a
categorical variable and excluding the cases where the census tract bounds
the Charles river, we end up with 12 predictors and 471 observations. The
response is the median value of owner-occupied homes in each census tract.
For a complete list of the predictors, one can refer to Table 5 of Wang, Shin
and Wu (2018). As suggested by Wang, Shin and Wu (2018), we set the
structural dimension to be d = 1 and denote the estimator as βˆ. We apply
PSVM, PQR and PALS to this data set, and report the squared sample
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λ = 0.1 λ = 1 λ = 10 λ = 100
PSVM 0.831 0.812 0.721 0.711
PQR 0.866 0.864 0.864 0.864
PALS 0.863 0.863 0.863 0.864
Table 5: The squared sample distance correlation between Y and βˆ⊤X for the Boston
housing data.
distance correlation between Y and βˆ⊤X for different λ. From Table 5, we
see that PQR and PALS perform similarly, and both are better than PSVM.
Furthermore, PQR and PALS are less sensitive to the choice of λ than PSVM.
7. Conclusion
We propose PALS for linear and nonlinear sufficient dimension reduction
in this paper. Our proposed method is very competitive with existing meth-
ods in the literature. On one hand, our proposal enjoys better estimation
accuracy than SIR and PSVM, especially in the presence of heteroscedas-
ticity. On the other hand, our proposal is computationally more efficient
compared to PQR. Unlike PSVM where the response is dichotomized, both
PQR and PALS deal with continuous response directly. We develop new tools
for the asymptotic analysis of PALS. Specifically, Lemma 3 of Li, Artemiou
and Li (2011) provides a tool to compute the derivative of an expectation
of a non-Lipschitz function, and Theorem 3 of Wang, Shin and Wu (2018)
applied this Lemma directly without considering the continuous support of
the response in PQR. This limitation is addressed in Lemma 1 and Theorem
5 of the Appendix, where Lemma 3 of Li, Artemiou and Li (2011) is adapted
for continuous response.
We consider a fixed set of expectile levels in this paper. Although our
experience indicates that the performance of PALS is not sensitive to the
choice of expectile levels, choosing an optimal set of expectile levels is worth
further investigation. Kim, Wu and Shin (2019) develop quantile-slicing for
sufficient dimension reduction, and expectile-slicing for sufficient dimension
reduction may be an interesting research direction.
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Appendix A
Proof of Theorem 1. We assume without loss of generality that E(X) = 0.
Note that Var(β⊤X) = β⊤Σβ. Then (2) becomes
Lτ(α,β) = Var(β
⊤X) + λE{ρτ(Y − α− β⊤X)}. (15)
The first term on the right hand side of (15) satisfies
Var(β⊤X) ≥ Var{E(β⊤X|B⊤X)}. (16)
The second term on the right hand side of (15) satisfies
E{ρτ(Y − α− β⊤X)} = E[E{ρτ(Y − α− β⊤X)|B⊤X, Y }]
≥ E[ρτ{E(Y − α− β⊤X)|B⊤X, Y }]
= E[ρτ{Y − α− E(β⊤X|B⊤X)}],
(17)
where the inequlality is due to the convexity of ρτ, and the last equality is
due to the conditional independence (1). The assumption that E(X|B⊤X)
is linear in B⊤X implies that
E(X|B⊤X) = Σ(B⊤ΣB)−1B⊤X. (18)
(15), (16), (17) and (18) together imply that
Lτ(α,β) ≥ Lτ(α, β˜) with β˜ = B(B⊤ΣB)−1Σβ.
Thus the minimizer β0,τ must satisfy β0,τ = B(B
⊤ΣB)−1Σβ0,τ ∈ span(B) =
SY |X. 
Proof of Corollary 1. The proof follows directly from Theorem 1 and is
omitted. 
Proof of Theorem 2. Denote ξ+ = (ξ1+, . . . , ξn+)
⊤, ξ
−
= (ξ1−, . . . , ξn−)
⊤,
u = (u1, . . . , un)
⊤, v = (v1, . . . , vn)
⊤, a = (a1, . . . , an)
⊤, and η = (η1, . . . , ηn)
⊤.
Denote L∗(α, θ, ξ+, ξ−,u, v,a,η) as the Lagrangian of the primal optimiza-
tion problem (6) and abbreviate it as L∗. Then we have
L∗ = θ⊤θ + λ˜τ
n∑
i=1
ξ2i+ + λ˜(1− τ)
n∑
i=1
ξ2i− −
n∑
i=1
uiξi+ −
n∑
i=1
viξi−
+
n∑
i=1
ai(Yi − α− θ⊤Zi − ξi+) +
n∑
i=1
ηi(−Yi + α + θ⊤Zi − ξi−),
(19)
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where ui ≥ 0, vi ≥ 0, ai ≥ 0, and ηi ≥ 0 for all i. Take partial derivatives of
(19) and set them to be zero. We get


∂L∗/∂θ = 2θ −∑ni=1(ai − ηi)Zi = 0
∂L∗/∂α =
∑n
i=1(ηi − ai) = 0
∂L∗/∂ξi+ = 2λ˜τξi+ − ui − ai = 0
∂L∗/∂ξi− = 2λ˜(1− τ)ξi− − vi − ηi = 0
(20)
Assume ui > 0 for a particular i. The Karush Kuhn Tucker (KKT) conditions
state that uiξi+ = 0 for all i. Then we must have ξi+ = 0 from KKT. On
the other hand, we have ξi+ = (ui + ai)/(2λ˜τ) from the third equation of
(20), which leads to ξi+ > 0 because ui > 0, ai ≥ 0, λ˜ > 0 and τ > 0. This
contradiction guarantees that ui = 0 for all i. Thus we have
ξi+ =
ai
2λ˜τ
for all i. (21)
Similarly, from the fourth equation of (20) and the KKT condition, we have
vi = 0 for all i and
ξi− =
ηi
2λ˜(1− τ) for all i. (22)
Furthermore, the first equation of (20) leads to
θ =
1
2
n∑
i=1
(ai − ηi)Zi (23)
By complementary slackness, we have
uiξi+ = 0, ai(Yi − α− θ⊤Zi − ξi+) = 0,
viξi− = 0, ηi(−Yi + α + θ⊤Zi − ξi−) = 0 for all i.
(24)
Plug (21), (22), (23) and (24) into (19), and we get the objective function
in the dual optimization problem (7). The constraints for the dual problem
are ai ≥ 0 and ηi ≥ 0 for all i. The second equation of (20) leads to the
constraint that ai = ηi for all i. Equation (23) leads to (8), which connects
the solution of the dual problem to the primal problem. 
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Appendix B
We provide the proof of Theorem 3 in this section. The following no-
tations are needed. Without loss of generality, assume E(X) = 0. Denote
Ξ = (X⊤, Y )⊤, X˜ = (1,X⊤)⊤ and β˜ = (α,β⊤)⊤. Let Σ˜ ∈ R(p+1)×(p+1) be a
block diagonal matrix such that the block diagonal elements of Σ˜ are 0 and
Σ. Then Lτ(α,β) in (2) becomes E{ℓτ(β˜,Ξ)}, where
ℓτ(β˜,Ξ) = β˜
⊤Σ˜β˜ + λρτ(Y − β˜⊤X˜). (25)
Let Dβ˜ be the (p + 1)-dimensional column vector of differential operators
(∂/∂α, ∂/∂β1, . . . , ∂/∂βp)
⊤. The next result gives the gradient ofE{ℓτ(β˜,Ξ)}.
Theorem 4. Suppose for any y, the distribution of X|Y = y is dominated
by the Lebesgue measure, E(Y 2) <∞ and E(‖X‖2) <∞. Then
Dβ˜E{ℓτ(β˜,Ξ)} = (0, 2β⊤Σ)⊤ − 2λE{τξ+X˜− (τξ + ξ−)I(ξ < 0)X˜}, (26)
where ξ = Y − β˜⊤X˜, ξ+ = max(ξ, 0), ξ− = max(−ξ, 0), and I(·) is the
indicator function.
Proof. Denote ℓ∗
τ
(β˜,Ξ) = ρτ(Y − β˜⊤X˜). It is easy to check that
ℓ∗
τ
(β˜,Ξ) = τξ2+ + (1− τ)ξ2−. (27)
Note that Dβ˜ξ+ = −{1 − I(ξ < 0)}X˜. It follows that
Dβ˜ξ
2
+ = −2ξ+{1− I(ξ < 0)}X˜. (28)
Similarly from Dβ˜ξ− = I(ξ < 0)X˜, we have
Dβ˜ξ
2
− = 2ξ−I(ξ < 0)X˜. (29)
Plug (28) and (29) into (27). After taking derivatives, we get
Dβ˜ℓ
∗
τ
(β˜,Ξ) = −2τξ+{1− I(ξ < 0)}X˜+ 2(1− τ)ξ−I(ξ < 0)X˜
= −2τξ+X˜+ 2τ(ξ+ − ξ−)I(ξ < 0)X˜+ 2ξ−I(ξ < 0)X˜
= −2τξ+X˜+ 2(τξ + ξ−)I(ξ < 0)X˜.
(30)
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(30) and (25) together imply that
E{Dβ˜ℓτ(β˜,Ξ)} = (0, 2β⊤Σ)⊤ − 2λE{τξ+X˜− (τξ + ξ−)I(ξ < 0)X˜}. (31)
Let Θ be the support of β˜. For β˜1 = (α1,β
⊤
1 )
⊤ ∈ Θ and β˜2 = (α2,β⊤2 )⊤ ∈
Θ, we have
ℓ∗
τ
(β˜1,Ξ)− ℓ∗τ(β˜2,Ξ) = τ{(Y − β˜⊤1 X˜)2+ − (Y − β˜⊤2 X˜)2+}
+ (1− τ){(β˜⊤1 X˜− Y )2+ − (β˜⊤2 X˜− Y )2+}.
(32)
Note that u+ − v+ ≤ |u− v| and u+ + v+ ≤ |u|+ |v|. Then
(Y − β˜⊤1 X˜)2+ − (Y − β˜⊤2 X˜)2+ ≤ |(β˜1 − β˜2)⊤X˜|(|Y − β˜⊤1 X˜|+ |Y − β˜⊤2 X˜|)
≤ (1 + ‖X2‖)1/2(|Y − β˜⊤1 X˜|+ |Y − β˜⊤2 X˜|)‖β˜1 − β˜2‖ < c‖β˜1 − β˜2‖
for some constant c <∞. The last inequality is due to the assumption that
E(Y 2) < ∞ and E(‖X‖2) < ∞. Thus the first term on the right hand side
of (32) satisfies the Lipschitz condition with respect to β˜. Similarly, one can
show the second term on the right hand side of (32) also satisfies the Lipschitz
condition. Together, we know ℓτ(β˜,Ξ) satisfies the Lipschitz condition with
respect to β˜. From Lemma 2 of Li, Artemiou and Li (2011), we have
Dβ˜E{ℓτ(β˜,Ξ)} = E{Dβ˜ℓτ(β˜,Ξ)}. (33)
(31) and (33) together lead to the desired result. 
The next lemma is used to compute the derivative of an expectation
of a non-Lipschitz function. Let Dǫ=0 denote the operation of first taking
derivative with respect to ǫ and then evaluating the derivative at ǫ = 0.
Lemma 1. Suppose U , V and W are random variables, and h(u, v, w) is a
measurable Rk-valued function. Suppose, moreover,
1. the joint distribution of (U, V,W ) is dominated by the Lebesgue mea-
sure;
2. for any (v, w), the function u 7→ h(u, v, w)fU |V,W (u|v, w) is continuous,
where fU |V,W denotes the conditional density of U given (V,W );
3. for each component hi(u, v, w) of h(u, v, w), there is a function ci(v, w) ≥
0 such that
hi(u, v, w)fU |V,W (u|v, w) ≤ ci(v, w) and E{ci(V,W )} <∞.
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Then, for any constant a, the function
ǫ 7→ E{h(U, V,W )I(W + U + ǫV < a+ ǫη)}
is differentiable at ǫ = 0 with derivative
Dǫ=0E{h(U, V,W )I(W + U + ǫV < a + ǫη)}
= EW [fU |W (a−W |W )EV {(η − V )hi(a−W,V,W )|U = a−W,W}],
(34)
where E(·) is with respect to the joint distribution of (U, V,W ), EW (·) is with
respect to the marginal distribution of W , and EV (·|U = a −W,W ) is with
respect to the conditional distribution fV |U,W (v|a− w,w).
Proof. By the mean value theorem and assumptions 2 and 3, there is a
δ ∈ (0, ǫ) such that∣∣∣∣∣ǫ−1
∫ a−w+ǫ(η−v)
a−w
hi(u, v, w)fU |V,W (u|v, w)du
∣∣∣∣∣
= |hi(a− w + δ(η − v), v, w)fU |V,W(a− w + δ(η − v)|v, w)| ≤ ci(v, w)
By the dominated convergence theorem, we have
lim
ǫ→0
∫ ∫ {
ǫ−1
∫ a−w+ǫ(η−v)
a−w
hi(u, v, w)fU |V,W(u|v, w)du
}
fV,W (v, w)dvdw
=
∫ ∫
lim
ǫ→0
{
ǫ−1
∫ a−w+ǫ(η−v)
a−w
hi(u, v, w)fU |V,W (u|v, w)du
}
fV,W (v, w)dvdw
=
∫ ∫
(η − v)hi(a− w, v, w)fU |V,W (a− w|v, w)fV,W (v, w)dvdw
=
∫ {
fW (w)fU |W (a− w|w)
∫
(η − v)hi(a− w, v, w)fV |U,W (v|a− w,w)dv
}
dw
= EW [fU |W (a−W |W )EV {(η − V )hi(a−W,V,W )|U = a−W,W}].
Here fV |U,W and fU |W are conditional density functions, and fW denotes the
marginal density of W . 
We now present the hessian matrix of the PALS objective function (2) in
the next Theorem.
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Theorem 5. Suppose X has a convex and open support and its conditional
distribution given Y = y for any y ∈ R is dominated by the Lebesgue measure.
Suppose, moreover,
1. for any linearly independent β, δ ∈ Rp and any y ∈ R, the following
function is continuous
u 7→ E{X˜(τξ + ξ−)| − β⊤X = u, δ⊤X = v, Y = y}f−β⊤X|δ⊤X,Y (u|v, y);
2. for any i = 1, . . . , p and any y ∈ R, there is a nonnegative function
ci(v, y) with E{ci(V, Y )} <∞ such that
E{Xi(τξ+ξ−)|−β⊤X = u, δ⊤X = v, Y = y}f−β⊤X|δ⊤X,Y (u|v, y) ≤ ci(v, y);
3. there is a nonnegative function c0(v, y) with E{c0(V, Y )} < ∞ such
that
f−β⊤X|δ⊤X,Y (u|v, y) ≤ c0(v, y).
Then the function β˜ 7→ Dβ˜E{ℓτ(β˜,Ξ)} is differential in all directions with
derivative matrix
Hτ =2diag(0,Σ) + 2λτE[{1− I(ξ < 0)}X˜X˜⊤]
+ 2λEY [f−β⊤X|Y (α− Y |Y )EX{(τξ + ξ−)X˜X˜⊤| − β⊤X = α− Y, Y }],
where E(·) is with respect to the joint distribution of (X, Y ), EY (·) is with
respect to the marginal distribution of Y , and EX(·|−β⊤X = α−Y, Y ) is with
respect to the conditional distribution fX|−β⊤X,Y (x|α− y, y). Furthermore, if
the function β˜ 7→ τE[{1− I(ξ < 0)}X˜X˜⊤] +EY [f−β⊤X|Y (α−Y |Y )EX{(τξ+
ξ−)X˜X˜
⊤| − β⊤X = α− Y, Y }] is continuous, then Dβ˜E{ℓτ(β˜,Ξ)} is jointly
differentiable with respect to β˜.
Proof. Recall that ξ = Y −β⊤X−α and ξ− = max(−ξ, 0). First, we verify
the directional differentiability of the function β˜ 7→ E{(τξ + ξ−)I(ξ < 0)X˜}.
For δ ∈ Rp and η ∈ R, the directional derivative along (η, δ⊤)⊤ is the
derivative of the following function with respect to ǫ at ǫ = 0,
E{X˜(τξ + ξ−)I(Y − β⊤X− α + ǫδ⊤X < ǫη)}
= E[E{X˜(τξ + ξ−)|Y,β⊤X, δ⊤X}I(Y − β⊤X+ ǫδ⊤X < α + ǫη)]
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Let W = Y , U = −β⊤X, V = δ⊤X, h(U, V,W ) = E{X˜(τξ + ξ−)|U, V,W},
and a = α. By (34) in Lemma 1, the derivative above is
EY [f−β⊤X|Y (α− Y |Y )Eδ⊤X{X˜(τξ + ξ−)(η − δ⊤X)| − β⊤X = α− Y, Y }].
Since this holds for all (η, δ⊤)⊤, the function β˜ 7→ E{(τξ+ ξ−)I(ξ < 0)X˜} is
directionally differentiable with derivative matrix
EY [f−β⊤X|Y (α− Y |Y )EX{(τξ + ξ−)X˜X˜⊤| − β⊤X = α− Y, Y }]. (35)
On the other hand, it is easy to see
Dβ˜(0,β
⊤Σ)⊤ = diag(0,Σ) (36)
and
Dβ˜E(ξ+X˜) = −E[{1− I(ξ < 0)}X˜X˜⊤]. (37)
Plug (35), (36) and (37) into (26), and we get the desired result. 
Let β˜0,τ = (α0,τ,β
⊤
0,τ)
⊤ from minimizing Lτ(α,β) in (2). Let
ˆ˜
β0,τ =
(αˆ0,τ, βˆ
⊤
0,τ)
⊤ from minimizing Lˆτ(α,β) in (4). The next result gives the in-
fluence function of PALS. Its proof follows Theorem 5.23 of Van der Vaart
(2000), and is thus omitted.
Theorem 6. If the conditions in Theorem 4 and Theorem 5 are satisfied,
then
ˆ˜
β0,τ =β˜0,τ −H−10,τ{(0, 2β⊤0,τΣ)⊤ − 2λτEn(ξ+0,τX˜)
+ 2λEn{X˜(τξ0,τ + ξ−0,τ)I(ξ0,τ < 0)}+ oP (n−1/2),
where ξ0,τ = Y − β˜⊤0,τX˜, ξ+0,τ = max(ξ0,τ, 0), ξ−0,τ = max(−ξ0,τ, 0), En(·) is
with respect to the empirical distribution of (X, Y ), and
H0,τ = 2diag(0,Σ) + 2λτE[{1− I(ξ0,τ < 0)}X˜X˜⊤]
+ 2λEY [f−β⊤
0,τX|Y
(α− Y |Y )EX{(τξ0,τ + ξ−0,τ)X˜X˜⊤| − β⊤0,τX = α− Y, Y }].
Proof of Theorem 3. Consider 0 < τ1 < . . . < τK < 1. For any k =
1, . . . , K, let Fk be the last p rows of H
−1
0,τk
. Denote
sk(β˜0,τk ,Ξ) = Fk{(0, 2β⊤0,τkΣ)⊤ − 2λτkξ+0,τkX˜+ 2λX˜(τkξ0,τk + ξ−0,τk)I(ξ0,τk < 0),
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For a matrix A ∈ Rr1×r2, let Kr1,r2 ∈ Rr1r2×r1r2 be the commutation matrix
defined by the relation Kr1,r2Vec(A) = Vec(A
⊤). Define Ω1 = Ip2 +Kp,p,
Ω2 =
K∑
k=1
K∑
t=1
(β0,τkβ
⊤
0,τt)⊗ E{sk(β˜0,τk ,Ξ)s⊤t (β˜0,τt ,Ξ)},
and Ω = Ω1Ω2Ω1. The result then follows from Theorem 6 above and
Theorem 7 in Li, Artemiou and Li (2011). 
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