Abstract. Using punctual gluing of t-structures, we construct an analogue of S. Morel's weight truncation functors (for certain weight profiles) in the setting of motivic sheaves. As an application we construct a canonical motivic analogue of the intersection complex for an arbitrary threefold over any field k. We are also able to recover certain invariants of singularities motivically.
1. Introduction 1.1. In the conjectural picture of Beilinson [Bei87] one should be able to construct an abelian category of mixed motivic sheaves over any scheme X, related through the formalism of Grothendieck's six operations, and such that the relation with algebraic cycle homology theories is as expected. By work of F. Morel and Voevodsky [MV99] , Jardine [Jar00] , Ayoub [Ayo07a, Ayo07b] , CisinskiDeglise [CD09] and others, one has a tensor triangulated category which acts as the derived category of the abelian category of motivic sheaves, is equipped with the Grothendieck's six functors (we work with Q-coefficients throughout), and has the correct relationship with the algebraic cycle homology theories. We denote this category as DM (X) (for our purposes this can be the category of etale motivic sheaves without transfer, DA(X, Q) of Ayoub [AZ12, 2.1] or Beilinson motives, DM B,c (X, Q) of Cisinski-Deglise [CD09] ). Then the Beilinson's conjectures reduce to the problem of constructing an appropriate t-structure on this triangulated category, whose heart is the abelian category of mixed motivic sheaves.
While this appears beyond reach at the moment, various other structures on the realizations have been lifted to this setting of triangulated categories. For example, Bondarko formalizes the notion of weight structures in [Bon10] and they lift to the relative setting due to [Héb11] or [Bon14] . In the setting of any mixed realization (in the sense of, say, [Sai06] ), the (perverse) t-structure and the weight structure can be used to construct a novel t-structure due to S. Morel [Mor08,  §3] (degenerate, with trivial core, also a weight structure). Given that the weight structures on DM (X) have already been constructed, a full construction of the analogue of Morel's t-structures on DM (X) would be a significant progress towards construction of the motivic t-structure. This article is motivated by the pursuit to construct analogue of certain specific Morel's tstructures in the setting of triangulated category of motivic sheaves. More precisely, we would work with the mild generalizations of Morel's t-structures constructed in [NV15] which are actually more useful in practice. While the construction cannot be made on all of DM (X) or for arbitrary choice of weights, the limited construction is good enough to have several interesting applications.
1.2. Let us fix k to be a finite field and l char(k). For any scheme X/k of finite type, we work with the triangulated category of mixed complexes of l-adic sheaves over X, D b (X) = D b m (X, Q l ), as the realization category of the triangulated category of motivic sheaves. Similar constructions would hold for k = C with D b (X) the derived category of mixed Hodge modules of Saito [Sai89, Sai90] or k a number field with D b (X) being the mixed category of S. Morel [Mor11] .
Let X/k a variety over k. In [NV15, §3.1] one defines mild generalizations of Morel's t-structures [Mor08, §3] -for any monotone step function D : {0, ..., dim X} → Z (that is D is monotone, and |D(r) − D(r − 1)| ≤ 1), we get a t-structure ( w D ≤D (X), w D >D (X)) on D b (X). Here D is to be thought of as a "weight profile", and A ∈ w D ≤D (X) is characterized by the fact that for all sufficiently fine stratifications X = ⊔ i S i , A| S i is lisse whose cohomology sheaves, H j (A| S i ), are local systems and (weight of H j (A| S i )) ≤ (D(dim S i ) − dim S i ) for all j and all i.
Let Id denote the identity function. Of these D, those satisfying Id ≤ D ≤ dim X are the most interesting ones. For any such D we get a distinguished complex of sheaves in D b (X), denoted as EC D X := w ≤D IC X , where w ≤D is the truncation for the negative part of the t-structure above and IC X is the intersection complex of X. Then these complexes can be thought of as approximations to IC X -for D = dim X we have a natural identification EC dim X X IC X (see [Mor08, 3.1.4 
]).
Our main result then is to construct a motivic analogue for this t-structure for specific D on appropriate subcategories of DM (X). These subcategories will be large enough to recover the motivic analogue of EC D X , denoted here as EM D X . More specifically: Theorem. Let k be arbitrary and X/k a scheme of finite type.
• (See 3.3.4, 4.1.5) Let D ∈ {Id, Id +1}. Then there is a t-structure on DM coh (X) ⊂ DM (X) corresponding to D, denoted as ( w DM ≤D (X), w DM >D (X)). This allows us to construct the motive EM D X ∈ w DM ≤D (X) ⊂ DM coh (X).
• (See 3.3.8, 4.2.2) Let dim X ≤ 3. Then there is a t-structure on DM coh 3,dom (X) ⊂ DM coh (X) corresponding to F = {3 → 3, 2 → 3, 1 → 2, 0 → 2}, denoted as ( w DM ≤F (X), w DM >F (X)), on DM coh 3,dom (X). This allows us to construct the motive EM F X ∈ w DM ≤F (X) ⊂ DM coh 3,dom (X). Here DM coh (X) is the category of cohomological motives, dual of effective motives, and the subcategory DM coh 3,dom (X) ⊂ DM coh (X) is obtained by imposing additional restrictions on dimensions (see 3.1.1 for definitions).
While EM D
X are interesting objects by themselves, in special cases they would also recover the motivic analogue of IC X . For example this happens for dim X = 3 and D = F , and leads to our main application:
Theorem (See 4.2.7). Let X be any variety with dim X = 3. and assume the situation in the previous proposition (that is, assume the existence of good realization functors). Then the object EM F X ∈ DM (X) satisfies:
IC X . In particular, IM X := EM F X is the motivic analogue of the intersection complex. Due to Ivorra [Ivo07] such realization functors are known for k finite. Note that for k = C this construction also follows from [MSS12] , however unlike their construction, even over C our construction is canonical enough to admit actions from correspondences on any open U ⊂ X. This is useful, for example, in the case of Shimura threefolds, where it allows one to lift Hecke actions to IC X .
1.4. Wildeshaus gives an internal characterization of intersection complex in the motivic settings in [Wil12a, Definition 2.10] (which is a slightly weaker notion than the proposed definition in [Wil12b] but exists unconditionally in more cases, for example, the Baily-Borel compactification of an arbitrary Shimura variety). However under this definition, IM X , even if it exists, is characterized only up to an isomorphism. On the other hand, EM D X as constructed here are unique up to a unique isomorphism. Nevertheless, they bear the correct relationship with motivic intersection complex for D = Id, Id +1:
Theorem (See 4.1.7). Let k be a field, and let X/k an algebraic variety. Let [Wil12a] ).
Presently it is a limitation of our approach that this comparison is not applicable for D = F . In particular, presently we cannot show that the motivic intersection complex as constructed here satisfies the internal characterization of Wildeshaus. At the very least, it should be possible to show that the motivic intersection complex here gives rise to a Chow motive (that is, is of weight 0 in the sense of Bondarko [Bon10] ), however this would require a more careful calibration of our approach and is left for a future work. In particular the truncation on the right -which should be thought of as a piece of the motive of the resolution Y of X -is independent of the chosen resolution.
One can also show that w ≤D for D = Id, Id +1 factors through "birational motives" (see 4.1.2). Then the methods here can be used to construct motivic analogues of several (cohomological) invariants of singularities occurring in literature. For example, one can construct the motivic analogue of boundary complexes of [Pay13] , or show that the motivic H 1 (−) of any fiber is independent of resolutions, see 4.1.3, 4.1.4 for details.
1.6. At the heart of this article is the notion of punctual gluing of t-structures [Vai17] which, under certain conditions, allows one to construct a t-structure on (the triangulated category of motives on) X, given a t-structure at (the triangulated category of motives on) each Zariski point x ∈ X. Thus, in presence of punctual gluing, the construction of Morel's t-structure on a base X reduces to analogous constructions over Spec k, for k any field. This can be further reduced to the situation when k is perfect using separatedness and continuity. We briefly motivate the constructions in this setting below.
Let us work in the settings of realizations as before. Assume π : Y → Spec k is smooth, proper. Then H i (Y ) = R i π * Q Y is pure of weight i. Therefore we have:
that is Morel's characterization in terms of weights is reduced to a characterization in terms of degrees. We also have an identification, using decomposition theorem (since Y is smooth, proper):
Motivically, one expects a Chow-Kunneth decomposition (see Murre's conjecture A, [Mur93, 1.4]) on the motive of Y in the category of Chow motives CHM (k), which corresponds to the piece H j (Y )[−j]. While the full Chow-Kunneth decomposition is not known, one knows motivic H 0 (X) and H 1 (X) for arbitrary varieties and motivic H 2 (X) for surfaces. Therefore it is possible to construct motivic analogue of w ≤i Rπ * Q Y = τ ≤i Rπ * Q Y for i = 0, 1 and Y arbitrary smooth proper, or even i = 2 and Y smooth proper with dim Y ≤ 2. There is an embedding of Chow motives CHM (k) into triangulated category of motives DM (k) for k perfect, and hence this truncation can be realized in DM (k).
Let us assume i = 0 or i = 1. Then the motive w ≤i π * 1 Y can be defined by what we saw above. By an explicit version of Brown representability 2.1.7, we will extend this truncation to the full subcategory finitely generated by motives of the form π * 1 Y , the category of cohomological motives DM coh (k). The technical input for this extension is the explicit computations of motivic cohomology H p,q M (X) for q = 0, 1 which are well known. While DM coh (k) is not the full category DM (k), it does satisfy the formalism of gluing. Therefore using punctual gluing we get a t-structure on DM coh (X) corresponding to the weight profile D = Id +i.
If i = 2, we have to additionally restrict the dimensions of Y that occur. Furthermore, to accommodate formalism of gluing (Grothendieck's four functors in particular), one needs to allow arbitrary negative Tate twists of π * 1 Y as well. Then we have:
and hence can also be constructed motivically by what we discussed above. This allows us to extend the t-structure to a subcategory DM coh 2 (k) ⊂ DM coh (k) (see 3.1.1 for precise definition) -the additional relations on motivic cohomology required for this extension are also well known. Then, by punctual gluing, we get the t-structure corresponding to weight profile F (on an appropriate subcategory restricted by dimensions, DM coh 3,dom (X) ⊂ DM coh (X)), as required. Finally one notes that the categories DM coh (X) and DM coh 3,dom (X) contain the object j * 1 U for j : U ֒→ X an immersion onto an open dense subset, U regular. Then the relation EM D X = w ≤D j * 1 U , for D ∈ {Id, Id +1, F } is formal and does not depend on choices.
1.7. Outline. Section 2 contains mostly independent subsections which are preliminaries -most of them are already well known or implicit in the literature. Section 2.1 defines a t-structures beginning with truncation of generators, while section 2.2 recalls how to glue t-structures in the presence of continuity ("punctual gluing"). Section 2.3 recalls Chow motives and mostly serves as a matter of fixing notations. Section 2.4 recalls Murre's projectors which are the key technical input in our construction. Section 2.5 recalls some facts from geometry (Stein factorization, deJong's alterations) which are useful for us. Section 2.6 recalls facts about triangulated category of motivic sheaves, the arena we work in.
In section 3 we construct analogue of Morel's t-structures in the motivic setting. In section 3.1 one defines the categories of cohomological motives, the basic arena we will be working in. While most of the results here have already appeared in the literature, we have to redo them with a control on dimension, which is what is required later for constructing the analogue of Morel's truncations useful for recovering the motivic intersection complex of threefolds. In section 3.2 one constructs the analogue of (certain) Morel's t-structure over a perfect field, the key input being existence of certain Murre's projectors and vanishing of certain motivic cohomology groups. Finally, in section 3.3 one glues these t-structures to construct corresponding analogue of Morel's t-structure over a base.
Section 4 contains the applications. In section 4.1 we demonstrate that the truncations w ≤Id and w ≤Id +1 factor through birational motives and use them to construct to several invariants,
. We also demonstrate the expected relationship of these objects with Wildeshaus' intersection complex [Wil12a] . Finally, in section 4.2 we construct the motivic IC X for any 3-fold X, and show that the motivic IC X as well as motives EM Id X , EM
Id +1 X
have the expected realizations.
Notation. All schemes X will be separated of finite type over a base field. For a scheme X, X red denotes the underlying reduced scheme. By Spec k ֒→ X we mean a Zariski point x = Spec k in X. A locally closed Z ⊂ X will always be given the reduced induced sub-scheme structure.
Preliminaries

t-structures through generators.
A t-structure on a triangulated category D is a pair of full subcategories (D ≤t , D >t ) satisfying three properties:
The decomposition of c in the last property can be shown to be unique and then a (resp. b) is often denoted as τ ≤t c (resp. τ >t c). It is easy to show that τ ≤t (resp. τ >t ) is a right (resp. left) adjoint to the fully faithful inclusion D ≤t ֒→ D (resp. D >t ֒→ D). We will often refer to D ≤t as the negative part of the t-structure and D >t as the positive part.
We will be frequently interested in constructing [Nee14, 8.4 .4]). However this adjoint is unwieldy, and the real hard work is to show that it preserves compact objects (which, in the motivic categories, correspond to the geometric or constructible objects).
The other method is to begin with an explicit set of objects for which the three defining properties of the t-structure is known, and use this explicit construction to conclude the same for the smallest triangulated subcategory finitely generated by these objects. This is not any weaker than the method above (see 2.1.10) and has the added advantage that constructions are somewhat explicit and have good properties with respect to the compact objects. This method is detailed below.
We make the following definitions: 2.1.3. Definition. Let D be a pseudo-abelian triangulated category. Let A, B, H ⊂ D be full subcategories containing 0 which are isomorphism closed -that is if x y for some x ∈ D and y ∈ H (resp. y ∈ A, resp. y ∈ B) then x ∈ H (resp. x ∈ A, resp. in x ∈ B). Then we define the following full subcategories:
(Here H ∞ , Ext ∞ , H ∞ are defined when D has small direct sums). Also say:
2.1.4. Remark. It will be useful to define R(H) for any pseudo-abelian additive category. 
. If D has small direct sums and all the objects in A are compact then
Proof.
(1) Let h ′ ∈ R(H). Then there is h ∈ H and a decomposition of identity
There is a triangle:
with a ∈ A and b ∈ B. Using A ⊥ B it is easy to see that p gives rise to a morphism p ′ : a → a. Since A ⊥ B[−1] this is unique and hence gives rise to a projector p ′ . Let the kernel of p ′ be a ′ and that for the projector 1 − p, 1 − p ′ be h ′′ , a ′′ respectively. Then f induces maps f ′ : a ′ → h ′ and f ′′ : a ′′ → h ′′ . We get an induced morphism of distinguished triangles: In the motivic setting, it is standard to lay down results in the situation of (subcategories) of the form S ∞ where S is a compact set. Then the claim that a (shift-invariant) t-structure restricts to compact objects is equivalent to saying that we have a t-structure on S by the previous corollary and the following: 
such that there are isomorphisms of functors:
Also if 1 : X → X is the identity morphism, and Id : D X → D X denotes the identity natural transformation. Then we must have an isomorphism of functors:
iii. We are given natural transformations 
ii. j * i * = 0 and hence by adjunction i * j ! = 0 as well as i ! j * = 0. iii. (Localization) ∀A ∈ D X , we have functorial distinguished triangles:
where the morphisms come from adjunction. iv. We have isomorphism of functors
with the morphisms coming from adjunction.
We will need f ! and f * defined not only for locally closed immersions, but also when f : Spec K ֒→ X denotes any (Zariski) point of X (that is K is the residue field of x ∈ X, and we consider the induced map Spec K → X). While, in the situations we intend to apply this, f * is a given, f ! needs to be defined by hand. We make this precise below: 2.2.3. Definition (Extended formalism of gluing). Let X be a scheme and let us assume that Grothendieck's four functors 2.2.1 exist. f Y : Y → X will denote the natural immersion for any Y ∈ Sub(X). The situation is said to satisfy extended formalism of gluing if the following happens:
Assume that for each Zariski point Spec k ֒→ X we are given a triangulated category D(k). Let y = Spec k denote the corresponding point in X and let Y =ȳ. Let Z ∈ Sub(X) be such that y ∈ Z as well. Let ǫ Z : Spec k ֒→ Z denote the natural morphism. Assume that in such a situation we are given a functor
Spec k → Y ∩Z be the natural morphism. Then we define: 
2.2.5. Definition (Punctual gluing). Assume that for each Spec k ֒→ X, we are given a t-structure
2.2. 
is finitely generated as S , then one can verify continuity for positive resp. negative part on objects a ∈ S, since any object in S is constructed using extensions, shifts, and retracts from finitely many objects in S, and by continuity of D(k) the 
2.3. Chow motives. In this section we review the classical category of Chow motives over k. We follow Scholl's exposition [Sch94] with slight change of notation. The treatment is standard and serves as a means for fixing notation for us.
Let SmP roj/k denote the category of smooth projective varieties over the field k. Let CH d (X) denote the Chow group of a variety X over k with rational coefficients. Define
Then there is a natural map
where · denotes the intersection product of cycles and p XY etc. denote the projection from X ×Y ×Z to corresponding factors.
Definition (Chow motives). The category of effective Chow motives over
The category of Chow motives over k, CHM (k), is defined the category of triples (X, p, n), X ∈ SmP roj/k, p ∈ Corr 0 (X, X) such that p • p = p, n ∈ Z, and
In both the categories composition is given by (2.3.A) which is verified to be associative. 
and which acts by transpose on morphisms. Then, for f : Y → X, we define,
as the transpose of class of f . We also define
2.3.6. Proposition (see [Sch94, 1.15] ). CHM (k) is a rigid tensor additive category under ⊗ as tensor and Hom as internal Hom. In particular,
Often, it is easier to construct decompositions of motives over some finite extension of k. In such cases following proposition is useful to descend to k:
Finally, following results provide some technical convenience later: 2.3.8. Notation. Since we will be dealing with different categories of Chow motives with varying fields it will be convenient to use the expanded version h(s :
for a variety Y /k with structure morphism s. Similarly, we will also explicitly spell out the morphisms which are implicit in the notation of a Chow motive -e.g.
where X S := X × k L and the natural projection. We also have a natural pushforward functor
where the squares are Cartesian and immersions are both open and closed. Then: Hence i * p is a projector above and f * is a functor as well.
we have a natural isomorphism:
For any X/L smooth, we have a diagram:
where the squares are cartesian. Then
2.4. Murre's projectors. In [Mur90, Mur93] Murre defines orthogonal projectors π 0 (X) and π 1 (X) (the "trivial" and the "Picard" projector) for the Chow motive of any smooth projective variety X/k, and also π 2 (X) for X a surface. We briefly review the construction of the projectors π i (X) for i = 0, 1, 2 below for the sake of completeness. We follow the exposition in [Sch94] with minor modifications.
(Construction). The construction can be divided in following steps:
(1) First assume that X/k is geometrically connected.
• π 0 (X): Let ζ ∈ CH 0 (X) be a zero cycle of degree d. This gives rise to a map ζ * : X → Spec k, while the structure map g :
It is easy to see that ζ * g * is multiplication by d on Spec k and hence
Assume dim X ≥ 2 and assume that there is a smooth curve i : C ֒→ X obtained by taking successive hyperplane sections (X is assumed to be projective). Further assume that a hyperplane section on C gives rise to a zero cycle ζ. We have natural maps:
where Pic 0 (X/k) denotes the Picard scheme of X/k (hence Pic 0 (X/k) red denotes the Picard variety of X/k) and Alb 0 (C/k) denotes the Albanese. The composite α is known to be an isogeny (see [Wei54] , or the discussion in [Sch94, 4.4]), and does not depend on C (once the projective embedding is fixed). One picks a β :
. This gives rise to a cycleβ ∈ CH 1 (X × X) (since we are working with Q coefficients, see 2.4.11) which satisfiesβ • ζ * = 0 and ζ * •β = 0. Then one defines
1 ) and verifies that that π 1 is a projector, orthogonal to π 0 . Since such a curve C certainly exists after taking a finite extension k ′ /k which we can assume to be Galois, the claim follows using Galois descent.
• π 2 (X) for dim X ≤ 2: Define:
where ∆ X , the diagonal inside X × X, corresponds to the identity projector. π 2 (X) is a projector in the case dim X = 2 using mutual orthogonality in 2.4.5. 
2.4.2. Remark. In the exposition [Sch94] two definitions of π 1 (X) for curves have been confused. Let us define π 1 (X) for dim X = 1 as we do above for the case of dim X = 2, and denote p 1 (X) = 1 − π 0 (X) − t π 0 (X). Then one can show that:
To see this note that i * = i * = Id, n = 1, andβ ∈ CH 1 (X × X) can be thought of as the cycle
However, other results of [Sch94] remain valid. In particular, we seem to have no problem in using results [Sch94, 3.9, 4.4, and 4.5] for curves.
Note that the construction of π i (X) depends on choices. However we have the following: 2.4.3. Proposition. Let X/K be smooth projective. Let i ∈ {0, 1} or i = 2 and dim X = 2. Let q : Spec K → Spec k be finite, separable. For any of choice π i (X/K), the pushforward q * (π i (X/K)), a projector on X/k in CHM (k), can be identified with a choice of π i (X/k).
Furthermore, given a choice of π i (X/k), we can find a choice of 
Proof. Only the case of π 1 (X) is non-obvious. If X/k is geometrically connected, and we begin with C ⊂ X ⊗ k k ′ , then given any K/k we can begin with the generic curve
Then, by functoriality of Pic 0 and Alb 0 and since isogeny continues to be an isogeny under pullback, the claim follows easily from the constructions.
Even if X/k is not geometrically connected, we can take X p − → Spec L q − → Spec k to be the Stein factorization, and then
is finite separable, by the computation for geometrically connected X. Now the claim is easy to see using 2.3.10 and 2.4.3.
We have the following components of Chow-Kunneth decomposition: 2.4.5. Proposition. Let X be smooth projective over k purely of dimension d. Then
are mutually orthogonal projectors. Let h i (X) denote the effective motive (X, π i (X)) for i ∈ {0, 1, 2d − 1, 2d}. Then there are natural isomorphisms:
Proof. This is [Sch94, 1.13 and 4.4].
This allows us to make the following definitions: 2.4.6 Chow-Kunneth decomposition. Let X be pure of dimension d. Let π i (X) be as in the proposition, for i ∈ {0, 1, 2d − 1, 2d}. If dim X ≤ 2, we also have π 2 (X) by construction. Define:
for i ∈ 0, 1, 2d − 1, 2d and any X or i = 2 and dim X ≤ 2.
Then for an arbitrary X we define:
where ∆ X , the diagonal inside X × X, is the identity projector on X. For dim X ≤ 2, we also let:
Finally, if we need to stress the field, we denote it in the subscript. Thus h i K (X) denotes that we are working on X/K, in CHM (K).
2.4.7. Remark. While it is not made explicit in the original articles of Murre (or Scholl), it follows from the constructions that for i = 0, 1, h ≤i and h >i can be made into functors from the category of smooth projective varieties to the category of (effective) Chow motives, even though there are choices to be made when writing down the specific projectors π ≤i , π >i . Similarly, h ≤2 (resp. h >2 ) forms a functor on varieties of dim ≤ 2 and extends to the full subcategory of effective Chow motives consisting of objects of the form (X, p, r) with r ≤ 0, dim X ≤ 2.
We will not use this fact (which will follow from our constructions), but we will use that h i (X ⊔ Y ) = h i (X) ⊕ h i (Y ) for i = 0, 1, 2 (for a corresponding choice of projectors on the other side) -this is build into the definitions as we have stated here.
In the interim, we let h ≤i (X) (resp. h >i (X), resp. h i (X)) for i = 0, 1 and i = 2 denote the object obtained by making some particular choice in the constructions.
The following is now immediate: 2.4.8. Corollary. We have a full Chow-Kunneth decomposition in dimension ≤ 2:
Proof. The case of dimension 0 is trivial, while that of dimension 2 and 1 also follow from the way π 2 (S) and π 1 (S) is defined. 
Proof. This is directly through construction, and definition of h 0 (X) as a retract in 2.4.1. 
This gives a natural map:
This map is an isomorphism.
Proof. By assumption X and Y are geometrically connected, so h 0 (X) = Spec k and h 0 (Y ) = Spec k. By 2.4.9 it follows that the composite map
is obtained by pullback. Now the claim follows from the following lemma and the remark 2.4.12.
2.4.11. Lemma. Assume X, X ′ be geometrically connected, smooth over k and assume that they are given with a fixed projective embedding. Let ζ ∈ CH 0 (X) resp. ζ ′ ∈ CH 0 (X ′ ) be zero-cycles obtained by taking successive generic hyperplane sections. Then:
This inclusion induces an isomorphism:
where the maps from CH 1 (X) (resp. CH 1 (X ′ )) to CH 1 (X × X ′ ) are obtained by pullback along natural pullback along projection from X × X ′ to X (resp. X ′ ).
Proof. See [Sch94, 4.5] for the first statement. The second follows from [Sch94, 3.9], using that the natural pullback map
are injective (one can assume that X, X ′ have k points using Galois descent, whence the pullback has a section).
2.4.12. To complete the argument in 2.4.10 we need to know the map
in 2.4.11 is the same. This is [Sch94, 4.4]. The composite:
is an isomorphism, where i : C ֒→ X is a generic smooth curve obtained through successive hyperplane sections. It does not depend on the specific choice of sections. Using this isomorphism, we get:
Here the subset relationship is well defined because we have fixed π 2d−1 , π 1 by fixing the projective embedding of X, X ′ . It is under this inclusion the isomorphism in 2.4.11 holds. Now the comparison with the map in 2.4.10 is obvious.
The following result allows us to cut down dimensions in our calculations:
2.4.13. Corollary. For any X geometrically connected, smooth, over k with a fixed projective embedding. Let C be a smooth curve which is a successive generic hyperplane section. Then h 1 (X) is a summand of h 1 (C).
Proof. If one takes C ֒→ X, a generic curve obtained by successive hyperplane sections. Then by [Wei54] (see the discussion in [Sch94, 4.3]) the composite:
is an isogeny, hence there is also an isogeny Alb 0 (X/k) → Pic 0 (X/k) red . Now the claim follows from 2.4.11.
2.5. Geometry. In this section we list some results from geometry which are going to be useful later.
Since we are working with rational coefficients, alterations will be an effective substitute for resolution of singularities for us in finite characteristics: 2.5.1. Definition. An alteration of X is a proper surjective map π : X ′ → X which is finite on a non-empty dense open subset of X. 
Definition. By a simple normal crossing variety we mean a variety
Proof. First working with k perf , the perfect closure, and X 1 = X ⊗ k k perf , we can find a generically etale alteration X ′ 1 → X 1 open insideX ′ 1 withX ′ 1 smooth and projective over k perf by 2.5.3. The schemes being of finite type, this descends to L ⊂ k perf finite over k, that is a generically etale alteration X ′ → X ⊗ k L with X ′ open insideX ′ which is smooth over L, and thus satisfying i), ii), iii). Since L/k is purely inseparable,X ′ is essentially smooth over k and since X ⊗ k L → X is a finite, universal homeomorphism, X ′ is a generically essentially etale alteration of X.
Following proposition tells us that essentially smooth schemes over a field are (essentially) regular: 2.5.6. Proposition. Let f : X → Spec k is essentially smooth for k a field. Then X red is regular.
Proof. Let X p − → V q − → Spec k be the factorization with p smooth, q finite radicial. Hence V red is also a reduced scheme of dim 0 of finite type over k, that is it is Spec l for an Artin ring l/k which must be purely inseparable extension of k since q is a universal homeomorphism. Let X ′ = X × V V red . Then X ′ /V red is smooth since p is, and hence X ′ is regular since V red = Spec l for l Artinian. Hence X ′ is also reduced. Since V red ֒→ V is a closed immersion, so is X ′ → X. It follows that X ′ = X red and is regular as required. Finally we need the following standard result, which we state without proof: 2.6. Triangulated category of motivic sheaves. In this section we review the (triangulated category) of motivic sheaves with rational coefficients. We summarize the limited properties we will use in this setting below:
2.6.1. Associated to any separated scheme X of finite type over any field k one can associate a category DM (X) such that following properties hold:
(1) DM (X) is a Q-linear rigid tensor triangulated category which is idempotent complete, and for any morphism f from Y → X we are given adjoint morphisms:
f ! for f separated of finite type over k with f * monoidal, and isomorphism of functors
whenever both sides make sense. We let 1 X denote the unit for the monoidal structure in DM (X). In each DM (X) there is an invertible (for the monoidal structure) object 1 X (1) (Tate motive) which is preserved under the four functors. We let M (r) := M ⊗ 1 X (1) ⊗r for any M in DM (X) and any r ∈ Z.
(2) We have a natural transformation: 
For g proper, identifying g ! with g * yields so called proper base change, and in this case the isomorphism holds without finite type assumption. For f smooth, purity below allows us to replace f ! with f * and yields so called smooth base change. (5) (Purity) If f : Y → X is quasi-projective, smooth, of relative dimension d then for any object M ∈ DM (X), we have functorial isomorphisms: 
where M is a fully faithful embedding preserving tensor products. By abuse of notation we will denote the extended functor from (SmP roj/k) op (resp. CHM ef f (k), resp. CHM (k)) to DM (k), all as M . Then we have also have a functorial identification:
where the maps on the right hand side are coming from the natural maps of adjunctions and using that f is proper, and purity.
(8) (Comparison with (motivic) cohomology) For any π : X → Spec k with X regular and connected and k perfect. Then we have:
where H p,q (X) denotes the motivic cohomology of X with rational coefficients. (9) (Continuity) Assume {X i } i∈I is a pro-object in category of schemes where I is a small co-filtering category, such that the transition maps g j→i : X j → X i are affine for all maps j → i in I. Let X = lim i∈I X i in the category of schemes (which exists because of the assumption on g j→i ) and let f i : X → X i denote the natural map. Let i 0 be any object in I, and let I/i 0 be the category over i 0 :
2.6.2. One choice for such a construction is the category of motivic sheaves without transfers as constructed by Ayoub in [Ayo07a, Ayo07b] . This is the category SH Separatedness (6) can be deduced from [CD09, Prop. 2.1.9]. Property (7) follows from the fact that over a perfect field their construction reduces to Voevodsky's original construction [Voe00] (see [CD09, 11.1.14]), where this is known by [Voe00, 2.1.4] (after composing with the duality on CHM ef f (k), DM (k)). Alternatively, Chow motives can be identified as the heart of Bondarko's weight structure due to [Fan16] giving us (7). Property (8) 3. Morel's weight truncations in the motivic setting 3.1. Cohomological Motives. The analogue of Morel's constructions will be constructed on cohomological motives -these are the cohomological analogues of (that is, dual of) effective motives. The key properties of the category of cohomological motives are
• It is (finitely) generated by motives of the form π * 1 X for π (essentially) smooth, projective.
• It includes all motives of the form π * 1 X for π arbitrary.
• It is stable under f * , f * , f ! , f ! for f immersions, and f * for f arbitrary, hence satisfying the formalism of gluing and extended gluing.
These properties are standard and have been well covered in literature, see e.g. [AZ12,
The reader who is only interested in the construction of the analogue of weight truncations w ≤Id and w ≤Id +1 and is otherwise familiar with the cohomological motives may want to skip the section completely. However for construction of the intersection complex of a three-fold, we need to work with the category (finitely) generated by π * 1 X with π (essentially) smooth projective but restrictions on dimension of X. The proofs are entirely analogous to the proofs for the category for full cohomological motives, and just involves keeping track of dimensions of various schemes that occur in the construction. This is what we do below.
We throughout assume the situation of 2.6.1. We begin with the following definitions:
3.1.1. Definition. Let Y be a Noetherian scheme of finite type over k. We define the following collections of objects of DM (Y ) (also identified with the corresponding full subcategories):
We have inclusions: 
Proof. Complete X ֒→X which is proper over k, and extend p top :Ȳ →X proper.
Let q 1 : Y 1 →Ȳ be an alteration as in 2.5.5. Then Y 1 is projective over k. Sincē X/k is separated,p • q 1 : Y 1 →X is projective. Restricting to X ⊂X and defining Hence there are natural maps: 
j * obtained by restriction of cycles, and hence is an isomorphism, since U is open dense. Therefore it is enough to show that j * β • j * α = n · Id for some n 0, and by smooth base change, this is the natural map:
which is n·Id for some n 0. By separatedness, it is enough to prove this for q etale. By continuity, shrinking U further if needed, it is enough to show this when U is replaced by it's generic point η = Spec K, and Y η = Spec L with q : Spec L → K a finite separable map, and restricting to each connected component, we can assume that L/K is separable field extension. By Galois descent, we can replace q byq :
L are Galois isomorphisms. The claim is now obvious.
It is also possible to do away with assumptions of regularity and properness in S sm,coh d (X). We will first need the following:
Lemma. Let X be regular irreducible of dim X ≤ d and i : Z ֒→ X be a closed immersion, Z not equal to X, such that Z is a variety with normal crossing (i.e. Z is reduced, irreducible components of Z are regular, and for all positive integers r, r-fold intersections of the irreducible components are also regular). Let j : U → X denote the open complement. Then
. Proof. We induct on k Z which is defined to be the maximum of integers k such that some k distinct irreducible components of Z have a non-empty intersection. We can assume that X is irreducible and that Z is a proper subset.
(Base case) If k Z = 1, no two irreducible components of Z intersect and hence Z is regular. Therefore absolute purity implies that i ! 1 X 1 Z [−c](−2c) where Z is of codimension c. Since Z is regular and dim Z < dim X ≤ d and identity map is proper while DM coh d−1 (Z) is closed under shifts and negative Tate twists, this lies in
using the localization triangle just as above. Hence it is enough to prove the later.
Assume k Z ≥ 2. Let i 1 : Z 1 ֒→ Z be the union of 2− f old intersections of irreducible components of Z and j : U = Z − Z 1 ֒→ Z denote the open complement.Then Z 1 is a variety with normal crossing, with k Z 1 < k Z . The localization triangle for i ! 1 X on Z gives:
by induction hypothesis, and hence first term is in DM coh d−1 (Z). Hence it is enough to show that last term is.
Now let j
. Now since U, W are regular, this is same as j * 1 U (−d)[−2d] using absolute purity. Hence it is enough to show that j * 1 U ∈ DM coh d−1 (Z), since the latter is stable by negative Tate twists. 
Now we have a triangle:
) by induction since f is dominant and hence dim Z < dim Y = d, and hence it is enough to show that the first term is in DM coh d,dom (X). Since 1 U is a summand of (p|
. But then we have a localization triangle: 
Proof. By 3.1.4, we conclude that
, and hence we also have the reverse inclusion. Last inclusion is obvious.
This allows us to prove stability properties of DM coh d (X) which are relevant for formalism of gluing:
3.1.6. Proposition (Stability of cohomological motives). Let f : Y → X be a morphism of schemes and fix a d ≥ 0. Then:
Proof. Since the four functors preserves shifts, triangles and projectors, it is enough to consider objects in the generating sets on left hand side. 
To see this, induct on the number of strata S i . If the number is one, Z Y is regular. It follows that f 
Proposition (Formalism of gluing, continuity). Let d ≥ 0. Then extended formalism of gluing 2.2.3 and continuity 2.2.4 for any X, for either of the following three cases:
• Assume X irreducible. Define:
where Y ∈ Sub(X) and K/k a field extension of transcendence degree n.
by using separatedness and continuity, and noting the pullback preserves dimensions (conversely, any variety over K perf is defined over a finite purely inseparable extension L/K).
(Formalism of gluing): The above stability properties imply the stability of DM coh (−) resp. 
Then, by spreading out, we can find a U ⊂ Y open dense and a proper mapp :X → U such that fiber dimensions are d − n, and ǫ * p = p by proper base change. Definē a =p * 1X . Then ǫ * ā = a andā ∈ DM coh d (Y ) by 3.1.5, so we are done. Now if a ∈ DM coh d−n (K) is arbitrary, it is obtained in finitely many steps by taking shifts and cones. Taking shifts easily extends to a neighbourhood. Taking cones also extends because for c = Cone(f : a → b), we can work on the intersection of neighborhoods U where a and b extend to, and then, restricting U still further if needed, f extends to U as well by continuity on DM (X).
The same argument holds in the last case, where, when Spec K denotes the generic point, we work with varieties of d + 1 − n instead of d and note that the variety we get by spreading out is necessarily dominant.
(Full, Faithful): These properties directly follow from continuity of DM (−).
3.2. Weight truncations over a field. In this subsection k will denote a perfect field.
3.2.1. Fix a perfect field k. Let DM (k) denote the rigid symmetric monoidal triangulated category of motives over a field k with Q coefficients as in §2.6. Recall that we have natural functors:
with M being a fully faithful embedding. By abuse of notation we will often let M (A) be denoted by A for any Chow motive A. (Hence, in particular, for X/k smooth projective, h(X) denotes M (X) when there is no confusion).
For i = 0, 1, we make the following definitions:
X is smooth, projective, connected over k} and for i = 2, we define:
c (k) and finally define:
where the generation is inside the triangulated category DM (k).
Lemma. For
is the Stein factorization and hence is in S ′ ≤0 . For h 1 (X), the claim follows from 2.4.13, using Galois descent to go to a field extension.
It is on the category DM coh (k) (resp. DM coh 2 (k)), we will be able to extend the functor h ≤i for i ∈ {0, 1} (resp. i = 2). The extended functor will be the motivic analogue of the Morel's weight truncations [Mor08] over a field and hence will be denoted as w ≤i . We first prove the key proposition in case i ∈ {0, 1}:
Proof. Case i = 0: We have to show that Hom
is an isomorphism. Notice that h 0 (X) = Spec k ′ for some finite extension k ′ /k by construction of h 0 (X), and hence h 0 (X) ∨ h 0 (X) = h(Spec k ′ ). Therefore we have:
which vanishes for m 0. Hence p is an isomorphism for m 0. For m = 0, let Y → Spec k ′′ → Spec k be the Stein factorization. Then the morphism reduces to:
which is obtained by pullback via projection By 2.4.13 h 1 (X) is a summand of h 1 (C) for some C smooth projective curve, and hence we can work with X = C. We have a (split) distinguished triangle:
Hence we get a split long exact sequence:
Let C → Spec k ′ → Spec k be the Stein factorization. Therefore :
By computations of motivic cohomology, the only non-vanishing terms occur in the cases m = 0, m = −1.
Therefore the corresponding short exact sequence becomes:
But the first map is an isomorphism: since C is projective with Spec k ′ as the Stein factorization,
smooth with geometrically connected fibers, and hence Rp
We fix a l ⊃ k ′′ , k ′ , and let s : Spec l → Spec k denote the natural map. Let subscript l, k denote the field over which we are working (thus h k (−) = h(−), for example). We have h l (C ⊗ k l) = s * h(C) and therefore by 2.4.4, we can let h
We fix a choice of h >1 (Y ). Then, using 2.4.4 and 2.4.3 we have h
Y ⊗ k l are geometrically connected over l, and replacing k by l and C (resp. Y ) by a connected component of C ⊗ k l (resp. Y ⊗ k l) we can assume that C, Y are geometrically connected. Then we have a natural diagram:
We want to show that the term on the bottom right is 0. It is enough to show that α ⊕ β is surjective, using snake lemma. Let d = dim Y . This reduces to 2.4.10 noting that:
and using 2.3.6.
We now prove some observations which will be useful later, in particular to prove orthogonality in the case i = 2, as well as later:
Proof. If dim C = 0, A = h 0 (C), and the claim follows using 3.2.3 and noting that
, we get an isomorphism:
If r > 1, this is 0, and if r = 1, this is 0 if m −2. Hence Hom(h ≤1 (C), M (−r)[m]) = 0, being a summand, except possibly for r = 1, m = −2. In this case, we have
a long exact sequence and it is enough to show that the first map is an isomorphism. But the first map is induced via the natural projection: g : C → Spec L by 2.4.9, and the pullback map
is an isomorphism since C → Spec L is smooth with geometrically connected fibers.
Proof. By 2.4.9, and 2.4.10, we can conclude:
By duality in DM (k), we have the equalities:
Then, the vanishing is proved through a case by case analysis, and the reasons are summarised in the table below. 
where the two rows and the last column are split exact sequences. We want to show that the term in bottom right vanishes, hence it is enough to show that α ⊕ β is surjective. This follows from 2.4.10 since dim X = 2.
3.2.6. Remark. We emphasize that in the proof above for (p,
Y is irrelevant, and we can even have d Y > 2. This will be useful later.
3.2.7. Corollary.
3.2.8. Definition. For i ∈ {0, 1, 2}, we let (w ≤i , w >i ) denote the truncations for the corresponding t-structure above.
3.2.9. Corollary. DM coh (k)(−r) ⊂ w DM >i (k) for i = 0, 1 and r ≥ 1.
Proof. It is enough to prove that
for r ≥ 1. By 2.1.9, it is enough to prove the inclusion S ≤0 (k) ⊂ w DM ≤1 (k) and the orthogonality S ′ ≤1 (k) ⊥ DM coh (k)(−r). But the inclusion is clear since h ≤0 (X) is a retract of h ≤1 (X) and the orthogonality follows from 3.2.4.
3.3. Weight truncations over a base. In the previous section analogue of S. Morel's t-structures were constructed on appropriate subcategories of DM (k) for k a perfect field. In this section we use punctual gluing to relativize the situation using 2.2.8 and construct the corresponding t-structures over an arbitrary base S.
We begin by defining a situation which will figure repeatedly in the arguments below:
3.3.1. Fix a scheme S, a point ǫ : Spec K → S in S, and a point δ : Spec L →ǭ (whereǭ denotes the closure of ǫ with reduced induced structure).
We will be interested in objects of DM (U ) (below, cohomological motive ofX) on some neighborhood U of Spec K, which restricts to a given object in DM (K perf ) (below, h(X ′ )) and to understand the restriction of the same to DM (L perf ) whenever Spec L is a point in U .
In particular we have the following diagram, once we fix X ′ / Spec K perf smooth, projective:
The diagram is obtained as follows (beginning with X ′ / Spec K perf smooth, projective):
Hence f ′ is smooth q ′ etale.
• The situation descends to a finite extension K ′ /K giving X, Z, f, q with f, q smooth.
•X,Z, U ′f ,q,s obtained by spreading out in the closureǭ. Hence can assumef ,q,s proper.
Restricting U can assume it is regular. Restricting U further, can assume U ′ is regular as well sinces is finite. HenceX,Z are regular.
• Y ⊂δ is regular, open, dense neighborhood of Spec L inside the closureδ with the reduced induced sub-structure.
• V ′ red and Y ′ red are the schemes with reduced structure. Shrinking Y can assume Y ′ red is regular since s Y is finite. 
such the the following diagrams, where the vertical arrows are obtained using natural maps of
and this is what we call as β(p). The commutative diagram follows by noting that the isomorphisms here are natural -this is standard for all isomorphisms, except possibly for the purity isomorphism, however in that case the compatibility is a consequence of [Leh15, Prop. 1.7].
Now we are in the position to construct the analogue of certain S.Morel's t-structure:
, and for any 
(this would be the functor "δ * " of 2.2.3, but to avoid confusion here δ * will always denote the pullback in motivic sheaves). Let ǫ : Spec K → S be fixed.
Extended formalism of gluing and continuity: This is 3.1.7.
Continuity for D ≤ (−):
For any x = Spec K ∈ X and x not the generic point of X, if n K is the transcendence degree of K/k, define : Proof. In below, let x = Spec K ∈ X and let r : Spec K perf → Spec K denote the natural map. Then, for ǫ :
For clarity of notation we will also denote D > (K) as w DM >i 2 (K perf ) (thereby bringing i, apriori computable from n K , in the notation).
Extended formalism of gluing and continuity: That this satisfies formalism of gluing is in 3.1.7. It satisfies extended formalism of gluing along with continuity also from 3.1.7, noting that the pullback r * :
Orthogonality and invariance is a given, one only needs to verify that every object z fits in a triangle a
, and it is enough to show this for generators, that is motives of the form h(X), with X/K perf smooth projective. Then the triangle defining the decomposition for the corresponding t-structure in DM coh (K perf ) (resp. in DM coh 2 (K perf )) is a split triangle with a ∈ D ≤ (K). Hence, b being a summand of z, also lies in D(K) and being orthogonal to
If transcendence degree of K/k is 0, then Spec K is a closed point in X, and let i : Spec K → X denote the immersion. Then we letā = i * ā .
If the transcendence degree of K/k is 1, 2, a ∈ w DM ≤1 (K perf ), then by 3.3.3, we can find anā on U such that for any point ǫ :
If the transcendence degree of K/k is 3, the same argument holds, noting in addition that
2 (K perf ) be given by h >0 (X ′ ). Therefore, by 2.4.9 we have a triangle: q
Let the situation be extended as in 3.3.1. Defineb by the triangle: s * q * 1Z →s * p * 1X →b → Therefore, applying δ ! = r * 1 δ * i ! to the defining triangle forb, and using 3.3.2, we get:
, 1, 2}. Hence we conclude thatb satisfies the requisite properties for b.
More generally, a generator
, is a retract of such a b = h >0 (X ′ ), and hence, restricting U if needed, we can findā a retract ofb as above and ǫ ! (ā) = r * ǫ * (ā) = a. Thus δ ! (ā) is a retract of δ ! (b), and we are done.
3.3.6. Remark. Proof for continuity of w DM >0 2 (K perf ) actually shows that for any object a ∈ w DM >0 (K perf ) (no restriction of dimensions), we can find anā defined on some neighborhood U such that ǫ ! (ā) = a for ǫ : Spec K → U generic, and DM ≤2 2 (L perf ) ⊥ δ !ā for any δ : Spec L → U for δ not generic (use 3.2.6).
In
2 (L perf ), and hence b ⊥ δ !ā . This is useful in constructing the relative Picard motive of any morphism.
3.3.7. Notation. We borrow the notations from [NV15] . For any monotone step function on F on non-negative integers (≤ dim X), one expects a t-structure ( w DM ≤F (X), w DM >F (X)) on DM coh (X). These are lifts of corresponding t-structures on mixed sheaves as constructed in [NV15, 3.1.7]. The t-structures in 3.3.4 correspond to the functions Id = n → n and Id +1 = n → n + 1.
Let F denote the monotone step function on non-negative integers:
The previous proposition gives an analogue of t-structure for this particular F on an appropriate sub-category of DM coh (X) for a 3-fold X.
3.3.8. Corollary. Let X be irreducible of dimension 3. Let F be as above. For any point
Then ( w DM ≤F (X), w DM >F (X)) gives a t structure on DM coh 3,dom (X). Proof. This follows immediately from previous proposition and 2.2.8.
Applications
4.1. Invariants of singularity. In 3.3.4 we constructed the analogue of the t-structures due to S. Morel [Mor08] (or rather the limiting version as exposited in [NV15] ), which were denoted there as ( w DM ≤Id +i (X), w DM >Id +i (X)) on DM coh (X) for i ∈ {0, 1}. One of the motivations of constructing these t-structures is that they can be used to construct weight truncated cohomology groups [NV15] which capture certain invariants of singularities on one hand, and relate to the intersection complex on the other. We explore the corresponding relations in motivic world below.
Let w ≤Id resp. w ≤Id +1 denote the corresponding truncation to the negative part of the t-structure when i = 0 resp. i = 1.
For i = 0, this can be identified with the t-structure ( w DM ≤Id (X), w DM >Id (X)) of [Vai16] . In particular we have the identities [Vai16, 3.2.13, 3.3.4, 4.1.2]:
is dependent only on X, where X is any scheme, j : U ֒→ X is is an immersion onto an open dense regular subset, π :X → X is any resolution of singularities, and IM X is the motivic intersection complex of X (if it exists) in the sense of [Wil12b] or the weaker sense of [Wil12a] . In particular, EM X should be thought of as an invariant of singularity. We show below that the same continues to hold for i = 1 (see 4.1.7). In fact, we work in a more general framework allowing us to recover several other invariants of singularities motivically.
Consider any scheme X and consider the subcategories
where the quotient is the Verdier quotient of triangulated categories. 
Proof. It is enough to consider j : U ⊂ Y j regular, and show that the induced map:
is an isomorphism. It will be simpler to drop the subscript j from notation below. Let i : Z ֒→ Y denote the closed complement. Then applying p * to the localization triangle for (U, Z) we have the localization triangle:
, and hence by 3.1.
. Hence applying Q X the first term goes to 0, and therefore the second map becomes an isomorphism, as required.
Then, the functors w ≤Id +i are actually birational invariants for i ∈ {0, 1}: 
Proof. Since w ≤Id +i preserve triangles, we only need to verify that for any A ∈ DM coh (X)(−1), we have that w ≤Id +i (A) = 0, equivalently that A ∈ w DM >Id +i (X). By definition of the glued t-structure, it is enough to show that ǫ ! (A) ∈ w DM >i (k), for any ǫ : Spec k ֒→ X. But ǫ ! commutes with Tate twists and we can then use 3.2.9.
The constructions so far can be used to construct various invariants of singularities motivically, we give a couple of examples which are related to constructions in literature: 4.1.3. Example. Fix a scheme p : X → Spec k and i : Z ⊂ X closed such that X − Z is regular. Then for any resolution of singularities π :X → X such that π −1 (Z) is a simple normal crossing variety, one can associate a CW-complex by taking the vertices I to correspond to the set of irreducible components {Z i |i ∈ I} of π −1 (Z) and J ⊂ I has r #J-faces if ∩ j∈J Z j has r components, the so called boundary complex of (X, Z). The cohomology of this complex is independent of chosen resolution -this can be shown using Hodge theory, see e.g. [Pay13, 4.4] .
Motivically this is captured by the birational invariant w ≤0 p * i * i * π * 1X . This is independent of chosen resolution since p * , i * etc. preserve Tate twists and cohomological motives, and using 4.1.2. 4.1.4. Example. Fix a scheme p : X → Spec k and i : Z ⊂ X closed. Let π :X → X be any resolution. Then H 1 (π −1 (Z)) is independent of the chosen resolution -this can be shown using Hodge theory, see e.g. [ABW13, 6.2] for case of Z being a point.
Motivically this is captured by the birational invariant H 1 (ω 1 (w ≤1 p * i * i * 1X)) where the cohomology is computed with respect to the motivic t-structure t 1 M M of [Vai17, §5.3] on DA coh 1−mot (k). As before, this is independent of chosen resolution since p * , i * etc. preserve Tate twists and cohomological motives, and using 4.1.2.
As another application we now generalize the motivic weightless cohomology groups of [Vai16] to the situation of w ≤Id +1 : 4.1.5. Corollary (Corollary/Definition). Let X be any scheme and let j : U ֒→ X be an immersion onto an open dense subset with U regular. Then we define:
This, being a birational invariant of U regular, is independent of the choice of U . In fact, by 4.1.1 it also follows that if p :X → X denote any resolution of singularity of X for X reduced, then:
Finally, we prove that the constructions here have the expected relationship with motivic intersection complex whenever it exists:
4.1.6. Let X be an arbitrary variety over k, and j : U ֒→ X dense immersion with U regular. For any object N ∈ DM (U ) such that N is of weight 0 (in the sense of [Bon10] ), consider the extension j ! * N ∈ DM (X), as defined in [Wil12a, Definition 2.10] (which is a slightly weaker notion than an unconditional definition in [Wil12b] but exists unconditionally in more cases, for example, the Baily-Borel compactification of an arbitrary Shimura variety). The main interest in the motivic intersection complex comes from the fact that its realization corresponds to the ordinary intersection complex j ! * L with a local system L whenever N realizes to L.
The object j ! * N is unique up to isomorphism, and we will denote j ! * 1 U by IM X . It is shown in [Wil12a, 2.12] that we have the following properties:
(1) There is no summand of j ! * N of the form i * L Z with L Z of weight 0 in DM (Z), where i : Z ֒→ X denotes the closed complement of U . (2) There is an isomorphism j * j ! * N N . The induced map End(j ! * N ) → End(N ) has a nilpotent kernel (in case of [Wil12a] , it was assumed to be injective in [Wil12b] ). (3) (1) and (2) characterize j ! * N up to isomorphism. (4) The following analogue of the decomposition theorem holds: let M ∈ DM (X) be of weight 0 in the sense of [Bon10] such that j * M N for some smooth open dense j : U ֒→ X. Then (if j ! * N exists) there is a non-canonical isomorphism:
where i : Z ֒→ X is a proper closed immersion and L Z ∈ DM (Z) is of weight 0. Let π : Y → X be an alteration 2.5.5, in particular Y is regular and π is proper, generically finite.
Notice that if A ⊕ B = C, then j ! * A ⊕ j ! * B satisfies (1) and (2) and hence we have by (3) that j ! * C j ! * A ⊕ j ! * B. Now adjunction induces a morphism, j ! * A α A −→ j * A and clearly α C = α A ⊕ α B where α B , α C are defined similarly. Therefore if w ≤Id +i α C is an isomorphism, it will follow that w ≤Id +i α A and w ≤Id +i α B are isomorphism. This implies in particular j ! * q * 1 W and hence also IM X lie in DM coh (X) (since 1 U is a summand of q * 1 W ). By contracting U if necessary, we can assume that Z is the complement of j : U ֒→ X. Then consider the localization triangle:
We apply the functor w ≤Id +i to this triangle. Then by 4.1.7 w ≤Id +i i * i ! π * 1 Y = 0. Since j * i * = 0, the decomposition π * 1 Y j ! * q * 1 W ⊕ i * L Z tells us that i * L Z is a summand of the first term in the triangle, and hence w ≤Id +i i * L Z = 0. Hence w ≤Id +i j ! * q * 1 W w ≤Id +i π * 1 Y . Hence also, w ≤Id +i j ! * q * 1 W w ≤Id j * q * 1 W as required.
Motivic intersection complex.
We show that if appropriate realization functors exist then the truncations for t-structures of 3.3.4 and 3.3.8 indeed realize to the corresponding S.Morel's truncations in the setting of mixed sheaves. We then construct the motivic intersection complex of an arbitrary 3-fold. Then EM F X is independent of the choice of U .
Proof. Note that j * 1 U ∈ DM coh dom,3 (X) and hence the truncation makes sense. Let h : V ֒→ U be an open dense immersion and g : Z ֒→ U be the closed complement. Then j * applied to the localization triangle gives:
and hence it is enough to show that j * g * g ! 1 U ∈ w DM >F (X). By definition of the glued t-structure, it is enough to show that g ! 1 U ∈ w DM >F (Z). To see this, let ǫ : Spec K → Z be any point. Let Y be closure of Spec K in Z and U 1 ⊂ Y be open dense regular. Let r : U 1 → Z denote the immersion, and let ǫ 1 : Spec K ֒→ U 1 denote the natural map. Then:
where i = dim U − dim U 1 = 3 − t K where t K = transcendence degree of K/k and we have r K : Spec K perf → Spec K denote the natural map. Let D ≤ (K) and D > (K) be as in 3.3.8. Therefore, in particular, using 3.2.9 for n = 2, 1, and the definition of S >2 c 3.2.1 for n = 0, we see that D ≤ (K) ⊥ ǫ ! g ! 1 U and hence we conclude that g ! 1 U ∈ w DM >F (U ) as required.
4.2.3. Let X be any irreducible scheme. A motivation for the construction of of EC D X was that they approximate the intersection complex IC X , and in special cases, are equal to it. For D a monotone step function Id ≤ D ≤ dim X, one always has morphisms ([NV15, 3.2.2]):
For D large enough, the last map is an isomorphism. Define: Let dim X = d. Let ǫ : Spec K → X be a generic point and let q : Spec K perf → Spec K be the natural map. Any object A ∈ w DM >D (X), then
by definition of the glued t-structure. 
where the last map is the truncation x → τ >j x for the standard t-structure on D(X). The composite becomes an isomorphism after applying q * ǫ * by the way a j is defined. Consider the triangle in D(U ), defining C:
Then q * ǫ * C = 0. Hence ǫ * C = 0, and hence C must be trivial on a neighborhood of Spec K. It follows that, by shrinking U if needed, we have:
Now q * ǫ * A is obtained by applying finitely many shifts, and extensions to objects of the form a j . In particular, using continuity, shrinking U if necessary, j * A is obtained by applying finitely many shifts and extensions to objects of the formā j . Hence it is enough to show that real(ā j ) ∈ w D >D (U ), in particular enough to show that R i (sp) A ditto calculation shows that real( w DM ≤D (X)) ⊂ w D ≤D (X), and we are done. 
