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Abstract. The primordial CMB B-mode search is on the spotlight of the scientific commu-
nity due to the large amount of cosmological information that is encoded in the primeval
signal. However, the detection of this signal is challenging from the data analysis point of
view, due to the relative low amplitude compared to the foregrounds, the lensing contami-
nation coming from the leakage of E-modes, and the instrumental noise. Here, we studied
the viability of the detection of the primordial polarization B-mode with a ground-based
telescope operating in the microwave low-frequency regime (i.e., from 10GHz-120GHz) in a
handful of different scenarios: i. the instrument’s channels distribution and noise, ii. the
tensor-to-scalar ratio (r) detectability considering different possible r values and degrees of
delensing, iii. the effect of including a possible source of polarized anomalous microwave
emission (AME), iv. the strengths and weaknesses of different observational strategies and,
v. the atmospheric and systematic noise impact on the recovery. We focused mainly on the
removal of galactic foregrounds as well as noise contamination by applying a full-parametric
pixel-based maximum likelihood component separation technique. Moreover, we developed a
numerical methodology to estimate the residuals power spectrum left after component sepa-
ration, which allow us to mitigate possible biases introduced in the primordial B-mode power
spectrum reconstruction. Among many other results, we found that this sort of experiment
is capable of detecting Starobinsky’s r even when no delensing is performed or, a possible
polarized AME contribution is taken into account. Besides, we showed that this experiment
is a powerful complement to other on-ground or satellite missions, such as LiteBIRD, since it
can help significantly with the low-frequency foregrounds characterization.
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1 Introduction
For several decades the scientific community has devoted a tremendous effort towards the
improvement in the Cosmic Microwave Background (CMB) polarization detection. The in-
terest arises due to the large amount of cosmological information comprised in it, e.g., the
predicted primordial B-modes. Primordial B-modes are only sourced by non-scalar pertur-
bations, hence a detection would constitute a definitive proof of the existence of primordial
gravitational waves (PGWs) [1–3]. Even though PGWs are conjectured by most of infla-
tionary models, their predictions differ in the PGWs’ amplitude. Current constraints on the
tensor-to-scalar perturbations ratio r are . 0.056 at 95 % CL [4], which reveal the faintness of
this signal. Unfortunately, there is no theoretical lower bound for this quantity so there is no
warranty of detection. However, even in a non-detection case, all these endeavors would not
be futile as more sensitive instruments can place stronger constraints in the PGWs’ amplitude
and debunk a considerable number of inflationary models [4, 5].
Currently, there are many planned ground-based experiments, e.g., CMB-S4 [6], Simons Ob-
servatory [7], BICEP array [8], as well as satellite missions, e.g., LiteBIRD [9], PICO [10],
which include the primordial B-mode search among their top scientific goals. Their primary
objective is to be able to detect, or at least constrain r with a sensitivity σr(r = 0) ≤ 10−3.
This work constitutes a preliminary study of the performance of a potential on-ground exper-
iment encompassed in this international B-mode chase. This experiment is proposed in the
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context of the European Low Frequency Survey initiative. Here, we have studied a ground-
based instrument to perform a Low Frequency Survey (LFS) with the following characteristics:
operation in the low-frequency range covering approximately 10-120 GHz, full-sky coverage,
and finally, capability of placing stringent constraints on r.
The main problem that the search of these primordial modes faces is the signal’s weakness.
Moreover, this elusive signal hides among other B-mode sources with rather different ori-
gins such as: E-modes converted to B-modes due to gravitational lensing along the photons
path, foreground contaminants like the synchrotron or the thermal dust emissions, instru-
mental noise, etc. Therefore, special data treatment methods are required to disentangle the
primeval signal from the nuisance signals. Here, we have focused mainly on component sep-
aration methods which deal with the foreground and noise contamination [11]. To conduct
the instrument’s forecasts we have applied a full-parametric pixel-based maximum-likelihood
component separation method. Furthermore, we have developed an approach to estimate a
model of the foregrounds and noise residuals. A residuals model allow us to correct possible
biases induced in cosmological parameters due to insufficient foreground removal [12], as well
as to forecast which values of r are detectable.
We have applied the aforementioned method to study the instruments performance in dif-
ferent situations: i. the instrument’s channels distribution and noise, to determine the most
optimal setup that fulfills the σr constraint, ii. the r detectability considering different pos-
sible r values and degrees of delensing, i.e., fraction of E-to-B modes removed, iii. the effect
of including a possible source of polarized anomalous microwave emission (AME), iv. the
strengths and weaknesses of different observational strategies, e.g., full-sky vs. small sky
patches observation in the same observational time and, v. the atmospheric/systematic noise
impact on the recovery.
In addition, this instrument is proposed to be a potential complement to other experiments,
both on-ground and satellite. It has been shown [13] that different frequency coverage can af-
fect the level of foreground residuals. Since this experiment studies the low-frequency regime
with sensitivities never achieved before, it can help with the characterization of foregrounds
dominant in this range, e.g., the synchrotron, and AME. Here, the reconstruction of the
foreground components is analyzed in the case of LiteBIRD alone, and LiteBIRD with this
telescope.
This work is structured as follows: in section 2 we describe the observational characteris-
tics of this instrument; in section 3 the different contributions to the sky simulations, i.e., the
astrophysical signals as well as the instrumental noise, are described; section 4 outlines the
component separation approach followed; we explain the residuals model estimation method-
ology conducted in this work in section 5; in section 6 we compare the telescope performance
under different scenarios, i.e., different experimental setups, noise scaling, etc.; section 7
studies the improvement on LiteBIRD’s foreground characterization when combined with
this experiment; finally, we draw some conclusions in section 8.
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(a) Planck: 70% galactic plane
mask
(b) QUIJOTE: Wide Survey (c) QUIIJOTE: Cosmological-
areas
Figure 1: Sky observational masks.
2 Observational Configuration
In this section we highlight the basic observational characteristics of the propounded experi-
ment, i.e., the instrument’s location, the sky coverage, and the frequency range covered.
Experiment location: This experiment is thought to be capable of measuring the whole
sky. Therefore it requires at least two facilities, one located at the Northern Hemisphere (NH)
and the other at the Southern Hemisphere (SH). A plausible choice for the NH location is
Tenerife, in the Canary Islands, because there are precursor experiments successfully operating
in the low-frequency regime like QUIJOTE [14]. On the other hand, Atacama is another realistic
option for the SH since a handful of CMB experiments are already settled there, e.g., ACTPol
[15], ABS [16], CLASS [17], due to its sky quality.
Sky coverage: In this study we have applied three distinct observational masks in order
to simulate different experiment locations and scanning strategies.
• In the case of two instruments located one at the NH and another at the SH, the full
sky is available but we have applied a galactic disk mask to remove the foreground most
contaminated areas. The mask is obtained from Planck Legacy Archive1 [18].
• Another option is when the instrument is located only at NH, e.g., in Tenerife, hence,
only a fraction of the sky is available. Thus, in this work we have considered the same
observable sky as QUIJOTE [19]. Moreover, as in the previous situation we have applied
a galactic mask to remove foreground dominated areas (same galactic area as in the
previous Planck mask).
• Besides, instead of observing the whole accessible sky, one can observe small sky patches
where the foregrounds are less dominant. An advantage of this strategy is the increase in
the signal-to-noise ratio due to spending more time in a particular area within the same
observational time. To study this option we have considered the QUIJOTE’s cosmological
areas mask, i.e., sky patches where the foreground contamination is less harmful [19].
The observational masks described are shown in figure 1. In the NH case we apply a combined
mask from figure 1a and figure 1b.
1 The fsky = 0.7 (fraction of available sky) galactic mask from HFI_Mask_GalPlane-apo0_2048_R2.00.fits
downloaded from https://pla.esac.esa.int/#maps
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Frequency range: The LFS is designed to operate in the low-frequency regime, i.e., from
10 to 120 GHz, with its channels distributed among three frequency bands, where the atmo-
spheric absorption is less significant. The bands are listed below:
• Low-frequency band (lb) from 10-20 GHz.
• Middle-frequency band (mb) from 26-46 GHz.
• High-frequency band (hb) from 75-120 GHz.
A telescope setup is defined by a 3-tuple [nlb,nmb,nhb] where nb is the number of channels in
the band b. The frequency channels within a band are distributed evenly as follows
νi,b = νini,b +
∆νb
2nb
(2i− 1) , (2.1)
where νi,b is the i-th central frequency of the b band in a given experimental configuration,
νini,b is the lowest frequency within that band, and ∆νb is the b band’s bandwidth. For
example, if the experimental setup is [5,5,5], the frequency channels centers are (11, 13, 15,
17, 19), (28, 32, 36, 40, 44), and (79.5, 88.5, 97.5, 106.5, 115.5) GHz in the lb, mb, and hb
respectively.
3 Sky Model
Here, we describe the procedure adopted to generate the simulated maps used in the forecasts.
Multi-frequency simulations are generated at a resolution of nside = 64 (for observations of
the whole available sky), and nside = 256 (observations of small sky patches) using HEALPix2.
The frequencies selected depend on the telescope setup considered, and the effect of the de-
tectors bandwidth is not taken into account, i.e., the channel’s bandwidth is modeled as a
δ-function.
Our sky simulations contain the following components: CMB, galactic foregrounds3, and
other inevitable noise sources, such as instrumental or atmospheric/systematic noise.
CMB: CMB maps are drawn as Gaussian random realizations of theoretical power spectra.
The power spectra are evaluated with the Boltzmann-solver CAMB [23] using the latest cosmo-
logical parameters from Planck [22]. Figure 2 shows the D`4 of the primordial B-mode for
different r values as well as the E-to-B lensing contamination modes, the EE and TT . With
the lowest resolution, nside = 64, multipoles as high as `max = 3nside − 1 ∼ 190 are reached,
hence both the re-ionization and recombination bumps could be observed.
In this work we have considered different scenarios with simulated CMB maps whose r and
aL (E-to-B lensing amplitude assuming a certain level of delensing) values, listed in table 1,
differ. To allow meaningful comparisons among those scenarios, CMB maps were generated
from template a`m realizations. The procedure followed to generate the simulated CMB maps
is explained below.
2Hierarchical Equal Area isoLatitude Pixelization, https://healpix.sourceforge.io/, [20].
3Contamination due to point sources emission is neglected since its effect is not significant at the resolutions
studied.
4D` ≡ C``(`+ 1)/(2pi), where C` stands for the angular power spectrum.
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BB (r = 1× 10−3)
Figure 2: CMB spectra. TT , EE, BB and E-to-B
lensing (L) contributions are displayed.
r × 103 aL
0 1
0 0.5
3.7 1
3.7 0.5
Table 1: Cosmological values.
Combinations of r and aL values
used for the CMB simulations. The
value r = 3.7 × 10−3 is the expected
Starobinsky [21] value according to
the latest Planck results [22].
1. Two sets of a`m were generated using the synalm routine of healpy, a python implemen-
tation of HEALPix [24]. One set {tul`m, eul`m, bul`m} is created from a collection of unlensed
power spectra with r = 1, and another {tl`m, el`m, bl`m} from lensed power spectra with
r = 0.
2. Then, CMB maps were generated using the healpy routine alm2map using the following
set of a`m
t`m = t
l
`m , e`m = e
l
`m , b`m =
√
rbul`m +
√
aLb
l
`m . (3.1)
These maps were smoothed with a FWHM = 1◦ or 15 arcmin for the nside = 64,
256 resolutions respectively, and corrected with the appropriate pixel window function
term. Note that the t`m and e`m terms do not have the contribution from the tensor
fluctuations. However, since the tensor-to-scalar ratio is small, the possible errors that
may arise from this mismatch are almost negligible.
Foregrounds: The polarized foreground contribution is composed primarily of synchrotron
and thermal dust5, as can be seen in figure 3. However, we have also included the AME
in some realizations, as this contaminant might also emit in polarization [25]. The fore-
ground contribution is simulated using parametric models since we want our model and sky
simulations to be self-consistent. Below, we describe the procedure followed to create each
foreground contribution. Only the Stokes parameters Q and U are considered since we are
interested only in polarization.
• Synchrotron. This emission is originated from relativistic electrons spiralling around
Galactic magnetic fields. Its spectral energy distribution (SED) can be modeled6 as a
power-law [27]. Nevertheless, a model with a curved spectrum might be better suited
5It is worth mentioning that, at the frequencies we are operating in, Faraday rotation effects are insignificant
and can be overlooked.
6The models provided here apply for antenna units. However, we have worked in thermodynamic units
using the appropriate change of units where needed.
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Figure 3: CMB and individual foreground
contaminants signal as a function of fre-
quency. Image courtesy of ESA and the
Planck Collaboration [26].
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Figure 4: Comparison of the spectral be-
havior of the AME at a given sky direction,
simulated with PySM (solid line), and fit-
ted with a powerlaw with curvature model
(dashed line) at the frequencies the LFS op-
erates in.
since it can account for a steepening/flattening of the spectrum due to diverse effects
such as: multiple synchrotron components along the line of sight, synchrotron self-
absorption, cosmic ray’s aging effect, etc. This extension of the model can be thought
of as a natural SED’s generalization following the approach of [28]. Thus, the model
used is the following:[
mQn,s(ν; θ
Q
n,s)
mUn,s(ν; θ
U
n,s)
]
=
[
aQn,s
aUn,s
](
ν
νs
)βn,s+cn,s(ν/νs)
, (3.2)
where n is a unitary vector pointing in a given direction of the sphere, mXn,s is the
synchrotron signal in the X Stokes parameter (X ∈ {Q,U}) at the frequency ν given
θXn,s = {aXn,s, βn,s, cn,s} the set of the synchrotron’s model parameters, where aXn,s is the
synchrotron’s amplitude at νs = 23 GHz, βn,s is the synchrotron’s spectral index, and
cn,s is the synchrotron’s spectral curvature at νs.
The aXs and βs template maps at nside = 64 and 256 were generated using the template
maps of the Python Sky Model (PySM) [29]. The maps were degraded from nside = 512
to 64 (256) through spherical harmonics, and smoothed with a beam of FWHM = 1◦
(15 arcmin), taking into account the pixel window function correction. Besides, latest
studies of the galactic synchrotron contribution show that the spectral synchrotron de-
pendence might have a non-negligible curvature (cs = 0.04± 0.1), [30]. Thus, we have
created a cs constant map whose value is 0.047.
• Thermal Dust. General name to describe the thermal emission of microscopic matter
left in the interstellar space. Dust grains, which are composed mainly of carbonaceous
7Note that this assumption of a constant value for cs does not facilitate its estimation since the method
works at the pixel level and spatial correlations are not taken into account.
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and silicate grains, are heated up by the interstellar radiation field yielding an emission
at the microwave range. The dust component SED is well-approximated by a modified
black-body [31]. However, at the frequencies under study, only the Rayleigh-Jeans
part of the dust spectrum is detected, hence a power-law model is also suitable in this
particular case: [
mQn,d(ν; θ
Q
n,d)
mUn,d(ν; θ
U
n,d)
]
=
[
aQn,d
aUn,d
](
ν
νd
)βn,d
, (3.3)
where mXn,d is the dust signal of the Stokes parameter X at the frequency ν given
θXn,d = {aXn,d, βn,d} the set of the dust’s model parameters, where aXn,d is the dust’s am-
plitude at νd = 120 GHz, and βn,d is the dust’s spectral index.
The aXd and βd template maps at nside = 64 and 256 were created in an analogous
manner to the synchrotron’s equivalent parameters.
• AME. It is a Galactic emission that cannot be explained with known foreground models.
Spinning dust grains have been proposed as a mechanism for this emission since it is
spatially correlated with dust [32, 33]. Although AME might not be polarized [25], we
have studied some cases were AME contributes to the polarized sky with a 1% relative
amplitude compared to the AME intensity. We have seen that the AME contribution
is well-modelled by a power-law with curvature at the frequencies of operation, see
figure 4. Therefore the model used is:[
mQn,a(ν; θ
Q
n,a)
mUn,a(ν; θ
U
n,a)
]
=
[
aQn,a
aUn,a
](
ν
νa
)βn,a+cn,a(ν/νa)
, (3.4)
where mXn,a is the AME signal of the Stokes parameter X at the frequency ν given
θXn,a = {aXn,a, βn,a, cn,a} the set of the AME’s model parameters, where aXn,a is the
AME’s amplitude at νa = 23 GHz, βn,a the AME’s spectral index, and cn,a is the
AME’s spectral curvature at νa.
We obtained maps of the AME’s temperature parameters (aIa, βIa, cIa) at nside = 512
by fitting the PySM default AME’s I map to a powerlaw with curvature model. To
construct the amplitudes maps in Q and U we have used the dust polarization angles γd
map, since AME has been shown to be spatially correlated with dust. The amplitudes
are then:
aQa = ηa
I
a cos(2γd) , a
U
a = ηa
I
a sin(2γd) , (3.5)
where η = 0.01 is the considered AME’s ratio of polarization to intensity. βa and ca
are the same both in intensity and polarization. Similar to the synchrotron and dust
parameters case, the maps were degraded from nside = 512 to 64 (256) through spherical
harmonics, and smoothed with a beam of FWHM = 1◦ (15 arcmin), taking into account
the pixel window function correction.
Note that we have assumed equal spectral parameters for polarization Q and U Stokes pa-
rameters.
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Noise: We have included two different types of noise in our simulations: one that consists
only of white noise, and another composed of white noise and a correlated noise that resembles
the atmospheric and/or systematics contamination.
• White noise. The instrument’s sensitivity is modeled as a white noise whose standard
deviation follows a specific spectral law. The chosen law behaves as the sum of the main
foregrounds contaminants in polarization:
s(ν) = ks
(
ν
100GHz
)−3
+ kd
(
ν
100GHz
)1.59
, (3.6)
where we have applied the following constraints to fix ks and kd:
1. The sensitivity equals 1µK arcmin at 100 GHz.
2. The dust-like and synchrotron-like contributions to the sensitivity are equal at 70
GHz.
The spectral law is represented in figure 5. With this noise behavior, the larger the
number of channels the better the effective telescope sensitivity s¯, which is defined as:
s¯S =
∑
ν∈S
1
s(ν)2
−1/2 , (3.7)
where S is the set of frequencies in a given setup or band. The default instrument setup
[10,10,15] is the largest setup, hence the rest of setups yield always worse results. In
order to perform fair comparisons among setups, we have also studied the case where
the sensitivity per frequency channel is scaled in the smaller setup to match the default’s
effective sensitivity. The scaling is conducted by applying the same correction factor
ξ to each channels’ sensitivity within a band b. After applying ξ, the smaller setup’s
effective sensitivity in the b band equals the default’s effective sensitivity in the same
band, hence
ξb =
√
s¯defb
s¯b
, (3.8)
where s¯defb and s¯b are the effective sensitivities of the default and smaller setup respec-
tively.
• White + Correlated noise. In this case, a 1/f noise is added to the previously
described white noise. This 1/f noise is included to mimic the correlated noise induced
by the atmosphere as well as instrument’s systematics. This contribution is obtained
as a Gaussian random realization of the following power spectrum:
N` = ncorr
(
`
`knee
)γ
(3.9)
where ncorr is the variance per steradian at a given frequency channel, `knee = 30 is the
multipole until which the correlated noise is significantly larger than the white noise
contribution, and γ = −2.2, −2.4, −2.6 if the frequency channel belongs to the lb, mb
or hb respectively. The power spectrum parameters selected are similar to the values
considered in [34]. The power spectrum of (3.9), along with the white noise contribution,
is depicted in figure 6.
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Figure 5: Spectral instrument’s sensitivity.
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Figure 6: Total noise power spectra at dif-
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4 Component Separation
Our component separation approach grounds on a full-parametric pixel-based maximum like-
lihood method, which relies on an affine-invariant ensemble sampler for Markov Chain Monte
Carlo (MCMC) [35], to retrieve the polarized CMB, as well as the foregrounds’ parameters.
Parametric methods might be more advantageous than non-parametric methods since they
provide a physical characterization of both the CMB and the foregrounds. On the other hand,
incorrect modeling can lead to severe bias in the measurements in the most extreme cases
[36–38]. Nevertheless, there are extensions to these parametric models that can cope with
this setback [28]. As previously mentioned, our model and sky simulations are self-consistent,
i.e., the simulations are generated from the models, hence our results are optimal.
Our method is more robust than other models [38, 39] since the pixel-based approach em-
ployed allows spatial variation of the spectral parameters. The method here is the limiting
case considered in [12] of spatial variability in every single pixel. However, this robustness
goes at expense of an increase in the statistical uncertainty of the parameters as less infor-
mation is provided into the fit [40].
Hereunder, we outline the application and the fundamentals behind the bayesian inference
method employed in this study.
Best-fit Parameter Estimates. To obtain sky maps of the most-likely model parameters
we used a python implementation emcee [35] of an affine-invariant ensemble sampler for
MCMC [41]. MCMC methods are algorithms able to sample from a probability distribution,
and hence provide an estimation of it. Therefore, we apply this algorithm to draw samples
from the global posterior probability and obtain the best-fit parameters’ map as the mean of
each marginalized parameter posterior probability. The global posterior probability is given
by:
P(θn|dn) ∝ P(dn|θn)P(θn) , (4.1)
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βs βd βa cs ca
µθ -3.00 1.54 -2.5 0.04 -2.0
3σθ 0.18 0.12 2.1 0.10 0.9
Table 2: Gaussian prior information. Displayed are the mean and the dispersion values
of the spectral parameters employed in the Gaussian priors. µθ and σθ are the mean and the
3-σ value of θ template map respectively.
where θn is a set whose elements are the Q and U model parameters in a given sky direction
n, dn = (d
Q
n ,d
U
n ) is a 2nT vector where dXn is a nT vector containing the sky signal X in the
experimental setup’s nT frequency channels, L(θn|dn) ≡ P(dn|θn) is the likelihood function,
and P(θn) is the prior information known about the parameters. In our approach, Q and
U data are jointly fit since they share the spectral model parameters, hence the parameters’
statistical uncertainties are reduced. Assuming Gaussian noise, the likelihood of the data can
be expressed as
L(θn|dn) = 1√
(2pi)2N det(C)
exp
(
−1
2
(
dn −m(ν; θn)
)T
C−1
(
dn −m(ν; θn)
))
, (4.2)
where C = diag(CQ,CU ) being CX the covariance matrix of the the telescope’s frequency
channels for the Stokes parameter X8, and m = (mQ,mU ) a 2nT vector containing the model
signal, and:
mX
(
ν; θXn
)
= cXn +
∑
f∈F
mXn,f
(
ν; θXn,f
)
, (4.3)
where cXn is the CMB X-contribution in the direction n, F is the set of foregrounds included
in a given model, e.g, F = {s, d} in a model with only synchrotron and thermal dust, and
mXn,f (θ
X
n,f ) is a vector whose elements are the f foreground model contribution at a given
frequency obtained by evaluating the f foreground parametric model (3.2)-(3.4), using the
set of model parameters θXn,f .
Priors are required in Bayesian inference and have been proven to help with convergence
and computational time reduction. In this analysis we have used Gaussian priors:
Gaussian priors. We have applied Gaussian priors to the spectral parameters. Gaussian
priors are given by:
P(θn) = exp
(
−1
2
(θn − µθ)2
σ2θ
)
(4.4)
where θ is a given model parameter, and, µθ and σ2θ are the mean and variance of the
parameter θ. The means and standard deviations used are listed in table 2. Notice that we
have used the spectral parameters template maps 3-σ values as σθ to loosen the priors.
5 Residual Power Spectra Estimation
In this study, we have developed a self-consistent approach to obtain an estimate of the
combined foreground and instrumental model residuals power spectrum. Having a residuals
8In this work we have assumed CQ = CU
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Scenario setup r × 103 aL F noise nside sky
default [10,10,15] 0 1 s,d W 64 P70
558 [5,5,8] 0 1 s,d W 64 P70
558-scaled [5,5,8] 0 1 s,d WS 64 P70
666 [6,6,6] 0 1 s,d W 64 P70
666-scaled [6,6,6] 0 1 s,d WS 64 P70
default-delensed [10,10,15] 0 0.5 s,d W 64 P70
starobinsky [10,10,15] 3.7 1 s,d W 64 P70
starobinsky-delensed [10,10,15] 3.7 0.5 s,d W 64 P70
AME [10,10,15] 0 1 s,d,a W 64 P70
NH [10,10,15] 0 1 s,d W 64 Q(WS)
cosmoareas [10,10,15] 0 1 s,d W(fsky) 256 Q(CA)
correlated-noise [10,10,15] 0 1 s,d W+Corr 64 P70
LB LB 0 1 s,d W 64 P70
LB/LFS LB+[10,10,0] 0 1 s,d W 64 P70
LB-AME LB 0 1 s,d,a W 64 P70
LB/LFS-AME LB+[10,10,0] 0 1 s,d,a W 64 P70
Table 3: Scenarios. The different studied scenarios’ characteristics. The setup 3-tuple are
the number of channels in each frequency band in the LFS, while LB stands for LiteBIRD’s
frequency channels; r and aL are the input tensor-to-scalar ratio and lensing amplitude; F
is the set of foregrounds included in the sky signal simulation, where s, d, and a stands for
synchrotron, thermal dust, and AME respectively; the noise included in the simulations are
white noise (W), scaled white noise (WS), white plus correlated noise (W+Corr) and, white
noise with a scaling factor to account for the longer observational time spent when only small
patches of the sky are measured (W(fsky)); nside is the resolution of the simulated signal maps;
and finally sky specifies the observable sky studied in each scenario, P70, Q(WS) and Q(CA)
are the sky left after applying the Planck, QUIJOTE wide survey combined with Planck, and
QUIJOTE cosmological areas mask respectively.
model allow us to prevent possible biases in the fit due to an insufficient foreground removal,
or to determine the range of detectable r values, given a specific experimental setup. Another
advantage of this methodology is that it can be applied to real data. In this section, we
describe the methodology followed to calculate the residuals model (section 5.1), explain the
approach used to estimate the cosmological parameters (section 5.2), and show an example
for the default scenario (section 5.3). A scenario is fixed when the following characteristics are
set: i. the experimental setup, i.e., the 3-tuple [nlb,nmb,nhb]; ii. the cosmological parameters
that define the B-mode power spectrum (r, aL); iii. the foreground model, i.e., the specific
foregrounds that are included; iv. the noise type; and v. the maps’ resolution, i.e., nside. The
scenarios characteristics are listed in table 3.
5.1 Residuals Model Estimation
Let the data polarization signal be defined as S = (SQ,SU ), where SX = (sXν1 · · · sXνnT ) is a
(npix × nT ) matrix whose columns are the X-signal maps sXνj at the frequency νj , being npix
the number of map pixels. Let dp be a S row, i.e., dn with n pointing in the direction of the
pixel p. The procedure to obtain the residuals model estimate is the following:
– 11 –
1. For each pixel p, the best-fit set of model parameters θdatp is obtained by applying the
Bayesian method explained in section 4 to dp. Eventually, we obtain Θdat a (npix×npar)
matrix whose rows are the θdatp and, its columns are the model parameters’ maps. npar
is the number of model parameters.
2. Then, nsim signal matrices {Sj}j∈{1,...,nsim} are generated using
dXp,j(ν) = c
X
p,j +
∑
f∈F
mXp,f
(
ν; θX,datp,f
)
+ nXp,j(ν) , (5.1)
where cXp,j is the pixel p value of the j-th simulated CMB map c
X
j , generated as a
Gaussian random realization of a particular set of power spectra, the second term of
the right-hand-side of (5.1) is a vector containing the foregrounds contribution obtained
by evaluating the f foreground parametric model using the estimated θX,datp,f as model
parameters, and nXp,j is a noise vector obtained as a random realization of the noise
model.
3. Step 1. is repeated for each Sj to retrieve Θsimj .
4. Next, the CMB X Stokes parameter residual maps are calculated for each j simulation
as
cX,resj = c
X
j − cX,simj , (5.2)
while the foreground residuals maps at a given frequency ν is given by
mX,resf,j = m
X
f,j
(
ν;θX,datf
)
−mXf,j
(
ν;θX,simf,j
)
. (5.3)
5. Finally, for each j residual map, the power spectra is obtained using a pseudo-C` algo-
rithm [42, 43]. Pseudo-C` algorithms are a technique to solve the E-to-B leakage due
to the scale spherical harmonics mixing in partial-sky maps9. Even though this method
does not retrieve the minimum variance [44], it is the most broadly used approach
since it is not computationally expensive. Moreover, there are techniques to reduce the
B variance due to the overpowering E-to-B mode leakage, like the “pure” pseudo-C`
mechanism [45]. This mechanism requires the mask to satisfy both the Neumann and
Dirichlet conditions [46]. The latter is achieved by apodizing the mask, i.e., artificially
making the mask’s edges less abrupt. In this work we have employed a “pure” pseudo-C`
algorithm using the python implementation of the public software package NaMaster
[46]. The residual model power spectrum estimate R` is calculated as the mean of the
nsim residuals power spectra.
5.2 Cosmological Parameters Fit
The cosmological parameters can be estimated by fitting the power spectrum of the cleaned
map cdat to the theoretical primordial and lensing CMB power spectra as well as the residuals
model power spectrum. In this work we are interested mainly in r, hence we only conduct the
analysis on the BB power spectrum. Since only partial-sky maps are studied, the large scale
9Note that in this work, only partial sky maps are studied since we always apply a galactic mask.
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multiples cannot be accessed. Thus, in the limit of high enough multipoles, the likelihood of
the cosmological parameters can be approximated to a Gaussian:
− logL(r, aL, aR) ∝
∑
`
(
Cdat` − rBGW` (r = 1)− aLL` − aRR`
)2
σ2`
, (5.4)
where Cdat` is the B-mode power spectrum of the best-fit CMB map, B
GW
` is the B-mode
primordial power spectrum at r = 1, L` is the lensing contribution to the BB power spectrum,
R` is the residuals model BB power spectrum, and σ` is the cosmic variance:
σ` =
√√√√ C2`
fsky
(
`+ 12
) = rBGW` (r = 1) + aLL` + aRR`
f
1/2
sky
(
`+ 12
)1/2 . (5.5)
In order to maintain the same statistical properties as well as the binning (required to perform
the Pseudo-C` algorithm), we have generated BGW` and L` models as the mean of the mask
corrected power spectra of 100 realizations of the theoretical BGW` and L` respectively.
By minimizing (5.4) the best-fit r, aL and, aR parameters can be derived analytically, and
their uncertainties can be evaluated from the Fisher matrix. It is worth noting that with this
approach we marginalize over aR and aL which leads to more conservative results than fixing
those parameters to unity.
5.3 Example: Default Scenario
In this section, the default scenario’s results are shown to: i. validate the method’s self-
consistency, i.e., assess whether the residuals model obtained reproduces the true residuals,
and ii. present some of the method’s results. In this analysis we have applied only a galactic
disk mask, i.e., the Planck’s mask fig. 1a.
Self-consistency: To test the validity of our method we have compared the power spectra
of the true residuals with the residuals obtained by simulations. This is performed in figure 7
where the input, output, and residuals power spectra of both the data and the simulations
are depicted together. Let us analyze the CMB and the foregrounds separately.
• CMB. We observe in figure 7 that the data and simulations input are very similar
which is expected as they are generated in a similar fashion. In the case of real data,
the true cosmological values are not known, but one can use r = 0 since the residuals left
are substantially larger than the primordial signal. However, in this particular case we
have used the same r for both the simulations and the data. Furthermore, we observe
that the simulations output, and consequently, the residuals agree with the data output
and residuals. Thus, we are confident that with this method coherent results can be
obtained.
• Foregrounds. The input simulated foreground parameters are the best-fit parameters
of the data. This is the reason why the input simulated power spectra overlap with the
data output power spectrum. On the other hand, we observe in figure 7 that there is a
slight increase in the simulated output power spectra at small scales. The data estimated
foreground parameters already have an uncertainty since they are retrieved from noisy
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Figure 7: Power spectrum of the input, output, and residuals best-fit data versus simulation
of different sky components. The simulation power spectra are represented as colored shaded
areas, while the data are depicted with colored dashed lines. The foregrounds power spectra
are evaluated at ν = 76.5 GHz.
data. These foregrounds parameters are used to create new noisy sky simulations, hence
the simulated output foreground parameters will have a larger uncertainty compared to
the data foreground parameters. Regardless of this difference, the simulation residuals
resembles the true residuals. Therefore, the mean simulation residuals is a suitable
approximation of the true residuals.
Results: Once the default scenario residuals model R` is obtained we fit the BB power
spectrum of the cleaned CMB map as described in section 5.2. In figure 8 we show the BB
power spectra of the different components after correcting for the mask leakage. It is clear
from figure 8 that the CMB lensing is the main source of uncertainty except at small scales,
where the foreground residuals become dominant. Thus, if r is sufficiently small delensing
would be mandatory in order to make a detection.
The Gaussian distributions and covariances among the parameters obtained from the fit are
shown in figure 9, and the numerical results in table 4. r, aL and aR values are compatible
with their true value and σr . 10−3 which is the target value of most experiments. From the
covariance matrices it is clear that each parameter is correlated with the rest. Therefore a
bias on the r value could yield a mismatch between aL and aR from unity. If the residuals
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Figure 8: CMB B-mode power spectra contributions in the default case. Note that the
primordial B-mode is not shown since r = 0 in the default scenario.
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Figure 9: Marginalized Gaussian one and two dimensional projections of the posterior
distribution of the fit parameters.
and lensing model are appropriate, aL and aR departures from the true value can be used to
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Figure 10: Density plot of σr as a function of r and aL, for fixed aR = 1 with the default’s
residuals model. The 1,2,3-σ signal-to-noise contours are also represented.
detect biases on the recovered r.
Moreover, given the residuals model an estimation of the r uncertainty can be obtained
using the following equation:
σr =
∑
`
BGW`
2
(r = 1)
σ2`
−1/2 , (5.6)
which is derived as the marginal uncertainty of the parameter r of the covariance matrix,
calculated from the Fisher matrix. σr depends on the value of r, aL and aR through σ`. In
figure 10 σr is depicted as a function of r and aL having aR fixed to unity.
From figure 10 we infer that within this scenario values of r . 10−3 are not detectable,
i.e., signal to noise ratio larger than 3-σ, without performing any form of delensing.
6 Experiment Performance
In this section the LFS performance is analyzed in a handful of different scenarios where the
following characteristics are tested: the experimental setup (section 6.1); different cosmologies
(section 6.2); the inclusion of AME (section 6.3); different observation strategies (section 6.4);
and the atmospheric/systematics contamination (section 6.5).
6.1 Instrumental Setup
Here, we have compared the instruments performance for three different telescope setups
([10,10,15], [5,5,8] and [6,6,6]) with both, their respective and scaled noise. The results from
each setup are shown in table 4.
With regard to the r uncertainty, we observe a slight decrease when the noise is scaled.
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Scenario σr × 103 aL σaL aR σaR
default 1.0 1.01 0.05 0.99 0.04
558 1.2 1.02 0.06 0.98 0.03
558-scaled 1.0 0.91 0.05 1.07 0.04
666 1.2 0.92 0.07 1.04 0.03
666-scaled 1.0 0.96 0.05 1.04 0.05
default-delensed 0.7 0.53 0.04 0.94 0.04
starobinsky 1.1 0.92 0.05 1.06 0.05
starobinsky-delensed 0.8 0.50 0.04 0.99 0.04
AME 1.1 1.00 0.06 1.00 0.04
NH 1.5 0.99 0.08 1.01 0.07
cosmoareas 1.4 1.00 0.03 1.00 0.01
correlated-noise 1.0 0.99 0.05 1.02 0.04
Table 4: Fit Results. The tensor-to-scalar ratio uncertainty σr, as well as the aL and aR
values and uncertainties obtained from the power spectrum fit for each scenario studied.
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Figure 11: Residuals model power spectra for different telescope setups. The dashed (solid)
lines correspond to a scenario where the instrument noise is (not) scaled.
This is a result of the lensing being the principal error source as it is shown in figure 11. As
a consequence, there is only an improvement at small scales, where the residuals are larger
than the lensing.
In figure 11, the residuals model for each configuration is represented. When the noise is
scaled the amount of residuals left is the same for all setups. In order to study if the dis-
tribution of frequency channels matters when the noise is scaled, we have applied a model
selection prior independent criterion that takes into account the number of data points, the
Bayesian Information Criteria (BIC) [47]:
BIC = −2 logL+ p log nT , (6.1)
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Figure 12: Difference BIC maps.
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Figure 13: Fisher CMB uncertainty estimation for a typical pixel (Q Stokes parameter) as
a function of the nlb and nmb. Results are normalized with respect to the maximum value.
The number of channels at the hb is nhb = 18− nlb − nmb.
where p is the number of model parameters. The smaller the BIC score, the better the fit.
In figure 12 the difference BIC maps pair combination of the default, 558-scaled and, 666-
scaled are displayed. It is clear that the default setup provides a superior fit than both the
558-scaled and, the 666-scaled. We infer that, given this instrumental noise, the best results
are obtained when the number of channels is the largest, i.e., it is better to have more noisier
signal channels than fewer more precise channels.
Moreover, the setup 558-scaled yields better results compared to the 666-scaled. To un-
derstand these results we have performed a simple study of the dependence of the CMB
uncertainty estimation on the distribution of frequency channels among the available bands,
given a fixed total number of channels. The CMB uncertainty is estimated using the Fisher
matrix obtained from (4.2). As an illustration, in figure 13 the CMB uncertainty for a typical
pixel is shown as a function of nlb and nmb in a telescope with nT fixed to 18 channels and
the instrumental noise scaled. We have verified that the behavior observed in the figure is
independent of the particular pixel under study and, also the same for both Q and U Stokes
parameters. From figure 13 it is inferred that the uncertainty on the CMB parameter is
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smaller in the 558-scaled scenario than in the 666-scaled, which can explain the results from
figure 12c. Besides, according to this Fisher analysis, the best channel distribution with a
fixed total number of channels is a distribution with a few channels at the lb, an optimal value
at the mb (which in the particular case of nT = 18 is five) and, most channels at the hb. The
worst is obtained when the nhb is the lowest. Thus, information from the higher frequencies
is crucial in this analysis, since those are where the dust information is comprised.
6.2 Primordial B-modes
As previously mentioned, the success of an experiment relies on its ability to constrain r, since
it has no lower limit. However, some of the preferred theoretical models predict r values that
will be either detected or rejected with the target uncertainty (σr ' 10−3). In this section we
have studied if r is detectable considering the Starobinsky model. Moreover, we have studied
the effect of applying a delensing of 50%, by simulating CMB maps with half the lensing power
for r = 0 and r = 3.7×10−3 (Starobinsky’s). The results for each scenario are shown in table 4.
First, we observe that within the Starobinsky scenario, r is detectable with more than 3-
σ even when no delensing is performed as was forecasted in figure 10. Moreover, when the
default and Starobinsky scenarios are compared with their delensed version, we now observe
a reduction of the uncertainty. This implies that in order to obtain a stringent constraint on
r some sort of delensing will be required.
6.3 Foreground Model
In this section, we have explored the possibility of a polarized AME emission and, its implica-
tions for the r detection. The results from the fit with this model are also displayed in table 4.
The uncertainty on r is slightly higher than in the default scenario mainly due to the in-
crease in the number of model parameters. This is shown in figure 14, where the AME’s
residuals model is proven to be larger than the default’s. Moreover, we see that the lensing
continues to be the main contaminant, which yields a similar uncertainty in both scenarios.
Only if a significant delensing is performed, e.g., reducing half or more the lensing contribu-
tion, we observe distinguishable differences between the two models.
The latter argument is confirmed in figure 15 where in the AME scenario σr is shown as
a function of r and aL with fixed aR = 1. The results at large aL are virtually unchanged
from the results of figure 10, and shifts appear at low aL. Despite this change, r values similar
to Starobinsky’s can still be detected if a possible AME polarization is taken into account.
6.4 Observational Strategies
In this section we compare the results obtained with the default, NH and, cosmoareas scenarios
which correspond to three different observational strategies: i) Two experiments located at
each hemisphere covering the full sky (default), ii) only one experiment located at the NH
(NH), iii) an experiment at the NH exploring small sky patches (cosmoareas). In other words,
we are studying whether a ground-based experiment can reach these scientific goals with just
one instrument. An instrument can take measurements on its whole available sky view or,
focus on the cleanest areas to achieve better sensitivities. Given the same observational time,
the sensitivities of two different observational strategies (1) and (2) of a single telescope are
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Figure 15: Density plot of σr as a function
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contours are also represented.
related by
s(1) =
√√√√f (1)sky
f
(2)
sky
s(2) , (6.2)
where f (l)sky is the fraction of the sky covered by the strategy (l).
Therefore, the LFS’s sensitivity in the cosmoareas scenario is corrected by the factor with
respect to the NH scenario defined in (6.2). The fraction of available observable sky is
f
(ca)
sky = 0.08 (f
(NH)
sky = 0.42) in the cosmoareas (NH) scenario
10.
The fit results are shown in table 4. As expected the default scenario has a smaller r uncer-
tainty compared to the NH scenario since it covers a wider sky area. On the other hand, if
measurements are restricted to a particular hemisphere, we observe that it is better to cover
smaller regions than the whole available sky, not only due to the smaller σr obtained but
notably because the residuals foregrounds and lensing contributions are better characterized.
Figure 16a and figure 16b depict the power spectra results in the NH and cosmoareas scenarios
respectively. We observe from the power spectra comparison of the cosmoareas scenario with
the default (figure 8), that in the former strategy the residuals decrease at the recombination
bump.
6.5 Atmospheric/Systematics Contamination
If atmospheric contamination in polarization is sufficiently large, its impact can have detri-
mental consequences on the uncertainty of r as it was shown in [48]. Here, we study the
repercussions of including a correlated noise that mimics the atmosphere and/or systematics
contribution. The results of the correlated-noise scenario is shown in table 4.
10Notice that the fsky considered in the NH scenario is the fraction of observable sky in the QUIJOTE Wide
Survey mask, i.e., the galactic mask used in the analysis is not taken into account.
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Figure 16: CMB B-mode power spectra contributions in a given scenario when the sensi-
tivity accounts for the observed sky size.
From the results, we see that the uncertainty on r does not increase. Comparing the residuals
model in the default and the atmosphere scenario we see that the increment only occurs at low
` where the residuals are at their lowest. Thus, the residuals contribution to the uncertainty
comes primarily from the small scales where both scenarios have similar amount of residuals.
From figure 17, we observe that our methodology is able to recover the correlated noise
introduced by the atmosphere at large scales. This yields a reduction on possible biases on r
due to incorrect noise removal. On the other hand, if atmospheric noise is not negligible at
the experiment’s location site, the residuals increment at low multipoles, then it prevents the
information gathering from the first bump even if the available observed sky is sufficiently
large to measure it.
7 Complementarity to LiteBIRD
LiteBIRD, Lite (Light) satellite for the studies of B-mode polarization and Inflation from
cosmic background Radiation Detection, is a planned satellite mission whose primary ob-
jective is the detection of PGWs through the footprint left on the polarized CMB B-modes
[49]. Recently, it has been selected as the Japanese Space Agency’s (JAXAâĂŹs) strate-
gic large mission and its launch is planed for 2027. Its design is optimized for CMB B-mode
detection on large angular scales, and its principal scientific goal is reaching σr(r = 0) ≤ 10−3.
LiteBIRD’s frequency coverage ranges from 40 to 402 GHz, as can be seen in table 5, where
LiteBIRD’s observing frequency bands and sensitivities are shown. If AME has a polarized
contribution, its detection by LiteBIRD would be extremely challenging (see figure 4), which
may result in a potential bias for the primordial B-mode detection. A joint analysis with
LFS could enhance LiteBIRD’s capabilities for the low-frequency foregrounds characteriza-
tion. Even if the AME does not have a measurable polarized signal, LiteBIRD can benefit
significantly from a joint analysis as our experiment covers smaller frequencies where the syn-
chrotron is considerably larger, see figure 3.
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Figure 17: CMB B-mode power spec-
tra contributions in the correlated-noise sce-
nario.
Band [GHz] s[µK arcmin]
40 37.5
50 24.0
60 19.9
68 16.2
78 13.5
89 11.7
100 9.2
119 7.6
140 5.9
166 6.5
195 5.8
235 7.7
280 13.2
337 19.5
402 37.5
Table 5: LiteBIRD’s characteristics.
Channels’ central frequency and sensitivity
[49].
Below we analyze the improvement on the foreground characterization when both experi-
ments are combined.
Foregrounds Characterization. We have studied an experiment’s ability to characterize
foregrounds by studying the foregrounds residuals relative distributions at a given frequency,
i.e., the ratio of the difference between the input modeled foregrounds and the retrieved ones
over the input modeled foregrounds, using the corresponding models given by equations (3.2)-
(3.4). In figure 18, the LB (LB-AME) and LB/LFS (LB/LFS-AME) scenarios’ foregrounds
residuals distributions are compared. Notice from table 3 that the LFS considered here has
only frequency channels at the lb and mb, since the frequencies at hb overlap with LiteBIRD’s
frequency range.
In figure 18a the synchrotron’s and dust’s residuals distributions are compared for the LB
and LB/LFS scenarios at 70 GHz. We observe no significant difference in the dust residuals
when LiteBIRD is combined with LFS, which is indeed expected as the latter focus mainly on
low-frequencies where the thermal dust is insignificant. On the other hand, the inclusion of
the ground-based experiment narrows considerably the synchrotron’s residuals distribution.
Therefore, a joint analysis will reduce the uncertainties relative to the component separation.
Moreover, if the actual synchrotron model is more complex than current models, more chan-
nels at the low-frequency spectrum regime might become essential to reconstruct properly the
CMB.
Figure 18b compares the synchrotron’s and AME’s residuals distributions at 70 and 23 GHz
respectively for the LB-AME and, LB/LFS-AME scenarios. Note that the synchrotron (AME)
distributions in the LB-AME case are divided by a factor of 10 (50) for a better visualization.
As in figure 18a the synchrotron is better recovered when both experiments are combined.
However, the most outstanding improvement is observed in the AME’s residuals distribution.
LiteBIRD’s frequency range does not overlap with the range where the AME is most domi-
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(a) Synchrotron and dust relative residuals at 70 GHz.
0.0
0.2
0.4
0.6
0.8
1.0
Q
LB-ame/10
LB/LFS-ame
LB-ame/50
LB/LFS-ame
−50 0 50
Σsynch (%)
0.0
0.2
0.4
0.6
0.8
1.0
U
LB-ame/10
LB/LFS-ame
−10000 −5000 0 5000 10000
ΣAME (%)
LB-ame/50
LB/LFS-ame
(b) Synchrotron and AME relative residuals at 70 and 23 GHz respectively.
Figure 18: Foregrounds relative residuals distributions in Q (top) and U (bottom) Stokes
parameters for LiteBIRD alone (blue), and LiteBIRD combined with this instrument (orange).
The distributions are normalized with respect to the the LB/LFS distribution’s maximum.
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nant. If AME happens to be slightly polarized, a bias could be introduced in the CMB during
the component separation. A combined analysis will help overcome this issue.
If current foreground modelling is a sufficiently good approximation of the diffuse sky, Lite-
BIRD can benefit from a joint analysis by reducing the uncertainties in the foregrounds
recovery. Moreover, if current modelling lacks the low-frequency foregrounds’ inherent com-
plexity, LiteBIRD could always employ data from low-frequency experiments such as the one
proposed here.
8 Conclusions
We have studied whether a ground-based telescope operating in the low-frequency regime is
able to detect or, at least, constrain r at the level of σr(r = 0) = 10−3. For this purpose,
we have applied a full-parametric pixel-based maximum likelihood component separation
method to obtain the CMB as well as the foregrounds parameters. Moreover, we developed a
self-consistent approach to estimate the residuals left from the component separation method-
ology. Finally, with these techniques we have tested different scenarios that an experiment of
this sort can face.
First of all, we have compared different LFS’s frequency channels distributions with diverse
telescope sensitivities, to obtain the most optimal telescope configuration. We have seen that
given the same effective telescope sensitivity, it is preferable to have more noisier channels
than a few channels with large sensitivities. Besides, it has been shown that the channels at
the high frequency band help trace the thermal dust information.
We have found that r values within the Starobinsky’s range are detectable with this type
of experiment even if no delensing is performed. However, some sort of delensing should be
performed in order to reduce the r uncertainty, σr. This comes as a result of the lensing being
the principal BB power spectrum contaminant in this experimental configuration.
Since the foreground sky could be more complex than what current models predict, we have
also studied the LFS’s performance when a polarized AME contribution is included. The
results are virtually the same when no delensing is applied, as it constitutes the primary
source of error. However, when a large fraction of lensing is removed, we estimated from the
residuals left in the model with AME that the region where r is no longer detectable is larger
than when AME is not taken into account.
In this study we have also considered different observational strategies related to the number
of available telescope’s locations. For a experiment located at a given hemisphere, focusing
on small sky patches yields smaller residuals at the small scales, and an overall smaller σr.
However, we shown that the tightest constraints on r are obtained when the largest amount
of sky is covered, i.e., at least one instrument per hemisphere.
Furthermore, we have considered the contamination by the atmosphere and/or systematics in
polarization measurements. These contributions introduce a correlated noise that masks the
power spectrum at low multipoles, i.e., at large scales. With our residuals estimation method,
we are able to recover the uncertainty generated by the correlated noise and avoid biases in
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the fit.
Finally, we have studied its potential complementarity with LiteBIRD. The LFS experi-
ment explores the low-frequency range with a sensitivity never achieved before. Therefore, it
significantly improves the characterization of the low-frequency foregrounds. Moreover, the
need for a joint analysis will be more justified if the low-frequency sky is more complex than
expected nowadays.
In conclusion, this type of experiment alone is capable of detecting r (in the Starobinsky
model), or at least constrain it with σr = 10−3 even when no delensing is performed. Ad-
ditionally, it will help with the low-frequency foregrounds characterization as it reaches un-
precedented sensitivities in this regime. The latter makes this instrument also a valuable
complement to other satellite and on-ground experiments.
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