Changes in climate can be favorable as well as detrimental for natural and anthropogenic systems. Temperatures in Central Asia have risen significantly within the last decades whereas mean precipitation remains almost unchanged. However, climatic trends can vary greatly between different subregions, across altitudinal levels, and within seasons. Investigating in the seasonally and spatially differentiated trend characteristics amplifies the knowledge of regional climate change and fosters the understanding of potential impacts on social, ecological, and natural systems. Considering the known limitations of available climate data in this region, this study combines both high-resolution and long-term records to achieve the best possible results. Temperature and precipitation data were analyzed using Climatic Research Unit (CRU) TS 4.01 and NASA's Tropical Rainfall Measuring Mission (TRMM) 3B43. To study long-term trends and low-frequency variations, we performed a linear trend analysis and compiled anomaly time series and regional grid-based trend maps. The results show a strong increase in temperature, almost uniform across the topographically complex study site, with particular maxima in winter and spring. Precipitation depicts minor positive trends, except for spring when precipitation is decreasing. Expected differences in the development of temperature and precipitation between mountain areas and plains could not be detected.
Introduction
Central Asia is one of the largest semi-arid areas in the world and argued to be a "hotspot" for climate change [1, 2] . Temperatures are increasing more than the global mean [3, 4] whereas mean precipitation only shows a minor increase [5, 6] . Regional trends at the level of districts and valleys can however differ greatly from large-scale observations due to the complexity of the terrain and different atmospheric forces. Biophysical consequences of altered climate regimes are likely to include melting glaciers, changes in the seasonality of river-runoff regimes inducing seasonal water shortages, or altered vegetation patterns [7] [8] [9] [10] . This may affect the livelihood of mountain communities who are mainly living on livestock-keeping and agriculture, and where natural resources are already limited [11] . In addition to climatic challenges, historical events have led to the fact that Central Asian countries are still confronted with political instability, poverty, or insufficient infrastructure [7, 12, 13] . Tackling climate change issues might, therefore, not be at the top of their priority list. Nevertheless, climate change already impacts the life of many people, particularly in rural areas, who have contributed little to anthropogenic climate change. Therefore, it is important to understand how temperature and
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Study Area
The study area extends from 35°00' to 45°00'N and from 65°00' to 80°00'E and covers the territory of Tajikistan and Kyrgyzstan and the partly bordering areas of Turkmenistan, Uzbekistan, Kazakhstan, China, Pakistan, and Afghanistan (Figure 1 ). The area exhibits complex terrain, with high mountain systems in the east and southeast to lower, adjacent lowlands and basins in the northwest and west. Altitudinal differences range from under 100 masl in the northwest to up to 8000 masl in the southeast. Its continental location contributes towards arid-to-semiarid conditions and high seasonal variations. The climate of Central Asia is mainly controlled by the westerlies, the Central Asian High, and the Indian Monsoon [13, 45, 46] . The northern part of the research area is significantly dominated by the mid-latitude westerlies and cold inflows from polar regions [6, 24, 34, 45] . The south is influenced by the Indian Monsoon, although its moisture level is largely reduced by the mountain ranges of the Hindukush, Pamir, and Himalaya. The strength and location of the Central Asian High determines the peak of annual precipitation to be in winter and spring, when humid cyclones from the Mediterranean region enter the region from the south/southwest [46, 47] . However, due to its high continentality mean annual precipitation sums are generally low. Most precipitation falls, orographically induced, along the western and southern flanks of the mountain arc. From there on, they constantly decrease towards the east, reaching their minimum in the Tarim basin. Temperature on the other hand, shows its maxima in the eastern and western lowlands, and generally decreases with an altitudinal gradient ( Figure 2 ). 
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The study area extends from 35°00' to 45°00'N and from 65°00' to 80°00'E and covers the territory of Tajikistan and Kyrgyzstan and the partly bordering areas of Turkmenistan, Uzbekistan, Kazakhstan, China, Pakistan, and Afghanistan (Figure 1 ). The area exhibits complex terrain, with high mountain systems in the east and southeast to lower, adjacent lowlands and basins in the northwest and west. Altitudinal differences range from under 100 masl in the northwest to up to 8000 masl in the southeast. Its continental location contributes towards arid-to-semiarid conditions and high seasonal variations. The climate of Central Asia is mainly controlled by the westerlies, the Central Asian High, and the Indian Monsoon [13, 45, 46] . The northern part of the research area is significantly dominated by the mid-latitude westerlies and cold inflows from polar regions [6, 24, 34, 45] . The south is influenced by the Indian Monsoon, although its moisture level is largely reduced by the mountain ranges of the Hindukush, Pamir, and Himalaya. The strength and location of the Central Asian High determines the peak of annual precipitation to be in winter and spring, when humid cyclones from the Mediterranean region enter the region from the south/southwest [46, 47] . However, due to its high continentality mean annual precipitation sums are generally low. Most precipitation falls, orographically induced, along the western and southern flanks of the mountain arc. From there on, they constantly decrease towards the east, reaching their minimum in the Tarim basin. Temperature on the other hand, shows its maxima in the eastern and western lowlands, and generally decreases with an altitudinal gradient ( Figure 2 ). Table 1 gives an overview of the data sources used in this study. Whereas the CRU TS and the TRMM 3B43 have been used to conduct the trend analyses, the meteorological stations have been used to assess the local accuracy of the gridded products. The station requirements to be used for validation are (1) >80% of available data during 1950-2016 and (2) <5% missing values. Applying these criteria, no high altitude station is represented, which however would be important to validate the performance of the datasets over mountainous regions. Therefore, four stations above 2500 m have been additionally included, which do have at least a 50% data record coverage. The data is mostly complete for the period between 1950 and 1990. The location of the meteorological stations is shown in Figure 1 . To conduct the statistical analyses, the gridded dataset CRU TS v. 4.01 from the Climatic Research Unit at the University of East Anglia was used solely for temperature and in combination with TRMM 3B43 for precipitation. The CRU TS v. 4.01 was released in 2017 and is based on meteorological stations, providing interpolated data values on a 0.5 • longitude/latitude grid. On average 33 and 46 stations were used between 1950-2016 for interpolating temperature and precipitation in the research area, respectively. The dataset contains ten different climatic variables, but only near-surface temperature and precipitation were used here. The dataset spans the period between 1901 and 2016. The monthly data were taken from January 1950 through December 2016. CRU TS v. 4 .01 has been used in other regional climate change studies [5, 34, 49, 50] . More information about the dataset and its influential stations can be found in [35] . To evaluate the performance of CRU we calculated the correlation coefficient after Kendall (R 2 ), the root mean squared error (RMSE), and the mean absolute error (MAE) for the time period 1950-2016 ( Table 2 ). The correlation and error calculation was undertaken by comparing the available station data with the corresponding grid cell of the dataset, where the station is located. CRU shows a high correlation with observational temperature records and comparatively low RMSE und MAE values. However, a slight overfitting is possible as some of the validation stations are very likely included in the original CRU dataset. In addition, insufficient data are available for the high-altitude stations.
Data
TRMM 3B43 v.7
NASA's Tropical Rainfall Measurement Mission version 3B43 V7 (TRMM 3B43) was used to provide information about recent decades' precipitation sums in the research area. The TRMM 3B43 merges high-quality microwave data with infrared data and analysis of rain gauges and is, therefore, able to account for small-scale precipitation variability [38] . The processed product is provided at hourly resolution, gridded on a 0.25 • longitude/latitude grid. The dataset spans the period from 1998 to current values. The data were obtained from January 1998 through December 2016. The TRMM 3B43 precipitation data has been used in validation studies and other global and regional precipitation analyses [40, 51, 52] . Before conducting the trend analysis, the hourly TRMM 3B43 data was accumulated into monthly sums. In order to match the resolution of CRU TS, the monthly TRMM 3B43 were spatially aggregated to the CRU TS spatial resolution. To evaluate the performance of TRMM 3B43 in the study area, we calculated the correlation coefficient after Kendall (R 2 ), the root mean squared error (RMSE), and the mean absolute error (MAE) for the time period 1998-2016 (Table 2) . Depending on the availability of station data, this time period could not always be fully covered. The performance measurements are undertaken by comparing the available station data with the corresponding grid cell of the dataset, where the station is located in. As many stations fell out of use after 1990, not every station remained suitable for validation. R 2 shows strong differences between the stations, whereas positive values are highly significant. High-altitude stations do not provide any data during this time period. Table 2 . Performance measurements of CRU TS 4.01 (temperature), TRMM 3B43 (precipitation), and CRU TS/TRMM 3B43 (precipitation) against 14 different meteorological stations. Model accuracy was assessed using Kendall's correlation (R 2 ), root mean squared error (RMSE), and mean absolute error (MAE). The validation was undertaken according to sufficient data coverage within the time period 1950-2016 for temperature, and 1998-2016 for precipitation. If the precipitation data coverage was not sufficient during that reference period, 1950-2016 was applied. 
Methods
All statistical analyses were completed using RStudio [53] . The graphics were finalized using ArcGIS (Esri Germany, Granzberg, Germany) and Adobe Illustrator (Adobe Systeme Software, Dublin, Ireland).
Linear Merging of the CRU TS and TRMM 3B43 Datasets
To conduct a long-term precipitation analysis, station-based gridded products are the only data source with a suitable temporal extent. However, high spatial variability of precipitation in combination with complex terrain and low meteorological station density reduced the accuracy of gridded, station-based precipitation products. Satellite-derived data has a much higher spatial resolution and is measured consistently over space, accounting for small-scale variability. Comparing CRU TS and TRMM 3B43 precipitation data for the period 1998-2016 shows a high correlation between the datasets, but differences in their monthly relationships ( Figure 3 ). Looking at the different months, CRU TS mostly depicts higher values than TRMM 3B43, except for the summer months, where TRMM exceeds. To take the individual monthly amounts into account, we conducted a linear regression analysis between CRU TS and TRMM 3B43 on a monthly basis during their overlapping period 1998-2016. For each month, the estimated regression parameters were used to describe the statistical relationship between CRU TS and TRMM 3B43. To statistically adjust the historical CRU TS values according to this relationship, we calculated as follows:
where α is the intercept for month m and β the slope for month m, with m ranging from 1-804. X i are the monthly CRU TS values from 1950-2016, with length i = 804. The new dataset Y i was used to undertake the spatiotemporal precipitation analysis. The new dataset will be referred to as CRU TS/ TRMM 3B43. Table 2 shows the evaluation of CRU TS/TRMM 3B43 against observational records. Performance measurements were undertaken using the time period 1998-2016 to make the results comparable to the original TRMM performance. If the data availability of TRMM was not given during that period, 1950-2016 was chosen. Correlation values are lower than for temperature, but still high and significant. In comparison to the original TRMM performance, R 2 strongly increased and RMSE and MAE decreased. This validation shows the improved performance of the new created CRU TS/TRMM 3B43 dataset, compared to TRMM 3B43.
Temporal Trend Analysis
Annual and seasonal climatic trends are computed by averaging the grid-cells in the region between 1950 and 2016. Seasons are defined as spring (MAM: March, April, May), summer (JJA: June, July, August), autumn (SON: September, October, November), and winter (DJF: December, January, February). Seasonal and annual anomaly time series were calculated in order to extract general trends and low-frequency (annual, decadal, multidecadal) variations. The anomalies were calculated by subtracting the seasonal temperature means for each year from its respective mean of the period 1950-2016. Furthermore, long-term linear trends and 10-year moving averages were separately applied to quantify the tendency of change and to smooth interannual variability, respectively. The significance of the trends is tested at the 95% confidence level. The moving average was calculated using the R-package 'forecast' [54] . In addition to the overall linear trend, a single change point detection has been applied using the R-package 'cpm' to find erratic changes in the mean of the data sequences [55] . 
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Spatial changes in temperature and precipitation were analyzed using trend maps, showing the magnitude and significance of the derived linear trend, applied to every grid cell. Spatial differentiation between trends for higher elevation mountainous areas and lower elevation plains have been executed after the definition of the United Nations Environment Programme (UNEP). Mountain areas are defined as having (1) an elevation above 2500 m, (2) an elevation between 1500 m and 2500 m and a slope above 2 • , (3) an elevation between 1000 m and 2500 m a slope above 5 • , or (4) a local elevation above 300 m [56] . The significance and magnitude of the trends were derived using the function 'pwmk' from the R-package 'modifiedmk' [57] . The function 'pwmk', addresses the problem of temporal autocorrelation by prewhitening the time series prior to the trend calculation, following a similar approach to [58] . The trend magnitude is derived by Sen's slope estimator and the trend significance using the Mann-Kendall test.
Mann-Kendall Test
The Mann-Kendall test is a non-parametric, rank-based test, to test the statistical significance of a monotonic trend [59, 60] . The Mann-Kendall test determines the existence of a monotonic trend in the mean of the data and its significance. The test is suitable for climatological time series as it does not have any requirements of the joint distribution of the data, and is insensitive to outliers and missing values [61, 62] . The Mann-Kendall test statistic S is estimated as follows:
where n is the length of the data set; xi+1 and xi are sequential data values. The test statistic S is then standardized by:
If S is positive, an increasing trend can be assessed in the data, whereas a negative S implies a decreasing trend. After [59] and [60] the test statistic S is approximately normally distributed if n ≥ 8. In this case, the mean (E) and the variance (Var) are calculated as follows:
where m is the number of tied groups and ti is size of the ith group. The standardized test statistic Z is then computed with a mean of zero and a variance of one:
Theil and Sen's Slope Estimator The Theil and Sen's slope estimator specifies the magnitude of a trend [63, 64] . Sen's slope estimator was chosen over the widely used linear least square fitting method, as a normal distribution of the residuals is not always present in the climatological data. Sen's slope estimator assesses the slope of n data pairs as follows:
where Q is the slope between the data points x_t' and x_t; x_t' is the data at time t and x_t is the data at time t. The slope of the data values is the median of the N values of Q values. Sen's slope estimator is simply given by:
where N is the number of calculated slopes.
Results
Temporal Changes in Air Temperature
Annual and seasonal mean surface temperatures increased significantly in the research area, showing a positive long-term trend, particularly in winter. Whereas annual temperatures increased at a rate of 0.28 • C per decade, the other seasonal trends lie in-between the minimum rate of 0.20 • C per decade in summer and the maximum rate of 0.32 • C per decade in winter (Table 3 ). However, the anomaly time series reveal the non-linear behavior of temperature change including prominent turning points in the seasonal averages (Figure 4 ). After the late-1990s the magnitude of the positive trend line gets accelerated in all seasons, except for winter. This warming period marks a turning point, from alternating warmer and colder years, towards a period of almost exceptionally strong positive deviations. In winter, the temperature change shows a different characteristic. Positive anomalies start to dominate in the late-1970s, inducing a longer, but less intense, time of warming. Table 3 . Linear trends of seasonal (A) and monthly (B) temperature and precipitation during 1950-2016 by Sen's slope method using a pre-whitened time series. Trend magnitudes, confidence intervals for sens slope, and z-statistics are calculated for the full area 'Full' and for mountainous regions 'Mnt' and lower plains 'Pln'. * Indicates significance at the 95% confidence level.
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Spatial Changes in Air Temperature
Trend maps for 1950-2016 show the long-term magnitude and significance of linear temperature change per grid cell. The results, as shown in Figure 5 , indicate a significant increase in temperature throughout the area. At the annual-mean scale, and in the spring, summer, and autumn seasons, the great majority of grid cells are significant at the 95% level, with the exception of the north of Afghanistan and Pakistan in summer and spring. In winter, a bipolar pattern of significantly higher warming rates in the east and non-significant lower warming rates in the west is visible. Regarding the intensity of the warming trend, northern regions are warming at a higher rate than southern regions ( Figure 5 ). This north-south gradient is distinct in spring, summer, and autumn. In winter, a reducing temperature gradient from the northeast to the southwest is more pronounced. Elevationbased trend differences, according to our classification into 'mountains' and 'plains', are not distinct (Table 3 ). However, the lower plains show slightly higher trend rates than the mountainous region. 
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Temporal Changes in Precipitation
Annual and seasonal precipitation do not show any significant long-term statistical trend. Still, precipitation sums tend to increase at the annual level and in all seasons, except for spring. Annual precipitation increased by 3.13 mm per decade, mostly due to enhanced winter precipitation ( Table  3 ). The anomaly time series reveal high year-to-year fluctuations within the seasons ( Figure 6 ). In summer, autumn, and winter, a fluctuating pattern between consecutive years of either positive or negative anomalies is visible. In spring, anomalies alternate strongly at a yearly basis, with additional growth of the recent years' negative deviations. Considering the proportions of seasonal precipitation over time, no profound change can be detected. The highest proportion of annual precipitation occurs in spring (40%), followed by winter (29%). In these two seasons, which provide over two-thirds of the annual precipitation, the variability within the data is much higher than in the dry summer months, where precipitation is the lowest of all four seasons (13%) (Figure 7 ). 
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Spatial Changes in Precipitation
In the great majority of the research area, precipitation is not changing significantly (Figure 8 ). However, the summer, autumn, and winter seasons exhibit isolated patches of significant changes. In summer, the north of Afghanistan and Pakistan, and the Tajik Pamirs are significantly gaining precipitation. In winter, significantly increasing trends can be seen around West Tajikistan and in the 
In the great majority of the research area, precipitation is not changing significantly (Figure 8 ). However, the summer, autumn, and winter seasons exhibit isolated patches of significant changes. In summer, the north of Afghanistan and Pakistan, and the Tajik Pamirs are significantly gaining precipitation. In winter, significantly increasing trends can be seen around West Tajikistan and in the northeastern corner of the research area. The intensity of precipitation trends is also unevenly distinct but, often, high trends coincide with the identified significance areas (Figure 8 ). The largest region of decreasing precipitation trends occurs in spring, covering almost the whole research area. In winter and autumn, drier regions are narrowed down towards the southeast quarter of the research area, whereas in summer, less precipitation can be observed in the region along the northern border of Kyrgyzstan. One of the most pronounced areas of precipitation are located in the north of Afghanistan and Pakistan, and in the Tajik Pamirs in summer. In autumn and winter, a diagonal zone from the southwest to the northeast displays positive trends. In both seasons, additional enhanced spots can be seen in the northeast corner of the research area and West Tajikistan, respectively. Whereas the trend maps do not reveal a clear distinction between different trend tendencies in mountainous and plain regions, Table 3 outlines a stronger increase in precipitation for the lower plains. However, this is not significant. northeastern corner of the research area. The intensity of precipitation trends is also unevenly distinct but, often, high trends coincide with the identified significance areas (Figure 8 ). The largest region of decreasing precipitation trends occurs in spring, covering almost the whole research area. In winter and autumn, drier regions are narrowed down towards the southeast quarter of the research area, whereas in summer, less precipitation can be observed in the region along the northern border of Kyrgyzstan. One of the most pronounced areas of precipitation are located in the north of Afghanistan and Pakistan, and in the Tajik Pamirs in summer. In autumn and winter, a diagonal zone from the southwest to the northeast displays positive trends. In both seasons, additional enhanced spots can be seen in the northeast corner of the research area and West Tajikistan, respectively. Whereas the trend maps do not reveal a clear distinction between different trend tendencies in mountainous and plain regions, Table 3 outlines a stronger increase in precipitation for the lower plains. However, this is not significant. 
Discussion
Our study confirms the strong warming trend of Central Asia, with an abrupt acceleration of its intensity in the mid-1990s. The significant increase in annual and seasonal temperatures has already been identified in previous studies, however with different trend magnitudes [3, 24, 25] . Our results indicated an annual temperature increase of 0.28 • C per decade (1950-2016), compared to the outcomes of [3] and [24] , who found an annual temperature increase of 0.39 • C per decade (1979-2011) and 0.16 • C per decade , respectively. Discrepancies in the trend magnitudes are likely caused by different regional extents, time periods, and data sources. This methodological constraint might also affect the results of other Central Asian studies [3, 5, 65, 66] , and global studies [67] , as their time series also show an abrupt change of the mean in the late 20th century. It can be summarized that, despite different time periods and different datasets, all large-scale studies agreed on a strong warming trend averaged over Central Asia, which has accelerated in recent years.
Seasonal investigations in trend characteristics showed that spring and winter are under the greatest change. Spring and winter are important seasons in Central Asian because (1) two thirds of the annual precipitation is falling during that time, and (2) water reservoirs in the form of snow and ice are built up [68] . Altered precipitation patterns during these months can induce water shortages in summer, effect agricultural yields in autumn, and modify snow-regimes [9, 69, 70] . However, our data does not reveal any significant changes in precipitation. In terms of temperature, both seasons show a significant increase. According to our results, winter displays the highest rate of temperature increase (0.32 • C per decade), followed by spring. These data are consistent with earlier studies that also show winter as the most rapidly warming season in this region [13, 18, 24] . Some studies, however, show the contrary, with spring as the greatest warming season, directly followed by winter [3] . According to [49] , it can be summarized that the colder seasons of the year are warming the most in semi-arid regions.
As temporal trends are averaged over the whole research area, it is important to assess their local characteristics by using grid-based trend maps. The accuracy of the trend maps is defined by the spatial resolution of the input data. Therefore, to reveal spatial trend differences the choice of data is important. Our data has a resolution of 0.5 degree and can account for general differences between geographical regions ( Figures 4 and 7) . Using this data we identified a general increase in temperature across the whole research area, whereas the northern parts do warm more than the southern parts. Finding a possible explanation for this north-south gradient was beyond the scope of this study and should be further investigated in future research. In terms of precipitation no clear pattern could be identified using the visual trend maps. However, as earlier studies already assessed the importance of elevation dependent temperature and precipitation rates [71] but gained controversial results, we looked at this in more detail, calculating additional trend rates. Due to the scarce coverage of meteorological stations in high-altitude areas, it is difficult to gain significant evidence for elevation dependent gradients. Therefore, earlier study results are often contradicting. Whereas [19] does not recognize altitudinal effects on temperature change, [3] found that lower elevations warm more than higher elevations, but only in some regions in Central Asia. For precipitation it is even more difficult, as it can be spatially and temporally highly variable. However, both [17, 29] detected a slight tendency towards higher trend rates in lower Central Asian plains. Our results also show higher trend magnitudes for plains, but not at a significant level ( Table 3 ). The same situation can be seen for temperature, where plains tend to increase at a stronger rate. These results might be affected by the lack of observational data in high-elevation areas. In addition, looking at the spatial distribution of temperature and precipitation trends in Figures 5 and 8 , no clear difference between trend tendencies in plains and mountains can be seen. As the mountains of Central Asia are inhabited at many different altitudinal levels and because the impacts of climate change can have different characteristics from valley to valley, it is important to build up the station network to higher altitudes. This would allow to obtain more precise information about elevation-dependent trends and impacts, especially because communities at high-altitudes are less resilient against climatic changes, as their food and water sources are limited.
The accuracy of the results is limited by the availability of accurate climate data in high altitudes and missing long-term records. The complexity of the terrain makes regional trends differ greatly from large-scale observations and the sparse meteorological stations coverage impacts the accuracy of Central Asian gridded climate datasets. Due to the low resolution of the applied gridded products, climatic processes at finer spatial and temporal scales, like extreme events or low-frequency variations are neglected [72, 73] . To obtain information about fine-scale processes, which are important for assessing climate change impacts and vulnerability scenarios, various downscaling methods or stochastic models could be applied [72] [73] [74] . By applying a combined dataset of the gridded station product CRU TS and the satellite product TRMM 3B43, we attempted to account for the problem of precipitation data accuracy. Nevertheless, our trend magnitudes differed from previous studies, whereas the general tendency was in accordance. It is a challenge to analyze precipitation trends in complex and data sparse regions. However, understanding climatic change in Central Asia and investigating its regional differences is important because of the subsistence-based and natural-controlled lifestyle of the rural communities and the dependence on glacier and snow packs for the regional water supply. To provide a suitable basis for adaptation strategies, 0.5 degree resolution is insufficient in a complex mountainous terrain. Therefore, future studies should amplify their spatial resolution and focusing on the level on the villages, because that is the level where people are impacted by the consequences of climate change. 
