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ABSTRACT
Graphene has attracted tremendous attention due to its unique properties, such as
its two-dimensional structure, zero-band-gap, and linear dispersion relation of its electronic
band structure, which are all very interesting from a fundamental standpoint. In addition,
its ultra-light weight, high surface area, exceptional electrical and thermal conductivities,
as well as robust mechanical strength portends huge potential in diverse applications.
Defects in the otherwise perfectly hexagonal lattice of graphene lead to lattice symmetry
breaking, and the emergence of new fundamental properties of graphene. Therefore, to
understand the role of defects in graphene and further to control the fundamental
characteristics of graphene through quantity and configuration of defects (or defectengineering), it is essential to develop effective synthesis methods. This thesis describes
such synthesis methods and the role of controlled defects on the electrochemical, magnetic,
as well as the optical properties of graphene.
Following the first two introductory Chapters, in Chapter 3 I describe the effects of
vacancies and dopants on the electrochemical properties of graphene. Carbon is an
excellent electrode material in high-energy and high-power density supercapacitors (SCs)
due to its economic viability, high-surface area, and high stability. Although graphene has
high theoretical surface area, and hence high double layer capacitance, the net amount of
energy stored in graphene-SCs is much below the theoretical limits due to two inherent
bottlenecks: i) their low quantum capacitance, and ii) limited ion-accessible surface area.
We demonstrate that properly designed defects in graphene effectively mitigates these
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bottlenecks by drastically increasing the quantum capacitance and opening new channels
to facilitate ion diffusion in the otherwise inaccessible interlayer gallery space in few layer
graphene. Our results support the emergence of a new energy paradigm in SCs with 150%
enhancement in double layer capacitance beyond the theoretical limit. Furthermore, we
demonstrate defect engineering in graphene foams as an example of prototype bulk SCs
with energy densities of 500% higher than the state-of-the-art commercial SCs without
compromising the power density.
Chapter 4 focuses on the magnetic properties of graphene when a dopant, such as a
sulfur atom, is incorporated into the hexagonal framework of graphene. Bulk graphite is
diamagnetic in nature, however, graphene is known to exhibit either a paramagnetic
response or weak ferromagnetic ordering. Although many groups have attributed this
magnetism in graphene to defects or presence of unintentional magnetic impurities,
compelling evidence to pinpoint origin of magnetism in graphene was lacking. To address
this issue, we systematically studied the influence of entropically necessary intrinsic
defects (e.g., vacancies, edges) and extrinsic dopants (e.g., S-dopants) on the magnetic
properties of graphene. We found that the saturation magnetization of graphene decreased
upon sulfur doping suggesting that S-dopants demagnetized vacancies and edges. Our
density functional theory calculations provided evidence for: i) intrinsic defect
demagnetization by the formation of covalent bonds between S-dopant and
edges/vacancies concurring with the experimental results, and ii) a net magnetization from
only zig-zag edges, suggesting that the contradictory conclusions on graphene magnetism
reported in the literature may stem from the magnetic properties due to different defect-
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types. Interestingly, we observed peculiar local maxima in the temperature dependent
magnetizations that suggest the coexistence of different magnetic phases within the same
graphene samples.
Finally, in Chapter 5, we demonstrated the relation between defects in graphene
and a Raman feature – the so-called G* band which is present at 2450 cm-1. Although most
of the prominent Raman features in graphene are well understood within the double
resonance (DR) picture, the origin of the G* band still remains unclear. We performed
detailed Raman studies of mechanically exfoliated and chemical vapor deposited singleand few-layer graphene using multiple laser excitations to unravel the origin of G* band.
Our study concludes that the G* band arises from a combination of transverse optical (iTO)
and longitudinal acoustic (LA) phonons, and its asymmetric lineshape is due to the presence
of two different time-order phonon processes. As detailed in Chapter 5, we attribute the
lower (/higher) frequency sub-peak to an LA-first (/iTO-first) process. Such time-ordered
processes are necessary to rationalize the dispersion of the G* band sub-peak frequencies
with respect to the excitation energy. Our study also shows that defects in graphene induce
new scattering channels and thereby weaken both the time-ordered combination modes.
Finally, we also discuss that the effect of layer stacking on the structure of the G* band and
attribute its increasing asymmetry to multiple processes between electronic sub-bands,
similar to the physics that is responsible for the G’ band in multi-layer graphene.
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CHAPTER 1
DEFECTS IN GRAPHENE
Carbon nanomaterials, such as graphene, have attracted tremendous attention since
their discovery. Garphene‘s unique properties, such as its one atom thickness, twodimensional (2D) structure, zero energy band-gap, and the linear dispersion of its electronic
band structure makes it a fundamentally important material. In addition, its ultra-light
weight, high surface area per unit mass, exceptional electrical and thermal conductivities,
as well as robust mechanical strength which stems from its covlent bonds makes graphene
an ideal material for diverse applications. Several synthesis techniques have been reported
for the growth of graphene, which include mechanical exfoliation, electric arc discharge,
pulsed laser deposition, chemical exfoliation, chemical vapor deposition, etc. Usually, assynthesized graphene contain defects, which lead to symmetry breaking and the
emeregence of graphene’s novel electronic, magnetic and transport properties. For example,
substitutional chemical doping is one way of introducing an electronic bandgap in
otherwise semimetallic graphene.

Therefore, tuning the fundamental properties of

graphene by controlling the quantity and configuration of its defects, or in other words
defect-engineering, is a growing research topic in carbon science and engineering. In this
chapter, I briefly describe the structure-property relation in graphene in the presence and
absence of defects, followed with an overview of the synthesis method to elucidate how
controlled defects can be incorporated into the 2D lattice of graphene. A few applications
and the limitation of graphene are also discussed.
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1.1. Introduction to graphene
1.1.1. Structure of graphene
Elemental carbon has the unique ability to form covalently connected bulk and
nanostructured materials with varying sp hybridized bonding states. While graphite and
diamond represent the sp2 and sp3 hybridized bulk forms of carbon, carbon nanotubes and
fullerenes represent nanostructured forms of carbon with intermediate hybridization spx,
where 2 < x < 3. Graphene, which is the most recent and widely studied form of
nanostructured carbon, is a single sheet of carbon atoms that is isolated from the graphite
bulk material. In other words, any of the shaded 2D sheets that compose graphite (Fig.
1.1.1a), when isolated from the bulk, acquire a new form, known as graphene (Fig. 1.1.1b).
In each layer, the carbon atoms are sp2 bonded and arranged in hexagonal lattice, as shown
in Fig. 1.1.1b. The hexagonal lattice of graphene can be viewed as two inequivalent
sublattices with two inequivalent atoms in a unit cell. Similar to graphite, in bi-layer or few
layered graphene (BLG/FLG), the only force holding the layers together is the van der
Waals force. In the in-plane hexagonal lattice the distance between neighboring carbon
atoms is 1.42 Å.[1]
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Figure 1.1.1: (a) Bulk graphite is composed of Van der Waals bonded graphene layers,
and the black dots within each layer represent the carbon atoms. (b) The honeycomb lattice

3

of graphene. The grey and black colored dots represent the two inequivalent sublattices in
the honeycomb lattice. The two unit vectors of graphene are represnted by the dash arrows.
The top and bottom egdes represent the armchair edges (green), while the edges on the
sides (red) represent the zigzag edges.

Each carbon atom in graphene forms three σ-bonds with its neighboring carbon
atoms, which ensures graphene’s high in-plane mechanical strength. The fourth bond of
the carbon atom is a π-bond which is oriented perpendicular to the plane of graphene. The
π-bonds hybridize together with σ-bonds into a sp2 hybridized state and provide free
electrons that move within the layer resulting in the excellent electron mobility of graphene.
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Figure 1.1.2: a) The first Brillouin zone of graphene. b) The electronic dispersion for
graphene in the first Brillouin zone. [2]
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The first Brillouin zone (BZ) of graphene is hexagonal (Figure 1.1.2a). At the
corner it has two inequivalent points – K and K’. The Γ point denotes the center of the BZ,
and the mid-point between the K and K’ points is the M point. Figure 1.1.2b shows the
electronic dispersion for graphene in the first BZ. Interestingly, its valence and conduction
bands touch at the K and K’ points, which makes graphene a semiconductor with a zeroband gap (or a semi-metal). In addition, unlike normal semiconductors, which usually
exhibit a parabolic dispersion, graphene exhibits a linear energy band dispersion near the
corners of its BZ (highlighted in Figure 1.1.2b). The linear dispersion leads to “massless”
carriers in graphene, and results in an ultrahigh electron mobility.

1.1.2. Defects of graphene
Graphene is a host to several defects that are either intrinsic or extrinsic in nature.
Intrinsic defects in graphene include the: i) Stone-Wales defect, which results from the
lattice reconstruction and the formation of non-hexagonal rings in graphene, ii) vacancies,
which arises from the removal of one or more carbon atoms from the honeycomb lattice,
and iii) adatoms, by bonding extra carbon atoms to the lattice.[3] Usually vacancies and
adatoms accompany locally reconstruction within the lattice. Irradiation with electrons or
ions is effective for creating point defects in graphene.[4,5] Other types of intrinsic defects
include the armchair and zigzag edges (cf. Fig. 1.1.1). Graphene when doped with foreign
atoms such as N,[6,7] B,[7] S,[8] or F[9] results in the creation of extrinsic defects in
graphene. In some cases, the dopant can be incorporated into the hexagonal lattice in
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different configurations. For instance, N can be substitutionally doped in the so-called
graphitic, pryridinic and pyrrolic configurations [10]. The defect configuration caused by
the dopant can be controlled to some extent through the synthesis parameters. [10,11]
The presence of defects in graphene should not be viewed as a performance limiter.
In general, the literature is replete with examples which demosntrate enhanced materials
properties due ot the presence of specific defects. For example, specific types of dopants
in graphene render it n-type or p-type characteristics. Therefore, to understanding the role
of defects, and to elicit enhanced materials properties, synthesis methods to incorporate the
right kind of defects in graphene are essential. In the following chapters, we will discuss
the role of defects in graphene’s electrochemical, magnetic and optical properties, and
demonstrate how defect-engineered graphene are promoting practical applications.

1.2. Synthesis of graphene
Graphene was first synthesized in the lab by mechanically cleaving it from graphite
flakes using the infamous Skotch tape method.[10] Since then, much progress has been
achieved in the synthesis of single-layer graphene (SLG) as well as few-layer graphene
(FLG). These synthesis methods include liquid phase exfoliation,[12] arc discharge,[13]
reduction of graphene oxide,[14] and chemical vapor deposition (CVD). Among these
methods, the mechanical cleavage method produces graphene with highest quality, and in
Chapter 5 we will discuss their optical properties. However, the downside of the
mechanical exfoliation method is its low productivity. On the other hand, owing to its
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simplicity and high productivity, thermal CVD has been widely adopted for growing high
quality graphene. Transition metal substrates such as Ni [15], Ru [16], and Cu [17] are
ideal for the CVD growth of graphene. In the CVD method, the metal substrates are
exposed to a hydrocarbon gas such as methane or acetylene. At high substrate temperatures
(~ 1000 oC), the metal absorbs carbon upto its saturation point, which is typically less than
1 at.% at 1000 oC.[18,19] During the cooling cycle when the CVD reactor is turned off, the
solubility of carbon in the metal substrate decreases, causing them to precipitate from the
surface of the metal which forms a thin carbon layer, or graphene. Another advantage of
CVD is the ease with which defects can be introduced into the honeycomb lattice of
graphene during synthesis. In Chapter 3, I will discuss defect-engineered CVD grown
graphene, and the role of defects in optimizing the electrochemcial properties of graphene
for use as electrodes in energy storage devices.
Besides the CVD method, liquid phase exfoliation is another technique that is fairly
simple and yields large quantity of graphene. In Chapter 4, I will describe the liquid
exfoliation method and elucidate the effect of doping on the magnetic properties of
graphene.
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1.3. The use of graphene in energy storage devices
1.3.1. Supercapacitors
Supercapacitors (or ultracapacitors) are electrical energy storage devices, similar to
batteries and capacitors. A conventional capacitor consists of two parallel conductive
electrodes (usually metal) separate by a dielectric material, as shown in Fig. 1.3.1a. The
capacitance of a conventional capacitor is calculated as:
,

(1.1)

where A is the area of the conductive metal electrode, ε is the permittivity of the dielectric
material, and d is the distance between the two electrodes, which usually equals to the
thickness of the dielectric material. While batteries stores or release large amount of charge
through chemical reactions, it takes a long time to charge or discharge them, and hence
batteries deliver less power. Capacitors, on the other hand, could be charged at much higher
rate as they store charge electrostatically, and thus are capable of delivering high power.
However, capacitors store much less charge than present batteries.
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Figure 1.3.1: The schematic illustration of (a) conventional parallel plate capacitor, (b) the
charging/discharging process in a supercapacitor.

Supercapacitors are different from parallel-plate capacitors. They consist of two
conductive electrodes with electrolyte between them (instead of dielectric materials) as
illustrated in Fig. 1.3.1b. An ion-permeable separator is usually placed in between the
electrodes to prevent an electric short. When a voltage bias is applied to the electrodes,
ions in the electrolyte move towards thr respective electrodes to form the electric double
layers, i.e., the positive ions electrostatically adhere at the electrode/electrolyte interface of
the negatively charged electrode, and vise versa. The total capacitance of the
supercapacitor involves the capacitance of both electric double layers at the two electrodes,
which forms two individual capacitors Cpositive and Cnegative. Thus, the supercapacitors are
also defined as an electrical double layer capacitor (EDLC), and the total capacitance is
calculated as:
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∙

.

(1.2)

In the case of symmetric EDLC, Ctotal is usually half of the value of the capacitance
on each electrode. Typically, the electrode materials of supercapacitors are highly porous,
which provides more accessible surface area for ions and consequently have higher A in
Eq. 1.1. In addition, due to the low d in each electrical double layer (~ diameter of ions),
supercapacitors exhibits over 1000 times higher capacitance, and thus store much more
charge than conventional capacitors.

Figure 1.3.2: A Ragone plot of the specific energy and specific power densities of energy
storage devices. The overarching goal is to increase both the energy density and power
density of any of the storage device to match that of gasoline. [20]
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In the Ragone plot (Fig. 1.3.2), it is clear that while supercapacitors exhibit higher energy
density than capacitors, they also posses larger power density than batteries. Therefore,
supercapacitors are energy storage devices that fill the gap between batteries and capacitors,
and are attracting tremendous interest from researchers as well as industry.

1.3.2. Graphene as an ideal electrode material
Elemental carbon is the most suitable electrode material in supercapacitors because
of its high specific surface area, light weight, good electric conductivity, and chemical
stability. Many manifestations of carbon materials have been investigated as electrode
materials for supercapacitors, e.g., activated carbon, carbon nanotubes, graphene, carbon
fibres, etc. Because of its facile scalable production and highly porous structure, most
supercapacitor manufacturers use electrodes made of activated carbon. The specific surface
area of activated carbon usually ranges from 1000 – 2000 m2 g-1, allowing them to exhibit
phenomenal electrical double layer capacitance.[21–24] However, the amorphous nature
of activated carbon and the non-uniform pore size distribution (consist of micropores (<2
nm), mesopores (2–50 nm), and macropores (>50 nm)) leads to its poor electrical
conductivity.[21,22] In addition, the need of an electrically conducting binder to coat
activated carbon powders on to metal current collector (e.g., aluminum ribbons) results in
a further increase in the internal resistance of the electrodes. Lastly, it should be noted that
the microporisity (pore size < 2 nm), which lends high specific surface area to the activated
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carbon, limits the number of ions from the electrolyte that can reach the metal
electrode.[25] All of the above factors adversely affect the performance of activated
carbon based electrodes in supercapacitors.
Graphene has a theoretical specific surface area ~ 2630 m2 g-1 as all atoms are on
its surface, and can potentially yield a capacitance of 550 F g-1. Owing to their high
electrolyte accessibility, good electric conductivity and large specific surface area,
graphene is considered as a promising electrode material for supercapacitors.[26]

1.3.3. Limitation of graphene in application of energy storage devices
One of the most important limitations of graphene comes from its limited electron
density of states (DOS) at the Fermi level, which is related to a quantity called quantum
capacitance (QC). Another limitation of graphene is its ion accessibility as explained below.
Quantum capacitance
The concept of QC was first introduced by Serge Luryi, who is an electrical
engineer by profession.[27] The 2D transistor (Fig. 1.3.3a) in which the channel is a
semiconductor can best explain the concept of QC. The two ends of the channel are
electrically connected to the source and drain with the source being grounded and the drain
held at a voltage VD. The current I is measured as a function of VD to determine the
conductivity in the channel, and furthermore to derive the carrier concentration in the
channel. In addition, a gate voltage VG can be applied on top of the channel to tune the
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Fermi level of the semiconductor (or the channel). Typically, an insulator is placed between
the channel and the power supply (VG) to ensure that no current flows across the insulator;
VG merely impresses a potential on the cairriers present in the channel. A positive VG causes
the conduction band minimum to be lowered by eVG as shown in Fig. 1.3.3b. It is also
equivalent to saying that the Fermi level (EF) of the semiconductor is raised by the positive
gate voltage.

Figure 1.3.3: a) A schematic of a 2D transistor. b) A positive VG causes the conduction
band minimum to be lowered by eVG.
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Under this condition, the transistor conducts and if the thickness of the
semiconductor is small (less than 10 nm), the electron motion is confined only in the x-y
plane (2D electron gas) and the DOS of these electrons can be described as
DOS

Here

.

(1.3)

refers to the effective mass of the electrons. The areal density of the electrons in

the channel is
DOS

.

(1.4)

is the energy at the conduction band minimum, E is the

In Eq. 1.4,

energy of the highest level to which electrons fill under a given VG, and

is the Fermi-

Dirac distribution function:
.

Assume that

(1.5)

~1 and combining Eqs. 1.4 and 1.5, we get:
.

(1.6)

Therefore, it is expected that the areal electron density of the channel changes
linearly with the gate voltage with a slope of

.
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(1.7)

However, the experimentally observed slope, which represents a measure of how
much the potential inside the channel changes for an applied gate voltage, is always lower
than the value calculated from Eq. 1.7 (see Fig. 1.3.4a). The reason is because the channel
is not an insulator since the Fermi level lies in the conduction band (cf. Fig. 1.3.3b), and
to add an extra electron requires extra energy (called the charging energy) as there are a lot
of electrons already present in the conduction band. Thus, the potential that is applied on
the channel is not exactly equal to VG, but less than VG.

Figure 1.3.4: a) The expected and the actual dependence of the area charge density in the
channel as a function of gate voltage. b) Schematic of the circuit that has quantum
capacitance and the electrostatic capacitance connected in series. c) In EDLC the quantum
capacitance and the double layer capacitance are connected in series.
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Thus the reduced potential in the channel is due to the electrons present in the
channel. In Fig. 1.3.3a, as an insulator is present above the channel, and the charge in the
channel has induced a capacitor due to the insulator. The areal electrostatic capacitance Cins
across the insulator could be written in form of the parallel plate capacitor:
,

(1.8)

where is of the dielectric constant of the insulator and d refers to the thickness of the
insulating layer.
So the actual potential that is applied to the channel is:
.

Therefore, we should replace the term

(1.9)

in Eq. 1.7, and consequently rewrite the

equation of the slope:

,

(1.10)

.

(1.11)

Combining Eqs. 1.10 and 1.11:
1
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.

(1.12)

Define a quantity CQ that:
DOS

.

(1.13)

We get the relation:

.

Clearly,

(1.14)

has the dimensions of capacitance. Therefore, the system could be

understand in a way that, the voltage

is applied on a capacitor with capacitance of

, which is similar to a circuit with two capacitors with capacitance values
connected in series (see Fig. 1.3.4b), where

and

is defined as the quantum capacitance.

The portions of the voltage that are applied on the electrostatic capacitor and the quantum
capacitance, depends on the ratio of

to

. According to Eq. 1.13,

to DOS. When the channel has low DOS,

is proportional

is small and the corresponding impedance is

high, resulting in a high voltage drop across

, and vice versa.

In electrochemical systems, such as EDLCs and batteries, one can consider the total
voltage Vtotal applied across the working electrode and the electrolyte as the gate voltage.
Similar to the voltage applied on the electrostatic capacitance

, only a portion of the

voltage is applied at the surface of the electrode, between the electrons or holes in the
electrode and the ions outside of the electrode. The quantum capacitance
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of the

electrode has taken away the rest part of the voltage. It could be also suitable to express the
total capacitance of an electrode in the EDLC as follows:

.

(1.15)

Here Cdl is the double layer capacitance at the surface of the electrode. From Eq.
1.15 it is clear that a higher

gives rise of higher

. Therefore, to achieve the

maximum performance of an EDLC device, the voltage drop across the quantum
capacitance

is needed. Hence, it is expected that, a material with higher quantum

capacitance

, could be more suitable for the electrode in EDLC devices. However, as

introduced previously, pristine graphene is a two dimentional, zero band gap
semiconductor, with DOS equals to zero at its Fermi level. Hence, pristine graphene has a
limited value of

, which is considered as one of its bottlenecks for application in EDLCs.

In Chapter 3, we will discuss the tuning of the DOS in graphene through methods of defectengineering, such as introducing vacancies and doping, to improve the electrochemical
performance of graphene.
Ion accessibility
For ease of synthesis, most graphene materials that are used in supercapacitors are
FLG. The interlayer spacing in FLG is ~ 0.37 nm, which limits the accessibility of most
kinds of ions. Therefore, although SLG has a high surface area ~ 2630 m2g-1, in FLG with
average 5-6 layers, the area of ion accessible surface is reduced by more than 5 orders. The
effective way to solve the limitation could be to i) find an optimized electrolyte whose ions
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can readily access the interlayer spaces, or ii) create more pathways for the ions to enter
into the interlayer spaces. Details of overcoming these limitations through defectengineering is discussed in Chapter 3.
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CHAPTER 2
CHARACTERIZATION TECHNIQUES
2.1. Electrochemistry Characterization
2.1.1. Potentiostat and electrochemistry cell setup
In this thesis, the electrochemisty characterizations were carried out by a Gamry
Reference 3000AE potentiostat (Fig. 2.1.1a). Potentiostats are instruments which control
the voltage difference between a working electrode and a reference electrode in the
electrochemical cell by injecting current through the counter electrode. The potentiostat is
attached to a electrochemical cell using working, working sense, counter, and reference
electrode leads, in which the potential of the cell is measured between reference and
working sense leads (see Fig. 2.1.1b). The current flow through the refernece and working
sense electrodes are kept in minimum. The current flow through the cell is measured
between the working and the counter electrodes.
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Figure 2.1.1: a) A picture of Gamry Reference 3000AE potentiostat. b) Simplified
schematic of a potentiostat. (Figure source: Gamry instruments website)

A typical electrochemistry cell setup in electrochemistry measurements consists
electrodes and electrolyte. The common designations for electrodes in the measurement
are: working, reference and counter electrode. The working electrode is the electrode being
studied in the experiment. The counter electrode is the other electrode which completes the
current path in the cell. Reference electrodes serve as experimental potential reference.
During the measurement, the reference electrodes should hold a constant potential.
The simplest cell setup is the two-electrode setup, in which the working current and
sence leads in the potentiostat are connected to the working electrode, and the leads for
reference and counter are connected together to the second electrode (Fig. 2.1.2a). A
common EDLC device is a symmetric two-electrode cell, in which the two electrodes have
same size, structure and electrochemistry properties.
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Figure 2.1.2: Schematics for a) two-electrode cell setup, b) three-electrode cell setup.

A two-electrode cell is good for measuring the performance of electrochemistryenergy devices, where the whole cell voltage is significant. However, for studying the
electrochemical property of an electrode material, this cell setup has its limitations. In the
two-electrode setup, there is a current flow through the counter electrode, which also serves
as the reference, so it is not held at a constant potential and results in more complex data,
and corresponding analysis. Therefore, a three-electrode setup is commonly utilized in
electrochemistry characterizations.
In three-electrode cell setup, the Reference lead of the potentiostat is separated from
the counter and connected to a standard reference electrode. The advantage of threeelectrode setup is it measures the potential and current of half of the cell – only the working
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electrode. Figure 2.1.2b shows the schematic of the three-electrode setup. The voltage of
the working electrode is measured by a voltmeter in the potentiostat against the reference
electrode, that is independent of the changes that may occurs on the counter electrode. This
isolation allows for the study of a specific reaction with more accuracy. An ideal reference
electrode should have little or no current flow through it which does not affect its potential.
In this thesis, we used silver/silver chloride (Ag/AgCl) reference electrode for aqueous
electrolyte, and silver/silver nitrate (Ag/Ag+) reference electrode for non-aqueous
electrolyte. The current is flowing through the working and counter electrodes and is
monitored by the potentiostat. The counter electode in three-electrode cell is usually a good
conductor which is chemically inerd in the electrolyte. We used a plantium mesh as counter
electrodes in all the three-electrode measurements in this thesis.

2.1.2. Cyclic Voltammetry
Cyclic Voltammetry (CV) is a widely used electrochemical measurement technique
for evaluating the performance of supercapacitors. In a CV measurement, an applied dc
voltage is ramped linearly as function of time across the electrode whose electrochemical
properties are being investigated (defined as “working electrode”) and the reference
electrode.
The current that flow through the electrochemical cell is recorded and plotted as a
function of the applied voltage. As an example, Fig. 2.1.3a depicts the time dependence of
the applied voltage in range of 0-2 V (2-0 V) at a scan rate of 100 mV/s during the charging
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(discharging) cycle. A typical cyclic voltammogram of an electric double layer capacitor
(EDLC) using two electrode setup with two symmetric activated carbon electrodes is
shown in Fig. 2.1.3b.

Figure 2.1.3: a) Three cycles of the time dependent applied voltage in a typical cyclic
voltammetry study. The voltage is scanned in range of 0 – 1.2 V with a scan rate of 100
mV/s. b) A cyclic voltammogram is the plot of the response current at the working
electrode to the applied excitation potential. A cyclic voltammogram over one chargedischarge cycle of a 6 F commercial electric double layer capacitor is shown.

A nearly rectangular shaped voltammogram connotes the absence of red-ox
chemical reactions during the CV measurement. The total charge Q that passes through the
working electrode in one complete CV scan can be calculated by the following equation:

/
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,

(2.1)

where I is the current, V is the voltage and v is the set value of the scan rate for the CV
measurement. It is clear that

is the area enclosed by the voltammogram. Therefore,

one can further determine the capacitance of the measured EDLC cell as

.

∆

Here in Eq. 2.2,

(2.2)

is corresponds to the voltage range of CV, and it is multiplied

by 2 due to the fact that the voltage is swept back and forth in a complete CV scan.
Besides its utility in gauging performanace of capacitors, CV is in general an
important tool for studying electrochemical reactions. Often one finds one or more peaks
superimposed on the rectangular shaped EDLC response. Fig. 2.1.4a shows a
voltammogram of 10mM K3Fe(CN)6 in aqueous 0.1 M NaCl solution at a Pt working
electrode, the cell setup is three electrode with a Pt counter and an Ag/AgCl reference
electrode. These peaks are signature of charge transfer reactions between the working
electrode and the electrolyte, which occurs at the surface of the electrode.
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Figure 2.1.4: a) A cyclic voltammogram of 10 mM K3Fe(CN)6 at a Pt working electrode
in aqueous 0.1 M NaCl solution. b) Schematics of the reduction/oxidation process of
species from electrolyte during CV. (Figure from Ref. [28])

Since in a three electrode setup, the reference electrode has a constant makeup, its
potential is fixed. Therefore, any changes in the cell are ascribed to the working electrode.
We say that we observe or control the potential of the working electrode with respect to
the reference, and that is equivalent to controlling the energy of the electrons within the
working electrode. In Fig. 2.1.4a, the potential of the working electrode is first raised from
-0.2 to 0.6 V, or the voltage is swept in the positive direction which reduces the energy of
the electrons, i.e., the Fermi level of the working electrode is lowered. As shown in Fig.
2.1.4b, at a particular potential, the Fermi level of the working electrode reaches the value
of the highest occupied molecular orbitals (HOMO) of species A in the electrolyte, and
electrons will transfer from A to the electrode, resulting in an oxidation of A to A+ as well
as the appearance of peak in the current signal. Similarly, when the potential is driven
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negatively from 0.6 to -0.2 V, the Fermi level of the working electrode increases and
matches with the lowest unoccupied molecular orbitals (LUMO). At this potential
reduction species A is reduced from A+ to A and is accompanied by the appearance of a
valley in CV. In the example of Fig. 2.1.4a, the species A/A+ refers to Fe(CN)64-/Fe(CN)63-.
The peak/valley in CV correspond to one reduction/oxidation reaction, and is defined as a
redox couple. A redox couple in CV provides a lot of information for studying
electrochemical reactions, such as determining the formal reduction potential and the
reversibility of the reaction, calculating the equilibrium ratio, predicting the possible
reaction as well as the intermediate reaction states, etc. [29] Therefore, CV has been widely
used in the characterization of pseudocapacitors,[30] batteries,[31] biomolecular
interactions,[32,33], etc.

2.1.3. Charge-discharge
In a charge-discharge measurement, the electrochemical cell is galvanostatically
cycled at a fixed current density between the highest and the lowest voltage limits. It is a
method which has been widely used to determine the cycle-life as well as capacitance (or
capacity) of EDLCs or batteries.[31] A typical charge-discharge curve of an EDLC device
in a two electrode setup with two symmetric carbon electrodes is presented in Fig. 2.1.5.

28

Figure 2.1.5: Charge-discharge curve of an EDLC device with two symmetric electrodes
made of multiwall carbon nanotubes in 1 M HClO4 aqueous electrolyte. Current density:
50 A/g.

In a system with no electrochemical reaction, the voltage increases/decreases
linearly with time during the charge/discharge process. The specific capacitance of the
EDLC device can be calculated from the slope of the discharge curve:

|

where I is the discharge current density.
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,

(2.3)

It is noteworthy that a voltage drop ΔV between the end of the charge cycle and the
beginning of the discharge cycle may be present. This voltage drop can be used to calculate
the equivalent series resistance (ESR) of the cell as
∆ /∆ .
In the equation ∆

(2.4)

is the change of current density from charge

to discharge.
From Eqs. 2.3 and 2.4, the energy density E as well as power density P of the EDLC
can be estimated from the charge-discharge results as

,

(2.5)

.

30

(2.6)

Figure 2.1.6: Charge-discharge curves of a Li-ion coin-cell battery (half cell) with lithium
iron phosphate as cathode material and Li metal as the anode. Electrolyte: 1 M LiPF6 in
1:1 Ethylene carbonate and diethyl carbonate organic solvent. Schematic shows the
measurement setup for the cell.

Figure 2.1.6 shows a charge-discharge curve of a Li-ion battery with lithium iron
phosphate as cathode material and Li metal as the anode. In the schematic shown in Fig.
2.1.6, a fixed current density is applied and the voltage is measured as shown. Due to the
electrochemical reaction, the voltage of the cell does not change linearly with time. The
plateaus on the charge/discharge curves corresponding to the oxidation/reduction of the
ions at the cathode. The charging/discharging capacity of the battery is calculated by
multiplying the fully charge/discharge time by the applied current density. It is also simple
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to calculate the energy density E and power density P from the charge/discharge curves of
a battery as
,
/ .

(2.7)
(2.8)

In the Eq. 2.8, with a fixed current density, V denotes the nominal voltage which
is measured at the midpoint between fully charged and fully discharged states. Q is the
capacity which the battery delivers, and t is the time used to fully discharge the battery.

2.1.4. Electrochemical impedance spectroscopy
When a circuit consists of elements which are not purely Ohmic, the current
response does not change linearly with applied voltage due to the phase shift, and hence
the system is non-linear (Fig. 2.1.7a). The impedance of the non-linear system is in a
complex form, and frquency dependent. Electrochemical impedance spectroscopy (EIS) is
a powerful tool to accurately unravel the non-linear processes and to study the dynamics
of the electrochemical cells.
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Figure 2.1.7: a) Phase shift between current and applied AC voltage in a non-linear system.
b) In an EIS measurement, a small AC perturbation dV is applied. The AC current response
of the circuit is phase shifted relative to that of dV, which results in the ellipitical shape
shown in the panel b. The brown dash line clearly shows the non-linear current dependence
to the DC voltage. However, when the investigated voltage range V is small enough (in
range of dV), the DC current vs voltage curve can be considered as pseudo-linear. c, d) EIS
may be present in two forms: c) Bode plot and d) Nyquist plot.
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EIS measurements are usually carried out by applying a small AC perturbation
signal with a fixed applied DC voltage to an electrochemical cell. The frequency of the
perturbation signal is changed and the current through the cell is recorded. The amplitude
of the AC signal is small enough so that the response of the cell can be considered as
pseudo-linear (see Fig. 2.1.7b). As shown in Fig. 2.1.7a, for an electric circuit with
complex form of impedance
exhibits a phase-shift

", the response of its current, I
sin

relative to the applied voltage signal

sin

,

. It can be seen

from Eq. 2.9 that both the real and the imaginary parts of the impedance are frequency
dependent and can be written in the form of Eq. 2.10 as

,

"

cos

(2.9)

sin

.

(2.10)

EIS typically has two output formats, while the Bode plots consist of two plots of
the magnitude of impedance versus frequency as well as the phase angle

versus

frequency, the Nyquist plot is a plot of " versus ′ (see Figs. 2.1.7c and d). An EDLC
cell can be simply modeled by the Randles cell circuit (schematic in Fig. 2.1.8a).
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Figure 2.1.8: a) Schematic of Randles cell circuit. b) Theoretical Nyquist plot for Randels
cell.

In Fig. 2.1.8a, the element RΩ refers for the uncompensated resistance contributed
by the wires, connections, resistance from the electrode materials as well as the solution.
Cdl is the double layer capacitance and Rp is the polarization resistance attributed by the
transition resistance between the electrode and the electrolyte. The impedance of the
Randles cell is expressed as
,

(2.11)

from which it follows that

,
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(2.12)

"

.

(2.13)

Clearly from Eqs. 2.12 and 2.13, the Nyquist plot of the Randles cell is a semicircle
as shown in Fig. 2.1.8b. In the Randles cell circuit, the impedance from the element Cdl is
frequency dependent which varies as ~

. At high frequency the impedance of Cdl is

close to zero and it acts as a short, which and leaves only RΩ contribution to the total
impedance. Also, the impedance of Cdl approaches infinity with frequency decreases and
acts as an open circuit at low frequency. Therefore, the total impedance is equal to the value
of RΩ + Rp at the low frequency end, and the imaginary part of Z is zero at both high
frequency and low frequencies.

Figure 2.1.9: a) Schematic of Randles cell circuit including Warburg impedance. b) A
Nyquist plot of a multiwall carbon nanotube electrode. The diagonal response whcih
appears at the low frequency end of the semicircle is due to ion diffusion. Electrolyte: 1 M
TEABF4 in acetonitrile.
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A more precise equivalent circuit can be used for modeling the EDLC cell by
adding a Warburg diffusion element to the Randles cell in series of Rp (See Fig. 2.1.9a).
The Warburg impedance is due to the diffusion of ions and is also frequency dependent
(see Eq. 2.14).
/

1

.

(2.14)

The Warburg impedance is small at high frequency since the diffusion path of ions
are short. However, it increases at low frequency because the ions have to move further,
which results in the appearance of diagonal response at the low frequency end of the
semicircle (see Fig. 2.1.9b).
EIS has been frequently used for analyzing the resistance and diffusion information
in capacitors and batteries.[34–37] Moreover, as it has variety of output formats and is
applicable to many forms of electric circuit models, it is also considered as the most
powerful and accurate method which has been applied in multiple areas such as diagnosing
equivalent circuit,[38] investigating corrosion rate,[39,40] characterizing deposition
mechanism,[41] studying the chemical reaction mechanism,[42] chemical synthesis,[42]
semiconductors,[38,43], etc.
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2.2. Raman Spectroscopy
2.2.1. Introduction of Raman
When a monochromatic light is shone on a medium (which could be in the form of
a liquid, solid or gas), the scattered light is found to be shifted in energy when compared
to the incident light energy. This phenomenon, which has been called the Raman effect, is
attributed to the inelastic scattering of light from the medium. The inelastic scattering
results from the interaction between the incident photons and the vibration of the molecules
in the media, as shown schematically in Fig. 2.2.1a. The Raman effect was theoretically
predicted by Adolf Smekal[44] and experimentally observed by Sir C. V. Raman[45].
In a Raman scattering experiment, the incident light (typically a monochromatic
laser beam) is incident on the sample. Viewed in terms of energy levels, the electrons reside
in the ground vibrational and electronic states before excitation. The monochromatic laser
source excites the electrons to a virtual state, equal to the energy of the laser. When the
electrons relax back to the ground electronic state, most go back to the ground vibrational
state, giving back the same energy. This is Rayleigh (elastic) scattering. The other small
portion that relaxes back to an upper or lower vibrational state is the Raman scattered light.
The Raman scattered light that is adjusted up in wavelength is called the Stokes Raman
scattering and that light which is adjusted down in wavelength is called the anti-Stokes
Raman scattering (Fig. 2.2.1b). Stokes Raman scattering occurs when some energy is
absorbed from the photon of the incident light into the molecule’s rotational and vibrational
energy and consequently a new photon of light with less energy is released. Anti-Stokes
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scattering occurs when the new photon formed gains energy compared to the incident
photon via the absorption of energy from a previously excited molecule. [46]

Figure 2.2.1: a) A schematic of incident light interacting with molecules, which results in
elastic and inelastic scattering. b) Processes of Stokes and anti-Stokes scattering.

Fig. 2.2.1b demonstrates the Stokes and anti-Stokes processes, which are shifted in
frequency relative to the incident laser energy. On the other hand, the Rayleigh scattered
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light has same frequency as that of the incident laser and can be filtered out using a notch
filter. Fig. 2.2.2 shows Raman spectrum of sulfur with exciting laser wavelength 1064 nm.
The anti-Stokes scattering has much less cross-section than that of the Stokes scattering,
owing to the fewer probabilities of the existence of the excited molecules.

Figure 2.2.2: Raman spectrum of sulfur with exciting laser wavelength 1064 nm. The
peaks with positive/negative Raman shift are from Stokes/anti-Stokes scattering. It can be
seen that the (i) frequency positions of the anti-Stokes peaks are symmetric to those of the
Stokes peaks, and (ii) intensity of anti-Stokes peaks are much weaker compared to the
Stokes peaks.
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Clearly, Raman spectroscopy provides information of molecular vibration, which
can be used as a “fingerprint” to identify materials and to analyze the molecule structure,
symmetry, or chemical bonds. In addition, Raman spectroscopy is not moisture sensitive
and can be performed easily under ambient conditions. Raman spectroscopy has evolved
into an indispensable characterization tool for graphene, which will be introduced in next
section.

2.2.2. Phonon dispersion in graphene
The phonon dispersion relation provides a full picture of the molecular vibration of
graphene, as shown in Fig. 2.2.3. As introduced in Chapter 1, graphene has two atoms in
each of its unit cell. Each atom contributes 3 phonon branches. Therefore, there are totally
6 phonon branches of graphene. Three of the phonon branches are acoustic, which are
denoted as: longitudinal acoustic (LA), in-plane transverse acoustic (iTA) and out-of-plane
transverse acoustic (oTA). Similarly, the other 3 phonon branches are optic and they are
denoted as longitudinal optic (LO), in-plane transverse optic (iTO) and out-of-plane
transverse optic (oTO).[47] Starting from the center of the Brillouin Zone (BZ) (i.e., the Γ
point), the momentum of the phonon vary from 0 to

, here a0 refers to the length of the

unit vector in the graphene lattice, and equals to √3 ~ 0.26 nm.
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Figure 2.2.3: a) Brillouin zone of graphene in which the center point Γ is the point where
momentum is zero. b) The phonon dispersion relation of graphene. [48]

The momentum of a photon is equal to

, where λ is the wavelength of the light.

The laser light that is used in a typical Raman experiment is usually in range of visible or
IR light with wavelength ranging from ~ 200 to 1100 nm. Therefore, the momentum of the
photons are much smaller than that of the maximum dimension of graphene’s BZ.
Considering the momentum conservation law, the only allowed modes that could be
detected by Raman spectroscopy are phonons with momenta close to the Γ point, or zonecenter phonons. Since acoustic phonons have nearly zero energy at the Γ point, and the
oTO phonon mode is not Raman active, according to the phonon dispersion relation in Fig.
2.2.3b, only one peak is expected in graphene’s Raman spectrum ~ 1600 cm-1, which
corresponds to the doubly degenerate LO and iTO phonon modes at the Γ point.
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Figure 2.2.4: a) Raman spectrum of a CVD grown single layer graphene at room
temperature, the laser wavelength is 532 nm. b) Schematic of the Raman process for the
G-band in graphene.

From the Raman spectrum of the single layer graphene (Fig 2.2.4a), clearly a
dominant peak ~ 1580 cm-1 is present, which matches with our prediction. This band is
denoted at graphitic band, or G-band. Fig. 2.2.4b presented the schematic of the G-band
Raman process. The electrons from ground state were first excited by the incident photon
to an excited state (represented by the green arrow). The excited electrons are then
scattered by a phonon (with zero momentum) which carry away a portion of the energy to
the electrons. Consequently, the electrons relax to their original state and emit a photon
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with less energy (Stokes scattering). Nevertheless, in addition to the G-band, additional
peaks are also present in Fig. 2.2.4. These peaks are the so-called D-band ~ 1350 cm-1, G’band ~ 2700 cm-1, D’-band ~ 1610 cm-1, G*-band ~ 2450 cm-1, and so on [47]. These peaks
do not match with any phonon branch at the Γ point and seem to violate the law of
momentum conservation. As explained in next section the origin of these additional peaks
can be understood within the framework of the double-resonance (DR) Raman process.

2.2.3. Double-resonance process in graphene
In a typical Raman scattering process, there are normally three steps: i) the incident
light excites electrons from the valence band of the medium to a state with higher energy
(the state could be either a real or a virtual state). ii) the excited electrons interact with
phonons in the medium and emit or absorb phonons, and iii) the electrons relax back to the
valence band by emitting a photon. In the above process ii), if the excited electron happens
to be in a real energy state before or after its interaction with the phonons, a resonant Raman
scattering occurs, and the scattering cross-section can be >103 times larger than that of the
non-resonance Raman scattering.[49] Thus, resonant Raman spectroscopy is well suited
for characterizing samples which are available in limited quantity.[50] However, typically
limited laser excitation energies as available, which prevents the possibility of
characterizing all materials through resonance Raman scattering.
As discussed in Chapter 1, graphene has non-zero band gap at the K and K’ points
in its electronic band structure, and exhibits a linear dispersion above and below its Fermi
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level. This unique electronic band structure allows the possibility of probing graphene
through resonant Raman scattering with any incident excitation. In graphene, the G-band
originates from a first-order process, as previous explained in Fig. 2.2.4b. There could also
be higher-ordered Raman processes, which allows the excited electrons to interact with
phonons with momentum q ≠ 0 without violating the momentum conservation law. For
instance, in a second-order process, an excited electron could at first interact with a phonon
with momentum q, following by another interaction with a phonon with momentum of –q.
The chance of higher-order Raman processes are very limited unless they match the
resonance conditions. Hence, in graphene, a material with electronic band structure that is
conducive for resonant Raman process, we can expect to see higher-order Raman bands.
In Figure 2.2.3, peaks D, D’ and G’ are known to come from second-order resonance
Raman processess, which is also called DR Raman process.

Figure 2.2.5: a, b) The intervalley double-resonance picture of a) G’-band, b) D-band. c)
The intravalley double-resonance picture of the D’-band.
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The G’ band has the highest intensity and originates from a two-phonon double
resonance process. From Fig. 2.2.3b, one can notice that the peak position of G’-band ~
2700 cm-1 , which is twice the frequency of the iTO phonon near K point (i.e. phonon
momentum q ~

). Indeed, G’ is an overtone of two iTO phonons with q ~

due to an

intervalley DR process (see Fig. 2.2.5a).
The D-band, which has frequency equal to one iTO phonon near the K point also
originates from the intervalley DR resonance (Fig. 2.2.5b) in which the excited electron
experiences one inelastic scattering by the iTO phonon with moment q ~

followed by

another elastic scattering by a defect, with momentum -q. It is important to note that the Dband manifests in the Raman spectrum only when defects (missing carbon atoms, dopants,
etc.) or edges (zig-zag edges) are present in graphene. The intensity ratio of D-band to Gband is inversely proportional to the average in-plane crystal size of graphene [51] and can
be expressed as
La (nm) = (2.4 × 10−10 nm-3) λ4laser (nm4) (ID/IG)−1 .

(2.15)

Therefore, ID/IG had been widely used for identifying the defect concentration and the
quality of graphene.
Another defect dependent peak in the Raman spectrum of graphene is the D’-band
which is found next to the G-band. As shown in Fig. 2.2.5c, the D’-band comes from an
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intravalley DR process, involves two scattering events: by an LO phonon with q = 2k and
a defect, respectively.
Beside the above discussesion of zone-centered and off-zone-centered Raman
bands, other weaker Raman peaks with that arise from higher-order processes (combination
or overtone of two or more phonons) have also been reported in graphene [47,52–54]. One
of them is the G*-band ~ 2450 cm-1 whose origin remains unclear, and whose asymmetric
lineshape continues to intrigue carbon researchers. In Chapter 5, we will elucidate the
origin of G*-band, and discuss in detail the role of defects on the G*-band.

47

CHAPTER 3
ROLE OF DEFECTS AND DOPANTS ON THE
ELECTROCHEMICAL PROPERTIES OF GRAPHENE
3.1. Introduction
Supercapacitors (SCs) are novel electrochemical devices that store energy through
reversible adsorption of ionic species from an electrolyte on highly porous electrode
surfaces. SCs are highly durable (lifetime >10,000 cycles) with power densities (10
kW/kg), that are an order of magnitude larger than achievable power density in batteries.
But the low energy density (10 Wh/kg) of SCs[55] relative to batteries limits their use in
practical applications despite their ability to withstand >10,000 cycles. Graphene-based
nanocarbons are ideal electrode materials for SCs due to their low cost, high stability, and
high specific surface area. Indeed, an outstanding characteristic of single-layer graphene is
its high specific surface area of ~2675 m2/g, which sets an upper limit for electrical double
layer capacitance (Cdl) ~21 µF/cm2 (~550 F/g).[55–58] Notwithstanding this desirable
attribute, there are two intrinsic bottlenecks that impede the emergence of high energy
density SC devices: i) typically only 50-70% of the theoretical surface area is accessible to
ionic species present in the electrolyte,[55,56] which limits the overall capacitance (10-15
µF/cm2) and leads to a low energy density, and ii) although the total energy that can be
harnessed from a SC device depends predominantly on ion-accessible surface area, it is not
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the only factor. The presence of a so-called quantum capacitance (CQ), which is (i) small
and in series with Cdl, and (ii) arises from the low electronic density of states at the Fermi
level (DOS(EF)) for nanocarbon electrodes, overwhelms the high Cdl further reducing the
already limited capacitance and low energy density.[59–61]
While efforts to increase the energy density have been focused either on increasing
the active surface area or the pseudo-capacitance through the inclusion of redox active
materials, pragmatic methodologies to resolve the inherent bottlenecks described above are
still lacking. In this chapter, I experimentally show that engineered defects in graphene can
alleviate these bottlenecks resulting in a new paradigm for energy storage beyond the
predicted theoretical limits.
Defects are often perceived as performance limiters in bulk materials, and this
perception is all the more exacerbated in 2D materials such as graphene. Yet, my
experimental findings conclusively demonstrate that controllably induced defects in
specific configurations can achieve 150% enhancement (~50 F/cm2) in measurable
capacitance of few-layer graphene (FLG). A detailed density function theory (DFT)
calculations performed by my collaborators show that the nitrogen dopants in the pyrrolic
configuration result in a high DOS(EF) and thereby mitigate the influence of CQ.
Furthermore, access by the electrolyte ions (e.g., tetraethylammonium (TEA+) ions) to the
inter-layer gallery space in FLG can be effectively enhanced through defect-induced pores
in graphene, leading to an increased charge storage capacity. More importantly, I show that
these high-capacitances can be extended to coin-cell devices based on FLG foams that
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result in energy densities that are at least five times higher than the conventional activated
carbon-based SCs.

3.2. Experiment and Calculation Methods
3.2.1. Calculation methods
The geometry optimization of bilayer graphene with electrolyte molecule and the
three types of dopant configurations along with their electron density profiles were
performed using a DFT based atomistic tool kit virtual nano lab.[62] The optimization was
performed at mesh cut off 150 Rydberg. Local Density Approximation (LDA with PerdewZunger) has been used as exchange correlation functional with Double Zeta Polarized basis
set. The structure was optimized until the net force on every atom became less than 0.01
eV/ Å. Sampling of the Brillion zone for structure relaxation was taken as 1x3x3 using
Monkhorst-Pack Scheme.

3.2.2. Synthesis of N-doped few-layer graphene and graphene foam
FLG and graphene foams on Ni substrates were synthesized through a chemical
vapor deposition (CVD) method.[63] Doping of nitrogen atoms in FLG and graphene
foams was achieved during the CVD synthesis by the introduction of benzylamine and
acetonitrile in varying proportions to yield the pyridinic, pyrrolic, and graphitic
configurations in FLG (see schematic in Figure 3.2.1). Ni foils with thickness of 25 μm
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were placed away from the center of a 24 mm diameter tube furnace. The furnace was
maintained at 900 °C under a flow of 200 sccm Ar and 120 sccm H2. Ni foils were moved
to center of the furnace after 90 minutes, and the furnace was reset to 850 °C. Under these
CVD conditions, decomposing ~10 sccm of methane for 10 min yielded the FLG on the Ni
foils. To dope FLG with nitrogen, additional Ar (~50 sccm) was bubbled through a mixture
of benzylamine and acetonitrile (3:1, 1:1, and 0:1 for samples N1, N2, and N3,
respectively), as shown in Fig. 3.2.1. After 10 mins, the methane flow was switched off
and the samples were moved away from the center of the furnace, and the furnace
temperature was ramped down to 400 °C at a rate of 5 °C/min. Next, the H2 flow was shut
off and the furnace was maintained at 400 °C for an additional 90 min. Finally, the samples
were cooled to room temperature under Ar flow. For each N-dopant configuration, at least
three sister samples were used in our spectroscopic studies. FLG samples were also Ar+
plasma etched using a reactive ion etching unit (Hummer 6.2) at multiple powers from 10120 W for 2 min to induce defects. Dopant and defect concentration were quantified using
Raman spectroscopy and X-ray photoelectron spectroscopy.
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Figure 3.2.1: Schematic of the CVD setup for the growth of pristine and N-doped graphene.
The inset figure shows the pyridinic, pyrrolic, and graphitic configurations in which
nitrogen atoms are incorporated into the graphene lattice. [64]

The pristine graphene foams (GFs) used in this study were grown on Ni foams using
the thermal CVD method, similar to the FLG. After the growth of GFs on Ni foams, the
latter were etched away by submersing the GF/nickel foam in a 1:4 (by volume) 12 M
hydrochloric acid: 15.8 M nitric acid solution. The free-standing GF was then rinsed with
DI water and allowed to dry. Some of these GFs were also subjected to a 120 W Ar+ plasma
for 2 minutes at 120 mtorr. Post nitrogen doping of free-standing GFs was accomplished
by annealing them in a tube furnace at 600°C for 1 hr under a 500 sccm flow of argon
which was bubbled through acetonitrile.
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3.2.3. Structural and electrochemical characterizations
A Dilor XY triple grating monochromator was used for collecting the micro-Raman
spectra of all samples with the 532 and 633 nm excitation. X-ray photoelectron
spectroscopy (XPS) studies were performed using a Kratos Axis Ultra DLD instrument
and spectra were calibrated by the C 1s line at 284.6 eV. The morphology of the samples
was observed using scanning electron microscopy (SEM, Hitachi S4800) with an
accelerating voltage of 20 kV and tunneling electron microscopy (TEM, Hitachi H9500).
The electrochemical properties of samples were characterized in a Gamry reference
3000 electrochemical potentiostat. The electrolytes were 0.25 M tetraethylammonium
tetrafluoroborate (TEABF4, >99%) or tetrabutylammonium hexafluorophosphate
(TBAPF6, >99%) in acetonitrile (ACN). Two systems were used for electrochemical
characterization: a 3-electrode setup for single electrode characterization, and a 2-electrode
cell (coin cell apparatus, MTI Corp) for symmetric supercapacitor measurements. In the 3electrode cell, the FLG on Ni foils were used as working electrodes, a Pt mesh was used as
the counter electrode and a silver/silver ion electrode (Ag/Ag+) was used as the reference
electrode. In the 2-electrode cell, EDLC devices were tested using symmetric GFs as the
electrodes with a Celgard (2325) trilayer separator. The electrodes and separator were
soaked overnight (~20 hours) in 0.25 M TEABF4-ACN electrolyte prior to the cell
assembly. Cyclic voltammetry (CV) was measured from -0.4 to 0 V (0 – 2.5 V) for FLG
(GF) samples with scan rate of 1000 mV/s. The electrochemical impedance spectroscopy
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(EIS) measurements were carried out with a perturbation signal of 10 mV in the frequency
range of 100 kHz to 0.1 Hz.

3.3. Effects of ion etching induced defects and type of electrolytes on
electrochemical properties of graphene
3.3.1. Identification of best-suited electrolyte
It has been observed that the best performance of SCs can be realized when the
average micropore size in nanostructured bulk electrodes (e.g., carbide-derived carbon)
matches the size of the ions in the electrolyte[65–73]. It is expected that such a resonant
effect is true even for defect-induced pores in quasi-two dimensional FLG (Fig. 3.3.1a).
Accordingly, in order to identify the best-suited electrolyte, we theoretically studied the
interactions of two different ions – tetraethylammonium (TEA+) and tetrabutylammonium
(TBA+) with defect-induced pores in FLG. The rationale in choosing these ions lies in the
fact that organic electrolytes such as tetraethylammonium tetrafluoroborate (TEABF4) and
tetrabutylammonium hexafluorophosphate (TBAPF6) exhibit a wider voltage range, yet are
not highly expensive unlike the ionic liquids. In our density functional theory (DFT)
calculations, we started with an initial pre-optimized configuration of bilayer graphene
with a 1 nm pore (See Fig. 3.3.2). Upon the introduction of TEA+ ion into the interlayer
spacing through the 1 nm pore, no significant changes were observed in the optimized
bilayer geometry (Fig. 3.3.1b) and the edge carbons did not show any chemical
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bonding/interactions with the TEA+ ion. However, a large deformation in the structure of
graphene sheets and an increase in the inter-layer spacing was observed in the presence of
TBA+ ion. In particular, we observed that the edge-carbons in the nanopore strongly
interact with TBA+ ion through chemical bonding preventing it from diffusing through the
nanopore (Fig. 3.3.1c). By analyzing the charge density plots, we found that the TBA+ ion
in our simulations loses two H atoms from its methyl group and subsequently attaches to
dangling edge C atoms in the pore through electron sharing C-C bonds.

Such an

observation may be rationalized in terms of the relatively larger size of TBA+ (~0.8 nm)
compared to TEA+ ion (~0.45 nm).[35]
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Figure 3.3.1: The interaction of electrolyte ions with defect-induced pores. (a) Defectinduced pores in FLG open otherwise inaccessible surface area by transporting electrolyte
ions (e.g., tetraethylammonium (TEA+)) to inter-layer gallery space. Density functional
theory calculations showed that the intercalation of TEA+ is more favorable (b) compared
to tetra-n-butylammonium (TBA+) (c). In (b) and (c) gray, blue, and white spheres
represent carbon, nitrogen, and hydrogen atoms, respectively.
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Figure 3.3.2: Structure of bilayer graphene before and after optimization.

3.3.2. Experimental validation of ion-pore size resonance effects
We synthesized FLG and graphene foams on Ni foils through chemical vapor
deposition (CVD) using as described above. We used Ar+ plasma etching and N-doping to
induce defects in the FLG.[59] The defect-formation energy for extended defects is much
lower compared to single- and di-vacancies, and thus we observed the formation of
nanosized pores in FLG upon Ar+ exposure (Fig. 3.3.3a). In the Raman spectrum of
graphene, the peak present at ~1350 cm-1 (or the so-called D-band) arises from the presence
of defects such as nanopores, and its normalized intensity has been widely used to quantify
defect density.[59,74] Accordingly, the defects in our FLG were quantified using the
normalized Raman intensity ratio (ID/IG) of the D-band to the graphitic or G-band present
at ~1580 cm-1.[75] We varied the Ar+ plasma power to produce FLG with different defect
densities or ID/IG, and as expected, ID/IG was found to increase linearly with the Ar+ plasma
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power (see inset of Fig. 3.3.3b). We performed cyclic voltammetry (CV) using a threeelectrode electrochemical cell to study the electrochemical response of different
electrolytes, viz., 0.25 M TEABF4 or TBAPF6 dissolved in acetonitrile (ACN). The
presence of CQ in series with Cdl is expected to result in a total measured capacitance Cmeas=
(Cdl-1+CQ-1)-1. We found that Cmeas in defected FLG increased for either electrolyte, which
may be rationalized in terms of the higher CQ (= e2*DOS (EF), where e is 1.6 x 10-19 C),
resulting from a dopant-induced increase in DOS(EF).[59] Although Cmeas increased for
either electrolyte, TEABF4 showed a much higher enhancement than TBAPF6 (almost
twice for the highest defect concentration). Such an observation concurs with our DFT
calculations, which showed that TEA+ ions are more suitable for accessing the interlayer
spacing in FLG through nanopores. It should be noted that the nanopores in plasma-treated
FLG (Fig. 3.3.3a) are sufficiently large to allow both TEA+ and TBA+ ions. However, the
relatively smaller size of TEA+ (0.45 nm) compared to TBA+ (~0.8 nm) facilitates easier
access to the inter-layer space in FLG, resulting in a higher capacitance.
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Figure 3.3.3: The experimental validation of DFT results. (a) Transmission electron
microscopy (TEM) images of the nanopores created in FLG by exposure to Ar+ ions for 2
min (power varied from 0 - 120 W). (b) The change in total measured capacitance (Cmeas=
(Cdl-1+CQ-1)-1) as a function of defect densities (measured by ID/IG ratio, where ID and IG
represent the integrated areas of the Raman D- and G-bands, respectively) for FLG samples
in the presence of: i) 0.25 M tetraethylammonium tetrafluoroborate (TEABF4) in
acetonitrile (blue dots and solid line), ii) tetrabutylammonium hexafluorophosphate
(TBAPF6) in acetonitrile (red squares and dash line). Inset: ID/IG as a function of the Ar+
plasma power shows a nearly linear dependence.
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3.4. Effects of N-doping on electrochemical properties of graphene
3.4.1. N-doping for improved power and energy density
While the plasma etching of FLG significantly improves the measured capacitance
and the energy density (= 0.5CmeasV2, where V is the voltage), the increased ID/IG
compromises the power density due to an increase in the Warburg resistance (see Fig.
3.1.1). Furthermore, the presence of pores in the graphene severely weakens its structural
integrity and thereby deteriorates the durability of the electrodes, and will be discussed
later in Fig. 3.5.1. Alternatively, the rich chemistry between carbon and nitrogen could be
used to introduce N-dopants into graphene lattice in order to increase CQ, Cmeas, and energy
density similar to nanopores, and yet retain intrinsic electrical conductivity and structural
integrity of graphene. We prepared three different N-doped FLG using the CVD method
(see Section 3.2.2) for achieving SCs with high energy and power densities. As shown in
Fig. 3.4.2a, N-dopants can be found in at least three different configurations, viz., graphitic,
pyridinic, and pyrrolic. We analyzed the configuration stability, electron density, and DOS
profiles (see Fig. 3.4.2b) for all configurations using DFT calculations. We and others
previously showed that all the configurations exhibited positive formation energy values
(i.e., energy released upon the formation of the structure from free atoms) suggesting that
the doped sheets are stable.[62,76] The introduction of the dopants changed the symmetry
of the lattice and resulted in drastically different DOS(EF) for all the three configurations
(Fig. 3.4.2b). Specifically, the DOS(EF) for the pristine sample is negligible due to its semimetallic nature while all other samples showed non-zero DOS(EF), with a very high
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DOS(EF) for pyrrolic configuration. The increase in DOS(EF), in addition to the fact that
the pyrrolic type defects mimic the behavior of nanopores through extended defects (e.g.,
multiple vacancies) is useful for increasing both energy and power density of SC
electrodes.

Figure 3.4.1: Nyquist plots of electrochemical impedance spectroscopy (EIS) for pristine
FLG, Ar+ plasma etched FLG, and N3 (or pyrrolic N-doped graphene) measured from 0.1
Hz to 100 kHz. Electrolyte: 0.25 M tetraethylammonium tetrafluoroborate (TEABF4) in
acetonitrile. Inset: Magnified Nyquist plots for the high frequency region. It can be seen
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that the plasma etched FLG has slightly higher equivalent series resistance (indicated by
the first intercept of the Nyquist plots on the real axis[77]) and interfacial charge transfer
resistance (represented by the radius of the semi-circle at the high frequency region) from
the high frequency region. Interestingly, the slope of data in the low frequency region,
which depends on the electrolyte diffusion resistance (Warburg resistance Rw), is different
for all three samples.[78,79] The higher slope indicates better ion diffusion within the
electrodes.[56,80] Clearly, the plasma etched samples exhibit high Warburg resistance,
which could be attributed to the tortuous diffusion path of ionic species through defectinduced pores. However, sample N3 exhibits lower Rw due to the presence of N-dopants in
the pyrrolic configuration.

62

Figure 3.4.2: The influence of N-doping on the electronic density of states. (a) A
schematic of different N-dopant configurations in graphene. The black and red spheres
represent the carbon and nitrogen atoms, respectively. (b) The electron density of states
(DOS) for pristine, graphitic, pyridinic, and pyrrolic graphene (5x5 unit cells) derived from
the density functional theory. The DOS at the Fermi level (0 eV) is negligible for pristine
graphene while it is very high for pyrrolic graphene.

3.4.2. Characterization of N-doped FLG structures
As shown in Fig. 3.4.3, the C 1s line in the x-ray photoelectron spectroscopy (XPS)
data of FLG exhibited a peak maximum at the binding energy of 284.45 eV. Upon N-
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doping, the C 1s line was observed to broaden and upshift (0.15–0.35 eV). The presence
of different doping configurations was confirmed by deconvolution of the N 1s line using
Voigtian components. The peak located at 401.7 eV (Fig. 3.4.3b) is identified with
substitutionally doped nitrogen in the graphitic bonding configuration (in sample N1-N3).
The peaks present at 398.6 (in sample N1 and N2) and 400.1 eV (in sample N3) arise from
nitrogen bonded in the non-graphitic configuration, and were previously attributed to
pyridinic and pyrrolic doping configurations, respectively.[10] Based on our XPS studies,
we estimated the N-dopant concentrations in our samples to be ~2 at.%. Although the
samples N1-N3 have all three dopant configurations (viz., graphitic, pyridinic, and
pyrrolic), it should be noted that graphitic (/pyrrolic) configuration is predominant in N1
(/N3). We found that both pyridinic and graphitic configurations are predominant in N2. In
addition to XPS confirmation, the Raman spectrum of N-doped graphene (Fig. 3.4.4)
showed clear evidence for intense D & D'-bands for N2 and N3 samples, unlike the
graphitic dopants in N1, due to the presence of extended defects and vacancies. Previously,
we showed that the electron and phonon renormalization in N-doped graphene increases
the Fermi velocity (vF) and thereby influences lattice vibrations locally near a dopant.[10]
Indeed, a combination of micro-XPS and micro-Raman spectroscopy revealed that the
local renormalization effects in N-doped graphene resulted in an effectively downshifted
Raman 2D band (Fig. 3.4.5) with a large shift for N2 and N3 samples and a negligible shift
of N1 in agreement with our previous studies. [10]
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Figure 3.4.3: X-ray photoelectron spectroscopy for pristine and N-doped graphene, a) C
1s line, and b) N 1s line.
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Figure 3.4.4: The D and D’-bands for pristine and N-doped few layer graphene (grown
using chemical vapor deposition) at excitations a) 532 nm and b) 633 nm.
The D and D′ bands are intense for samples N2 and N3 (non-graphitic doping
configuration). The D band for N1 (graphitic doping configuration) is, however, relatively
less intense.
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Figure 3.4.5: The 2D-band for pristine and N-doped few layer graphene (grown using
chemical vapor deposition) at excitations a) 532 nm and b) 633 nm. The vertical lines in
both panels serve as a guide to the eye. The electron-phonon-renormalization upon doping
leads to a net down-shift in the 2D-band peak position for samples with a non-graphitic
doping configuration. The traces below each spectrum indicate the deconvoluted peaks
used for fitting. Clearly, sample N1 retains intense peaks in the 2D-band with little
downshift at both excitations.
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3.4.3. Electrochemical characterization of N-doped FLG
For elucidating the influence of dopant configuration on Cmeas, we performed CV
measurements on the pristine, N1, N2, and N3 samples in the three-electrode setup with
previously identified 0.25 M TEABF4 in ACN. As shown in Fig. 3.4.6a, the absence of
redox peaks in the CV plots indicate the lack of specific reactions and pseudocapacitance
arising from charge transfer at the N-doped graphene /electrolyte interface. Clearly, we
observed that the Cmeas values for N-doped FLG were higher than that of pristine FLG, and
sample N3 (pyrrolic) was significantly different from samples N1 and N2, as predicted by
our DFT calculations (see Fig. 3.4.6b). We measured at least 5 different sets of samples to
confirm the results presented in Fig. 3.4.6. The controlled growth of a specific dopant
configuration is highly difficult. Thus, to validate the hypothesis that the increase in Cmeas
originates from pyrrolic configuration, we annealed the plasma etched FLG samples with
nanopores in a 1” quartz tube furnace at 400 °C for 1 hr in Ar bubbled through ACN (see
Section 3.2.2 for more details) into the furnace, or only Ar. We found that the Ar-annealed
FLG exhibited a slight decrease in Cmeas due to a decreased ID/IG upon annealing, as shown
in Fig. 3.4.7. However, Ar-ACN annealed FLG showed a marked increase in Cmeas and
concomitant decrease in resistivity due to the introduction of N-dopants. It is noteworthy
that pristine FLG annealed in Ar or Ar-ACN did not show any changes in Cmeas suggesting
that the initial defects in the form of nanopores facilitated the introduction of N-dopants.
Our detailed XPS characterization of Ar-ACN samples also revealed the presence of nongraphitic dopants similar to CVD grown samples (see Fig. 3.4.8). Specifically, we observed
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the presence of N-dopants in pyrrolic and pyridinc configurations, which resulted in
increase of DOS(EF) similar to CVD grown N-doped samples (N1-N3).

Figure 3.4.6: N doping leads to increased capacitance. (a) Cyclic voltammetry (CV)
curves (normalized by scan rate = 1000 mV/s) for pristine and different N-doped FLG
obtained in 0.25 M tetraethyl ammonium tetrafluoroborate (TEABF4) in acetonitrile. b)
The total value of Cmeas for different FLG structures derived from (a).
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Figure 3.4.7: The change in total measured capacitance (Cmeas) as a function of Ar+ plasma
power for FLG, Ar annealed FLG and Ar-ACN annealed FLG in the presence of 0.25 M
tetraethylammonium tetrafluoroborate (TEABF4) in acetonitrile. The numbers 1-4 denote
FLGs treated by plasma power of 0, 12, 28, 50 W respectively, prior to annealing or
electrochemical measurements. Inset: The ratio of intensity of D-band to the intensity of
G-band (ID/IG) as a function of plasma power.
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Figure 3.4.8: X-ray photoelectron spectroscopy for (a, b) Ar-ACN annealed FLG treated
by 50 W Ar+ plasma etching, and (c, d) pristine and N-doped GFs. We estimated the Ndopant concentrations in our samples to be ~2.5 at. %.
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3.5. Realization of high energy and power densities SC devices with
defect-engineered graphene electrode
Building on the improved performance of the N-doped FLGs, we successfully
constructed a coin-cell made of CVD grown graphene foams. It should be noted that SC
devices based on CVD grown graphene have been limited to substrate-based microcapacitors.[81,82] For the first time, to overcome this limit for bulk device applications,
we synthesized large quantities of pristine FLG foams on Ni foam using the CVD method
(see Section 3.4.2). The obtained GFs were etched through the Ar+ plasma processing (for
convenience, referred to as PGFs in Fig. 3.5.1) at 120 W for 2 min for inducing nanopores
(cf. Fig. 3.3.3) and subsequently subjected to a post doping process through Ar-ACN
annealing for producing N-doped GFs (NGFs in Fig. 3.5.1). We fabricated symmetric coin
cells with GF electrodes with a polymer separator placed in between the two electrodes.
The GF electrode-separator-electrode sandwiched structures were assembled in a coin cell
apparatus, as shown in the inset of Fig. 3.5.1a. The CV profiles of the as-assembled coin
cells (with three different electrodes viz., pristine GFs, PGFs, and NGFs) with 0.25 M
TEABF4 electrolyte are shown in Fig. 3.5.1a. Clearly, while the PGFs showed a two-fold
increase in Cmeas over pristine GFs, NGFs exhibited a five-fold increase. Galvanostatic
charge-discharge measurements were carried out to calculate the energy and power density
of the coin cells using W = 1/2CmeasV2, where W is the energy density and V is the cell
voltage, and P = dW/dt, where P is the power density and dt is the discharge time. The
charge–discharge characteristics of N-doped GF coin cells at 5 mA/cm2 are shown in Fig.
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3.5.2. The specific energy and power densities are calculated by normalizing the W and P
value by the total coin cell volume of the two electrodes shown in a Ragone plot (Fig.
3.5.1b). The energy and power density values (Fig. 3.5.1b) for the pristine and PGF devices
are on par with the traditional SCs (e.g., commercially available activated carbon SCs),[83]
indicating our CVD grown GF is applicable in real energy storage devices. As shown in
the Ragone plot in Fig. 3.5.1b, the power density of PGF cells did not show much
improvement and is indeed lower than pristine GF cells at low energy density due to
increased resistance. On the other hand, NGF devices exhibited an enhanced energy density
(~5 times over activated carbon SCs) without compromising power density, which brings
them closer to Li-ion thin film batteries in performance.[81]

Figure 3.5.1: N-doped graphene foam-based coin cells with high-energy and powerdensities. (a) Cyclic voltammetry (CV) curves (normalized by scan rate = 1000 mV/s) for
pristine, PGF and NGF coin cell devices obtained in 0.25 M tetraethyl ammonium
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tetrafluoroborate (TEABF4) in acetonitrile (ACN). (b) Ragone plot comparing the
performance of GF coin cell devices with 0.25 M TEABF4-ACN electrolytes to
conventional supercapacitors, Li-thin film batteries, and other energy storage devices.
[81,83]

Figure 3.5.2: The charge–discharge characteristics of N-doped GF coin cells at 5 mA/cm2.
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Figure 3.5.3: Graphene foam-based pouch cells for realistic applications. (a-d)
Photographs showing flexible and compact graphene foam based pouch cells with high
form factor and (e, f) high cycle stability. The pouch cells showed only an insignificant
drop in total capacitance <4% after 10,000 cycles and can be used for practical applications
such as LED lighting (g, h).

One of the bottlenecks in the integration of SCs into pocket-sized and compact
instruments has been their form factor [84]. In this regard, flat, thin, and flexible SCs with
rectangular or square in shape are of interest to the industry. As shown in Fig. 3.5.3, we
fabricated flexible and compact pouch cell devices (total capacitance >100 mF) for realistic
applications such as LED lighting using only graphene foams prepared via a scalable CVD
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process[85] (Figs. 3.5.3a-d). We observed that the performance of the SC pouch cells
comprised of both pristine and doped graphene foams was stable for over ten thousand
cycles (unlike PGFs) with an insignificant drop of <4% in performance (Figs. 3.5.3e and
f).

3.6. Conclusions
Defects are generally perceived as material performance limiters.[86–88] Contrary
to this established notion, we demonstrated that the appropriate defect configuration could
indeed alleviate roadblocks in harnessing the true energy storage potential of FLG. From a
theoretical standpoint, defects in FLG break the crystal symmetry and thereby change the
DOS(EF), which in turn significantly increases CQ.[59] The small CQ is an intrinsic
limitation that impedes FLG-based SCs from delivering high-energy density.[59–61] In
addition to the increase in CQ, the choice of the right electrolyte could enable the transport
of ionic species through nanopores allowing access to otherwise unused interlayer spaces
in FLG. [65–72] In this work, we used a simple plasma etching process to induce defects
in CVD-grown FLG structures and experimentally demonstrated an increase in Cmeas.
Although the Cmeas in defected FLG is increased by 150% (from 21 F/cm2 to ~50
F/cm2)[55], the presence of defects in FLG severely weakens the structural integrity and
compromises the power density. Indeed, we found that the defected FLGs cannot be cycled
beyond 100-500 cycles, which is a serious limitation for SC devices. To overcome this
challenge, we used the rich carbon and nitrogen chemistry to induce N-dopants into
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graphene lattice. Our comprehensive characterization and theoretical calculations showed
that the non-graphitic dopants increase CQ by changing DOS(EF) and yet retain the
necessary electrical conductivity and structural integrity. In the case of pyrrolic N-dopants,
we achieved a significant enhancement in Cmeas ~56 F/cm2 without using any pseudocapacitive materials. The validity of our results is further reinforced by the experiments on
ACN annealed defected FLG structures. The nanopores in defected FLG acted as a site for
incorporating N-dopants into the graphene lattice and thereby exhibited an increase in Cmeas,
conductivity, and durability similar to CVD grown in situ doped N-doped FLGs.
While these results are exciting from a fundamental physics perspective, these
developments would be futile if they cannot be extended to real-time devices with clear
scalable manufacturing strategies. In this regard, we used CVD to synthesize GFs in bulk
quantities and prepared coin and pouch cell devices. We induced pores in GFs through
plasma etching and subsequently annealed them in ACN to achieve NGF-based coin cells
with significantly higher energy and power densities than commercial SC devices. The
CVD growth, plasma etching, and subsequent annealing are amenable for roll-to-roll
production and are already being used for graphene production at industrial scales. Our
results show new ways to tackle the inherent limitations of energy storage in nanocarbons
by increasing CQ and accessible surface area through defect engineering without
compromising the intrinsic properties of graphene, which opens a new paradigm for energy
storage.
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CHAPTER 4
ROLE OF DEFECTS AND DOPANTS ON THE MAGNETIC
PROPERTIES OF S-DOPED GRAPHENE
4.1. Introduction
Carbon nanomaterials are regarded as one of the best-suited platforms for
spintronics due to their low density, inherently low spin-orbit coupling, and large spin-flip
scattering lengths [89,90]. Ideally, any sp2 carbon system is expected to exhibit
diamagnetic behavior due to the existence of π-electron orbital magnetism [91]. However,
the origin of anomalous ferromagnetic ordering and paramagnetic response in sp2 carbon
systems has puzzled researchers for many decades [92–94]. This unexpected presence of
magnetic ordering in nanocarbons is a major impediment for realizing long spin-flip
scattering lengths required for spintronic applications. Although there have been many
efforts to understand the presence of magnetism in pure carbon-based nanomaterials [95–
100], many of them have been either controversial or irreproducible. This is likely due to
the presence of unintentional magnetic impurities (e.g., residual Fe catalyst particles in
carbon nanotubes), poorly characterized defects, and intrinsic topology (e.g., curvature in
C60 and nanotubes). Graphene, a two-dimensional atom-thick layer of sp2 carbon, is well
suited for elucidating the origin of magnetism due to its fairly simple honeycomb lattice
with unique electronic and optical properties [26,101]. Furthermore, the properties of many
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carbon nanomaterials (e.g., fullerenes, carbon nanotubes, graphite, and some polycyclic
aromatic molecules) are often theoretically derived from their underlying graphene lattice.

Many theoretical studies have predicted that point defects in graphene exhibit a
non-zero magnetic moment, which can possibly interact with each other resulting in a longrange ferromagnetic ordering [95–97,102–106]. Nair et al. reported a purely paramagnetic
behavior in highly defective fluorinated and ion-irradiated graphene, implying the absence
of any defect-defect interactions leading to ferromagnetic (FM) ordering [9,107]. On the
contrary, others have observed signatures of FM in defected graphene indicating possible
interactions between defect-induced magnetic moments [108–110]. Collectively, both
intrinsic defects (e.g., vacancies and edges) and extrinsic dopants (e.g., fluorine dopants,
ion-irradiation induced pores, and unintentional magnetic impurities) have been proposed
to increase paramagnetic response of graphene, and in some cases even cause FM ordering
through defect-defect interactions. As we and others have previously shown, the nature of
defects plays a critical role in an unexpected magnetic ordering in many nanostructured
materials (particularly, nanograined oxides) derived from non-magnetic bulk, for example
ZnO [111–114]. Accordingly in this chapter, we report controllably doped graphene
nanoplatelets (GnPs) with sulfur (an extrinsic defect) to tune different magnetic
interactions between intrinsic (e.g., between vacancies) and extrinsic defects (e.g., vacancy
and S-dopant). Our X-ray photoelectron spectroscopy (XPS) studies as well as density
functional theory (DFT) clearly evince the formation of covalent bonds between S dopants
and intrinsic defects. While we observed that pristine GnPs prepared using the chemical
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exfoliation method exhibited a weak FM ordering due to the presence of intrinsic defects,
we found that the FM ordering systematically decreased with increasing S dopants
suggesting that the interactions between S-dopants and intrinsic defects demagnetize GnPs.

4.2. Experiment and calculation methods
4.2.1. Synthesis of S-doped graphene
Grade M GnPs (xGnP-M-5, 99.95 at. % carbon and 0.05 at. % sulfur, see Table
4.2.1) were purchased from XG Sciences, Inc. (Michigan, USA). Pristine GnPs consist of
short stacks of graphene sheets with an average thickness of approximately 6-8 nm and
average size of 5 µm (see Fig. 4.2.1). The elemental composition of grade M GnPs from
XG Sciences materials safety data sheet are shown in Table 4.2.1. The S-dopded GnPs
were prepared in two steps, chemical exfoliation process and then sulfur doping process.
The schematic of the experimental purcedures are shown in Fig. 4.2.2.

Ingredient

CAS #

Wt. %

Graphite

7782-42-5

95 - 100

Sulfur, elemental

7704-34-9

1-5
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Table 4.2.1: Elemental composition of grade M GnPs. Source: XG Sciences materials
safety data sheet.

Figure 4.2.1: Scanning electron micrographs of grade M GnPs XG Sciences, Inc. (a) Bulk
powder, and (b) Single platelet. Source: XG Sciences materials safety data sheet.
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Figure 4.2.2: Schematic of the synthesis purcedure for preparing S-doped graphene.

In the chemical exfoliation process, as-received GnPs (5 g) were exfoliated in 100
ml of N-Methylpyrrolidone (NMP) for 2 hours using a 1/8” tip sonicator at 120 W, and
then vacuum filtered using a 0.45µm nylon membrane. Subsequently, the collected “cake”
was re-sonicated using a fresh portion of NMP for 6 hours and vacuum filtered. Finally,
the vacuum filtered GnPs were washed in water thrice and oven dried at 130 oC for 24
hours.
In the sulfur doping experiment, three 100 mg samples of the exfoliated GnP
powders were mixed with 99.5% elemental sulfur, (100 mesh, Alfa Aesar) at nominal
concentrations of 1, 1.5 and 3 wt.% of S using a mortar and pestle (labeled as pristine GnP,
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1wt.% S GnP, 1.5 wt.% S GnP and 3 wt.% S GnP). The mixed GnP-S samples were
vacuum-sealed in quartz tubes (¼” diameter and 6” in length) and annealed in a furnace at
1000 oC for 24 hours. After cooling down to room temperature, the quartz tubes containing
the samples were gently shaken by hand to homogenize the sample, and then reheated again
at 1000 oC for another 24 hours. Subsequently, the furnace was cooled to 440 oC for 2 hrs
and the sealed quartz tubes were partially pulled out of the furnace to facilitate
condensation of any unreacted sulfur at the opposite cold end of the sealed tubes.

4.2.2. Charcterization of structure and magnetic properties
The magnetic properties of samples used in this study were measured using a
Quantum Design® vibrating sample magnetometer (VSM) and a superconducting quantum
interference device (SQUID) magnetometer. The DC temperature dependent magnetic
susceptibility was measured both in zero-field-cooled (ZFC) and field-cooled (FC)
conditions with temperature ranging from 3 to 150 K. A Dilor XY triple grating
monochromator was used for collecting the micro-Raman spectra of all samples with the
514.5 nm excitation from an Ar+ ion laser. XPS studies were performed in a Phi
spectrometer equipped with a monochromatic Al Kα source (1486.6 eV), which has an
overall resolution of 0.5 eV.
The samples were tested for magnetic impurities such as Fe through inductively
coupled plasma mass spectrometry (ICP-MS) measurements (X series II, Thermo
Scientific) using an internal standard containing Li, Y, and In with a detection limit of 0.05
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ppb (corrected for sample dilution). For the measurements, 10 mg of sample was dissolved
in 10 ml of 70% nitric acid for 24 hrs under constant stirring. Subsequently, HNO3
containing graphene was centrifuged, and the supernatant was removed and diluted into
2% HNO3 for evaluating the presence of Fe impurities.

4.2.3. Calculation methods
The calculations are performed using the projected augmented wave formalism
[115,116] of DFT as implemented in the Vienna ab initio simulation package [117,118].
The exchange correlation potential is approximated by a generalized gradient
approximation using the Perdew-Burke-Ernzerhof functional [119]. The DFT orbitals are
expanded in plane wave basis with a relatively high energy cutoff of 600 eV. The vacancies
and vacancy clusters are modeled in 10  10  1 supercells of the two atom unit-cell of
graphene (lattice constant: 2.468 Å), with a 15 Å vacuum in the vertical direction. We used
a relatively large supercell to reduce the undesired interaction between vacancies and their
images arising from periodic boundary conditions. The reciprocal space is sampled with 5
 5  1 k-point mesh equivalent to the 50  50  1 k-point mesh for the two-atom unit cell.
The same density of k-points is used for simulated nano-ribbons with zigzag- and armchairedges modeled in 160- and 168-atom computational cells, respectively. All the atomic
configurations are optimized with spin-polarized DFT.

84

4.3. Magnetic properties of pristine and S-doped graphene nanoplatelets
As shown in Fig. 4.3.1, finite areas of hysteresis loops provide a clear evidence for
FM in both pristine and doped GnP samples at 300 and 5 K, with saturation values (Ms)
~0.06 (pristine), 0.017 (1.5 wt.% S GnP), and 0.043 emu/g (3 wt.% S GnP). The FM is
embedded in a large diamagnetic (DM) background (see insets in Figs. 3.3.1a and b), which
arises from the underlying graphene lattice. Although graphite/graphene is diamagnetic,
the presence of defects (as it will be discussed later) induce weak FM, similar to
nanograined oxides [111–114]. The observed saturation of FM at relatively low fields (~1.2
kOe at 300 K) for both pristine and doped samples indicates: i) the presence of moderately
large spin-clusters, and ii) that the average size of spin-clusters was not affected by doping.
The magnetic coercivity (Hc) increased significantly for all samples at 5 K (see Table
4.3.1) implying that room temperature thermal activation energy ~25 meV is sufficient to
induce spin-flip in all GnP samples. Interestingly, the percent increase in Hc at 5 K (relative
to Hc at 300 K) is highest for pristine samples (~250%) and considerably small in doped
samples (~20%). Such observations, when juxtaposed with our DFT calculations, could be
attributed to dopant-induced passivation of thermal spin fluctuations in unsaturated edgestates of GnPs. Lastly, we observed a non-monotonic decrease of Ms in S-doped samples
(see Table 4.3.1) confirming that the S-dopants demagnetized GnP samples. Our detailed
ICP-MS analysis (Table 4.3.2) confirmed that the magnetic response (shown in Fig. 4.3.1)
is not from magnetic impurities such as Fe, which were found to be < 20 ppb in both pristine
and doped samples.

85

86

Figure 4.3.1: M-H curves for graphitic nanoplatelets (after accounting for the background
diamagnetism) with various S doping concentration measured at (a) 300 K, and (b) 5 K.
The insets show the as-measured M-H data.

T = 300 K

T=5K

1.5

3.0

wt.%S

wt.%S

GnP

GnP

7.3

1.7

1.8

1.6

Pristine

Pristine

GnP

1.5 wt.%S 3.0 wt.%S

GnP

GnP

GnP

2.6

10.6

4.0

4.3

0.9

0.9

4.0

1.5

1.7

4.6

3.5

5.7

5.5

4.3

MS (10-2
emu/g)
Mr (10-2
emu/g)
Hc (102 Oe)

Table 4.3.1: The value of saturated magnetization MS, remnant magnetization Mr and
coercivity Hc for pristine, 1.5 wt.% and 3.0 wt.% S doped GnPs under 5 K and 300 K
obtained from hysteresis loops. The non-monotonic variation of MS could result from
sample-to-sample variations, and does not affect our conclusion that S-dopants
demagnetized GnP samples.
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Pristine GnP

1.5 wt.%S GnP

3.0 wt.%S GnP

17.73

9.39

12.17

Iron concentration
(ppb)

Table 4.3.2: ICP-MS analysis of pristine and doped graphene showed only ppb levels of
Fe contained in all samples ruling out Fe impurities as a possible cause for the observed
magnetic response.
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Figure 4.3.2: (a) X-ray photoelectron spectra (XPS) recorded for the C 1s line with a
photon excitation energy of 1486.6 eV for pristine, 1 wt.% S, 1.5 wt.% S as well as 3 wt.%
S GnPs .(b) XPS recorded for the S 2p line with a photon excitation energy of 1486.6 eV.(c)
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Micro-Raman spectra of pristine and S doped GnPs. The solid traces below each spectrum
represent the deconvoluted fits. (d) The ID/IG values for pristine and S doped GnPs.

All samples exhibited an excellent crystallinity as evidenced by the C 1s peak in
the XPS spectra (Fig. 4.3.2a). The S-dopant concentration was quantified from the relative
photoemission cross-sections for the C 1s and the corresponding S 2p peaks (Fig. 4.3.2b).
We inferred that pristine, 1 wt. % S, 1.5 wt. % S and 3 wt. % S nominal S-doped GnPs
contained 0.05, 0.07, 0.18 and 0.25 at. % substituted sulfur, respectively. We limited our
magnetization studies to pristine, 1.5, and 3 wt. % samples because the S concentration in
the pristine and 1 wt. % S samples were not significantly different (see Table 4.2.1).
Furthermore, our XPS results suggest that S is substitutionally doped, and the other
common forms of S-doping (e.g., SO2H. SO3H) are not dominant. The Raman spectrum
for pristine GnPs exhibited a weak disorder band (D-band) ~1350 cm-1 in addition to the
graphitic band (G-band) ~1585 cm-1(Fig. 4.3.2c). As shown in Fig. 4.3.2d, S-dopants did
not significantly alter the intensity of D-band indicating that no additional structural defects
(e.g., vacancies or Stone-Wales defects) were created during the doping process (will be
discussed later in Fig. 4.4.2). Collectively, magnetization measurements, XPS and Raman
spectra suggest that S-dopants predominantly altered the nature of intrinsic defects without
introducing additional structural defects.
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Figure 4.3.3: Temperature dependent ZFC-FC data for (a) pristine GnPs, (b)1.5 wt.% S
GnPs, (c) 3 wt.% S GnPs in 10 - 10000 Oe. The down pointing arrows are S-dopant
induced antiferromagnetic features as discussed in the text.

The following salient features can be gleaned from the zero field cooled and fieldcooled (ZFC-FC data; Fig. 4.3.3): (i) the low temperature susceptibility (χ) of the pristine
GnPs is about 9 times and 3 times higher than that of 1.5 wt. % S GnPs and 3 wt. % S GnPs,
respectively, (ii) all samples show very strong temperature dependence in FC cycle - χ(T)
is larger in FC than in ZFC conditions. This is an evidence for the presence of small
superparamagnetic clusters in addition to FM domains, (iii) while the FC dependence of
pristine GnPs (Fig. 4.3.3a) shows a monotonic increase of χ(T) with decreasing
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temperature, the ZFC data displays a sharp downturn starting at ~ 38 K, likely due to DM
of graphite, (iv) the ZFC data for S doped GnPs exhibit a Curie-like upturn instead of the
DM downturn in pristine GnPs at ~38 K, implying that S-dopants have significantly
changed the magnetic interactions in GnPs, (v) two new features at ~45 and 55 K, indicated
by arrows in Figs. 3.3.3b and c, which appear upon S doping, are possible signatures for
antiferromagnetic domains (Fig. 4.3.4) [110,120]. In fact, we observed that the related
intensity of the local maxima increased with increasing magnetic field (Figs. 4.3.3 d-i),
confirming such a hypothesis, and (vi) lastly, the splitting between ZFC-FC curves
decreased at 10 kOe is consistent with the presence of superparamagnetic clusters in our
samples. Interestingly, we observed that the ZFC curve is slightly above the FC (Figs. 4.3.3
g-i), which may be attributed to magnetostriction [121]. As evident from Fig. 4.3.3, the
temperature dependence of χ in S-doped graphene presents several rich and intriguing
features, which will be discussed in a separate publication. Nonetheless, in summary, our
experimental data suggests that more than one type of magnetic behavior can arise from
doping and defects in graphene. Indeed, it is evident that GnP samples exhibit a
combination of superparamagnetic, ferromagnetic, anti-ferromagnetic (all arising from
defects), and diamagnetic (from graphite) domains making GnP a complex magnetic
system to be analyzed.
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Figure 4.3.4: ZFC-FC curves for pristine GnPs ranging from 3 to 300 K. Inset: Inverse
susceptibility vs. temperature from the FC data (soild black squares), shows linear behavior
with a negative Curie – Weiss temperature ~ -179 K, indicating the presence of some
antiferromagnetic domains.

4.4. Spin-polarized DFT calculations
To further elucidate the origin and dopant-induced changes in the magnetic
properties of GnPs, we performed detailed spin-polarized DFT calculations. Figs. 4.4.1ae represent magnetic structures in defected pristine graphene with multiple vacancy
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configurations. Upon relaxation, the three dangling-bond sites of the mono-vacancy
undergo the Jahn-Teller distortion by breaking the three-fold symmetry, and form a
pentagonal and an enneahedral ring of C atoms (Fig. 4.4.1a) [122,123]. The relaxed
dangling-bond sites constitute an isosceles triangle with two C atoms at the base forming
a weak bond, while the largest magnetic moment is presented at the apex. The calculated
magnetic moment for the mono-vacancy is 1.4 μB and the formation energy is 7.56 eV.

Figure 4.4.1: Magnetic structures in graphene and their local spin density plots: (a) monovacancy, (b) two ferromagnetically interacting mono-vacancies, (c) cluster of three
vacancies, (d) clusters of six vacancies, and (e) zigzag edges. Up and down local spin
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densities are represented by circles with red and blue shades, respectively. The magnitude
of local moment is represented proportionally to log10 (radius). The net magnetic moment
of each structure is (a) 1.38, (b) 2.91, (c) 0.99, and 0.00 μB for (d) and (e).

Similar to the interactions of other types of local magnetic moments in bulk
materials, the bipartite character is important in magnetic interactions of vacancies in
graphene [124,125]. Multiple mono-vacancies exhibit FM (/anti-FM) interaction if they
are in the same (/different) sublattice of graphene, as seen in Fig. 4.4.1b. Clustering of
multiple vacancies creates a void, and leaves atoms with unpaired electrons (due to
dangling-bonds) along the circumference (Figs. 4.4.1c-d). Large vacancy-clusters can have
many unpaired electrons. However, the net magnetic moment is generally small due to the
anti-FM interaction between two sublattices of graphene. Unpaired electrons in the same
sublattice of graphene energetically prefer the FM interaction, whereas those in different
sublattices favor anti-FM ordering. In the relaxed voids, instant reconstruction of bonds
occurs for some atoms with dangling bonds. Hence, the difference between the numbers of
dangling-bond sites in two sublattices is generally small, typically one to three. In the case
of graphene nano-ribbons, it has been predicted that the zigzag edge exhibits FM ordering
as it contains atoms of only one sub-lattice type [105,126–128]. As shown in Fig. 4.4.1e,
spin moments in GnPs are mainly distributed at the edge carbon atoms, and decay
exponentially into the center of the ribbon.
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Figure 4.4.2: Optimized bond structures of graphene doped with a sulfur atom (a)
occupying a vacant substitutional site, (b) bridging two carbon atoms along the zigzag edge,
(c) partial double-bonding with a single carbon atom along zigzag edge, (d) bridging two
carbon atoms on the same hexagonal ring along armchair edge, and (e) bridging two carbon
atoms on different hexagonal rings along armchair edge.

Our calculations (Fig. 4.4.2) show that sulfur atoms are strongly attracted to
defected sites of nano-platelets such as vacancy sites and edges, but no adatom-type bonds
between S and graphene are found to be stable. We found that a sulfur atom can fill a monovacancy, saturate dangling-bonds, and become a substitutional defect, Fig. 4.4.2a. The
substitutional sulfur relaxes to a non-planar position with z = 1.1 Å. The binding energy
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between a sulfur atom and a monovacancy is calculated to be about -6.98 eV, based on
E(binding) = E(substitutional S)  E(vacancy) + E(isolated S). Edges of GNPs are also
attractive sites for sulfur atoms. Fig. 4.4.2b-e show various stable bonding structures
between a sulfur atom and zigzag/armchair edges: bridging two carbon atoms on two
neighboring hexagonal rings along the zigzag edge, partial double-bonding with a single
carbon atom along the zigzag edge, bridging two carbon atoms on the same hexagonal ring
along the armchair edge, and bridging two carbon atoms on different hexagonal rings along
the armchair edge. Binding energies of these bonding structures are < −3.8 eV, indicating
strong attachments of sulfur atoms to edges. The C-S bond lengths in our relaxed structures
are in good agreement with the literature values of 1.82 Å for single and 1.72 Å for partial
double bonds [129]. The circumferences of voids in the clusters of multiple vacancies
provide similar attractive edge-sites.
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Figure 4.4.3: Demagnetization effect of sulfur in graphene with vacancies. In (a), two
ferromagnetically interacting mono-vacancies are gradually demagnetized by successive
additions of two sulfur atoms. Similarly, local magnetic moments of clusters of vacancies
are quenched by attached sulfur atoms in (b) and (c).

Consistent with experimental results (cf. Fig. 4.3.1), we find that S-doping
suppresses magnetic moments induced by dangling-bonds at vacancy sites in graphene
lattice. As shown in Fig. 4.4.3a, the FM interaction between two mono-vacancies located
within the interaction range (<10 nm [19, 20]), results in a net magnetic moment of 2.9 μB.
Doping with a single sulfur atom that occupies one of the two available vacant
substitutional sites leads to a loss of magnetic moment to 1.2 μB. Additional sulfur atom
occupies the remaining vacant site and completely quenches the magnetism. Similar results
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are observed for graphene with trivacancy, shown in Fig. 3.4.3b, where a substitutional
sulfur atom leads to a complete loss of magnetic moment from 1.0 μB to zero. Fig. 4.4.3c
shows a special case where the distribution of local magnetic moments is induced by six
dangling-bond sites in the cluster of six vacancies. Up and down spin densities are
symmetrically distributed in two sublattices of graphene in the vicinity of the cluster, but
they balance out each other and yield no net magnetic moment. The attached sulfur atom
negates nearby local moment, but the net magnetic moment of the system remains zero. In
all cases we investigated, we found that the attached sulfur atom itself does not impart any
magnetism to any non-magnetic structures in graphene.
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Figure 4.4.4: Demagnetization effect of sulfur in zigzag edges of graphene. Regardless of
the type of bond, about 2 μB of reduction per sulfur atom in the total magnetic moment of
the zigzag edge is observed.

The magnetic properties of the zigzag graphene edges are also affected by the
addition of sulfur atoms. As shown in Fig. 4.4.4, S-dopants locally demagnetize graphene
along zigzag edges with approximately ~2 μB reduction in magnetic moment per S-dopant
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in the net magnetic moment. When a S-dopant is present, it quenches the local magnetic
moment by bonding unpaired electrons of edge carbon atom. Nonetheless, the FM ordering
of spin moments along zigzag chains remains persistent even after the addition of multiple
S atoms.

4.5. Conclusions
In summary, our experiments showed that the magnetism in graphene is sensitive
to the nature of the defects. While pristine graphene with naturally occurring edges and
vacancies (i.e., intrinsic defects) exhibits a non-zero magnetic moment, the addition of
S-dopants was found to quench this magnetic ordering. In fact, we found that sulfur doping
drastically changes the magnetic behavior of the as-prepared samples. The zero-fieldcooling (ZFC) and field-cooling (FC) in M vs. T measurements indicated the co-existence
of large amount of super-paramagnetic domains along with antiferromagnetic domains in
all the samples. From our DFT calculations, S dopants in GnPs were found to be attracted
to defected sites such as vacancies, vacancy clusters, and edges. Indeed, S-dopants were
observed to saturate dangling bonds and quench the local magnetic moment of defect
structures and ultimately result in a diamagnetic response, weakly ferromagnetic, and
antiferromagnetic ordering concurring with our experimental findings. When taken
together, our experimentally observed demagnetization in S-doped GnPs and theoretical
calculations confirm that the net magnetization in pristine graphene arises from the
presence of entropically necessary defects and not just metal impurities.
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CHAPTER 5
ROLE OF DEFECTS AND DOPANTS ON THE RAMAN
SPECTROSCOPY OF GRAPHENE
5.1. Introduction
Graphene is the two-dimensional basis for many carbon allotropes including
graphite, carbon nanotubes (CNTs), and fullerenes. Many unique applications of graphene
are envisaged in energy, electronics, optics, and medicine based on the distinct electronic
and optical properties of single-, bi-, and few-layer graphene (SLG, BLG, and FLG). While
the intralayer C-C bonding within a graphene sheet (as in SLG) is considerably strong, the
interlayer van der Waals interactions (as in BLG and FLG) are weak. Such an anisotropy
in the graphene structure leads to unusual characteristics (e.g., massless vs. heavy fermions
and an extremely wide energy range for phonons) in its electron and phonon structure.
Raman spectroscopy is one of the most powerful techniques to characterize carbon
allotropes and prove their electronic and phononic properties.[130,131] In particular, the
unique electronic structure of graphene leads to a resonant photo-excitation at any laser
energy ensuing in the appearance of many (otherwise not prominent) features in the Raman
spectrum due to the so-called double resonance (DR) mechanism.[52,132] In the DR
mechanism, both the excited and scattered electrons are in simultaneous resonance with
incoming photons and phonons respectively, facilitating the detection of phonons away
from the Brillouin zone center of graphene.[52,130–135] While the Raman measurements
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on graphene are simplistic in nature, the true complexity lies in the data
interpretation. Indeed, the richness and the wealth of information that could be gleaned
from the DR Raman spectra of carbon-based nanostructures (in terms of peak frequencies,
widths, and phonon energy dispersions) have been intriguing spectroscopists for more than
four decades.
Although most of the prominent Raman features such as the graphitic (G-band) and
disorder (D-and D’-bands) related peaks, and their overtones (G’ and 2D’ bands) are well
understood within the DR picture, a comprehensive understanding of the ubiquitous
feature at 2450 cm-1 (also called the G* band or D+D” band) still remains unclear.[8–13]
Prior to the introduction of DR mechanism, to elucidate off-zone center phonons in the
graphite Raman spectrum, Nemanich et al.[136] observed the G* feature in graphite and
attributed it to an unspecified overtone mode since it showed a polarization dependence
similar to the G’ and 2D’ bands. However, Tan et al. [137] observed later that the G* band
frequency in graphite exhibited a distinct redshift with increasing excitation energy, unlike
the blueshift in the G’ and 2D’ band frequencies. They assigned the G* band to a
combination of an in-plane transverse optical (iTO) and a longitudinal acoustic (LA)
phonon. On the contrary, Shimada et al.[138] reported a dispersion-less peak at 2450 cm-1
in single- and double-walled CNTs, and attributed it to the overtone of longitudinal optical
(LO) phonon near the K-point in the Brillouin zone. In the case of SLG, Mafra et al.[139]
first assigned the G* band to a combination of LA and iTO phonons. Recently, the G* band
in graphene was observed to possess an asymmetric tail towards higher frequencies that
hinted at the presence of distinct sub-peaks (containing at least two peaks) due to multiple
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phonon scattering processes. Araujo et al.[140] attributed the lower frequency sub-peak in
the G* band to a combination mode involving iTO and LA phonons (with a phonon wave
vector q ≠ 0), and the higher frequency peak to the combination of two dispersionless (q =
0) iTO phonons. However, May et al.[141] dismissed this explanation citing that the energy
excitation window used by Araujo et al. was limited. Indeed, May et al. showed that both
sub-peaks involved in G* band strongly dispersed with laser excitation energy.
Furthermore, they propounded theoretically that the 2iTO (q = 0) phonon couldn’t be
observed in the Raman spectrum due to the destructive interference in the Raman matrix
element. As detailed in Ref. [141], the main contribution of the G* band (i.e., the lower
frequency sub-peak) was then assigned to the so-called inner processes, i.e., phonons from
the K-Γ direction in the graphene Brillouin zone. Furthermore, based on theoretical
analysis, the asymmetric line shape on the high frequency side of the G* band was
attributed to additional, weaker contributions from phonon wave vectors with angles
deviating up to 60 degrees from the K-Γ line. Lastly, May et al. observed that this
asymmetry becomes stronger with layer stacking. All of the disparate peak assignments
described above show that a satisfactory experimental and theoretical explanation of the
origin, asymmetry, and the effects of layer stacking on the G* band still remain elusive.
To uncover the origin of the G* band, we performed a comprehensive study of
multiple graphene samples with varying layers and defect densities, prepared using
different synthesis methods. In particular, we used mechanically exfoliated and chemical
vapor deposited (CVD) SLG, BLG, and FLG and analyzed their Raman spectra with a
broad range of excitation wavelengths ranging from 1.96 (633 nm) to 3.81 eV (325 nm).
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Our results show that the G* band is indeed asymmetric and is composed of two or more
sub-peaks, depending on the number of graphene layers. This asymmetry clearly increases
with interlayer stacking. Both sub-peaks exhibit higher sensitivity to defects and decrease
in intensity with increasing presence of defects, similar to other combination
modes.[52,142] Juxtaposing our results from graphene samples with different defects
across multiple excitation energies, the G* band can, for the first time, be fully understood
in terms of two time-order processes within the inner phonon scattering process (along the
K- direction) between K and K’ points of the graphene Brillouin zone : i) LA phonon
scattering followed by scattering by an iTO phonon results in the lower frequency peak
(hereafter called the LA-first process), and ii) iTO phonon scattering followed by scattering
by an LA phonon leads to the higher frequency peak (hereafter referred to as the iTO-first
process).
To uncover the origin of the G* band, we performed a comprehensive study of
multiple graphene samples with varying layers and defect densities, prepared using
different synthesis methods. In particular, we used mechanically exfoliated and chemical
vapor deposited (CVD) SLG, BLG, and FLG and analyzed their Raman spectra with a
broad range of excitation wavelengths ranging from 1.96 (633 nm) to 3.81 eV (325 nm).
Our results show that the G* band is indeed asymmetric and is composed of two or more
sub-peaks, depending on the number of graphene layers. This asymmetry clearly increases
with interlayer stacking. Both sub-peaks exhibit higher sensitivity to defects and decrease
in intensity with increasing presence of defects, similar to other combination
modes.[52,142] Juxtaposing our results from graphene samples with different defects
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across multiple excitation energies, the G* band can, for the first time, be fully understood
in terms of two time-order processes within the inner phonon scattering process (along the
K- direction) between K and K’ points of the graphene Brillouin zone : i) LA phonon
scattering followed by scattering by an iTO phonon results in the lower frequency peak
(hereafter called the LA-first process), and ii) iTO phonon scattering followed by scattering
by an LA phonon leads to the higher frequency peak (hereafter referred to as the iTO-first
process).

5.2. Experiments and Characterization Methods
In our experiements, graphene samples having various layers were prepared using
the standard mechanical exfoliation method from HOPG on 280 nm SiO2/Si substrates.
The mechanically exfoliated samples were previously studied in Ref. [52]. Additional
graphene samples studied in Section 5.3 were obtained by standard chemical vapor
deposition growth on Cu foils.[143] The presence of SLG, BLG and few layer graphene
(FLG) areas were confirmed by atomic force microscopy (AFM) and micro-Raman
spectroscopy (see Fig. 5.2.1).[52]
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Figure 5.2.1: (a) Optical microscope (50 x magnification) image of the mechanically
exfoliated graphene flakes (have parts with one, two and few layers) on 280 nm SiO2/Si
substrate studied in this chapter. (b) Raman spectra of the mechanically exfoliated SLG,
BLG, FLG used in this study in the D, G and G’ band regions. (Both (a) and (b) are acquired
from Ref. [52])

The Raman spectra were acquired with both a Renishaw InVia Raman microscope
and a Dilor XY micro-Raman setup. The incident laser beam was focused by a 50x
objective and the laser power on the samples was kept to a minimum to avoid heating. All
the Raman spectra were normalized with respect to the G band intensity and were baseline
corrected prior to Voigt lineshape analysis. Temperature dependent Raman spectra were

107

obtained from 25 to 250 °C by using a Linkam thermal stage (Linkam Scientific
Instruments Ltd, UK).

5.3. G*-band of graphene and the time-ordered scattering process
Figures. 5.3.1a-c show the Raman spectra of mechanically exfoliated SLG, BLG,
and FLG samples in the 2200-2600 cm-1 region, collected with multiple excitation energies
(El = 1.96-3.81 eV). The full Raman spectra, as well as the optical microscope image of
the SLG, BLG and FLG samples were published previously in Ref. [52]. All spectra in
Fig. 5.3.1 are normalized to the intensity of their respective G bands, and the sub-peaks of
G* band fit with Voigt lineshapes. The following two salient features are evident in Fig.
5.3.1: i) the G* band exhibits more than one sub-peak at all the excitation energies for all
the samples, and ii) the G* band frequency consistently redshifts with increasing laser
energy across all samples (see also Fig. 2a). While the G* band in SLG and BLG can be
fit to two sub-peaks at all excitation energies, the G* band in FLG can be best fit to three
sub-peaks for most excitations, which is discussed further below.
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Figure 5.3.1: Raman spectra in the G* band region for (a) SLG, (b) BLG, and (c) FLG,
collected with laser excitations from 1.96 to 3.81 eV. All spectra have been normalized
with respect to the G band intensities and the G* band fitted with Voigt lineshapes.
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Figure 5.3.2: (a) Plot of the dispersion of the G* band peak frequencies against laser
energies for SLG, BLG and FLG. The peak dispersions of all the sub-peaks are shown. (b)
Frequencies of the G* band sub-peaks plotted on the phonon dispersion of graphene in the
frequency range from 1800-2800 cm-1. The positions of all the G* band sub-peaks suggest
the origin of the G* band is due to scattering from iTO and LA phonons (iTOLA branch) at
K- Γ direction.

The frequency dispersions (against El) for all sub-peaks within the G* band in
mechanically exfoliated SLG, BLG and FLG are shown in Fig. 5.3.2a. All the sub-peaks
within the G* band exhibit similar slopes in their dispersion, in contrast to some of the
previous studies, which reported a dispersionless (/weakly dispersing) higher frequency
(/lower frequency) sub-peak for SLG and graphite.[138,140] Importantly, the dispersions
shown in Fig. 5.3.2a are non-linear, compelling us to compare our data to the phonon
dispersion of graphene. Figure 5.3.2b shows the experimental graphene phonon dispersion
[48] centered around the K point in the frequency range from 1800 to 2800 cm-1. Neglecting
the 2iTO mode (q ≠ 0), which is responsible for the G’ band, there are only three other
combination and overtone modes that could match the G* band frequency, namely, 2LA,
iTO+LA (or iTOLA) and LO+LA (LOLA). We plot the dispersions of the sub-peaks within
the G* band on top of the graphene phonon dispersion along both the K-Γ and K-M
directions in Fig. 5.3.2b, which clearly shows that the observed non-linear dispersion of
the G* band corresponds to the iTOLA branch along the K-Γ direction of the graphene
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Brillouin zone. Our assignment of the phonons involved in the G* band is therefore
partially consistent with previously reported results by May et al.[141]
As mentioned earlier, Araujo et al. previously assigned the higher frequency subpeak to a double-resonant process involving two iTO phonons from the K-point.[140]
However, May et al. pointed that such a contribution is cancelled in the full integration of
the Raman cross-section due to destructive interference resulting from the intervalley
electron scattering between two parallel electronic bands with the same slope and
sign.[141] Juxtaposing the experimental Raman spectrum for SLG with theoretical
calculations, May et al. suggested that the low frequency sub-peak of the G* band
originates from the so-called inner processes (i.e., phonons and electrons along K-Γ and KM line, respectively) while the high frequency sub-peak is due to processes along other
directions (e.g., outer process with phonons and electrons along K-M and K-Γ line,
respectively; see Fig. 5.3.3).[141] In other words, according to May et al., the energy
dispersions (with respect to the laser excitation) for the lower frequency sub-peak match
iTOLA along K-Γ direction while the higher frequency sub-peaks should match iTOLA
along K-M direction. However, as shown in Fig. 5.3.2b, all the observed dispersions of the
sub-peaks in our G* band match very well with the iTOLA branch along the K-Γ direction,
implying a different origin for the higher frequency sub-peak in the G* band. Our
observation is also consistentant with the theoretical conclusion by Mafra et al. that the
electron-phonon scattering matrix elements of the LA phonons vanishes along the K-M
direction. [139]
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Figure 5.3.3: (a) Schematic of outer (pink arrow)/inner (black arrow) processes involving
electrons on the K- /K-M direction and phonons on the K-M/K-

(blue/red arrow,

respectively) direction. The green (orange) cycles show the triangularly distorted contours
mapped by the electronic momentum

(/ ′) vectors around the K (/K’) point.

Here we propose that these sub-peaks arise from different time-order scattering
processes of the iTO and LA phonons along the same K-Γ direction, which is rationalized
further in the discussion below. As depicted in the schematic of inner DR processes[144]
in Figs. 5.3.4a and b, the photo-excited electrons can be first scattered either by a LA or
an iTO phonon (labeled LA-first in Fig. 5.3.4a and iTO-first in Fig. 5.3.4b). The
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asymmetric feature of the G* band can be understood in terms of the electronic and phonon
trigonal warping and the electron-electron and electron-phonon scattering mechanisms. It
is important to first note that the two-phonon DR mechanism consist of four processes: i)
electronic excitation, ii) first-order phonon scattering, iii) second-order phonon scattering,
and iv) recombination. The triangularly distorted contour (the distortion is a consequence
of trigonal warping of electronic bands)[145] around the K point in Fig. 5.3.3 is the isoenergy loop of the excited electrons involved in step (i) of the DR process. The electronic
momentum ( ) vectors, which map the iso-energy contours (see the black arrow within the
green colored iso-energy loop in Fig. 5.3.3), are determined by the excitation laser energy
El. The phonon scattering of the excited electron around the K point results in another
triangularly distorted iso-energy contour surrounding the K’ point with the electronic
momentum vectors ( ′shown as a black arrow within orange colored iso-energy loop, as
in Fig. 5.3.3) now determined by energy El -Ephonon, where Ephonon is the energy of phonon
involved in the scattering process (i.e., LA or iTO). For convenience and the ease of
discussion, the scattered electronic momentum vectors are labeled as
LA-first (Fig. 5.3.4a) and iTO-first (Fig. 5.3.4b) processes.
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′ and

′ for the

Figure 5.3.4: (a) and (b) The schematic of inner DR processes, labeled as LA-first in (a)
and iTO-first in (b). (c) Dispersion of the iTO and LA phonons along the K- direction.
(Data obtained from Ref. [48]) The frequency of LA phonon is lower than that of iTO and
the difference increases with increasing laser energy. Inset: frequency difference between
the iTO and LA phonons along the K-

direction as a function of laser energy. (d)

Frequency difference between the low- and high-frequency sub-peaks Δω in the G* band
from SLG, plotted against excitation laser energy (red dots). The red crosses represents
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theoretical calculated Δω for each laser energy using Eq. 5.3 and graphene phonon
dispersion relation from Ref. [48].

In Fig. 5.3.4a, the electron is first scattered (step (ii)) by an LA phonon resulting in
/ . This corresponds to a LA phonon

an electronic momentum vector
wave vector:
′ .
Where

is the vector connecting K and K’ points and

(5.1)
is the momentum for the

excited electron. Similarly, the iTO phonon wave vector in Fig. 5.3.4b will be:
′ .

(5.2)

Thus, the scattering by the second phonon (step (iii)) by iTO (in Fig. 5.3.4a) and
LA (in Fig. 5.3.4b) results in a Raman peak arising from phonons with the following wave
vectors: LA(

)+iTO(

) or iTOLA(

) in LA-first process (Fig. 5.3.4a) and

iTO( )+LA( ) or iTOLA( ) in the iTO-first process (Fig. 5.3.4b). From Figs. 5.3.4a and
5.3.4b,

′ >

′ because the LA phonon frequency near the K point is always lower

than that of the iTO phonon (Fig. 5.3.4c). Therefore, | | > | | suggesting that the Raman
peak for iTO-first process (i.e., iTOLA( ))) corresponds higher frequency than LA-first
process (i.e., iTOLA( )). Based on this, we assign the lower and higher frequency subpeaks in the G* band to time-ordered LA-first and iTO-first processes, respectively.
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Below we provide three strong evidences that support time-ordered processes as
the origin for the observed asymmetry in the G* band. Firstly, we observe that the frequency
difference (Δω) between the higher and lower frequency sub-peaks increases with El (Fig.
5.3.4d). Considering that the inner/outer processes cannot be used to rationalize the
difference between lower and higher frequency sub-peaks (see discussion regarding Fig.
5.3.2b), the observed monotonic increase of Δω as a function of El could be explained
using the time-ordered approach. In this picture, Δω = iTOLA( ) - iTOLA( ) increases
as a consequence of the increase in the difference between | | and | | (see Figs. 5.3.4a
and 5.3.4b) with El. By combining the Eqs. 5.1 and 5.2 derived above, it can be seen that
| |

| |

/ .

(5.3)

The difference between the energies of iTO and LA branches clearly diverges in the
K-Γ direction, which is reflected in the El dependence of Δω. We used Eq. 5.3 and the
phonon dispersion relation to calculated theoretical values of Δω at each laser energy, and
see a similar increasing trend as our experimental data (Fig. 5.3.4d).

5.4. Dependence of G*-bands on defects and temperature
A second evidence for the above discussed time-ordered processes involves
defects. Since our time-ordered approach involves the iTO phonon (through the iTOLA
mode), it should therefore be possible to differentiate between LA-first and iTO-first
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processes by examining the influence of defects on the lineshape of the G* band. The
Raman scattering cross-section (Q) for a two-phonon process may be expressed as follows:
∑

.

, ,

(5.4)

In Eq. 5.4, Mxy (x, y= a, b, and c) is the matrix element for scattering over the
intermediate states x and y, El and El - ω are the energies of the incoming and outgoing
photon, Epi (p=a, b, and c) is difference in the energy of electronic level p and the initial
level i, and γ is the broadening parameter of the electronic transition between p and i. All
the Raman scattering processes are inhomogeneously broadened by the parameter γ, which
is inversely proportional to the electron-phonon (denoted by a characteristic timescale telph)

and electron–electron scattering (tel-el) time of the photo-excited carriers. The electron-

electron scattering rate (1/tel-el) for relaxing the hot carriers is proportional to (El-EF) 2 while
1/tel-ph varies as (El-EF), where EF is the Fermi energy. From the standpoint of equation 4,
the presence of a defect in the graphene lattice is expected to result in two important
changes: i) an increase in the parameter γ through the introduction of new electron-defect
scattering mechanisms, leading to the broadening of the sub-peaks in the G* band, and ii)
a decrease in the probability of two-phonon scattering processes due to the emergence of
electron-defect scattering. An increase in the probability of an electron being scattered from
one energy state to another by a defect (for example the D band process) rather than a
phonon decreases the probability of electron being scattered by phonons alone (second
order combination modes) at any fixed excitation energy and incident intensity. The
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implications of the above points should be manifested in significant changes in the
intensities of the G* band sub-peaks in SLG with varying defect densities.

Figure 5.4.1: Plot of the intensity (normalized to the G band intensity) of the highfrequency sub-peak and the low-frequency sub peak in the G* band against ID/IG ratios for
several CVD-grown and mechanically exfoliated SLG samples. The dotted line is a general
guide to the eye. The inset shows that the intensity ratio of the high-frequency to lowfrequency sub-peaks decreases with increasing defects due to the presence of additional
defect-scattering mechanisms.
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Figure 5.4.1 illustrates the changes in the G* band sub-peak intensities with
varying defect density in SLG. We plot the intensities of the two sub-peaks within the G*
band against the ID/IG ratios from several CVD-grown and mechanically exfoliated SLG
samples. Note that the defects in these graphene samples were not created intentionally.
They occurred naturally during the exfoliation or CVD growth process. It can be seen
clearly from Fig. 4 that the intensity of both sub-peaks decreases markedly with increasing
defect density for SLG, as expected. This obvious decrease in intensity of the G* band
clearly validates our assertion that the addition of defects to the graphene lattice lowers the
probability of the iTO scattering process owing to an increase in the probability of
scattering by the defect. We also see that the higher frequency sub-peak (iTO-first process)
exhibits a steeper drop in intensity with increasing ID/IG compared to the lower frequency
peak. This is shown in the inset in Fig. 4d, where the ratio of intensities between the higher
frequency to lower frequency sub-peaks clearly decreases with increasing defects. The
photo-excited carriers that are initially scattered by iTO (/LA) can achieve larger
momentum changes (and hence rapidly cool down) by scattering with defects (e.g.,
iTO+defect or defect+iTO, responsible for the D band) rather than with LA (/iTO) phonons
(iTO+LA).
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Figure 5.4.2: (a) The intensity ratio of the high-frequency to low-frequency sub-peaks
decreases with increasing temperature. (b) Plots of the dispersion of the G* band sub-peak
frequencies against temperature for mechanically exfoliated SLG. (c) The temperature
dependence of frequency difference between the high-frequency and low-frequency G*
band sub-peaks. (d) The temperature dependence of the FWHM of G* band sub-peaks.
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In order to further explore the origin of G* band, we collected Raman spectra of
mechanically exfoliated SLG for temperatures ranging from 25 to 250 oC (Fig. 5.4.2). The
ratio of high and lower frequency sub-peak intensities was found to decrease with
increasing temperature. From the phonon-dispersion relations of graphene, the frequency
(and hence the energy) of LA phonons is always lower than iTO phonons. Thus, the average
number of LA phonons at higher temperatures is greater than iTO phonons. This difference
in LA and iTO phonon populations, at higher temperatures, is expected to increase the
probability of the LA-first resonance process. The observed decrease in the intensity ratio
of the higher frequency (iTO-first) to the lower frequency (LA-first) sub-peaks (Fig. 5.4.2a)
supports such an assertion.
The temperature dependence of Raman-active modes could be described using

 i T    0i   i T  ,

(5.5)

where 0i is the harmonic frequency of the Raman-active modes [146]. (T) is the
temperature dependent perturbation of the real of the phonon self-energy. (T) could be
expressed as
 i T   1i T    i2 T  ,

(5.6)

where i1(T) describes the contribution of thermal-expansion and i2(T) arises from
phonon-phonon coupling. The first term in Eq. 5.6 depends mainly on material properties
such as the Gruneisen parameter and coefficient of thermal expansion rather than the type
and nature of phonon and phonon-phonon interactions. On the other hand, i2(T) arises
from higher-order anharmonic terms in the Hamilotonian and includes the coupling
between phonons.
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We found that both sub-peaks exhibit red-shift with increasing temperature, as
shown in Fig. 5.4.2b. The lower frequency peak appears to exhibit a higher slope (~ -0.09
cm-1/K) than that of the higher frequency sub-peak (~ -0.056 cm-1/K). Interestingly, these
slopes are much higher than those for the G (~-0.015-0.03 cm-1/K) reported in the literature
[147] but are on the same scale as other two-phonon modes such as G’ (-0.08-0.09 cm-1/K)
and 2D’ bands (-0.09 cm-1/K) concurring with the fact that G* is a two-phonon process. In
other words, the anharmonic term i2(T) involving phonon-phonon interactions contributes
significantly to the thermal shifts observed in the G* band. We found that the difference
between higher and lower peaks increased with increasing temperature, which may be as
explained below. From Eqs. 5.5 and 5.6, this difference may be written as
2
 higher T   lower T   d 0i    2higher T    lower
T   ,

(5.7)

where d0i is a term representing the energy difference between the lower and higher peaks
along with the thermal expansion effects (i.e., i1(T) terms). For an optical phonon of
energy Eph, the anharmonic term involving phonon-phonon coupling is,
 i2 T   A 

B
C
,
 x2
e 1 e 1
x1

(5.8)

where x1+ x2= Eph/kBT and A, B, and C are the anharmonic coupling constants. The
exponential terms in Eq. 5.8 couples one optical phonon of energy Eph to decay into two
daughter acoustic phonons of energy E1 and E2 (Klemens process). For higher temperature
processes (Eph< kBT), the anharmonic term may be estimated as
 i T   A 
2

 BE 2  CE 1 
B C
 k B T .

 A  
x1 x 2

 E1 E 2
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(5.9)

Based on Eqs. 5.6 and 5.9,
 B h E 2 h  C h E 1 h  B l E 2 l  C l E 1l
E1 E 2


 higher T    lower T   d  0 i  


 k B T ,


(5.10)

where the subscript h and l correspond to higher and lower frequency sub-peaks.
The energies of iTO phonon in the higher and lower frequency sub-peaks are
different due to the time-order process. Thus, the daughter phonons arising from the decay
of iTO phonon would have different energies for higher and lower frequency sub-peaks
leading to a linear temperature dependent term in Eq. 5.10. Fig. 5.4.2c shows the
experimental results of  higher   lower with respect to temperature, the plots can be fitted
linearly, which matches with our prediction in Eq. 5.10. A complete picture of the
difference in anharmonic terms for higher and lower peaks warrants detailed theoretical
work. Nevertheless, the simple picture described above reveals the origin of temperature
dependence and indirectly validates the time-order processes. Lastly, the width of higher
and lower frequency sub-peaks also varied differently (Fig. 5.4.2d), which could also be
attributed to the difference in i2(T) terms for higher and lower frequency sub-peaks.
Following the above discussion, the time-ordered picture can also be extended to
explain the richness of the G* band in BLG and FLG samples. For instance, the three subpeaks which were observed in FLG (see Fig. 5.3.1c) may be understood in terms of timeordered scattering processes between different sub-bands. However, it may not be possible
to readily deconvolute the individual processes due to a large number of possibilities for
interband scattering (similar to the case of G’ band)[134] and the limited resolution of the
Raman spectrometer.
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5.5. Conclusions
In conclusion, by systematically studying several SLG and FLG samples with
varying defect densities across a wide range of laser energies, we have achieved a
comprehensive understanding of the asymmetric G* band at ~2450 cm-1 in the Raman
spectrum of graphene. This band arises from a combination of iTO and LA phonons around
the K point and along the K- direction of the graphene Brillouin zone. In SLG, the G*
band can be deconvoluted into two peaks with the lower frequency (/higher frequency)
peak occurring from LA (/iTO)-first DR process. The asymmetry of the G* band is strongly
influenced by layer stacking, and at least three sub-peaks are necessary to explain the
structure of the G* band in FLG. The time-ordered scattering processes have been
supported by three strong experiment observations: i) The sub-peaks diverges with
increasing laser energy. ii) The increase in defect density in graphene was found to result
in the disappearance of the higher frequency components of the G* band. iii) The intensity
ratio of the higher frequency to the lower frequency sub-peaks decreases with temperature.
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CHAPTER 6
SUMMARY AND FUTURE WORK
Defects are often perceived as performance limiters. Contrary to this notion, this
thesis demonstrates that defects in graphene, a one atom thick allotrope of carbon, can be
used to elicit enhanced material‘s performance, beyond predicted limits. Defects are
inevitable and entropically present which stabilize nanomaterials such as graphene. My
research found that the defect configuration and its local environment, rather than amount
of defects present in graphene, are critical for: i) overcoming fundamental limitations posed
by the so-called quantum capacitance and opening new channels for ion diffusion, ii)
inducing ferromagnetism in graphene to enable future spintronic devices, and iii) gaining
insights into fundamental time-ordered carrier scattering processes. In addition to these
fundamental discoveries at the nanoscale, my work also led to the realization of flexible
pouch supercapacitors based on defect-engineered graphene with energy densities of 500%
higher than the state-of-the-art.
In Chapter 3, we demonstrated the use of defects to improve accessibilty of the
interlayer spaces present in graphene, which alleviated the quantum capacitance bottleneck
and led to a new paradigm in energy storage. The specific capacitance of graphene
supercapacitor electrodes proved more sensitive to the defect configuration rather than
defect concentration, where defect was either in the form of pores or the nitrogen dopants.
It will be interesting to explore the effects of other dopants (e.g., B, S, O) and the presence
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of functional groups (e.g., SiOC) in graphene on its energy storage capacity in Li-ion
batteries, Li-air batteries, etc.
In Chapter 4, we elucidated that defects and S-dopants in graphene are responsible
for the observed magnetization in graphene, which decreased upon sulfur doping
suggesting that S-dopants demagnetized vacancies and edges. Also, our density functional
theory calculations provided evidence for a net magnetization in graphene arising from its
zig-zag edges, suggesting that the contradictory conclusions on graphene magnetism
reported in the literature may stem from the magnetic properties due to different defecttypes. Interestingly, we observed peculiar local maxima in the temperature dependent
magnetizations that suggest the coexistence of different magnetic phases within the same
graphene samples. A deeper study is needed in the future to unravel the role of dopant
configuration on the magnetism, or superconductivity, in carbon nanomaterials.
In Chapter 5, we used a time-ordered scattering model to explain the origin of G*band ~ 2450 cm-1 in the Raman spectrum of graphene. The intensity of the G*-band has
shown to be sensitive to the concentration of defects. In addition to the G*-band, there are
also other combination Raman modes of graphene. It will be of great interest to understand
the dependence of these combination modes on the defects concentration, configuration,
and the edge states.
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APPENDIX
Glossary of acronyms used in this dissertation
1.

2D: Two-dimensional

2.

CNT: Carbon nanotube

3.

SLG: Single-layer graphene

4.

BLG: Bi-layer graphene

5.

FLG: Few layered graphene

6.

BZ: Brillouin zone

7.

CVD: Chemical vapor deposition

8.

EDLC: Electrical double layer capacitor

9.

DOS: Density of states

10.

QC: Quantum capacitance

11.

CV: Cyclic voltammetry

12.

HOMO: Highest occupied molecular orbitals

13.

LUMO: Lowest unoccupied molecular orbitals

14.

ESR: Equivalent series resistance

15.

EIS: Electrochemical impedance spectroscopy

16.

LA: Longitudinal acoustic

17.

iTA: In-plane transverse acoustic

18.

oTA: Out-of-plane transverse acoustic

19.

LO: Longitudinal optic

20.

iTO: In-plane transverse optic

21.

oTO: Out-of-plane transverse optic

22.

DR: Double-resonance

23.

SC: Supercapacitor

24.

DFT: Density function theory

25.

GF: Graphene foam
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26.

XPS: X-ray photoelectron spectroscopy

27.

SEM: Scanning electron microscopy

28.

TEM: Tunneling electron microscopy

29.

TEABF4: Tetraethylammonium tetrafluoroborate

30.

TBAPF6: Tetrabutylammonium hexafluorophosphate

31.

ACN: Acetonitrile

32.

TEA+: Tetraethylammonium

33.

TBA+: Tetrabutylammonium

34.

PGF: Plasma etched graphene foam

35.

NGF: N-doped graphene foam

36.

FM: Ferromagnetic

37.

GnP: Graphene nanoplatelets

38.

NMP: N-Methylpyrrolidone

39.

VSM: Vibrating sample magnetometer

40.

SQUID: Superconducting quantum interference device

41.

ZFC: Zero-field-cooled

42.

FC: Field-cooled

43.

ICP-MS: Inductively coupled plasma mass spectrometry

44.

AFM: Atomic force microscopy
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