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ABSTRACT
In a previous paper (Kato 2017a) we have examined how the self-trapping of g-mode
oscillations in geometrically thin relativistic disks is affected by the presence of uniform
vertical magnetic fields. Disks considered are isothermal in the vertical direction and
are truncated at a certain height by presence of hot corona. After a correction of simple
analytical error, we showed (Kato 2017b) that the self-trapping of axisymmetric g-
mode oscillations in non-magnetized disks is destroyed by weak magnetic fields as Fu
and Lai (2009) showed. In this paper, however, we re-examine the same problem by
imposing a different more relevant boundary condition on the disk-corona surface and
find that the self-trapping of axisymmetric g-mode oscillations seems to still exist like
the case of non-magnetized disks.
Key words: accretion, accretion discs – black hole physics – magnetic fields – waves
– X-ray binaries
1 INTRODUCTION
In black-hole and neutron-star X-ray binaries quasi-periodic
oscillations (QPOs) are occasionally observed with frequen-
cies close to the relativistic Keplerian frequencies of the in-
nermost region of surrounding disks (e.g., van der Klis 2000;
Remillard & McClintock 2006). One of possible origins of
these quasi-periodic oscillations is disk oscillations (disco-
seismology)(e.g., Wagoner 1999, Kato 2001, Kato 2016).
The innermost regions of relativistic disks are subject
to strong gravitational field of central sources, and thus the
radial distribution of (radial) epicyclic frequency is quite dif-
ferent from that in the Newtonian disks (Aliev & Galtsov
1981). Hence, disk oscillations in these relativistic regions
are quite different from those in Newtonian disks (Kato and
Fukue 1980). In particular, Okazaki et al. (1987) showed
that the g-mode oscillations1 whose frequency ω is lower
than the maximum value of epicyclic frequency, say κmax, are
self-trapped in the finite region bounded between two radii
where ω = κ are realized. This is the self-trapping of the
g-mode oscillations in relativistic disks. Eigen-frequencies of
these trapped g-mode oscillations in geometrically thin disks
are calculated in detail by Perez et al. (1997), using the Kerr
geometry. Nowak et al. (1997) suggested that these trapped
oscillations might be the origin of the 67 Hz oscillations ob-
served in the black-hole source GRS 1915+105.
⋆ E-mail: kato.shoji@gmail.com
1 See, for example, Kato (2016) for classification of disk oscilla-
tion modes.
In the above studies, however, effects of magnetic
fields on oscillations were outside considerations. Fu and
Lai (2009) examined these effects and found important re-
sults. That is, they showed that the g-mode oscillations
are strongly affected if poloidal magnetic fields are present
in disks and the self-trapping of g-mode oscillations is de-
stroyed even when the fields are weak. Their analyses, how-
ever, are rough in examining effects of vertical disk structure
on g-mode oscillations by the following reasons. In geomet-
rically thin disks with poloidal magnetic fields, the disks are
strongly inhomogeneous in the vertical direction. That is,
density sharply decreases from the equatorial plane in the
vertical direction, while the Alfve´n speed increases greatly
in the direction. These strong inhomogeneous structures in
the vertical direction should be considered in examining the
behavior of g-mode oscillations, since g-mode oscillations are
those which have node(s) in the vertical direction. Recently,
Ortega-Rodriguez et al. (2015) reexamined the effects of
magnetic fields on trapping of the g-mode oscillations. Their
analyses, however, are still in the framework of the WKB
approximations.
To avoid mathematical complication and difficulty re-
lated to the above strong inhomogeneity in the vertical di-
rection, Kato (2017a, referred to paper I) considered disks
with a finite vertical thickness by truncation due to a hot
corona. This adoption of truncated disks is, however, not
only for avoidance of mathematical complication, but also
for physical considerations. That is, many black-hole and
neutron-star X-ray binaries show both soft and hard compo-
nents of spectra, and record a soft-hard transition in their X-
© 2017 The Authors
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ray spectra. Usually three states are known: high/soft state,
very high/intermediate state (steep power-law state), and
low/hard state. Remillard (2005) shows that detection of
high frequency QPOs in black-hole X-ray binaries is corre-
lated with the power-law luminosity, and their frequencies
are related to the soft component. This suggests that at the
state where high frequency QPOs are observed, the sources
have both geometrically thin disks and hot coronae.
The analyses in paper I, however, seem to be unsat-
isfactory. That is, the boundary condition adopted at the
disk-corona transition layer is not always proper. Supple-
mentary, the zeroth order eigenfunctions used to expand per-
turbed parts of eigenfunctions are not rigorously orthogonal.
In this context, in this paper we re-examine the issue of the
trapping of the g-mode oscillations with a different bound-
ary condition which will be more proper than that used in
paper I. The results derived by using this revised bound-
ary condition show the presence of self-trapping of g-mode
oscillations, unlike those in paper I. This suggests that the
self-trapping of g-mode oscillations is still one of possible
candidates of QPOs. In addition, the fact that the trap-
ping of oscillations is rather sensitive to boundary condition
suggests importance of further studies on what boundary
conditions are realistic, in order to finally judge whether the
trapping of g-mode oscillations is really present or not.
Structure of this paper is almost the same as that in pa-
per 1. Arguments on boundary condition between disk and
corona are given in section 2.3. Orthogonality of zeroth order
eigenfunctions is presented in section 3.1. The wave equation
derived by taking the effects of magnetic fields into account
as perturbations are given in section 4. The trapping regions
of oscillations in propagation diagram are presented in sec-
tion 5 for various cases of disk parameters and oscillation
modes.
2 UNPERTURBED DISK MODEL AND BASIC
EQUATIONS DESCRIBING
PERTURBATIONS
Unperturbed disk model and basic equations describing per-
turbations are presented here for completeness, although
they are the same as those in Paper I. First we mention
that, following a conventional way, we treat Newtonian equa-
tions, but adopt the general relativistic expression for (ra-
dial) epicyclic frequency κ(r).
Disks are assumed to be vertically isothermal and ge-
ometrically thin, subjected to uniform vertical magnetic
fields. We adopt the cylindrical coordinates (r, ϕ, z) whose
origin is at the center of a central object and the z-axis is
perpendicular to the disk plane. Then, the magnetic fields
in the unperturbed state, B0, are
B0(r) = [0, 0, B0(r)]. (1)
Since the magnetic fields are purely vertical, they have
no effects on the vertical structure of disks, and the hydro-
static balance in the vertical direction in disks gives the disk
density, ρ0, stratified in the vertical direction as (e.g., see
Kato et al. 2008)
ρ0(r, z) = ρ00(r) exp
(
−
z2
2H2
)
, (2)
where the scale height, H(r), is related to the isothermal
acoustic speed, cs(r), and vertical epicyclic frequency, Ω⊥(r),
by
H2(r) =
c2s
Ω
2
⊥
. (3)
In relativistic disks under the Schwarzschild metric, Ω⊥ is
equal to the relativistic Kepler frequency.
2.1 Truncation of disk thickness by hot corona
The above-mentioned vertically isothermal disks can extend
infinitely in the vertical direction, although they are derived
under the assumption that the disks are thin in the vertical
direction. Here, we assume that the disks are terminated at
a finite height, say zs, by presence of hot corona. The height
zs is taken to be a parameter. As a dimensionless parameter
we adopt ηs ≡ zs/H hereafter.
2.2 Equations describing perturbations
We consider axisymmetric, small-amplitude adiabatic per-
turbations in the above-mentioned vertically isothermal
disks. The perturbations are assumed to be isothermal in
the vertical direction. Furthermore, the perturbations are
time-periodic with frequency ω, i.e., ∂/∂t = iω.
Eulerian velocity perturbations over the rotation, rΩ(r),
are denoted by (ur , uϕ , uz), and perturbations of magnetic
fields over the uniform vertical fields, B0, are denoted by
(br , bϕ, bz). Then, the r-, ϕ-, and z-components of equations
of motion describing the perturbations are, respectively,
iωur − 2Ωuϕ = −
∂h1
∂r
+
c2
A
B0
(
∂br
∂z
−
∂bz
∂r
)
, (4)
iωuϕ +
κ2
2Ω
ur =
c2
A
B0
∂bϕ
∂z
, (5)
iωuz = −
∂h1
∂z
, (6)
where h1 is related to pressure and density variations, p1
and ρ1, by
h1 =
p1
ρ0
= c2s
ρ1
ρ0
, (7)
and cA is the Alfve´n speed defined by
c2A(r, z) =
B2
0
4πρ0
= c2A0(r) exp
(
z2
2H2
)
, (8)
cA0 being the Alfve´n speed on the equator.
The time variation of magnetic fields is governed by
the induction equation, whose r-, ϕ-, and z-components are,
respectively,
iωbr = B0
∂ur
∂z
, (9)
iωbϕ = B0
∂uϕ
∂z
+ r
dΩ
dr
br , (10)
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iωbz = −B0
∂
r∂r
(rur ). (11)
Finally, the time variation of density is governed by the
equation of continuity, which is
iωρ1 +
∂
r∂r
(rρ0ur ) +
∂
∂z
(ρ0uz ) = 0. (12)
Hereafter, radial variations of unperturbed quantities,
such as Ω(r), κ(r), ρ00(r), H(r), c
2
s (r) and c
2
A0
(r), are ne-
glected, assuming that radial wavelengths of perturbations
are shorter than the characteristic radial lengths of unper-
turbed quantities (local approximations in the radial direc-
tion).
Our purpose here is to derive a wave equation expressed
in terms of h1. To do so, we first eliminate br , bϕ , and bz
from the equation of motions by using induction equations
(9), (10) and (11). From equations (4) and (5) we have,
respectively,
iω (iω ur − 2Ωuϕ ) = −iω
∂h1
∂r
+ c2A
(
∂2ur
∂z2
+
∂2ur
∂r2
)
, (13)
and
−ω2
(
iω uϕ +
κ2
2Ω
ur
)
= c2A
(
iω
∂2uϕ
∂z2
+ r
dΩ
dr
∂2ur
∂z2
)
. (14)
Substituting uϕ derived from equation (13) into equation
(14), we have a relation between h1 and ur . After some ma-
nipulations we rearrange the relation as
iω
(
ω2 + c2A
∂2
∂z2
)
∂h1
∂r
= ω2(ω2 − κ2)ur + c
2
A(ω
2 − κ2 + 4Ω2)
∂2ur
∂z2
+c2A
∂2
∂z2
[
c2A
(
∂2
∂r2
+
∂2
∂z2
)
ur
]
. (15)
Another relation between h1 and ur is obtained from
equation of continuity (12) by using ρ1 = ρ0h1/c
2
s and ex-
pressing uz in terms of h1 by using equation (6). The result
is
iω
∂ur
∂r
=
(
∂2
∂z2
−
z
H2
∂
∂z
+
ω2
c2s
)
h1 . (16)
We now operate with ∂/∂r on equation (15). Since the
wavy perturbations have been assumed to have short wave-
length in the radial direction (local approximation in the
radial direction), the operator ∂/∂r acts only on h1 and ur .
When it is operated on ur , the result, i.e., ∂ur/∂r, can be
expressed in terms of h1 by using equation (16). Then, we
have an wave equation expressed in terms of h1 alone. After
some manipulations the resulting equation can be expressed
as
Lh1 +
ω2H2
ω2 − κ2
∂2h1
∂r2
+
c2
A
c2s
Ω
2
⊥
ω2 − κ2
[(
H2
∂2
∂r2
+
2ω2 − (κ2 − 4Ω2)
ω2
∂2
∂η2
)
Lh1
+H2
∂4
∂r2∂η2
h1
]
+
c2
A
c2s
Ω
2
⊥
ω2 − κ2
Ω
2
⊥
ω2
∂2
∂η2
[
c2
A
c2s
(
H2
∂2
∂r2
+
∂2
∂η2
)
Lh1
]
= 0,
(17)
where the coordinates (r, z) are changed to (r, η) with η ≡
z/H, and the operator L is defined by
Lh1 =
(
∂2
∂η2
− η
∂
∂η
+
ω2
Ω
2
⊥
)
h1. (18)
2.3 Boundary condition
As mentioned before we are interested in disks which are
terminated at certain height by presence of hot corona. The
height of termination is taken to be z = zs (i.e., η = ηs ≡
zs/H). This dimensionless disk thickness, ηs, is a parameter,
and we impose a boundary condition at ηs.
Let us consider the boundary condition more carefully
than in paper I. We start from the state where the interface
has been deformed by perturbations. The equation of motion
is now integrated in a narrow width in the normal direction
of the deformed surface. In the limit where the integration
width is infinitely thin, we have a fitting condition at the
deformed surface, which is the continuation of
ρv2n + p +
1
8π
B2t , (19)
where ρ and p are (total) gas density and pressure, respec-
tively, and vn the normal component of the total velocity
including rotation and Bt the tangential component of the
total magnetic fields (see footnote 2 of paper I). In deriving
the above equation, continuities of the normal components
of ρv and of B have been used.
Since we are considering axially symmetric perturba-
tions in disks where the unperturbed magnetic fields are
only in the vertical direction, equation (19) shows that p is
continuous at the deformed disk-corona surface, neglecting
the second order small quantities with respect to perturba-
tions. Before the perturbations are superposed, the pressure
is continuous at the unperturbed disk-corona interface. This
leads to the boundary condition that the Lagrangian pres-
sure variation, δp, is continuous at the disk-corona interface,
i.e.,
[[δp]] = 0 at η = ηs, (20)
where [[A]] denotes the difference of A in the disk-corona
interface.
Since the Lagrangian pressure variation, δp, is related
to the Lagrangian density variation, δρ, by δp = p0(δρ/ρ0),
and the unperturbed pressure is continuous at the boundary,
we can rewrite the boundary condition [[δp]] = 0 as[[
∂ur
∂r
+
∂uz
∂z
]]
= 0 at η = ηs. (21)
MNRAS 000, 1–?? (2017)
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In paper I, assuming that the Lagrangian pressure variations
in corona are small, we have imposed
∂ur
∂r
+
∂uz
∂z
= 0 at η = ηs (22)
to the disk gases.
The above argument on δp = 0 in corona, however,
seems to be not always relevant. The argument is based
on the following considerations. For simplicity, let us con-
sider the case where cool (dense) homogeneous gases and hot
(thin) homogeneous gases are connected at a sharp transi-
tion layer with pressure balance. There are no rotation and
no magnetic fields. In such situations we consider acoustic
oscillations propagating through the transition layer. Since
the pressure restoring force is strong in hot region due to
high temperature, the wavelength of the oscillations in the
hot region is longer than that in the cool region. That is,
div v in the hot region is smaller than that in the cool re-
gion. In the limit of large temperature difference, the hot
region behaves like incompressible gases and we can thus
impose div v = 0 as a boundary condition for cool gases at
the transition radius.
In the present disk-corona transition problem, the main
restoring force of oscillations in (cool) disks is not the pres-
sure one, but that due to rotation. Hence, wavelengths of os-
cillations in disks are not much shorter than those in corona,
although the temperature is low. In other words, in principle,
the amount of div v is comparable in corona and disk. Hence,
imposing div v = 0 to disk gases as boundary condition at ηs
will not be relevant.
In this context, we return to the boundary condition
(21) and derive a boundary condition which might be better
than (22). If ∂ur/∂r is not continuous at the boundary, there
is a discontinuous shear flow on the boundary. This will be
unrealistic, and thus we impose that ∂ur/∂r is continuous on
the boundary. Then, the boundary condition (21) is reduced
to[ [
∂uz
∂z
] ]
= 0. (23)
In corona the vertical scale length characterizing the vertical
corona structure (i.e., the scale length corresponding to H
in disks) is much longer than H, because of high tempera-
ture in corona. This suggests that ∂uz/∂z in corona is much
smaller than that in disks. Considering this situation, we
adopt ∂uz/∂z = 0 as the boundary condition at ηs. By using
the z-component of the equation of motion, we can rewrite
this boundary condition in terms of h1 as
∂2h1
∂z2
= 0 at η = ηs. (24)
In the followings we use equation (24) as the boundary con-
dition at ηs for dis oscillations.
It is noticed that boundary condition (24) allows us to
rigorously apply the standard perturbation method in calcu-
lations of trapping. First, the boundary condition (24) does
not involve explicitly r-dependent terms. This is compati-
ble with the method of separation of variables which will be
adopted below. Second, the zeroth-order eigenfunctions are
exactly orthogonal, and thus expansion of the higher order
perturbed quantities by the set of the zeroth-order functions
will be relevant.
3 PERTURBATION METHOD
Here, we solve equation (17) by a perturbation method with
boundary condition (24). We start from the limit of no mag-
netic fields, and examine the effects of magnetic fields by a
perturbation method. Equation (17) has terms of c2
A
/c2s and
(c2
A
/c2s )
2. The former ones can be treated as small order per-
turbing quantities when (c2
A0
/c2s ) exp(η
2
s /2) < 1. The latter
terms are further smaller than the former ones by the same
factor of (c2
A0
/c2s ) exp(η
2
s /2), and should be neglected when
a perturbation method is performed in the lowest order of
approximations, as did in paper I.
3.1 Zeroth-order solutions and their orthogonality
In the limit of no magnetic fields, equation (17) is reduced
to
Lh1 +
ω2H2
ω2 − κ2
∂2h1
∂r2
= 0. (25)
As is known, this equation can be solved by separating
h1(r, η) as h1(r, η) = g(η) f (r). By this separation equation
(25) is separated into two equations:(
d2
dη2
− η
d
dη
+ K
)
g(η) = 0, (26)
and
ω2H2
ω2 − κ2
∂2 f
∂r2
+
(
ω2
Ω
2
⊥
− K
)
f = 0, (27)
where K is the separation constant and is determined by
solving equation (26) with the boundary condition;
d2g(η)
dη2
= 0 at η = ηs. (28)
The solutions of equation (26) consist of a set of eigen-
functions, g
(0)
n (η), with a set of eigenvalues, K
(0)
n , where n is
a positive integer, i.e., n = 1, 2, ..., representing the order of
solutions and the superscript (0) is added here in order to
emphasize that the solutions presented here are the zeroth
order solutions with c2
A0
/c2s = 0.
The fundamental eigenfunction of equation (26), i.e.,
g
(0)
1
(η), is easily found to be
g
(0)
1
(η) = η with K
(0)
1
= 1, (29)
independent of ηs. This solution is the same as the funda-
mental eigenfunction in the case where the disk extends in-
finity, i.e., ηs = ∞. For n , 1, however, the eigenfunctions
in the present truncated disks are different from those of
ηs = ∞. The eigenvalues corresponding to n = 1, 2, 3, 4... are
shown in figure 1 as functions of ηs. The corresponding eigen-
functions are shown in figures 2 and 3, where figure 2 is for
odd modes of n = 1, n = 3 and n = 5, and figure 3 is for even
modes of n = 2 and n = 4. Both figures are written for two
cases where ηs = 3 and ηs = 5.
It is noted that eigenfunction, g
(0)
n , and eigenvalue, K
(0)
n ,
need to be free from r by separation of variables. In paper
I, however, they depend on ω2/Ω2⊥, because the boundary
condition adopted was ω2/Ω2⊥-dependent. This means that
the analytical procedures adopted in paper I had slightly
internal inconsistency.
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Figure 1. Eigenvalues of the fundamental (n = 1) and overtones
(n = 2, 3, 4...) of g-mode oscillations as functions of ηs. In the case
of n = 1, the eigenvalue is unity, independent of ηs. In cases of
n , 1, however, the eigenvalues are slightly larger than n, but
tend to n as ηs increases.
Figure 2. Functional forms of eigenfunction, g(0)
n
(η), of two odd
modes (n = 1, i.e.,fundamental mode, and n = 3). Two cases where
disk boundary ηs is at 3.0 and 5.0 are shown. It is noted that the
eigenfunctions are terminated at η = ηs, but their functional forms
are quite close to those of the corresponding Hermite polynomials,
except in the region close to the boundary where d2g(0)
n
(η)/dη2 = 0
is imposed. The eigenfunction of n = 3 in the disk with ηs = 5 is
not shown till ηs, because it extends beyond the domain of this
figure.
3.2 Orthogonality of zeroth-order eigenfunctions
In the case of infinitely extended isothermal disks, the series
of eigenfunctions, say g
(0)
n , are orthogonal in the sense that∫ ∞
−∞
exp
(
−
η2
2
)
g
(0)
n g
(0)
m dη = n!(2π)
1/2δnm, (30)
because g
(0)
n is the Hermite polynomial of order n.
In the case considered in paper I, the zeroth-order eigen-
functions are not rigorously orthogonal (see section 3.2 in
paper I), but we were reluctantly satisfied with a quasi-
orthogonality in proceeding to the next order procedures in
the perturbation method. In the present case of boundary
condition (24), however, we have exactly an orthogonality
Figure 3. Functional forms of eigenfunction, g(0)
n
(η), of even
modes, i.e., n = 2 and n = 4 modes. Two cases where disk bound-
ary ηs is at 3.0 and 5.0 are shown. It is noted that the eigen-
functions are terminated at η = ηs, but their functional forms
are quite close to the corresponding Hermite polynomials except
in the region close to the boundary where d2g(0)
n
(η)/dη2 = 0 is
imposed.
relation of zeroth-order eigenfunctions. This orthogonality
relation is different from that in the case of infinitely ex-
tended isothermal disks (relation (30)). The orthogonality
relation in the present case is
∫
ηs
−ηs
exp
(
−
η2
2
)
dg
(0)
n
dη
dg
(0)
m
dη
dη = 0 for n , m. (31)
This orthogonality can be easily derived by taking the
derivative of equation (26) with respect to η and by changing
the resulting equation in the form:
(
d2
dη2
− η
d
dη
+ K
(0)
n − 1
)
dg
(0)
n
dη
= 0, (32)
which is further rewritten as
d
dη
[
exp
(
−
η2
2
)
d
dη
dg
(0)
n
dη
]
+ (K
(0)
n − 1)exp
(
−
η2
2
)
dg
(0)
n
dη
= 0. (33)
The presence of orthogonality among the zeroth order
eigenfunctions is helpful in applying the standard perturba-
tion methods.
4 WAVE EQUATION WHEN C2
A0
/C2
S
IS TAKEN
INTO ACCOUNT
In the case of c2
A
/c2s , 0, the solution of equation (17) does
not have such a separable form as h1(r, η) = g(η) f (r). If
the effects of c2
A
/c2s ≡ c
2
A0
/c2s exp(η
2/2) , 0 on oscillations
are weak, however, the terms with c2
A
/c2s in equation (17)
can be treated as a small perturbation in solving equa-
tion (17). That is, h1(r, η) can be approximately separated
as h1(r, η) = g(η, r) f (r) with weak r-dependence of g. This
weak r-dependence of g can be examined by a perturbation
method.
The orthogonal relation (31) given above shows that it
is relevant to process the perturbation method by using de-
pendent variable, ∂h1/∂η, instead of h1 itself. This is because
MNRAS 000, 1–?? (2017)
6 Shoji Kato
when we proceed to examining effects of c2
A
/c2s on oscilla-
tions, the perturbed part of eigenfunctions can be expanded
in terms of the zeroth order eigenfunctions which are orthog-
onal.
To proceed to this direction, we take the derivative
of equation (17) with respect to η. Neglecting the term of
(c2
A
/c2s )
2, we have then
(L − 1)
∂h1
∂η
+
ω2H2
ω2 − κ2
∂2
∂r2
(
∂h1
∂η
)
+
c2
A
c2s
Ω
2
⊥
ω2 − κ2
[
H2
∂2
∂r2
(
L − 1 +
∂2
∂η2
) (
∂h1
∂η
)
+
2ω2 − (κ2 − 4Ω2)
ω2
∂2
∂η2
(
(L − 1)
∂h1
∂η
) ]
+
c2
A
c2s
Ω
2
⊥
ω2 − κ2
[
H2
∂2
∂r2
(
ηL + η
∂2
∂η2
)
h1
+
2ω2 − (κ2 − 4Ω2)
ω2
η
∂2
∂η2
(
Lh1
)]
. (34)
Now we write ∂h1(r, η)/∂η as G(η, r) f (r), i.e.,
∂
∂η
h1(r, η) = G(η, r) f (r) with
∂g(η, r)
∂η
= G(η, r), (35)
and divide equation (34) by G(η, r) f (r) in order to approx-
imately separate the resulting equation into two equations
with a weakly r-dependent separation constant K(r) as
1
G
(
∂2
∂η2
− η
∂
∂η
− 1
)
G +
ω2H2
ω2 − κ2
1
G
(
∂2G
∂r2
+ 2
∂G
∂r
dln f
dr
)
+
c2
A
c2s
Ω
2
⊥
ω2 − κ2
1
G f
[
H2
∂2
∂r2
(
L − 1 +
∂2
∂η2
)
(G f )
+
2ω2 − (κ2 − 4Ω2)
ω2
∂2
∂η2
(
(L − 1)G f
)]
+
c2
A
c2s
Ω
2
⊥
ω2 − κ2
1
G f
[
H2
∂2
∂r2
(
ηL + η
∂2
∂η2
)
(g f )
+
2ω2 − (κ2 − 4Ω2)
ω2
η
∂2
∂η2
(
L(g f )
)]
+ K = 0. (36)
and
ω2
Ω
2
⊥
+
ω2H2
ω2 − κ2
1
f
d2 f
dr2
− K = 0. (37)
It is noticed that in equation (36) some terms still have g,
not G.
In the lowest order of approximation, i.e., c2
A
/c2s = 0,
we see that G is a function of η alone, and the above set of
equations are reduced to(
d2
dη2
− η
d
dη
− 1
)
G(0) + K (0)G(0) = 0 (38)
and
ω2H2
ω2 − κ2
d2 f
dr2
+
(
ω2
Ω
2
⊥
− K (0)
)
f = 0, (39)
where superscript (0) have been attached to G and K in order
to emphasize that these are the zeroth order solutions. The
latter equation is the same as equation (27).
Now we consider the n-th mode of oscillations, and write
G(0) and K (0) as G
(0)
n and K
(0)
n . If we proceed to the next
order of approximation, Gn[= G
(0)
n (η)+G
(1)
n (η, r)] is no longer
a function of η alone. It depends weakly on r. Then, from
equation (36) we have
(
∂2
∂η2
− η
∂
∂η
− 1 + K
(0)
n
)
G
(1)
n = R1 + R2, (40)
where
R1 = −
ω2H2
ω2 − κ2
(
∂2G
(1)
n
∂r2
+ 2
∂G
(1)
n
∂r
dln f
dr
)
(41)
and
R2 = −
c2
A
c2s
Ω
2
⊥
ω2 − κ2
1
f
[
H2
∂2
∂r2
(
L − 1 +
∂2
∂η2
)
(G
(0)
n f )
+
2ω2 − (κ2 − 4Ω2)
ω2
∂2
∂η2
(
(L − 1)G
(0)
n f
)]
−
c2
A
c2s
Ω
2
⊥
ω2 − κ2
1
f
[
H2
∂2
∂r2
(
ηL + η
∂2
∂η2
)
(g
(0)
n f )
+
2ω2 − (κ2 − 4Ω2)
ω2
η
∂2
∂η2
(
L(g
(0)
n f )
)]
−K
(1)
n G
(0)
n , (42)
and from equation (37) we have
ω2
Ω
2
⊥
f +
ω2H2
ω2 − κ2
d2 f
dr2
− (K
(0)
n + K
(1)
n ) f = 0. (43)
To solve equation (40) by the standard perturbation
method, G
(1)
n is now expanded in terms of the set of zeroth
order orthogonal eigenfunctions, say G
(0)
m , as
G
(1)
n (η, r) =
∑
m
am(r)G
(0)
m (η), (44)
where am(r)’s are expansion coefficients, and m’s needed here
are odd integers alone when odd modes (gn is an odd func-
tion of η, but Gn is an even function of η) are considered,
while they are even integers alone when even modes are con-
sidered. It is noted that each of G
(1)
m ’s given above satisfies
boundary condition (24) and is orthogonal each other (equa-
tion (31)).
Substitution of equation (44) into equation (40) shows
that the term of anG
(0)
n vanishes on the lefthand side of
equation (40), because G
(0)
n is the eigenfunction of equation
(∂/∂η2−η∂/∂η−1+K
(0)
n )G = 0. This means that the righthand
side of (40) needs to be orthogonal to G
(0)
n (i.e., solvability
condition). This solvability condition is given in the form:
∫
ηs
−ηs
exp
(
−
η2
2
)
G
(0)
n (η) · (R1 + R2)dη = 0. (45)
In the terms of R1 given by equation (41), anG
(0)
n is
involved, since G
(1)
n is expanded in terms of the zeroth or-
der eigenfunctions. The terms with anG
(0)
n , however, can be
taken to be zero in consideration of solvability condition
(45), since such terms can be regarded to be already in-
cluded in the zeroth order eigenfunction G
(0)
n (i.e., normal-
ization condition). The other terms of amG
(0)
m (m , n) in G
(1)
n
do not contribute in expression for the solvability condition
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(45), since G
(0)
m ’s of m , n are orthogonal to G
(0)
n . Hence, the
solvability condition (45) is reduced to∫
ηs
−ηs
exp
(
−
η2
2
)
G
(0)
n (η) · R2dη = 0. (46)
Before writing down solvability condition (46) explic-
itly, we notice that the some terms on the righthand side of
equation (42) can be simplified. That is, we have
(L − 1)G
(0)
n =
(
ω2
Ω
2
⊥
− K
(0)
n
)
G
(0)
n , (47)
and
Lg
(0)
n =
(
ω2
Ω
2
⊥
− K
(0)
n
)
g
(0)
n . (48)
Then, R2 given by equation (42) can be reduced to
R2 = −
c2
A
c2s
Ω
2
⊥
ω2 − κ2
[
H2
d2 f
f dr2
(
d2
dη2
+
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
)
G
(0)
n
+
2ω2 − (κ2 − 4Ω2)
ω2
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
d2G
(0)
n
dη2
−
c2
A
c2s
Ω
2
⊥
ω2 − κ2
[
H2
d2 f
f dr2
η
(
d2
dη2
+
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
)
g
(0)
n
)
+
2ω2 − (κ2 − 4Ω2)
ω2
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
η
d2g
(0)
n
dη2
−K
(1)
n G
(0)
n , (49)
The righthand side of equation (49) is further simplified,
since d2 f / f dr2 can be expressed in terms of the zeroth order
one:
ω2H2
ω2 − κ2
1
f
d2 f
dr2
+
(
ω2
Ω
2
⊥
− K
(0)
n
)
= 0. (50)
Then, R2 is finally reduced to
R2 = −
c2
A
c2s
ω2 − K
(0)
n Ω
2
⊥
ω2 − κ2
×
[
−
ω2 − κ2
ω2
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
(G
(0)
n + ηg
(0)
n )
+
ω2 + 4Ω2
ω2
(
d2G
(0)
n
dη2
+ η
d2g
(0)
n
dη2
)]
− K
(1)
n G
(0)
n . (51)
Using the above expression for R2, we can write down
solvability condition (46) as
K
(1)
n
〈
exp
(
−
η2
2
)
G
(0)
n G
(0)
n
〉
=
c2
A0
c2s
ω2 − K
(0)
n Ω
2
⊥
ω2
×
[
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
(〈
G
(0)
n G
(0)
n
〉
+
〈
ηG
(0)
n g
(0)
n
〉)
−
ω2 + 4Ω2
ω2 − κ2
(〈
G(0)
d2G
(0)
n
dη2
〉
+
〈
ηG
(0)
n
dG
(0)
n
dη
〉)]
, (52)
where 〈 〉 represents the integration of the quantities inside
〈 〉 in terms of η from −ηs to ηs, e.g.,
〈G
(0)
n G
(0)
n 〉 =
∫
ηs
−ηs
G
(0)
n G
(0)
n dη. (53)
Table 1. Values of A, B, and the conditions of Ac2
A0
/c2s < 1.
ηs oscillation A B condition of
mode Ac2
A0
/c2s < 1
3.0 n = 1 19.30 0 c2
A0
/c2s < 5.2 × 10
−2
n = 2 21.32 0.323 c2
A0
/c2s < 4.7 × 10
−2
n = 3 46.96 22.52 c2
A0
/c2s < 2.1 × 10
−2
n = 4 32.82 9.217 c2
A0
/c2s < 3.0 × 10
−2
5.0 n = 1 1.19 × 102 0 c2
A0
/c2s < 8.4 × 10
−3
n = 2 2.09 × 102 −5.86 × 101 c2
A0
/c2s < 4.8 × 10
−3
n = 3 2.93 × 103 7.20 × 102 c2
A0
/c2s < 3.4 × 10
−4
n = 4 3.31 × 103 −1.56 × 102 c2
A0
/c2s < 3.0 × 10
−4
By using K
(1)
n given by equation (52), we can write the
wave equation (43) finally in the form:
H2
d2 f
dr2
+ k2 f = 0, (54)
where
k2 =
(ω2 − κ2)(ω2 − K
(0)
n Ω
2
⊥)
ω2Ω2⊥
(1 +Q), (55)
and
Q(r;ω) = −
c2
A0
c2s
Ω
2
⊥
ω2
(
A
ω2 − K
(0)
n Ω
2
⊥
Ω
2
⊥
− B
ω2 + 4Ω2
ω2 − κ2
)
. (56)
Here, A and B are given, respectively, by
A =
〈G
(0)
n G
(0)
n 〉 + 〈ηG
(0)
n g
(0)
n 〉
〈exp(−η2/2)G
(0)
n G
(0)
n 〉
. (57)
and
B =
〈G
(0)
n d
2G
(0)
n /dη
2〉 + 〈ηG
(0)
n dG
(0)
n /dη〉
〈exp(−η2/2)G
(0)
n G
(0)
n 〉
. (58)
The final wave equations, (54) – (56), should be compared
with the wave equation derived with a different boundary
condition in paper I. It is noticed that both of them have
quite similar forms, although detailed expressions for A and
B are slightly different.2
5 SELF-TRAPPING OF G-MODE
OSCILLATIONS
The set of equations (54) – (56) finally represents the wave
motions for axisymmetric g-mode oscillations in the case
where the effects of vertical magnetic fields are taken into ac-
count as perturbations. Since the effects of c2
A0
/c2s have been
taken into account as perturbations, Q defined by equation
(56) is necessary to be smaller than unity in magnitude.
Roughly speaking, this condition is written as Ac2
A0
/c2s < 1.
The condition of Ac2
A0
/c2s < 1 is presented in the last col-
umn of table 1. As is shown in the table, c2
A0
/c2s needs to be
smaller than a certain value. The value is smaller as n and
ηs become larger. The reason of this trend is obvious, since
2 Hereafter, B is the quantity defined by equation (58), and not
the strength of magnetic fields.
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in the higher overtone (i.e, n is large) and in disks with large
ηs, the main oscillation region shifts to the surface zone of
disks (see figures 2 and 3).
Our purpose here is to examine how the propagation do-
main of g-mode oscillations on the frequency-radius diagram
(propagation diagram) is modified by the presence of Q de-
fined by equation (56). This examination should be made in
the framework that the absolute value of Q is smaller than
(or at most equal to) unity, since Q is a quantity obtained
by a perturbation method.
In frequency-radius diagram the propagation domain
of oscillations with frequency ω (i.e., propagation domain
in propagation diagram) is the domain where k2(r;ω) > 0.
Equation (55) confirms that if there is no magnetic field, the
propagation domain is given by the area below the curve of
κ(r), as is well known.3 In the frequency-radius diagram the
curve of κ(r) has a maximum, say κmax, at a certain radius,
say rmax, and κ(r) decreases both inward and outward. In-
side rmax, κ decreases to vanish at the disk inner edge. Since
the curve of κ(r) has the maximum, the oscillations whose
frequency is lower than κmax are trapped in a certain radius
range whose inner and outer boundaries are specified by the
radii of ω = κ. This is the self-trapping of g-mode oscillations
in non-magnetized disks.
Let us now consider the effects of the term with A in
Q on k2. This term is positive in the domain of ω2 < κ2 if
A > 0. Since A is always positive in all cases considered, we
see that the term with A in equation (56) is always positive
and work in the direction to make k2 larger than that in
the case of c2
A
/c2s = 0. This means that the term of A does
not work so as to change the boundary of the propagation
region from ω2 = κ2.
Next, let us consider the effects of B on k2. Before dis-
cussing generally the effects, it is important to notice that in
the case of the fundamental g-mode oscillations (i.e., n = 1),
we have B = 0, independent of disk parameters (see table 1).
This means that the trapping domain of the oscillations is
unchanged from that of non-magnetized infinitely extended
isothermal disks. B = 0 comes from the fact that the eigen-
function g
(0)
1
(η) is given by g
(0)
1
(η) = η, and thus G
(0)
1
(η) = 1
and dG
(0)
1
/dη = 0, leading to B = 0, independent of ηs.
In the cases of other oscillation modes situations are
changed. First we consider cases of B > 0.4 In this case the
term with B in Q is negative when ω2 < κ2. This means
that the term with B in Q acts in the direction to make k2
smaller. In other words, the term with B acts in the direction
to shrink the propagation domain, compared with in the case
where the boundary is specified by the curve of κ(r). Some
typical examples of the propagation domain in cases of B > 0
are shown in figures 4 to 7 for some oscillation modes (n) in
disks with various c2
A0
/c2s , ηs and spin parameter a∗ of the
central source.
Figures 4 and 5 are for disks with c2
A0
/c2s = 0.001 and
c2
A0
/c2s = 0.01, respectively, for four oscillations modes (n =1,
2, 3, and 4). The truncation height of disks has been taken to
be ηs = 3.0. In figure 6 the truncation height, ηs, is taken to
3 Notice that ω2 − K (0)
n
Ω
2
⊥ < 0 when ω
2
< κ
2.
4 As shown in table 1, B is positive except in the cases of even
modes in disks with large ηs, say ηs = 5.
Figure 4. Propagation diagram showing the propagation domain
of axisymmetric g-mode oscillations in cases where the central
source is a ten-solar-mass object (10M⊙) with no spin (a∗ = 0) and
the disk is subject to uniform vertical magnetic fields of c2
A0
/c2s =
0.001. The oscillation modes considered are n = 2, n = 3, and
n = 4. The boundary curve of the propagation domain of n =
2 oscillations is close to the curve of κ(r). Hence, the curve for
n = 1, which is identical to κ(r), is not shown here. The region
below each curve is the propagation domain for each mode. It is
shown that the domain shrinks with increase of n. This is because
contributions of surface region of disks on oscillations increase
with increase of mode number of oscillations.
be ηs = 5.0 and the effects of c
2
A0
/c2s on propagation region
have been examined for oscillation mode of n = 3. Effects
of spin of central sources are examined in figure 7 for the
oscillation mode of n = 3 in disks with c2
A0
/c2s = 0.01.
In the case of B < 0 the situation is opposite, and the
propagation domain expands on the propagation diagram.
Due to this, the propagation domain can spread inwards
beyond the barrier of epicyclic frequency (the curve of κ(r)),
i.e., the self-trapping of g-mode oscillations is destroyed in
the inner region of disks. Such examples are in figure 8, where
even modes of n = 2 and n = 4 are considered in the disks
with ηs = 5.0 and c
2
A0
/c2s = 10
−3. In the case of oscillations of
n = 4, the propagation region penetrates inwards beyond the
barrier of κ(r) for oscillations whose frequency is relatively
low. That is, the self-trapping is destroyed for low frequency
oscillations. In the case of oscillations of n = 2, the self-
trapping is completely destroyed for whole frequencies of
g-mode oscillations. It is noted, however, that the cases of
B < 0 seem to appear only for even modes of oscillations in
disks with large ηs.
6 DISCUSSION
In geometrically thin, non-magnetized relativistic disks the
g-mode oscillations are self-trapped in the inner region of
disks (Okazaki et al. 1987). Fu and Lai (2005), however, em-
phasized that if the disks are subject to poloidal magnetic
fields, this self-trapping of g-mode oscillations is destroyed
even if the magnetic fields are weak. Their analyses are, how-
ever, based on an approximate treatment of z-dependence of
oscillations. In geometrically thin disks the Alfve´n speed in-
creases in the vertical direction unless strength of magnetic
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Figure 5. The same as figure 4, except for c2
A0
/c2s = 0.01. In this
figure the curve of n = 1 (the curve of κ(r)) is also shown, because
two curves of n = 1 and n = 2 are separated a little on the diagram
due to a large value of c2
A0
/c2s . It is noticed that the order of curves
of n = 2, n = 3, and n = 4 on the plane is not monotonic.
Figure 6. Propagation diagram showing propagation domains of
g-mode oscillations of n = 3 in the case where the transition height
to corona is at ηs = 5.0. The boundary curves of the propagation
domain are shown for three cases where the disk has vertical mag-
netic fields of c2
A0
/c2s = 1.0 × 10
−6, 1.0 × 10−4, and 1.0 × 10−2. The
curve for c2
A0
/c2s = 0 is also presented for comparison. The value of
c2
A0
/c2s = 1.0×10
−2 is too large beyond the limit of applicability of
the perturbation method (see table 1). For comparison, however,
the curve in this case is also shown in this figure. Approaching of
curves to a common point on the horizontal axis is due to the fact
that in the cases of too large value of c2
A0
/c2s , the terms with A
and B in the large brackets of equation (55) becomes larger than
unity and the curves depend little on c2
A0
/c2s .
fields decreases sharply in the vertical direction, since the
gas density decreases strongly in the vertical direction. In
other words, the disk has a strong inhomogeneous struc-
ture in the vertical direction (i.e., increase of Alfve´n speed
and decrease of gas density in the vertical direction). In such
disks, a careful analysis is necessary to treat oscillations with
node(s) in the vertical direction (g-mode oscillations belong
to such oscillations).
In previous papers (paper I and its correction by Kato
Figure 7. Examples showing how the propagation domain is
changed by spin of the central source. Two oscillation modes of
n = 1 and n = 3 are shown for three cases of a∗ = 0, 0.5, and 0.8,
respectively. In the former case of n = 1, the boundary curves are
nothing but the curves of κ(r).
Figure 8. Examples showing destruction of self-trapping domain
of g-mode oscillations. Even oscillation modes (n = 2 and n = 4)
are shown in disks where the transition height is as high as ηs =
5.0. For comparison the curve of κ(r) is shown with a thin curve.
2017b) we have considered a disk-corona system and im-
posed a boundary condition between the disk and the
corona, in order to avoid mathematical difficulties in treating
oscillations in strongly inhomogeneous systems. This proce-
dure was, however, not only for simplicity, but also to re-
ply to observational evidences (Remillard 2005) that high-
frequency QPOs in black-hole binary systems are observed
in the phase where the gases consist both of cold and hot
parts. Remillard (2005) further mentions that frequencies of
high frequency QPOs seem to be determined by cold disks,
but the luminosity variations seem to be associated with
high temperature regions.
In this paper we considered again a disk-corona sys-
tem, but adopted a boundary condition different from that
in the previous papers. This is because the boundary con-
dition adopted in paper I seems to be not always proper
to treat the present disk-corona transition problem, as dis-
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cussed in section 2.3. In addition, the boundary condition
adopted in this paper allowed us to use the standard per-
turbation method without introducing any additional ap-
proximate procedure, although this does not mean physical
relevance of present boundary condition. That is, the zeroth
order eigenfunctions satisfying the boundary condition are
a set of orthogonal functions and thus the next-order per-
turbed quantities can be expanded by the set of the zeroth
order eigenfunctions.
An interesting result obtained by this paper is that the
fundamental g-mode mode (n = 1) oscillation is always self-
trapped and the trapped domain on the propagation dia-
gram (i.e., frequency-radius diagram) is the same as that
in the case of non-magnetized disks. This characteristics is
free from truncation height ηs, and also from strength of
magnetic fields. Higher overtones (n =2, 3,...) are also self-
trapped except for some exceptional cases of even overtones
(n =2, 4, ...) in disks with large ηs (see figure 8). The trapped
regions are, however, sensitive to strength of magnetic fields
(c2
A
/c2s ) and disk thickness (ηs) as well as oscillation mode
(n), as shown in figures 4 to 7.
There are some issues concerning the validity of the re-
sults of this paper. In figures 4 - 8 we have presented numer-
ical results showing propagation domains. In these calcula-
tions the boundary of the propagation domain is actually the
boundary of 1−Q = 0. It is uncertain, however, whether the
results obtained by the perturbation method is accurately
applicable till the case where Q is as large as Q = 1. Next, in
some cases we have obtained bounded propagation domains
in low frequency region (e.g., figure 7). This is of interest
in relation to observations. In the case where frequency of
oscillations is rather low, however, the boundary condition,
δp = 0 may be better than the condition adopted in this
paper (see arguments in section 2.3). If so, the presence of
possible low frequency trapped mode may be false.
Finally, it should be noticed that the results obtained
by the present boundary condition are rather different from
those obtained in paper I by using the boundary condi-
tion of δp = 0. We suppose that the boundary condition
adopted in paper I (i.e., δp = 0) will be less proper than
that adopted in this paper. However, it is unclear how much
the present boundary condition prefers to the boundary con-
dition adopted in paper I. Considering that the final re-
sults of trapping are rather sensitive to boundary conditions
adopted, further careful examinations are expected in fu-
ture. A honest and tactless way is to derive wave solutions
both in disk and corona and to fit these wave solutions at
the transition layer.
We think self-trapped g-mode oscillations will be ex-
cited on disks by stochastic effects of turbulence, as men-
tioned in paper I.
The author thanks Dr. Jiri Hora´k for invaluable com-
ments on boundary conditions as the referee, by which am-
biguous arguments on boundary conditions in the original
manuscript have been improved.
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