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a b s t r a c t
In this paper, the canonical dual function (Gao, 2004 [4]) is used to solve a global
optimization. We find global minimizers by backward differential flows. The backward
flow is created by the local solution to the initial value problem of an ordinary differential
equation. Some examples and applications are presented.
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1. Introduction
The primal goal of this paper is to find the global minimizers to the following optimization problem (primal problem (P)
in short).
(P) : min P(x) (1.1)
s.t. x ∈ D,
where
D = {x ∈ Rn | ‖x‖ ≤ 1}
and P(x) is a twice continuously differentiable function on Rn. This problem often comes up as a subproblem in general
optimization algorithms (cf. [1]). As indicated in [2], due to the presence of the nonlinear sphere constraint, the solution of
(P) is likely to be irrational, which implies that it is not possible to exactly compute the solution. Thereforemany polynomial
time algorithms have been suggested to compute the approximate solution to this problem (see, [3]). However, when P(x)
is a concave quadratic function, by the canonical dual transformation (see, [4–7]), this problem can be solved completely.
The canonical duality theory is a new powerful approach in global optimization and non-convex variational problems. The
duality structure in non-convex systemswas originally studied in (see [8]). In this paper, wewill solve (1.1) for the objective
P(x) to be a general twice continuously differentiable function. The goal of this paper is to find an exact global minimizer of
P(x) over a sphere by the canonical dual function.
The paper is organized as follows. In Section 2, for the primal problem (P), an ordinary backward differential equation
is introduced to construct the canonical dual function. In Section 3, we use the backward flow to reach a global minimizer.
Meanwhile, some examples are illustrated. An application in control problems is given in the last section.
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2. Global optimization via differential flows
In this section we present differential flows for constructing the so-called canonical dual function [1] to deal with the
global optimization (1.1). Here we use the method in our another paper (see [9]).
In the following we consider the function P(x) to be twice continuously differentiable in Rn. Define the set
G = {ρ > 0 | [∇2P(x)+ ρI] > 0,∀x ∈ D}, (2.1)
where D = {x ∈ Rn | xT x ≤ 1}.
By the elementary calculus it is easy to get the following result.
Proposition 2.1. G is an open set. If ρˆ ∈ G, then ρ ∈ G for ∀ρ > ρˆ .
When there is a pair (ρˆ, xˆ) ∈ G× D satisfying the following equation
∇P(xˆ)+ ρˆxˆ = 0, (2.2)
we focus on the flow xˆ(ρ) which is well defined near ρˆ by the initial value problem
dxˆ
dρ
+ [∇2P(xˆ)+ ρI]−1xˆ = 0, (2.3)
xˆ(ρˆ) = xˆ. (2.4)
The flow xˆ(ρ) can be extended to wherever ρ ∈ G∩ (0,+∞) [10]. The canonical dual function [5]with respect to the given flow
xˆ(ρ) is defined as follows:
Pd(ρ) = P(xˆ(ρ))+ ρ2 xˆ
T (ρ)xˆ(ρ)− ρ
2
. (2.5)
Lemma 2.1. For a given flow defined by (2.2)–(2.4), we have
dPd(ρ)
dρ
= 1
2
xˆT (ρ)xˆ(ρ)− 1
2
. (2.6)
d2Pd(ρ)
dρ2
= −
(
dxˆ(ρ)
dρ
)T
[∇2P(xˆ(ρ))+ ρI]dxˆ(ρ)
dρ
. (2.7)
Proof. Since Pd(ρ) is differentiable,
dPd(ρ)
dρ
= dP(xˆ(ρ))
dρ
+ 1
2
xˆT (ρ)xˆ(ρ)+ 1
2
ρ
d(xˆT (ρ)xˆ(ρ))
dρ
− 1
2
= ∇P(xˆ(ρ))d(xˆ(ρ))
dρ
+ 1
2
xˆT (ρ)xˆ(ρ)+ 1
2
ρ
d(xˆT (ρ)xˆ(ρ))
dρ
− 1
2
= −ρxˆT (ρ)d(xˆ(ρ))
dρ
+ 1
2
xˆT (ρ)xˆ(ρ)+ 1
2
ρ
d(xˆT (ρ)xˆ(ρ))
dρ
− 1
2
= −1
2
ρ
d(xˆT (ρ)xˆ(ρ))
dρ
+ 1
2
xˆT (ρ)xˆ(ρ)+ 1
2
ρ
d(xˆT (ρ)xˆ(ρ))
dρ
− 1
2
= 1
2
xˆT (ρ)xˆ(ρ)− 1
2
.
Further, since P(x) is twice continuously differentiable, by (2.3) we have
d2Pd(ρ)
dρ2
= xˆT (ρ)dxˆ(ρ)
dρ
= −
(
dxˆ(ρ)
dρ
)T
[∇2P(xˆ(ρ))+ ρI]dxˆ(ρ)
dρ
. 
Lemma 2.2. Let xˆ(ρ) be a given flow defined by (2.2)–(2.4) and Pd(ρ) be the corresponding canonical dual function defined by
(2.5). We have (i) For every ρ ∈ G, d2Pd(ρ)
dρ2
≤ 0; (ii) If ρˆ ∈ G, then dPd(ρ)dρ monotonously decreases in [ρˆ,+∞); (iii) In (ρˆ,+∞),
Pd(ρ) is monotonously decreasing.
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Proof. When ρ ∈ G, by the definition of Gwe have∇2P(xˆ(ρ))+ρI > 0. It follows from (2.7) that d2Pd(ρ)
dρ2
≤ 0. Consequently,
by Proposition 2.1 we see that dPd(ρ)dρ monotonously decreases in [ρˆ,+∞) when ρˆ ∈ G. Finally, since xˆ(ρˆ) ∈ D, dPd(ρˆ)dρ ≤ 0
by (2.6). It follows from ρˆ ∈ G that, in [ρˆ,+∞), dPd(ρ)dρ ≤ 0. Thus, in (ρˆ,+∞), Pd(ρ) is monotonously decreasing. 
Theorem 2.1. If the flow xˆ(ρ) (defined by (2.2)–(2.4)) intersects the boundary of the ball D = {x ∈ Rm | ‖x‖ ≤ 1} as ρ = ρˆ ∈ G,
i.e.
[xˆ(ρˆ)]T xˆ(ρˆ) = 1, ρˆ ∈ G, (2.8)
then xˆ(ρˆ) is a global minimizer of P(x) over D. Furthermore, we have
min
D
P(x) = P(xˆ(ρˆ)) = Pd(ρˆ) = max
ρ≥ρˆ
Pd(ρ).
Proof. By the definition of the flow xˆ(ρ) ((2.2)–(2.4)) and Proposition 2.1, noting that xˆ(ρˆ) is on the flow and ρˆ ∈ G, we
have, for all ρ ≥ ρˆ,
∇
{
P(xˆ(ρ))+ ρ
2
[xˆT (ρ)xˆ(ρ)− 1]
}
= ∇P(xˆ(ρ))+ ρxˆ(ρ) = 0, (2.9)
and for all ρ ≥ ρˆ
∇2
(
P(x)+ ρ
2
[xT x− 1]
)
= ∇2P(x)+ ρI > 0, ∀x ∈ D. (2.10)
Now we need to note the fact that since P(x) is twice continuously differentiable on Rn, there is a positive real number δ
such that (2.10) holds in {xT x < 1 + δ} which contains D. In other words, for each ρ > ρˆ, xˆ(ρ) is the global minimizer of
P(x)+ ρ2 [xT x− 1] over D. Therefore, for every x ∈ D = {x ∈ Rn | xT x ≤ 1}, when ρ ≥ ρˆ, we have
P(x) ≥ P(x)+ ρ
2
[xT x− 1]
≥ inf
D
{
P(x)+ ρ
2
[xT x− 1]
}
= P(xˆ(ρ))+ ρ
2
xˆT (ρ)xˆ(ρ)− ρ
2
= Pd(ρ).
Thus, by Lemma 2.2 and (2.8),
P(x) ≥ max
ρ≥ρˆ
Pd(ρ) = Pd(ρˆ) = P(xˆ(ρˆ))+ ρ2 [(xˆ(ρˆ))
T xˆ(ρˆ)− 1] = P(xˆ(ρˆ)). (2.11)
Consequently
min
D
P(x) = max
ρ≥ρˆ
Pd(ρ). (2.12)
This concludes the proof of Theorem 2.1. 
Definition 2.1. Let xˆ(ρ) be a flow defined by (2.2)–(2.4). We call xˆ(ρ), ρ ∈ (0, ρˆ] the backward differential flow.
In other words, the backward differential flow xˆ(ρ), ρ ∈ (0, ρˆ] comes from solving Eq. (2.2) backwards from ρˆ.
Example 2.1 (A Non-Convex Quadratic Optimization Over a Sphere). Let G ∈ Rm×m be a symmetric matrix and f ∈ Rm, f 6= 0
be a vector such that P(x) = 12xTGx− f T x is non-convex. We consider the following global optimization over a sphere:
min P(x) = 1
2
xTGx− f T x
s.t. xT x ≤ 1.
Suppose that G has p ≤ m distinct eigenvalues a1 < a2 < · · · < ap. Since P(x) = 12xTGx − f T x is non-convex, a1 < 0.
Choose a large ρˆ > (tr(GTG))1/2 such that
0 < ‖(G+ ρˆI)−1f ‖ < 1,
noting that f 6= 0. We see that the backward differential equation is
dx
dρ
= −(G+ ρI)−1x, x(ρˆ) = (G+ ρˆI)−1f , ρ ≤ ρˆ
which leads to the backward flow
x(ρ) = (G+ ρI)−1f , ρ ≤ ρˆ.
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Further, noting that there is an orthogonal matrix R leading to a diagonal transformation RGRT = D := (aiδij) and
correspondingly Rf = g := (gi), we have
xT (ρ)x(ρ) = f T (G+ ρI)−2f =
p∑
i=1
g2i
(ai + ρ)2 , ρ ≤ ρˆ.
Since f T (G+ ρˆI)−2f < 1 and
lim
ρ>−a1,ρ→−a1
p∑
i=1
g2i
(ai + ρ)2 = +∞,
there is the unique ρ˜ : 0 < ρ˜ < ρˆ such that
xT (ρ˜)x(ρ˜) = f T (G+ ρ˜I)−2f =
p∑
i=1
g2i
(ai + ρ˜)2 = 1.
By Theorem 2.1, we see that x(ρ˜) = (G+ ρ˜I)−1f is a global minimizer of the problem.
Remark 2.1. In the beginning of this section, we have mentioned that the idea of introducing backward differential flows
is motivated by our another paper [9]. Here we would like to describe a little bit about the connection of this paper with
the paper [9] as follows. In [9] we consider the differential equation (2.3)–(2.4) to be defined on the set S = {ρ > 0 |
[∇2P(x)+ ρI] is invertible on D}. It is clear that the set G defined in (2.1) is a subset of S. By the canonical duality theory, in
general it cannot be expected to obtain a global minimizer by solving the differential equation (2.3)–(2.4) in the set S which
dose not give any information even for a local minimizer. Therefore in this paper we solve the differential equation in G. On
the other hand, the property given in Proposition 2.1 leads us to consider the backward differential equation in G.
3. Find the global minimizer by backward differential flows
The main idea of using backward differential flows to find a global minimizer is as follows. Since D is compact and P(x)
is twice continuously differentiable, we can choose a large positive parameter ρˆ such that ∇2P(x) + ρˆI > 0, ∀x ∈ D and
ρˆ > supD{‖∇P(x)‖, ‖∇2P(x)‖}. If ∇P(0) 6= 0, then it follows that there is a nonzero point xˆ ∈ D such that
−∇P(x)
ρˆ
= x (3.1)
by Brown fixed-point theorem. It means that the pair (xˆ, ρˆ) satisfies (2.2). We solve (2.3)–(2.4) backwards from ρˆ to get the
backward flow x(ρ), ρ ∈ (0, ρˆ]. If there is a ρ˜ ∈ G ∩ (0, ρˆ] such that x(ρ˜)T x(ρ˜) = 1, then x(ρ˜) is a global minimizer of the
problem (1.1) by Theorem 2.1.
Example 3.1 (A Concave Minimization). Let us consider the following one-dimensional concave minimization problem
min P(x) = −1
12
x4 − x2 + x (3.2)
s.t. x2 ≤ 1.
We have P ′(x) = −13 x3 − 2x+ 1, P ′′(x) = −x2 − 2 < 0,∀x2 ≤ 1. Choosing ρˆ = 10, we solve the following equation in
{x2 < 1} (for the fixed point xˆ)
−1
3
x3 − 2x+ 1+ 10x = 0 (3.3)
to get xˆ = −0.1251. Next we solve the following backward differential equation
dx(ρ)
dρ
= x(ρ)
x2(ρ)+ 2− ρ , x(ρˆ) = −0.1251, ρ ≤ 10.
To find a parameter such that
x2(ρ) = 1
we get
ρ˜ = 10
3
,
which satisfies
P ′′(x)+ 10
3
> 0, ∀ −1 ≤ x ≤ 1.
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Let x
( 10
3
)
be denoted by x˜. Compute the solution of the following algebra equation
−1
3
x3 − 2x+ 1+ 10
3
x = 0, x2 = 1
to get x˜ = −1. It follows from Theorem 2.1 that x˜ = −1 is the global minimizer of P(x) over [−1, 1].
Remark 3.1. In this example, we solve a concave optimization problem by backward differential flows. By Theorem 2.1,
we see that if the flow intersects the boundary of the ball at x˜, then this point x˜ is a global minimizer. It is helpful to one’s
obtaining an exact solution of the global optimization problem.
Example 3.2 (A Non-Convex Minimization). We now consider a non-convex minimization problem
min P(x) = 1
3
x3 + 2x (3.4)
s.t. x2 ≤ 1.
Choosing ρˆ = √72, we solve the following equation in {x2 < 1} (for the fixed point)
x2 + 2+√72x = 0
to get xˆ = −2
4+3√2 . We also solve the following backward differential equation
x˙ = −x
2x+ t , t ≤
√
72,
x(
√
72) = −2
4+ 3√2 .
To find a parameter such that,
x2(ρ) = 1
we get
ρ˜ = 3,
which satisfies
P ′′(x)+ 3 = 2x+ 3 > 0, ∀ −1 ≤ x ≤ 1.
Let x(3) be denoted by x˜. Compute the solution of the following algebra equation
x2 + 2+ 3x = 0, x2 = 1
to get x˜ = −1. It follows from Theorem 2.1 that x = −1 is the global minimizer of P(x) over [−1, 1].
Remark 3.2. In this example, we see that a backward differential flow is also useful in solving a non-convex optimization
problem. For the global optimization problem, people usually compute the global minimizer numerically. Even in using
canonical duality method one has to solve a duality problem numerically. Nevertheless, the backward differential flow
directs us to a newway for finding a globalminimizer. Particularly, onemay expect an exact solution of the problemprovided
that the corresponding backward differential equation has an analytic solution.
4. An application in optimal control
In this section, we consider matrices A ∈ Rn×m, B ∈ Rn×m, c ∈ Rn×1, b ∈ Rm×1 and the symmetric and non-convexmatrix
G ∈ Rm×m. Suppose that G has p ≤ m distinct eigenvalues a1 < a2 < · · · < ap. We need the following assumption.
Basic assumption:
rank(BT , b) > rank(BT ).
We will solve the following optimal control problem:
(P ) min J(u) =
∫ T
0
[
cT x+ 1
2
uTGu− bTu
]
dt
s.t. x˙ = Ax+ Bu, x(0) = x0, t ∈ [0, T ], ‖u‖ ≤ 1.
We define a function φ(t, x) = ψT (t)x, where the continuously differentiable function ψ(t) is to be determined by the
following Cauchy boundary problem:
ψ˙(t) = −ATψ(t)+ c
ψ(T ) = 0.
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We have
J(u) =
∫ T
0
[
cT x+ 1
2
uTGu− bTu
]
dt
=
∫ T
0
[
(ψ˙(t)+ ATψ(t))T x+ 1
2
uTGu− bTu
]
dt
=
∫ T
0
[
ψ˙T (t)x+ ψ(t)TAx+ 1
2
uTGu− bTu
]
dt
=
∫ T
0
[
ψ˙T (t)x+ ψ(t)T (Ax+ Bu)− ψ(t)TBu+ 1
2
uTGu− bTu
]
dt
=
∫ T
0
[
ψ˙T (t)x(t)+ ψ(t)T x˙(t)− ψ(t)TBu+ 1
2
uTGu− bTu
]
dt
=
∫ T
0
[
φ˙(t, x(t))− ψ(t)TBu+ 1
2
uTGu− bTu
]
dt
= φ(T , x(T ))− φ(0, x(0))+
∫ T
0
[
1
2
uTGu− bTu− ψ(t)TBu
]
dt
= −φ(0, x(0))+
∫ T
0
[
1
2
uTGu− bTu− ψ(t)TBu
]
dt (4.1)
noting that ψ(T ) = 0 and x(0) = x0. Thus,
min J(u) = −φ(0, x(0))+min
∫ T
0
[
1
2
uTGu− bTu− ψ(t)TBu
]
dt.
Consequently, we deduce that, for t ∈ [0, T ], a.e., the optimal control
uˆ(t) = arg min
uT u≤1
[
1
2
uTGu− bTu− ψ(t)TBu
]
.
For each t ∈ [0, T ], we need to solve the following non-convex optimization
min
1
2
uTGu− (b+ BTψ(t))Tu
s.t. uTu ≤ 1.
It follows from the basic assumption rank(BT , b) > rank(BT ) that b + BTψ(t) 6= 0 for each t ∈ [0, T ]. By Example 2.1, for
each t ∈ [0, T ], we have
uˆ(t) = (G+ ρt I)−1[b+ BTψ(t)]
where the duality variable ρt > −a1 such that
(b+ BTψ(t))T (G+ ρt I)−2(b+ BTψ(t)) = 1.
With respect to ψ we define the function ρ(ψ) by the following equation
(b+ BTψ)T (G+ ρ(ψ)I)−2(b+ BTψ) = 1, (4.2)
ρ(ψ) > −a1. (4.3)
We have the analytic expression of the optimal control
uˆ = (G+ ρ(ψ(t))I)−1(b+ BTψ(t)),
where
ψ(t) = −eAT T
∫ T−t
0
e−A
T te−A
T sdsc = −eAT (T−t)
[∫ T−t
0
e−A
T sds
]
c.
Example 4.1. Consider the following optimal control problem:
(P ) min
∫ 1
0
[
x− 1
2
u2
]
dt
s.t. x˙ = x+ u,
x(0) = 0, t ∈ [0, 1], |u| ≤ 1.
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In this example we have
G = −1, c = 1, b = 0, A = 1, B = 1, T = 1
and
ψ(t) = −e1−t
∫ 1−t
0
e−sds = 1− e1−t 6= 0, (t 6= 1).
To find an optimal control, we solve
(ρ − 1)−2ψ2(t) = 1, ρ > 1
to get
ρ = 1+ |ψ(t)| = 1+ [e1−t − 1].
Finally, we get the analytic expression of the optimal control
uˆ(t) = (ρ − 1)−1[ψ(t)]
= (e1−t − 1)−1[1− e1−t ] = −1 (t 6= 1).
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