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Le groupe de Chow d’une surface de Chaˆtelet
sur un corps local
Chandan Singh Dalawat
0. L’e´nonce´ des re´sultats
Soit K une extension de degre´ fini du corps Qp des nombres p-adiques
(p nombre premier impair). De´signons par o l’anneau des entiers de K,
par m l’ideal maximal de o, par k = o/m le corps re´siduel de K et
par v : K× → Z la valuation normalise´e de K. Soient d ∈ K× non carre´
et e1, e2 ∈ K deux e´le´ments distincts non nuls.
Dans cette Note, on s’inte´resse aux K-surfaces X qui sont lisses,
projectives et K-birationnelles a` la surface affine d’e´quation
(1) y2 − dz2 = x(x− e1)(x− e2) ;
une telle surface est K(
√
d )-birationnelle au plan projectif. Dans la suite,
on note L = K(
√
d ).
Les surfaces de Chaˆtelet [2], [10] en fournissent des exemples ; elles sont
de´finies dans P(O(2)⊕O(2)⊕O)) (coordonne´es y : z : t) au-dessus de la
droite projective P1,K (coordonne´es x : x
′) par l’e´quation
(2) y2 − dz2 = xx′(x− e1x′)(x− e2x′)t2.
Ce sont des fibre´s en coniques au-dessus de P1,K avec quatre fibres
de´ge´ne´re´es au-dessus de 0, e1, e2 et ∞. Ces K-mode`les lisses projectifs des
surfaces (1) ont e´te´ construits dans [5].
A` la permutation de e1, e2 pre`s, on peut supposer que v(e2) ≥ v(e1).
En outre, si l’on a v(e2) > v(e1), le changement de variable x1 = x − e1
transforme l’e´quation (1) en
(3) y2 − dz2 = x1(x1 − e′1)(x1 − e′2)
avec e′1 = −e1, e′2 = e2 − e1 et l’on aura v(e′2) = v(e′1) ; on peut donc
supposer que v(e2) = v(e1), ce que nous faisons de´sormais. On pose alors
r = v(e1) = v(e2).
Nous de´signons par A0(X)0 le groupe des 0-cycles de degre´ 0 sur X,
modulo l’e´quivalence rationnelle [1], [9], [10]. Divers auteurs [4], [11]
ont cherche´ a` calculer explicitement ce groupe. Un re´sultat duˆ a` Colliot-
The´le`ne [7, prop. 4.7] se re´sume ainsi :
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PROPOSITION 1 (Colliot-The´le`ne). — Supposons que l’extension L est
non ramifie´e. Pour toute K-surface X lisse projective K-birationnelle a`
la surface (1), le groupe A0(X)0 est isomorphe
i) a` 0 si r est pair et v(e1 − e2) = r,
ii) a` Z/2Z si r est pair et v(e1 − e2) > r,
iii) a` (Z/2Z)2 si r est impair.
L’e´nonce´ de [7, prop. 4.7] normalisait les valuations de e1 et e2 par
v(e1) = 0 ou 1 et v(e2) ≥ 0, ce qui amenait a` conside´rer sept cas de
figure. Une de´monstration simplifie´e est donne´e au no 4. En effet, nous ne
distinguons que les trois cas de l’e´nonce´ (visiblement irre´ductible de l’un
a` l’autre).
Notre propos ici est de de´terminer le groupe A0(X)0 lorsque l’extension
L est ramifie´e (Proposition 2) et de calculer l’homomorphisme de restric-
tion A0(X)0 → A0(X′)0, ou` K′ est une extension de degre´ fini de K et
X′ = X×K K′ (Proposition 3).
Les deux principaux re´sultats de´montre´s ici sont donc les suivants :
PROPOSITION 2. — Supposons que l’extension L est ramifie´e. Pour toute
K-surface X lisse projective K-birationnelle a` la surface (1), le groupe
A0(X)0 est isomorphe
i) a` Z/2Z si e1/e2 ≡ 1 (mod. m) et e1 ∈ NL|K(L×),
ii) a` (Z/2Z)2 si e1/e2 ≡ 1 (mod. m) et e1 /∈ NL|K(L×),
iii) a` (Z/2Z)2 si e1/e2 6≡ 1 (mod. m).
La de´monstration est donne´e aux nos 5–8. (Noter que les trois conditions
sont en fait syme´triques en e1 et e2. Par ailleurs, les types ii) et iii) sont
K-birationnellement distincts (voir Remarque 10).)
Remarque 1 : Soient a et c deux e´le´ments de K, distincts de 0 et de 1.
On sait [7, prop. 4.6] que la surface X de´finie par le syste`me d’e´quations
(4)
{
a(dξ2 − ζ2) = (τ + η)(η + ν),
c(dξ2 − η2) = (τ + ζ)(ζ − ν),
(une surface de del Pezzo de degre´ 4) est K-birationnelle a` la surface (1)
avec e1 = ac et e2 = a+ c− 1. Par l’invariance birationnelle du groupe de
Chow de 0-cycles de degre´ 0 [3, prop. 6.3] (cf. no 3, th. 1), les propositions 1
et 2 de´terminent le groupe A0(X)0. Le re´sultat principal de Coombes et
Muder [6, the´ore`mes 4.4 et 4.5] calcule ce groupe dans le cas ou` L est non
ramifie´e, par une e´tude du Gal(K |K)-ensemble des droites trace´es sur (4),
K e´tant une cloˆture alge´brique de K (voir aussi [8, exemple 6.3]).
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PROPOSITION 3. — Soient K′ une extension finie de K, X une K-surface
lisse projective K-birationnelle a` la surface (1), et X′ = X ×K K′.
L’homomorphisme de restriction A0(X)0 → A0(X′)0 est trivial si le degre´
n = [K′ : K] est pair ; c’est un isomorphisme sinon.
La de´monstration est donne´e au no 9.
Remarque 2 : L’homomorphisme de corestriction A0(X
′)0 → A0(X)0
est toujours injectif pour de telles surfaces, quel que soit le degre´ n. C’est
meˆme un isomorphisme pour n impair, d’apre`s les propositions 1–3 et le
fait que le compose´ A0(X)0 → A0(X′)0 → A0(X)0 est la multiplication
par n (voir par exemple [9]). Si n est pair et si K′ contient
√
d, le groupe
A0(X
′)0 est nul car alors X
′ est K′-birationnelle a` P2 [1, p. 7.1]. L’e´nonce´
ge´ne´ral re´sulte d’une proposition communique´e a` l’auteur par Colliot-
The´le`ne ; elle permet par ailleurs de retrouver la prop. 3.
Je remercie Jean-Louis Colliot-The´le`ne pour m’avoir initie´ a` ce sujet et
pour ses conseils. Lorsque ce travail a e´te´ commence´, l’auteur be´ne´ficiait
d’une bourse du Gouvernement franc¸ais.
1. Des formulations e´quivalentes
Une reformulation des propositions 1 et 2 fait voir plus clairement
comment le groupe A0(X)0 de´pend du type de re´duction de la surface (1).
Supposons que L est non ramifie´e. Soient π une uniformisante de K et
εi les images dans k des ei/π
2m si r = 2m ou r = 2m+1 (cf. Remarque 5).
Conside´rons la k-cubique plane C et le point P sur C :
(5) C : y2 = x(x− ε1)(x− ε2) ; P = (ε1, 0).
La courbe C ne de´pend pas du choix de π, a` k-isomorphisme pre`s. Elle
est lisse si ε1 6= ε2 et singulie`re en P sinon ; P est un point double ordinaire
si ε1 = ε2 6= 0 et un point de rebroussement si ε1 = ε2 = 0.
PROPOSITION 4. — Supposons que l’extension L est non ramifie´e. Pour
toute K-surface X lisse projective K-birationnelle a` la surface (1), le groupe
A0(X)0 est isomorphe
i) a` 0 si P est un point re´gulier,
ii) a` Z/2Z si P est un point double ordinaire,
iii) a` (Z/2Z)2 si P est un point de rebroussement.
Il est clair que cette proposition est e´quivalente a` la prop. 1.
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Supposons maintenant que l’extension L est ramifie´e. Soit π une uni-
formisante de K telle que π ∈ NL|K(L×) et de´signons par ω : K× → k×
l’homomorphisme x 7−→ x/πv(x) (mod. m). Les normes NL|K(L×) sont
pre´cise´ment les x ∈ K× pour lesquels ω(x) ∈ k× est un carre´ (voir no 5).
Soient εi = ω(ei). La courbe C (5) est inde´pendante du choix de π, a`
k-isomorphisme pre`s, puisque v(e1) = v(e2). Elle est lisse si ε1 6= ε2 et
singulie`re au point P sinon ; c’est alors un point double ordinaire qui est
de´ploye´ si et seulement si l’e´le´ment ε1 = ε2 de k
× est un carre´.
Une fac¸on succincte d’e´noncer la prop. 2 est la suivante :
PROPOSITION 5. — Supposons que l’extension L est ramifie´e. Pour toute
K-surface X lisse projective K-birationnelle a` la surface (1), le groupe
A0(X)0 est isomorphe a` Z/2Z si le point P de la cubique C (5) est un
point double ordinaire de´ploye´ ; il est isomorphe a` (Z/2Z)2 sinon.
De´monstration de l’e´quivalence avec la prop. 2 : Dans les cas i) et ii),
cette courbe est singulie`re au point (ε1, 0) ; avec le changement de variable
x1 = x − ε1 pour que la singularite´ soit a` l’origine, le terme homoge`ne
de plus bas degre´ du polynoˆme de´finissant C est e´gal a` y2 − ε1x21 ; c’est
donc un produit de deux facteurs line´aires sur k si et seulement si ε1 est
un carre´ dans k×, ce qui e´quivaut a` dire que e1 ∈ NL|K(L×). Enfin, dans
le cas iii), la cubique C est lisse.
2. La me´thode de calcul
Elle est calque´e sur la me´thode de [7, prop. 4.7] et repose sur les quatre
the´ore`mes suivants :
THE´ORE`ME 1 (Colliot-The´le`ne et Coray [3, prop. 6.3]). — Le groupe
de Chow des 0-cycles de degre´ 0 sur une surface S lisse, projective,
absolument connexe sur un corps F est un invariant F-birationnel de S.
Ceci nous permet de ne de´montrer les propositions 1 et 2 que pour
les surfaces de Chaˆtelet ; on suppose de´sormais que X de´signe une telle
surface, donne´e par l’e´quation (2).
Notons O le point singulier de la fibre a` l’infini de la fibration en
coniques f : X→ P1 et conside´rons l’application
(6) γ : X(K)→ A0(X)0, γ(Q) = Q−O.
THE´ORE`ME 2 (Colliot-The´le`ne et Coray [3, th. C]). — Pour les surfaces
de Chaˆtelet sur un corps local nume´rique, l’application γ est surjective.
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Soit K une cloˆture alge´brique de K et posons X = X×K K. Le module
galoisien Pic(X) est un groupe commutatif libre de type fini. Notons S
le K-tore dont le Gal(K |K)-module de caracte`res est le groupe Pic(X) ;
on a S(K) = HomZ(Pic(X), K
×
). Colliot-The´le`ne et Sansuc ont construit
l’homomorphisme caracte´ristique
(7) ϕ : A0(X)0 → H1(K, S(K))
pour la de´finition duquel le lecteur est prie´ de se reporter a` [4].
THE´ORE`ME 3 (Colliot-The´le`ne et Sansuc [4, th. 5]). — Pour les surfaces
fibre´es en coniques au-dessus de la droite projective, l’homomorphisme ϕ
est injectif.
Une e´tude du Gal(K |K)-module Pic(X) fournit un isomorphisme
(cf. [11])
(8) ι : H1(K, S(K))→ (K×/NL|K(L×))2.
Notons h : K× → Z/2Z l’homomorphisme surjectif de noyau NL|K(L×) ;
on identifie ainsi le quotient K×/NL|K(L
×) a` Z/2Z.
La the´orie de la descente de [5] (cf. [11, no III, p. 33-11] et [7, p. 59])
donne une description explicite de la compose´e des applications (6)–(8) :
THE´ORE`ME 4 (Colliot-The´le`ne et Sansuc [5, no IV]). — L’application
compose´e θ = ι ◦ ϕ ◦ γ : X(K)→ (Z/2Z)2 est donne´e par la formule :
(9) θ(y : z : t ; x) =


(h(1), h(1)) = 0 si x =∞,
(h(e1e2), h(−e1)) si x = 0,
(h(e1), h(e1(e1 − e2)) si x = e1,
(h(x), h(x− e1)) sinon.
Comme tous les points d’une fibre de f : X(K) → P1(K) sont
des 0-cycles rationnellement e´quivalents, on a une application induite
f(X(K)) → (Z/2Z)2 encore note´e θ. D’apre`s les the´ore`mes 2 et 3,
l’homomorphisme ι ◦ ϕ identifie le groupe A0(X)0 a` θ(f(X(K))).
La partie f(X(K)) de P1(K) contient exactement 0, e1, e2, ∞ et les
x ∈ K× satisfaisant x(x− e1)(x− e2) ∈ NL|K(L×) (cf. e´quation (1)).
Remarque 3 : Soit N ⊂ f(X(K)) la partie contenant 0 et les x ∈ f(X(K))
tels que v(x) = r. Pour calculer l’image de f(X(K)) par θ, on peut se
restreindre a` N (i.e. θ(N) engendre le groupe ι ◦ ϕ(A0(X)0)) graˆce au
lemme suivant :
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LEMME 1. — On a θ(x) = 0 si v(x) < r et θ(x) = θ(0) si v(x) > r.
De´monstration : Comme, pour x ∈ f(X(K)) (distinct de 0, e1, e2 et ∞),
on a h(x) + h(x − e1) + h(x − e2) = 0, il suffit de ve´rifier que
h(x − ei) = h(x) si v(x) < r et h(x − ei) = h(−ei) si v(x) > r.
C’est clair si l’extension L est non ramifie´e car h est alors le compose´
K×
v−−→Z → Z/2Z ; lorsque L est ramifie´e, ceci re´sulte de ce que h se
factorise en K× → o× → k× → k×/k×2, le premier homomorphisme
e´tant x 7−→ x/πv(x) (mod. m), pour une uniformisante π de K telle que
π ∈ NL|K(L×) (cf. no 5).
En dernie`re analyse, de´montrer les propositions 1 et 2 revient a`
de´terminer θ(N).
3. Le cas non ramifie´
Dans ce no, on de´montre la prop. 1. Supposons donc que l’extension L
est non ramifie´e.
La partie N de K (Remarque 3) contient pre´cise´ment 0, e1, e2 et tous
les x ∈ K (distincts de 0, e1 et e2) satisfaisant v(x) = r pour lesquels
v(x(x− e1)(x− e2)) est pair. Il s’agit de calculer θ(N).
Le cas i) r est pair et v(e1 − e2) = r : L’image de 0, e1 et e2 par θ est
triviale ; pour tout autre x ∈ N, on a θ(x) = 0 si v(x− e1) = r ; supposons
donc que n = v(x− e1) est > r. Comme x− e2 = x− e1 + (e1 − e2), on a
v(x− e2) = r et comme x ∈ N, n doit eˆtre pair, d’ou` θ(x) = 0.
Le cas ii) r est pair et v(e1 − e2) > r : On pose n = v(e1 − e2). Si n
est impair, on a θ(e1) = (0, 1) et la preuve est termine´e car l’image de
tout e´le´ment de N est de la forme (0, ∗). Supposons donc que n est pair
et soit m un entier impair satisfaisant r < m < n ; on pose x = e1 + π
m,
ou` π est une uniformisante de K. Or x appartient a` N puisque v(x) = r,
v(x− e1) = m et v(x− e2) = m ; on a θ(x) = (0, 1).
Le cas iii) r est impair : On a θ(0) = (0, 1) et θ(e1) = (1, ∗).
(Il est a` noter que l’hypothe`se “ p 6= 2 ” n’a pas e´te´ utilise´e.)
4. Uniformisantes adapte´es
Les nos 5–8 sont consacre´s a` la de´monstration de la prop. 2.
Supposons donc que l’extension L est ramifie´e. Dans le pre´sent no, on
attache, au choix π d’une uniformisante de K telle que π ∈ NL|K(L×), une
application de re´duction ω : K→ k.
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Soit M la partie de N (Remarque 3) contenant pre´cise´ment e1 et les
x ∈ N tels que ω(x) 6= ω(e1).
Dans le no 6, on caracte´rise l’image ω(M) ⊂ k. Ensuite, au no 7, on
de´finit une certaine application θ : k → (Z/2Z)2 (11) et l’on de´termine le
sous-groupe engendre´ par θ(ω(M)). Bien que les applications θ et θ ◦ω ne
commutent pas sur N, elles le font sur M. Par bonheur, on constate que
θ(N) = θ(M) (no 8), achevant ainsi de de´montrer la prop. 2.
DE´FINITON 1. — On dira qu’une uniformisante π de K est adapte´e a` L si
π ∈ NL|K(L×).
LEMME 2. — Il existe toujours des uniformisantes adapte´es a` L. Pour une
telle uniformisante π, les normes NL|K(L
×) sont pre´cise´ment les x ∈ K×
pour lesquels x/πv(x) (mod. m) est un carre´ dans k×.
De´monstration : Soient ̟ une uniformisante de K et t un ge´ne´rateur du
groupe k×/k×2. A` l’aide de ̟, on identifie K×/K×2 a` Z/2Z × k×/k×2.
Alors NL|K(L
×)/K×2 s’identifie soit a` Z/2Z × {1}, soit a` {(0, 1), (1, t)} ;
dans le premier cas, l’uniformisante ̟ est adapte´e a` L et dans le second
u̟ (u ∈ o× relevant t) l’est.
Par exemple, lorsque K = Qp et d = p, on peut prendre π = p si
p ≡ 1 (mod. 4) et π = −p si p ≡ −1 (mod. 4).
Choisissons de´sormais une uniformisante π de K adapte´e a` L et
de´signons par ω : K× → k× l’homomorphisme x 7→ x/πv(x) (mod. m).
En posant ω(0) = 0, prolongeons-le en une application ω : K→ k.
Remarque 4 : L’homomorphisme compose´ K× → k× → k×/k×2 est
inde´pendant du choix de π car son noyau est e´gal a` NL|K(L
×) (lemme 2) ;
c’est la` l’homomorphisme h qui intervient dans (9).
Remarque 5 : Dans l’e´quation (1), on peut supposer sans perte de
ge´ne´ralite´ que d, e1 et e2 appartiennent a` o, que v(d) = 0 ou 1 et que
r = 0 ou 1. Si v(d) = 1, on peut meˆme supposer que r = 0 car l’extension
L = K(
√
d ) est alors ramifie´e. E´crivons en effet ei = π
rui, avec ui ∈ o×
et π une uniformisante de K adapte´e a` L. Soient a, b ∈ K× tels que
π−3r = a2−db2 (ce qui est possible puisque π ∈ NL|K(L×) ) ; le changement
de variables y1 = ay + dbz, z1 = az + by, x1 = π
−rx rame`ne (1) a`
(10) y21 − dz21 = x1(x1 − u1)(x1 − u2).
Par contre, lorsque l’extension L est non ramifie´e et r = 1, il n’existe
pas de fonctions x1, y1, z1 ∈ K(X) et d’unite´s u1, u2 ∈ o× satisfaisant la
relation (10) car le groupe de Chow est diffe´rent dans le cas iii) de la
prop. 1 de ce qu’il est dans les deux autres cas.
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LEMME 3. — Si x1, x2 ∈ K× ont la meˆme valuation et si ω(x1) 6= ω(x2),
on a ω(x1 − x2) = ω(x1)− ω(x2).
De´monstration : Posons n = v(xi) et e´crivons xi = uiπ
n (u1, u2 ∈ o×) ; on
a ω(xi) = ui (mod. m). Puisque ω(x1) 6= ω(x2), u1 − u2 est une unite´ et
par suite v(x1 − x2) = n. D’ou` : ω(x1 − x2) = u1 − u2 (mod. m).
5. Re´duction a` un proble`me combinatoire
Rappelons que M ⊂ N (no 5) contient pre´cise´ment e1 et les x ∈ N tels
que ω(x) 6= ω(e1) ; on a clairement ω(M) = ω(N).
On pose εi = ω(ei) ; on a ε2 ∈ ω(M), meˆme si e2 /∈ M.
LEMME 4. — La partie ω(M) ⊂ k contient pre´cise´ment tous les t ∈ k pour
lesquels t(t− ε1)(t− ε2) est un carre´.
(Autrement dit, ω(M) est l’image de l’ensemble des points rationnels
C(k) sur la cubique (5) par le morphisme x : C→ A1k.)
De´monstration : Si ω(x) (pour x ∈ M) est distinct de 0, ε1 et ε2, on a
ω(x− ei) = ω(x)− ω(ei) (lemme 3). Comme le premier membre de
ω(x(x− e1)(x− e2)) = ω(x)(ω(x)− ε1)(ω(x)− ε2)
est un carre´, ω(x) ve´rifie la condition de l’e´nonce´.
Inversement, si t ∈ k (distinct de 0, ε1 et ε2) ve´rifie cette conditon, on
pose x = uπr avec u ∈ o× relevant t ; on a ω(x−ei) = t−εi par le lemme 3,
si bien que x(x − e1)(x − e2) ∈ NL|K(L×), c’est-a`-dire que x ∈ M; on a
ω(x) = t.
LEMME 5. — Si ε1 = ε2, ω(M) contient tous les carre´s de k
×, et aucun
non carre´, a` l’exception e´ventuelle de ε1 = ε2.
De´monstration : C’est clair, d’apre`s le crite`re du lemme 4.
6. Re´solution du proble`me combinatoire
Dans ce no, on fait abstraction de l’origine du proble`me ; curieusement,
cela le rend plus concret.
Soit k un corps fini de caracte´ristique impair. On fixe, une fois pour
toutes, un e´le´ment non carre´ α ∈ k×.
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LEMME 6. — Pour ε ∈ k×, il existe toujours un ξ ∈ k× tel que ξ2− ε soit
non carre´, sauf si k = F3 et ε = 1.
De´monstration : Conside´rons la conique ξ2 − εζ2 = αη2 dans le plan P2,k
de coordonne´es homoge`nes ξ : η : ζ ; elle posse`de q + 1 points k-rationnels
(ou` q = Card(k)) dont aucun n’est sur la droite ζ = 0 et aucun sur la
droite η = 0 non plus si ε n’est pas un carre´.
Les trois lemmes qui suivent sont des conse´quences directes de ce que
tout espace homoge`ne principal E sous une k-courbe abe´lienne est trivial,
c’est-a`-dire que E(k) 6= Ø. En effet, dans chaque cas, les e´quations a`
re´soudre (rendues homoge`nes) de´finissent une courbe E lisse, projective,
absolument connexe, intersection de deux quadriques dans P3 ; c’est
donc un espace homoge`ne principal sous sa jacobienne. Les hypothe`ses
supple´mentaire sont la` pour s’assurer que les points rationnels de cette
courbe sont tous dans l’ouvert ξηζλ 6= 0; si (ξ : η : ζ : 1) ∈ E(k), ξ, η, ζ
re´pondent a` la question.
LEMME 7. — Soient δ21 et δ
2
2 des e´le´ments distincts de k
×. Il existe
ξ, η, ζ ∈ k× tels que αξ2 − δ21 = η2 et αξ2 − δ22 = αζ2.
LEMME 8. — Soient δ21 et αδ
2
2 des e´le´ments de k
×. Supposons que δ21−αδ22
est un carre´. Il existe alors ξ, η, ζ ∈ k× tels que ξ2 − δ21 = αη2 et
ξ2 − αδ22 = αζ2.
LEMME 9. — Soient αδ21 et αδ
2
2 des e´le´ments distincts de k
×. Supposons
que −1 n’est pas un carre´ dans k×. Il existe alors ξ, η, ζ ∈ k× tels que
ξ2 − αδ21 = αη2 et ξ2 − αδ22 = αζ2.
Comme il a e´te´ dit, ces trois lemmes re´sultent de ce que les e´quations qui
interviennent, rendues homoge`nes, de´finissent une courbe de genre 1 sur le
corps fini k dont aucun point k-rationnel n’est sur les axes de coordonne´es.
Soient maintenant ε1, ε2 des e´le´ments (distincts ou non) de k
× et
ε1,2 = ε1 − ε2 si ε1 6= ε2, arbitraire dans k× sinon. De´finissons une
application θ : k → (Z/2Z)2 par la formule (a` comparer avec (9)) :
(11) θ(t) =


([ ε1ε2 ], [−ε1 ]) si t = 0,
([ ε1 ], [ ε1ε1,2 ]) si t = ε1,
([ t ], [ t− ε1 ]) sinon,
ou` [ ] : k× → Z/2Z est le quotient modulo les carre´s.
Soit Ω la partie de k contenant tous les t ∈ k pour lesquels t(t−ε1)(t−ε2)
est un carre´ (cf. lemme 4).
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LEMME 10. — Si ε1 = ε2 et si c’est un carre´, alors θ(Ω) engendre le
sous-groupe {0} × Z/2Z.
De´monstration : L’ensemble Ω contient tous les carre´s de k× et ne contient
aucun non carre´ (cf. lemme 5) ; il est donc clair qu’un e´le´ment du type (1, ∗)
ne peut pas appartenir a` θ(Ω).
Si k = F3 et ε1 = 1, on a θ(0) = (0, 1) (comme quoi, le petit ze´ro sert a`
quelque chose). Sinon, le lemme 6 fournit un ξ ∈ k× tel que ξ2 − ε1 soit
non carre´ ; on a alors ξ2 ∈ Ω et θ(ξ2) = (0, 1).
LEMME 11. — Si ε1 = ε2 et si ce n’est pas un carre´, alors θ(Ω) engendre
le groupe (Z/2Z)2.
De´monstration : On a θ(ε1) = (1, ∗). D’autre part, le lemme 6 fournit un
ξ ∈ k× tel que ξ2 − ε1 soit non carre´ ; on a alors ξ2 ∈ Ω (cf. lemme 5) et
θ(ξ2) = (0, 1).
LEMME 12. — Supposons maintenant que ε1 6= ε2. Alors θ(Ω) engendre le
groupe (Z/2Z)2.
De´monstration : Il y a quatre cas a` conside´rer.
• ε1, ε2 sont tous deux des carre´s. Alors le lemme 7, applique´ au couple
(ε1, ε2), fournit un ξ1 ∈ k× tel que αξ21 ∈ Ω et que θ(αξ21) = (1, 0) ; le meˆme
lemme, applique´ au couple (ε2, ε1), fournit un ξ2 ∈ k× tel que αξ22 ∈ Ω et
que θ(αξ21) = (1, 1)
• ε1 est un carre´, ε2 ne l’est pas. On a θ(0) = (1, ∗). Si ε1 − ε2 n’est
pas un carre´ dans k×, on a θ(ε1) = (0, 1). Sinon, le lemme 8 fournit un
ξ ∈ k× tel que ξ2 ∈ Ω et que θ(ξ2) = (0, 1).
• ε1 n’est pas un carre´, ε2 en est un. On a θ(0) = (1, ∗). Si ε2 − ε1
n’est pas un carre´ dans k×, on a θ(ε2) = (0, 1). Sinon, le lemme 8 fournit
un ξ ∈ k× tel que ξ2 ∈ Ω et que θ(ξ2) = (0, 1).
• ε1, ε2 sont tous deux des non carre´s. On a θ(ε1) = (1, ∗). Si −1 est
un carre´ dans k×, on a θ(0) = (0, 1). Sinon, le lemme 9 fournit un ξ ∈ k×
tel que ξ2 ∈ Ω et que θ(ξ2) = (0, 1).
7. Le cas ramifie´
Nous allons utiliser les re´sultats du no 7 avec ε1 = ω(e1), ε2 = ω(e2),
ε1,2 = ω(e1 − e2) dans la de´finition (11) de θ et Ω = ω(M) (cf. no 6), ce
qui est loisible graˆce au lemme 4.
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LEMME 13. — Les applications θ et θ ◦ ω co¨ıncident sur M ⊂ N.
De´monstration : C’est clair d’apre`s le lemme 3 et les de´finitions.
Re´sumons d’abord les re´sultats du calcul de θ(Ω) dans les trois cas :
Le cas i) e1/e2 ≡ 1 (mod. m) et e1 ∈ NL|K(L×) : Dans ce cas on a
ε1 = ε2 et cet e´le´ment est un carre´ dans k
×. Le lemme 10 affirme alors
que θ(Ω) engendre le sous-groupe {0} × Z/2Z.
Le cas ii) e1/e2 ≡ 1 (mod. m) et e1 /∈ NL|K(L×) : Ici ε1 = ε2, mais ce
n’est pas un carre´. Le lemme 11 affirme que θ(Ω) contient (0, 1) et (1, ∗).
Le cas iii) e1/e2 6≡ 1 (mod. m) : Ici ε1 et ε2 sont distincts. Il a e´te´
de´montre´ au lemme 12 que θ(Ω) engendre le groupe (Z/2Z)2.
Pour terminer la de´monstration de la prop. 2, il suffit de remarquer
qu’un e´le´ment x ∈ N qui n’est pas dans M (donc tel que ω(x) = ε1) a
pour image θ(x) = (0, ∗) dans le cas i).
Remarque 6 : Les courbes de genre 1 qui interviennent dans la
de´monstration du cas iii) admettent un morphisme vers la courbe
abe´lienne (5) qui s’e´crit x = αξ2, y = αξηζ si ε1, ε2 sont tous deux des
carre´s et x = ξ2, y = αξηζ sinon (avec les notations des lemmes 7–9.)
Remarque 7 : C’est le groupe A0(X)0 qui est un invariant birationnel de
X (no 3, th. 1) et non le plongement A0(X)0 → (Z/2Z)2. En effet, soient
e′1, e
′
2 ∈ K× des e´le´ments tels que ω(−e′1) soit un carre´ et v(e′1) < v(e′2).
Pour la surface de Chaˆtelet Y (cf. (2)) :
y2 − dz2 = xx′(x− e′1x′)(x− e′2x′)t2,
l’image de A0(Y)0 est e´gale a` Z/2Z× {0} ; par contre, en se ramenant au
cas i) de la prop. 2 par le changement de variable x1 = x− e′1, on trouve
{0} × Z/2Z comme image de A0(X)0, X e´tant la surface de Chaˆtelet (2)
avec e1 = −e′1, e2 = e′2 − e′1.
8. L’homomorphisme de restriction
Dans ce no, nous de´montrons la prop. 3, par une division assez naturelle
en quatre cas suivant le type de ramification de L et de K′. Comme dans
les de´monstrations des propositions 1 et 2, on peut supposer que X est
une surface de Chaˆtelet, donne´e par l’e´quation (2).
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Si d est un carre´ dans K′, la surface X′ = X×K K′ est K′-birationnelle
a` P2 et A0(X
′)0 = 0 [1, p. 7.1]. Comme le degre´ [K
′ : K] est alors pair,
la prop. 3 dit que l’homomorphisme A0(X)0 → A0(X′)0 est nul, ce qui est
trivialement vrai. On va supposer donc que d n’est pas un carre´ dans K′
non plus.
L’extension quadratique L′ = K′(
√
d ) de K′ est ramifie´e si et seulement
si v′(d) est impair, ou` v′ est la valuation normalise´e de K′. Il lui correspond
un homomorphisme surjectif h′ : K′× → Z/2Z de noyau NL′|K′ . Comme
nous allons le voir, tout revient a` la de´termination de la restriction h′ |K× .
Relativement a` X′ sur K′, on de´signe par N′ ⊂ K′ l’analogue de
l’ensemble N (Remarque 3) pour X sur K et par θ′ : X′(K′) → (Z/2Z)2
l’analogue de l’application (9), ainsi que l’application qu’il induit sur N′.
Abre´geons A0(X)0 en A et A0(X
′)0 en A
′. On dispose des applications
θ : N → A et θ′ : N′ → A′ dont les images engendrent (Remarque 3) ces
groupes, et de l’inclusion N ⊂ N′. Il s’agit de calculer l’image de θ′ |N.
Il est clair qu’on peut supposer que l’extension K′ |K est ou bien non
ramifie´e, ou bien totalement ramifie´e.
• Supposons que les extensions L et K′ de K sont non ramifie´es.
De´monstration : Dans ce cas, le degre´ [K′ : K] ne peut pas eˆtre pair puisque
nous avons suppose´ que K′ est line´airement disjointe de L. L’extension L′
de K′ est non ramifie´e et comme v′ |K× = v, on a θ′ |N = θ. Par suite,
l’application A→ A′ est un isomorphisme.
Remarque 8 : D’apre`s la prop. 1, le groupe A0(X
′)0 “ reste le meˆme ”
que A0(X)0 lorsqu’on passe de K a` une extension non ramifie´e K
′, qu’elle
soit de degre´ pair ou impair.
• Supposons que l’extension L est non ramifie´e et que K′ est ramifie´e.
De´monstration : L’extension L′ de K′ est non ramifie´e. Comme la restric-
tion de θ′ a` N est θ si [K′ : K] est impair (puisqu’alors v′(x) a la meˆme
parite´ que v(x), quel que soit x ∈ K×) et 0 sinon (car v′(x) est pair quel
que soit x ∈ K×), la prop. 3 est de´montre´e dans ce cas.
Remarque 9 : Noter que, d’apre`s la prop. 1, A0(X)0 “ reste le meˆme ”
quand on passe de K a` K′ sauf si on est dans le cas iii) (de la prop. 1) au
de´part et si [K′ : K] est pair, auquel cas A0(X)0 est change´ de (Z/2Z)
2 en 0
si v(e1−e2) = r (bonne re´duction potentielle) et en Z/2Z si v(e1−e2) > r
(re´duction multiplicative potentielle).
• Supposons que l’extension L est ramifie´e et que K′ ne l’est pas.
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De´monstration : L’extension quadratique L′ de K′ est ramifie´e. Soit π une
uniformisante de K adapte´e a` l’extension L ; π est alors une uniformisante
de K′ et elle est adapte´e a` L′ (comme π ∈ NL|K(L×), il appartient aussi a`
NL′|K′(L
′×)).
On note ω′ : K′× → k′× l’homomorphisme attache´ a` l’uniformisante π
(cf. no 5). On associe a` ε1 = ω
′(e1), ε2 = ω
′(e2) et ε1,2 = ω
′(e1 − e2) une
application θ
′
: k′ → (Z/2Z)2 de la meˆme manie`re que θ l’avait e´te´ (no 7)
a` ε1 = ω(e1), ε2 = ω(e2) et ε1,2 = ω(e1 − e2).
Notons Ω = ω(M) et Ω′ = ω′(M′), ou` M′ ⊂ N′ contient pre´cise´ment
e1 et les x ∈ N′ tels que ω′(x) 6= ω(e1) (cf. nos 6 et 8). On a l’inclusion
Ω ⊂ Ω′ et les diagrammes
M′
θ′−−−→ A′ M′ ω
′
−−−→ Ω′ θ
′
−−−→ A′x
x
x
x
M
θ−−−→ A M ω−−−→ Ω
sont commutatifs. L’image de M → A′ se calcule donc via θ′ ◦ ω. Mais la
restriction de θ
′
a` Ω est e´gale a` 0 si [K′ : K] est pair (car k× ⊂ k′×2) et a`
θ sinon (car k′×2 ∩ k× = k×2), d’ou` la prop. 3 dans ce cas.
Remarque 10 : Noter que, d’apre`s la prop. 2, A0(X)0 “ reste le meˆme ”
quand on passe de K a` K′ sauf si on est dans le cas ii) (de la prop. 2) au
de´part et si [K′ : K] est pair, auquel cas il est change´ de (Z/2Z)2 en Z/2Z
(potentiellement re´duction multiplicative de´ploye´e).
• Supposons que les extensions L et K′ sont toutes deux ramifie´es.
De´monstration : Conside´rons d’abord le cas ou` n = [K′ : K] est impair.
L’extension L′ de K′ est alors ramifie´e. La restriction de h′ a` K× est h : il
suffit de faire voir que h′ |K× n’est pas nulle. Prenons une uniformisante ̟
de K qui n’est pas adapte´e a` L, c’est-a`-dire telle que ̟ /∈ NL|K(L×). Alors
̟ /∈ NL′|K′(L′×), car sinon ̟n = NK′|K(̟) appartiendrait a` NL′|K(L′×)
et a fortiori a` NL|K(L
×), mais h(̟n) = nh(̟) = 1. Comme h′(̟) = 1, la
restriction de h′ a` K× n’est pas nulle et l’on a bien h′ |K× = h. Par suite,
l’application A→ A′ est surjective.
Si n = [K′ : K] est pair, l’extension L′ de K′ est non ramifie´e. Comme
v′(x) est pair quel que soit x ∈ K×, on a θ′(M) = 0 et l’application A→ A′
est nulle.
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Remarque 11 : Si l’extension K′ |K est de degre´ pair, le groupe A0(X)0
“ reste le meˆme ” quand on passe de K a` K′ si on est dans le cas i)
(de la prop. 2) au de´part. Il est change´ de (Z/2Z)2 en 0 dans le cas iii)
(bonne re´duction potentielle) et en Z/2Z dans le cas ii) (potentiellement
re´duction multiplicative).
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