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1 Introduction
The quantum graph state[1] is a pure quantum n-qubit state whose joint stabilizer can be
written using a symmetric matrix whose elements are Pauli matrices. The Pauli matrices
are:
I =
(
1 0
0 1
)
, X =
(
0 1
1 0
)
, Z =
(
1 0
0 −1
)
, Y = iXZ,
where i =
√−1. More precisely, in [1], graph states in n qubits are defined as the unique,
common eigenvector in (C2)n to the set of independent commuting observables:
Ka = XaZNa = Xa
∏
b∈Na
Zb
where Aa = I ⊗ I ⊗ · · · ⊗A⊗ I ⊗ · · · ⊗ I, Na are the neighbours of a in the associated graph
(see below), and where the eigenvalues to the observables Ka are +1 for all a = 0, . . . , n− 1.
A natural generalisation is given by
Ka = σaZNa = σa
∏
b∈Na
Zb
where σ ∈ {X, Y }. For the mixed graph states of this paper we require this extra generality.
We represent a pure quantum graph state by a simple graph, hence the name graph
state. For instance, for n = 3, the simple graph with vertices V = {0, 1, 2} and edges
E = {01, 02} has an adjacency matrix A =
 0 1 11 0 0
1 0 0
 and can be used to represent the
pure quantum state of 3 qubits that is jointly stabilized (with eigenvalue 1) by X ⊗ Z ⊗ Z,
Z⊗X⊗I, and Z⊗I⊗X. This set of n = 3 joint stabilizers can be written in matrix form as
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A = iI3?A ? XI3 ? ZA =
 1 1 11 1 1
1 1 1
 ?
 X I II X I
I I X
 ?
 I Z ZZ I I
Z I I
 =
 X Z ZZ X I
Z I X
,
where ‘? is the element-wise product, I3 is the 3 × 3 identity, and the connection with the
adjacency matrix, A, should be clear. As another example, for A =
 0 1 11 1 1
1 1 1
, we get
A = iI3?A ? XI3 ? ZA =
 1 1 11 i 1
1 1 i
 ?
 X I II X I
I I X
 ?
 I Z ZZ Z Z
Z Z Z
 =
 X Z ZZ Y Z
Z Z Y
.
As the system is stabilized by any of the n matrix rows, it is therefore also stabilized
by any product of the rows. In general, this set of stabilizers forms a stabilizer code with
2n elements, i.e. a stabilizer group, S. For instance, for A =
 0 1 11 0 0
1 0 0
, we have that
(X ⊗ Z ⊗ Z)(Z ⊗ X ⊗ I) = (Y ⊗ Y ⊗ I) is also a joint stabilizer of our graph state, as is
(Z ⊗ I ⊗X)(X ⊗ Z ⊗ Z)(Z ⊗X ⊗ I) = −(X ⊗ Y ⊗ Y ).
Given the matrix A of stabilizers the implicit assumption above is that these elements
are stabilizing a pure quantum state, i.e. that the n qubits are not entangled with an
environment. Given this assumption then the rows of A must commute, otherwise they
cannot define (stabilize) an n-qubit pure state. Let |ψ〉 be this pure state and let U be any
row of A. Then U |ψ〉 = |ψ〉, where |ψ〉 is unique, the density matrix of the graph state is
ρ = |ψ〉 〈ψ|, and UρU † = ρ.
Lemma 1 Let ρ = |ψ〉 〈ψ| be the density matrix of a pure graph state, and U as above.
Then, as U is taken over all rows of A, then UρU † = ρ determines ρ uniquely up to local
Pauli unitary equivalence.
Proof. Since U is a tensor product of local Pauli matrices, U |ψ〉 〈ψ|U † = |ψ〉 〈ψ| implies
U |ψ〉 = ± |ψ〉. This means that |ψ〉 is a common eigenvector of the set of matrices, U , with
eigenvalue ±1. Let P be an n-fold tensor product of Pauli matrices. Then it is straightfor-
ward that UPρP †U † = PUρU †P † = PρP †, so |ψ〉 is defined by U up to local Pauli unitary
equivalence. 
The symmetric matrix A is completely characterised, up to, but not including, commu-
tation, by A4 = A + ωIn, where A4 is an additive matrix over F4, In is the n × n identity
matrix, ω is a primitive generator of F4, i.e. ω3 = 1, and where I → 0, Z → 1, X → ω,
Y → ω2. For instance, for A =
 0 1 11 1 1
1 1 1
, A4 =
 ω 1 11 ω2 1
1 1 ω2
. The set of 2n sta-
bilizers then become the set of 2n codewords of an F4 additive code (where multiplication
of rows of A becomes F4 addition of rows of A4). This code is self-dual with respect to
the Hermitian inner product because the matrix is symmetric with ω or ω2 on the diagonal.
Observe, however, that this map from stabilizers to F4 does not take into account matrix
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commutation as it does not capture the minus sign of, for instance, XZ = −ZX, as this
translates to w.1 = 1.w.
In this paper we define and characterise mixed graph states, by considering square ma-
trices A that are not, in general, symmetric. In previous work [3] the resulting F4-additive
codes (not, in general, self-dual) have been classified and referred to as directed graph codes.
For instance, the adjacency matrix A =
 0 1 00 0 1
0 1 0
 is not symmetric and describes a mixed
graph 1 comprising an undirected edge 12, and a directed edge 0→ 1.
As before we can map such a matrix to a matrix of stabilizers, thus:
A =
 X Z II X Z
I Z X
 .
But what is a natural quantum interpretation of such a matrix? Rows 0 and 2, and 1
and 2 commute, but rows 0 and 1 anti-commute. A quantum interpretation is only possible
if all rows pairwise commute, so we choose to extend the rows by extra columns until the
rows pairwise commute. Implicit in this column extension choice is the assumption that we
add environmental qubits as opposed to, more generally, qudits or continuous variables.
In this paper we show how such matrices can define a class of mixed states, which we
call mixed graph states. The products of the rows of the matrix still form a group, S, up to
a global constant, but now the group does not have a joint eigenvector, i.e. we don’t have a
pure state, since some of the rows anti-commute.
Due to anti-commutativity, some of the elements of the group are only defined up to a
global constant of ±1 (there is no natural ordering on the rows of A). For instance, for the
matrix A associated with our example above, (X ⊗Z⊗ I)(I ⊗X ⊗Z) = −(I ⊗X ⊗Z)(X ⊗
Z ⊗ I), as the two rows anti-commute. So S contains ±i(X ⊗ Y ⊗ Z).
We can than define a density matrix, ρ, which is stabilized by all members of S. Specifi-
cally,
sρs† = ρ ∀s ∈ S.
More generally, ρ is stabilized by any αs, where |α| = 1, which is why we don’t have to
concern ourselves with global phase constants in members of S.
Throughout this paper we define the pure state vectors using a Boolean function no-
tation [5]. Specifically, we associate with our n-qubit graph state an n-variable homoge-
neous generalised quadratic Boolean function p : Fn2 → Z4, where p(x0, x1, . . . , xn−1) =∑
j<k 2Ajkxjxk +
∑
j Ajjxj, and A is the modified adjacency matrix of our graph state with
1A mixed graph is a graph where some of the edges may be directed. In contrast, all edges of a directed
graph are directed.
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elements Ajk, defined as Ajk =

Γjk , j 6= k
0 , j = k and σj = X
1 , j = k and σj = Y
, with Γ the adjacency matrix of
the graph. Then one can write the graph state |ψ〉 as |ψ〉 = 2−n2 ip.
In later sections, we refer to the nodes where σj = X as white nodes, and to the nodes
where σj = Y as red nodes.
Example 1 We show here the mixed graph state associated with the directed triangle:
0 1
2
The stabilizer group S is generated, up to ±1 constants, by:
X ⊗ Z ⊗ I
I ⊗X ⊗ Z
Z ⊗ I ⊗X
Because some of the rows of A anti-commute, instead of commute, there is no pure quantum
state |ψ〉 such that (X ⊗ Z ⊗ I) |ψ〉 = (I ⊗X ⊗ Z) |ψ〉 = (Z ⊗ I ⊗X) |ψ〉 = |ψ〉.
Instead we can associate S with the mixed graph state whose density matrix is:
ρ0 =
1
8

1 0 0 i 1 0 0 −i
0 1 i 0 0 −1 i 0
0 −i 1 0 0 i 1 0
−i 0 0 1 −i 0 0 −1
1 0 0 i 1 0 0 −i
0 −1 −i 0 0 1 −i 0
0 −i 1 0 0 i 1 0
i 0 0 −1 i 0 0 1

.
We will discuss in later sections how we obtain this density matrix. It is easy to check that
(X⊗Z⊗ I)ρ0(X⊗Z⊗ I)† = (I⊗X⊗Z)ρ0(I⊗X⊗Z)† = (Z⊗ I⊗X)ρ0(Z⊗ I⊗X)† = ρ0.
ρ0 is not the unique mixed graph state associated with S, however: Other density matrices
ρj such that
(X ⊗Z⊗ I)ρj(X ⊗Z⊗ I)† = (I ⊗X ⊗Z)ρj(I ⊗X ⊗Z)† = (Z⊗ I ⊗X)ρj(Z⊗ I ⊗X)† = ρj
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are:
ρ1 =
1
8

1 0 1 0 0 i 0 −i
0 1 0 1 −i 0 i 0
1 0 1 0 0 i 0 −i
0 1 0 1 −i 0 i 0
0 i 0 i 1 0 −1 0
−i 0 −i 0 0 1 0 −1
0 −i 0 −i −1 0 1 0
i 0 i 0 0 −1 0 1

, ρ2 =
1
8

1 1 0 0 0 0 i −i
1 1 0 0 0 0 i −i
0 0 1 −1 i i 0 0
0 0 −1 1 −i −i 0 0
0 0 −i i 1 1 0 0
0 0 −i i 1 1 0 0
−i −i 0 0 0 0 1 −1
i i 0 0 0 0 −1 1

There are also another 3 matrices which are locally equivalent to these 3 (see lemma 24).
Thus we define the mixed graph state associated to the graph as
ρ =
5∑
i=0
cjρj
where cj ≥ 0,
∑5
j=0 cj = 1, i.e. the convex sum of these density matrices. Note that,
although only at most 3 of them are locally inequivalent, we include them all in the general
sum ρ, since changing ρj for a locally equivalent ρ
′
j does not necessarily give local equivalence
in ρ.
Each of the ρj can be associated with a pure graph state in 4 qubits. For instance
ρ0 =
1
2
∣∣i2(x0x2+x1x2)+x2〉 〈i2(x0x2+x1x2)+x2∣∣+ 1
2
∣∣i2(x0x2+x1x2+x1+x2)+x2〉 〈i2(x0x2+x1x2+x1+x2)+x2∣∣
is the density matrix resulting from a measurement of qubit 3 of the pure graph state
i2(x0x2+x1x2+x1x3+x2x3)+x2 (in terms of Boolean functions, this would correspond to the evalua-
tion of x3 at 0 and 1). Similarly, ρ1 and ρ2 are the density matrices resulting from a measure-
ment of qubit 3 of the pure graph states i2(x0x1+x0x3+x2x3+x0)+x2 and i2(x0x1+x1x2+x0x3+x1x3)+x1 ,
while the remaining ρj will be given by the addition of linear terms to the polynomial.
2 Mixed graph states
To recap, a matrix such as A =
 X Z II X Z
I Z X
 has rows that are not fully pairwise com-
muting, but can still be interpreted as a quantum object by making it part of a larger fully
commuting matrix, i.e. where we choose the environment appropriately, and this will imply
that our quantum object is a mixed state, in fact a mixed graph state (in this paper, we limit
our study to the addition of environmental qubits as opposed to, more generally, qudits).
Let G be the mixed graph defined by adjacency matrix A, and Gb the undirected graph
that has adjacency matrix Γ = A + AT . Thus Gb is the simple graph obtained from G by
erasing all undirected edges of G and making all directed edges of G undirected.
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What is the minimum number of columns, e, necessary to append to A so as to make
all rows pairwise commute? We can then add the same number, e, of rows to the matrix
so as to make it square again, making sure that all resultant rows pairwise commute with
the previous rows and with each other. For instance, we can extend our example by e = 1
columns and rows to get A′ =
 A ZXI
Z I I X
 =
 X Z I ZI X Z XI Z X I
Z I I X
, which is fully
commuting. So for this example the minimum number of columns and rows necessary to
make the matrix fully commuting was e = 1. Finally, as this matrix is fully commuting we
can, by suitable row multiplications, recover its graph form Ae =
 X Z I ZZ X Z II Z X I
Z I I X
.
We consider the pure graph state described by Ae to be a parent graph state, being a
parent of the mixed graph state described by A. We then denote the resultant mixed state
given by tracing out the environmental qubits as its child.
For our example, A =
 X Z II X Z
I Z X
, we have A =
 0 1 00 0 1
0 1 0
, and the minimum
number of columns and rows necessary to add to A to make it fully commuting is
e =
1
2
rank(Γ) =
1
2
rank
 0 1 01 0 0
0 0 0
 = 1
In general:
Lemma 2 (special case of [4]) The minimum number, e, of columns and rows required
to be added to A to make its rows pairwise fully commuting is given by
e =
1
2
rank(Γ). (1)
We refer to e as the mixed rank.
For our example we extended to a 4-qubit pure graph parent state where the 4th qubit
is part of the environment. This pure graph state can be written using Boolean function
notation as
|ψ〉e =
1
4
(−1)x0x1+x0x3+x1x2 = 1
4
(1, 1, 1,−1, 1, 1,−1, 1, 1,−1, 1, 1, 1,−1,−1,−1)T .
Tracing out the 4th qubit, means summing the projectors obtained by fixing x3 = 0 and 1,
respectively. We obtain the projectors |φ0〉〈φ0| and |φ1〉〈φ1|, where |φ0〉 = 1√8(−1)x0x1+x1x2 ,
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|φ1〉 = 1√8(−1)x0x1+x1x2+x0 , and
ρ = |φ0〉〈φ0|+ |φ1〉〈φ1|
= 1
8

1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 1
−1 −1 −1 1 −1 −1 1 −1
1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 1
−1 −1 −1 1 −1 −1 1 −1
1 1 1 −1 1 1 −1 1
+ 18

1 −1 1 1 1 −1 −1 −1
−1 1 −1 −1 −1 1 1 1
1 −1 1 1 1 −1 −1 −1
1 −1 1 1 1 −1 −1 −1
1 −1 1 1 1 −1 −1 −1
−1 1 −1 −1 −1 1 1 1
−1 1 −1 −1 −1 1 1 1
−1 1 −1 −1 −1 1 1 1

= 1
4

1 0 1 0 1 0 −1 0
0 1 0 −1 0 1 0 1
1 0 1 0 1 0 −1 0
0 −1 0 1 0 −1 0 −1
1 0 1 0 1 0 −1 0
0 1 0 −1 0 1 0 1
−1 0 −1 0 −1 0 1 0
0 1 0 −1 0 1 0 1
 .
So we can interpret the stabilizer matrix A as representing the mixed quantum state ρ.
However this is not a complete interpretation for two reasons:
• One can extend by more than one column/row and still obtain a fully commuting
matrix.
• The matrix A can be extended in multiple ways, leading to multiple, possibly inequiv-
alent, mixed states ρ.
We shall, initially, avoid the first issue by stipulating that we only extend by the minimum
possible number, e, of columns/rows, as given by (1). This is compatible with the pure graph
state formulation as e = 0 forces the state to be pure. As an example of the second issue, ob-
serve that it is equally valid to extend A to A′ =
 A XZI
I Z I X
 =
 X Z I XI X Z ZI Z X I
I Z I X

from which, by multiplicative row operations, we obtain Ae =
 X I I II X Z ZI Z X I
I Z I X
. It is
clear (since the former is a connected graph and the latter is not) that the parent graph
state described by this Ae is locally inequivalent to the previous parent. Therefore the resul-
tant mixed state, ρ = |φ0〉〈φ0|+ |φ1〉〈φ1|, obtained by tracing out the 4th qubit, is different
from the previous mixed state. In general we shall have multiple parent graph states leading
to multiple density matrices, so our overall density matrix shall be a convex sum of these
density matrices.
Define the codespace (i.e. the stabilizer group S) of the n × n matrix, A, to be the 2n
stabilizers formed by products of one or more of the rows of A - remember that, as some
of the rows of A anti-commute, some of the members of S are only defined up to a global
multiplicative constant of ±1. Likewise, the codespace of Ae comprises 2n+e stabilizers, but
now all rows of Ae commute so the global constant is always 1.
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We refer to H = 1√
2
(
1 1
1 −1
)
as the Hadamard matrix, and to N = 1√
2
(
1 i
1 −i
)
as
the negaHadamard matrix. Both are unitary.
Lemma 3 The Pauli group, {I,X, Z, Y }, is conjugated (up to a factor of ±1) by the group
generated by {I,H,N}. Specifically,
I H N N2 NH HN
X X Z −Y Z X Y
Z Z X X −Y −Y Z
Y Y −Y −Z −X Z −X
For instance, X = HZH†, −Z = NYN †, and −X = N2Y (N2)†. Lemma 3 implies that, by
conjugation, to within a factor of ±1, we can permute the elements of the stabilizer matrix,
column-wise. There are 3! = 6 such permutations.
The following is well known (proof omitted):
Lemma 4 Consider a quantum system comprising a local system, L, possibly entangled
with an environment, E, and let ρL be the density matrix that defines the local system. Then
unitary conjugation, UE(L× E)U †E, on the environment leaves ρL unchanged.
Lemma 5 The extension columns and rows do not depend on the direction of the arrows,
although the parent graphs depend on the direction of the arrows.
Proof. The extension columns and rows depend exclusively on the commutativity or
anti-commutativity of the stabiliser basis, which is not dependent on arrow direction. 
3 General Density Matrix Stabilized by A
A density matrix of n qubits can be written in a Pauli basis, i.e. where the basis elements
are tensor products of elements from {I,X, Y, Z}, i.e.
ρ =
∑
k∈Zn4 akσ˜k, where k = (k0, k1, . . . , kn−1) ∈ Zn4 , σ˜k =
⊗n−1
j=0 σkj ,
σ0 = I, σ1 = X, σ2 = Y, σ3 = Z, and
∑
k∈Zn4 |ak|2 ≤ 1,
(2)
where the ak are real. Necessary and sufficient conditions for ρ to be a density matrix, i.e.
derived from a statistical sum of pure states by tracing out the environment, are:
• ρ is Hermitian (i.e. equal to its transpose conjugate).
• ρ is positive semi-definite.
• Tr(ρ) = 1.
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We refer to P = {σ˜k | k ∈ Zn4}, as the set of Pauli codewords (stabilizers) of size
|P| = 4n. Let A be the n×n matrix for a mixed graph state. Then AT is the matrix for the
mixed graph state obtained from the graph for A by reversing all arrows. As before, we say
that A generates a Pauli subgroup, S ⊂ P. We will now show that AT generates the dual
group of S, namely S⊥ ⊂ P.
Theorem 1 The set of length-n Pauli words (stabilizers) that commute with all rows of A
forms a multiplicative group, S⊥, of size 2n, being precisely the words generated by AT , to
within ±1 constants.
Proof. It is straightforward to show that every row of AT commutes with every row of A.
To show that there are no more, observe that each row of AT can be viewed as a restriction.
Only 4n/21 (i.e. half) of all possible length-n Pauli words commute with a given row. The
rows of AT are independent so the n rows of AT jointly commute with only 4n/2n = 2n Pauli
words. But the rows of AT generate 2n words, which must be distinct and, therefore, must
be all of them. 
See section 7 for a discussion of the ±1 coefficients.
Graph states can be also described as the sum of its stabilisers, as seen in [?]. In order
to state a similar result for mixed graph state, we need the following lemmas:
By the support of a matrix, M , we mean the set of non-zero element positions of M , i.e.
support(M) = {(i, j)|Mi,j 6= 0}.
Lemma 6 The elements of the stabilizer group, S⊥, of a mixed graph have non-intersecting
support.
Proof. By inspection X and Y have the same support, as do I and Z. But the support
of X and Y is non-intersecting with that of I and Z. Moreover if two matrices σ˜k and σ˜k′
are both tensor products of Pauli matrices, and if they differ in at least one tensor position,
where one matrix has X or Y , and the other matrix has I or Z, then σ˜k and σ˜k′ must also
have non-intersecting support. The matrix A only has X and/or Y on the diagonal and I
and/or Z off the diagonal. Let A have rows numbered 0 to n−1. Let R and R′ be two subsets
of {0, 1, . . . , n − 1} and consider the matrices, σ˜kR and σ˜kR′ , being the product of the rows
of A indexed by R and R′, respectively. Then σ˜kR and σ˜kR′ have X or Y at tensor positions
indexed by R and R′, respectively, and I or Z at all other positions. So, unless R and R′
are equal, they must be non-intersecting in at least one tensor position, so therefore σ˜kR and
σ˜kR′ have non-intersecting support. The elements of the stabilizer group of the mixed graph
are obtained by ranging R over all subsets, i.e. over all stabilizer codewords. Therefore any
two of them must be non-intersecting. 
For a given stabilizer group S, the condition sρs† = ρ ∀s ∈ S is equivalent to the condition
sρ = ρs ∀s ∈ S. The Pauli basis description of (2) imposes the condition that ρ = ∑k akσ˜k,
where the σ˜k are tensor products of Pauli matrices, such that sσ˜k = σ˜ks ∀s ∈ S. In other
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words, ρ is the sum of tensors of Pauli matrices that commute with all s ∈ S. By theorem
1, the Pauli subgroup of matrices that commute with all elements in the stabilizer group S
is the stabilizer group, S⊥, of the mixed graph with the arrows reversed. The intersection
of S and S⊥ is then the row space of A associated with the vertices of the mixed graph, G,
that are isolated in Gb. But what choices do we have for the angle of ak in (2), such that ρ
is also Hermitian (as a density matrix must be)? Let ak = aˆkak such that |aˆk| = 1 and ak
is real. Lemma 6 implies that each component akσ˜k of ρ must, itself, be Hermitian, so this
fixes aˆk precisely, to within ±1. For example, consider A⊥ =
(
X Z
I X
)
. Then S⊥ contains
σ˜12 = ±i(X ⊗ Y ) = ±

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
, which is not Hermitian, so we choose aˆ12 = i or
aˆ12 = −i in this case. In the sequel we deal with subgroups, S and S⊥, of the tensored Pauli
group, of size 2n (to within ±1 coefficients). So instead of indexing by k ∈ Zn4 , we index
using K ⊂ Zn = {0, 1, . . . , n − 1} relative to the rows of the group generating matrices A
and AT , respectively. Specifically,
ρ =
∑
k∈Zn4
akσ˜k =
1
2n
∑
K⊂Zn
bKATK ,
∑
K⊂Zn
|bK |2 ≤ 1, ATK ∈ S⊥,
where the bK ∈ {±1,±i}, and ATK =
∏
h∈K ATh , where ATh is the hth row of AT , and∏
h∈{j,j′}ATh = ATj′ATj if j′ > j, i.e. we fix the product ordering with lowest indices on
the right. Moreover, for V obtained from AT , bK is unique if the elements in K are pair-
wise commutative, and is otherwise only defined up to ±1. For instance, if K = {2, 4, 5}
then
∏
h∈K ATh = AT5AT4AT2 , and bK is unique only if the elements in {2, 4, 5} are pairwise
commutative.
4 The maximum commutative subgroups of S⊥
We now show that any commutative subgroup of the group of operators generated by the
rows of A⊥ = AT is contained in a commutative subgroup of maximum size 2n−e. Firstly, we
show how the commutativity of the Pauli operators of a mixed graph state can be expressed
in terms of the associated simple undirected graph, Gb, and its corresponding adjacency
matrix, Γ = ΓGb . Then, in section 5, we show that the density matrix of any child of a
pure graph state parent can be represented as a weighted sum of the terms of a maximal
commutative subgroup of S⊥.
Lemma 7 Let A⊥j be row j of A⊥. Let J,K ⊂ {0, 1, . . . , n − 1}. Then A⊥j commutes with
A⊥K iff the number of elements of K ∩ Nj is even. Furthermore, A⊥J commutes with A⊥K iff
the sum over J of the number of elements of K ∩Nj is even.
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Proof. A⊥j anticommutes with any A⊥k such that k ∈ K ∩ Nj, that is, any k in the
neighbourhood of j, thus A⊥j A⊥k = −A⊥kA⊥j . If there are an even number of neighbours
then the minus signs cancel each other out so that A⊥j commutes with A⊥K , otherwise A⊥j
anticommutes with A⊥K . More generally, A⊥J commutes with A⊥K iff, after passing, for all
j ∈ J , A⊥j through A⊥K , an even number of minus signs are generated. otherwise A⊥J
anticommutes with A⊥K . 
Example 2 Let Gb be the simple graph 01,04,12,23,34,14. Then A⊥0 commutes with A⊥3
(since they are independent, so the intersection is empty), and both commute with A⊥K =
A⊥{1,2,4} = A⊥4A⊥2A⊥1 , since 0 has 1 and 4 as neighbours, and 3 has 2 and 4 as neigh-
bours, so both have two elements in the intersection with K = {1, 2, 4}. Note that e.g.
A⊥0 (A⊥4A⊥2A⊥1 ) = −A⊥4A⊥0A⊥2A⊥1 = −A⊥4A⊥2A⊥0A⊥1 = +A⊥4A⊥2A⊥1A⊥0 . We also have that
A⊥3A⊥2 commutes with A⊥4A⊥1A⊥0 , since both 2 and 3 have one neighbour in K = {0, 1, 4},
so the sum over J = {2, 3} is even.
Let Γk,j be the (k, j)th element of Γ = A+ A
T .
Lemma 8 A⊥j commutes with A⊥K iff
⊕
k∈K Γk,j = 0, where
′⊕′ is the binary sum. Further-
more, A⊥J commutes with A⊥K iff
⊕
j∈J
⊕
k∈K Γk,j = 0. Let vK = (v0, v1, . . . , vn−1) ∈ F n2 be
such that vk = 1 if k ∈ K and vk = 0 otherwise. Then the property that A⊥J commutes with
A⊥K translates to the condition vKΓvTJ = 0.
Proof. We first prove that A⊥j commutes with A⊥K iff
⊕
K Γk,j = 0: By lemma 7, A⊥j
commutes withA⊥K ⇔ the number of elements of K∩Nj is even, i.e. there are an even number
of rows k ∈ K with Γk,j = 1, i.e.
⊕
K Γk,j = 0. Now we prove that A⊥J commutes with A⊥K iff⊕
j∈J
⊕
k∈K Γk,j = 0: By lemma 7, A⊥J commutes withA⊥K iff the sum over J of the number of
elements of K∩Nj is even, i.e. there are an even number of rows k ∈ K such that Γk,j = 1, i.e.⊕
j∈J
⊕
k∈K Γk,j = 0. Finally, note that vKΓ = (
⊕
k∈K Γk,0,
⊕
k∈K Γk,1, . . . ,
⊕
k∈K Γk,n−1),
from which it follows that vKΓv
T
J =
⊕
j∈J
⊕
k∈K Γk,j. 
As Γ is symmetric, we get that vKΓv
T
J = vJΓv
T
K = 0, which ensures that commutativity
is a symmetric relationship.
Example 3 For Γ =

0 1 0 0 1
1 0 1 0 1
0 1 0 1 0
0 0 1 0 1
1 1 0 1 0
, A⊥0 commutes with A⊥3 since Γ3,0 = 0, and both
A⊥0 and A⊥3 commute with A⊥4A⊥2A⊥1 , since
⊕
{1,2,4} Γk,0 = 1⊕ 0⊕ 1 = 0 and
⊕
{1,2,4} Γk,3 =
0⊕1⊕1 = 0. We also have that A⊥3A⊥2 commutes with A⊥4A⊥1A⊥0 , since
⊕
j∈{2,3}
⊕
k∈{0,1,4} Γk,j =
(0⊕ 1⊕ 0)⊕ (0⊕ 0⊕ 1) = 0, i.e. vKΓvTJ = 0, for vK = (1, 1, 0, 0, 1) and vJ = (0, 0, 1, 1, 0).
If A⊥J commutes with A⊥K and A⊥J ′ commutes with A⊥K , and J ∩ J ′ = ∅, then A⊥JA⊥J ′
commutes with A⊥K . Similarly, if A⊥J anti-commutes with A⊥K and A⊥J ′ anti-commutes with
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A⊥K , and J∩J ′ = ∅, then A⊥JA⊥J ′ commutes with A⊥K . If one of them commutes and the other
anti-commutes, we get anti-commutativity. This implies that subgroups can be combined to
generate other subgroups in an easy way.
Lemma 9 The subgroup structure of S⊥ (and therefore also of S) is independent of the
direction of the arrows in G: those graphs, G, sharing the same Gb will have the same
commutative subgroup structure (although the precise group members differ).
Proof. The subgroup structure is only dependent on Gb, which is the same regardless of
arrow direction. 
From lemma 19, any two vectors v, v′ ∈ Fn2 that satisfy vΓv′T = 0 define two commuting
members of S⊥. From here it follows that, if Γ has rank n− t, then S⊥ comprises 2t copies of
a group that is isomorphic to S˜⊥, where S˜⊥ is generated from the rows of A˜⊥, where A˜⊥ is
obtained from A⊥ by deleting t dependent rows and corresponding columns of A⊥. We then
consider the maximum commuting subgroups of S˜⊥ instead of S⊥. Equivalently we reduce
Γ to Γ˜, being a n− t× n− t matrix of maximum rank, and look for two vectors v, v′ ∈ Fn−t2
that satisfy vΓ˜v′T = 0. More generally, by linearity, there exist size 2h subgroups of F n−t2
(linear subspaces), LB, as generated by h × n binary matrices, B, that satisfy BΓ˜BT = 0.
Each such linear subspace, LB, defines a commuting subgroup of S˜⊥.
Lemma 10 Let Γ have rank n − t, and let Γ˜ be a n − t × n − t maximum rank matrix
obtained from Γ by removing t linearly dependent rows and corresponding columns. There
are multiple choices for Γ˜. Then each commuting subgroup, P˜ of S˜⊥, as described by some
B satisfying BΓ˜BT = 0, is in one-to-one correspondence with a commuting subgroup, P , of
S⊥, as described by some Bˆ satisfying BˆΓBˆT = 0, where |P | = 2t|P˜ |.
Proof. Let Q be a set of t linearly dependent rows of Γ. For some u, u′ ∈ Fn2 let uΓu′T = 0.
Then u, u′ ∈ LBˆ for some Bˆ. Then ∃w,w′, uniquely, such that uΓ = wΓ and u′Γ = w′Γ,
where w and w′ are both zero at all positions defined by elements in Q. Then we can delete
those t rows of Γ, defined by the elements in Q, and the corresponding columns, as Γ is
symmetric, and the corresponding elements of w,w′ to obtain and work with Γ˜ and v, v′,
where v, v′ ∈ LB. Due to the unique mapping from u, u′ → w,w′ → v, v′, the commutative
subgroups from Γ˜ are in one-to-one correspondence with those from Γ, but 2t times smaller
due to the restriction to 0 for t positions, specified by Q, in u, u′. 
So 2t copies of a commuting subgroup of S˜⊥ comprise a commuting subgroup of S⊥. We
are particularly interested in the maximum size commuting subgroups of S˜⊥ and S⊥, i.e.
in those subgroups that cannot be contained in larger commuting subgroups. In terms of
the binary representation, this translates into finding matrices B where h is maximised, and
such that BΓ˜BT = 0. Thus our question simplifies to finding the largest h×n− t B matrices
such that BΓ˜BT = 0. Remember that e = rank(Γ)
2
= n−t
2
.
Theorem 2 All maximum commuting subgroups of S˜⊥ and S⊥ are of size 2e and 2n−e,
respectively. Moreover there are χe =
∏e
j=1(2
j + 1) such groups in both cases, and each
element is in
∏e−1
j=1(2
j + 1) such groups.
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Proof. Let the rows, Bj, of B generate the linear subspace, L. Observe that Γ˜ has a zero
diagonal. Therefore any Bj ∈ F n−t2 satisfies BjΓ˜BTj = 0, and therefore so does any member
of L. The maximum size of L is then derived as follows.
• Choose non-zero B0 ∈ F n−t2 such that B0Γ˜BT0 = 0. There are 2n−t − 1 such choices.
• Choose non-zero B1 ∈ F n−t2 , B1 6= B0, such that any member, b, of the linear space
generated by {B0, B1} satisfies bΓ˜bT = 0. There are 2n−t − 21 such choices.
• Choose non-zero B2 ∈ F n−t2 , B2 not in the linear space generated by {B0, B1}, such
that any member, b, of the linear space generated by {B0, B1, B2} satisfies bΓ˜bT = 0.
There are 2n−t − 22 such choices.
• . . . and so on.
We continue in this manner until there are no more choices. Thus B always has a maximum
of e rows, i.e. a maximum commuting subgroup of S˜⊥ is always size 2e. In total we generate∏e−1
j=0(2
n−t−j − 2j) linear subspaces. But, for M a maximum rank e × e binary matrix,
B′ = MB generates the same linear subspace as B. We have to remove such repetitions.
M is chosen from GL(e, 2) and |GL(e, 2)| = ∏e−1j=0(2e − 2j), so the total number of unique
linear subspaces, i.e. of maximum commuting subgroups of S˜⊥, is χe =
∏e−1
j=0(2
n−t−j−2j)∏e−1
j=0(2
e−2j) =∏e
j=1(2
j +1). For S⊥ we simply multiply the maximum commutative subgroup size of S˜⊥ by
2t, as there are t redundant rows/columns, to get 2n−e = 2e × 2t. The number of maximum
commutative subgroups remains at χe =
∏e
j=1(2
j + 1).
Each element is in
∏e−1
j=1(2
n−t−j − 2j) linear subspaces, since we fix the first element.
There are
∏e−1
j=1(2
e − 2j) repetitions (the elements in GL(e, 2) with fixed first row), so each
element is in
∏e−1
j=1(2
n−t−j−2j)∏e−1
j=1(2
e−2j) =
∏e−1
j=1(2
j + 1) such groups. 
It is interesting to note that χe is also the total number of binary self-dual codes of length
2(e + 1). This leads us to make a passing observation regarding the multiplicative order of
Γ˜.
Lemma 11 Let u be the multiplicative order of Γ˜, i.e. let Γ˜u = I for some minimum positive
u. Then u is even and Γ˜ cannot be factored as Γ˜ = ΩΩT for some Ω.
Proof. If u is odd or if ∃Ω such that Γ˜ = ΩΩT then we show that ∃B matrices of size
n−t
2
×n− t such that BΓBT = 0, where the set of B matrices is in one-to-one correspondence
with the set of self-dual binary codes of length 2e and dimension e, implying that there are
χe−1 of them. But this is impossible as, by theorem 2, there are χe of them. The argument
is as follows. If u is odd then BΓ˜BT = CΓ˜
u−1
2 Γ˜Γ˜
u−1
2 CT = CCT = 0, where B = CΓ˜
u−1
2 . If
Γ˜ = ΩΩT then BΓ˜BT = CCT = 0, where C = BΩ. In both cases C is taken from the set
of matrices that generate self-dual binary codes of length n − t and dimension n−t
2
, where
B = CΓ˜
u−1
2 in the first case and B = CΩ−1 in the second case. There are χe−1 such matrices,
which contradicts theorem 2. 
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Example 4 Let G be the graph defining a mixed graph state, ρ, stabilised by the rows of
A =

X ⊗ Z ⊗ Z ⊗ Z
I ⊗X ⊗ I ⊗ I
I ⊗ Z ⊗X ⊗ Z,
I ⊗ I ⊗ Z ⊗X
. We want to find all maximal commutative subgroups of S⊥. The
adjacency matrix of Gb is Γ =

0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 0
, which has full rank, so Γ˜ = Γ. Therefore
t = 0, e = rank(Γ)
2
= n−t
2
= 2, and the size of a maximal commutative subgroup of S⊥ is
2n−e = 22 = 4. Moreover, Γu = Γ4 = I.
From theorem 2 there are χe = 15 maximum commuting subgroups of S
⊥ and these can
be generated by 15 matrices, B, satisfying BΓ˜BT = 0, where the B can be chosen, (non-
uniquely) from (
1000
0110
)
,
(
1000
0101
)
,
(
1000
0011
)
,
(
0100
1010
)
,
(
0100
0001
)
,(
0100
1011
)
,
(
1100
0010
)
,
(
1100
1001
)
,
(
0010
0001
)
,
(
0010
1101
)
,(
1010
1001
)
,
(
1010
1101
)
,
(
0110
0001
)
,
(
0110
1001
)
,
(
1011
0111
)
.
For instance, B =
(
1100
1001
)
acting multiplicatively on the rows of AT generates the
maximum commuting subgroup with elements {I ⊗ I ⊗ I ⊗ I, ∓ iY ⊗ X ⊗ Z ⊗ I, ∓
iY ⊗ I ⊗ Z ⊗X, I ⊗X ⊗ I ⊗X}. Similarly, B =
(
1011
0111
)
acting multiplicatively on the
rows of AT generates the maximum commuting subgroup with elements {I ⊗ I ⊗ I ⊗ I, ∓
iX ⊗ I ⊗ Y ⊗ Y, ∓ iZ ⊗ X ⊗ X ⊗ Y, ∓ iY ⊗ X ⊗ Z ⊗ I}. Observe that, in this case,
∓iY ⊗X ⊗ Z ⊗ I occurs in both subgroups. More generally, each group element occurs in 3
maximal commutative subgroups.
Example 5 Let G be the graph defining a mixed graph state, ρ, stabilised by the rows of
A =
 X ⊗ Z ⊗ II ⊗X ⊗ Z
Z ⊗ I ⊗X
. The adjacency matrix of Gb is Γ =
 0 1 11 0 1
1 1 0
, which has rank 2.
Therefore t = 1, and e = n−t
2
= 1, and the size of a maximal commutative subgroup of S⊥ is
2n−e = 22 = 4. By removing one dependent row and corresponding column of Γ (we choose
the last row/column) we can obtain a Γ˜ =
(
0 1
1 0
)
.
From theorem 2 there are χe = 3 maximum commuting subgroups of S
⊥ and these can be
generated by extensions of 3 matrices, B, satisfying BΓ˜BT = 0, where the B are
(
10
)
,
(
01
)
,
(
11
)
.
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Noting that the last row/column of Γ is dependent because Γ0 + Γ1 + Γ2 = 000, we obtain
the three maximum commuting subgroups of S⊥ via the 3 matrices, B′, these being(
100
111
)
,
(
010
111
)
,
(
110
111
)
,
leading to the following three maximum commuting subgroups of S⊥, respectively: {I⊗I⊗
I,X⊗I⊗Z,∓iY ⊗IY ⊗Y,∓iZ⊗Y ⊗X}, {I⊗I⊗I, Z⊗X⊗I,∓iY ⊗IY ⊗Y,±iX⊗Z⊗Y },
{I ⊗ I ⊗ I,∓Y ⊗X ⊗ Z,∓iY ⊗ IY ⊗ Y, I ⊗ Z ⊗X}.
Lemma 12 Let G and H be two mixed graphs on n variables. If they have the same mixed
rank e, there exists an isomorphism between their commutative subgroups.
Proof. Assume first n = 2e. Then, the linear group generated by their respective Γ is
in both cases Fe2. The isomorphism is given by sending the basis elements of
〈
ΓG
〉
(i.e., the
rows of ΓG) to the corresponding elements in
〈
ΓH
〉
. Their commutative properties are the
same, so this isomorphism preserves commutatitivity.
For n > 2e, the linearly dependent elements can be expressed as ΓGj =
∑
K Γ
G
k , and
similarly (after a possible reordering, that is, a permutation of the nodes) ΓHj =
∑
K′ Γ
H
k .
The isomorphism for the independent rows is the same as before. For the dependent rows, we
send ATj ATK to ATj ATK′ . This sends the row 00 . . . 0 to itself, and commutativity is preserved
by linearity. 
Example 6 Let Gb be the line in 4 variables, with adjacency matrix Γ =

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0
,
and the complete graph in 4 variables. Both of them have e = 2. The group generated by the
respective adjacency matrices is F42. We have the isomorphism f : STLine → STComplete graph
defined by f(AT0 ) = AT{0,2,3}, f(AT1 ) = AT{0,2}, f(AT2 ) = AT{1,3}, f(AT3 ) = AT{0,1,3}. In particu-
lar, the commutative subgroup on the line generated by AT0 ,AT3 corresponds to the commuta-
tive subgroup on the complete graph generated by AT{0,2,3},AT{0,1,3}.
Example 7 let G be the triangle on 3 variables, and H the star graph on 3 variables. For
both of them, e = 1. A possible isomorphism is given by f : STG → STH , defined by f(AT0 ) =
AT0 , f(AT1 ) = AT1 , f(AT2 ) = AT{0,2}. In particular, the commutative subgroup on G generated
by AT1 ,AT{0,2} corresponds to the commutative subgroup on H generated by AT1 ,AT2 . Note
that if we take the isomorphism given by f : STG → STH , defined by f(AT0 ) = AT0 , f(AT1 ) =
AT2 , f(AT2 ) = AT{0,1}, we obtain the same commutative subgroups.
5 Children of pure graph state parents
In this section, given a binary string of length n, j = j0 · · · jn−1, we define ←s j := ATK , where
K = {i : ji = 1}, where ←s0...00 = I. Remember that, for i, i′ ∈ K, i′ > i, we define ATK to
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contain the multiplicative factor ATi′ATi . However the ordering ATi ATi′ is just as valid and
differs by a global multiplicative factor of −1 if ATi and ATi′ anti-commute. This situation
carries over to the
←
s j. In theorem 3, and for such cases where
←
s j contains anti-commuting
factors, the bj are therefore only defined up to ±1. Let Lm = {v : (Ae)v,n+m = Z or Y }, and
let J = {x ∈ Fn2 | I(x) = 1}, where I(x) =
∏e−1
m=0(1 +
∑
k∈Lm xk) =
∏e−1
m=0 Im(x).
Theorem 3 Given a child, ρ, of a pure graph state parent of a mixed graph, corresponding
to a symmetric extension of A by e columns and rows, Ae, we can write ρ as:
ρ =
1
2n
∑
j∈J
bj
←
s j, bj ∈ {±1,±i},∀j,
where all
←
s j, j ∈ J , commute pairwise, and if ←s j,←s j′ are present in the sum, so is ←s j←s j′ =
←
s j+j′, implying that {←s j : j ∈ J} is a commutative subgroup of S⊥.
Let jα ∈ Fn2 and jα,β ∈ Fn2 , 0 ≤ α, β < n be weight-one and weight-two binary vectors
with 1’s only in positions α, and α and β, respectively.
Lemma 13 Given a child, ρ, of a pure graph state parent of a mixed graph, described by
Ae, the coefficients, bj, in the sum of theorem 3, are as follows:
• Case e = 1:
– If
←
s jα is present in the sum then bjα = +1.
– If
←
s jα,β is present in the sum then we have two cases:
1. if
←
s jα and
←
s jβ anticommute, then ∃ a, b ∈ {α, β} such that (Ae)a,n = Z and
(Ae)b,n = Y ; furthermore, the corresponding term in the sum will be equal to
±iAT{α,β} = iATaATb , so bjα,β = ±i.
2. if ATα and ATβ commute, the corresponding term in the sum will be equal to
AT{α,β}, and bjα,β = 1.
– Any other matrices, ATK, will be products of ATKj also present in the sum, with Kj
of size 1 and size 2. Furthermore, their coefficients are given by the multiplication
of the coefficients of the terms into which it is decomposed.
• General e: The coefficient of ATK, with K of size 1 or 2 is given by the multiplication
together of the coefficients, one from each extension column. In this case, there might be
nondecomposable terms. However, the coefficient of a term will be giving by multiplying
the coefficients obtained by taking each column separately.
• Furthermore, for any e, if we change the sign of a term ATk , 0 ≤ k < n, then we add
the Boolean linear term xk to the quadratic Boolean representation of the pure parent
graph state, or if we change the sign of ATK, for K a set of size t > 1 present in the
sum, we add any of the Boolean linear terms xk for each k s.t. (Ae)n+j,k = Y or
(Ae)n+j,k = Z.
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Example 8 Let the directed triangle be defined by the stabilizer basis A0 = X⊗Z⊗I, A1 =
I ⊗ X ⊗ Z, A2 = Z ⊗ I ⊗ X. Then the basis of S⊥ is given by reversing the arrows:
AT0 = X ⊗ I ⊗ Z, AT1 = Z ⊗X ⊗ I, AT2 = I ⊗ Z ⊗X, so S⊥ = {←s000 = I ⊗ I ⊗ I,←s100 =
X⊗I⊗Z, ←s010 = Z⊗X⊗I, ←s110 = −iY ⊗X⊗Z, ←s001 = I⊗Z⊗X,←s101 = iX⊗Z⊗Y, ←s011 =
−iZ ⊗ Y ⊗X, ←s111 = −iY ⊗ Y ⊗ Y }.
One of the two parents is formed by adding the column (X Z Y )T to A, giving the parent
i2(x0x2+x1x2+x1x3+x2x3+x2)+x2 = i2(x0x2+x1x2+x2+(I(x)+1)x3)+x2. Here L3 = {1, 2}, and I(x) =
x1 + x2 + 1, so J =< 100, 011 >= {000, 100, 011, 111}. We can re-interpret I(x) and J as
parity and generator matrices, H and G, respectively, where H =
(
011
)
and G =
(
100
011
)
,
and where G generates the binary linear code with codewords in set J . By tracing over the
environmental qubit, x3, we get
ρ =
1
8
(I ⊗ I ⊗ I +X ⊗ I ⊗ Z + Z ⊗ Y ⊗X + Y ⊗ Y ⊗ Y ) = 1
8
(←
s000 +
←
s100 + i
←
s011 + i
←
s111
)
.
Note that X⊗I⊗Z and Z⊗Y ⊗X commute, and that (X⊗I⊗Z)·(Z⊗Y ⊗X) = Y ⊗Y ⊗Y .
We can obtain another parent for the same child by doing a local complementation (LC) on
vertex 3 (i.e. LC3) on the graph described by the parent. This is an LC in the environment.
If one describes the Z4-linear offsets of the parent by black vertices in the graph, then LC3
swaps the vertex neighbours of vertex 3 from black ↔ white.
The other of the two parents is formed by adding the column (X Y Z)T to A, giving
the parent i2(x0x2+x1+x1x3+x2x3)+x1 = i2(x0x2+x1+(I(x)+1)x3)+x1. Once again L3 = {1, 2}, I(x) =
x1 + x2 + 1, and J = {000, 100, 011, 111}. By tracing over the environmental qubit, x3, we
get
ρ =
1
8
(I ⊗ I ⊗ I +X ⊗ I ⊗ Z − Z ⊗ Y ⊗X − Y ⊗ Y ⊗ Y ) = 1
8
(←
s000 +
←
s100 − i←s011 − i←s111
)
.
H and G are unchanged. Observe that the second parent is obtained from the first by swapping
the positions of Y and Z in rows 1 and 2 of the extra column (column 3). In terms of
the Boolean function representation of the parents, this translates to adding the Boolean
quadratic term x1x2 +x1 +x2, and removing x2 and adding x1 Z4-linear terms. Observe that
the coefficients of the Pauli basis terms Z ⊗ Y ⊗ X and Y ⊗ Y ⊗ Y are multiplied by −1.
This is because both terms are generated from rows 1 and 2 of AT which are the rows where
Y and Z are swapped in Ae.
For each parent we can also consider how the addition of binary linear terms (in the lab)
affects the resultant child density matrix. We don’t currently consider the addition of binary
linear terms in the environment (i.e. x3 for this example). For instance, for the addition of
column (X Z Y )T then i2(x0x2+x1x2+x1x3+x2x3+x0+x2)+x2, i.e. the addition of x0, simply flips
the signs of X ⊗ I ⊗Z and Y ⊗Y ⊗Y as both terms have row 0 of AT as a factor. However
addition of x1 or x2 has the same effect as swapping Y and Z in rows 1 and 2, so swaps
between the two parents. Thus the addition of I¯(x) = I(x) + 1 fixes the child density matrix.
So we have the following maps for a ∈ {0, 1}:
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child = 8ρ parent
I ⊗ I ⊗ I +X ⊗ I ⊗ Z + Z ⊗ Y ⊗X + Y ⊗ Y ⊗ Y 2(x0x2 + x1x2 + x2 + I¯(x)(x3 + a)) + x2,
2(x0x2 + x1 + x2 + I¯(x)(x3 + a)) + x1,
I ⊗ I ⊗ I −X ⊗ I ⊗ Z + Z ⊗ Y ⊗X − Y ⊗ Y ⊗ Y 2(x0x2 + x1x2 + x0 + x2 + I¯(x)(x3 + a)) + x2,
2(x0x2 + x0 + x1 + x2 + I¯(x)(x3 + a)) + x1,
I ⊗ I ⊗ I +X ⊗ I ⊗ Z − Z ⊗ Y ⊗X − Y ⊗ Y ⊗ Y 2(x0x2 + x1 + I¯(x)(x3 + a)) + x1,
2(x0x2 + x1x2 + x1 + x2 + I¯(x)(x3 + a)) + x2,
I ⊗ I ⊗ I −X ⊗ I ⊗ Z − Z ⊗ Y ⊗X + Y ⊗ Y ⊗ Y 2(x0x2 + x0 + x1 + I¯(x)(x3 + a)) + x1,
2(x0x2 + x1x2 + x0 + x1 + x2 + I¯(x)(x3 + a)) + x2.
Other children given by the extensions (Z X Y )T and (Z Y X)T are respectively
ρ1 =
1
8
(I ⊗ I ⊗ I + aZ ⊗X ⊗ I + bX ⊗ Z ⊗ Y + cY ⊗ Y ⊗ Y ) = 1
8
(←
s000 + a
←
s010 − bi←s101 + ci←s111
)
ρ2 =
1
8
(I ⊗ I ⊗ I + aY ⊗X ⊗ Z + bI ⊗ Z ⊗X + cY ⊗ Y ⊗ Y ) = 1
8
(←
s000 + ai
←
s110 + b
←
s001 + ci
←
s111
)
with condition c = ab, a, b ∈ {1,−1} in both cases.
Example 9 Let a mixed 6-clique graph be defined by the stabilizer basis A =

X Z Z Z Z Z
I X Z Z Z Z
I I X Z Z Z
I I I X Z Z
I I I I X Z
I I I I I X.
.
Then the basis of S⊥ is obtained from AT . The parents are obtained by adding e = 3 columns
to A, with subsequent addition of e = 3 rows. For instance, one parent is given by
Ae =

X Z Z Z Z Z X I X
I Y Z Z Z Z Y I X
I I X Z Z Z Z I X
I I I X Z Z I X Y
I I I I X Z I Y Y
I I I I I X I Z Y
I Z Z I I I X I I
I I I I Z Z I X I
I I I Z Z Z I I X

≡

X I I I I I I I I
I Y I I I I Z I I
I I X I I I Z I I
I I I Y Z Z I I Z
I I I Z X Z I Z Z
I I I Z Z Y I Z Z
I Z Z I I I X I I
I I I I Z Z I X I
I I I Z Z Z I I X.

,
which represents i2(x1x6+x2x6+x3x4+x3x5+x3x8+x4x5+x4x7+x4x8+x5x7+x5x8+x1+x3+x4+x5)+x1+x3+x5. Here
L3 = {1, 2}, L4 = {4, 5}, and L5 = {3, 4, 5}, and I(x) = (x1+x2+1)(x4+x5+1)(x3+x4+x5+
1), so J =< 100000, 011000, 000011 >= {000000, 100000, 011000, 111000, 000011, 100011, 011011, 111011}.
We can re-interpret I(x) and J as parity and generator matrices, H and G, respectively,
where H =
 011000000011
000111
 and G =
 100000011000
000011
, and where G generates the binary linear
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code with codewords in set J . By tracing over the environmental qubits, x6, x7, x8, we get
ρ = (I ⊗ I ⊗ I ⊗ I ⊗ I ⊗ I +X ⊗ Z ⊗ Z ⊗ Z ⊗ Z ⊗ Z − I ⊗X ⊗ Y ⊗ I ⊗ I ⊗ I
−X ⊗ Y ⊗X ⊗ Z ⊗ Z ⊗ Z − I ⊗ I ⊗ I ⊗ I ⊗X ⊗ Y −X ⊗ Z ⊗ Z ⊗ Z ⊗ Y ⊗X
+I ⊗X ⊗ Y ⊗ I ⊗X ⊗ Y +X ⊗ Y ⊗X ⊗ Z ⊗ Y ⊗X).
Proof. (Theorem 3): The qubits present in each Lm will be the ones connected with
the environmental qubit n + m, implying that the difference between the measurement in
xn+m = 0 and xn+m = 1 will be the Boolean function
∑
k∈Lm xk. The support of ρ will be
equal to the binary vectors such that these Boolean functions are 0 for all m. By lemma 1,
ρ can be expressed as the sum of some of the matrices on S⊥; by lemma 6, all the matrices
in S⊥ have nonintersecting support: ρ will be equal to the sum of the matrices in S⊥ whose
support intersects the support of ρ; therefore, it is sufficient to find the nonzero entries of
the first row of the matrix. It is easy to check that any matrix in S⊥ has only one nonzero
entry on the first row. In other words, ρ will be equal to the sum of the matrices whose
support intersects {(0, k), k ∈ K}, where K = {∑n−1m=0 2mbm,∀b = b0b1 . . . bn−1 ∈ J}, and J
is the indicator of the Boolean function
e−1∏
m=0
(
∑
k∈Lm
xk + 1). To prove that these matrices are
the
←
s j, where j ∈ J , we need the following lemma:
Lemma 14 Let
←
s j ∈ S⊥. Then, (←s j)0,t = 1⇔ k =
∑n−1
m=0 2
mjm, for j = j0j1 . . . jn−1.
Proof. Let
←
s j =
⊗
RX
X
⊗
RY
Y
⊗
RZ
Z
⊗
RI
I. Let M be a t× t matrix. Then,
M ⊗ I =
(
M 0
0 M
)
and M ⊗X =
(
0 M
M 0
)
Note that X has the same support as Y , and Z has the same support as I, so we only have
to consider this two cases. This implies that support(M ⊗ I) =support(M), while (0, k +
2t−1) ∈support(M ⊗ X) ⇔ (0, k) ∈support(M). This implies that (0, k) ∈support(←s j) ⇔
k =
∑n−1
m∈RX∪RY 2
mm =
∑n−1
m=0 2
mjm, for j = j0j1 . . . jn−1.

To complete the proof of theorem 3, there remains to prove that all
←
s j, j ∈ J commute
pairwise, and if
←
s j,
←
sk are present in the sum, so is
←
s j
←
sk:
First, we shall prove that if
←
s j,
←
sk are present in the sum, so is
←
s j
←
sk: this follows from the
indicator J being a linear space, since
←
s j
←
sk corresponds to the sum of the Boolean vectors.
Now we shall see that it is commutative: Let j, k ∈ J : We can write ←s j =
∏
a∈AATa , and←
sk =
∏
b∈B ATb , where ATa ,ATb are in the basis of S⊥. Then, the corresponding Aa ∈ S, a ∈ A,
have an even number of Y and Z in each extension column, and similarly for B. Therefore,
both
←
s j and
←
sk have either X or I in all extension columns, and therefore they commute.

Proof. [Lemma 13] Since all the parent Boolean functions have no constant terms and no
linear terms involving the environmental qubits, the first entry in a truth table for each mea-
surement |ψm〉 will always be +1. The first row of the density matrix for each measurement
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|ψm〉 will therefore be equal to 12n/2 〈ψm|. Also, note that the final ρ will be nonzero only
where the entries for all |ψm〉 are equal, and will then be equal to any of them; it is therefore
enough to look at 〈ψ0...0|.
Case e = 1:
• Size 1: By the proof of theorem 3, any term, ± 1
2n
ATj , 0 ≤ j ≤ n − 1 is such that
(Ae)j,n = X or I. Since row j of the stabilizer of the parent graph state, Ae, is equal to
A⊗(extension entries), there is no linear term xj in the parent graph, so that the entry
0 . . . 1 . . . 0, where the 1 occurs in position u, of |ψ0...0〉, and therefore of 〈ψ0...0| of the
parent is + 1
2n/2
. As the first row of ATj has + 12n/2 in the same position, the coefficient
of
←
s j is +
1
2n
.
• Size 2: Suppose that the matrix AT{j,k} 0 ≤ j, k ≤ n− 1, is present in the sum. Then:
– ifATj andATk anti-commute, the term in the sum will be± i2nAT{j,k} 0 ≤ j, k ≤ n−1,
since otherwise ± i
2n
ATj ATk 0 ≤ j, k ≤ n−1 would not be Hermitian. Furthermore,
neither ATj or ATj are present in the sum, because by theorem 3 this would imply
that both would be present and would therefore be commuting. This implies that
∃ a, b ∈ {j, k} such that (Ae)a,n = Y and (Ae)b,n = Z. The first row of ± i2nATj ATk
has its only nonzero entry where xj = xk = 1, xu = 0 ∀u 6= j, k. Therefore,
the entry in |ψ0〉 will be given by the presence or absence of xjxk, xj, xk, in the
ANF of the parent graph. Since ATj and ATk anti-commute, the restriction of
Aj,Ak (that also anti-commute) to the pair j, k will give XαZβ and IαXβ for
α, β ∈ {j, k}. This implies that the restriction of ATα and ATβ are , respectively,
XαIβ and ZαXβ, so the restriction of iATαATβ is YαXβ. Note that we only need to
look at the restriction, since any further Kronecker product will be by X, Z or I,
and these will not change the first non-zero entry.
∗ If the extension column gives (Ae)α,n = Z and (Ae)β,n = Y , we get the term
2(xαxβ + xβ) + xβ in the parent graph, so |ψ0〉 has entry i for xj = xk =
1, xu = 0 ∀u 6= j, k, which implies that 〈ψ0| has entry −i, same as the same
entry in the first row of the matrix given by the order of multiplication ATαATβ .
∗ If the extension column gives (Ae)α,n = Y and (Ae)β,n = Z, we get the term
2xα + xα in the parent graph, so |ψ0〉 has entry −i (so 〈ψ0| has entry i) for
xj = xk = 1, xu = 0 ∀u 6= j, k,same as the same entry in the first row of the
matrix given by the order of multiplication ATβATα .
– Suppose ATj and ATk commute. Then, the term ± 12nATj ATk 0 ≤ j, k ≤ n − 1 is
present in the sum, the matrices are commuting since ATj ATk is Hermitian. By
inspection, on the pair Aj,Ak ∈ S, XαZβ and ZαXβ give entry -1 regardless of
extension (note that they have the commuting entry in the extension column),
same as ATj ATk . As for XαIβ and IαXβ give entry +1 regardless of extension,
same as ATj ATk .
– By the proof of theorem 3, ATK , K ⊆ {0, . . . , n− 1}, is present in the sum iff the
corresponding stabilizer, ATK ,has eitherX or I in the extension column. Therefore,
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there exists a (not necessarely unique) decomposition in size 1 and size 2 terms
that have either X or I in the extension column (since Y Z = iX), and, as the
entry xj = 1 ∀j ∈ A, xj = 0 ∀j /∈ A will depend on the sum of the terms for
the size 1 and size 2 cases, as the Boolean function has degree at most 2, this
entry will depend on the entry of the size 1 and size 2 cases, and therefore the
coefficient will be the multiplication of the size 1 and size 2 cases (for any given
decomposition).
General e: Since the case e = 1 was independent of the actual stabilizers (it only depends on
the extension), each new column will modify the Boolean expression accordingly. Therefore,
the coefficient of any term is given by the multiplication of the coefficient resultant of each
extension column.
Change of sign: Let us first assume that j has weight 1, with support in k. Note that
each ATj has support in (0, 2k). In terms of 〈ψ0...0|, this means that changing the sign of ATj
changes the sign in the jth element in |ψ0...0〉 (and therefore in 〈ψ0...0|). This is equivalent to
adding a linear term xk as long as we change the sign all elements in|ψ0...0〉 (and therefore
in 〈ψ0...0|) with xk = 1. Suppose now that j has weight > 1. If we change the sign in j, we
have to change also the signs of an odd number of its decomposing terms. Consider therefore
the smallest terms present in the group. If the sign changed is of weight 1, see above. If
the weight is t > 1, with support in k1, . . . , kt, then any of the Aki are not elements in the
subgroup. Adding any linear term xki will give the desired matrix, since it is zero in the
places were it might differ.

Corollary 1 The commutative subgroup corresponding to a child is maximal.
Proof. Each column added gives a affine linear Boolean function fi, which gives a con-
strain to the indicator J of f =
∏
fi. Each constraint, fi, is nontrivial (that is, not a
constant), because if this were the case, then the column would only have X and I, and
would therefore be superfluous, yielding a contradiction. The fi are all independent, other-
wise we get redundant columns, yielding a contradiction with e being minimal. Furthermore,
any new independent linear constraint reduces by half the size of the indicator, wich means
that this size is equal to 2n−e, so it is a maximal commutative subgroup. 
NB: Note that allowing superflous constraints fi will give commutative subgroups that
are in general not maximal. In this way, we could also extend graph states in a natu-
ral way: the density matrix for the graph state is given by the sum of all the elements
of the stabilizer (since it is self-dual), and of course any consistent sign changes that give
linear terms (eigenvalue -1). We can however define more density matrices that are sta-
bilized by the stabilizer of the graph state, by allowing also smaller commutative sub-
groups. For instance, a density matrix associated to the undirected line from 0 to 1 could be
then ρ = a0 (I ⊗ I ±X ⊗ Z ± Z ⊗X ± Y ⊗ Y )+a1 (I ⊗ I ±X ⊗ Z)+a2 (I ⊗ I ± Z ⊗X)+
a3 (I ⊗ I ± Y ⊗ Y ) + a4I ⊗ I, where
∑
ai = 1. Note that in the first term, the signs have to
be consistent, changing for instance X ⊗Z to −X ⊗Z forces the change Y ⊗ Y to −Y ⊗ Y .
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6 Open problem: the weighted sum of a maximal com-
mutative subgroup of S⊥ is a density matrix
Conjecture 1 Any maximal commutative subgroup corresponds to a child of a pure parent
graph, so its weighted sum (with appropiate coefficients) is a density matrix.
Proof:[incomplete] Let M⊥ be a maximal commutative subgroup of S⊥ for a mixed graph
G. Then, the corresponding elements in S commute as well (because direction of arrows is
not important), and form a commutative subgroup, M. If there is an extension of S (not
unique) to the stabilizer of to a pure graph state, the extension has e columns. Since the
elements of M commute, for e = 1, we can assign X for all odd products of elements of the
basis S, and I to even products. Since it is a subgroup, this is consistent. In general, we
can at least always assign either X or I in the corresponding columns of the basis, which
respects their commutativity. Not all combinations will be valid (for instance, assigning I⊗e
to a node that does not commute with everybody is not allowed) but there exist at least
one such combination, by lemma 18. In general, we still have to prove that this combination
is always possible.If it exists, any such combination would have as density matrix the one
generated by M⊥.
A possible strategy for finding these extension columns is to write the indicator that will
indicate the position of the Y, Z positions. For any nondecomposable ATV , we need to impose
the condition that in the indicator function, all the xj, j ∈ V , are equal. This we can achieve
by taking the products
∏
(xj + kk + 1). This strategy works for non-intersecting elements.
Lemma 15 Regardless of whether we get intersecting elements or not, we always obtain e
terms in the final product of the indicator.
Proof: Let M be a maximal commutative subgroup. By theorem 2, |M | = 2n−e. Let C
be the corresponding binary linear code. A binary linear code with k = n − e independent
codewords has a parity-check matrix with e rows: the product of any set of these e parity-
check conditions will be our indicator function.
Note that since e ≤ n
2
by definition, we have 2e ≤ n, which means that e ≤ n− e.
Example 10 Consider the mixed graph given by
X ⊗ Z ⊗ I ⊗ I ⊗ Z = A0
I ⊗X ⊗ Z ⊗ I ⊗ Z = A1
I ⊗ I ⊗X ⊗ Z ⊗ Z = A2
I ⊗ I ⊗ I ⊗X ⊗ Z = A3
I ⊗ I ⊗ I ⊗ I ⊗X = A4

Then, the dual is 
X ⊗ I ⊗ I ⊗ I ⊗ I = AT0
Z ⊗X ⊗ I ⊗ I ⊗ I = AT1
I ⊗ Z ⊗X ⊗ I ⊗ I = AT2
I ⊗ I ⊗ Z ⊗X ⊗ I = AT3
Z ⊗ Z ⊗ Z ⊗ Z ⊗X = AT4

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The rank of the corresponding adjacency matrix is 4, so e = 2. Commuting with AT0 is
the subgroup generated by AT0 ,AT2 ,AT3 ,AT{1,4} = AT4AT1 . But not all of them commute so we
choose another element in this subgroup. Commuting (e.g.) with both AT0 and AT3 is the
subgroup generated by AT0 ,AT3 ,AT{1,2,4}. This is a maximal commutative subgroup. We shall
find an extension of the stabilizers such that we obtain a parent pure graph state.
For any nondecomposable ATD, we need to impose the condition that in the indicator
function, all the xj, j ∈ D, are equal. This we can achieve by taking the products
∏
(xj +
kk+1). Here we have the composite AT{1,2,4}, which gives the condition (x1+x4+1)(x2+x4+1)
(or any of the equivalent conditions). We assign then in the first column of the extension the
entries Z, Y to positions 1, 4, while the remaining entries of the first column will be X or I.
Since rows 1 and 4 anti-commute, we assign Z to position 1 and Y to position 4 (note that
the other noncommutative choice will give the same commutative subgroup, with a change
of sign in AT{1,2,4}). Both AT0 and AT2 anti-commute with AT1 and AT4 , so we assign X to
positions 0 and 2. Finally, we assign I to position 3. Now for the second column: Here we
assign Z or Y to positions 2 and 4, while we assign X or I to the remaining nodes. Since A′T2
and A′T4 commute, we give them the same entry, say Z. Now, A′T0 is already commutative
with all the other rows, so we assign I to position 0, and I to position 1 for the same reason.
We assign X to position 3, since A′T3 anti-commutes with both A′T2 and A′T4 . This is now a
fully commuting set: 
X ⊗ Z ⊗ I ⊗ I ⊗ Z X I
I ⊗X ⊗ Z ⊗ I ⊗ Z Z I
I ⊗ I ⊗X ⊗ Z ⊗ Z X Z
I ⊗ I ⊗ I ⊗X ⊗ Z I X
I ⊗ I ⊗ I ⊗ I ⊗X Y Z

Example 11 Let G be the arrrowed 6-clique given by the following stabilizer basis:
X Z Z Z Z Z
I X Z Z Z Z
I I X Z Z Z
I I I X Z Z
I I I I X Z
I I I I I X

Then, e = 3. A maximal commutative subgroup is generated by AT0 ,AT{1,2},AT{3,4}. This gives
the indicator (x1 + x2 + 1)(x3 + x4 + 1)(x5 + 1). According to this, we assign in the first
extension column the entries Z and Y to positions 1 and 2, respectively since their respective
rows anti-commute. The remaining entries on this column have to be either X or I. We
assign X to positions 0,3,4,5, because their respective rows anti-commute with both. Now
for the second column: We assign Z and Y to positions 3 and 4, respectively since their
respective rows anti-commute. The remaining entries on this column have to be either X or
I. We assign X to positions 0 and 5, because their respective rows (still) anti-commute with
both, I to positions 1 and 2, which respective rows now commute with all rows. Finally, in
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the last column we assign Z to position 5. The remaining entries on this column have to be
either X or I. We assign X to position 0, and I to all the other positions, since their rows
all commute pairwise now. This is now a fully commuting set.
X Z Z Z Z Z X X X
I X Z Z Z Z Z I I
I I X Z Z Z Y I I
I I I X Z Z X Z I
I I I I X Z X Y I
I I I I I X X X Z

7 Appendix A
We re-iterate that, as with S, if some or all the rows of A pairwise anti-commute, then
some or all of the members of S⊥ are defined up to a global constant of ±1. This does not
affect the commutation relations between members of S and S⊥. But which members of S⊥
are defined up to ±1 and how many of them? Consider the n-vertex mixed graph ←−G with
adjacency matrix AT , derived from AT . Then Gb is also the undirected graph associated
with
←−
G (as well as with G), as Gb has adjacency matrix Γ = A + A
T . Then the members
of S⊥ associated with a +1 coefficient are obtained as the subset of row products of AT
indexed by sets representing all possible independent sets in Gb. But how to compute these
sets? For a set w, the power set of w, P(w) is the set of all subsets of w including the empty
set and w itself. Define V to be a family of subsets of Zn, specifically let V represent the
maximum independent sets in Gb meaning that, for v ⊂ Zn = {0, 1, . . . , n − 1}, v ∈ V iff
v is an independent set in Gb and there does not exist a v
′ which is an independent set in
Gb such that v ⊂ v′, v 6= v′. Then Gb specifies V precisely and V specifies Gb precisely. For
instance, for n = 6 let Gb be defined by the adjacency matrix Γ =

0 0 0 1 1 1
0 0 0 0 1 0
0 0 0 0 0 0
1 0 0 0 0 0
1 1 0 0 0 1
1 0 0 0 1 0
.
Then V = {{0, 1, 2}, {2, 3, 4}, {1, 2, 3, 5}}. Observe that V also lists the maximum cliques in
the graph complement, Gb of Gb. From V we can compute those row subsets of AT whose
product is independent of product order, i.e. the row subsets that are fully commutative.
We call this set of subsets E(V ) and a member of E(V ) represents a unique member of S⊥
with a +1 coefficient. For our example there are |E(V )| = 24 such row subsets, namely
E(V ) = {∅, {0}, {1}, {0, 1}, {2}, {0, 2}, {1, 2}, {0, 1, 2},
{3}, {1, 3}, {2, 3}, {1, 2, 3}, {4}, {2, 4}, {3, 4}, {2, 3, 4},
{5}, {1, 5}, {2, 5}, {1, 2, 5}, {3, 5}, {1, 3, 5}, {2, 3, 5}, {1, 2, 3, 5}}.
Then E(V ) = P(Zn) \ E(V ) is the family of subsets of Zn that represent non-commuting
row subsets of AT , i.e. a member of E(V ) represents a unique member of S⊥ with a ±1
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coefficient. The number of them is |E(V )| = 2n − |E(V )|, this being the number of members
of S⊥ with a ±1 coefficient. For our example |E(V )| = 26 − 24 = 40. We can express E in
terms of power sets as follows,
E(V ) =
⋃
w∈V
P(w).
We now provide a recursive algorithm to compute E(V ), given AT (and therefore V ). Let
w ⊂ Zn, Vˆ =
⋃
w,w′∈V,w 6=w′ w∩w′ and, for w ∈ V , let Vw =
⋃
w′∈V \w w∩w′. For our example,
V = {{0, 1, 2}, {2, 3, 4}, {1, 2, 3, 5}}, Vˆ = {{0, 1, 2}∩{2, 3, 4}, {0, 1, 2}∩{1, 2, 3, 5}, {2, 3, 4}∩
{1, 2, 3, 5}} = {{2}, {1, 2}, {2, 3}} and V{0,1,2} = {{0, 1, 2}∩{2, 3, 4}, {0, 1, 2}∩{1, 2, 3, 5}} =
{{2}, {1, 2}}. Then, recursively,
E(V ) = E(Vˆ ) ∪
⋃
w∈V
P(w) \ E(Vw).
So, for our example with V = {{0, 1, 2}, {2, 3, 4}, {1, 2, 3, 5}} we obtain
E(Vˆ ) = E({{2}, {1, 2}, {2, 3}}) ∪ P({0, 1, 2}) \ E({{2}, {1, 2}})
∪ P({2, 3, 4}) \ E({{2}, {2, 3}}) ∪ P({1, 2, 3, 5}) \ E({{1, 2}, {2, 3}})
= E({{1, 2}, {2, 3}}) ∪ P({0, 1, 2}) \ P({1, 2})
∪ P({2, 3, 4}) \ P({2, 3}) ∪ P({1, 2, 3, 5}) \ E({{1, 2}, {2, 3}})
= {{0}, {0, 1}, {0, 2}, {0, 1, 2}} ∪ {{4}, {2, 4}, {3, 4}, {2, 3, 4}} ∪ P({1, 2, 3, 5}),
from which we obtain the family of 24 sets written above.
8 Appendix B
8.1 e = 1 qubit extensions
We consider here the simplest case where e = 1
2
rank(Γ) = 1.
Lemma 16 Let j be a vertex of the mixed graph described by A, for which e = 1, such that
vertex j is either disconnected or connected to other vertices only via undirected edges. Then
Aej,n = I.
Proof. From the conditions in the lemma, row j of A commutes with all other rows in A.
As e = 1 then there are at least two other rows of A, rows h and k, such that Aeh,n 6= Aek,n,
Aeh,n,Aek,n ∈ {X, Y, Z}. As we require row j of Ae to commute with rows h and k of Ae and,
as row j of A commutes with rows h and k of A, then the only choice for Aej,n is I. 
A consequence of Lemma 16 is that, given a mixed graph described by A, we may
immediately, and wlog, set all Aej,n = I for unconnected and undirected vertices j and focus
on solving the extension problem for the residual directed graph comprising vertices involved
in one or more directed edges. This is implicitly the case for Theorem 4 below.
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Theorem 4 Let A be an n × n Pauli stabilizer matrix such that, from (1), e = 1. Then
A can always be extended to a fully-commuting stabilizer matrix, Ae of the form Ae =
iIn+e?A
e
XIn+eZA
e
. Such a matrix stabilizes a graph state of n + e = n + 1 qubits, and has
elements from {X, Y } on the diagonal and elements from {I, Z} off it.
Proof. (of Theorem 4)
Lemma 17 For Ae = (Aei,j ∈ {I,X, Z, Y }, 0 ≤ i, j ≤ n), we can wlog fix Aen,n = X.
Proof. (of Lemma 17) If Aen,n = X then we are done. If Aen,n ∈ {Z, Y } then, by Lemma
3, we can conjugate Aen,n to X and, by Lemma 4, this leaves the density matrix stabilized
by A unchanged, and preserves the pairwise commutation properties. If Aen,n = I then
we multiply row n by any other row, j, where Aej,n ∈ {X, Y, Z}, i.e. Aen,n ← Aej,nAen,n.
At least one such row, j, must exist for e ≥ 1. This operation preserves the codespace of
Ae, and results in Aen,n ∈ {X, Y, Z}. Then we continue with conjugation if necessary, as
discussed previously. 
Although Lemma 17 restricts Aen,n = X we emphasise that there is nothing special
about X here, we could’ve chosen to conjugate to Y or Z. But fixing to X simplifies
the problem for us without costing anything in terms of generality, as, by Lemma 4, the
associated density matrix is unchanged.
Lemma 18 If the rows i and j of A are pairwise non-commuting then
Aei,n,Aej,n ∈ {X,Z, Y }, Aei,n 6= Aej,n.
Proof. (of Lemma 18) If rows i and j of A, i 6= j, do not pairwise commute then,
if Aei,n = Aej,n, or if Aei,n and/or Aej,n equals I, then rows i and j of Ae do not pairwise
commute either. But we require Ae to be fully pairwise commuting. So Aei,n 6= Aej,n and
Aei,n,Aej,n ∈ {X,Z, Y }. 
Lemma 19 If the rows i and j of A are pairwise commuting then
Aei,n = Aej,n or at least one of Aei,n or Aej,n equals I.
Proof. (of Lemma 19) Rows i and j of Ae must pairwise commute and, if rows i and j
of A pairwise commute, then matrices Aei,n and Aej,n must also pairwise commute, hence
the conditions of the lemma. 
Lemma 20 Wlog, the elements Aen,j, 0 ≤ j < n can be restricted to elements from {I, Z}.
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Proof. (of Lemma 20) The last row, Aen = (Aen,j, 0 ≤ j ≤ n), of Ae, must pairwise
commute with each of the n previous rows. We have, wlog, already fixed Aen,n = X.
We choose elements of Aen,j, 0 ≤ j < n from {I,X, Z, Y }. For each Aen,j ∈ {X, Y } we
successively replace the nth row of Ae, i.e. Aen, with the product of rows j and n, i.e.
Aen → AejAen which ensures that, now, Aen,j ∈ {I, Z}, and continue in this fashion until
Aen,j ∈ {I, Z}, 0 ≤ j < n. This process preserves the pairwise commuting property for
the rows of Ae. 
The row product operations of lemma 20 may changeAen,n = X toAen,n ∈ {Z, Y } in which
case, using Lemma 17, a further conjugation operation on the nth column of Ae is required
to change Aen,n back to X. Note that, by Lemma 4, such an operation leaves unchanged the
density matrix, ρ, described by A.
At this point Ae has been transformed, by row operations and conjugation of the last
column, to a matrix with X or Y on the diagonal, and with {I, Z} off the diagonal, apart
from the last column where Aej,n ∈ {I,X, Y, Z}, 0 ≤ j < n, and Aej,n = X. If Aej,n ∈ {X, Y }
then we replace the jth row thus Aej → AenAej so that, now, Aej,n ∈ {I, Z}.
At this point Ae has been transformed, by row operations and conjugation of the last
column, to a matrix with X or Y on the diagonal, and with {I, Z} off the diagonal.
Lemma 21 Ae is of the form Ae = iIn+e?AeXIn+eZAe, so must be a symmetric matrix.
Proof. (of Lemma 21) All rows of Ae pairwise commute. Given that Ae has X or Y
on the diagonal and {I, Z} off the diagonal, then this is only possible if Ae is symmetric.

Combining Lemmas 17, 18, 20, and 21, one arrives at the proof of Theorem 4. 
8.2 Conditions for G to have mixed rank e = 1
Remember that G is the mixed graph defined by adjacency matrix A, and Gb the undirected
graph with adjacency matrix Γ = A+ AT .
Lemma 22 G has mixed rank e = 1 ⇔ Gb is a complete tripartite graph2, with possible
isolated vertices, and where one of the partitions can be empty (so that Gb is actually a
complete bipartite graph).
Proof. If (i, j) is an edge in Gb, then rows i and j of the stabilizer basis are anti-commuting
so, by lemma 18, the corresponding elements in the extension column of A, (Aei,n,Aej,n) can
only take the pairs (X,Z), (X, Y ), (Z,X), (Z, Y ), (Y,X), and (Y, Z). In other words the edge
(i, j) in Gb forces vertices i and j to be associated with different operators in the extension
column Aen - one can think of X,Z, Y as three colours. Therefore e = 1 is only possible if Gb
is three-colourable, which implies that the graph is empty (1-coloured), bipartite (2-coloured)
or tripartite (3-coloured). If Gb = ∅ then rank(Γ) = 0, so we discard this option. Isolated
2Thanks to Jon Eivind Vatne for useful discussions about graph theory.
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vertices correspond to the rows that commute with all other rows, and can be extended by
the column entry I, as seen in lemma 16. Let us now consider the connected part of Gb:
We are now going to prove that, if G has mixed rank e = 1, then the connected part of
Gb is complete tripartite or complete bipartite, with possible isolated vertices; since it has to
be 2- or 3-coloured, we have to prove that all the vertices on each partition are connected to
all the vertices in the other partition(s). Consider any pair of vertices (u, v) such that u and
v are in different partitions. The partitions are assigned two different colours/entries for the
extension column, in the set {Z,X, Y }. 3 Therefore the rows u and v anti-commute, since
the entries in the extension column anti-commute. Therefore there must be an edge between
u and v in Gb, which proves that the graph is complete bipartite or complete tripartite.
We will now prove that if Gb is a complete bipartite or tripartite graph with possible
isolated vertices, then G has mixed rank e = 1:
In general, the extension of G depends only on Gb: We have that (u, v) ∈ Gb iff row u
anti-commutes with row v. This is true because all unitaries Uj that form the stabilizer basis
for a mixed graph state have exactly one X in position j, and Z and I in the other positions.
If (u, v) ∈ Gb, we have in rows u and v the pair XuZv, IuXv (u→ v) or XuIv, ZuXv (u← v),
and since all entries other than u and v commute (the set {Z, I} is commutative), then row
u anti-commutes with row v. On the other hand, if row u anti-commutes with row v, then
one of the pairs XuZv, IuXv or XuIv, ZuXv must be present in rows u and v, because as
discussed all entries other than u and v commute, and these pairs correspond to u→ v and
u← v, so (u, v) ∈ Gb. This means that the choice of the extension column/row will depend
solely on Gb, since the only factor is the commutativity/anti-commutativity of the rows.
The extension of G by a node depends on whether we can extend the matrix by one
column. We assign to each of the partitions the colours Z,X, Y . Since the graph is complete
bipartite or tripartite, then any two nodes in the same partition get assigned the same
colour/entry, and any two nodes in a different partition get assigned a different colour/entry.
In particular, this means that there are no arrowed edges between any two nodes in the same
partition, which means that their rows commute. Since they have the same extension entry,
their extended rows also commute. This also means that there is an arrowed edge between
any two nodes in different partitions, which means that their respective rows anti-commute.
Since the extension entry is different for each of these two nodes, and is in the set {Z,X, Y },
this means that the extension rows now commute. This proves that one extension column is
enough.

8.3 On parents and children for e = 1
In general, as we shall now show, for e = 1 we obtain (up to local equivalence) a maximum
of three mixed states, obtained from a maximum of three parents (up to local equivalence),
|ψe〉, as stabilized by Ae.
3Note that I is not present because since it does not change the commutativity it can only be assigned to
the rows that connect with any other rows (which correspond to isolated nodes on Gb), and we are considering
here the connected part of Gb.
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Lemma 23 A maximum of 6 distinct children is possible when e = 1.
Proof. Isolated nodes in Gb have the extension I, so we consider only non-isolated nodes.
IfGb is not connected then there are two or more non-empty subgraphs that are not connected
to each other; however, then rank(Γ) > 2, which contradicts e = 1. This is because Gb is a
nondirected graph for which any non-empty subgraph has rank at least 2, and the rank of
Gb is the sum of the ranks of the unconnected subgraphs.
Lemma 22 states that G is at most 3-colourable if e = 1, as Gb is complete tripartite (or
complete bipartite). Gb determines univocally whether two nodes have the same colour or
not. There are 3 choices for the first colour, 2 for the second, and 1 for the remaining colour.
In total that makes in principle 6 possible extension columns, yielding 6 different parents.
Note that we only consider choices for Aen,j, for j = 0, . . . , n− 1. The reason for this is that
that, as shown previously, we can fix Aen,n = X. 
Lemma 24 When e = 1 we obtain at most 3 local unitary inequivalent children.
Proof. Denote the resultant matrix after applying permutation (Z Y ) on Aen,j, j =
0, . . . , n − 1, as A′en,j. The last rows of A and A′ are equal. We can make both A and A′
symmetric by multiplying by the last row the rows where the last column entry is X or Y .
Thus the rows where Aen,i = X yield the same result as the rows where A′en,i = X, while we
multiply the last row (which is equal in both matrices) by the rows where Aen,j = A′en,k = Y .
This means that Aen,k = A′en,j = Z, so they do not get multiplied in their respective matrices.
The effect of this is to complement the neighbourhood of node n, which comprises nodes j
and k, and to induce the permutation (X Y ) in the diagonal position of these rows.
On the other hand, if we perform the local unitary operation ZK(DN)n, where Z =(
1 0
0 −1
)
, D =
(
1 0
0 i
)
and N = 1√
2
(
1 i
1 −i
)
, and K is the largest set such that
Aen,k = Z ∀k ∈ K, the effect is the same as described above (see [5] for a description of the
effect of N). This implies that of the 6 parents, only at most 3 are local unitary inequivalent.

We therefore obtain the following result.
Lemma 25 Let A be such that, from (1), e = 1. Then A represents the mixed graph state
ρ =
5∑
j=0
cjρj,
5∑
j=0
cj = 1, cj ≥ 0,∀j.
where ρj = |φ0,j〉〈φ0,j| + |φ1,j〉〈φ1,j|, 0 ≤ j < 6, are the six density matrices obtained from
the six parents |ψej 〉, as stabilized by Aej.
Proof. Follows immediately from lemma 23. 
Although only at most 3 of them are locally inequivalent, we include them all in the
general sum ρ, since changing ρj for a locally equivalent ρ
′
j does not necessarily give local
equivalence in ρ.
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