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Abstract
The local well-posedness of the Cauchy problem for the coupled Hirota equations is established in
Sobolev spaces Hs × Hs (s  14 ) by the Fourier restriction norm method.
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1. Introduction
We study Cauchy problem for the coupled Hirota equations:
i∂tu + c1∂2xu − iε∂3xu + 2
(
α|u|2 + β|v|2)u − iε{(2μ1|u|2 + ν1|v|2)ux + ν1uv¯vx}= 0,
i∂t v + c2∂2x v − iε∂3x v + 2
(
β|u|2 + γ |v|2)v − iε{(ν2|u|2 + 2μ2|v|2)vx + ν2u¯vux}= 0,
u(x,0) = u0(x), v(x,0) = v0(x), x, t ∈ R, (1.1)
where (u0(x), v0(x)) ∈ Hs × Hs , the coefficients cj (j = 1,2) and ε = 0 are real constants and
α, β , γ , μj , νj (j = 1,2) are complex constants, the unknowns u and v are complex valued
functions, and u¯, v¯ denote their conjugate functions.
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Z. Huo, Y. Jia / J. Math. Anal. Appl. 322 (2006) 566–579 567The coupled Hirota equations describe pulse propagation in a coupled fiber with higher-order
dispersion and self-steepening. Several papers have been devoted to the study of soliton solutions,
see [4,5]. So far there is no result on the Cauchy problem for the coupled Hirota equations. Here
we are interested in the well-posedness for the Cauchy problem of the coupled Hirota equations
with low regularity data. The classical theory of PDE focuses on smooth solutions, when s is
extremely large for space Hs . In this case it is fairly easy to obtain local well-posedness for the
coupled Hirota equations, but it is sometimes necessary to go down to much lower regularity.
The low regularity theory is also useful in obtaining more precise control on solutions (including
smooth solutions) and more generally in deepening the intuition and set of tools for PDEs.
The single Hirota equation encompasses the well-known nonlinear derivative Schrödinger
equation
iut + uxx + i
(|u|2u)
x
= 0 (1.2)
and the modified KdV equation (m-KdV)
ut + uxxx + u2ux = 0. (1.3)
For nonlinear Schrödinger equations with derivative in a nonlinear term, H. Takaoka used the
trilinear estimates associated with the Fourier restriction norm method to obtain the global
well-posedness with data in low-order Sobolev spaces [11], Colliander et al. [2,3] established
sharp results on global well-posedness for the initial value problem. The Fourier restriction
norm method [1,6,8,11] was first introduced by Bourgain [1] to study the KdV and nonlinear
Schrödinger equations in the periodic case. It was simplified by Kenig et al. in dealing with
KdV equation [6,8]. Kenig et al. [9] proved that the Cauchy problem of m-KdV equation (1.3) is
locally well-posed in Hs with the best order s  14 .
In this paper, we will prove that Cauchy problem (1.1) is locally well-posed in Hs × Hs
with s  14 by the Fourier restriction norm method and the contraction mapping principle. The
most important step is to prove the trilinear estimates with the dispersion relation attuned to the
coupled Hirota equations. Compared with results of [9], the single Hirota equation and the KdV
equation have the same highest order dispersive term iuxxx , our result with s  14 for the Cauchy
problem (1.1) seems difficult to be improved.
In order to study the Cauchy problem, we use the equivalent formulation
u(x, t) = S1(t)u0
− i
t∫
0
S1(t − t ′)
[
2
(
α|u|2 + β|v|2)u − iε{(2μ1|u|2 + ν1|v|2)ux + ν1uv¯vx}]dt ′,
v(x, t) = S2(t)v0
− i
t∫
0
S2(t − t ′)
[
2
(
β|u|2 + γ |v|2)v − iε{(ν2|u|2 + 2μ2|v|2)vx + ν2u¯vux}]dt ′,
where
S1(t) =F−1x e−it (c1ξ
2+εξ3)Fx, S2(t) =F−1x e−it (c2ξ
2+εξ3)Fx
are the unitary operators associated to the corresponding linear equations. We denote the phase
function by
φj (ξ) = εξ3 + cj ξ2, j = 1,2. (1.4)
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have nonzero singular points. This is different from the phase function of the semigroup of the
linear KdV equation and also makes the problem much more difficult. Therefore, we need to use
Fourier restriction operators
PNf =
∫
|ξ |N
eixξ fˆ (ξ) dξ, PNf =
∫
|ξ |N
eixξ fˆ (ξ) dξ, ∀N > 0 (1.5)
to eliminate the singularity of the phase function.
Moreover, the operators will be used to decompose the coupled terms and nonlinear terms in
the system (1.1). For instance, to deal with terms like (u1)xu2u¯3 (u1, u2, u3 = u or v), we first
decompose it as the high frequency part and corresponding low one
(u1)xu2u¯3 = PN
{
(u1)xu2u¯3
}+ PN{(u1)xu2u¯3}. (1.6)
Next, we continue to decompose each term in the right side of (1.6) as the sum of those products
which consist of each factor acted by the Fourier restriction operator PN or PN . We will estimate
each resulting term with different methods to overcome any obstacles. In order to give our main
result, we shall introduce some definitions and notations first.
Definition 1.1. For s, b ∈ R, we define the spaces Xjs,b and X¯js,b for the coupled Hirota equations
to be the completion of the Schwartz function space on R2 with respect to the norms
‖u‖
X
j
s,b
= ∥∥Sj (−t)u∥∥Hbt Hsx = ∥∥〈ξ 〉s 〈τ − εξ3 − cj ξ2〉bFu∥∥L2ξL2τ
and
‖u¯‖
X¯
j
s,b
= ∥∥〈ξ 〉s 〈τ − εξ3 + cj ξ2〉bF u¯∥∥L2ξL2τ ,
respectively, where j = 1,2 and 〈·〉 = (1 + | · |).
One can easily prove that ‖u‖
X
j
s,b
= ‖u¯‖
X¯
j
s,b
, which will be used later without pointing out.
We shall use the trivial embedding: for j = 1,2, it holds that ‖u‖
X
j
s1,b1
 ‖u‖
X
j
s2,b2
whenever
s1  s2, b1  b2. We denote by uˆ = Fu the Fourier transform in t and x of u and by F(·)u the
Fourier transform in the (·) variable, respectively. Let us introduce the notations, for j = 1,2,
k = 1,2,3,
σ j = τ − εξ3 − cj ξ2, σ j1 = τ1 − εξ31 − cj ξ21 ,
σ
j
2 = τ2 − εξ32 − cj ξ22 , σ j3 = τ3 − εξ33 + cj ξ23 ,
σ = σ 1 or σ 2, σk = σ 1k or σ 2k ,
φ = φ1 or φ2, S(t) = S1(t) or S2(t), Xs,b = X1s,b or X2s,b. (1.7)
We use the notation
∫

·dδ to simplify the convolution integral:∫

f
({ξ, τ }, {ξ1, τ1}, {ξ2, τ2}, {ξ3, τ3})dδ
=
∫
f
({ξ1 + ξ2 + ξ3, τ1 + τ2 + τ3}, {ξ1, τ1}, {ξ2, τ2}, {ξ3, τ3})dτ1 dτ2 dτ3 dξ1 dξ2 dξ3.
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for any nonzero δ ∈ R.
Theorem 1.1. Let s  14 ,
1
2 < b <
2
3 . Then there exists a constant T > 0 such that the Cauchy
problem (1.1) admits a unique local solution(
u(x, t), v(x, t)
) ∈ {C([0, T ];Hs)∩ X1s,b}× {C([0, T ];Hs)∩ X2s,b}
with (u0, v0) ∈ Hs ×Hs . Moreover, given t ∈ (0, T ), the map (u0, v0) → (u(t), v(t)) is Lipschitz
continuous from Hs × Hs to C((0, T );Hs) × C((0, T );Hs).
Remark. A low boundedness for T (the time of existence of the solutions) can be determined by
(2C max{‖u0‖Hs ,‖v0‖Hs })−1/(b′−b), where b, b′ satisfy 12 < b < b′ < 23 . This can be deduced
from the proof of Theorem 1.1.
2. Preliminary estimates
The existence of unique local solution can be obtained if the estimates∥∥∂x(u1)u2u¯3∥∥Xks,b−1  C‖u1‖Xk1s,b‖u2‖Xk2s,b‖u3‖Xk3s,b , (2.1)
‖u1u2u¯3‖Xks,b−1  C‖u1‖Xk1s,b‖u2‖Xk2s,b‖u3‖Xk3s,b (2.2)
hold for some b > 12 , where u1, u2, u3 = u or v; k = 1,2, km = 1,2 (m = 1,2,3). In fact, we
obtain the following theorem.
Theorem 2.1. If s  14 , 12 < b < 23 , ∀b′ > 12 . Then∥∥∂x(u1)u2u¯3∥∥Xks,b−1  C‖u1‖Xk1s,b′ ‖u2‖Xk2s,b′ ‖u3‖Xk3s,b′ , (2.3)
‖u1u2u¯3‖Xks,b−1  C‖u1‖Xk1s,b′ ‖u2‖Xk2s,b′ ‖u3‖Xk3s,b′ , (2.4)
where k = 1,2, km = 1,2 (m = 1,2,3).
Remark. Kenig et al. [8] obtained that the corresponding single trilinear estimate for the KdV
equation fails for s < 14 . Therefore, our estimate seems to be best possible order.
Next, some lemmas are proven which are used in the proof of Theorem 2.1. First, we introduce
the notations:
a = max
{
1,
∣∣∣∣2c13ε
∣∣∣∣,
∣∣∣∣2c23ε
∣∣∣∣
}
, Dsx =F−1x |ξ |sFx,
FFρ(ξ, τ ) = f (ξ, τ )
(1 + |τ − φ(ξ)|)ρ =
{
f (ξ, τ )
(1 + |τ − φ1(ξ)|)ρ or
f (ξ, τ )
(1 + |τ − φ2(ξ)|)ρ
}
,
‖f ‖Lpx Lqt =
( ∞∫
−∞
( ∞∫
−∞
∣∣f (x, t)∣∣q dt
) p
q
dx
) 1
p
, ‖f ‖L∞t H sx =
∥∥‖f ‖Hsx ∥∥L∞t .
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Lemma 2.2. The groups {Sj (t)}+∞−∞ (j = 1,2) satisfy∥∥DxSj (t)P 2aϕ∥∥L∞x L2t Cj‖ϕ‖L2, (2.6)∥∥Sj (t)P aϕ∥∥L4xL∞t  Cj‖ϕ‖H 14 , (2.7)∥∥D 16x Sj (t)P 2aϕ∥∥L6xL6t  Cj‖ϕ‖L2, (2.8)
where the constant Cj depends on cj and ε in (1.4).
Proof. We prove (2.6) first. It is easy to obtain that, for the same j, the two phase functions in
(1.4) have the same order for the high frequency part. For simplicity, we only consider φj (ξ) =
εξ3 + cj ξ2. As pointed out before, φ′j (ξ) = 2cj ξ + 3εξ2 has two singularities. Recalling (1.5),
we know that φj is invertible if |ξ | 2a. Therefore, we obtain
Sj (t)P
2aϕ =
∫
|ξ |2a
eixξ eitφj (ξ)ϕˆ(ξ) dξ =
∫
|φ−1j |2a
e
ixφ−1j eitφj ϕˆ
(
φ−1j
) 1
φ′j
dφj
=Ft
(
e
ixφ−1j χ{|φ−1j |2a}ϕˆ
(
φ−1j
) 1
φ′j
)
.
In the following steps, using the change of variables ξ = φ−1j , we have
∥∥Sj (t)P 2aϕ∥∥2L2t =
∥∥∥∥Ft
(
e
ixφ−1j χ{|φ−1j |2a}ϕˆ
(
φ−1j
) 1
φ′j
)∥∥∥∥
2
L2t
=
∥∥∥∥χ{|φ−1j |2a}ϕˆ(φ−1j ) 1φ′j
∥∥∥∥
2
L2φj
=
∫
|φ−1j |2a
∣∣ϕˆ(φ−1j )∣∣2 1|φ′j |2 dφj
=
∫
|ξ |2a
∣∣ϕˆ(ξ)∣∣2 1|φ′j (ξ)|2 φ′j (ξ) dξ 
∫
|ξ |2a
∣∣ϕˆ(ξ)∣∣2 1|φ′j | dξ
=
∫
|ξ |2a
|ϕˆ(ξ)|2
|3εξ2|∣∣1 − 2cj3εξ ∣∣ dξ  Cj
∫
|ξ |2a
|ϕˆ(ξ)|2
|ξ |2 dξ  Cj‖ϕ‖
2
H˙−1 .
From the inequalities above, it follows that∥∥Sj (t)P 2aϕ∥∥L2t Cj‖ϕ‖H˙−1 .
Furthermore, we have∥∥DxSj (t)P 2aϕ∥∥L∞x L2t Cj‖ϕ‖L2 .
Therefore, this inequality implies the estimate (2.6) by the definition of homogeneous Sobolev
space.
Z. Huo, Y. Jia / J. Math. Anal. Appl. 322 (2006) 566–579 571Let us turn to the proof of (2.7) next. One is able to recall Theorem 2.5 from [7]: if the phase
function φ(ξ) of the unitary operators Sj (t) is a polynomial, then
∥∥Sj (t)ϕ∥∥2L4xL∞t 
∫ ∣∣∣∣φ
′
j (ξ)
φ′′j ξ)
∣∣∣∣
1
2 ∣∣ϕˆ(ξ)∣∣2 dξ.
Then with the help of the theorem, we can show that
∥∥Sj (t)P aϕ∥∥2L4xL∞t 
∫ ∣∣FPaϕ(ξ)∣∣2∣∣∣∣φ
′
j (ξ)
φ′′j (ξ)
∣∣∣∣
1
2
dξ 
∫ ∣∣FPaϕ(ξ)∣∣2∣∣∣∣3εξ2 + 2cj ξ6εξ + 2cj
∣∣∣∣
1
2
dξ

∫ ∣∣FPaϕ(ξ)∣∣2
( |3εξ2|∣∣1 − a 1
ξ
∣∣
|6εξ |∣∣1 − 12a 1ξ ∣∣
) 1
2
dξ

∫ ∣∣FPaϕ(ξ)∣∣2
( |3εξ2|(1 + a 1
a
)
|6εξ |(1 − 12a 1a )
) 1
2
dξ  Cj
∥∥Paϕ∥∥2
H˙
1
4
.
Therefore, it follows the estimate (2.7).
Finally, we will use Stein’s interpolation theorem [9,10] listed as follows: suppose {Tz}, 0
Re z 1, is an admissible family of linear operators satisfying
‖Tiyf ‖Lq0 M0(y)‖f ‖Lp0 ,
‖T1+iyf ‖Lq1 M1(y)‖f ‖Lp1
for all simple functions f in L1(M,m,μ), where 1  pj , qj ∞, Mj(y), j = 0,1, are inde-
pendent of f and satisfy
sup
−∞<y<∞
e−b|y| lnMj(y) < ∞
for some b < π . Then, if 0 t  1, there exists a constant Mt , such that
‖Ttf ‖Lqt Mt‖f ‖Lpt
for all simple functions f provided
1
pt
= 1 − t
p0
+ t
p1
and
1
qt
= 1 − t
q0
+ t
q1
.
Therefore, we consider the analytic family of operators TzP 2aϕ = D−z/4x D1−zx S(t)P 2aϕ, with
z ∈ C, 0 Re z 1, where z = iy,
TiyP
2aϕ = ∂
∂x
S(t)D
−i5y/4
x HP 2aϕ,
where H denotes the Hilbert transform. Thus by (2.6),∥∥TiyP 2aϕ∥∥L∞x L2t  C‖ϕ‖L2 .
Since ‖Diyx Hϕ‖L2 = ‖ϕ‖L2 . When z = 1 + iy, T1+iyP 2aϕ = D−1/4x D−i5y/4x S(t)P 2aϕ, and by
(2.7), ∥∥T1+iyP 2aϕ∥∥L4xL∞t  C‖ϕ‖L2 .
Hence, using the above Stein’s interpolation theorem, we obtain the result (2.8) by choosing
z = 23 . 
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‖PNFρ‖L2xL∞t  C‖f ‖L2ξL2τ , (2.9)
where the constant C does depend on N .
Lemma 2.4. If ρ > 12 4(q−2)3q for 2 q  8. Then
‖Fρ‖LqxLqt  Cj‖f ‖L2ξL2τ , (2.10)
where the constants Cj depends on ε and cj .
Proof. Changing variables to τ = λ + φj (ξ) where φj (ξ) can be taken any form in (1.4), we
have
Fρ(x, t) =
∞∫
−∞
∞∫
−∞
ei(xξ+tτ ) f (ξ, τ )
(1 + |τ − φj (ξ)|)ρ dξ dτ
=
∞∫
−∞
eitλ
( ∞∫
−∞
ei(xξ+tφj (ξ))f
(
ξ,λ + φj (ξ)
)
dξ
)
dλ
(1 + |λ|)ρ .
Therefore, using (2.5), Minkowski’s integral inequality and taking ρ > 12 , we can prove that
‖Fρ‖L8xL8t  Cj
+∞∫
−∞
∥∥f (ξ,λ + φj (ξ))∥∥L2ξ dλ(1 + |λ|)ρ  Cj‖f ‖L2ξL2τ . (2.11)
By interpolation between (2.11) and
‖F0‖L2xL2t = ‖f ‖L2ξL2τ , (2.12)
we obtain, for ρ > 12
4(q−2)
3q , that
‖Fρ‖LqxLqt  Cj‖f ‖L2ξL2τ . (2.13)
In fact, we consider the analytic family of operators
Tzf =F−1 f〈σ 〉zb , z ∈ C, 0 Re z 1.
If z = 1 + iy, then
T1+iyf =F−1 f〈σ 〉(1+iy)b .
Thus, (2.11) gives
‖T1+iyf ‖L8xL8t  C‖f ‖L2ξL2τ .
If z = iy, then
Tiyf =F−1 f(iy)b .〈σ 〉
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‖Tiyf ‖L2xL2t C‖f ‖L2ξL2τ .
Therefore, by Stein’s analytic interpolation theorem, we can obtain the result (2.13) with
z = 4(q−2)3q . 
Lemma 2.5. Let ρ > θ2 with θ ∈ [0,1]. Then∥∥DθxP 2aFρ∥∥
L
2
1−θ
x L
2
t
 Cj‖f ‖L2ξL2τ , (2.14)∥∥D− 14x P 2aFρ∥∥L4xL∞t  Cj‖f ‖L2ξL2τ , (2.15)
where the constants Cj does depend on ε and cj .
Proof. From the argument (2.11) and inequality (2.6), we have for ρ > 12 ,∥∥DxP 2aFρ∥∥L∞x L2t  Cj‖f ‖L2ξL2τ .
Then (2.14) follows by Stein’s interpolation between the inequality above and (2.12). Similarly
to the above argument, we obtain (2.15) from inequality (2.7). 
Lemma 2.6. If f,f1, f2 and f3 belong to Schwartz space on R2, then∫

¯ˆ
f (ξ, τ )fˆ1(ξ1, τ1)fˆ2(ξ2, τ2)fˆ3(ξ3, τ3) dδ =
∫
f¯ f1f2f3(x, t) dx dt. (2.16)
Proof. For simplicity, we only discuss the case of one variable. In fact, it follows that∫
ξ=ξ1+ξ2+ξ3
¯ˆ
f (ξ)fˆ1(ξ1)fˆ2(ξ2)fˆ3(ξ3) dδ
=
∫
ξ=ξ1+ξ2+ξ3
ˆ¯f (−ξ)fˆ1(ξ1)fˆ2(ξ2)fˆ3(ξ3) dδ
=
∫
ξ1
∫
ξ ′2
∫
ξ ′3
ˆ¯f (−ξ ′3)fˆ1(ξ1)fˆ2(ξ ′2 − ξ1)fˆ3(ξ ′3 − ξ ′2)dξ1 dξ ′2 dξ ′3
= ˆ¯f ∗ fˆ1 ∗ fˆ2 ∗ fˆ3(0) =F f¯ f1f2f3(0)
=
∫
f¯ f1f2f3(x) dx. 
Lemma 2.7. [6,8] Let s ∈ R, 12 < b < b′ < 1, 0 < δ < 1. Then it holds that∥∥ψδ(t)S(t)u0∥∥Xs,b Cδ 12 −b‖u0‖Hs , (2.17)∥∥∥∥∥ψδ(t)
t∫
S(t − t ′)f (t ′) dt ′
∥∥∥∥∥
X
 Cδ 12 −b‖f ‖Xs,b−1, (2.18)
0 s,b
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t∫
0
S(t − t ′)f (t ′) dt ′
∥∥∥∥∥
Hs
Cδ 12 −b‖f ‖Xs,b−1, (2.19)
∥∥ψδ(t)F∥∥Xs,b Cδ 12 −b‖F‖Xs,b , (2.20)∥∥ψδ(t)F∥∥Xs,b−1 Cδb′−b‖F‖Xs,b′−1 . (2.21)
We give the proof of Theorem 2.1 now. We will prove (2.3) only, the proof of (2.4) is similar
to that of (2.3), we omit the details here. By duality and the Plancheral identity, it suffices to
show that
Υ =
∫

〈ξ 〉s iξ1 f¯ (τ, ξ)〈σ 〉1−b Fu1(τ1, ξ1)Fu2(τ2, ξ2)F u¯3(τ3, ξ3) dδ
=
∫

〈ξ 〉s iξ1
〈σ 〉1−b∏3k=1〈ξk〉s〈σk〉b′ f¯ (τ, ξ)f1(τ1, ξ1)f2(τ2, ξ2)f3(τ3, ξ3) dδ
 C‖f ‖L2
3∏
k=1
‖fk‖L2,
for all f¯ ∈ L2, f¯  0, where
fk = 〈ξk〉s〈σk〉b′ uˆk, k = 1,2; f3 = 〈ξ3〉s〈σ3〉b′ ˆ¯u3,
ξ = ξ1 + ξ2 + ξ3, τ = τ1 + τ2 + τ3.
Without loss of generality, we can assume that fk  0 for k = 1,2,3.
FFkρ (ξ, τ ) =
{
fk(ξ, τ )
(1 + |τ − εξ3 − c1ξ2|)ρ or
fk(ξ, τ )
(1 + |τ − εξ3 − c2ξ2|)ρ
}
= fk〈σk〉ρ ,
where k = 1,2.
FF 3ρ (ξ, τ ) =
{
f3(ξ, τ )
(1 + |τ − εξ3 + c1ξ2|)ρ or
f3(ξ, τ )
(1 + |τ − εξ3 + c2ξ2|)ρ
}
= f3〈σ3〉ρ .
In order to obtain the boundedness of the integral Υ , we split the domain of integration in several
pieces.
Situation I. Assume: |ξ | 6a.
Case 1. If |ξ1|  2a. Then, by Lemmas 2.4 and 2.6, the integral Υ restricted to this domain is
bounded by∫

〈ξ 〉s f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|f1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
f2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
f3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
 C
∫

f¯ (τ, ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′
dδ
 C
∫
F 1−b · F 1b′ · F 2b′ · F 3b′(x, t) dx dt
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∥∥F 1b′∥∥L6xL6t ∥∥F 2b′∥∥L6xL6t ∥∥F 3b′∥∥L6xL6t
C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
Case 2. Assume |ξ1| 2a.
Subcase (1). If |ξ2|  2a or |ξ3|  2a (without loss of generality, we can assume |ξ2|  2a),
then by Lemmas 2.3–2.6, the integral Υ restricted to this domain is bounded by∫

〈ξ 〉s f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
f3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫

f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′ dδ
C
∫
F 1−b · DxP 2aF 1b′ · P2aF 2b′ · F 3b′(x, t) dx dt
C‖F1−b‖L4xL4t
∥∥DxP 2aF 1b′∥∥L∞x L2t ∥∥P2aF 2b′∥∥L2xL∞t ∥∥F 3b′∥∥L4xL4t
C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
Subcase (2). If |ξ2| 2a and |ξ3| 2a, then by Lemmas 2.3–2.6, for s  14 , the integral Υ is
bounded by∫

〈ξ 〉s f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫

f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫
F 1−b · DxP 2aF 1b′ · P 2aD
− 14
x F
2
b′ · P 2aD
− 14
x F
3
b′(x, t) dx dt
C‖F1−b‖L2xL2t
∥∥DxP 2aF 1b′∥∥L∞x L2t ∥∥P 2aD−
1
4
x F
2
b′
∥∥
L4xL
∞
t
∥∥P 2aD− 14x F 3b′∥∥L4xL∞t
C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
Situation II. Assume: |ξ | 6a.
Case 1. If |ξ1|  2a, then |ξ |  3 max(|ξ2|, |ξ3|) (without loss of generality, we can assume
2a  13 |ξ | |ξ3|). Then by Lemmas 2.4 and 2.6, the integral Υ is bounded by∫

〈ξ 〉s f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
f2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫

f¯ (τ, ξ)
〈σ 〉1−b
χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ dδ
C
∫
F 1−b · P2aF 1b′ · F 2b′ · P 2aF 3b′(x, t) dx dt
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∥∥P2aF 1b′∥∥L6xL6t ∥∥F 2b′∥∥L6xL6t ∥∥P 2aF 3b′∥∥L6xL6t
 C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
Case 2. Assume |ξ1| 2a, we distinguish the different situations.
Subcase (1). If |ξ2|  2a or |ξ3|  2a (without loss of generality, we can assume |ξ3|  2a),
then |ξ | 3 max(|ξ1|, |ξ2|). Then by Lemmas 2.3–2.6, the integral Υ restricted to this domain is
bounded by∫

〈ξ 〉s f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
f2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
 C
∫

f¯ (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ dδ
 C
∫
F 1−b · DxP 2aF 1b′ · F 2b′ · P2aF 3b′(x, t) dx dt
 C‖F1−b‖L4xL4t
∥∥DxP 2aF 1b′∥∥L∞x L2t ∥∥F 2b′∥∥L4xL4t ∥∥P2aF 3b′∥∥L2xL∞t
 C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
Subcase (2). Assume |ξ2| 2a and |ξ3| 2a. We have to discuss two situations separately.
(i) If |ξ | 3 max(|ξ1|, |ξ2|, |ξ3|) = 3|ξ1|, then by Lemmas 2.3–2.6, for s  14 , the integral Υ
is bounded by∫

χ|ξ |6a〈ξ 〉sf (τ, ξ)
〈σ 〉1−b
χ|ξ1|2a|ξ1|f1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
 C
∫
P 6aF1−b · DxP 2aF 1b′ · D−sx P 2aF 2b′ · D−sx P 2aF 3b′(x, t) dx dt
 C
∥∥P 6aF1−b∥∥L2xL2t ∥∥DxP 2aF 1b′∥∥L∞x L2t ∥∥D−sx P 2aF 2b′∥∥L4xL∞t ∥∥D−sx P 2aF 3b′∥∥L4xL∞t
 C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
(ii) If |ξ | 3 max(|ξ1|, |ξ2|, |ξ3|) = 3|ξ2|, then by symmetry, we have three cases as follows.
If s  1, then by Lemmas 2.4 and 2.6, the integral Υ restricted to this domain is bounded by∫

|ξ1|〈ξ 〉sf (τ, ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
f2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
f3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
 C
∫

f (τ, ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′ dδ
 C
∫
F1−b · F 1b′ · F 2b′ · F 3b′(x, t) dx dt
 C‖F1−b‖L4xL4t
∥∥F 1b′∥∥L4xL4t ∥∥F 2b′∥∥L4xL4t ∥∥F 3b′∥∥L4xL4t
 C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
If 1  s  1, then by Lemmas 2.4–2.6, the integral Υ restricted to this domain is bounded by2
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〈ξ 〉sf (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
f2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫

f (τ, ξ)
〈σ 〉1−b
χ|ξ1|2a|ξ1|1−sf1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫
F1−b · D
1
2
x P
2aF 1b′ · F 2b′ · D
− 14
x P
2aF 3b′(x, t) dx dt
C‖F1−b‖L4xL4t
∥∥D 12x P 2aF 1b′∥∥L4xL2t ∥∥F 2b′∥∥L4xL4t ∥∥D−
1
4
x P
2aF 3b′
∥∥
L4xL
∞
t
C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
If 14  s 
1
2 , then by Lemmas 2.4–2.6, for 1 − b s2 , the integral Υ is bounded by∫

〈ξ 〉sχ|ξ |6af (τ, ξ)
〈σ 〉1−b
|ξ1|χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
χ|ξ3|2af3(τ3, ξ3)
〈σ3〉b′ 〈ξ3〉s dδ
C
∫

|ξ |sχ|ξ |6af (τ, ξ)
〈σ 〉1−b
χ|ξ1|2a|ξ1|1−sf1(τ1, ξ1)
〈σ1〉b′
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
× χ|ξ3|2af3(τ3, ξ3)〈σ3〉b′ 〈ξ3〉s dδ
C
∫
DsxP
6aF1−b · D1−sx P 2aF 1b′ · D−sx P 2aF 2b′ · D−sx P 2aF 3b′(x, t) dx dt
C
∥∥DsxP 6aF1−b∥∥
L
2
1−s
x L
2
t
∥∥D1−sx P 2aF 1b′∥∥
L
2
s
x L
2
t
∥∥D− 14x P 2aF 2b′∥∥L4xL∞t ∥∥D−
1
4
x P
2aF 3b′
∥∥
L4xL
∞
t
C‖f ‖L2ξL2τ ‖f1‖L2ξL2τ ‖f2‖L2ξL2τ ‖f3‖L2ξL2τ .
This completes the proof of Theorem 2.1. 
3. The proof of Theorem 1.1
For (u0, v0) ∈ Hs × Hs (s  1/4), define the operator as follows:
Φu0(u) = Φ(u) = ψ1(t)S1(t)u0 − ψ1(t)i
t∫
0
S1(t − t ′)ψδ(t ′)
[
2
(
α|u|2 + β|v|2)u
− iε{(2μ1|u|2 + ν1|v|2)ux + ν1uv¯vx}]dt ′,
Ψv0(u) = Ψ (u) = ψ1(t)S2(t)v0 − ψ1(t)i
t∫
0
S2(t − t ′)ψδ(t ′)
[
2
(
β|u|2 + γ |v|2)v
− iε{(ν2|u|2 + 2μ2|v|2)vx + ν2u¯vux}]dt ′,
and the sets
B = {u ∈ X1s,b: ‖u‖X1s,b  2C‖u0‖Hs},
C = {v ∈ X2s,b: ‖v‖X2  2C‖v0‖Hs}.s,b
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(Φ,Ψ )(B× C) ⊂ B× C.
By Theorem 2.1 and Lemma 2.7, we obtain, for b < b′ < 23 , the following chain of inequalities:∥∥Φ(u)∥∥
X1s,b
 C‖u0‖Hs + Cδb′−b
{
2
(
α‖u‖2
X1s,b
+ β‖v‖2
X2s,b
)‖u‖X1s,b}
+ ε(2μ1‖u‖2X1s,b + ν1‖v‖2X2s,b
)‖u‖X1s,b + εν1‖u‖X1s,b‖v‖2X2s,b
 C‖u0‖Hs + Cδb′−b max
(‖u0‖Hs ,‖v0‖Hs )2‖u‖X1s,b ,∥∥Ψ (v)∥∥
X2s,b
 C‖v0‖Hs + Cδb′−b
{
2
(
γ ‖v‖2
X2s,b
+ β‖u‖2
X1s,b
)‖v‖X2s,b}
+ ε(2μ2‖v‖2X2s,b + ν2‖u‖2X1s,b
)‖v‖X2s,b + εν2‖v‖X2s,b‖u‖2X1s,b
 C‖v0‖Hs + Cδb′−b max
(‖u0‖Hs ,‖v0‖Hs )2‖v‖X2s,b .
If we fix δ such that Cδb′−b max(‖u0‖2Hs ,‖v0‖2Hs ) 12 , then
(Φ,Ψ )(B× C) ⊂ (B× C).
For (uj , vj ) ∈ B× C, j = 1,2. In an analogous way to the above, we obtain that∥∥Φ(u1) − Φ(u2)∥∥X1s,b  12‖u1 − u2‖X1s,b ,∥∥Ψ (v1) − Ψ (v2)∥∥X2s,b  12‖v1 − v2‖X2s,b .
Therefore, (Φ,Ψ ) is a contraction map on B × C. Thus there exists a unique fixed point which
solves the Cauchy problem (1.1) for T < δ.
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