Research about volatility shock persistence is very important, since it could reflect the risks that can be used to estimate the fluctuations of stock returns in the future. This paper investigates a comparison of the volatility shock persistence sectoral indexes between the consumer goods (CONS) and property-real estate (PROP) sectors, using a single index model analyzed using GARCH (Generalized Autoregressive Conditional Heteroscedasticity) and I-GARCH (Integrated-Generalized Autoregressive Conditional Heteroscedasticity). By using index return data from January 2010-December 2015, the research shows that CONS and PROP tend to produce the same results. The CONS and PROP indexes' responses to volatility shocks tended to be quite fast. Hence, the single index model of the CONS and the PROP indexes can quickly return to its normal stability. It means that, in the presence of certain information which could affect the volatility of the return from these sectors, the market will respond and adapt immediately. This might be attributed to the fact that CONS is a sector that involves fast moving products. Furthermore, the PROP sector has an indirect effect by increasing the real sectoral economic activity and economic growth in Indonesia, which has a large population. Thus, it is recommended that investors who are risk averse and risk neutral should invest in these sectors, because the volatility of both indexes can be monitored based on the existing information.
INTRODUCTION
Investors in the capital market, especially the stock market, face uncertainties or risks in investing. The index fluctuates wildly, on a daily, weekly, quarterly and annual basis, because of good and bad news about the conditions of the market, economy, politics, security, and the internal condition of the companies. However, turbulence or a shock can provide returns for investors, if they use the appropriate strategies for decision-making associated with their preferences and the investment period. Rajput, Chopra, and Rajput (2012) stated that it is very important to consider the stock price volatility when making investment decisions, because the volatility reflects the risks or uncertainties that can be used to estimate the fluctuations in the stocks' returns in the future. One of the ways to investigate volatility is to analyze the volatility shock persistence. Shares with volatility persistence indicate that returns today have a big influence on the prediction of variance (volatility) for returns in the future. Thus, investors can use volatility persistence as a method to estimate stock returns when making investment decisions.
Research about volatility to explain stock returns has been conducted. Carr and Wu (2009) found there is a correlation between variance premiums and individual stock returns. Bollerslev, Marrone, Xu, and Zhou (2014) also discovered evidence that the aggregate market risk could be explained by the risk premium. Other researchers have also looked at factors that could explain the volatility. Wang (1993) found that volatility could be increased by asymmetric information associated with a firm. Jain and Strobl (2015) investigated how asymmetric information from volatility can explain excess returns.
This research utilized a time series analysis approach, in the form of the GARCH (Generalized Autoregressive Conditional Heteroscedasticity) model. This model was also used in the study by Hui-Boon Tan and CheeWooi Hooy (2006) . The GARCH model was used because it enables the calculation of timevarying volatility. In the study, it was found that volatility clustering in a GARCH model meant it could also be a model that is very flexible and can work well. Besides using a GARCH model, this study also developed a model by adding an I-GARCH (Generalized Autoregressive Conditional-Integrated Heteroscedasticity) model, as used by Jain and Strobl (2017) . In this study, the I-GARCH model was used to analyze the volatility persistence associated with excess returns.
The study focused on both the consumer goods sector and the property-real estate sector, because the consumption sector (food and beverage sub-sector, cigarette sub-sector, pharmaceutical sub-sector, sub-sector for cosmetics and household goods, and the subsector for household appliances) is an industrial sector generally considered as stable for investments. The cause of this stability is that the consumer goods sector is considered a sector which is immune to declines, as it involves basic human needs. In addition, the consumption sector is a sector that has a more stable risk, and it is important to consider in a portfolio of stocks due to its nature as a stock "defense".
Unlike the consumption sector, the property and real estate sectors (the property and real estate sub-sector and the construction sub-sector) are vulnerable to macroeconomic conditions such as interest rate fluctuations, inflation, and exchange rates. However, in the Indonesian capital market, investments in these sectors offer much greater profits, without large capital investments, compared to direct investments. Anto (2015) states that investment in property and real estate in Indonesia promises an absolute return, because the increasing number of people 114 Christianti in Indonesia is not accompanied by any expansion in the available land. This drives the prices of property, especially homes, upwards from time to time. Furthermore, the investment opportunities in property and real estate in Indonesia are very extensive.
This research also tried to examine whether there are any differences in volatility persistence between the CONS and PROP sectors that will impact on policy differences in investment decisions. These decisions may be influenced by the investors' preferences (risk averse, risk neutral or risk taker).
LITERATURE REVIEW
Volatility is a very important thing to take into account, so that the estimated stock price becomes more appropriate and reasonable. One way is to analyze the volatility persistence (volatility shock persistence). Research into persistent volatility began with the research conducted by Engle (1982) , Poterba and Summers (1986) , and Engle and Bollerslev (1986) , using the GARCH model to measure persistent volatility.
Further research into volatility was also undertaken in Malaysia by Hui-Boon Tan and Chee-Wooi Hooy (2006) , which also used a time series analysis approach, in the form of GARCH. Their results showed that the volatility of shock persistence on the return index of the technology sector was greater than the volatility shock persistence on the overall return of the KLSE (Kuala Lumpur Stock Exchange). Islam and Mahkota (2013) also studied the volatility persistence of the KLCI (Kuala Lumpur Composite Index), JKSE (Jakarta Stock Exchange Composite Index) and the STI (Straits Times Index) using GARCH. Their study showed that the daily return can be explained by the GARCH model and the JKSE was the most volatile stock market of the three. However, the research above did not examine the effect of persistence volatility with excess returns. This is very important since volatility persistence could affect the stock returns at different information asymmetry levels (Jain & Strobl, 2017) . Therefore, this study includes the I-GARCH model to analyze the volatility persistence associated with excess returns.
Research about volatility persistence with I-GARCH has been undertaken by Patton and Sheppard (2015) on the S&P 500 index and the individual index of 105. Their research distinguished the volatility of positive and negative returns. The results show that future volatility is strongly influenced by negative return volatility, compared to positive return volatility. The same study was also conducted by Jain and Strobl (2017) on the NYSE (New York Stock Exchange) firms from 1989-2014, and found that volatility persistence can significantly explain the excess returns. They used the I-GARCH model to analyze persistent volatility associated with excess returns. Thus, this research develops the GARCH model by adding the I-GARCH model as used by Jain and Strobl (2017) to analyze the effect of volatility persistence on excess returns.
METHOD, DATA, AND ANALYSIS
The data used in this study were the sector indexes, namely the daily consumption sector (CONS), the daily property and real estate sector (PROP), and the daily market index (JKSE) for the period of the study from January 2010 to December 2015. The daily data were obtained from JSX Statistics, accessed from www.idx.co.id.
Because the CONS and PROP sectors had different levels of risk, they became the objects of the research. Therefore, this research tried to compare whether the volatility of the PROP sector index and the volatility of the CONS sector index were associated with volatility shock persistence. By comparing the volatility persistence analysis of these sectors, the study examined to what extent investment decision making would be different, based on the risktaking profile of the investors. The technical analysis of the data, with the sequence of the research, explained the steps for measuring the volatility persistence (see Figure 1 ). It started with collecting data from the CONS, PROP, and JKSE daily indexes from January 2010 to December 2015. After the data from the three indexes were obtained, the calculation of the natural logarithm of the return was conducted in accordance with the theory of the geometric rate of return, as show in the following formula (Cooper, 1996) :
In which, P t is a closing price index on day t, and P t-1 is a closing price index on day t-1. Furthermore, after the return index was obtained, stationary testing of the data was conducted to determine whether the return had a tendency to a constant mean and variance. Stationary testing of the data was conducted using the unit root test, based on the Augmented Dickey-Fuller test approach.
The next stage, the single index model, was used to estimate the return index. In general, a single index model illustrates that when the market price moves it will be followed by a rise in stock prices, and vice versa. It shows the relationship between the returns of the securities to market changes, such as stock market indexes (Elton et al., 2014) . This approach is called a single index model, using the stock market index as a proxy. The single index model is used in this study because risk is calculated based on only two factors, which consist of the market risk and the individual risk. This is different to Markowitz's model, that measures risk with a correlation matrix between the variance and covariance, which has more complexity than the single index model. Furthermore, the single index model is able to compare all the securities on a benchmark, and to compare the securities with others. The regression equation for the single index model in the study is as follows (Elton et al., 2014) :
In which, R is an excess return from a sectoral index, α is an expected excess return, β is stock's return due to the movement of the market, R is an excess market return, and e is a sectoral specific surprise or residual.
After the CONS and PROP indexes were estimated using single index modeling, autocorrelation tests were needed. An autocorrelation test is used to test the correlations among errors from period t-1 and period t. The consequences of autocorrelation problems in a model are that the estimator stands consistent, but not efficient, and the result of the hypothesis testing is inaccurate.
Autocorrelation in this study used the correlogram Q-stat (this study used 36 lags). If all of the p-values of the 36 lags were statistically significant at α = 0.05, it could be stated that there were autocorrelation problems in the models. Therefore, the modeling continued using ARIMA (Autoregressive Integrated Moving Average). It was conducted by inserting elements of the Autoregressive (AR) order and Moving Average (MA) order into the model until there were no autocorrelation problems in the model. ARIMA modeling is done by looking at the p-values of the 36 lags that came out from 95% of the confidence intervals (spikes). It indicated that there were correlations between the lags. Those which had spikes were inserted into the ARIMA equation to be estimated. The formula below is a single index model including the ARIMA order. Then a second test, the ARCH-LM test was conducted. This ARCH-LM test is the test of the Lagrange Multiplier (LM) to test the ARCH effect on the residuals. If there were ARCH effects in the residuals, the modeling could be continued using ARCH/GARCH. The GARCH model was used to obtain an optimal estimation of the variance level, as the variance at time t (σ i 2 ), depending on past information, reflected in the squared residuals and the variance in the previous period (t-1).
The most common GARCH model is GARCH (1,1) or GARCH (p, q). Estimating the conditional variance GARCH (1,1) was conducted using the following equation (Engle, 1982) :
where, α is a coefficient of ARCH and β is a coefficient of GARCH. This study used GARCH (1.1) because it is able to calculate the timevarying volatility. Furthermore, the GARCH (1,1) used in this study was the GARCH (1,1) with a covariance consistent heteroscedasticity option. This option is used if the model is not normally distributed, the parameters remain consistent and asymptotically is valid.
In the GARCH (1,1) model, if the total number of ARCH and GARCH coefficients are close to 1, the testing would be continued with the Wald test. If the result of the Wald test was not statistically significant, further testing would be continued using the I-GARCH (1,1) model. The model below is the model for I-GARCH (1,1) used in this study (Engle & Bollerslev, 1986) :
The results from the I-GARCH (1,1) model would be compared with the results of the GARCH (1,1), using AIC (Akaike Information Criterion), SIC (Schwarz Information Criterion), and the log likelihood to measure the validity of the model. The smaller the values of AIC and SIC the better the parameters in the model, while the larger the log-likelihood value means the better the model could be. Conversely, if the total value of the ARCH and GARCH coefficients were below 0.95, it could be stated that it was sufficient to use the GARCH (1,1) model as the estimation model. The final step in this research was calculating the volatility shock persistence for both single index models of the CONS and PROP indexes. The calculation of volatility shock persistence in this study used the formula used by Hui-Boon Tan, Chee, and Sook (2006):
RESULT AND DISCUSSION
This study aimed to compare the volatility persistence associated with investment decision making in the CONS and PROP sectors. The descriptive statistics (see results in Table 1) for the market index return (JKSE), the consumer return index sector (CONS), and the property & real estate return index sector (PROP), showed that even though the PROP index had higher average returns than the CONS (0.0826%), PROP had less risk than CONS. This was seen from the value of the standard deviation (std dev) for it, which was smaller than the standard deviation of CONS. But, the average return of PROP is greater than that of CONS.
Furthermore, the stationary data test was conducted in order to determine whether there was autocorrelation in the data return tested. Table 2 , it was found that the JKSE, CONS, and PROP indexes had an ADF absolute value greater than the critical absolute value (5%). Hence, it could be stated that the return data of each index was already stationary. Thus, all the stocks were stationary.
After all the indexes were found to be stationary, a regression statistic for a single index model was conducted. This model used two simple regression analyses. The first regression model used the return of the JKSE index as the independent variable (X) and the return of the CONS index as the dependent variable (Y). The second regression model used the return of the JKSE index as the independent variable (X) and the return of the PROP index as the dependent variable (Y). Table 3 shows the return of the JKSE was statistically significant, α = 0.05 for CONS and PROP, with coefficients that were both over 0.90. These indicated that the return movement of the JKSE had a major effect on the movements of the CONS and PROP return indexes. Because it was possible that there were correlations among the errors from period t-1 and period t, autocorrelation tests were needed. As previously explained, the correlogram Q-stat method was used to find out whether there were correlations.
Based on the correlogram Q-stat test, for both of the single index models, all of the pvalues of the 36 lags were statistically significant at α = 0.05. From the results, it could be stated that there were autocorrelation problems in the models. Therefore, the modeling continued using ARIMA (Autoregressive Integrated Moving Average). This was conducted by inserting elements of the Autoregressive (AR) order and Moving Average (MA) order into the model until there were no autocorrelation problems in the model. Table 4 , it was found that all of the AR variables were statistically significant, α = 0.05. It could be stated that there were no longer any autocorrelation problems in the models. To make sure that there were no autocorrelations in the ARIMA models, a correlogram Q-stat was used.
The results of this test showed that there were no autocorrelation problems in the models, as the pvalues obtained by the correlogram Q-stat were statistically not significant (α = 0.05) for all of the 36 lags.
After that, an ARCH effect test was conducted to test for a heteroscedasticity problem in every model. From the previous explanation, the ARCH effects test used in this study employed two methods, namely a correlogram squared of the residual and ARCH-LM. The results of the first test showed that the p-values in the models were not statistically significant (α= 0.05) for all of the 36 lags for both the CONS and PROP indexes. From the results, it could be stated that there were heteroscedasticity problems in both indexes' models. Moreover, the second test, the ARCH-LM test, showed that the obs-R*squared values of the 1 st lag to the 5 th lag were also statistically significant (α = 0.05). They indicated that there were heteroscedasticity problem in the models.
Hence, the next step was to proceed with ARCH/GARCH modeling. Before this model was analyzed, it needed to be tested to see whether there were autocorrelation and heteroscedasticity problems in the model. The results of the correlogram Q-stat showed that the p-values were not statistically significant (α = 0.05) for all of the 36 lags. Thus, it could be stated that there were no autocorrelation problems in the model. Furthermore, the results of the ARCH effect test showed that the p-values were not statistically significant (α= 0.05) for all of the 36 lags. From the results, it could be stated that there were no heteroscedasticity problems in the model. Similarly, the result of the ARCH-LM test showed that the R*obssquared values of lag of the 1 st to the 5 th lag were also not significant statistically (α = 0.05). Hence, the residuals in the model were homoscedastic.
Furthermore, the GARCH (1, 1) model was then analyzed. Table 5 shows that the total value of the ARCH and GARCH coefficients was below 0.95. It could be stated that it was sufficient to use the GARCH (1,1) model as the estimation model. The levels of volatility shock persistence in this model were calculated using formula number 7 in the methodology section. (2010) (2011) (2012) (2013) (2014) (2015) , analyzed
From Table 6 , it can be seen that the proportion of shock on the 5 th day was 39.71% and it became only 0.99% on the 25 th day. Thus, it could be stated that the responses by the indexes to shocks to their volatility were quite fast. Hence, the single index model for the CONS sector quickly returned to normal.
Furthermore, the GARCH (1,1) model was then analyzed for the single index model of the PROP index. Table 7 shows the estimation of the results of the GARCH (1,1) model for the PROP index. The results of the correlogram Q-stat showed that the p-values were not statistically significant (α = 0.05) for all of the 36 lags. Thus, it could be stated that there were no autocorrelation problems in the model. Furthermore, the results of the ARCH effect test showed that the p-values were not statistically significant (α= 0.05) for all of the 36 lags. From the results, it could be stated that there were no heteroscedasticity problems in the model. Similarly, the result of the ARCH-LM test showed that the R*obs-squared values of the 1 st to the 5 th lag were also not statistically significant (α = 0.05). Hence, the residuals in the model were homoscedastic. Table 7 shows that the total value for the ARCH and GARCH coefficients was below 0.95. It could be stated that it was sufficient to use the GARCH (1,1) model as the estimation model.
The GARCH (1,1) model was then analyzed. Based on the results of the study, the PROP index had a value for α+β which was smaller than the value of the CONS index. However, the difference between the two shock volatility indexes was very small and tended to be similar. The value of α+β was below 0.9. It indicated that the CONS and PROP response indexes to shocks on volatility were fast enough. Hence, the single index models for the CONS and PROP sectors could quickly return to normal.
Similarly, the proportion of shocks of the single index models of the CONS and PROP sectors were not much different on days 5, 10, 15, 20, and 25. This indicated that the volatilities that occurred in those two indexes were low, these volatilities continued, and these volatilities could possibly return to normal. Hence, it could be stated that the volatility persistence of the two indexes tended to be similar. This might be attributed to the fact that the consumption sector is a sector that involves basic human needs. Although there were increases or decreases in the macroeconomic factors, the consumption sector tended to instantly respond and adapt to market conditions. Furthermore, the volatility or return movement of the property and real estate sector in Indonesia also tends to be responsive to macroeconomic changes. The increases or decreases of macroeconomic factors which could affect the property and real estate sectors are not likely to influence investment very much, because this sector is very much needed by people. Especially in the countries with large populations, the increasing number of people in Indonesia is not accompanied by an expansion of the land area, the availability and need for housing is creating problems (Anto, 2015) . In other words, the property and real estate sector has an indirect effect by increasing the real sectoral economic activity and economic growth in Indonesia, which has a large population.
Thus, investors who are risk averse or risk neutral should invest in these sectors, because the movement of both indexes can be monitored based on the existing information. That is, the index movement occurs for fundamental (basic) reasons, not because of any irrational behavior by the markets' participants, in which speculators regulate or control the price, which makes the stock prices change.
CONCLUSION
As the conclusion, the responses of both of the CONS and PROP indexes to shocks on volatility tended to be quite fast. As a result, the single index models of the CONS and PROP sectors quickly returned to normal. Therefore, investors who are risk averse or risk neutral are recommended to invest in the CONS and PROP sectors, because the movements of both these indexes can be monitored based on the available information, and they tend to quickly adjust to changes. Macroeconomic changes which could affect both the consumer and property-real estate sectors are not likely to influence investment much, because these sectors cater to basic human needs.
LIMITATION AND SUGGESTION
This study used the GARCH (1, 1) model to measure volatility. As a result, this study was unable to distinguish between positive and negative volatilities during the study period. Hence, future studies are recommended to use the E-GARCH (Generalized Exponential Conditional Autoregressive Heteroscedasticity) model, and the T-GARCH (Generalized Threshold Conditional Autoregressive Heteroscedasticity) model, as these models can determine which volatility, either the positive or negative volatilities, is stronger in influencing the index's volatility.
