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ABSTRACT 
The coastline of south-eastern Australia contains a concentration of coastal lagoons which cyclically 
open and close to the ocean. Ocean waves act to build a barrier in front of the lagoon, isolating the 
lagoon from the ocean until such time as the barrier is breached, typically in response to catchment 
rainfall and barrier overtopping. 
In total, around 70 of these systems exist in New South Wales, with the majority south of Sydney. 
Similar systems also exist worldwide in places such as South Africa, California, New Zealand, 
Vietnam and Portugal to name several. 
A common management measure in New South Wales involves artificial breaching of the barrier 
when water levels in the lagoon become high enough to cause flooding concerns in surrounding low 
lying residential areas. With an expected rise in sea level, the viability of this management strategy is 
likely to decline. It is desirable to gain a better understand of entrance dynamics, including the 
breakout process. Numerical morphological models represent one way of improving that level of 
understanding. 
This thesis asserts that the coastal lagoon breaching process differs in key ways from the breaching of 
anthropogenic structures such as embankment dams, levee’s and sea dikes. While the modelling of 
anthropogenic structures has received significant attention in the past, the breaching of coastal 
lagoons has been subject to comparatively less examination. By appreciating the differences, 
numerical morphological models can be better employed to represent the coastal lagoon breaching 
process. 
Perhaps foremost is the flatter slope and typically longer breach channel length of a coastal lagoon. 
While anthropogenic structures typically have relatively steep slopes (say ~ 1 in 5 to 1 in 3), the slope 
of the wave built barrier fronting coastal lagoons in New South Wales is commonly 1 in 10 or flatter 
on the ocean side, and significantly flatter again on the landward side. As the breach channel 
develops, it flattens even further and previous research indicates that the system settles into a highly 
efficient flow, characterised by near critical conditions (Froude No. ~ 1.0) including the development 
of standing wave bed forms and weak hydraulic jumps. 
The time for full breaching is typically longer O (~10hrs) than for anthropogenic structures O (~1hr) 
which also tend to have a more catastrophic impact when they breach. The increased time for coastal 
lagoon breaching also has important implications, for example, in the prediction of times required to 
relieve the effects of catchment flooding. 
Breaching is also significantly controlled by the rate at which the breach channel widens, and hence 
the geotechnical mechanisms controlling collapse of the side walls. Field and laboratory observations 
have repeatedly confirmed that the side walls of a sandy channel are near vertical during the breach. 
This presents some interesting challenges for numerical modelling. 
The research included the collection of a comprehensive set of field data during an artificial breach at 
Tabourie Lake (South Coast, New South Wales) in February, 2008. That data set has been combined 
with a pre-existing, but less comprehensive data set from Wamberal Lagoon (Central Coast, New 
South Wales) in September, 1993. These data have provided a basis for the development, testing and 
calibration of a two dimensional fixed grid numerical morphodynamic model, built around a pre-
existing hydrodynamic model that is characteristic of the types of models presently applied in 
engineering practice for the assessment of flooding. 
Following development of the morphodynamic code, particular effort has been placed into improving 
the representation of: 
 Bank collapse dynamics, noting that the near vertical slopes and discrete shallow slipping 
failures which cause the channel to widen occur on a sub-grid scale; and 
 Sediment transport and morphodynamics of the channel base, utilising available research on 
the transport characteristics and roughnesses of shallow and transcritical flows. 
Various strategies have been tested with reference to the available field data sets, and 
recommendations regarding those strategies are made. 
An important pre-cursor to modelling the impact of sea-level rise on flooding involves prediction of 
the barrier elevation prior to breaching. This greatly affects the peak water levels that result from 
catchment flooding. A framework for the assessment of barrier elevations that could occur as a result 
of sea level rise is also developed and presented. Finally, a number of ‘what-if’ scenarios are 
presented to put application of the improved model into context, including the impact of assumptions 
regarding barrier elevation changes due to sea level rise. 
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LIST OF SYMBOLS AND ABBREVIATIONS 
Symbol Description 
࡯ Chezy Roughness Coefficient 
ࢉ࢙ Concentration of sediment in water column 
࡯ࡰ Drag coefficient 
D Representative grain size 
ࡰ∗ Dimensionless Particle Parameter = ܦହ଴ ቂ௚ሺ௦ିଵሻఔమ ቃ
భ
య 
ࡰ૞૙ሺࡰ࢞ሻ Grain size exceeded by 50% (x%) by weight of the sediment 
ࢌ Darcy-Weisbach friction factor 
ࡲ Froude number ൫ݑത/ඥ݄݃൯ 
ࡲࡸࢀ Froude number at the boundary between lower and transitional flow regimes, 
determined from water depth and ܦହ଴ grain size 
ࡲࢀࢁ Froude number at the boundary between transitional and upper flow regimes, 
determined from water depth and ܦହ଴ grain size 
g Acceleration due to gravity (m2/s) 
H Water depth 
H Bed form heights 
Hs  Significant Wave Height 
࢑࢙ Nikuradse sand grain roughness length 
ࡷ Strickler coefficient (equal to the inverse of Manning’s ‘n’ coefficient) 
࢔ Manning’s coefficient (ݏ/݉భయሻ 
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Symbol Description 
q Unit discharge rate 
࢚ࢗ Total bed load transport 
ࡾ࢙ Rate of settling 
ࡾ∗ Grain Shear Reynolds Number (-) 
Re Flow Reynolds number = ௎ഥ௛ఔ  
s Relative Density ߩ௦/ߩ (-) 
ࡿ Water Surface Slope (-) 
Tp  Spectral Peak Wave Period 
࢛ഥ, ࢜ഥ Horizontal depth averaged water velocity components ( ‘x’ and ‘y’ components 
respectively) 
࢛ࢠ Flow speed at elevation z above bed 
࢛∗ Shear velocity = ඥ߬/ߩ (shear stress expressed in velocity units of m/s) 
࢝ Fall velocity of sediment (m/s) 
ࢠ Elevation above bed 
ࢠ૙ Bed roughness length 
ࢼ  Bed Slope 
ࢾ Laminar Sublayer thickness (m) 
ࢿ Pickup rate or erosion rate 
ࣂ Shields Parameter, dimensionless shear stress, sometimes expressed as ߬∗in the 
literature. 
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Symbol Description 
ࣂࢉ࢘ Critical Shields parameter for the inception of sediment movement. 
ࣄ Von Karman’s constant (typically 0.40 – 0.41) 
ࣅ Bed form wave length (m) 
ࣅ࢓ Minimum theoretical wave length for dunes and anti-dunes 
ࣇ Kinematic Viscosity (m2/s) 
࣋ Density of water (kg/m3) 
࣌ࢍ Grain ‘sorting’ parameter: σ௚ ൌ 0.5ሺϕ଼ସ െ ϕଵ଺ሻ 
࣎ Near Bed Shear Stress 
࣎ࢉ Critical shear stress for the movement of sediment 
࣎′ Grain Related Bed Shear Stress, skin friction or grain friction 
࣎ᇱ′ Bed Form related shear stress (bed form drag) 
࣎ᇱ′′ Bed Resistance attributed to the suspended load 
࣎ᇱ′′′ Bed Resistance attributed to breaking standing waves over anti-dunes 
ࢶ Dimensionless sediment transport rate = ௤್ඥሺ௦ିଵሻ௚஽య 
ࣘૡ૝,ࣘ૚૟ Grain sizes exceeded by 16 and 84% of the sediment by weight respectively, 
expressed in terms of phi scale, where D in mm = 2ିథ 
φ  Angle of Repose of Sediment 
AEP  Annual Exceedance Probability 
AEST  Australian Eastern Standard Time: Standard Time for the New South Wales Coast 
which is UTC +10:00. During the February 2008 Tabourie Lake Field Exercise, 
LIST OF SYMBOLS AND ABBREVIATIONS XVII 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
Symbol Description 
Australian Eastern Daylight Time (AEDT) was being observed, which is UTC 
+11:00. However, in this report, all times have been converted to AEST except 
where otherwise noted (particularly in Chapters 7 and Appendix D). 
AHD  Australian Height Datum: approximately around mean sea level. 
ARI  Average Recurrence Interval 
DECCW  See OEH 
DIPNR  See OEH 
DLWC  See OEH 
GCC  Gosford City Council, The council responsible for management of the Local 
Government Area containing Wamberal Lagoon 
ICOLL  Intermittently Closed and Open Lake or Lagoon, herein replaced by the term 
“Coastal Lagoon” as the findings of this study are not limited to those coastal 
lagoons which open intermittently, but also those which open on a seasonal basis 
IFD  Intensity – Frequency – Duration rainfall statistics, typically tabulated to show 
how average rain storm intensity (mm/hr) varies with storm frequency and 
duration. 
IPW  In-Phase Wave: Generally describes an upper stage bed form where the 
hydrodynamic surface is in phase with the bed forms. Typically occurs for trans 
critical flows. 
MHL  Manly Hydraulics Laboratory. A NSW State Government run laboratory which 
collects and acts as custodian for a variety of wave, tide, rainfall and water quality 
data among other functions. Presently sits within NSW Public Works, but was also 
been the responsibility of the (now Defunct) NSW Department of Commerce 
during the course of this project 
NSW  New South Wales, Australia 
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Symbol Description 
OEH  New South Wales Office for Environment and Heritage; a present state 
government body partly responsible for coordinating the state wide management 
of the Coastline and Estuaries in New South Wales. This management function has 
also sat within the (now defunct) Department of Environment, Climate Change 
and Water (DECCW) and the Department of Infrastructure, Planning and Natural 
Resources (DIPNR) during the execution of this project. During the preceding 
decade, the function was also held by the Department of Natural Resources (DNR) 
Department of Land and Water Conservation (DLWC) and the Public Works 
Department (PWD) 
PWD  See OEH 
SCC  Shoalhaven City Council, The Council responsible for management of the Local 
Government Area containing Tabourie Lake 
SILO  SILO is an enhanced climate data bank hosted by the Queensland Climate Change 
Centre of Excellence (http://www.longpaddock.qld.gov.au/silo/about.html). 
SLR  Sea Level Rise 
ST  Sediment Transport 
TOCE  Temporary Open/Closed Estuary (See ICOLL)  
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1 INTRODUCTION 
1.1 Background 
Coastal lakes and estuaries that open and close to the ocean occur in a variety of locations throughout 
the world including Australia, Brazil, Japan, the United States and South Africa (Beck, 2005; Elwany 
et al., 1998; Gladstone et al., 2006; Kraus et al., 2008; Nagabayashi et al., 2006; Tanaka et al., 1996; 
Zietsman, 2004). These estuaries are referred to by a number of terms including Intermittently Closed 
and Open Lakes or Lagoons (ICOLLs), Temporarily Open/Closed Estuaries (TOCEs), Blind 
Estuaries or Seasonally Opening Estuaries (Haines et al., 2006; Stretch and Parkinson, 2006). In this 
document, the term Coastal Lagoon has been adopted.  
This thesis draws largely from experience in New South Wales, where coastal lagoons can open and 
close at any time of the year (i.e. intermittently), as rainfall is not distinctly seasonal. The thesis deals 
principally with the opening process, and is concerned with the need to consider variability both 
within the same lagoon during different opening events, and between different lagoons. It examines 
two-dimensional numerical hydrodynamic and morphological modelling as a suitable means to 
properly account for that variability.  
A detailed field data set captured during an artificial breach event at Tabourie Lake (South Coast, 
New South Wales) during this study and a similar, but less detailed data set captured at Wamberal 
Lagoon in 1993 have been used to assess a numerical morphological modelling software package, 
also refined and developed further during this study. 
1.2 The Importance of Understanding Entrance Processes 
The environment surrounding coastal lagoons often holds considerable natural beauty. This attracts 
development pressure. In New South Wales, fringing development (Figure 1-1) has often occurred 
without full understanding of the natural variability of the coastal lagoon. This has impacted adversely 
on water quality (Figure 1-2) and resulted in poorly sited development, placed without due 
consideration of the normal water level variability which would occur as a result of lagoon opening 
and closing processes. 
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Figure 1-1 Fringing Development around Burrill Inlet, New South Wales 
(©State of New South Wales through the Department of Natural Resources) 
Inevitably, communities surrounding coastal lagoons agitate for artificial entrance opening, normally 
on the following grounds: 
 To improve water quality within the water body; or 
 To alleviate flooding around the fringes of the water body. 
It is common practice to artificially open or ‘breach’ closed estuaries, when water levels become high, 
to prevent flooding of surrounding property or to flush the system of a build-up of contaminants or 
sediments (Stretch and Parkinson, 2006). Additional reasons implicated by Kraus and Wamsley 
(2003) include moderating salinity levels in a lagoon, enabling migration of particular species and 
relocation of a migrating entrance.  
Artificial breaching when there is the greatest difference in water level between the landward water 
body and the ocean is considered to produce the best results (Kraus and Wamsley, 2003). Optimal 
timing of an artificial breach requires an understanding of the breach process, the re-closure processes 
and the impact on ecosystem functioning. Gordon (1990) noted that closure begins soon after 
breaching, with longshore processes causing the newly formed channel to meander along the beach, 
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lengthen and ‘choke’.  Gordon considered that ultimate closure can be related to a single flood tide, a 
storm surge event, elevated wave energy, low rainfall or a spring tide cycle.  In comparison, 
Ranasinghe and Pattiaratchi (Ranasinghe and Pattiaratchi, 1999; Ranasinghe and Pattiaratchi, 2003) 
found that entrance closure on an embayed coast was related to cross-shore transport under seasonal 
low energy swell wave conditions, without notable meandering (i.e. limited “spit development”).  
While a variety of factors can be implicated in entrance closure, the relative importance of longshore 
and cross-shore transport in affecting closure differs between systems and is related to alignment and 
exposure of the entrance to the prevailing wave climate, and the nature of that wave climate.   
 
Figure 1-2 Curl Curl Lagoon, Sydney  
Water Quality is affected by Catchment Residential and Industrial Development (©State of New South Wales 
through the Department of Natural Resources) 
When action from those authorities responsible for management is either not forthcoming or delayed, 
a local community may attempt to open the entrance (sometimes unsuccessfully) by digging a trench 
through the crest of the barrier dune to initiate a breach. 
Maximising the scour of sand from the beach barrier during breaching is desirable to achieve the 
following: 
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 Rapid emptying of the lagoon to promote the rapid lowering of flood levels; 
 Fast velocities, to promote the initial outward flushing of any pollutants within the lagoon; and 
 A larger final scour channel, to promote ongoing tidal flushing of the lagoon, and prolong the 
time before subsequent closure. 
Flood studies of coastal lagoons need to consider the impact of entrance behaviour. If a flood occurs 
when the entrance is closed, inflow will initially exceed outflow, until water levels rise to overtop and 
scour a breach channel large enough to convey the inflow. When Outflow is equal to Inflow, water 
levels stop rising and the peak water level is reached.  
Clearly, it is desirable to obtain the best possible estimate of the rate at which the breach channel 
develops. As flood studies typically use numerical modelling to establish flooding characteristics, it is 
also desirable that numerical models provide the best possible representation of breach development. 
1.3 Existing Level of Understanding 
The coastal lagoon breach process is described qualitatively in the papers of Gordon (1981; 1990). 
Those papers rely heavily on field work undertaken in the 1970’s by the Manly Hydraulics 
Laboratory (MHL) at Dee Why Lagoon, north of Sydney. In total, Gordon (1990) reports that 25 
separate breach/closure sequences were observed, with five being studied in detail. Importantly, the 
depth to which the entrance channel scours at Dee Why is limited by a resistant clay substrate at 
approximately -0.5 m below mean sea level. Gordon (1990) also cites a study of Narrabeen Lagoon 
which is close to Dee Why, as reported in Kulmar et al. (1989). That study monitored 21 individual 
breach/closure sequences between 1984 and 1988. An “unauthorised” opening of Lake Wollumboola 
on April 4, 1989 is also reported in the literature (Aber and Downey, 1989). 
Overall, these studies resulted in a three staged conceptual model of coastal lagoon breach behaviour 
(Gordon, 1990). The model utilises constructs compatible with the one-dimensional description of 
flow in open channel hydraulics, characterising flow in the breach channel with parameters such as 
Froude number, cross-section integrated discharge, channel width and slope. These help to describe 
and facilitate understanding of the process. However, measurements at Avoca and Wamberal lagoons 
on the NSW Central Coast in 1993 illustrate significant variation from the timings and extents 
presented in Gordon’s model. 
The process of earthen dam or sea dike breaching shares interesting similarities with those of a coastal 
lagoon. The upstream extent of all systems tend towards a highly efficient inlet and channel 
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resembling that of a constructed minimum energy loss waterway (Apelt, 1983; Brodie, 1988; 
Chanson, 2005; Gordon, 1981).  
Key studies involving field measurements and modelling of dike breaching were undertaken by 
Visser (Steetzel and Visser, 1992; Visser, 1988; Visser, 1998; Visser et al., 1995; Visser et al., 1990).  
During the last decade, key field experiments on earthen dam breaching were undertaken as part of 
the European Union funded IMPACT project and these have subsequently allowed the validation of 
more sophisticated two dimensional models of that process (Morris and Hassan, 2009; Morris et al., 
2009a; Morris et al., 2009b; Wang and Bowles, 2006a; Wang and Bowles, 2006b) 
The rise of efficient computational models and much speedier computer hardware over the past two 
decades enables us to examine the process in much more detail. The present generation of two-
dimensional modelling packages, commonly used for flood studies, when combined with 
morphodynamic capabilities can simulate plan form variations. However, existing literature does not 
present robust justification of these models for the entrance breach process. Use of 2D models for 
practical breach applications can be found (BMT WBM, 2009; Garber et al., 2007; Odd et al., 1995) 
but these don’t present performance of the model against measured plan form variations, and the 
amount of available field data and quality of any attempted calibration and verification is typically 
limited. 
1.4 The Purpose of this Research 
Future analysis of entrance processes will utilise increasingly sophisticated numerical models and it 
will be important to ensure that those models represent the physical processes appropriately. The 
present research project has aimed to examine how well a commercial modelling package (TUFLOW, 
developed by BMT WBM Pty Ltd) is able to represent the breach process, and make improvements to 
the code relating to: 
 Widening of the breach channel, through gradual slumping of the side walls, which maintain a 
steep slope due to apparent cohesion of the damp sand (Figure 1-3); and 
 Sediment transport in transcritical flow (Figure 1-4).  Transcritical flow is present during coastal 
lagoon breaching and characterised by standing waves and weak hydraulic jumps, with flow 
oscillating in space and time, but remaining close to critical (Froude Number = 1).  The bed 
configuration also migrates between “upper-regime” bed forms including the transitional flat bed 
and anti-dunes.   
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Figure 1-3 Bank Collapse and Widening 
(Tabourie Lake, 13th February, 2008) 
With this overall objective in mind, a number of sub-objectives have been addressed as part of this 
study: 
 The collection of a new, high resolution field data set during February, 2008 (Lake Tabourie) to 
improve upon and augment existing data sets; 
 Re-organisation of the existing program code to enable rapid development and testing; 
 Development of models for both Tabourie Lake and Wamberal Lagoon and a variety of smaller 
test models; 
 The assessment of existing sediment transport algorithms in representing the intense transport 
processes present during coastal lagoon breaching; 
 The development and testing of a number of bank collapse algorithms; 
 The development of strategies for improving channel breach shape evolution and bed scour rates 
based on literature review and field observation; 
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 Calibration of a numerical model using the best combination of bank collapse and bed scour 
adjustments; and 
 Testing of a variety of different management strategies using the calibrated model. 
 
Figure 1-4 Transcritical Breach Flow 
(Cochrone Lagoon, 7th September, 2006) 
 
In addition, a stochastic model for assessing the likelihood of berm height elevations fronting coastal 
lagoons was also developed.  The knowledge gained is important for risk based flood management of 
coastal lagoons. 
1.5 Structure of this Document 
This manuscript is organised as follows: 
 Chapter 2 provides a review of literature relevant to the project; 
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 Chapter 3 presents the data set collected at Tabourie Lake in February, 2008; 
 Chapter 4 discusses the numerical modelling framework developed during this study, including 
integration of the hydrodynamic and morphological model; 
 Chapter 5 discusses preliminary hydraulic and sediment transport sensitivity testing, undertaken 
to prove the general capability of the model; 
 Chapter 6 discusses sensitivity testing and improvements made to the model relating to bank 
collapse and lateral breach growth;  
 Chapter 7 discusses sensitivity testing and improvements made to the model relating to high 
intensity sediment transport; 
 Chapter 8 discusses supplementary analyses of berm height exceedance levels, both at the present 
and in a future scenario involving sea level rise. This chapter is based on an article submitted to 
the journal Coastal Engineering;  
 Chapter 9 applies the findings of the preceding chapters to examine the impact of various 
entrance opening strategies and scenarios at Tabourie Lake; and  
 Chapter 10 provides a discussion of the findings, final conclusions and recommendations for 
further research.  
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2 LITERATURE REVIEW 
2.1 Introduction 
This section details the present understanding of coastal lagoon breaching as represented in literature. 
Studies relating to field measurement, laboratory experiments and numerical modelling are discussed. 
In addition, this section covers studies relating to the similar processes of dike, earthen dam and 
barrier island breaching. The breach behaviour of these systems differs in some key ways from that of 
coastal lagoons. 
Specific literature related to the detailed focus areas of the present study, breach growth through 
lateral side wall collapse and sediment transport in intense transcritical flow and are described in 
Sections 6.1 and 7.1 respectively. 
2.2 Measurement and Description from the Field  
2.2.1 Coastal Lagoons 
The most comprehensive descriptions of the coastal lagoon entrance breach process are provided in 
two papers by Gordon (Gordon, 1981; Gordon, 1990). Gordon (1981) described the findings of a six 
year study at Dee Why Lagoon, located on the northern beaches of Sydney. During that period, 
twenty-five lagoon breaches and closures were observed, including detailed analyses of five breach 
events during the mid to late 1970's. 
The descriptions provided by Gordon have been broadly validated by others (Aber and Downey, 
1989; Howells, 1994; NSW Public Works Department, 1993; Ribbons et al., 1994) and by a number 
of breaches witnessed during the course of the present study. However, the literature and experiences 
of the present study have highlighted that variability does occur between different lagoons and 
between different events at the same lagoon. 
Gordon (1990) reported on additional information from 21 breaches of Narrabeen Lagoon (also 
located on Sydney's northern beaches) between 1984 and 1988. Additional information on the 
Narrabeen Lagoon study is also reported by Kulmar et al. (1989). 
In considering the findings of Gordon, it is necessary to recognise that the amount of scour at Dee 
Why Lagoon is limited by a consolidated clay substrate that exists at approximately 0.5 m below 
LITERATURE REVIEW 10 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
Australian Height Datum (AHD). This clearly impacts the degree to which the entrance widens during 
a breach. A rock stratum exists at a similar level near the entrance to Narrabeen Lagoon, providing a 
similar constraint to the depth of erosion (thus favouring widening of the breach channel). 
A typical natural opening and closing sequence follows these steps (Gordon, 1990): 
 A closed lagoon fills as a result of flows from the catchment; 
 When the water level in the lagoon reaches the crest level of the barrier across the entrance, flow 
overtops and begins to scour a channel down the ocean face of the berm; 
 The scoured channel gradually widens, lowers and flattens, resulting in more and more flow as 
the break out gathers pace; 
 The scoured channel reaches its maximum extent. At this stage, the lagoon is open and under the 
influence of tides, which flow freely in and out of the entrance; 
 With full tidal connectivity, and the influence of waves and longshore currents, sand is carried 
into the entrance channel, which gradually fills until the sub-tidal region of the channel is 
completely filled with sand; 
 Following closure of the sub tidal entrance channel, the process of wave run-up acts further to 
carry sand into the scoured channel, depositing sand above the sub-tidal region. 
 Additional sand is deposited above the limit of wave run-up through aeolian processes (i.e. wind). 
Entrance opening occurs within a matter of hours, and closure occurs over a time scale of days to 
weeks or months. Run-up and aeolian transport may then occur, typically over longer time scales, 
particularly during periods of drought. 
Based on the findings of Gordon, and a wide range of data collated during this study, it appears that 
initiation of the coastal lagoon breaching process in New South Wales is overwhelmingly dominated 
by overtopping of the berm and scour of a channel. Other mechanisms involving piping failure or 
breaching from the ocean side of the berm are uncommon enough to not be represented in literature 
from New South Wales. 
Gordon (1981) asserted that the action of storm waves, even when associated with severe beach 
erosion result in the transport of a large volume of sediment into Dee Why lagoon. However, in a 
discussion with Danny Wiecek from the NSW Office of Environment and Heritage (OEH) on 29th 
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March, 2011, it was noted that storm erosion has been implicated in the breaching of coastal lagoons 
at some locations in NSW. Storm erosion has been similarly implicated in Vietnam (Tuan, 2007).  
The destabilisation and lowering of a section of the barrier through seepage (piping) has also been 
implicated in the breaching of barriers in South Africa (Zietsman, 2004). Regardless of the initiating 
mechanism, the initiation is followed by a seaward directed overtopping flow which scours a channel 
through the barrier and empties the lagoon. That overtopping flow is the subject of the present study. 
Gordon (1990) described the entrance breach process in three detailed stages, based on experience at 
Dee Why and Narrabeen: 
Stage 1 
Initiation of the breach begins as the water level in the lagoon overtops the entrance berm and a thin 
sheet of water begins flowing across a wide area of the ocean face of the berm. A preferred channel 
develops quickly. A period of slope adjustment, beginning at the ocean end follows. The scour rate is 
low in the first stage as the flow only marginally exceeds the threshold for sediment transport. As the 
stage progresses, there is an increase in flow, a commensurate increase in the Froude number, and the 
bed forms transition through a standard series of modes, from ripples to dunes. The scour process is 
continuous at first but instabilities become apparent as critical flow conditions are approached. The 
complexity of the resulting flow is compounded by sporadic collapses of the channel banks.  
A sand delta forms in the swash zone at the point where the initiation channel discharges into the 
Ocean. Based on the observations at Dee Why and Narrabeen Lagoons, the initial stage lasts between 
80 and 100 minutes. Towards the end of this stage, the channel width is typically 1 to 2 m, depths are 
0.2 to 0.25 m and velocities are 1.4 to 1.5 m/s. These values correspond to a range of Froude numbers 
between 0.89 and 1.07. In other words, towards the end of this stage, flow is near critical. During 
stage 1, the channel may close through a number of processes, including choking due to the collapse 
of channel banks, the action of waves and flood tides, and a lowering of the runoff rate from the 
catchment. 
The following factors are listed as determining the time of Stage 1: 
 The rate of rise of lagoon waters; 
 Differential water level between the lagoon and the ocean; 
 Porosity of the beach; 
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 Width and shape of the barrier; and 
 Wave conditions. 
Stage 2 
The onset of stage 2 corresponds to the development of transcritical flow conditions. A ‘semi-circular’ 
or ‘crescent-shaped’ weir forms at the upstream end of the discharge channel, falling into a plunge 
pool. An example of this feature is illustrated in Figure 2-1. 
 
Figure 2-1 Stage 2 Weir Development Example, Wamberal Lagoon NSW 
(Image Courtesy of Ian Turner, University of New South Wales) 
Gordon (1981) noted that the weir and narrow throat that forms downstream of the weir represent a 
“maximum efficiency” or “minimum energy” condition where the geometry of the system tends 
towards the maintenance of critical flow conditions.  
The “minimum energy” condition has been described as a realisation of the variational principle of 
least action, which also corresponds to a situation of “maximum sediment transporting capacity”, 
“minimum stream power” and “minimum friction” (Huang and Chang, 2006; Huang et al., 2004; 
Huang and Nanson, 2002; Nanson and Huang, 2008).  
Earlier work by Yang and Song (1979) also noted that  
This image cannot currently  be display ed.
LITERATURE REVIEW 13 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
“It appears that all natural rivers have a tendency to adjust whatever 
possible under the given constraints to achieve an objective of transporting 
water and sediment at a minimum rate of energy dissipation”.  
The coastal lagoon breach process is quite unique in nature given that the system displays a 
consistent, unidirectional, energetic flow over cohesionless material which is laterally unconstrained. 
This contrasts to typical river flow which is commonly constrained by cohesive banks. When 
breached, the system provides the observer an opportunity to witness flow transitioning through a 
broad range of regimes. 
The theory developed by Huang and Nanson during the past decade indicates that, where there is 
excess energy, that energy is maximally dissipated. In open channels, this results in erosion and the 
development and destruction of flow resisting bed forms and adjustment of the flow and slope in 
those channels. 
Interestingly, the minimum energy principle is also exploited in the hydraulic design of culverts 
(Apelt, 1983; Chanson, 2004). The similarities between the general shape of breaches in coastal 
lagoons, earthen embankments and dikes, and that aspired to when designing a minimum energy loss 
waterway was highlighted by Chanson (2005). 
These considerations are important for Gordon’s “Stage 2” condition, where an unsteady, non-
uniform flow regime establishes downstream of the plunge pool with a series of “anti-dune” type bed 
forms arising. These bed forms are normally associated with supercritical flow conditions.  
Photographic, video and eyewitness accounts of breaches collated during this study indicate that 
antidunes, evidenced by weak hydraulic jumps on the flow surface, do occur. However, these seem to 
temporally intersperse with a condition that is more “in-phase” with the bed forms (i.e. smoother, 
undular flow surface, without white-water). 
Considering the above, this can be interpreted as a tendency for the channel to dissipate excess energy 
through hydraulic jumps over anti-dunes, in order to achieve an ideal of maximum efficiency 
(minimum energy loss, minimum friction) through the development of flow that is in phase with the 
bed forms. 
When anti-dunes are present, the flow accelerates on the downstream (leeward) face of these bed 
forms and decelerates on the leading (stoss) face, where a hydraulic jump may be initiated. This 
results in leeward erosion and stoss deposition. While this results in an apparent upstream translation 
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of the bed form, it actually represents erosion from upstream and deposition downstream, or 
longitudinal flattening of the breach channel. This longitudinal flattening can be interpreted as another 
means whereby the channel adjusts to minimise the rate at which excess kinetic energy is supplied to 
the flow by gravity. 
Gordon (1981), described an ongoing process whereby anti-dunes migrate upstream, effectively 
drowning the weir. This is followed by a sudden increase in weir erosion and translation of the weir 
further inland. This process appears to initiate the switching between anti-dunes and in-phase 
‘standing-wave’ bed forms. A phenomena noted by the present study is that the anti-dunes tend to 
grow in size to a point where they oversteepen, such that the turbulence generated by the hydraulic 
jump is sufficient to destroy the bed form before it reaches the upstream end of the breach channel. 
Importantly, the growth of the breach is strongly related to the adjustment of the bed slope and width 
of the channel. Gordon (1981) notes that “Slope adjustment of the breakout channel commences at 
the downstream (ocean) end”. Therefore, while the dimensions of the weir may control inflow to the 
breach channel at any given time, the response of the channel to that flow also controls growth of the 
weir over time. 
For the detailed breach data collected at Tabourie Lake during the present study (Section 3), the 
interaction of anti-dunes with a weir was not witnessed. The likely reason for this is the form of the 
initial pilot channel which was deliberately excavated upstream into deeper parts of the lagoon to 
ensure efficient flow from the outset and thus enhance the strength of the breach. This prevented the 
formation of a prominent weir feature at the upstream end. Flow was immediately close to critical 
from when the final plug in the breach channel was removed. During that breach event, there were 
locations where partial weirs formed as flow spilt laterally from shallow areas into the deeper, faster 
flowing channel. These features were, however, short lived and not pronounced. 
For Wamberal however, the available information indicates that a weir did form, some 2 hours into 
the breach event, although this feature is not clearly defined on the surveys provided in the data 
collection report (NSW Public Works Department, 1993). 
The duration of stage 2 is influenced by: 
 lagoon and ocean water levels; and 
 width and cross-sectional geometry of the barrier. 
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Interestingly, Gordon(1981) reported that the wave action has little impact during Stage 2, indicating 
that outflow dominates the normal nearshore surf zone processes. During this stage velocities range 
from 3 to 4 m/s with peaks up to 6 m/s. Froude numbers are typically between 1.0 and 1.2 and this 
stage typically lasts between 100 and 140 minutes 
Stage 3 
The final stage begins when the weir feature disappears into the lagoon after translating through the 
barrier as a result of the process described under Stage 2. This stage is reached around 3 to 4 hours 
after overtopping first commences (Gordon, 1990). The flow becomes sub- critical (Froude No. < 1), 
although it is noted that Froude numbers are still considered to be high (~0.8) well into Stage 3. 
During this stage, a steadier flow regime is established. The length of this stage depends on the 
volume and size of the lagoon and/or the magnitude and duration of the runoff event. Scour continues 
until the head level difference between the lagoon and the ocean decreases and the lagoon becomes 
tidally dominated. The entrance typically begins to infill within a matter of hours. 
 
Importantly, the three stages provided above are only indicative of typical conditions derived from the 
monitoring of numerous events at Narrabeen and Dee Why. Significant variability still occurs both 
within these systems and among other systems. For example, Haines (2006) reports that Smith's Lake, 
a large coastal lagoon on the central north coast of New South Wales can take around 30 hours to 
drain (i.e. more than two tidal cycles on this coast). 
There are a few other descriptions of the breach process available from the literature. Aber and 
Downey (1989) described the findings of an investigation into a single observed entrance breach 
event at Lake Wollumboola on April 4, 1989. Lake Wollumboola has similar areal characteristics 
(catchment 35 km2, waterway area 6.2 km2) to that of Narrabeen Lagoon (catchment 55 km2, 
waterway area 2.2 km2) but is an order of magnitude larger than Dee Why Lagoon (catchment 
6.2 km2, waterway area 0.3 km2). The Lake was opened artificially but the initial two hours of the 
opening were not monitored. 
Aber and Downey (1989) described the opening process as similar to the development of incised 
channels during terrestrial catchment erosion processes by head cutting and plunge pool widening, a 
process which is evident wherever there is fresh erosion (formation of gullies on farms, in road table 
drains and bed lowering at culverts). Adopting nomenclature related to river or stream morphology, 
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Aber and Downey relate the breach development process to “bed lowering by a knick point moving 
upstream”. The knick points referred to in the paper correspond to the presence of hydraulic controls 
in the bed such as weirs and bed forms. The nomenclature is nowadays more commonly applied when 
describing the breaching of a cohesive embankment (Morris and Hassan, 2009). 
The findings of Aber and Downey (1989) were similar to those of Gordon (Gordon, 1981; Gordon, 
1990) in the following aspects: 
 An enlargement of the initial small breach by both widening and deepening, until a hard stratum 
(in this case bed rock) is reached, after which the channel enlarges primarily by widening; 
 The formation of a semi-circular 'arc' (i.e. weir) where a knick point formed, and progressive 
enlargement of that arc as the scour progressed; 
 The presence of a standing wave or hydraulic jump at the point where the channel flowed into the 
nearshore zone, and the formation of a sand delta at that location.  
Prior to the onset of monitoring, flow within the channel was described as comprising a shallow sheet 
over several small steps that moved upstream with time. Discharge was relatively constant until the 
first knick point reached the upstream end of the channel, at which stage there was a rapid increase in 
discharge with the channel widening and the semi-circular weir becoming the main control. Free 
overflow across this weir into a plunge pool characterised the upstream end.  
Points of interest raised by Aber and Downey (1989) included the following: 
 The significance of wave action in scouring the delta and dispersing sediments. Wave action was 
noted to erode the delta, restoring the steep hydraulic slope and allowing the flow to revert to 
supercritical, commencing at the downstream end. This contrasts with the findings of Gordon. 
 Periods were observed when channel flow was entirely subcritical until a hydraulic drop 
developed near the surf line, initiating a change to supercritical flow. This drop then subsequently 
moved upstream. 
Bank slumping was noted to occur as supercritical flow passed a section, with a resulting fillet of sand 
obstructing the flow and initiating an oblique hydraulic jump which greatly increased the turbulence, 
entraining sand and dispersing it to the centre of the channel. A similar pattern has been observed in 
preliminary laboratory experiments undertaken at the University of Queensland during the course of 
this study (refer to Section 2.3.1). Aber and Downey noted that slumping seemed to occur at random 
locations, with no discernible spatial pattern. 
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The density of in situ sand was asserted to have a control over the entrainment of bed particles, even 
in supercritical flow. It was reasoned that the first knick point was only able to form at the 
downstream end of the channel due to the presence of seepage forces that softened the sand. The 
subsequent erosion of the channel was considered to be due to the “step in the bed retreating upstream 
by slumping rather than by scour of the bed surface”.  
Limited measurements were made by Aber and Downey (1989). Depths were inferred from the 
estimated height of hydraulic jumps (0.5 m). From these depths, the slope was estimated (but not 
reported). The 'hydraulic drop' was measured to move upstream 35 metres in 5 minutes. The steps in 
the bed were estimated to be between about 0.1 to 0.3 metres high.  
Overall, Aber and Downey considered that the flow had a definite pattern that is highly turbulent with 
supercritical aspects. They note that features of the complex flow pattern, such as surface waves in the 
channel and turbulence in the plunge pool may need to be assessed more closely if the conditions 
were to be mathematically modelled. 
Kulmar et al (1989) provided a detailed account of the breach behaviour at Narrabeen Lagoon. They 
noted that the volume of sediment removed during an entrance breach at Narrabeen is dependent on 
the following: 
 lagoon water level; 
 entrance plug level and extent; and 
 ocean tidal stage.  
The volumes scoured by a breach at Narrabeen can range from 2,000 to 30,000 cubic metres but are 
generally in the order of 3,000 – 8,000 cubic metres. It was asserted that lagoon breaching is not 
caused by erosion of the barrier during storm wave conditions. Instead, they argued that these 
conditions often promote building of the barrier. 
The general description of the Narrabeen Lagoon entrance breach followed that provided by Gordon 
(1990) but it was also noted that the entrance channel realigns as the flood water discharge tends to 
take the shortest route to the ocean. Plan form adjustments such as these are likely of importance in 
some systems, and representation of such changes cannot be readily represented by a 1-dimensional 
numerical model of the type described in Section 2.4. 
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Kulmar et al. (1989) reported high initial breakout velocities, consistent with the findings of Gordon, 
and the field measurements undertaken during the present study (Section 3). In the case of Narrabeen, 
the offshore transport of sediment can be accentuated by the presence of a rip which tends to occur 
immediately offshore of the entrance during storm wave periods. 
Optimum breach conditions exist during ebbing ocean tides and low wave energy episodes, coupled 
with super-elevated lagoon water levels. Specifically, the following are recommended by Kulmar et 
al. if artificial breaching is to be carried out: 
 Differential of 0.9 m between lagoon and ocean water level (averaged over 5-6 hours following 
breach); 
 Lagoon water level greater than 1.0 m AHD; 
 Moderate to heavy recent and/or continuing rainfall; 
 Greater than 1.0 m ocean tidal range; 
 Breach channel flow to commence shortly after the top of the lower of the two daily high tides; 
 Relatively low wave energy (Hs offshore < 2m); 
 Negative barometric surge (atmospheric pressure > 1013 hPa); 
 Narrow barrier at breach location (< 80 m wide gives a steeper, more erosive flow); and 
 Relatively eroded adjacent beach (influences rate of littoral sediment ingress into the channel 
which may induce premature closure). 
Ribbons et al. (1994) prepared a report for Gosford City Council (GCC) to examine the lagoon 
entrance dynamics for the four coastal lagoons managed by GCC (Wamberal, Terrigal, Avoca and 
Cochrone). Prior to the study undertaken by Ribbons et al. (1994), data was collected for two breach 
events: 
 Wamberal Lagoon on September 13, 1993; 
 Avoca Lagoon on September 14, 1993. 
Considering the data thus obtained in light of the previous findings at Dee Why and Narrabeen 
Lagoon (Gordon, 1990), it was considered that a larger range of events needed to be monitored before 
a detailed understanding of the breach mechanism for any individual lagoon can be gained. By 
comparing the data collected at Dee Why and Narrabeen with that from Wamberal and Avoca, it was 
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considered that the earlier data from Dee Why and Narrabeen would provide a reasonable indication 
of the four lagoons within the Gosford Local Government Area (LGA).  
Ribbons et al. (1994) also commented that the data reported by Gordon (1981, 1990) resulted from 
monitoring of relatively frequent rainfall runoff events. Accordingly, for larger and extreme rainfall 
events, it was considered possible that the resulting outflow rates would be higher and that the 
discharge curves estimated by Gordon may underestimate outflow processes, resulting in conservative 
flood level estimates for major events. 
In comparing the results of the measurements undertaken at Wamberal and Avoca lagoons to the 
discharge curve provided in Gordon (1990) it is clear that there are significant differences in discharge 
characteristics between lagoons. It was reasoned that this is due to the averaging, by Gordon, of many 
events at Dee Why to provide a representative curve. 
Internationally, examples from South African literature (Stretch and Zietsman, 2004; Zietsman, 2004) 
provide information relating to field observations and data associated with coastal lagoon breaching. 
For the reported breach of the Mhlanga Estuary north of Durban, it was reasoned that high seepage 
flows through the sand bar and associated erosion lowered the barrier prior to breaching by an 
overtopping flow. For that reason, the breach happened during a period of neap tides, when water 
levels remained relatively low throughout the tide cycle. In this instance, the sand comprising the 
barrier was very coarse (~ 1 mm representative grain size), compared to that common along the New 
South Wales coastline, which tends to be medium grained. 
While seepage from the ocean face of the Mhlanga barrier was witnessed prior to the breach, the 
actual breaching was not. From water level records inside the estuary, it was argued that most of the 
breaching occurred during the second hour following initiation. 
Groundwater interactions are also implicated for Northern Californian Lagoons by Kraus et al. 
(2008), where it is surmised that breaches tend to occur naturally where the barrier is narrowest, 
initiated by seepage when the water level difference between the ocean and lagoon is around 3.0 m. 
Tuan (2007) undertook a detailed study based on the historical breaching of a coastal lagoon barrier at 
Hue, Vietnam. That study focussed on the lowering of the barrier initially through the impact of storm 
surge and wave overwash (the main focus of Tuan’s work); with the resultant landward scour causing 
a lowering of the barrier crest. This initial lowering subsequently allowed seaward directed breaching, 
caused by catchment flooding and overtopping. It is reasoned that this particular sequence is 
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commensurate with the onshore passage of a tropical cyclone. For the historical event in question, the 
final breach width was estimated to be between 600 and 900 m. Tuan breaks the overall process into 
three different mechanisms, which he treats using separate sub-models: 
1 Beach face erosion and lowering of the dune crest, 
2 Wave overtopping and overwash erosion on the landward side of the barrier ("overwash"); 
3 Additional breaching by seaward flow ("overtopping") 
The third stage is of most importance to the present work. In summary, Tuan noted that understanding 
of coastal lagoon breaching was far from complete with many existing models being empirical and 
that there was a general lack of both field and laboratory data. He recommended: 
"(the) acquisition of more quantitative, preferably time-dependent, data of 
breach growth and barrier response during storm surges both in large-scale 
laboratory and field conditions" 
The field data collected as part of this study has addressed this requirement, albeit for seaward 
directed overflow of the breach during a controlled opening of Tabourie Lake.  
2.2.2 Known Coastal Lagoon Breach Data Sets 
This section summarises those field data sets that are known from the literature, where significant 
efforts had been made to collect data such as water levels, discharges, velocities or survey of the 
breach development over time. 
2.2.2.1 Dee Why Lagoon, 1970’s and Narrabeen Lagoon, 1980’s 
Gordon (1981, 1990) reported on numerous breach events at Dee Why and Narrabeen Lagoons during 
the 1970’s and 1980’s. Although the original data from the intensely monitored breaching events 
could not be located, after significant effort, for the present study, Gordon (1990) presented a figure 
(reproduced here as Figure 2-2) representing the generic behaviour of coastal lagoon entrance 
breaching. 
Care needs to be taken in the interpretation of Figure 2-2 as it is based primarily on results from only 
two lagoons. Furthermore, both lagoons have their breach depth development limited by the presence 
of a hard stratum underneath the entrance barrier. 
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Figure 2-2 Generic Breach Behaviour of Coastal Lagoon Entrances 
(Gordon, 1990) 
Gordon’s two papers noted that velocities of up to 4-6 m/s can be experienced and that volumetric 
sediment discharges are between 0.2 to 0.4 % of the total discharge volume. Flow in the breach tends 
to remain close to critical (i.e. Froude Number < 1.2 during the “Weir-Hydraulic Jump” stage). 
2.2.2.2 Narrabeen 16/06/88 
Kulmar et al (1989) reported on a typical breach at Narrabeen Lagoon on June 16, 1988 where 
estimates of time history for a number of parameters were calculated, although the means of 
estimation was not documented. 
2.2.2.3 Wamberal and Avoca Lagoons, September 93 
Data were collected for breach events at Wamberal Lagoon (13 September) and Avoca Lagoon (14 
September) in 1993 by the New South Wales Public Works Department (1993). 
The following data from Wamberal Lagoon (which had more ground survey than Avoca) have been 
obtained and digitised from the report for the present research: 
 Tabulated values of lagoon and ocean water levels, surface velocities, discharges, channel depths 
and channel widths against time; 
 Numerous photographs at different stages of the breach; and 
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 Ground survey data from both events at various stages during the breach. 
The Wamberal data represented the best available set of field data on coastal lagoon entrance 
breaching prior to the present study. These data are suitable for the testing of a numerical model and 
are presented in Section 4.3. 
2.2.2.4 Dee Why 27/09/94 
Howells (1994) provided a quantitative description of a Dee Why Lagoon entrance breach event on 
27 September, 1994. Data collected and compiled within the study report included ocean water levels, 
photographs, charts of breach development with time, velocity with time, limited survey and video 
footage of the breach. As far as can be ascertained, data is only available in hard copy format and is 
relatively unclear in its presentation. Useful data may be extracted by digitising this information, but 
this was not undertaken given the availability of more suitable field data from other sources. 
2.2.2.5 Narrabeen 06/12/06 
Data were obtained from an atypical breach event on December 6, 2006 as part of the clearance 
operation in the entrance at Narrabeen Lagoon (Cameron et al., 2008). Data were supplied by Brad 
Morris, from the University of New South Wales, who was monitoring clearance operations at 
Narrabeen Lagoon during that time. The data included Argus Camera photography, ADV current 
measurements, GPS survey of the breach sides with time and digital footage.  
The breach was atypical due to the small difference in lagoon and ocean water levels at the time, the 
narrow berm width at the site of the breach resulting from the clearance operation and the absence of 
a shallow slope on the landward side of the berm (which controls weir formation, breach flow and 
geometric breach development). The data were not considered further. 
2.2.3 Similar Systems: Dikes Dams and Barrier Islands 
Breaching is of significant concern for constructed coastal defences (dikes), earthen embankment 
dams and levees, and naturally occurring landslide dams, due to the downstream flooding risk that 
breaching represents. 
With respect to constructed dams, Froelich (Froelich, 1987; Froelich, 1995) collated data from 63 
embankment failures, recording features such as the width of the embankment at the crest and bottom, 
type of construction and mode of failure. Froelich (1995) indicated that the failure mode is dominated 
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by piping (~2/3 of records) and that a final side slope of 1V:1H is typical. Wahl (1998) also 
summarised a number of data collations undertaken by others. 
Beyond the collection of post event parameters such as these, it appears that detailed field data 
collection during controlled field scale breaching experiments has only been collected in the last two 
decades. 
Two field scale dike breach investigations were undertaken on the Zwin Estuary between the 
Netherlands and Belgium (Visser et al., 1995; Visser et al., 1990). In those field experiments, a sand 
barrier was constructed across the estuary during low tide levels, and a breach was instigated at high 
tide. Converse to the coastal lagoon breaching scenario, in this situation the flow is directed inland, 
from the ocean. 
Visser et al. (1990) reported on a 2.2 m high field scale breach erosion experiment in 1989. The 
cross-sectional (flow parallel) width of the dike was about 17.5 m with an outer (ocean) slope of 
1V:1.25H and an inner (landward) slope of 1V:3H. Thus, the upstream and downstream slopes were 
much steeper than for barriers that front coastal lagoons (1V:10H to 1V:20H are typical in New 
South Wales). Further, the timing of the breach process was significantly shorter than for coastal 
lagoons (~ 50 minutes, compared to > 5 hours for a coastal lagoon). 
The Zwin ’94 experiment (Stelling et al., 1997; Visser et al., 1995) was similar to that reported in 
Visser et al.(1990). In this instance the dike height was 3 m and the side slopes and crest width were 
the same as the 1989 experiment. The following observations were made: 
 Froude Numbers ranged up to 3 during the initial stages, with shields parameters up to 50; 
 It took 20 minutes for the breach flow to pass through the supercritical phase and revert to 
subcritical, with sediment transport ultimately ceasing at 60 minutes. 
Detailed field scale dam breach experiments have been undertaken during the past decade within 
the umbrella of large, collaborative European Union funded projects (CADAM, IMPACT and 
Floodsite).  
Under the IMPACT project, five field tests were undertaken in Norway during 2002 and 2003 using 
embankments 4-6 m high from a variety of materials (Morris et al., 2007). None of the tests were 
undertaken with sand sized material, and care is required in extending the findings to the coastal 
lagoon breach case. 
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Similarly to the Zwin experiments, the photographs provided in Morris (2009) indicated a far more 
intense breach process than occurs at coastal lagoons although a smooth “minimum energy” type inlet 
is present in the overtopping experiments. It was observed that breach side walls typically remain 
vertical. This contrasts with many predictive breaching models, which assume trapezoidal or 
parabolic shapes for the cross-section. 
In a discussion on sea defence breaching along the British North Sea coastline, Wood and Bateman 
(2005) describe the key processes as hydraulic erosion and slumping. The unconsolidated materials 
erode and are carried quickly onto the floodplain. Flow velocities increase with the rate of erosion. 
Rotational shear failures develop in the side walls of the breach, with the slumping material carried 
away by the flow. This cycle repeats until the flow velocities eventually decline due to a reduction in 
hydraulic gradient. 
Morris et al. (2007) noted that the most striking feature of the field (and associated laboratory) testing 
was the effect of different embankment material properties (for example grading, compaction and 
moisture content) which could alter breach growth factors by an order of magnitude. A similar point 
was made regarding the compaction of sand by Aber and Downey (1989), and has recently been 
demonstrated at laboratory scale by Orendorff (2010).  
In considering this point, the sand at a coastal barrier is not subject to concerted mechanical 
compaction, as occurs for anthropogenic structures. The level of compaction obtained, by the deepest 
sand is achieved through the mechanical action of waves and the action of percolating water, with the 
surface levels subject to wind transport less dense. Overall, sand erodes relatively quickly, and the 
degree of compaction has not been considered further as part of this study. 
Morris et al. (2009a) noted that sand embankments allow relatively quick erosion to occur, but the 
behaviour of the erosion will vary according to embankment geometry and the mode of breach 
initiation. The presence of “internal soil suction” is noted with mention that is gives the “impression 
of some cohesive behaviour”. In a review of cohesionless breach formation, Morris et al. (Morris et 
al., 2009a) indicate that during the initial phase of breaching, there is conjecture over whether the 
longitudinal slope steepens or flattens. They indicate that this likely depends on different levels of 
sand or soil erodibility.  
The literature associated with barrier island breaching derives largely from the United States. Barrier 
islands are offshore sub aerial bars that can extend for hundreds of kilometres and are predominant 
along the eastern and gulf coasts of the United States. 
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There is relatively limited quantitative information on this type of breach and the process can result in 
the opening of new, permanent inlets through a barrier island that are many hundreds of metres wide 
with the breach process taking tens of days to reach an equilibrium state (Kraus, 2003). Kraus 
contrasts the process to sea dike breaching which he notes to: 
“have different morphological development than coastal breaching in 
exhibiting an irregular (humped) channel bottom and a scour hole, among 
other features” 
In this regard, the research related to sea dike breaching is more relevant than that related to barrier 
island breaching. 
2.2.4 Comparison between Coastal Lagoons and Similar Systems 
Photographs of field scale sand dike breach experiments provided in Visser et al. (1990) indicate the 
similarities between the dike and coastal lagoon breach processes, such as the initial scouring of a 
channel across the downstream face, slope adjustment and development of a curved efficient flow 
inlet and plunge pool.  
However, it is clear that this type of process is far more intense resulting in a much faster breach than 
witnessed at coastal lagoons, presumably due to the narrower width and steeper constructed slopes. 
Flow is dominated by highly supercritical conditions, and the length of the breach channel is not long 
enough for the efficient trans-critical flow conditions typical in a coastal lagoon breach to develop 
during those stages of the breach when most of the widening occurs. 
In reporting on earlier work by Visser (1988), Gordon (1990) commented that the dike breaching was 
subject to much greater velocities and a shorter time scale when compared to a coastal lagoon. Stretch 
and Parkinson (2006) also contrast coastal lagoon breaching with dike breaching, mainly focussing on 
the differing behaviours of upstream and downstream water levels during the breach event. 
Considering the data of Froehlich (1987; 1995), it is clear that the side slope configuration of 
embankment dams is similar to that in the Zwin sand dike experiments. The information contained in 
Morris (2009) further indicates that dam breach processes are far more intense that those which occur 
at a coastal lagoon. 
Overall, there are interesting similarities between the breach behaviour of coastal barriers and 
constructed embankments or dikes. However, the difference in intensity means that, for example, the 
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shallow water equations used for riverine morphology can be more reasonably applied in the case of 
coastal barriers, particularly where the flow has settled into a more persistent trans-critical flow 
regime. 
2.3 Measurement and Description from the Laboratory 
2.3.1 Laboratory Experiments Relating to Coastal Lagoons 
Brodie (1988) described the establishment of a physical model of the coastal lagoon breach process 
but only discusses the findings qualitatively. Brodie built a barrier of 12 cm height with upstream and 
downstream face angles of 28 and 16 per cent respectively. Key features of the breach, including the 
weir feature at the upstream end, antidunes (migrating upstream, growing and then abating) and bank 
slumping were reproduced. Brodie noted that the final shape of the breach looked like a minimum 
energy loss waterway (Apelt, 1983). 
Gordon (1990) described the development of a physical model using fine beach sand (D50 = 0.16 mm) 
in a 3 m x 4 m basin of 0.3 m depth, simply noting that the breach exhibited similar characteristics to 
those observed in the field. However, he also noted that there are scaling issues which make it 
difficult to achieve similitude with the prototype system throughout the entire breach process. This 
issue has been raised by others (Andrews, 1998; Schmocker and Hager, 2009). 
Stretch and Parkinson (Parkinson and Stretch, 2007; Stretch and Parkinson, 2006), described the 
establishment of breach models with varying sand barrier heights and cross-section shape in a basin 
2 m wide and 4 m long. They used sand with a D50 grain size of 0.6 mm and varied the storage 
retained behind the barrier before breaching. In total, eight experiments were undertaken, with 
varying heights (8 or 15 cm); an upstream slope of 1V:2H; downstream slope of either 1V:3H or 
1V:5H and crest widths varying between 0 and 30 cm. These dimensions result in barrier shapes that 
are not similar to the barriers present at the lagoons in New South Wales.  
Nevertheless, they found that the barrier behaved in a manner that is expected based on the field 
observations described in Section 2.2. The breach initiated through scouring a channel on the 
downstream face of the barrier, until the upstream edge of the crest was eroded. At this point, breach 
widening accelerated and a hydraulic control formed at the upstream end. Scour continued, but 
decelerated as the upstream water level fell. It was noted that the breach had a ‘venturi shape’ in plan. 
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Reduced scale modelling was considered during the present study and preliminary studies were 
undertaken (Cox, 2005; Pobanz and Jacob, 2005; Reed, 2005). Within the later experiments (Cox, 
2005; Reed, 2005), the vertical and horizontal scales were set to approximately 1:100, and the 
difference between ocean and water levels was scaled to 1:10. At this scale it becomes difficult to 
correctly model the relative roughness caused by bed grains, as reducing the grain size by a 
commensurate amount would necessitate adopting clay sized particles which introduce cohesive 
effects that cannot be scaled (Morris et al., 2007) 
While the experiments resulted in a good qualitative representation of the breach and flow 
characteristics, it became apparent that there are other scale effects associated with the apparent 
cohesion which forms within sand. The strength of the capillary forces which hold unsaturated sand 
grains together is disproportionately large at the reduced scale. The effect of this is illustrated in 
Figure 2-3, which should be compared with the field photograph shown on Figure 1-3. The greater 
relative width of slumping blocks, and their greater resistance to erosion by the flow at the reduced 
scale would fundamentally affect the rate at which the breach widens. For these experiments it was 
noted that slumped material could affect the laboratory scale breach by directing flow across to 
interact with the opposite bank (Pobanz and Jacob, 2005). Based on the issues raised above, reduced 
scale modelling was not pursued further as part of the present study. 
Tuan (2007) reported on the results of reduced scale modelling of a low crested coastal barrier subject 
to wave attack and overtopping. The barrier was constructed in a wave flume with the water on the 
“seaward” side set to 61 cm above the bed, and the water level on the “landward” side set around 
15 cm lower. Waves were applied to simulate moderate to severe overtopping of the barrier. It is of 
particular interest to note that, even under the intermittent process of overwash, the scour profile on 
the downstream side assumed the familiar minimum energy type shape (Figure 2-4). 
2.3.2 Laboratory Experiments Relating to Dikes and Dams 
Reduced scale modelling has been undertaken for embankment dam breaching by a number of 
researchers. The discussion that follows focusses on laboratory experiments using cohesionless 
materials. 
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Figure 2-3 Slumping Side Wall in Reduced Scale Physical Modelling 
 
Figure 2-4 Landward Scour Development Due to Wave Overwash 
(reproduced from Figure 5.4, Tuan, 2007) 
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Andrews (1998) conducted reduced scale (~1:150) experiments on overtopping breaching in non-
cohesive embankments and developed a conceptual model. He classified the breach as having a 
parabolic shape in plan, which deepens at a decreasing rate with time, and widens at an increasing rate 
with time. Andrews also described the difficulties associated with physical scaling of granular, non-
cohesive material, which results in cohesive behaviour. Further, it was noted that a stronger apparent 
cohesion resulted in a greater tendency towards downward erosion of the breach, at the expense of 
breach widening. Andrews undertook experiments for medium and coarse sand, and fine gravel (D50 
= 0.5, 0.9 and 1.6 mm respectively). The upstream and downstream slopes were set at 2.7H:1.0V.  
Development of the breach long section demonstrated rotation about a “pivot point” at the 
downstream toe, followed by translation of the eroding face backwards into the breach. In describing 
the collapse of the eroding side slopes, Andrews noted that the collapsing material was “wedge 
shaped in cross section and appears to rotate and twist as it topples into the flow”.  
Andrews found that the self-supporting face was higher for medium sand than coarse sand and that 
features of the breach were sharper than for coarse sand. This behaviour broadly concurs with 
Morris’s (2009a) assertion regarding the importance of material comprising an embankment. 
Breaching in fine gravel gave a smoother breach shape. 
Coleman et al. (2002) followed from the work of Jack (1996) and Andrews (1998), combining these 
works to derive dimensionless relationships for the development of cross-sectional width, breach 
shape and rates of vertical and lateral erosion with time. Coleman et al. found that the developing 
breach channel had a parabolic cross section below the waterline. At the time, Coleman et al. 
asserted that the quantitative findings were still awaiting confirmation from larger embankments, and 
constrained the applicability of their results to small amplitude embankments of non-cohesive 
homogenous materials with large upstream reservoirs.  
Under the IMPACT project, a total of 23 laboratory tests were undertaken (Morris et al., 2007). The 
first series of 9 tests simulated the breach growth in cohesionless material, based on a previous gravel-
sized field test in Norway (Field Test #2). Both the dimensions and grain size of the field material 
were scaled at 1:10. The other laboratory tests were based on cohesive materials and failure by piping. 
It was noted that cohesive behaviour cannot be scaled, although no comment was made regarding the 
appearance of apparent cohesion in the sand sized material that resulted from downscaling gravel 
sized material to the sand size adopted in the laboratory. 
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Rozov (2003) described laboratory work undertaken to investigate dam-breach erosion. The 
embankment was constructed in an open channel flume of 1.25 m width and height of 0.7 m. 
Embankment height of 0.2 m, side slopes of 1V:2H and a crest width of 0.2 m were adopted. The 
sand had a D50 grain size of 0.34 mm 
Rozov noted that the rate of lateral enlargement is normally assumed to be proportional to the 
sediment transport rate, but argues that the lateral enlargement of the breach should actually be related 
to the derivative of sediment transport rate on the bed in the streamwise direction. The logic here 
seems to imply that the process of side wall erosion is physically similar to that of channel bed 
adjustment caused by stream wise transport differentials.  
However, when the sides are steep, it is possible that the shear stresses acting directly on the side 
walls entrain sediment directly into suspension, immediately carrying those entrained grains away in a 
stream wise direction. This process is likely to be constrained only by the rate at which sand can be 
physically removed from the side walls, and this may occur at a much lower shear stress than for bed 
load as the entrainment process does not need to overcome gravity to the same extent.  
Schmocker and Hager (2009) undertook breach experiments with up- and downstream slopes at 
1V:2H using granular material with diameter >1 mm and a falling upstream water level. No preferred 
erosion channel formed and erosion occurred over the entire (flow normal) width of the laboratory 
dikes. They found, considering dikes of different sizes, that results were generally repeatable, 
regardless of dike height or width, although the Froude Number did not scale properly for the smallest 
dike size tested (height of 0.1 m c.f. alternative heights of 0.2 and 0.4 m.  
Orendorff (2010) undertook two sets of laboratory experiments at different scales. The first set of 
nine tests included investigation of the effect of sand compaction on breach characteristics in a 
small flume of 12.2 m length and 0.381 m width. The embankments were constructed 250 mm high 
with an 80 mm crest width, 3:1 downstream slope and 2.5:1 upstream slope. Each of the nine tests 
was subjected to a varying level of compaction. The sand used had a D50 size of 0.14 mm. 
Compaction was found to have an important role in determining the outflow hydrograph, with the 
sides of the denser embankments failing in larger blocks by a moment based “tensile” mechanism, 
rather than a shear based sliding failure. Orendorff found that even the larger chunks of 
embankment were quickly washed from the breach. 
Orendorff’s second set of tests was undertaken in a larger flume (29.2 m long by 1.5 m wide) using 
sand with D50 of 0.22 mm to determine the effects of initial breach geometry on breach 
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characteristics. The embankments were constructed 300 mm high with a 100 mm wide crest. The side 
slopes were as for the smaller tests. The initial breach geometry did not appear to have any effect on 
the peak breach outflow. 
In a recent study Pontillo et al.(2010) undertook physical modelling of dike breaching using a model 
with height 0.2 m, width of 0.2 m crest length of 0.1 m and side slopes of 1V:2H. Sediments were 
relatively coarse (2.0 mm and 4.0 m). The nature of the dimensions of this test did not allow for the 
development of a concentrated breach channel, with planar flow occurring across the entire width of 
the downstream face of the embankment. They note that the research is not directly applicable to field 
scale situations. 
2.3.3 The Usefulness of Reduced Scale Physical Modelling 
The literature on cohesionless embankment dam and barrier breaching highlights the complex and 
variable nature of breaching processes with regard to a number of variables including embankment 
shape, composition and storage volumes. However, as outlined in Section 2.3.1, reduced scale 
physical modelling was not pursued further for the present study. The main reasons for this are that 
the key processes of breach growth, such as the formation and collapse of sand from the side walls 
and sediment transport rates, do not scale easily. The increased effect of cohesion has an effect which 
is significant, and similar to the effect of increased sand compaction reported by Orendorff (2010).  
Regardless, aspects of these studies are very useful for assessing qualitative behaviours, and some of 
the information contained within these studies is of direct relevance to this study. Where appropriate, 
those aspects are highlighted elsewhere within this thesis document. 
2.4 Previous Numerical Modelling of Breach Processes 
2.4.1 Coastal Lagoons 
A variety of modelling approaches have been trialled in the past. Brodie (1988) developed a simple 
one dimensional model using a sequence of steady state steps. The actual breach was modelled as a 
single control section. The sediment transport equations of Smart and Jaëggi (1983), Engelund and 
Hansen (1967), van Rijn (1984c) and Du Boys (1879) were trialled. In addition, a number of breach 
geometry methods were trialled, including a regime based relationship (Engelund and Hansen, 1967) 
and a slope stability method (Osman and Thorne, 1988). 
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Brodie noted that dam breach models often relied on simplistic representation of breach channel 
geometry. Using the Smart and Van Rijn relationships, Brodie’s model under predicted the intensity 
(time to full breaching, final width etc.) by an order of magnitude. Conversely, the speed and 
intensity of the breach predicted using du Boys and Engelund and Hansen sediment transport 
relationships was significantly higher than the measured data (compared to Gordon’s (1981) Dee 
Why data). Overall, Brodie found his model of the system to be far more sensitive to the sediment 
transport relationship than the breach geometry algorithm chosen. The approach produced a greatly 
simplified model of a highly dynamic and complex process. 
Hurrell and Webb (1993) reported on results obtained by adding a representation of breaching and 
morphological capability to the one-dimensional RUBICON hydrodynamic modelling package. They 
noted that their additions included calculation of discharge using the broad crested weir formula and 
sediment transport rates using the formulae of Ackers and White(1973). 
The resulting model was calibrated against water level measurements in Terrigal Lagoon. From the 
results, it appears that the model results lag the fall of the lagoon by around 1 hour, and the model 
eventually scours the entrance too much, resulting in low tide levels that are around 0.4-0.5 m below 
those measured. Again, the model developed by Hurrell and Webb represents a significant 
simplification. Attempts to calibrate the software to a single water level record are also not ideal.  
The Wamberal Lagoon data described in Section 2.2.2.3 was the subject of a modelling investigation 
soon after its collection (HR Wallingford, 1994; Odd et al., 1995). The study reports highlighted the 
importance of the initial modelling phase, the length of which determines how long before the flow 
becomes critical and the breach accelerates and water levels drop in the lagoon. A flexible mesh finite 
element model code (TELEMAC) was used with a mesh size of 2 m applied across the berm with the 
initial channel represented by a 1 m mesh. Odd et al. argued that the Van Rijn formulae significantly 
underestimated sand transport because it did not allow for the effect of anti-dunes which, they 
claimed, “increase the rate of energy dissipation”. Accordingly they introduced a scalar multiplier of 
4.0 (applied to the calculated sediment transport rates), although they note the validity of this 
approach required more research. 
Breach growth was controlled by the avalanching of side slopes once a critical steepness was reached. 
In addition, they adopted a critical underwater slope of 0.3, which reduced to 0.1 where currents 
exceeded 2 m/s. 
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Similar to Hurrell and Webb’s (1993) RUBICON model, the model seems to have been slow to start, 
followed by an over acceleration of the deepening of the channel at the expense of breach width 
growth (ultimately growing to 42 m instead of 55 m). While the two dimensional model provided a 
highly detailed simulation of the breakout, the authors noted that this was at the cost of several orders 
of magnitude in computing effort. At the present time, computational power significantly increased 
beyond that available in the mid 1990’s and two dimensional modelling is very common. 
Tuan (2007) adopted a one-dimensional approach to barrier overtopping, relying on specified 
parameters such as a “channel characteristic width” and “cross-sectional growth index” (the ratio of 
vertical to lateral growth) to discern evolution of the channel shape with time. Further, Tuan assumed 
the breach side slopes would remain at the angle of repose of the sediment. Tuan paid significant 
attention to the impact of a single hydraulic jump at the downstream end of the breach. Within the 
one-dimensional shallow water equations, Tuan adjusted the source terms to account for the 
turbulence generated by the hydraulic jump. 
Tuan validated his model against the laboratory data of Caan (1996) but found that the model was 
systematically under predicting the scour depth in the vicinity of the hydraulic jump. In addition, the 
lateral breach growth was too high in the initial stages. 
Garber et al. (2007) reported on the modelling of Avoca Lagoon using the Delft-3D commercial 
modelling software. The model was calibrated against the Avoca Lagoon data detailed in 2.2.2.3. 
They comment that “Commonly, models of this type erode too deeply”, indicating that they were able 
to control this using erosion parameters available in the morphological model. The nature and degree 
to which these parameters were modified was not outlined.  
However, the presented results indicate that the velocities are too high, while the depths are 
approximately correct and the discharge is possibly too low. This indicates an imbalance in the 
hydrodynamics within the breach. It is likely that the breach is still relatively narrow compared to the 
measured field values. Similarly to the work of Hurrell and Webb (1993)and Odd et al.(1995)the 
water level fall seems to somewhat lag the field data, although not to the same extent as those 
previous studies. Similar to the results of Hurrell and Webb, the channel scour causes the modelled 
low tide level to fall some 0.5 m below the measured level following the breach. 
Overall, previous modelling of coastal lagoon breaching tend to over predict erosion of the bed of the 
evolving channel while not widening the channel to an appropriate extent. 
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2.4.2 Similar Systems 
There have been numerous examples of the modelling of dam or dike breaching. The methods are 
generally not readily applicable to coastal lagoon breaching because of the behavioural differences 
outlined in Section 2.2.4. However, there are aspects of the studies undertaken that are generally of 
interest to the key focus areas of the present study. These aspects are discussed in Section 6.1 and 
Section 7.1 when appropriate to breach widening processes and high intensity sediment transport 
respectively. 
The key developments in breach and dike modelling capabilities over the past few decades are 
introduced briefly here. Shortcomings in the modelling approaches highlighted by the literature are 
discussed in the next section where they are also of interest to modelling coastal lagoon breaching.  
Methods which involve the parametric and simplified methods of calculation of dam breaching 
(Andrews, 1998; Coleman et al., 2002; Froelich, 1995; Rozov, 2003; Stelling et al., 1997; Wahl, 
1998), while of interest, are more simplified than the two dimensional depth averaged (2DH) 
hydrodynamic modelling which is being assessed as part of this study. These methods were 
commonly developed to estimate a peak discharge or hydrograph for input to a model of flooding 
downstream of the dam in question. 
The work of Visser (Steetzel and Visser, 1992; Visser, 1988; Visser, 1995; Visser, 1998; Visser et al., 
1995; Visser et al., 1990; Zhu et al., 2005) and the resultant model represented a significant step with 
regards to modelling the breaching in cohesionless materials. These methods are now encapsulated in 
the BRES modelling software. 
However, the specialised physically based predictive software (HR Breach, BRES) discussed in 
Morris et al. (2009b) treat the system as a series of cross sections (i.e. essentially a one-dimensional 
model), which precludes the development of plan form changes, such as was witnessed in the 
Tabourie Lake breach monitoring exercise described in Section 3. These models also contain a wide 
variety of features relating to complex embankment forms and cohesive embankment breaching 
which are not of particular interest to this study. 
Wang and Bowles (2006a) presented a model based on the two dimensional shallow water equations, 
with a three dimensional representation of the slope stability analysis. The three dimensional approach 
is justified for the steep, highly erosive conditions where the inlet channel contracts at the upstream 
end of a typical dam or dike breach.  
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The approach presented aimed to develop a model that did not pre-ordain a breach shape, with a 
variation in bed elevation possible across the flow. Wang and Bowles (2006b) presented validation of 
their model against Field Test #2 from the IMPACT project (Morris and Hassan, 2009). Wang and 
Bowles demonstrated that a successful model of breaching can be based on the two dimensional 
shallow water equations, providing that it is capable of handling transcritical flow conditions and that 
account is made for steepness of the flow to properly account for potential energy in slopes over 10 
degrees. 
2.4.3 Identified Shortcomings 
No detailed examination of shortcomings related particularly to the modelling of coastal lagoon 
breaching is available from the literature. However, summaries of shortcomings related to dam breach 
modelling are of general relevance. 
As part of the Floodsite project, Morris et al.(2009a) highlighted a number of shortcomings common 
in present dam breach modelling practice along with future directions for improvement. These 
included: 
 Parameterisation of side slopes as being either trapezoidal or parabolic in shape, whereas field 
and laboratory data continually demonstrate that the breach sides are almost vertical; 
 A lack of recognition regarding the differences between the ways in which different systems 
(reservoirs, dikes etc.) breach, and the application of a one size fits all approach;  
 A lack of understanding of the geotechnical properties of the embankment; 
 A need to build more complex 2D or 3D models to remove uncertainties with some of the 
simplifications created through the use of 1D or 2D models. In particular, they recommend that 
the state of the art should move from 1D to 2D representation of flows, and from Pseudo 2D to 
Pseudo 3D representation of soil erosion and wasting from the banks of the breach channel. 
Similarly, Orendorff (2010) lists shortcomings as: 
 A lack of understanding of breach initiation; 
 A lack of understanding of breach morphology; 
 Poor representation of the hydraulics; 
 The applicability of sediment transport relationships; and 
 Poor understanding of the geomechanics of the breach. 
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With respect to parametric methods Andrews (1998) notes that the wide range of factors mean that 
parametric approaches cannot be relied upon to be accurate. Wang and Bowles (2006a) raise the same 
point.  
Wahl (1997) outlined some of the issues associated with the estimation of dam breaches, noting that, 
at the time: 
 Most models did not directly model the breach, instead requiring a priori assessment of important 
parameters (e.g. time to full breach, size & shape at full breach and then linear progression to 
reach that state). Wahl indicates that there was little research at the time to refute the linear 
increase of breach size with time. 
 A significant weakness was the use of "tractive stress" models that didn't reflect the predominant 
mechanism of head cut erosion, geotechnical slope failure and lateral embankment expansion 
2.5 Key Findings from the Literature 
Breach behaviour is complex. In attempting to numerically model the process, some simplification is 
inevitable using presently available methods. These simplifications need to be informed. When 
compared to constructed embankment dam or dike breaching, coastal lagoon breaching is 
significantly less energetic, and occurs over a longer time scale (~7-8 hours compared to < 1 hr). 
Further, the dimensions and slopes of a coastal barrier mean that flow does not remain supercritical in 
the breach, even during the early stages of breach growth. Instead, a transcritical condition develops 
with the Froude number remaining around 1.0 for a number of hours as the breach develops. These 
differences justify separate consideration of coastal lagoon breaching as a process specific to a system 
that differs from anthropogenic structures. 
While useful, laboratory scale models of cohesionless breach behaviour are hampered by scale 
effects, particularly those associated with apparent cohesion (suction, capillary action) of the side 
walls. These cause scale dependent variations in the behaviour of the breach widening mechanism 
tending to favour deepening instead of widening of the breach channel, when compared to prototype 
systems. 
With consideration of recent developments in numerical modelling of the dam/dike breaching 
process, it is clear that the numerical models required for future should: 
1. Avoid simplification or predefinition of the cross section shape, 
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2. Consider the geotechnical effects of which the embankment is composed 
3. Consider flow variations in at least 2 dimensions (such as by a 2-dimensional, depth averaged 
model); and 
4. Apply due consideration to the applicability of the sediment transport relationships being adopted. 
Existing, detailed field data from coastal lagoons is scarce and only one available data set (that of 
Wamberal Lagoon, 1993) could be located which had a reasonable amount of data for testing of a two 
dimensional numerical model. 
With reference to these key findings, the present study has: 
 Collected field data for a coastal lagoon breach event at Tabourie Lake (February, 2008; Section 
3); 
 Revised a pre-existing two dimensional numerical morphological modelling software package 
with consideration of the particular requirements of coastal breach modelling, and developed 
models of Tabourie Lake and Wamberal Lagoon using that software (Section 4); and 
 Tested and extended the capabilities of that modelling software and compared those to the data 
measured in the field (Sections 5, 6 and 7). 
Particular focus is applied to sediment transport within the flow regime in question, which governs 
deepening of the channel, and the side wall erosion processes, which governs widening of the breach 
channel.  
Throughout the study, the aim has been to develop capabilities that are consistent with the tools 
applied in contemporary engineering practice. While computationally intensive, two dimensional 
models based on the shallow water equations are now de rigueur when undertaking studies of flood 
behaviour. Ongoing improvements in computational power mean that application of these models is 
becoming even more practical with time. 
 
FIELD DATA COLLECTION 38 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
3 FIELD DATA COLLECTION 
3.1 Site Description 
Tabourie Lake is located around 190 km south of the centre of Sydney, on the New South Wales 
coastline. An oblique aerial view of the Lake is provided as Figure 3-1. The plan form, bathymetry 
and scale of Tabourie Lake are shown on Figure 3-2. The Lake has a 43 km2 catchment area, draining 
to a waterway of waterway of 1.4 km2 (NSW Department of Natural Resources, n.d.). The broader 
expanse of the Lake is connected to the Tasman Sea at its southern end by Tabourie Creek, which is 
around 2 km long. At the entrance a tombolo links the offshore Crampton Island to the mainland. 
Tabourie Creek typically breaches to the north of the tombolo, across Tabourie Beach. 
Bed elevations in the main lake body are typically between -1.5 and 0.0 m AHD. Elevations along 
Tabourie Creek fall to between -2.0 and -3.0 m AHD along the outside of the main bend upstream of 
the entrance area. 
 
Figure 3-1  Tabourie Lake and Creek Viewed from South, 2000 
(©State of New South Wales through the Department of Natural Resources) 
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Figure 3-2 Bathymetry and Scale of Tabourie Lake 
 
  
FIELD DATA COLLECTION 40 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
In recent decades, the entrance has been managed by opening with earthmoving machinery and under 
this regime, available data indicates that the entrance has been open for around 35% of the time 
between 1992 and 2008. 
3.2 Data Collection Locations 
Data were collected at a variety of locations during the period leading up to and around the Tabourie 
Lake breach event of February 13, 2008. Relevant locations in and around the entrance area are 
shown on Figure 3-3. Other data from permanent recorders run by government agencies were also 
collated. The following sections contain a brief description of the data. 
3.3 Data Recorded During the Event 
3.3.1 Water Level Data: Permanent Recorder 
The MHL recorded Tabourie Creek water level over the breach period and following days is shown 
on Figure 3-4. The record illustrates a steady fall in water level as the breach widens, with a small 
reversal between the hours of midnight and 3:00 am on the following day, as the ocean tide began to 
influence water levels inside the Lake. 
3.3.2 Water Level Data: Temporary Recorders in Lake 
During the period of active breach monitoring (12:00 – 15:30 pm, Australian Eastern Standard Time, 
AEST) temporary water level recording stations were installed at the three locations noted as ST17, 
ST18 and ST21 on Figure 3-3. 
The reduced water levels of the two upstream stations, which provided an indication of the drawdown 
of the water surface profile as water enters the breach, are illustrated in Figure 3-5. Unfortunately, the 
automatic sensor at ST17 malfunctioned, and a reliable record of pressure could not be extracted from 
that instrument. The recorded water level at MHL’s recorder is also shown. 
Manual records on both ST17 and ST18 indicate an interruption in the fall of the water level, around 2 
hours after initiation of the breach. Based on photographic records, and eyewitness, this appears to 
have occurred as the main flow channel upstream of the breach moved southwards and away from 
these two recording locations. 
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Figure 3-3 Tabourie Lake Data Recording Locations 
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Figure 3-4 Water Levels Measured at MHL Recorder 
 
Figure 3-5 Water Levels Measured at Water Level Recording Stations Upstream of 
Breach at Tabourie Lake 
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3.3.3 Water Level Data: Ocean Tides 
Seaward and north of the breach, temporary station ST21 was established (Figure 3-3). This is plotted, 
along with the ocean tide from HMAS Cresswell (Jervis Bay) on Figure 3-6.  
 
Figure 3-6 Ocean Tide and Nearshore Water Levels 
An aim of the ocean tide recorder at HMAS Creswell is to provide a representation of ocean tide 
without any effects of river flows, wave setup and attenuation or amplification due to shallow inshore 
waters. Conversely, the record at ST21 specifically includes the effect of wave setup and, potentially, 
the effect of the breach outflow. The outflow effect was likely more apparent a number of hours after 
breach initiation, when the outflow channel through the nearshore zone displayed a pronounced 
deflection towards the north, resulting in the deposition of a substantial amount of sand in the vicinity 
of station ST21. The differences in measured ocean tide from the permanent and temporary recorders 
during the majority of the monitored breach period are not significant for this study. 
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3.3.4 Wave Data: Batemans Bay 
The wave recorder at Batemans Bay was a Datawell Directional WaveRider operated by MHL. 
Analysed wave data covering the breach period, were provided by MHL. The provided time series 
included Significant Wave Height (Hs), Maximum Wave Height (Hmax), Zero Crossing Period (Tz) 
and Peak Spectral Period (Tp). Relevant wave heights, periods and directions are plotted on Figure 
3-7, Figure 3-8 and Figure 3-9 respectively.  
Around the monitoring period, the wave climate was characterised by swell waves approaching from 
the south with significant heights varying from 2.0 to 3.0 m and peak spectral periods from 7.5 to 9.0 
seconds. These conditions represent very mild conditions at the point where the breach channel 
entered the Ocean, due to the sheltering effects of Crampton Island and the tombolo that connects it to 
land. Based on wave modelling used for berm height analyses undertaken by Wainwright and 
Baldock (2010), it is likely that wave setup would have been somewhat less than 0.1 m on the day the 
measured breach occurred. 
Figure 3-7 Measured Offshore Wave Heights – Batemans Bay 13/02/2008 
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Figure 3-8  Measured Offshore Wave Periods – Batemans Bay 13/02/2008 
 
Figure 3-9  Measured Offshore Wave Directions – Batemans Bay 13/02/2008 
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3.3.5 Velocity Data 
Velocities were estimated by timing the transit of orange ‘drogues’ along the breach. At 15 minute 
intervals, oranges were thrown into the centre of the breach, and the time taken for the oranges to 
transit a distance of around 26 m recorded. The resulting velocities were calculated and are plotted 
against time on Figure 3-10. Importantly, these are measured surface velocities. To adjust to depth 
averaged values (for comparison with model results), they need to be multiplied by a factor of around 
0.8. 
 
Figure 3-10 Estimated Velocities within Main Breach Channel 
During most of the monitored period, measured velocities are within a very narrow range (~2.6 – 3.0 
m/s). Assuming a typical depth of 0.60 m, which is consistent with depth measurements taken during 
cross section surveys, a simple calculation indicates typical Froude numbers of between 1.0 and 1.2 
during the course of the breach. This is consistent with the unsteady hydraulics in the breach, which 
are characteristic of trans-critical flow. 
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3.3.6 Sediment Data 
Two sediment samples were recovered from the breach during the event. These were analysed using 
standard sieves. The sand samples comprised quartzose marine sand. The two grading curves 
illustrate very similar grain size composition, hinting at a relatively uniform composition throughout 
the berm at the location of the breach. 95% of the sand falls between 0.2 and 0.4 mm diameter, 
making this a poorly graded, medium sand (Unified Soil Classification System Group = “SP”). This 
type of sand is typical of that found offshore of New South Wales Beaches (Anonymous, 1990). 
Representative grain sizes for the sand, derived from the sieve analyses are provided in Table 3-1. 
Table 3-1 Representative Grain Size Distribution at Tabourie 
Measure Size (mm) 
D10 0.27 
D15 0.29 
D35 0.33 
D50 0.35 
D85 0.49 
D90 0.55 
3.4 Ground Based Survey and Digital Elevation Models 
A number of surveys were undertaken during the breach event, incorporating the breach edges, 
waterline and other features. In addition, cross-sections and long-sections were surveyed. These data 
were used to develop ‘snapshot’ digital elevation models (DEM’s) of the breach as it developed. A 
photographic record was also used to assist in developing the DEM’s which are presented in Figure 
3-11 through Figure 3-16. 
The DEM’s illustrate the gradual widening and rotation of the breach channel with time. Care needs 
to be taken in interpreting subaqueous elevations due to difficulties in surveying bed elevations. It is 
highly likely that both depths and eroded volumes are under predicted in the centre of the channel.  A 
likely upper estimate of this under prediction is discussed in Section 4.2.3.2.  
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Figure 3-11 Snapshot DEM’s: Pre-Breach (12:00) and 12:17 
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Figure 3-12 Snapshot DEM’s: 13:03 and 13:55 
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Figure 3-13 Snapshot DEM’s: 14:18 and 15:00 
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Figure 3-14 Snapshot DEM’s: 15:28 and 15:58 
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Figure 3-15 Snapshot DEM’s: 16:15 and 16:34 
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Figure 3-16 Snapshot DEM’s: 17:02 and 17:31 
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Although the breach channel underwent significant rotation during the event, an attempt was made to 
directly quantify breach width growth at three locations.  Three cross sections (upstream, midway and 
downstream) are shown in the bottom frame of Figure 3-16.  The breach width was estimated as that 
portion of the section below 0.5 m AHD at any given time, as derived from the digital elevation 
models.  Width development over time is shown in Figure 3-17. 
 
Figure 3-17 Approximate Breach Width Development over Time  
(locations shown on Figure 3-16) 
The development indicates widening concentrated at the downstream end of the channel during the 
initial stages and at the upstream end during the latter stages.  Widening of the middle of the throat 
occurred relatively consistently during the entire period of monitoring.    During the last hour of 
monitoring, widening had slowed, achieving a relatively consistent width of between 30 – 35 m along 
the entire breach channel. 
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4 DEVELOPMENT OF NUMERICAL MODEL 
4.1 Selection and Justification of Hydrodynamic Modelling 
Software 
4.1.1 Introduction 
The adopted hydrodynamic software was the TUFLOW finite difference hydrodynamic modelling 
software , which is commercially available and developed by BMT WBM (2010). BMT WBM 
provided sufficient access to TUFLOW including access to the source code of the pre-existing 
morphodynamic module for the present project. TUFLOW’s hydrodynamics were thoroughly tested 
against both idealised and literature test cases during its development (Syme, 1991) and has been 
widely applied and validated through application to shallow water flow conditions and many practical 
flow problems over the past 20 years. 
The performance of this type of scheme in representing the intense, transcritical flow regime, is 
important for this study. The following aspects are of significance: 
 The reproduction of supercritical and mixed flow regimes; 
 Representation of Turbulence; and 
 Wetting and Drying. 
A discussion of these aspects of TUFLOW, to support its suitability as a tool for the present 
investigation is provided in the following sections. 
4.1.2 Supercritical and Mixed Flow Regimes 
McCowan et al (2001) noted that many of the codes used to model flooding processes have been 
derived from models initially applied to the coastal zone. Accordingly, the need to represent 
supercritical flows, which are common during overland flow processes, has been developed through 
ongoing modification of coastal modelling codes. The need to represent breach processes, which 
require adequate representation of supercritical flow, thus requires modifications such as the 
following: 
 The addition of numerical dissipation within regimes where hydraulic jumps and turbulence are 
likely to occur; 
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 Selective upwinding of convective momentum terms in areas of high Froude numbers. McCowan 
et al noted that this approach has been taken for the commercial modelling code MIKE-21; and 
 Introduction of the Smagorinsky turbulence formulation to provide for a more accurate 
representation of flow separation and turbulence. 
TUFLOW utilises the Smagorinsky turbulence formulation by default, and upwinding is also adopted 
in areas of high Froude numbers. However, numerical dissipation is not presently incorporated in the 
region of hydraulic jumps, although areas in the vicinity of hydraulic jumps can be artificially 
roughened by the code to similar effect if required. 
Huxley (2004) undertook independent testing of the capabilities of the model code in solving multi-
regime flows. He found that the software predicted water levels to within 1% of theoretically derived 
values for the following situations: 
 Representation of broad crested weir flows in a two dimensional sense involving a transition 
from sub-critical through critical to super critical flow (this is of importance at the upstream end 
of a breach channel, where flow enters the channel); 
 Super Critical flow conditions; 
 Transitions between super and sub-critical flows (i.e. hydraulic jumps). 
TUFLOW’s capability to transition between super critical to sub critical flow and back again is 
illustrated in Figure 4-1 from Huxley (2004). 
4.1.3 Turbulence 
Two options are presently available for the modelling of turbulence within TUFLOW (BMT WBM, 
2010): 
 Constant Eddy Viscosity; or 
 Smagorinsky Turbulence Closure (default). 
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Figure 4-1 TUFLOW’s Modelling Capability in Transitional Flow Regimes 
(Reproduced from Huxley (2004) constriction width 60m, Flow 240 m3/s) 
The representation of turbulence may be of significance, particularly where the grid cell size is large 
in relation to the width of the flow. 
Barton (2001) undertook a significant amount of testing using the TUFLOW model for flow passing 
through an abrupt constriction, examining issues of model performance, spatial resolution and 
turbulence. The abrupt constriction flow situation modelled is considered to contain many hydraulic 
aspects that are also relevant to the entrance opening process (physical scales, degree of turbulence, 
rapid flow constriction, presence of “vena contracta”). 
Barton was able to reproduce, as spatial resolutions increased, the shedding of eddy vortices from the 
central flow path of the jet as it exiting the abrupt constriction. As resolution increases, the ability of 
the model to directly simulate smaller and smaller eddies increases. 
Barton also noted that the influence of eddy viscosity is highly dependent on the relative dominance 
of bed friction. In other words, where bed friction is high in a two-dimensional model, the turbulence 
has a lesser impact in effecting energy losses from the flow. 
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Figure 4-2 Example of Increasing Ability in Resolving Turbulence with Increasing 
Grid Resolution 
(Reproduced from Barton (2001) constriction width 60m, Flow 240 m3/s) 
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4.1.4 Wetting and Drying 
TUFLOW’s ability to wet and dry floodplains in a robust manner has been well established through 
many applications. This aspect has not posed any difficulties during the study. 
4.1.5 Justification for Model Selection 
TUFLOW has been utilised extensively both in Australia and overseas. In 2010, the United 
Kingdom’s Environment Agency adopted the finite difference hydrodynamic computational engine of 
TUFLOW as a standard tool for its Flood and Coastal Risk Management Modelling Strategy 
(Halcrow, 2010). Over the last decade, TUFLOW has gained broad acceptance as a suitable, 
commercially available two dimensional modelling tool for flood risk analysis. 
The present author has developed morphodynamic capabilities in TUFLOW since 2004. Those 
capabilities have not been widely available on a commercial basis and have been significantly 
improved during this project. While many other recognised software packages had the required base 
functionality (e.g. MIKE FLOOD from DHI, SOBEK from Deltares, TELEMAC from Telemac 
Systems, RMA2 from Resource Modelling Associates), accessibility to and familiarity with the 
source code for TUFLOW made it the logical choice at inception of this project in 2005. 
4.2 Development of Tabourie Lake Model 
4.2.1 Introduction 
A model, using the TUFLOW software, was previously developed by BMT WBM for the Tabourie 
Lake Flood Study (BMT WBM, 2009). Initial testing with that model indicated that it was not 
efficient for the purposes of this study. The previous model used a 4 m uniform grid size which was 
too large to sufficiently resolve the initial channel of the monitored event, described in Section 3. 
The TUFLOW modelling software enables different regions or domains to be represented in 1D 
(cross-sections linked by channel reaches) and/or 2D (as a regular square grid). 2D domains are 
relatively computationally intensive (compared to 1D). The previous model covered the entire lake 
with a single 2D domain and was suitable for examining overbank flooding in the areas next to 
Tabourie Creek. The Tabourie Lake Flood Study did incorporate morphodynamic simulations to 
represent the breaching process, but its capabilities were limited to those available prior to the 
research presented here. 
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A new model of Tabourie Lake was built for the present study, utilising both 1D and 2D domains in a 
less computationally intensive fashion. While the revised model configuration is not as detailed 
upstream of the entrance, it is better suited to the present investigation as it provides more detail 
around the entrance berm and channel, with less detail upstream, where storage volumes are more 
important than hydrodynamic patterns. 
Tabourie Lake is described generally in Section 3.1 and an oblique aerial view of the Lake is shown 
as Figure 3-1. The plan form, bathymetry and scale of Tabourie Lake are shown as Figure 3-2. 
4.2.2 Model Configuration 
The Tabourie Lake model configuration adopted for the present study includes both one dimensional 
and two dimensional domains.  The underlying digital elevation model used for the hydrodynamic 
model is largely the same as that used by (BMT WBM, 2009) as presented in Appendix E-1. 
The 1D domain covers most of the Lake. It comprises cross sections (located at model nodes) and 
connecting channels, including branches specifically for Lemon Tree and Branderee Creeks. For this 
model, the primary function of the 1D domain is to represent water storage in the system, providing 
an appropriate water level to the upper end of the 2D domain as the Lake gradually drains. During the 
February 2008 breach event, water levels in the Lake had stabilised prior to the artificial opening, and 
it was reasonably assumed that inflows from the catchment had minimal effect during the breach. 
The two dimensional domain includes the ocean entrance of Tabourie Creek, extending upstream to 
cover much of the first major bend in the Creek where it transitions to a more north-south alignment. 
The two dimensional domain also extends into the ocean to a bed elevation of around -5.0 m AHD. 
As 2D domains are computationally intensive (compared to 1D) the 2D domain has only been 
extended as far as necessary to capture any 2D effects that may occur as water from the main body of 
the Lake drains towards and through the entrance channel. A time varying tidal boundary is specified 
at the downstream (ocean) boundary of the 2D domain. 
The adopted 2D grid size of 1 m has been based on two considerations: 
 Past experience which indicates TUFLOW’s reliability may diminish with cell sizes smaller than 
1.0 m (Barton, 2001); and 
 The initial pilot channel which is around 4 m wide at its narrowest point. In order to adequately 
resolve flow and morphological change in this channel, at least four cells are required laterally. 
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Lastly, a morphological domain was defined. The morphological domain represents those areas where 
the bed is free to change under the effects of erosion and accretion. The morphological domain covers 
most of the 2D domain. 
The resulting configuration of model domains is illustrated on Figure 4-3. 
4.2.3 Description of Model Execution and Presentation of Calibration Data 
4.2.3.1  Model Execution 
The performance of different strategies has been assessed throughout this study by comparison to the 
data measured at Tabourie Lake in February, 2008. The following sections outline how the model was 
executed for the comparison and describes the data used for comparison. Tabourie Lake was 
artificially breached at 12:00 hrs. on 13th February, 2008 (AEST). It was necessary to derive suitable 
starting conditions at 12:00 hrs, otherwise known as a “hot start” or “restart”. To create the restart file, 
the following steps were undertaken; 
 The initial survey of the entrance channel was adopted, except that the plug was manually 
removed from the model, by lowering selected grid points to smooth out the bed in the vicinity of 
the plug; 
 The model was initialised with a water level set at around 1.045 m AHD uniformly over the 
entire model (i.e. in both the ocean and the lake); 
 The simulation was executed with morphological change initially disabled and the ocean tidal 
level was lowered from 1.045 m AHD to an elevation matching that measured in the ocean at the 
time that breaching of the final plug occurred. At this stage, flows and water levels across the 
model domain approximated those present immediately after breaching and morphological 
change was enabled at this point. In this way, the model was effectively “warmed-up” without the 
need to explicitly represent final removal of the plug, a mechanical operation undertaken by 
excavator in the field. 
 After the warm-up period, the bed was allowed to evolve freely under the influence of the 
morphological model. 
With reference to Table 3-1, D50 and D90 grain sizes of 0.35 and 0.55 were adopted, respectively.  The 
sediment is poorly graded (i.e. very well sorted).  This means that classification into a single class 
based on a D50 parameter is reasonable and this approach has been adopted throughout the study.
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Figure 4-3 Tabourie Lake TUFLOW Model Configuration 
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4.2.3.2 Volume Eroded from the Barrier 
The volume of sand eroded from an area in the vicinity of the breach was calculated for both the field 
data and for each of the key simulations assessed as part of this study (Appendices C & D). The 
geographical polygon within which these comparisons were made is shown on Figure 4-4 
. While bed change is known to have occurred both upstream and downstream of the polygon, the 
area covered represents that where reliable survey data is available throughout the event for model 
testing. 
For the different times at which survey snapshots were developed, as described in Section 3, the net 
loss (i.e. erosion) of sand from within this polygon, compared to the ‘pre-breach’ condition has been 
calculated by comparing the DEM’s using the MapInfo Professional GIS package (Pitney Bowes 
Business Insight, 2010a), with scripts developed using the Vertical Mapper Software (Pitney Bowes 
Business Insight, 2010b). The results are presented in Table 4-1. 
Table 4-1 Removal of Sand from Barrier over Time – Tabourie Event 
 
Time (AEST) Volume Eroded (m3) 
(as surveyed) 
12:00 (Pre Breach) 0.0
12:17 303
13:03 821 
13:55 1151 
14:18 1425
15:00 2186
15:28 2347 
15:58 2664 
16:15 2856
16:34 3389
17:02 3466 
17:31 3527 
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Figure 4-4 Tabourie Lake Breach Event 13th February, 2008 
Volume and Area Comparison Polygon 
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 While difficult to estimate the error associated with the volume measurements, a pragmatic attempt 
has been made.  Based on field observation and data provided in Gordon (1981), an estimate of 
maximum likely average flow depth across the channel is 0.8 m.  Knowing that the water’s edge was 
surveyed with good accuracy (+/- 5mm), a surface was linearly interpolated across the channel 
between the water edge lines and then 0.8 metres subtracted from that surface.  This was undertaken 
for the 17:31 survey.  By comparing to the adopted (non-linear interpolation) DEM, it was estimated 
that a likely upper limit on possible volumetric erosion underestimate would be around 2,000 m3 at 
17:31 (i.e. around 55%). 
4.2.3.3 Active Breach Area 
In the past, when coastal lagoon opening events have been monitored, it has been common to provide 
a measure of “breach width” (Gordon, 1981; Howells, 1994; NSW Public Works Department, 1993). 
When considering the rotation that occurred during the 2008 Tabourie Lake breach event and the way 
in which width varies along the channel, it is difficult to justify linear measures of width, as a robust, 
repeatable and truly indicative measure of channel growth. As a surrogate, a measure of “Active 
Breach Area” has been adopted. Through inspection of the available survey, the area contained within 
the breach channel, below 0.5 m AHD was determined to be a reasonable measure of channel growth. 
The 0.5 m contours on either side of the breach form the bounds of the active area, and these are also 
shown on Figure 4-4. The active breach areas derived using this method are presented in Table 4-2. 
Table 4-2 Development of Active Breach Area over Time – Tabourie Event 
Time (AEST) Active Breach Area (m2) 
(as surveyed) 
12:00 (Pre Breach) -
12:17 888 
13:03 1119 
13:55 1370
14:18 1506
15:00 2226 
15:28 2315 
15:58 2705
16:15 2843
16:34 3368 
17:02 3490 
17:31 3531
DEVELOPMENT OF NUMERICAL MODEL 66 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
4.2.3.4 Average Erosion Depth 
A measure of average erosion depth was acquired by dividing the volume eroded by the active breach 
area. The results are presented as Table 4-3. The surveyed results indicate a tendency towards 
deepening for the first 2-3 hours, followed by dominant widening. 
Table 4-3 Variation in Average Eroded Depth over Time – Tabourie Event 
Time (AEST) Average Eroded Depth (m) 
(as surveyed) 
12:00 (Pre Breach) - 
12:17 0.34
13:03 0.73
13:55 0.84 
14:18 0.94 
15:00 0.98
15:28 1.01
15:58 0.98 
16:15 1.00 
16:34 1.01
17:02 0.99
17:31 1.00 
4.2.3.5 Fall of Water Level with Time 
The measured fall of water level over time was presented in Figure 3-5. The location of the Manly 
Hydraulics Laboratory water level recorder is shown on Figure 3-3 and of ST17 and ST18 on Figure 
3-5. Data was extracted from corresponding locations in the model domain for comparison to the 
measured data. 
4.2.3.6 Flow Velocity in Breach 
Surface flow velocities were measured by timing the transit of an orange along a 26.05 m distance 
(Section 3.3.5), starting adjacent to the location of the original sand plug. During most of the 
monitored period (until 17:31 AEST), the velocities varied within a very narrow range (~2.6 – 3.0 
m/s). 
A monitoring polygon was established. It corresponding to the length of channel where velocity 
measurements were made, allowing for channel widening. The polygon is shown, along with the pre-
breach bathymetry and the volume analysis extents polygon on Figure 4-5. 
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Within the volume monitoring polygon, spatial model results have been examined as follows: 
 Any point where current speed equalled zero was excluded; 
 Any point with depth less than 0.2 m was excluded; 
 The median and standard deviation of current speed at remaining points was calculated. 
The exact path that each orange tracked was not measured although using estimated typical accuracies 
of distance traversed and time taken (1.0 m and 0.5 s respectively), and considering the deviation of 
surface current speeds from their depth averaged counterparts, errors in current velocity of no more 
than 25% from the measured value are expected. 
4.3 Development of Wamberal Lagoon Model 
4.3.1 Introduction 
A model of Wamberal Lagoon was developed for this project. The following sections detail the 
development of an underlying digital elevation model and the configuration of the 
hydrodynamic/morphological model domains and boundary conditions. Throughout this study, the 
performance of the model against field data collected on 13th September, 1993 (introduced in Section 
2.2.2.3) has been assessed. Although data for a breach event at Avoca Lagoon was also collected in 
September, 1993, the Wamberal data is more complete, including a number of surveys of the breach 
at various stages of the opening event. 
Wamberal Lagoon is located around 55 km north of the centre of Sydney, on the New South Wales 
coastline. An oblique aerial view of the lagoon is provided as Figure 4-6. The plan form, bathymetry 
and scale of Wamberal Lagoon are shown as Figure 4-7. The lagoon has a 6 km2 catchment area, 
draining to a waterway of 0.5 km2 (NSW Department of Natural Resources, n.d.). The main body of 
the Lagoon measures around 1.4 km along its main axis (north-south) and is typically 350 – 400 m 
wide. The main body of the Lake is connected to the ocean by a NW-SE aligned entrance channel of 
some 500 m length and typical width between 70-100 m. The entrance channel is at the southern end 
of the Lagoon, and exits to the ocean across Wamberal-Terrigal Beach. 
Bed elevations in the main Lagoon body are typically between 0.0 and 1.0 m AHD. Elevations in the 
centre of the entrance channel vary between -0.5 and -1.0 m AHD.  
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Figure 4-5 Location of Velocity Monitoring Polygon – Tabourie Event 
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Figure 4-6  Wamberal Lagoon Viewed from North, 1999 
(©State of New South Wales through the Department of Natural Resources) 
4.3.2 Model Configuration 
The Wamberal Lagoon model configuration adopted for the present study includes both one 
dimensional and two dimensional domains.  Development of the underlying digital elevation model 
used for the hydrodynamic model is presented in Appendix E-2. 
The 1D domain covers the majority of the main lagoon. It comprises seven cross sections (located at 
model nodes) and connecting channels. For this model, the primary function of the 1D domain is to 
represent water storage in the system, providing an appropriate water level to the upper end of the 2D 
domain as the Lagoon gradually drains. During the September, 1993 event, the catchment inflows 
were insignificant (NSW Public Works Department, 1993). 
The two dimensional domain includes the entire entrance channel and the southernmost extents of the 
main body of the lagoon and the ocean to a bed elevation of around -6.0 m AHD. As 2D domains are 
computationally intensive (compared to 1D) the 2D domain has only been extended as far as 
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necessary to capture any 2D effects that may occur as water from the main body of the lake drains 
towards and through the entrance channel. This is required to ensure that any lateral momentum 
effects, which may affect realignment and enlargement of the breach, can be incorporated. A time 
varying tidal boundary is specified at the downstream (ocean) boundary of the 2D domain. 
The adopted 2D grid size of 1 m has been based on two considerations: 
 Past experience which indicates TUFLOW’s reliability may diminish with cell sizes 
smaller than 1.0 m (Barton, 2001); and 
 The initial channel width (provided in this case by the survey at 1.0 hours post breach, 
which is around 5 m wide at its upstream end. In order to adequately resolve flow and 
morphological change in this channel, around 4-5 cells are required laterally. 
While some details of the initial channel dimensions at Wamberal (0.3 m below lagoon water level, an 
average 2 m wide and 80 m long) are provided, detailed survey for the pilot channel just before 
breaching is not. Accordingly the starting condition for morphology represents conditions 1 hour after 
breaching. NSW Public Works Department (1993) indicated that this was still in “Stage 1” of the 
breach process. 
Lastly, a morphological domain was defined. The morphological domain represents those areas where 
the bed is free to change under the effects of erosion and accretion. The morphological domain 
extends over part of the 2D domain. The resulting configuration of model domains is illustrated on 
Figure 4-7. 
4.3.3 Description of Model Execution and Presentation of Calibration Data 
4.3.3.1  Model Execution 
Through this study, model performance has been assessed by comparison to the September, 1993 
data. As for the Tabourie Lake model, the following sections discuss the way in which the model was 
executed in order to achieve the comparison. 
Wamberal Lagoon was artificially breached at 13:38 on 13th September, 1993. A survey of the initial 
pilot channel is not available and the first useful survey data is from 1 hour post breach. Therefore, the 
morphological comparisons presented within this study begin at 14:38. At 14:38, the water level in 
Wamberal Lagoon was around 2.51 m AHD, and the tidal level was around -0.06 m AHD and rising 
(NSW Public Works Department, 1993).  
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Figure 4-7 Wamberal Lagoon TUFLOW Model Domain Configuration 
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It was necessary to derive a suitable starting condition representing that measured at 14:38, otherwise 
known as a “hot start” or “restart”. To create the restart file, the following steps were undertaken: 
 The 1 hour post breach survey was used to define bathymetry at the entrance; 
 The model was initialised with a water level set at around 2.55 m AHD uniformly over the entire 
model; and 
 The simulation was executed with morphological change disabled and the tidal level was lowered 
from 2.55 m AHD to a minimum of -0.46 (measured) and then rising to 0.02 m AHD over a 
number of hours. 
Through trial and adjustment, a “hot-start” with lagoon levels at 2.51 m AHD and a rising ocean tide 
at -0.06 m AHD was achieved. This is representative of conditions at 14:38 hours and was 
subsequently used as the restart for testing the morphology module. 
Based on data from Hanslow et al. (2000), a D50 sediment grain size of 0.00041 m was adopted. A 
similar grain size distribution shape was assumed as for Tabourie (refer Table 3-1) resulting in the 
adoption of a D90 grain size of 0.00064 m at Wamberal Lagoon. 
4.3.3.2 Volume Eroded from the Barrier 
The volume of sand removed from an area in the vicinity of the breach was calculated for both the 
field data and for each of the key simulations assessed as part of this study. The geographical polygon 
within which these comparisons were made is shown on Figure 4-8. The polygon contains the area 
where reliable survey data is available throughout the breach event. 
For the different times at which survey snapshots were developed, as described in Appendix E, the net 
loss (i.e. erosion) of sand from within this polygon has been compared to the breach +1 hour 
condition (the starting time for the morphological simulation). The DEM’s were compared using the 
MapInfo Professional GIS package (Pitney Bowes Business Insight, 2010a), with scripts developed 
using the Vertical Mapper Software (Pitney Bowes Business Insight, 2010b). The results are 
presented in Table 4-5. 
 
.  
DEVELOPMENT OF NUMERICAL MODEL 73 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
 
 
Figure 4-8 Wamberal Lagoon Breach Event 13th September, 1993 
Volume and Area Comparison Polygon 
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Table 4-4 Removal of Sand from Barrier over Time – Wamberal Event 
 
Time (AEST) Volume Eroded (m3) 
(as surveyed) 
14:38 (Breach + 1 hr) 0.0 
15:38 1073 
17:38 2903
Next Day 3863
4.3.3.3 Active Breach Area 
Indicative breach widths were measured during the data collection and are reproduced here as Figure 
4-9. However, to maintain consistency, and given that width varies along the breach at different times, 
a measure similar to that specified for the Tabourie Lake event was adopted. In this instance, 
however, the active breach area was defined as the area of the breach below 2.2 m AHD. The 2.2 m 
contours are shown as the active breach extents on Figure 4-8. For the measured survey data the 
active breach areas derived using this method are presented in Table 4-5. 
4.3.3.4 Average Erosion Depth 
A measure of average erosion depth was acquired by dividing the volume eroded by the active breach 
area. The results are presented as Table 4-6. NSW Public Works Department, (1993) also present 
tabulated measurements of water depth, which is somewhat different to the measure of erosion depth, 
but useful for comparison and is therefore presented as Figure 4-10. Similar to Tabourie Lake, the 
depths indicate a tendency towards deepening for the first 2-3 hours, followed predominantly by 
widening. 
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Figure 4-9 Wamberal Lagoon Breach Channel Widths (as measured) 
 
Table 4-5 Development of Active Breach Area over time – Wamberal Event 
Time (AEST) Active Breach Area (m2) 
(as surveyed) 
14:38 (Breach + 1 hr) 374 
15:38 1440
17:38 2534
Next Day 2700 
 
Table 4-6 Variation in Average Eroded Depth with Time – Wamberal Event 
Time (AEST) Average Eroded Depth (m) 
(as surveyed) 
14:38 (Breach + 1 hr) -
15:38 0.75
17:38 1.14
Next Day 1.43 
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Figure 4-10 Wamberal Lagoon Breach Channel Depths 
4.3.3.5 Fall of Water Level with Time 
The measured fall of water levels over time is presented in Figure 4-11. The recorder, operated by 
Manly Hydraulics Laboratory, is located next to the southern shoreline of the entrance to Wamberal 
Lagoon (Coordinates 355,512, 6,300,276 to MGA Zone 56) 
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Figure 4-11 Wamberal Lagoon Water Levels 
4.3.3.6 Flow Velocity in Breach 
Floating debris was used at Wamberal Lagoon to track the speed of transit through the channel. There 
is no detailed information on the channel section over which transit was measured, although the NSW 
Public Works Department note that measurements were undertaken by timing transit “over a 10 to 20 
metre distance”. In the absence of better information, the velocity analysis polygon is identical to the 
volume and area analysis polygon for Wamberal Lagoon. The velocity analysis techniques adopted 
for Tabourie Lake were also applied to Wamberal Lagoon. 
The tabulated surface velocities reported in NSW Public Works Department (1993) are graphed on 
Figure 4-12. Similar to Tabourie Lake, the flows approaches a constant velocity of close to 3.0 m/s 
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Figure 4-12 Measured Current Speed, Wamberal Lagoon 
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5 ASSESSMENT AND DEVELOPMENT OF MODEL CAPABILITIES 
5.1 Preliminary Hydrodynamic Considerations 
This section describes preliminary testing of the capability of TUFLOW hydrodynamics for breach 
flow conditions. The simulations were based on conditions measured at Tabourie Lake in 2008. 
A spatially truncated model, based on the Tabourie model, was established as illustrated in Figure 5-1. 
The following points are noted: 
 The model geometry was established to replicate conditions at 15:00 AEST, around half way 
through the breach monitoring period; 
 The digital elevation model of the breach channel derived from the survey and shown on Figure 
3-13 (refer bottom frame) does not include reliable information upstream of the main breach 
channel; 
 Accordingly, the photographs captured around this period were examined to estimate the depths 
and orientation of the flow channel. These estimates are represented in Figure 5-1, which also 
shows the adopted bathymetric long section both upstream and through the breach channel. The 
overall slope of the channel bed was retained, but irregularities in the DEM were removed to 
make the model predictions and resulting analysis clearer; and 
 The upstream boundary was set well upstream of the active barrier area, where the water is 
deeper and approach velocities can be ignored in considering behaviour within the breach 
channel. 
The model has been executed by adopting the measured water levels in the Lake and Ocean to drive 
flow through the channel. Four simulations were executed, differing only in the spatially constant 
value of Manning’s n adopted (from 0.010 to 0.028). Results were extracted from the simulation 
along the long section shown on Figure 5-1.  
The velocities extracted are presented in Figure 5-2. These show that: 
 Velocities increase with a decrease in the Manning’s roughness; and 
 The predicted water surface elevation shows more profile undulations with the reduced 
roughness, as the model switches more regularly between super and sub-critical flow regimes.
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Figure 5-1 Extents and Bathymetry of Truncated Model 
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Figure 5-2 Long section Velocity Variation 
Figure 5-1 also shows the length of channel over which velocities were measured during the field 
exercise. The average velocity magnitude over that length of channel has also been extracted from the 
model simulations, with the results outlined in Table 5-1. 
Table 5-1 Modelled Velocities – Truncated Tabourie Test Model 
Manning’s ‘n’ Simulated 
Average Velocity 
(m/s) 
0.028 1.80 
0.022 2.14
0.016 2.43 
0.010 2.57 
Throughout the main monitoring period for the breach, surface velocities were typically between 2.8 
and 3.0 m/s. Assuming a standard logarithmic profile with a roughness length of 3 ൈ ܦଽ଴ (0.00165 m) 
and a depth of 0.55 (typical for both measured and simulated), results in an estimated depth averaged 
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velocity of around 2.3 – 2.5 m/s. These values are can be compared directly to the simulated depth 
averaged values provided in Table 5-1. 
The analysis indicates that typical Manning’s n values which might be applied to an estuarine sand 
bed within this type of two dimensional model (say 0.019 to 0.022) may be too high for the flow 
present in a coastal lagoon breach. It should be highlighted that the analysis is affected by field 
measurement errors and the assumptions inherent in the calculation. Nevertheless, the discussion of 
literature provided in Section 7.1 provides evidence from the literature which also suggests lower 
Manning’s ‘n’ values are appropriate in this type of ‘upper regime’ flow. 
The adoption of a lower roughness value in the model will, however, introduce other issues. The 
switching of hydrodynamics between super and sub-critical flows which can be sharp and repetitive 
for lower roughnesses (Figure 5-2, notably for n=0.010) is apparently a symptom of the model’s 
inability to resolve all of the physics of transitions between sub and super critical flows and back 
again. This is a shortcoming of all depth averaged models. 
To address this issue, practical treatment of morphological updating is required to avoid these 
oscillations being amplified in changes to the bed, while maintaining a reasonable representation of 
the channel evolution.  
5.2 Morphological Modelling Software Development 
At inception of the present project, BMT WBM provided source code for a morphology module 
which had been built to integrate with the commercially available TUFLOW finite difference 
hydrodynamic modelling engine. It was recognised that the numerous instances of “hardwiring” and 
the associated underpinning assumptions would not facilitate efficient completion of the project, due 
to an inherent inflexibility in the code. 
The code was substantially reorganised, expanded and benchmarked resulting in a software module 
capable of undertaking much of the calculation relating to numerical morphological simulations, 
while being generic enough to communicate with different hydrodynamic computational software 
engines in the future. 
The development work involved in reorganising the code base was a significant component of this 
project. Aspects of the reorganisation and coding practice are described in Appendix F. Protocols for 
code format and Fortran95/2003 semantics are provided in Appendix A. 
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5.3 Assessment of Sediment Transport Capabilities 
5.3.1 Introduction 
This section provides standard background relating to the calculation of sediment transport rates, 
including critical conditions for the movement of sediment, the separation of ‘bed’ and ‘suspended’ 
load transport and the concentration of sediment throughout the water column (Section 5.3.2). The 
sediment transport calculation methods initially considered by this study are then introduced along 
with the results of preliminary testing in Section 5.3.3. 
5.3.2 Foundational Topics 
For steady unidirectional flows, the shear stress applied to the bed of the watercourse can be 
calculated using: 
 ߬ ൌ ߩ݄݃ܵ (5.1)
where:	
τ ൌ shear	stress/resistance	to	flow	
ߩ ൌ water	density	
݃ ൌ gravitational	accelleration	
݄ ൌ water	depth	ሺassuming	the	flow	is	wide	relative	to	depthሻ	
ܵ ൌ water	surface	slope 
Where the right hand terms equate to the downhill pull of gravity (i.e. balanced by shear stress for the 
steady condition (Nielsen, 2009)) 
The surface slope indicated above is perhaps more correctly applied in a ‘reach averaged’ sense, 
particularly when considering the flume and field data that have been used to derive those 
unidirectional sediment transport equations that are in common contemporary use. A slope 
determined by dividing the change in water surface elevation by length necessarily combines all of 
the sub-reach scale processes (water surface undulations, turbulent boils, variations in shear stress 
etc.). Although the grid size (1.0 m) used in the modelling considered herein is reasonably small 
relative to some of these sub-reach scale processes, it is beyond the scope of the present study to 
resolve these with reliable accuracy. Resolution of these processes would require the use of a model 
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that resolved vertical variations through the water column, and substantial computational resources to 
achieve practical model run times. 
The hydrodynamic model will respond to small variations in bed topography and other features (super 
– sub critical transition) to a degree. The hydrodynamic response can be magnified when passed 
through to the morphodynamic model, where the sediment transport rates are commonly related to 
depth averaged velocity raised to a power of ~ 3 to 4. 
The effect of changes to slope at the scale of a single grid cell is illustrated by the way a coupled 
hydraulic/morphological numerical model may handle a hydraulic jump within the breach channel. 
The hydraulic model considers there to be a sudden loss (or reversal) of slope, and the shear stress and 
sediment transport capacity reduces dramatically, forming non-physical piles of sand at the jump 
location. This needs to be treated with care when modelling the downstream end of a breach channel. 
It is also complex to calculate a reach averaged flow slope in a two dimensional model where the cells 
are significantly smaller than the reach scale. Noting that surface slope is largely governed by bed 
slope, and doesn’t vary significantly for different flows, Van Rijn (1993) considered that roughness 
predictions that are exclusively based on slope as an input parameter are inferior to those that use 
local parameters such as mean velocity and depth. For these practical reasons, the prediction of 
roughness based on local parameters is the focus of the remainder of this section. 
The shear stress can also be presented in dimensionless form as the Shield Parameter (Shields, 1936): 
 ߠ ൌ ߬ߩሺݏ െ 1ሻ݃݀ ൌ
ݑ∗ଶ
ሺݏ െ 1ሻ݃݀ (5.2)
The Shields parameter can also be interpreted as the ratio of fluid forces to the submerged weight of 
the particle. Classically, steady unidirectional bed load transport formulae are of a form originally 
described by Meyer Peter and Mueller (1948, from Nielsen (2009)) 
 Φ ൌ ܨݑ݊ܿሺߠ െ ߠ௖௥ሻ (5.3)
where
 Φ ൌ dimensionless sediment transport rate ൌ
ݍ௕
ඥሺݏ െ 1ሻ݃ܦଷ (5.4)
ݍ௕ ൌ volumetric	bed	load	rate	per	unit	time	and	width	 ቆ݉
ଶ
ݏ ቇ	
ܦ ൌ representative	grain	diameter	ሺ݉ሻ	
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ݏ ൌ ratio	of	grain	density	to	fluid	density	 ൬ߩ௦ߩ௪൰	
ߠ ൌ shields	parameter	ሺdimensionless	shields	stressሻ 
ߠ௖௥ ൌ critical	shields	parameter 
Camenen and Larson (2007) review a number of equations of similar form, citing: 
Φ ൌ 8ሺߠ െ ߠ௖௥ሻଵ.ହ	(Meyer-Peter and Muller, 1948) 
Φ ൌ 12ߠ଴.ହሺߠ െ ߠ௖௥ሻ	(Nielsen, 1992) 
Φ ൌ 11ሺߠ െ ߠ௖௥ሻଵ.଺ହ	(Ribberink, 1998) 
Φ ൌ 12ߠଵ.ହ݁ቀିସ.ହൈഇ೎ೝഇ ቁ	(Camenen and Larson, 2007) 
The critical shields parameter is related to hydraulic conditions near the bed, commonly expressed as 
a function of the particle Reynolds numberܴ∗ ൌ ݑ∗ܦ/ߥ, the nature of this relationship is shown on 
Figure 5-3. 
 
Figure 5-3 Typical Shields Diagram  
(van Rijn, 1993) 
Importantly, the definition of a limiting ‘critical’ value is not clear cut, and its value is affected by 
numerous factors including temperature, bed armouring, bed forms, grain shape and gradation (van 
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Rijn, 1993). The form of the Shields diagram requires iteration to determine the critical value of the 
shields parameter. Accordingly, researchers have recommended relationships for the direct calculation 
of ߠ௖௥. 
Van Rijn (1984c) recommended a relationship based on the dimensionless particle parameter ܦ∗: 
ߠ௖௥ ൌ 0.24	ܦ∗ିଵ.଴	when	ܦ∗ ൑ 4	
ߠ௖௥ ൌ 0.14	ܦ∗ି଴.଺ସ	when	4 ൏ 	ܦ∗ ൑ 10	
ߠ௖௥ ൌ 0.04	ܦ∗ି଴.ଷ଴	when	10 ൏ 	ܦ∗ ൑ 20	
ߠ௖௥ ൌ 0.013	ܦ∗଴.ଶଽ	when	20 ൏ 	ܦ∗ ൑ 150	
ߠ௖௥ ൌ 0.055	when	ܦ∗ ൐ 150 
where: 
 where : ܦ∗ ൌ ܦହ଴ ቂ௚ሺ௦ିଵሻఔమ ቃ
భ
య (5.5)
 
Soulsby (1997) recommended the following equation, which builds on an earlier equation from 
Soulsby and Whitehouse (1997) but does not follow Shields original data. It is, however, considered 
more realistic, limiting ߠ௖௥ to a maximum of 0.30. 
 ߠ௖௥ ൌ 0.301 ൅ 1.2ܦ∗ ൅ 0.055ሾ1 െ
1
݁ሺ଴.଴ଶ଴஽∗ሻ ሿ (5.6)
Damgaard et al.(1997) considered that application of the Schoklitsch (1914) equation was appropriate 
for adjusting the critical shear stress for slope: 
 ߠ௖௥,ఉ ൌ ݇ఉ ൈ ߠ௖௥,଴ (5.7)
where: 
ߠ௖௥,ఉ ൌ Critical	shields	value, corrected	for	bed	slope	
ߠ௖௥,଴ ൌ Critical	shields	value, assuming	a	flat	bed	
݇ఉ ൌ Schoklitsch	factor	 ൌ sinሺ߶ െ ߚሻsin ߶ 		
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ߚ ൌ bed	slope	angle	ሺ൅ve	for	a	downward	sloping	flowሻ	
߶ ൌ angle	of	repose	of	sediment	
 
Using this formula, the critical shields value is decreased for a downward sloping flow.  
Apsley and Stansby (2008) also recommended adjusting the critical shields parameter to account for 
gravitational influences. They reasoned that the critical effective shields parameter should be reduced 
proportionally to the component of gravity normal to the slope resulting in: 
 ߠ௖௥ఉ ൌ ߠ௖௥ ൈ cosߚ (5.8)
Apsley and Stansby (2008) also adjusted the acting shields parameter resulting in an effective shields 
parameter of: 
 ߠ௘௙௙ ൌ ߠ ൅ ܸΑ௦ܦ sin ߚ ࢈
෡ (5.9)
ݓ݄݁ݎ݁:	
ܸ ൌ Particle	Volume	
ܣ௦ ൌ Representative	Area	of	a	Particle	
࢈෡ ൌ Unit	vector	down	line	of	maximum	slope 
They noted that Kovacs and Parker (1994) presented similar relationships, albeit with different 
nomenclature. 
A number of sediment transport relationships separate bed and suspended load (Ackers and White, 
1973; Bagnold, 1966; van Rijn, 1984c; van Rijn, 1984d), although a commonly accepted and 
definitive means of separating the two components is elusive (Bagnold, 1966; Yang, 1986). 
Researchers seem to gravitate towards definitions that separate bed load as those grains whose motion 
maintains regular contact with the bed (rolling, sliding & saltating grains) and suspended load as those 
grains carried continuously in the water column, supported by turbulence. 
Suspension is commonly assumed to occur when the fall velocity of the sediment is exceeded by the 
shear velocity (i.e.ݑ∗/ݓ௦ ൐ 1). With suspended load, a classic sediment concentration profile 
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equation is that based on a parabolic variation of diffusivity and proposed by Rouse (1937, cited by 
Chanson (2004)): 
 ܿሺݖሻ ൌ ܿ଴ ൦
݄
ݖ െ 1
݄
ݖ଴ െ 1
൪
௪ೞ఑௨∗
 (5.10)
 
	
ܿ଴	is	the	concentration	at	level	z଴	
ݓ௦ ൌ fall	velocity	ሺ݉/ݏሻ 
Adopting such a profile results in a concentration of zero at the water surface, which not normally 
appropriate, such as in transport during a coastal lagoon breach, where suspended sand grains are 
clearly present at the water surface. For high concentration, upper regime plane bed (‘sheet’) flows, 
the movement of grains defies such definition. Gao (2008) described sheet flow as a granular-fluid 
flow where grains are supported by collisions with other grains. The bed is completely mobile and the 
grains organise into poorly defined granular sheets or laminations. Momentum transfer is via the 
shearing of adjacent laminations and the collisions of grains. 
Only one of the sediment transport algorithms used in this study, that of van Rijn, 1984, separates the 
bed and suspended load. This is not considered significant to the main focus of this study, as it is 
conceptually difficult to separate bed and suspended load in the upper regime flows (Smart and 
Jaëggi, 1983). A description of the sediment transport algorithms subjected to preliminary testing is 
provided in the following section. Justification for the selection of these algorithms is presented in 
Section 7.1.4.2 
5.3.3 Available Algorithms and their Applicability 
5.3.3.1 Engelund and Hansen (1967) 
Engelund and Hansen (1967) theoretically deduced that the sediment transport algorithm should have 
the form: 
 ݂Φ~ሺߠᇱ െ 0.06ሻ ൈ √ߠ (5.11)
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where:	
݂ ൌ Darcy െWeisbach	Friction	Factor 
ߠᇱ ൌ Effective	Shields	Parameter	
Herein, 0.06	represents	a	critical	shields	parameter 
 
One method of derivation eliminates the critical shields value (i.e. assumed constant at 0.06) by 
incorporates a roughness relationship derived only for the lower regime flows. The resulting 
relationship, once fitted to the data of Guy et al. (1966) reads: 
 ݂Φ ൌ 0.1 ൈ ߠହଶ (5.12)
Alternatively, by assuming that the mean particle velocity is proportional to the friction velocity, they 
derived: 
 ݂Φ ൌ 0.077 ൈ ߠଶ ൈ ඥߠଶ ൅ 0.15 (5.13)
Notably, this form indicates that, for relatively low shear stress ݂Φ	~	ߠଶ	, whereas for higher shear 
stresses ݂Φ	~	ߠଷ. An increase in the shear stress exponent for more intense transport has been 
indicated by others (Abrahams, 2003; Istanbulluoglu et al., 2003; Rickenmann, 1991).  
The second form also appears to fit the more intense flows of Guy et al. (1966) slightly better and has 
been adopted for the present study. 
In its basic implementation within the software developed for this study, f is set manually at a 
temporally constant value, although it can be varied spatially across the model domain.  
5.3.3.2 Smart and Jaëggi (1983) 
Smart and Jaëggi (1983) undertook mobile bed tests on slopes ranging from 0.03 to 0.2. Within the 
sloping flume, sediment was continuously conveyed to the flume at varying rates, with the rate of 
sediment feed adjusted to obtain equilibrium. Equilibrium was reached when the water surface slope 
attained the same value as the bed slope. The smallest median grain size adopted by Smart and Jaëggi 
was a mixture with dm = 2.0 mm and the largest was 1.05 mm. Depths varied between 0.01 and 
0.09 m 
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Combining the test results with those of Meyer-Peter and Müeller (1948), they derived a sediment 
transport formula using stepwise multiple regression. They indicated that, for steep slopes, their 
formula was better than the original formula of Meyer-Peter and Müeller. The formula presented by 
Smart and Jaëggi was considered suitable for slopes between 0.002 and 0.2 and for grain sizes greater 
than 0.4 mm. Interestingly, they found that the bed present during their tests was either flat or 
comprised slight undulations (weak antidunes). They reasoned that no form resistance was present. 
Smart and Jaëggi (1983) considered that their formula may systematically under-predict transport 
rates for slopes less than around 0.005. 
The Smart and Jaëggi (1983) formula is presented as: 
 Φ ൌ 4ሺݏ െ 1ሻ ൈ ൬
ܦଽ଴
ܦଷ଴൰
଴.ଶ
ൈ ܵ଴.଺ ൈ ݑതݑ∗ ൈ √ߠ ൈ ሺߠ െ ߠ௖௥ሻ (5.14)
By substitution of the standard definitions for shear velocity (ݑ∗ ൌ ඥ݄݃ܵሻ and use of the Chezy 
equation, an equivalent form comprises: 
 Φ ൌ 4ሺݏ െ 1ሻ ൈ ൬
ܦଽ଴
ܦଷ଴൰
଴.ଶ
ൈ ܵ଴.଺ ൈ ܥඥ݃ ൈ √ߠ ൈ ሺߠ െ ߠ௖௥ሻ (5.15)
ߠ௖௥, should be adjusted for slope effects, with application of the Schoklitsch (1914) factor. The 
representative particle size adopted by Smart and Jaëggi was the mean particle diameter dm. 
Once the sediment is mobilised, an additional factor (ߙ௦	included intrinsically in the Smart and Jaëggi 
formula) accounts for the additional transport due to the slope. By comparing the formulae of Meyer-
Peter and Müeller (1948) with that of Smart and Jaëggi, van Rijn (1993) obtained: 
ߙ௦ ൌ 12 ൈ ඥ݃ ൈ ൬
ܦଽ଴
ܦଷ଴൰
଴.ଶ
ൈ ܥ ൈ ܵ଴.଺ ൈ ඨ ߬߬ െ ߬௖௥ 
Where, similarly to the critical shields parameter on a slope, the critical shear stress in the above has 
also been adjusted using the Schoklitsch factor. This formula is only appropriate for down slope 
flows. Alternative formulae include one also based on the work of Bagnold (1966) and presented by 
van Rijn (1993): 
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ߙ௦ ൌ tan߶cosሺtan߶േtanߚ	ሻ 
In a laboratory study on the impact of steep slopes on fine sand sediment transport and the ability of 
the Meyer-Peter and Müeller formula, Damgaard et al. (1997) found that: 
 Correcting the threshold term for transport is adequate for adverse and small downward slopes; 
 On steeper downward slopes, an extra correction term is required; 
 The influence of slope vanishes at high shear stresses. 
5.3.3.3 Van Rijn (1989) 
For the initial simulations, code published in 1989 (van Rijn, 1989) was adopted and integrated into 
the morphology package. The code also incorporates coastal sediment transport under the influence of 
waves. For the purpose of these simulations, any wave related transport was disabled. 
Van Rijn’s relationships divide transport into bed and suspended load. The bed load relationship 
adopted in the code is a simplification of that presented in van Rijn (1984c), comprising:  
 ݍ௕ ൌ 0.25 ൈ ݑ∗
ᇱ ൈ ܦହ଴ ൈ ܶ
ଷ
ଶ
ܦ∗଴.ଷ  
(5.16)
where: 
 ݑ∗ᇱ ൌ grain related bed shear velocity ൌ ඥ
݃ ൈ ݑത
ܥ′  (5.17)
  ܥᇱ ൌ grain	related Chezy coefficient ൌ 18log ൬ 12݄3ܦଽ଴൰  (5.18)
 ܶ ൌ transport stage parameter ൌ ൫߬
ᇱ௕ െ ߬௕,௖௥൯
൫߬௕,௖௥൯  (5.19)
߬௕,௖௥ ൌ critical	shear	stress	according	to	(Shields, 1936) 
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 ߬௕ᇱ ൌ 18 ߩ ௖݂
ᇱݑതଶ (5.20)
 ௖݂
ᇱ ൌ grain	related	Darcy Weisbach friction factor ൌ 0.24	
log ቀ 12݄3 ൈ ܦଽ଴ቁ
ଶ (5.21)
Following the above calculation, it is clear that the van Rijn’s algorithms don’t include an effect on 
bed load arising from bed form dimensions. Only a roughness related to the d90 grain size is included. 
Suspended load is considered to occur when the shear velocity exceeds the fall velocity. The shear 
velocity is considered representative of the vertical velocity component of the turbulence (van Rijn, 
1984d). A constant fall velocity is input to the base morphological routines. Suspended load 
calculation begins with a ‘reference concentration’ (ca) calculated at the reference elevation (a). The 
reference height is located at the edge of the bed load layer, and the corresponding concentration is 
used as a constant of integration for integrating (concentration ൈ velocity) upwards through the water 
column. The reference height is, theoretically, a representative saltation height, below which all 
sediment transport is considered to comprise the bed load. 
For the reference elevation a, van Rijn (1989) recommended use of half the ripple height, or the flow 
roughness length, but not less than 1% of the depth. Calculation of the reference concentration is by  
 ܿ௔ ൌ 0.015 ൈ ݀ହ଴ܶ
ଵ.ହ
ܽ ൈ ܦ∗଴.ଷ (5.22)
The vertical distribution of suspended sediment concentration is determined by numerically solving 
an integral equation which is derived assuming equilibrium conditions and that the vertical sediment 
diffusion coefficient varies parabolically within the lower half of water column, and remains constant 
in the upper half. The diffusion coefficient is adjusted to account for the difference between sediment 
and fluid diffusion rates using a factor (ߚ). For all simulations undertaken during this assessment ߚ 
was set to 1.05 (i.e. diffusion rate of sediment is 5% larger than that of fluid).  
Van Rijn’s method adopts a logarithmic vertical velocity profile of the form: 
 ݑ ൌ ݑ∗ߢ ln
ݖ
ݖ଴ (5.23)
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Assuming that: 
 ݖ଴ ൌ ݇௦30 (5.24)
The tendency towards suspension is also corrected for the effects of hindered settling and turbulence 
damping. 
Van Rijn’s algorithm is the only one selected which actively separates bed and suspended load. At 
these high shear stress levels however, the distinction between bed and suspended load is substantially 
blurred. 
5.3.3.4 Nielsen (1992) 
Nielsen presented the following bed load transport formula: 
 Φ ൌ 12ሺߠᇱ െ ߠ௖ሻ ൈ √ߠᇱ (5.25)
where: 
ߠᇱ is related to skin friction only.  
Nielsen argued for proportionality to ሺߠᇱ െ ߠ௖ሻ	√ߠᇱ on the basis that higher powers (i.e. > 1.5) result 
in transport formulae that increase too rapidly with ߠᇱ. Nielsen focussed on a dominant bed load 
situation, noting that with an increase in suspended transport (high shear stress with fine grains), 
powers of up to 3.0 may be appropriate (viz. Engelund and Hansen (1967)). 
Nielsen calibrated his relationship (i.e. proportionality of 12) to a variety of data (Gilbert, 1914; 
Meyer-Peter and Muller, 1948; Wilson, 1966) but argued that the higher shear stress data of Wilson 
and Gilbert were based on sediments that were too coarse (D = 0.69 & 0.79 mm respectively) to 
contribute significantly to suspended load. These comprise coarse sands whereas the in-situ materials 
relevant to the present study comprise medium sands. 
Nielsen’s relationship is still of interest given the findings of others that the distinction between bed 
and suspended load at high shear stress is blurred, even for material that is coarser than that which 
Nielsen used to fit his relationship (Smart and Jaëggi, 1983). 
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5.3.3.5 Excess Shear Erosion Formulation 
In a report summarising embankment breach research and model development, undertaken as part of 
the FLOODsite project, Morris et al.(2009), suggested the calculation of an erosion rate using  
 ܧ ൌ ݇ௗܾሺ߬ െ ߬௖ሻ௔ (5.26)
where: 
ܧ ൌ erosion	rate	݉ଷ/݉ଶ/ݏ	
݇ௗ ൌ erodibility	coefficient		
ܽ	and	ܾ ൌ dimensionless	parameters 
Similar relationships are commonly applied to cohesive beds (Ariathurai and Arulanandan, 1978; 
Partheniades, 1965). Their derivation is essentially empirical, and for cohesive sediments, a value of 
1.0 is typical for the parameter ‘a’ returning a linear relationship between excess shear stress and the 
erosion rate. However, it needs to be recognised that dimensionality of the coefficient ݇ௗ changes 
with the value of the exponent a. For cohesionless sediments, the transport rate is commonly related to 
the shear stress raised to 1.5 (Meyer-Peter and Muller, 1948; Nielsen, 1992). For the initial testing 
presented herein, a value of 1.5 has been applied for ‘a’. The parameter ‘b’ is essentially a scaling 
factor and has been set to 1.0 for preliminary testing. A variety of values spanning a number of orders 
of magnitude for kd were trialled. 
Morris et al.(2009b) noted, based on field scale testing of breaching, that the central flow regions of 
embankment breaches often have “clear water” (i.e. not fully sediment laden). They assert that the 
adoption of a sediment erosion method based on the calculation of equilibrium sediment transport 
potentials may not be appropriate in this case. Presumably, the argument is based on the main 
constraint on transported sediment not being the ultimate capacity of the flow to transport sediment, 
but instead the rate at which it can be physically removed from the bed. 
For the lagoon breach events witnessed during this study, the water contained significant sediment. 
Nevertheless, questioning the applicability of an equilibrium concentration approach is justified. For 
this reason, the above equation has been applied in a way whereby the system only considers erosion 
from the bed. No deposition processes were considered during this initial testing of this method. 
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5.3.4 Application of Available Routines 
5.3.4.1 Testing Assumptions 
The flow conditions introduced in Section 5.1 have been applied in testing the modelled sediment 
transport results against manual calculations. Assuming a Manning’s roughness value of 0.016 and 
data measured in the field at Tabourie Lake, appropriate parameter values are as listed in Table 5-2. 
5.3.4.2 Engelund and Hansen (1967) 
Within the numerical code, Engelund and Hansen’s 1967 algorithm is implemented as follows:  
1. The roughness length is assumed to be approximately equal to the grain roughness (these ideas 
are explored more in Chapter 6). The equivalent Nikuradse grain roughness height (݇௦ሻ	is 
assumed to equal 3 ൈ ܦଽ଴. A Chezy coefficient is calculated from that roughness height using the 
relationship ܥ	 ൌ 	18 logଵ଴ ଵଶ௛௞ೞ  and subsequently, the value of ݂ from ݂ ൌ 	
଼௚
஼మ 
2. Following these calculations, the bed shear stress is calculated using ߬ ൌ 	 ଵ଼ ߩ݂ݑതଶ 
3. The shields number and transport rate are subsequently calculated using the standard 
relationships provided in 5.3.2, with the dimensionless transport rate (‘Einstein Number’) 
calculated from Engelund and Hansen’s formula: 
݂Φ ൌ 0.077 ൈ ߠଶ ൈ ඥߠଶ 	൅ 	0.15 
A manual calculation following the above procedure, and using the input data presented in Table 5-2 
resulted in a calculated transport rate of 1.963	 ൈ 10ିଷ	݉ଷ/݉/ݏ. For comparison, a snapshot of the 
variation of sediment transport rates along the breach, for the test model described in Section 5.1 is 
presented in Figure 5-4 (top). The results are from 15:00 AEST, which corresponds to the input values 
provided in Table 5-2. 
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Table 5-2 Assumed Parameters for Model Checking 
Parameter Value
Input 
Flow Depth (h) 0.5 m 
Flow Velocity ሺ࢛ഥሻ 2.5 m/s 
90th Percentile Grain Size ሺࡰૢ૙) 0.00055 m 
50th Percentile Grain Size ሺࡰ૞૙) 0.00035 m 
30th Percentile Grain Size ሺࡰ૜૙) 0.00032 m 
Angle of Repose of Sediment ሺࣘሻ 30° / 0.524 radians 
Fluid Density ሺ࣋ሻ 1000 kg/m3 
Sediment Densityሺ࢙࣋ሻ 2650 kg/m3 
Intermediate Calculations
Particle Parameter ሺࡰ∗ሻ 8.854 
Critical Bed Shear Stress 0.194 N/m2 
Critical Shields Parameter (ࣂࢉ࢘ሻ 0.03434 
Chezy Number 64.0920 m1/2/s 
Hydraulic Slope (S) 0.00304 
Bed Shear Stress (ૌሻ 14.921 N/m2 
Shields Parameter (ࣂሻ 2.634 
5.3.4.3 Smart and Jaëggi (1983) 
Within the numerical code, Smart and Jaëggi’s 1983 algorithm is implemented as follows:  
1. The flat bed critical shields stress is calculated using the Soulsby and Whitehouse(1997) 
equation; 
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2. This is then adjusted for bed slope in the direction of flow which is calculated from the dot 
product of the gradient operator and the unit velocity vector. The adjustment uses the standard 
Schoklitsch factor; 
3. Roughness is assumed to be approximately equal to the grain roughness (these ideas are 
explored more in Chapter 6). The equivalent Nikuradse grain roughness height (݇௦ሻ	is 
assumed to equal 3 ൈ ܦଽ଴. A Chezy coefficient is calculated from that roughness height using 
the relationship ܥ	 ൌ 	18 logଵ଴ ଵଶ௛௞ೞ .  
4. The Chezy equation was then used to estimate an appropriate slope for Smart and Jaëggi’s 
equation. 
5. Following these calculations, the bed shear stress and shields number and transport rate were 
calculated using the standard relationships provided in 5.3.2, with the dimensionless sediment 
transport rate calculated using Smart and Jaëggi’s formula. 
Similarly to the Engelund and Hansen algorithm a manual calculation was undertaken, resulting in a 
calculated transport rate of 1.863	 ൈ 10ିଷ	݉ଷ/݉/ݏ. A comparative snapshot of the variation of 
sediment transport rates along the breach, is presented in Figure 5-4 (bottom). 
5.3.4.4 Van Rijn (1989) 
Fortran code published by van Rijn with his 1989 publication (van Rijn, 1989) was compiled and used 
as a standalone program to check the outputs from its implementation in the morphology software 
developed during this study. 
In addition to the parameters presented in Table 5-2, additional parameters were used as follows: 
 Fall velocity of Suspended Sediment = 0.0519 m/s 
 Current-related roughness = 0.00165 m (3 ൈ ܦଽ଴ሻ 
 Mixing layer thickness near bed = 0.05 m 
 Reference level =0.05 m 
 Ratio sediment and fluid mixing =1.05 
Appropriate values for the reference level and mixing layer thickness are unclear for this type of flow 
regimes. These values significantly control the value of the suspended sediment load. Van Rijn 
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recommends that the Reference level (a) be set to either half the ripple height or the roughness length, 
but not less than 1% of the depth. 1% of the depth in this case is 5 mm, which is greater than the 
roughness length, and it was assumed that ripples did not exist.  
Numerous values between 0.005 and 0.40 were trialled. Assessment was based primarily on whether 
the two suspended load estimates provided by the code (one from a formula, and one from numerical 
integration) were reasonably close. For much of the range of values trialled, these two estimates 
differed significantly. It was found that a value of 0.05 (for both the mixing layer thickness and 
reference level) provided values relatively close to each other (within 20%).  
For these parameters, a bed load transport of 3.54	 ൈ 10ିଷ	݉ଷ/݉/ݏ, and a suspended load transport 
of 7.27	 ൈ 10ିଷ ݉ଷ/݉/ݏ	(8.83	 ൈ 10ିଷ ݉ଷ/݉/ݏ, if the “formula” estimate is used) was calculated. 
This results in a transport rate of 10.81	 ൈ 10ିଶ	݉ଷ/݉/ݏ , more than 5 times that of the other three 
methods considered herein. A comparative snapshot of the variation of sediment transport rates along 
the breach, is presented in Figure 5-5 (bottom) 
Notably, van Rijn’s algorithms return values which are typically 5-7 times larger than the next largest 
values, those returned by Engelund and Hansen’s algorithm. Van Rijn’s routines predict that around 
75% of the total load comprises suspended transport. The bed load transport rate predicted by van 
Rijn is of the same order of magnitude as rates returned by the other three algorithms.  
5.3.4.5 Nielsen (1992) 
Nielsen’s (1992) formula requires preliminary calculations identical to those required for Smart and 
Jaëggi’s (1983) equation, with the exception that the hydraulic slope is not required and hence not 
calculated. The calculation of dimensionless sediment transport rate (using Nielsen’s formula) 
indicates a transport rate of	1.334	 ൈ 10ିଷ	݉ଷ/݉/ݏ. A comparative snapshot of the variation of 
sediment transport rates along the breach, is presented on Figure 5-5 (top). Nielsen’s algorithm returns 
the lowest transport rate, when compared to the three algorithms presented previously. 
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Figure 5-4 Variation of Modelled Sediment Transport Rates in Breach (A) 
(Engelund and Hansen (1967), Top; Smart and Jaëggi (1983), Bottom) 
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Figure 5-5 Variation of Modelled Sediment Transport Rates in Breach (B) 
(van Rijn (1984), Top; Nielsen (1992), Bottom) 
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5.3.4.6 Excess Shear Erosion Testing 
Initial application of the excess shear stress erosion algorithm proceeded somewhat differently to the 
other four methods. This method calculates a rate of erosion at the centre of each cell, with that rate 
used to adjust the elevation of each cell. For the other four methods, a sediment balance was 
calculated at the four faces of each cell to determine the quantity of sand lost, and hence, the change 
in elevation of that cell. 
The calculation at each cell centre follows similar initial steps to the previous four methods, namely: 
1. The flat bed critical shields stress is calculated using the Soulsby and Whitehouse (1997) 
equation; 
2. This is then adjusted for bed slope in the direction of flow which is calculated from the dot 
product of the gradient operator and the unit velocity vector. The adjustment uses the standard 
Schoklitsch factor; 
3. Roughness is assumed to be approximately equal to the grain roughness (these ideas are explored 
more in Chapter 6). The equivalent Nikuradse grain roughness height (݇௦ሻ	is assumed to equal 
3 ൈ ܦଽ଴.  
4. Following these calculations, the critical and applied bed shear stresses were calculated using the 
standard relationships provided in Section 5.3.2, and the erosion rate calculated using the excess 
shear erosion equation. 
The erodibility factor kd linearly scales the erosion rate and literature advice regarding appropriate 
values appears limited. Four separate values were trialled (1.0 × 10-4, 1.0 × 10-5, 1.0 × 10-6 and 1.0 × 
10-7) to obtain a spread of scales, 
Separate hand calculations, using the assumptions of Table 5-2 resulted in: 
 For 1.0 × 10-4, an erosion rate of 5.65 × 10-3 m3/m2/s 
 For 1.0 × 10-5, an erosion rate of 5.65 × 10-4 m3/m2/s 
 For 1.0 × 10-6, an erosion rate of 5.65 × 10-5 m3/m2/s 
 For 1.0 × 10-7, an erosion rate of 5.65 × 10-6 m3/m2/s 
 The resulting erosion rates extracted from the model are presented on  
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Figure 5-6, showing reasonable correlation the erosion rates presented above. 
5.3.5 Comparison of Results to Field Data 
Preliminary examination of the order of magnitude of sediment transport rate (or erosion rate) 
required for the model to achieve the required rate of sand removal from the breach region is 
described here, with comparison to the results from the five methods tested above.  
Particular reference is made to the Tabourie Lake Data and: 
 
 
Figure 5-6 Modelled erosion rates for various erodibility coefficients  
(kd) 
 Figure 4-7 which shows the extent over which the majority of erosion is considered to have 
occurred, noting that some sand will have been eroded from the area upstream as well; 
 Table 4-1and Table 4-3 which show estimates (from survey data) of volume eroded and average 
eroded depth development with time; 
 Broadly, within the polygon in Figure 4-4, the breach channel began with a length of some 100 m 
and typical width (variable) of around 8 m. 
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 Over the event, this increased to a length of 120 m (extension and rotation within the polygon 
shown on Figure 4-4) and width of around 30 m 
At the snapshot in time considered by the preceding tests (15:00 AEST), Table 4-3 demonstrates the 
average eroded depth had reached its ultimate value (~1.0 m), indicating that the level at the base of 
the breach had stabilised, and the primary mode of enlargement was through widening. 
By averaging over the period between 14:18 and 15:28 (70 minutes), the estimated rate of loss of 
material from the breach was 0.22 m3/s, based on data in Table 4-1. While the depth estimates 
indicate that this would primarily have been through erosion from the breach sides and channel 
widening, it is here assumed that sand from the sides slumps onto and is then removed from the base 
of the channel. 
This rate of removal from the bed, over an estimated active area of 2226 m2, would require an erosion 
rate of approximately 1.0 × 10-4 m3/m2/s (bulk), or a solid mass erosion rate of around 7.0 × 10-5 
m3/m2/s. Considering the calculations and model results presented above, that would equate to a kd 
value of around 1.25 × 10-5, if the excess shear erosion rate formulation were to be adopted. This 
value has been used as a preliminary estimate for the order of magnitude of the kd value. 
For the other four ‘equilibrium’ methods considered here (Engelund & Hansen, Smart & Jaëggi, Van 
Rijn and Nielsen), it is assumed that the equilibrium transport rate is attained at some point along the 
breach channel. Upstream of that point, the rate of transport gradually increases as sand is picked up 
from the bed. Downstream, it is assumed that the sediment transport is in equilibrium, and not 
changing (i.e. any grains which settle to the bed are balanced by an equivalent rate of pickup). 
Integrating in a streamwise fashion, this means that the equilibrium rate of transport, multiplied by the 
width of the channel represents the total amount of eroded material.  
Transport of 0.22 m3/s over an estimated width of around 18.5 m at this stage of the breach, would 
require a sediment transport rate of around 0.012 m3/m/s. The calculated rates from the four 
equilibrium methods tested are summarised in Table 5-3. Comparison indicates that the method of 
Van Rijn provides predictions that are closest to the estimates discussed above. 
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Table 5-3 Summary of Calculated Equilibrium Transport Rates 
Method Rate (m3/m/s) 
Engelund and Hansen (1967) 2.0 × 10-3 
Smart and Jaëggi (1984) 1.9 × 10-3 
Van Rijn (1984) 1.1 × 10-3 
Nielsen (1992) 1.3 × 10-3 
Initial morphodynamic simulations (not presented) indicated that the van Rijn algorithm still 
performed poorly when trying to model all five hours of the breach at Tabourie Lake. It was reasoned 
that this resulted from poor representation of the initial breach widening dynamics (utilising a simple 
avalanching algorithm), as the simulated breach development was particularly slow during the first 
few hours post breaching. 
Preliminary morphodynamic simulations using the excess shear test formulation showed promising 
qualitative results in terms of the development of a “semi-circular” inlet section, similar to that 
reported from other eyewitness accounts (e.g. Gordon, 1990).  
5.4 Strategy for Further Model Testing and Calibration 
For the reasons outlined in the previous two paragraphs, the next chapter of this thesis focusses on 
methods for modelling breach widening (i.e. processes at the channel sides), initially using the excess 
shear erosion method for adjusting the bed of the channel. It will be shown, however, that this method 
ultimately has shortcomings. Subsequently, testing in Chapter 7 has adopted the van Rijn 
‘equilibrium’ method on the bed, which performs better than the shear erosion method. 
Only two detailed field data sets exist for testing the model, and these two data sets are from different 
systems which vary significantly in the volume and typical water surface elevation upon breaching.  
For these reasons, a traditional calibration and verification procedure has proven difficult.  Instead, the 
following procedure has been followed for testing the full scale models: 
 In Section 6.2, a simplified test model was established, based on measurements at a particular 
point in time during the Tabourie data collection exercise.  Different bank erosion mechanisms 
were then tested and assessed both qualitatively to assess the near bank bed development, and 
quantitatively against the measured bank retreat rates to gain a feel for the bank erosion rate 
parameters that may apply to the full scale models; 
ASSESSMENT AND DEVELOPMENT OF MODEL CAPABILITIES 105 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
 In Section 6.2.6, the preferred method for bank erosion was applied to both full scale models with 
limitations noted; 
 Through Section 7.2, a variety of bed erosion modification strategies were tested on the full scale 
models, in an attempt to determine a suitable strategy and best fit set of parameters for both 
models.  Such a set of parameters has proved elusive for the present study; 
 In Section 7.3, calibration was undertaken for the Lake Tabourie model, utilising the best set of 
parameters determined from Section 7.2, with the exception of the key side erosion coefficient, 
which was varied to determine the best fit parameter.  This resulting calibration was adopted 
during testing in Section 9. 
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6 BANK COLLAPSE MECHANISM: DEVELOPMENT AND SENSITIVITY 
TESTING 
6.1 Observations and Literature Review 
6.1.1 Introduction 
Section 2.4.1 noted that previous attempts at the numerical modelling of coastal lagoon breaching 
commonly don’t widen the channel quickly enough. The bank collapse mechanism and the way it is 
modelled is of critical importance to getting the relationship between breach width and depth correct 
during different stages of the simulation. 
The following section presents a typical, discrete, bank erosion event from the monitoring exercise 
presented in Chapter 3, captured by a set of still camera shots. Subsequent sections discuss related soil 
mechanics considerations, the mechanics of bank failure and a number of published models that have 
been used to represent riverbank failure, dam breach and related processes. 
6.1.2 Description of Typical Bank Erosion Process 
A sequence of bank slumping activity during the breach at Tabourie Lake on 13th February 2008 was 
captured in a series of still frames from a digital camera. The sequence lasts less than 20 seconds and 
includes two discrete slumps along the northern side of the breach channel, approximately 1 hour after 
breach initiation. Those two events are shown on Figure 6-1 (Frames A to F) and Figure 6-2 (Frames 
G to J) respectively. 
 Frame A shows the area of interest prior to the first slump event. Of note is that there is an area of 
remnant slumped sand, left over from a previous slumping event. 
 Frames B and C show the initiation and progress of a shallow slipping failure, typical of those 
that have been witnessed during breaches observed during this study. 
 Frame D illustrates the generation of a wave caused by the entry of slumped material into the 
watercourse. Significant turbulence and the stirring of sediment from the bed is obvious; 
 Frame E demonstrates the formation of an oblique hydraulic jump where the slumped material 
interacts with flow in the channel. 
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Figure 6-1 Bank Collapse Sequence – Frames A through F 
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Figure 6-2 Bank Collapse Sequence – Frames G through J 
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 Frame F shows that much of the slumped material is no longer evident. In addition the area of 
remnant talus present in Frame A is no longer evident.  
Importantly, Frames B through E occur over the course of ~ 1 second. It is clear that the shallow, 
discrete slumping action causes an immediate deposit of sand at the base of the slope, however the 
material is loosely consolidated and the resulting turbulence caused by the slumping and impact of 
any slumped material on flow adjacent to the bank causes rapid removal of that material, in addition 
to any remnant material that may exist in areas that are adjacent (streamwise) to the slump. 
Further, it appears from the photographs that the area at the base of the slope is relatively sediment 
laden, even in the absence of slumped material. Where the current acts against the near vertical banks, 
the current is able to fret material directly from the bank, and this material is immediately suspended 
and mixed with areas in the adjacent (deeper) parts of the channel. Frames F through J (Figure 6-2) 
show a larger, but more distant slump event, which broadly follows the same pattern of the first event. 
This slumping occurs around 10 seconds after the first event, providing an indication of the ongoing, 
discrete but relatively random nature of the behaviour that causes channel widening. 
6.1.3 Soil Mechanics Considerations 
6.1.3.1 Introduction 
From the previous section, channel widening is seen to be combination of geotechnical (mass failure), 
and erosive processes. The present section deals with the underpinning phenomena. In a consideration 
of the geotechnical aspects of earthen dam breaching Al-Riffai and Nistor (2010) noted that models 
presently oversimplify the geotechnical aspects by neglecting the effect of unsaturated zone soil 
mechanics. Consequently, the evolution of the breach channel in time and space is incorrect. 
In particular, Al-Riffai and Nistor highlighted two aspects: 
1. During the initial phases of breaching, matric suction in the soil acts as a stabilising force on the 
downstream face, resisting slumping in the direction of flow; and 
2. The breach side slope failure is influenced by negative pore water pressures in the soil. 
Of these, the first point is less relevant to coastal lagoon breaching, because the beach face slope is 
flatter than a typical earthen dam. The process described in the first point is considered in a model by 
Wang and Bowles (2006a) In reviewing the approach of available numerical models Al-Riffai and 
Nistor (2010) noted that a common approach of using a critical failure angle is an oversimplification 
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of the bank collapse process. The remainder of Section 6.1.3 describes soil mechanics aspects that 
affect the bank collapse process. 
6.1.3.2 Matric Suction, Capillarity and Apparent Cohesion 
To understand the behaviour of the side walls, the phenomenon of matric suction which causes an 
apparent cohesion in sand needs to be considered. Although the water table represents a surface that 
water rises to in an observation well within sand, in reality, the soil is completely saturated for some 
distance above the water table. This upward flow or capillary rise of water is caused by surface 
tension. The height of the capillary rise can be calculated by (Terzaghi et al., 1996): 
 ࢎࢉ ൌ ࡯ࢋࡰ૚૙ (6.1) 
where: 
݄௖	ൌ	Capillary	rise	in	mm	
ܥ ൌ 10	to	50	depending	on	the	shape	of	the	grains	and	surface	impurities;	
݁ ൌ Void	Ratio	ൌ	 ௩ܸ
௦ܸ
ൌ Volume	of	VoidsVolume	of	Solid	Grains	
ܦଵ଴ ൌGrain size (mm) threshold for the smallest 10% of the solid mass. 
Assuming a typical void ratio of 0.4 and a D10 of 0.27 (as measured at Tabourie Lake) results in a 
capillary rise of some 0.1 to 0.5 m above the water table. This height represents the region above the 
water table to which continuous capillaries “fingers” of moisture (Lu and Likos, 2004) may extend. 
Even above this level moist sand still exists on a beach, derived from previous wave uprush and 
overtopping events and rainfall. Moisture can typically be found below the surface of a sandy beach 
with minimal excavation (i.e. within a few centimetres). For these reasons, the sand comprising the 
breach side walls exists in a moist state. 
In the moist state, the available water coalesces around points of contact between sand grains. That 
water forms bridges between adjacent sand grains and the surface tension present on the outside of 
those bridges act like a stretched rubber membrane, pulling the grains together with a force known as 
contact pressure which increases frictional resistance, causing the sand to behave as if it had cohesion 
(i.e. apparent cohesion) (Terzaghi et al., 1996). The effect of the apparent cohesion, which is 
effectively the same as the “matric suction” in a cohesionless soil, varies depending on the density of 
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the sand upon which it acts. For the beach sands considered in this study, the moist sand can maintain 
slopes steeper than 65 to 70° (~ 1V:0.4H) and greater than 2 m high (Figure 6-3). 
 
Figure 6-3 Cochrone Lagoon, 7th September, 2006 
(Note height and angle of left bank) 
6.1.3.3 Soil Strength Parameters 
In examining the shallow, planar collapse mechanism, there are two main sets of forces acting along 
the failure plane, Force related to the weight of the sliding block tending to cause sliding, and the 
resisting shear strength of the soil matrix, which tends to prevent sliding. In geotechnical engineering 
practice, it is common to neglect the effect of suction in cohesionless materials (Kim and Hwang, 
2003) as this results, for example, in conservative estimates of the bearing strength of a soil. However, 
in the case of modelling lagoon breaching to alleviate flooding, underestimating the strength of the 
side walls may cause simulation of an unrealistically rapid rate of channel widening, more rapid 
draining of the lagoon and hence a non-conservative estimate of flood levels. Consideration of 
enhanced shear strength along the side walls is desirable in this instance. 
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Following from the effective shear stress and strength concepts of Terzaghi, and extensions of that 
concept to incorporate the effects of unsaturated soils (Bishop, 1959; Fredlund et al., 1978), Öberg 
and Salfors proposed the following equation for the shear strength of an unsaturated soil: 
࣎ࢌ ൌ ࢉᇱ ൅ ሺ࣌ െ ࡿ࢛࢘࢝ െ ሺ૚ െ ࡿ࢘ሻ࢛ࢇሻ ൈ ܜ܉ܖ∅ᇱ	
(6.2) 
ݓ݄݁ݎ݁	
ܿᇱ ൌ effective	cohesion,	kPa	
ߪൌeffective	normal	stress,	kPa	
ݑ௔ ൌ pore	air	pressure,	kPa	
ݑ௪ ൌ pore	water	pressure,	kPa	ሺnegative	for	suctionሻ	
ܵ௥ ൌ degree	of	saturation	
∅ᇱ ൌ friction	angle 
 
Here, the degree of saturation is used as a surrogate for the cross sectional area of the soil matrix over 
which water resists the applied forces (hence 1 - Sr represents that area over which the air acts). To 
use this formula, the effective cohesion, friction angle and degree of saturation need to be known. The 
degree of saturation is used in conjunction with an appropriate Soil Water Characteristic Curve 
(SWCC) to determine a soil suction value (ݑ௪ሻ.	The approach put forward by Öberg and Salfors 
appears advantageous compared to the relationship of Fredlund et al. (1978), which requires the 
specification of a second angle of friction, related to matric suction. 
The water retention curve simply relates the soil suction to the degree of saturation (schematic shown 
Figure 6-4). Al-Riffai and Nistor (2010) noted that the SWCC has been used increasingly during the 
past decade to predict the behaviour of unsaturated soils. On Figure 6-4, the “Capillary Regime” 
refers to the situation where continuous “fingers” of moisture extend through the soil, whereas the 
“Tightly Adsorbed Regime” refers to a state where moisture is confined to the contact points between 
grains. 
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Figure 6-4 Schematic Water Retention Curve 
(Lu and Likos, 2004) 
Interestingly, the SWCC is different when the soil is being wetted than when it is being dried (i.e. a 
‘hysteresis’ effect), typically demonstrating a higher strength when it is drying than when it is wetting. 
An appropriate SWCC must be available for this method to be used, although Öberg and Salfors 
(1997) recommend the adoption of published results from soils with a similar grain size distribution. 
Alternatively, methods are available for calculating this from a particle size distribution (Mohammadi 
and Vanclooster, 2011). The process presented by Öberg and Salfors appears reasonable for assessing 
the enhanced shear strength in breach channel side walls, providing that the necessary parameters can 
be estimated. 
In a paper on practical methods for assessing unsaturated soil properties Fredlund and Houston (2009) 
recommend that estimation of the SWCC from the grain size distribution or an available SWCC from 
a similar soil is appropriate for “preliminary design”. For the purpose of modelling coastal lagoon 
breaching, given the uncertainties inherent in many aspects of the exercise, such an approach is also 
considered appropriate. 
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An approach utilising the grain size distribution is outlined in Fredlund et al.(1997) involving the 
division of the grain size distribution into small groups of uniformly sized particles, the assumption of 
a packing porosity and SWCC for each group of particles and then combination of those SWCCs to 
produce a final curve. They present a number of curves predicted using their methodology, including 
sands with D50 values between around 0.15 and 0.5 mm. 
It is difficult to estimate a representative moisture content for the sand, as it has been shown to exhibit 
significant spatial and temporal variations at different locations on a beach (Yang and Davidson-
Arnott, 2005). Further, in the range of volumetric water contents reported by Yang and Davidson-
Arnott (typically 0.02 to 0.1 (gravimetric), c.f. ~ 0.04 to 0.2 (volumetric)), a range of soil suctions 
covering nearly two orders of magnitude might be expected based on curves provided in Fredlund and 
Houston (2009) (refer to Figure 6-5). Those curves are of interest to the present study, given that the 
grain size distribution is broadly similar to that which might be expected on a New South Wales 
beach. Comparatively, Palmsten and Holman (2011) present the variation of soil suction for a sand 
with D50 = 0.23 mm, indicating that it reaches a maximum of around 1.25 kPa for a volumetric water 
content of around 0.23. 
A number of researchers investigating the collapse of partially saturated sand banks have used soil 
tension forces in their slope stability analyses (Erikson et al., 2007; Palmsten and Holman, 2011). The 
tensile strength of granular materials, which similarly arises from the formation of bridges of moisture 
between particles, has been studied by a number of researchers.  
Clark and Mason (1967) noted that the tensile strength is a maximum when particles are in contact, 
reducing to zero when the bridges break. As the moisture increases, the number of bridges also 
increases (enhancing strength) but the distance of separation between particles increases (decreasing 
strength). Pierrat and Caram (1997) noted a sharp increase of tensile strength at low saturation and that 
the tensile strength reached a plateau for saturations greater than 20% 
Direct tension experiments undertaken by Kim and associates (Kim and Hwang, 2003; Kim and Sture, 
2004) involved silica sand samples with 0.22 mm mean particle size and a specific gravity of 2.64. 
Water contents up to 4% were considered. The studies concluded that: 
1. Tensile strengths in granular soils don’t equal zero; 
2. There was a definite increase in shear and tensile strength relating to increases in density and 
water content; and 
3. Increases in fines content also result in higher tensile strengths; 
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Kim and Hwang (2003) presented a relationship which predicts tensile strength from water content, 
although this relationship is specific to the particular sand grading used in that study. Kim and Sture 
(2004)also presented a relationship between tensile strength and apparent cohesion. 
 
Figure 6-5 Example Grain Size Distribution and Water Retention Curve 
(from Fredlund and Houston, 2009) 
6.1.3.4 Hydraulic Shear Forces Acting on Channel Side Walls 
With reference to the bank collapse sequence photographs provided on Figure 6-1 and Figure 6-2, it is 
clear that erosion of sand from the side walls at and below the water surface level is critical to overall 
widening of the breach channel. The region is characterised by significant turbulent stirring caused by 
the presence of lateral jumps and slumped material. The concentration of suspended sediment appears 
high in these areas, particularly when rapid currents are relatively close to the breach side walls. 
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It is worthwhile to examine the distribution of shear stress against the sidewalls of a channel. Chow 
(1959) presented figures of shear stress variation for idealised channel sections. For a wide channel 
(breadth/depth > 10, appropriate for the present study), Chow indicates that stress on the side walls 
increases from the bottom of the channel to a maximum at around 1/3 of the depth. The tractive stress 
then decreases to zero at the water surface. Further, the maximum stress value on the side walls is 
around 0.74 of the stress on the bed for a rectangular channel, rising to around 0.76 for a trapezium 
with a side slope of 1V:2H. Importantly, these values were derived using idealised mathematical 
analysis, and don’t account completely for the irregularities and turbulence present during the breach 
situation. French (1985) noted that many attempts to determine shear stress distributions in both the 
field and laboratory had not been successful.  
Begin (1981) presented a relationship for calculating the shear stress acting on the outer stream bank 
on the curve of a river, based on cross sectional parameters such as the depth at the thalweg and the 
radius of curvature of the channel. The method requires details of the entire cross-section, and 
involves approximations that aren’t necessary if flow distribution is resolved using a two dimensional 
model. Khodashenas et al. (2008) examined the ability of a number of published methods for 
calculating the partitioning of shear force between the bed and sides of a channel. Again, the methods 
require details of the whole cross-section, which can’t be readily ascertained from a two-dimensional 
model. However, the laboratory data presented by Khodashenas et al., including data sets more recent 
than Chow’s publication (1959), show that the mathematical analyses presented by Chow reasonably 
predicts the shear stress for broad channels. Those data indicated that the average shear stress acting 
on the walls of a channel is somewhere between 0.7 and 0.8 times the shear stress acting on the bed of 
the channel, for both smooth and rough channels.  
6.1.3.5 Erodibility 
Erodibility refers to the relative resistance of soil to being removed by the action of water (or wind). 
The erosion rate concept is readily exploited when considering the entrainment of cohesive sediments 
by flow from a horizontal bed, as the fine grains are readily entrained, suspended and carried away by 
the eroding surface by turbulence.  
The concept was considered in application to the bed of the channel in. However, in the case of 
cohesionless sediments, such as sand, the grains are less easily entrained, and the weight of the grains 
counters the turbulent forces that would otherwise suspend and move them away from the near bed 
region. Application of an erosion rate in this instance is therefore less applicable, as the amount of 
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sediment in suspension approaches an equilibrium state, where the suspension by turbulence is 
matched by the tendency for grains to fall from suspension under the effects of gravity. 
When the surface from which the sand grains are being removed is close to vertical, however, the 
weight force does not act directly against the turbulent motions that entrain sand and move it away 
from the sand surface. This means that sand is removed from the side walls more easily, and carried 
away by the flow. Kovacs and Parker (1992) also noted that, although shear stress at the side of a 
channel are generally smaller than those in the centre, the high slopes here encourage movement of 
sediment from the banks towards the centre of the channel. Ikeda (1982) highlighted that steep 
underwater slopes (such as found close to channel banks) will cause some lateral (downslope) 
transport under longitudinal currents, forced by gravity. 
The breach growth is thus related to the “shear erosion rate” and time. This mechanism has previously 
been applied for breach erosion in clay dikes (Zhu et al., 2005). The erosion rate is normally 
determined using the “excess shear stress equation” as presented previously (Eq.(5.26)) 
Clarke and Wynn (2007) assessed the critical shear stress and soil erodibility at 25 field sites in the 
United States, using different methods including empirical estimates based on soil parameters and 
submerged jet erosion testing (JET). The sites tested included an even mixture of cohesive and 
cohesionless soils. 
Submerged Jet Erosion Testing (Figure 6-6) involves a constant velocity jet of water impacting on the 
soil surface, causing a flow of known shear stress to radiate from the point of impact. At regular 
intervals, a point gauge is used to measure scour depths. The critical shear stress can be calculated 
when the jet ceases eroding the riverbank. However, this can take a significant amount of time and the 
data is often extrapolated to determine this ultimate state.  
Clarke and Wynn found that the JET measured critical shear stress values and erosion rate values 
were typically much higher than those calculated from empirical methods and other available 
predictors.  
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Figure 6-6 Submerged jet testing 
(Clark and Wynn, 2007) 
Constantine et al. (2009) used jet erosion testing, combined with long term meander migration rates 
and computed near bank velocities at the bank full condition, to determine a physical meaning for the 
coefficient of bank erosion (E). In this instance, E is used to linearly relate meander migration rates to 
depth averaged near bank velocities. However, the results they obtained from the jet testing of river 
banks from unconsolidated sand base indicated k (erodibility constant) values of 10.9 and 12.2 
(cm3/Ns) and Critical shear values of 0.01 and 0.1 (Pascals). In this analysis, the ‘a’ exponent in 
Equation (5.26) was set to 1.0.  
In a theoretical experiment looking to examine morphological changes resulting from a dam breach 
flow, Soares-Frazão et al. (2007) released a dam break wave into a flume containing a formed sand 
bed channel with a regular trapezoidal cross section. The sand used had a median grain size of 
1.8 mm. In addition to the relative coarseness of the material compared to the beach sand being 
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considered in this study, the bank material did not maintain a near vertical slope in the same way as 
witnessed for coastal lagoon breaching. 
6.1.4 Mechanics of Bank Failure 
6.1.4.1 Background 
Shear failure in a soil mass begins when, a combination of normal and shear stress causes the strength 
of the soil mass to be exceeded along a plane at a certain location (Ring, 1985; Terzaghi et al., 1996). 
A stable situation comprises combinations of normal and shear stresses that plot below the Mohr-
Coulomb failure envelope, which classically reads: 
 ࣎ࢌ ൌ ࢉᇱ ൅ ࣌ ൈ ܜ܉ܖ∅ᇱ (6.3) 
Variants, such as that provided in equation (6.3) are more applicable to unsaturated cohesionless soils. 
Two friction angles can be observed in a dense sand, the “peak” friction angle, and the “ultimate” 
friction angle (Ring, 1985). The peak friction angle is higher than the constant volume friction angle 
due to the interlocking of particles in the dense state. In loose sand, with interlocking largely absent, 
only the ultimate angle is observed. The density of the in-situ beach sands is therefore a feature which 
affects the character of side walls collapsing into the breach. Failure is typically considered to occur at 
an angle of 45 + φ’/2 from the horizontal (Ring, 1985; Terzaghi et al., 1996). 
6.1.4.2 Available Models 
A number of stability analyses for riverbanks and coastal dunes subject to erosion have been proposed 
in the past (Erikson et al., 2007; Osman and Thorne, 1988; Palmsten and Holman, 2011; Rinaldi and 
Casagli, 1999; Thorne and Osman, 1988) 
The relations of Osman and Thorne (Osman and Thorne, 1988; Thorne and Osman, 1988) have been 
used extensively in analysing riverbank erosion. Their approach is illustrated in Figure 6-7. 
Strictly applied, the relationship deals with cohesive soils. They assume that the failure plane passes 
through the toe of the bank, and that steep slopes fail along an almost planar failure surface. Also, 
they assume that, following initial collapse, a stable situation results (Figure 6-7a). From here, 
concurrent lateral and vertical erosion cause destabilisation of the riverbank (Figure 6-7b). A certain 
depth of tension cracking (y) is also accounted for in reducing the strength of the riverbank. 
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Figure 6-7 Parallel bank collapse mechanism  
(Osman and Thorne, 1988) 
When considering the evidence from 6.1.2, Osman and Thorne’s analysis (Osman and Thorne, 1988) 
appears to be a reasonable model. Areas where their model may deviate from that of a coastal breach 
include: 
 The ability of saturated sand to hold a vertical slope (L-K on Figure 6-7b). Below the water line, 
such a slope would not be maintained as is possible with a truly cohesive soil; 
 The importance of tension cracking: while some tension cracking is evident from the field, the 
vast majority of the failure slope can be approximated by a single plane (see for example Figure 
6-1, Figure 6-2 and Figure 6-3). The appearance of tension cracks in the field is normally 
indicative of imminent slumping (i.e. within seconds) 
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A modified version of the Osman and Thorne model has been developed and tested in a two 
dimensional modelling sense. This is discussed in Section 6.2.5 
Osman and Thorne’s model has been subsequently extended to cover a variety of other effects 
including tension cracks, soil pore-water pressures and hydrostatic confining pressures (Darby, 1996; 
Darby and Thorne, 1994; Simon et al., 2000). 
Erikson et al. (2007) presented models to predict beach dune erosion by waves through the 
development of a notch and subsequent mass failure. Two possible mass failure mechanisms are put 
forward: “shear” and “toppling” (or beam) failure (Figure 6-8), with toppling failure dominating. 
Interestingly, toppling failure was noted to dominate limited, laboratory scale slope stability testing 
undertaken at the University of Queensland during the course of this study (Dunn, 2010; Leaman, 
2010). In these experiments, a compound failure surface was present (refer Figure 6-9), and the failure 
block tended to slump slightly and rotate outwards.  
 
Figure 6-8 Schematic of shear (a) and toppling (b) failure analysis 
(from Erikson et al. (2007)) 
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However, this mode of failure does not dominate in field observations of coastal breaching. It is likely 
that dominance of this type of failure in laboratory testing of the type undertaken during this study 
relates to: 
1. Difficulty in achieving field moisture conditions in the laboratory; and 
2. An inability to properly scale the effects of matric suction in the laboratory. 
Toppling type failure is not considered further here. For this reason, it is not necessary to consider the 
tensile strength properties of the soil caused by suction. In determining the shear stress parameters of 
sand, Erikson et al. (2007) used the relationship of Öberg and Salfors (1997) along with a 
representative SWCC. 
 
Figure 6-9 ‘Toppling’ failure comprising vertical crack ‘landward’ of “notch” extent 
and sloped shear plane (obscured) 
(Dunn, 2010) 
Overall, the notching mechanism for beach dune destabilisation observed by Erikson et al. is not 
consistent with observations of receding coastal barrier breach side walls. Regardless, the application 
of shear stress relating to cohesionless soils has merit in modifying the approach of Osman and 
Thorne (1988). These considerations are discussed further in Section 6.2. 
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In a paper discussing destabilisation through suction enhancing the ingress of water into a dune, 
Palmsten and Holman (2011) represent the failure as a single unit, as shown on Figure 6-10.  
Palmsten and Holman considered that failure tends to occur at the wetting front of the dune 
(infiltration caused by water from wave uprush being sucked into the dune face). Accordingly, the 
failure block is relatively wet (and heavy) compared to the dune from which it detaches. Figure 6-10 
shows that tension in the vertical face is considered in their analysis. As mentioned before, this type of 
failure geometry is atypical when coastal lagoons breach. 
 
Figure 6-10 Dune Failure Geometry According to Palmsten and Holman 
(2011) 
6.1.5 Previous Bank Collapse Representation in Numerical Modelling 
Numerous numerical models have applied a simplified “critical slope” formulation, or assumed a 
constant side slope value when representing the bank erosion process (Faeh, 2007; Jang and Shimizu, 
2005; Tuan, 2007). Implicit in these formulations is the assumption that vertical erosion needs to 
occur to effect lateral erosion. This is not the case during coastal lagoon breaching where it is clear 
that the latter stages of the breach process favour widening over deepening. 
Numerous studies have employed the model of Ikeda et al.(1981), which assumed that the rate of 
bank erosion is related to the “excess near-bank velocity” (see Chen and Duan (2008)) and requires an 
appreciation of flow across the width of the cross section to be applied at the banks. This limitation 
complicates its application in a two dimensional model. 
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Darby et al. (2002) presented a numerical model of 2-dimensional, depth averaged flow with a 
mechanistic model of bank erosion, and subsequent removal of that material from the toe of the bank. 
The model developed restricted the failure mode to planar failures, which are simpler to analyse than 
other types of failures. They applied an excess shear stress erosion model of the form: 
 ߝ ൌ ݇ௗ ൬߬ െ ߬௖߬௖ ൰
௔
 (6.4)
Here, they considered ‘kd’ and ‘a’ to be user-specified parameters. The material thus eroded was 
partitioned into three separate sinks (bed material, bed load and wash load). This step may prove 
important in ensuring that collapsed material does not ‘clog’ a developing channel in a coastal 
breaching simulation. Darby et al. (2002) performed this partitioning based on the characteristics of 
the soil falling from the banks (i.e. fine sediment to ‘wash load’, coarse sediments to bed materials). 
Overall, the stability calculations followed the model of Darby and Thorne (1996) 
Wang and Bowles (2006a) used a 3 dimensional geotechnical model, coupled with a 2 dimensional 
hydrodynamic model using the shallow water equations, corrected for longitudinal slope angle. Wang 
and Bowles asserted that slope correction is required for longitudinal slope angles of greater than 10°. 
In the case of coastal lagoon breaching considered as part of this study, the slopes are shallower than 
10° (steepest beach slopes ~ 1V:10H) and such a correction has not been applied. This condition is 
likely violated in the vicinity of any curved weir that forms at the upstream end. The weir was absent 
during the breach at Tabourie Lake being considered during this study, but is reported to have been 
present during the initial stages of the breach at Wamberal Lagoon. 
The dam was broken into two dimensional cells and individual cells from the side walls were 
considered to collapse into the channel once they had been entirely undercut. The Wang and Bowles 
model included a relatively complex means of determining geotechnical stability in the direction of 
flow, as is appropriate for the steeper slopes present on the downstream face of an earthen dam.  
Chen and Duan (2008) presented a bank erosion model where the erosion rate was related to both 
sediment transport near the bank, and the flow velocity. That model also incorporated the effect of a 
bank with both cohesionless and cohesive layers. Chen and Duan (2008) highlighted the importance 
of considering both basal erosion and bank collapse processes. 
In a review of existing dam breach models HR Wallingford (2004) noted the following shortcomings 
of a range of assessed numerical models: 
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 Breach side walls not being considered vertical, instead adopting a trapezoidal cross section; 
 Poor representation of bank adjustment following collapse; 
 Poor representation of the discrete lateral erosion process and rapid removal of the slumped 
material by the flow (those models which did represent this discretely performed better); and 
 Lack of account of soil mechanics and slope stability considerations in 2D models (which 
otherwise predicted flow more accurately than 1D models). 
Overall, HR Wallingford found that all models struggled to predict the breach dimensions accurately. 
6.1.6 Summary and Discussion 
Shortcomings exist in a number of numerical models that attempt to model breach channel expansion. 
Further, specific consideration of this process has not yet been applied to the case of coastal lagoon 
breaching.  
The breach side wall process is unique, given that the lateral expansion is unconstrained, occurring in 
relatively homogenous cohesionless soil. The strength of the side walls is enhanced by matric suction 
caused by moisture in the soil mass. This causes the side walls to maintain steep slopes of around 65 – 
70 ° from the horizontal. Of critical importance is the activity of flow adjacent to the base of the side 
walls, which acts to entrain sand directly from the side walls, eventually causing shallow slipping 
failures of discrete sections of the side walls. The flow also rapidly removes the loosely deposited 
material resulting from these slipping failures. 
Ultimately, a model of the bank collapse process should include: 
 Additional stirring and enhanced removal of sediment from the base of the side wall; 
 A planar shear based failure mechanism including enhanced strength due to suction; the effects of 
tensile forces and ‘toppling’ failure have not been witnessed in the field; 
 Suitable partitioning of stress against the side walls (~0.7 to 0.8 of the full stress on a horizontal 
bed), and accounting for a reduced critical shields value for steep slopes; and 
 Application of an excess shear stress formulation to calculate the shear erosion rate at which 
sediment is entrained from the base of the side walls. 
These ideas are pursued in the remainder of Chapter 6 which investigates the impact of incorporating 
bank collapse models of increasing complexity into the morphodynamic model. 
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6.2 Numerical Testing 
6.2.1 Application of Bank Widening Processes in 2 dimensional modelling 
A number of different approaches to breach channel widening are examined and tested in this section. 
In the first instance, an idealised model is used, based on breach characteristics of Tabourie Lake at 
15:00 AEST (refer Section 5.1). However, to speed simulations and ease analysis, only a single 
breach channel edge is considered.  
The hydrodynamic algorithm included in TUFLOW uses a fixed square grid. Figure 6-11 shows the 
layout of a grid cell, including the locations at which the primitive variables (u-velocity, v-velocity 
and water level) are solved. A number of the bank collapse algorithms being considered here will 
require velocities parallel to the bank and the bank will generally not be aligned in the same direction 
as the cells.  
To examine, and potentially correct for the effect of cell alignment (with respect to the eroding bank), 
two different TUFLOW grids have been considered, one aligned with the eroding bank, and one 
aligned at 45 degrees to the eroding bank. These are presented in Figure 6-12. 
Water level
calculation point
ZU
ZHZV
ZC
u Velocity
v Velocity
 
Figure 6-11 Computational Grid and Hydrodynamic Variables 
(BMT WBM, 2010) 
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Figure 6-12 Test Model Grids for Bank Erosion Algorithms 
 
  
BANK COLLAPSE MECHANISM: DEVELOPMENT AND SENSITIVITY TESTING 128 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
6.2.2 Basic “Critical Slope” Angle Performance: Bank Widening Test Model 
Bed evolution is calculated on the basis of cells centred on the ZC (water level computation) points of 
the TUFLOW fixed grid, with elevations conceptualised as piecewise discontinuous surface (i.e. a 
uniform bed elevation is assumed across each cell.  
Slope adjustment is undertaken following update of bed elevations due to standard erosion and 
deposition. It therefore occurs once every “bed update” step. While the bed update step can be easily 
changed, testing showed that a bed-update step of 1 to 2 orders of magnitude larger than the 
hydrodynamic time step gave good results. 
The commonly applied “Critical Slope” or “Avalanching” technique (Faeh, 2007; HR Wallingford, 
1994; Jang and Shimizu, 2005; Odd et al., 1995; Tuan, 2007)is illustrated on Figure 6-13. 
The transfer of bed material (effectively bed elevation) occurs across an over steepened face between 
two cells. Whether or not a face is considered over steep depends on a value ‘m’ input to the model, 
where the boundary is set to 1V:mH. Accordingly, larger values of ‘m’ represent a flatter ‘stable’ 
slope, whereas values less than 1 are relatively steep. The model calculates the adjustment to bed 
elevation required to reduce the slope between adjacent cell centres to the stable slope (1V:mH). 
When treated across the whole model domain, there are other considerations. Blind application by 
looping through cells in the order that they are stored in memory was found to sometimes generate a 
‘checkerboard’ pattern, whereby cells spatially alternated between erosion and deposition. 
Admittedly, this is uncommon for real world cases, but was found to be important for the test cases 
presented here. 
An alternative, the “LOHI” algorithm was developed whereby all morphologically active cells are 
identified, sorted using a standard Quicksort in accordance to bed elevation and indexed. The 
avalanching process then proceeds from the lowest to highest cell (LOHI), determining at each cell, 
whether collapse will occur from any adjacent cells at higher elevations. 
The end result does not necessarily result in stable slopes throughout the entire model domain once 
the algorithm is complete. Full adjustment, wherein the impact cascades through adjacent cells may 
take a number of bed update steps for all affected cells to adjust to a stable configuration. That 
process, as simulated with the aligned grid along cross-section ‘A-A’ (Figure 6-12), is illustrated on 
Figure 6-14.  
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Figure 6-13 Avalanching Calculation and Adjustment 
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Figure 6-14 Progressive Stabilisation of an Over steepened Slope  
(depth of 0.5 m at base of channel, elevations relative to AHD) 
Accordingly, the speed of adjustment is affected linearly by the length of the bed update time step and 
different results will result from different time steps. However, the time scale of slope adjustment (say 
no more than 10 steps with a bed update time step of 10s for a typical breach model using TUFLOW) 
will not significantly influence the overall simulated breach. Further, the issues of extreme over 
steepening, represented by a vertical face of nearly 2.5 m height (at location 10 m initially) only result 
in significant cascading effects during the initial stages of a model simulation. After that, all slopes are 
relatively stable, and only small adjustments are made in response to erosion at the toe of the slope. 
Bed geometry where a collapsing face is aligned obliquely to the computational grid, as illustrated by 
the 45 degree scenario in Figure 6-12 can result in further issues. This is demonstrated on Figure 6-15. 
The general arrangement of cells is shown as Figure 6-15(A), details of the pre slump situation as 
Figure 6-15(B), and the post slump situation as Figure 6-15(C).  
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Figure 6-15 Initiation of a Numerical Slump Wave 
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The situation demonstrated by Figure 6-15(C) can arise. Adjustments in subsequent morphological 
steps will subsequently generate a self-propagating numerical wave of slumping which moves away 
from the original vertical face.  
A number of options could be considered to treat this: 
1. Enhancing book keeping within the code to prevent “over-allocation”, the mechanism which 
causes a high cell to fall below any lower cell during a particular time step (Figure 6-15(B) & 
(C)); 
2. Treating the field of slumping fluxes with a limiter to suppress formation of the slumping wave; 
3. Setting a limit on the amount of elevation change that can occur during any single adjustment 
step. If required, the number of slump adjustment steps per morphological time step could be 
increased. 
In the first instance, option 3 has been selected due to its simpler implementation and lower 
computational requirements. If a cell’s bed elevation would be raised by more than a pre-defined limit 
(set at 0.1 m for the examples below) during any slump adjustment step, all fluxes contributing 
slumped material to that cell are scaled down such that the cell’s bed elevation change equals the pre-
defined limit. 
Four simulations have been carried out for both the aligned and 45 degree (oblique) computational 
grids shown on Figure 6-12, corresponding to ‘m’ values of 0.25, 0.5, 1, 2 and 5. The results are 
illustrated in Appendix B1. 
Overall, the bank recession behaviour of both the aligned and oblique grids is similar, although there 
are noticeable differences in the patterns of erosion offshore of the face. This is partly caused by the 
need to interpolate results, but also because of swift currents acting adjacent to a ‘jagged’ wet-dry face 
in the case of the oblique grid. With reference to the figures in Appendix B1, the model has also been 
set to adjust to a relatively flat underwater slope. (1V:10H) 
Recession is minimal for ‘m’ values of 0.25 and 0.5, as the channel does not deepen sufficiently 
adjacent to the eroding face for collapse to occur. In the 0.25 case, the steepness criterion is so severe 
that the 1 hour long simulation in insufficient to allow enough erosion at the toe such that collapse 
does occur. 
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For a slope of 1 in 1, recession is in the order of 4-5 metres during the hour long simulation. For a 
slope of 1 in 2, the recession is around 7-8 metres over the hour. For a 1 in 5 slope recession is rapid, 
extending to the boundary of the model (i.e. recession of 10 m) within 20 minutes. 
Comparison with the field data survey between 15:00 and 16:00 AEST indicates a recession rate 
closer to 2-3 metres per hour at the breach location corresponding to cross-section A-A. Clearly a 
critical slope of greater than 1 in 1 (m < 1.0) would be required. However, steeper critical slopes 
require the model to simulate significant vertical erosion adjacent to the eroding face to enable the cell 
to collapse. With reference back to Figure 6-1 and Figure 6-2, this is clearly not representative of 
reality. 
In reality, the eroding face collapses in discrete slabs with a width smaller than the models grid cell 
size (~0.15-0.2 m c.f. 1.0 m cell size). The following sections describe attempts to improve the 
representation of this process. 
6.2.3 Constant Lateral Erosion of a Vertical Face: Bank Widening Test 
Model 
Field observations indicate that the erosion mechanism is more closely related to shear erosion at the 
base of the receding bank, which initiates shallow slipping failure of sand from the eroding face. 
The algorithm tested in this section works on the assumption that erosion of a cell will occur once a 
threshold velocity is exceeded in one of the adjacent cells, and that this erosion will continue until 
such time as the velocity falls below the threshold, or the eroding cell has become wet. Importantly, 
this algorithm still adjusts the eroding cell’s elevation to account for the loss of sand. In other words, 
the sand loss is modelled as a reduction in the vertical elevation of the eroding cell, instead of the 
lateral expansion which is clearly seen in the field. 
Once the elevation reduces to below that of the water surface in the adjacent cell, it becomes wet and 
is subject to a slumping (avalanching) algorithm which adjusts the slope between two underwater 
cells to a relatively flat value (set to 1V:10H for tests presented here) 
Initially the model loops through all cells, determining those that are dry. The algorithm then proceeds 
with each dry cell “C” (refer Figure 6-16) to: 
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Figure 6-16 Determination of Velocities Adjacent to Dry Cells 
 Loop through all 8 adjacent cells, determining if they are wet or dry; 
 For each wet adjacent cell, calculates a candidate velocity, for cells “1” and “3”, this is based on 
the u-velocity values provided by TUFLOW, for cells “2” and “4”, it is based on the v-velocity 
values, and for the corner (diagonal) cells, (“12”, “23”,”34” and ”41”) it is calculated from both u 
and v- velocities; 
 Determine the maximum candidate velocity and uses the cell from which that velocity is 
determined to assign the direction for sand transfer: 
 For cells “1”, “2”,”3” and “4” sand is transferred from the centre cell “C” to the maximum 
candidate cell in question; 
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 For the diagonal cells, sand is transferred from “C” to the two cells that share a side with both the 
“C” cell and the diagonal cell in question. In this case, the transfer rate is reduced by a factor of 
1/√2, to eliminate directional bias. Testing showed this reduction to give equivalent recessions 
for both the oblique and aligned models 
 Sand is transferred at the linear rate specified, with the total determined taking into account the 
length of the morphological timestep, the difference in cell centre elevations and the grid cell 
size. 
Based on a recession of 2.5 m/hour, a preliminary estimate of the required coefficient for linear 
recession is 7.0E-4 m/s. Rates of 1.4 E-3, 2.8 E-3, 3.5 E-4 and 1.75 E-4 (2 ൈ ,4 ൈ, ଵଶ 	and	
ଵ
ସ) have also 
been tested. These results are presented in Appendix B2, for both the oblique and aligned models. 
Again rates of recession are similar for both the oblique and aligned grids. Recession is small (i.e. ~ 
1 m / hr) for the two smallest erosion rates, around 2-3 m for an erosion rate of 7.00E-4, around 4 m 
for 1.4E-3 and around 5 m for 2.8E-3. As expected, the rates of recession are dictated by the input 
lateral erosion rate, and the most appropriate rate tested is 7.0E-4 m/s, which give values close to the 
measurements (~2.5 m/hour). 
The main limitations of this method are: 
 The rate of erosion is not related to the hydrodynamics of the system. It should be related to the 
erosive capacity of flow adjacent to the receding face; 
 The way in which the eroding face retreats, and the near bank hydrodynamics are inconsistent 
field observations. In reality, the eroding face collapses in discrete slabs with a width smaller than 
the models grid cell size (~0.15-0.2 m c.f. 1.0 m cell size).  
The following sections describe attempts to further improve the representation of the process. 
6.2.4 Erosion related to an Excess Shear Stress Formulation: Bank Widening 
Test Model 
To link the rate of erosion to local hydrodynamics, the method for calculating candidate velocities 
(Section 6.2.3) is adopted. However, once a candidate velocity is determined, the erosion rate is 
calculated using the excess shear erosion rate, similar to that used in 5.3.3.5 for the channel bed. 
 ܧ ൌ ݇ௗܾሺܿ߬ െ ݀߬௖ሻ௔ (6.5)
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where: 
ܧ ൌ erosion	rate ቆ ݉
ଷ
݉ଶݏቇ	
݇ௗ ൌ erodibility	coefficient	ሺSection	5.3.3.5	discusses	the	dimensionality	of	this	parameterሻ	
ܽ	and	ܾ ൌ dimensionless	parameters	
ܿ ൌ correction	for	bed	shear	stress	at	sides	of	channel	
݀ ൌ correction	for	reduction	in	near	bank	critical	stress, a	"Schoklitsch"	type	factor 
Again, this formulation was tested for a variety of erosion coefficients (kd). The coefficient is treated 
as empirical and related primarily to the size and shape of sand grains. In section 5.3.5, an estimated 
appropriate value for kd on the bed was 1.25 × 10-5. Given that the coefficient is empirical, and related 
primarily to the grain size, a similar value was expected for the side walls. Any variation in behaviour, 
due to the erosion being from the banks instead of the beds expected to arise from the factors ‘c’ and 
‘d’ in Equation (6.5).  
Three values for kd were trialled; 1.0 × 10-4, 1.0 × 10-5 and 1.0 × 10-6. Otherwise, the following values 
were adopted: 
 a = 1.0, a standard value (Section 5.3.3.5); 
 b = 1.5, a standard value (Section 5.3.3.5); 
 The shear stress acting on the side walls is lower than that on the bed. The discussion in Section 
6.1.3.4 indicates a shear stress of 0.7 to 0.8 times that acting on the bed. A factor (c) of 0.75 is 
reasonable and has been adopted in the following testing; and 
 In the absence of better information a value of d = 1.0 was adopted. It is likely that the critical 
shear stress for erosion from the side walls is actually lower than for the situation on the bed. 
However, in this case the shear stresses experienced adjacent to the side walls is much larger 
(~O(10 Pa)) than the critical shear stress (~O(0.1 Pa)), and the effect of reducing the critical shear 
stress on erosion rates is negligible for the key periods during a coastal erosion breach. 
The results of the three simulations are presented in Appendix B3. The simulations indicate a 
significant variation in recession between the aligned and oblique grids for the 1.00E-5 case, with the 
oblique formulation eroding around 4 m in the hour and the aligned grid receding around 2.0 m in the 
hour. Significantly, this is the first formulation tested where the amount of recession is directly related 
to the near bank velocities. Accordingly, a failure to represent this process properly will feed back into 
the amount of recession. Overall, however, the simulations indicated that 1.00E-5 is close to the 
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erosion rate required. As expected, this is most similar to the best estimate for the bed erosion (1.25E-
5). 1.00E-4 tended to cause too much recession and 1.00E-6 too little. 
Following adoption of the excess shear formulation, a further option was added to provide a more 
realistic representation of the near bank hydrodynamics. The method works on the adoption of a 
partially ‘active’ or ‘open’ cell width within an eroding bank face. This requires a reasonable amount 
of ‘bookkeeping’ within the code, to keep track of those cells containing an actively eroding bank 
face, and to ensure that mass is balanced in two dimensions, particularly when there is a transfer of 
sediment between two adjacent, partially open cells. However, it enables velocities being conceptually 
tracked closer to the eroding face, resulting in more realistic near bank velocities and erosion rates. 
The general concept is shown one-dimensionally in Figure 6-17. The algorithm proceeds as for the 
standard excess shear formulation, by calculating a distance of erosion at each face, and a 
corresponding volume transfer. However, in this case all of that material is not deposited in the 
adjacent cell, some is also conceptually retained in the eroding cell (within a calculated proportion of 
an ‘open’ cell). The proportion of open cell is calculated on the basis of how much the bank face has 
receded into the eroding cell and this is tracked by the simulation. A “false” face is established and 
this is fed back to the hydrodynamic model, which subsequently treats that dimension of the cell as 
partly open to flow. 
During subsequent hydrodynamic time steps, the ‘false face’ is able to recede further and further into 
the active cell. The simulations for the excess shear stress formulation were repeated with this new 
‘Partially Open’ formulation, and the results are shown in Appendix B4. In addition to the bed 
elevation in the cells (as seen by the model) the location of the false face, which indicates the amount 
of the active cell which is available to hydrodynamics is also provided.  
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Figure 6-17 Partly ‘Open’ or ‘Active’ Cell Formulation 
 
Inspection of the results shows an improvement in consistency between the different cases and the 
different model alignments. This time, both the oblique and aligned simulations indicate a recession 
of just above 2 m. By increasing the rate to 1.25E-5, the expected recession distance of around 2.5 m 
(in one hour) would be achieved.  
Accordingly, consistent recession rates have been achieved. However, the key improvement of this 
formulation is that it achieves a more realistic nearbank channel shape, comprising vertical sides and a 
flat near bank bed elevation. This is closer to what is seen in the field, and means that a better 
representation of hydraulics is achieved. 
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One more behaviour is clear from an inspection of Appendix B4. Higher rates of bank erosion slow 
the rate at which the bed is lowered. In other words, widening of the channel reduces the amount of 
change along the bed of the channel. The balance of these processes is important to overall channel 
evolution. The bed erosion is dealt with in Chapter 7. 
6.2.5 Performance of Algorithm based on Osman and Thorne’s Parallel 
Retreat Mechanism: Bank Widening Test Model 
It is clear that the developments presented in the preceding sections have moved closer to a more 
realistic representation of the bank collapse process. In particular, the use of a false face and partial 
flow in cells appears to be a reasonable representation of the interaction between the bank widening 
and hydrodynamics. 
This section attempts to further improve representation of the recession process, noting that is occurs 
in a cycle of discrete slumping events, followed by rapid erosion of the slumped ‘talus’, subsequent 
erosion of toe material from the fresh face which leads to another discrete slump. In this way, sand is 
provided to the near bank area in ‘pulses’ and sand won’t be delivered from every active cell during 
every morphological time step. 
In particular, this section aims to examine the practicalities associated with a more complex bank 
collapse and erosion algorithm, incorporating geotechnical factors. The method of Osman and 
Thorne(1988) was introduced in Section 6.1.4.2. Here, its simplification and application to recession 
of a sand bank with apparent cohesion is discussed. 
Firstly, the following simplifications have been adopted: 
 Tension cracking has been neglected. While witnessed in the field, cracks seem to appear at the 
time that failure is already imminent or occurring. The surface sand (~0.1 m depth) where the 
cracks are occurring tends to be dry and contribute little in the way of cohesion to the strength of 
the bank 
 A prior knowledge of the slope is assumed, from field observations, a typical value of 70 degrees 
would be expected, although it would be reasonable to adopt values of between 60 – 80 degrees. 
The slope is required as an input to the algorithm developed below. 
The algorithm fits inside the same framework as the false face / partial flow method, although the 
erosion rate is not calculated using the excess shear stress equation in isolation. Instead, a separate 
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sub-model, using the steps presented in Figure 6-18 is called to calculate the erosion rate. With 
reference to the four frames in that figure: 
1. A cell becomes active when the toe of the slope recedes into that cell. The sub-model assumes that 
the face is a uniform, planar surface; 
2. Recession continues into the ‘fresh’ bank, at a rate determined by the excess shear stress equation, 
at each morphological time step where ‘fresh’ erosion is occurring, the stability of the bank is 
assessed. A stable bank occurs when: 
D RF F  
 (6.6) 
where: 
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These equations were derived using the geometry of the system, and expressions provided in Öberg 
and Salfors (1997). As sand has no real cohesive properties, the first term in the resisting force 
equations equals zero (i.e. c’ = 0.0). The effects of apparent cohesion enter the equation through the 
term containing uw, noting that this typically takes a negative value, meaning that it adds to the 
resisting force. H is the vertical height of the bank, and R represents the distance between Recession 
Point A and Recession Point B (Figure 6-18). If the resisting force is less than the destabilising force, 
the bank collapses. 
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Figure 6-18 Bank Stability Algorithm 
(based on Osman & Thorne (1988)) 
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3. The collapsed material is considered to fall in front of the slope and to settle in a near rectangular 
block with its surface at the water line. By balancing the erosion and deposition areas, a “talus 
erosion length is calculated”. This is poorly consolidated and erodes at a quicker rate than the 
fresh face of the bank. The rate of linear erosion is again calculated using the excess shear 
equation, but in this case, the erosion is considered to be faster, a factor is provided as input to the 
model to represent that enhanced talus erosion factor. While the talus is eroding, the recession 
point remains stationary. 
4. Once the talus is eroded, a situation identical to that in (1) arises, and fresh erosion begins anew. 
Thus, the recession point only moves landward during phases of fresh erosion, which are 
interrupted by bank collapse and erosion of the talus. This process continues between cells. When 
the toe reaches recession point ‘C’ the adjacent cell becomes active. 
Externally to this sub-model, the ‘false face’ is tracked as the location of the recession point.  
A difficulty arises in the determination of appropriate soil parameters. However, guidance from 
observations in the field can assist. A typical bank collapse of around 2.0 m high, results in a 
recession of around 0.2 m at an angle of around 70 degrees. A reasonable assumption for the mass of 
moist sand is 2000 kg/m3, resulting in a specific weight of 19620 N/m3. The friction angle is assumed 
to be 30 degrees (typical for sand). By considering the SWCC in Figure 6-5 and by trial and 
adjustment, suitable values for uw and Sr were found to be 75 kPa and 0.06 respectively. These result 
in a destabilising force of around 7 kN at the point of failure (along a 1 m strip of eroding bank). The 
degree of saturation corresponds well to values reported for beach sands (Yang and Davidson-Arnott, 
2005). 
While these assumptions aren’t based on measurements at the sites considered for this study, they are 
expected to exist in a reasonable range.  
The other required inputs include the erodibility factor, and an enhancement factor for the erosion of 
talus. A value of 1.5E-5 has been adopted for kd. This is intentionally somewhat larger than previous 
best estimate values (1.25E-5) due to the intermittent nature of the collapse and talus erosion process, 
meaning that ‘fresh’ erosion is not continuously occurring. A variety of simulations examining the 
effect of values for the enhancement factor (1, 5, 20 & 100) have been executed for both the oblique 
and aligned grids. The results are presented in Appendix B5. 
BANK COLLAPSE MECHANISM: DEVELOPMENT AND SENSITIVITY TESTING 143 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
Appendix B5 indicates minimal difference between the different options. There is some change 
between enhancement factors of 1 and 5, but above a value of 5, the behaviour is more or less 
identical. Further, comparison to the corresponding simulations from Appendix B4 (i.e. excess shear 
with partly open cell formulation) demonstrates minimal change in overall behaviour, although a 
higher erosion coefficient is required to account for delays caused by talus erosion.  
In addition, there is an apparent inconsistency which creeps in between the oblique and aligned 
simulations with the same erosion rate. This is likely related to the talus erosion formulation not being 
consistent for different alignments. However, fixing this in the code is a complex task. It was decided 
to not pursue the Osman Thorne algorithm further for this reason and others such as: 
 It is uncommon that the necessary geotechnical data would be available as an input to the model 
in practice; and  
 The benefits gained by using a more complex formulation are marginal when compared to the 
excess shear with partly open cell formulation.  
6.2.6 Application to Full Scale Models 
The excess shear, partly open cell formulation was subsequently adopted for testing on the full models 
of Tabourie Lake and Wamberal Lagoon. The parameters adopted were the same as those tested in 
Section 6.2.4, with erodibility coefficients of 6.25 ൈ 10ି଺, 1.25	 ൈ 10ିହ, 2.5	 ൈ 10ିହ, representing 
the best value from Section 6.2.4 and values of 50 and 200%. The Manning’s roughness in the 
channel was set to 0.016, as per the findings of Section 5.1. 
For comparison, simulations were also executed using the avalanching formulation. In this instance, a 
value of 1 in 1 for the critical slope was adopted, in accordance with the test results described in 
Section 6.2.2. 
6.2.6.1 Tabourie Lake 
The Tabourie Lake model, as described in Section 4.2 was executed, and a comparison made to the 
field data presented in Section 4.2.3. The results of the simulations are presented in Appendix C1. The 
hydrodynamics of the run utilising an erodibility coefficient of 6.25 ൈ 10ି଺ caused the simulation to 
become unstable, however, enough of the simulation had completed to draw conclusions. 
For all simulations, the dominant pattern is one of too rapid erosion with excessive deepening and a 
commensurate excessive amount of eroded material and too rapid draining of water from the Lake.  
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Interestingly, the active breach area achieves ultimate values that are reasonable, showing some 
promise for the breach widening algorithm, particularly when the erodibility coefficient is set to 
6.25 ൈ 10ି଺. 
The current speeds are reasonable with 6.25 ൈ 10ି଺ showing the more promising results and other 
simulations tending to show a lowered velocity towards the end of the simulation. This lowering is 
caused by too rapid draining of the lagoon, which reduces the hydraulic gradient in the channel.  
Of note is the performance of the avalanching formulation, which seems to perform reasonably, 
particularly when compared to the two simulations with larger erodibility coefficient. However, the 
avalanche mechanism is enhanced by deepening of the channel, and in this case, the channel is 
excessively deepened, resulting in a comparatively good performance for that algorithm. 
In this implementation, once material is eroded from the bed, it has been considered to be carried from 
the channel and effectively disappears. Put another way, mass is not balanced. This is a key issue that 
is dealt with in the Chapter 7. In reality, part of the suspended load should deposit at the exit to the 
channel and, combined with lowering of the upstream reaches, an overall flattening (degradation) of 
the channel should occur. The bed update assumptions present in the simulations presented here are 
one of the key reasons why the channel is excessively deepened. 
It appears that the bank widening mechanism adopted here will perform reasonably once action of the 
flow on the bed of the channel is improved. 
6.2.6.2 Wamberal Lagoon 
The Wamberal Lagoon model, as described in Section 4.3 was executed, and a comparison made to 
the field data presented in Section 4.3.3. The results of the simulations are presented in Appendix C2.  
At first glance, the results for erosion volume, average eroded depth and active breach area seem 
promising, particularly during the early stages, and particularly for the simulations where erodibility 
coefficients of 1.25	 ൈ 10ିହand	2.5	 ൈ 10ିହ were adopted. However, the current speed (too low) and 
fall in water level (too slow) in the Lagoon diverge significantly from measurements. 
Further inspection of the results shows that the upstream end of the channel was not eroding. In 
reality, an arcuate weir which expands and propagates landwards would arise (c.f. Figure 2-1). The 
resulting erosion pattern, illustrated in Figure 6-19, is caused by a lack of erosion in the shallow 
upstream parts of the pilot channel. This issue is critical where the channel slope is much steeper 
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initially, than is the case for the data collected at Tabourie Lake. The issue is examined in more detail 
in Chapter 7. 
The lack of erosion at the upstream end of the channel is also an issue for the Avalanching 
formulation, which has no other means, apart from deepening of the channel, to cause the breach 
channel to widen. At this stage, it was reasoned that resolution of the lack of erosion at the upstream 
end would result in similar performance to the Tabourie Model, namely: 
 Too rapid erosion of the breach channel; 
 Too rapid fall of lagoon water level; and 
 Improvements in the current speed. 
Although the impact is mixed, reasonable performance of the model clearly requires resolution of 
these issues to achieve a more realistic representation of the channel evolution. The excessive erosion 
is addressed with adjustments to the representation of roughness and correct representation of mass 
balance with the bed, also dealt with in Chapter 7. 
6.3 Summary 
Most attempts to numerically model coastal lagoon breaching have not genuinely attempted to 
realistically represent the behaviour of the near vertical side walls and their impact on overall 
behaviour. Commonly, an ‘avalanching’ method is adopted, where the slope across two cells is not 
allowed to exceed a given value. However, such a slope does not have a realistic physical meaning, 
and is used as a user adjusted factor to control the rate at which the channel opens. Further, the 
adoption of this approach tends to result in a simulated channel that tends to favour deepening over 
widening. 
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Figure 6-19 Irregular Modelled Erosion Pattern: Excess Shear Erosion Method 
(compared with measured) 
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A number of different approaches were trialled using a scaled down version of the full model of 
Tabourie Lake presented in Chapter 4.2. Using the avalanching approach as a base for comparison, 
increasingly more complex models were developed, beginning with a simple constant rate 
formulation and progressing to more complicated arrangements to track flow in partially eroded cells 
and consider aspects of geotechnical strength. The excess shear concept was considered a reasonable 
starting point, based on the mechanism of bank erosion and collapse witnessed in the field. 
Ultimately, it was judged that a good balance between realism and simplicity could be achieved 
through the adoption of an excess shear formulation which also tracked the extent to which a cell had 
been eroded, and accounting for that extent in the hydrodynamic calculation. A more complex model, 
based on Osman and Thorne (1988) involving the specification of geotechnical parameters and 
representation of the intermittent slumping process was developed but considered to rely on soil 
parameters which are not typically available, yet not providing measurable benefit over simpler 
models. 
Section 6.2.6 describes results from the application of the preferred method to the complete models at 
Tabourie and Wamberal, compared to results obtained using the avalanching approach. Results are 
mixed and it is clear that further improvements in handling of erosion along the bed of the channel are 
required.  
The best performing simulations still tend to deepen the channel too much, and this is related to the 
way that sediment transport along the bed of the channel is handled. An excess shear stress 
formulation for the bed was also used because this method indicated the resulting transport rates 
would remove the necessary volume of sand from the breach (Section 5.3). However, these 
calculations were based on an assumption that, once sediment is picked up by the flow, it is lost from 
the bed (i.e. doesn’t deposit until the well offshore of the breach). In reality, the flow has an ultimate 
suspended load capacity, reached relatively quickly through a balance of processes which act to pick 
sediment up from the bed on the one hand, and encourage it to settle out of the water column on the 
other. 
This process is, of course, affected by the flow velocities which are impacted by the roughness 
imparted by flow and bed form characteristics. Those characteristics change dynamically over time. 
Chapter 7 of this thesis discusses background literature relating to these processes, and then aims to 
deal with the following identified issues: 
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 More robust representation of bed updating, incorporating the processes of pick up and 
deposition on the bed of the channel; 
 Proper representation of erosion processes for very shallow and rapid flows (~<0.1 m, ~ 1.0m/s), 
which are important for the initial stages of a breach event, and were causing issues for the 
Wamberal Lagoon model; and 
 A more sensible variation of bed roughness throughout the simulation noting that the flow regime 
changes, tending towards near-critical conditions during the initial stages of the breach and back 
towards sub-critical conditions during the latter stages, the bed forms that arise act to modify the 
hydraulic resistance. 
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7 HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND 
SENSITIVITY TESTING 
7.1 Literature Review 
7.1.1 Introduction 
This chapter primarily deals with how flow interacts with the bottom of the breach channel as it 
evolves. Section 7.1 comprises a review of relevant literature, and Section 7.2 presents the application 
of relevant literature in the context of coastal lagoon breach modelling. 
The literature review deals with the following topics: 
 Foundational Topics: Section 7.1.2 discusses those bed forms that are present in the upper regime 
flows of most importance to coastal lagoon breaching. Similarly Section 7.1.3 discusses the 
consideration of hydraulic roughness, which is intimately linked to bed forms and flow regime.  
Background information on these topics is also presented in Appendix G; and 
 Breach Modelling: Section 7.1.4 takes the underpinning concepts introduced in preceding 
sections and discusses other aspects of numerical morphodynamic modelling that are likely 
important to the specific case of coastal lagoon breaching. This includes flow regime specific 
considerations, the applicability of available sediment transport algorithms, non-equilibrium 
transport and model stability. 
7.1.2 Bed Forms 
Bed form characteristics are important to morphodynamic modelling, and of particular importance 
when considering the coastal lagoon breaching process. The flow and bed forms participate in a 
feedback mechanism well summarised by Engelund and Fredsøe (1982): 
 “One of the basic problems is that when a flow is confined by boundaries 
composed of non-cohesive sediment, the interaction between flow and 
boundary molds the geometry of the channel and, hence, determines the 
hydraulic roughness. Further, the rate of sediment transport, which is another 
quantity of fundamental importance, depends to a large extent on the 
hydraulic resistance developed by the bed configuration” 
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General background information relating to alluvial bed forms and the calculation of roughness from 
bed form characteristics is presented in Appendix G.  That appendix describes traditional 
understanding of sub-critical bed forms and the related hydraulic roughness.  Of key concern to the 
present study are transitional and “upper-regime” bed forms, and these are discussed herein. 
Overall, during a breach event, the system migrates towards a highly efficient flow regime, cycling 
through the plane bed, standing wave and then antidunes (which eventually steepen and break, 
resulting again in a flat bed). The behaviour reflects a tendency towards maximum efficiency in the 
discharge of both water and sediment.  This is broadly compatible with the observations of Grant 
(1997), the migration towards and maintenance of a state of least action (Nanson and Huang, 2008) 
and the minimum energy loss state exploited in the economical design of culverts (Apelt, 1983; 
Chanson, 2005). Further, the flow condition obtained in a ‘reach-averaged’ sense is very close to 
critical (Froude No. ≈1.0) as evidenced in the data presented in Chapter 3 and by Gordon (1981). 
7.1.2.1 Transitional and Flat Bed 
With increasing flow intensity, the dunes transition towards a flat bed. The transitional bed is a highly 
variable and unstable bed configuration. As the intensity of the flow increases, the dunes flatten and 
eventually wash out. This is known to occur as Froude numbers approach critical values (Fr → 1). 
Karim (1995) presented the following relationships for determining the Froude numbers at the upper 
and lower bounds of the transition regime: 
ܨ௅் ൌ 2.716	 ൈ ቀ ௛஽ఱబቁ
ି଴.ଶହ
… Boundary between Lower and Transitional Regime  (7.1) 
ܨ்௎ ൌ 4.785	 ൈ ቀ ௛஽ఱబቁ
ି଴.ଶ଻
… Boundary between Transitional and Upper Regime  (7.2) 
Karim also provided an empirically derived polynomial relating the dimensionless bed form height 
(proportion of depth) and the ratio of the bed shear velocity to the D50 fall velocity (i.e ݑ∗/w). 
However, Karim considered his relationship to be unreliable for upper regime flows including 
breaking anti-dunes or chute and pool flows, because his method predicts a bed form height of zero in 
these instances. Karim noted that for the ratio (ݑ∗/w), a maximum bed form height is reached at a 
value of around 2.0, with the bed washing out at a value of around 3.6.  
Kennedy (1963) developed an analytical model of the fluid bed interface based on potential flow 
theory, determining expressions for two dimensional wavelength and celerity of the bed features. The 
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model also predicts the occurrence of anti-dunes and dunes. Kennedy provided a relationship for the 
minimum wavelength of both dunes and antidunes. Determination of an actual wavelength requires 
definition of a parameter “j” which characterises the lag between local velocity and local transport 
rate. 
 ߣ௠݄ ൌ 2ߨF
ଶ (7.3)
Based on analogy with the maximum steepness of deep-water waves, Kennedy also advanced a 
maximum steepness relationship: 
 
ܪ
ߣ ൎ 0.14 (7.4)
Laboratory measurements indicate maximum steepnesses between 0.13 and 0.16, which agrees well 
with the above. Based on more recent flume data, Recking et al.(2009) indicated for steep longitudinal 
slopes (S=0.03 to 0.09) that a better relationship is: 
 
ܪ
ߣ ൌ 0.033 (7.5)
Kennedy noted that anti-dunes grow to either reach an equilibrium height, or become so high that the 
surface waves break and the resulting agitation obliterates the bedforms. The bed subsequently 
remains flat until more antidunes form. Kennedy described the progression of bed form development 
with increasing flow as (i) Dunes; (ii) Transition (Dunes to flat bed); (iii) Flat Bed; (iv) Antidunes 
moving downstream (in phase);  and (v)Antidunes moving upstream.  This differs somewhat from the 
progression presented in Appendix G. 
Kennedy was unable to indicate a sharp delineation of Froude numbers over which the bed 
configuration changes from dunes to the transitional regime. Kennedy indicated that 0.844 is the 
theoretical lowest possible Froude number for transformation from flat bed to two-dimensional 
antidunes whereas the maximum value is 1.0. Kennedy’s justification is illustrated in Figure 7-1. 
Carling and Shvidchenko (2002) considered that using 0.84 is reasonable for discriminating between 
dunes and antidunes, but noted that ‘transitional’ bedforms could persist across Froude numbers from 
0.5 to 1.8. In comparison, Yalin (1977) simply stated that ripples and dunes occur for Froude numbers 
less than 1.0, and anti-dunes occur when the Froude number exceeds 1.0, which appears to be an 
oversimplification given the findings of Kennedy. 
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Figure 7-1 Occurrence of Dunes and Anti-Dunes 
(Kennedy, 1963) 
Allen (1968) regarded antidunes as trains of bed waves produced by free-surface flows in or near the 
supercritical state. He outlined some confusion in the literature regarding the nomenclature of 
antidunes depending on their movement, and adopted Kennedy’s convention of regarding all “in-
phase” bed forms as anti-dunes, regardless of the direction of translation. He noted that, two 
dimensionally, the antidunes are long crested and almost perfectly sinusoidal. The ratio between the 
streamwise dimension and height is large and never less than about 7. At a value of 7, the waves 
become too steep, the bed waves are scoured away and the bed becomes flat, prior to the building of a 
new train. 
Allen (1968) noted that antidunes, when not causing surface wave breaking, were smoothly curved 
and flow separation did not occur along their length. However, upon breaking, a flow separation 
occurs on the upstream side. The resulting high concentration of sediment present in upper regime 
flow acts to suppress hydraulic turbulence. 
To account for the lack of reliable data in the transition regime, Karim (1995) recommended that the 
following bed form height relationship be adopted (i.e. bed form height H decreases with increasing 
Froude number in the transitional regime): 
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ܪ
݄ ൌ 0.2 ൈ ൬
ܨ்௎ െ ܨ
ܨ்௎ െ ܨ௅்൰ (7.6)
In the derivation of his original sediment transport relationships, Van Rijn (1984b) proposed the 
following dimensionless transport stage parameter to discriminate between lower and upper regimes: 
 ܶ ൌ ቆ߬
ᇱ െ ߬௖
߬௖ ቇ (7.7)
Van Rijn indicated that flow moves into the upper regime when T exceeds 25, where transport is 
dominated by suspended load and the bed forms are much longer than the water is deep. Van Rijn 
(1993) indicated that this regime can occur in large rivers with a relatively small Froude number. 
More recent analysis by Julien and Raslan (1998), however, asserted that the threshold value for T is 
variable, and can be between 20 and 100 in field conditions. 
Julien and Raslan undertook detailed analysis of the occurrence of the upper regime plane bed 
condition. The study involved numerous experiments in a 1.3 m wide, 18 m long and 0.6 m deep 
recirculating flume with transparent side walls; Sediments with D50 of 0.2, 0.4 and 0.6 mm were used.  
A significant point raised by Julien and Raslan is that the upper regime plane bed condition normally 
occurs where: 
 3 ൏ ܴ∗ ൏ 70 (7.8)
where: 
ܴ∗ ൌ Grain	Shear	Reynolds	Number ൌ u∗ܦହ଴ߥ  
In other words, the flow is transitionally rough. In defining the occurrence of the upper regime plane 
bed, Julien and Raslan divided the transitional flow regime into two parts: 
 Given: ܦ∗ ൌ ܦହ଴ ൤݃ሺݏ െ 1ሻߥଶ ൨
ଵ
ଷ
 (7.9)
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ሺiሻTransition	to	Hydraulically	Smooth: 4 ൏ ܴ∗ ൏ 11.6	or	ܦ∗ ൏ 6 
Conditions depend on the shear velocity and viscosity regardless of the grain size. The upper 
regime plane bed occurs when ௨∗ඥ௚ఋ ൌ 1, where ߜ = the laminar (viscous) sublayer thickness, 
with length scale = ߥ/ݑ∗ 
	
ሺiiሻTransition	to	Hydraulically	Rough:	11.6 ൏ ܴ∗ ൏ 70	 
Conditions depend of grain size. The upper regime plane bed occurs when ݀ହ଴ ൌ 2ߜ 
Gao (2008), indicated that the development of the upper regime plane bed coincides approximately 
with the onset of sheet flow conditions. Gao indicated that this can occur for shields parameters 
between 0.4 and 1.0 and suggested the onset of sheet flow can be calculated using a new parameter 
representing the proportion of grains on the bed that are moving: 
 ௕ܲ ൌ 2.56 ൈ ߠ ൈ ܩଷ (7.10)
where: 
ܩ ൌ 1 െ	ߠ௖௥ߠ  
 ௕ܲ = 1.0 at the onset of the sheet flow according to Gao. 
7.1.2.2 Anti-Dunes 
Gilbert (1914) coined the term ‘anti-dune’ to describe bed forms in the upper regime that appear to 
move upstream. This appearance results from scour occurring from the downstream side of a bed 
form and depositing on the upstream side of bed forms further downstream. However, there has been 
conjecture regarding the nomenclature. Kennedy (1963) classified all bed forms that are in phase with 
the water surface as anti-dunes. This includes a range of bed forms that may move downstream, 
remain stationary, or move upstream. This contrasts with nomenclature adopted by Guy et al. (1966), 
which has been subsequently adopted by others (e.g. Appendix G). Chanson (2004) highlighted that 
anti-dunes are seldom observed in nature, as they are typically destroyed during the receding stages of 
a flood. 
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For the purpose of this study, where the main flow regime being considered includes a continuum 
over which all in-phase bed forms may occur, the terminology In Phase Wave (IPW, c.f. Verbanck, 
2008) is adopted. This classification is more appropriate when considering the impact on hydraulic 
roughness, as the full range of IPW provide relatively low hydraulic resistance. 
During the past decade, there has been a resurgence in research on the high intensity flow conditions, 
resulting largely from a renewed interest in dam breaching (Castro-Orgaz and Hager, 2011). It is 
commonly held that roughness reduces to that attributable to the grains for IPW’s (Engelund and 
Fredsøe, 1982; van Rijn, 1984b). However, with increasing intensity, the effect of white capping, 
weak hydraulic jumps and increasing sediment concentrations, roughness is again considered to 
increase above that attributable to the grains. The situation is not as clear as this because turbulence, 
which also extracts energy from the flow, is suppressed by the high sediment transport concentrations 
during intense flows. 
For the purpose of this study, there is a need to predict the flow conditions under which IPW bed 
forms will arise. The occurrence of these bed forms is noted to typically occur for Froude Numbers 
greater than 0.8 (Barwis and Hayes, 1985; Engelund and Fredsøe, 1982; Kennedy, 1969).  
Limited information is available from the literature on the size of anti-dunes. However, van Rijn 
(1993) indicated that anti-dunes have a length scale of around 10 times the water depth. From 
potential theory, it has been predicted that the water surface amplitude above antidunes is larger than 
the bed wave amplitude (Kennedy, 1963), with the maximum height being quite uniform. 
Interestingly, all field data classified as having “good” accuracy by Kennedy (1961) have 
corresponding Froude numbers of between 0.9 and 1.0, indicating that laboratory conditions which 
report antidunes with Froude numbers greatly exceeding critical flow conditions may be non-
representative of the less constrained conditions found in the field. 
The occurrence of breaking waves is an important phenomenon, increasing both the flow resistance 
and the sediment transport capacity of the flow. Kennedy (1961) noted that an increase in suspended 
load reduced the flow resistance by suppressing turbulence. A similar finding is reported by Gao 
(2008). Data provided by Kennedy (p 156) indicated that a sediment transport increase of around 
factor 2 could be expected, depending on the intensity of the breaking waves. In the case of flows 
over finer sands, the system can change rapidly, as bed forms break down and build more rapidly. 
Indeed, overall roughness in fine sands can be larger for smaller grain sizes because of this process. 
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Reliable predictions of bed form height and occurrence are limited by a general reliance upon 
laboratory data in their derivation. Yalin (1977) noted that three-dimensional bed forms are more 
likely in the field than in the laboratory. Maddux et al. (2003) found that the overall flow resistance 
caused by two dimensional dunes, (i.e. crest extending completely across the flume) is significantly 
less than that caused by three dimensional dunes. 
The cause of in-phase bed waves has been the subject of some conjecture. Allen,(1968) related the 
development of antidunes to a perturbation of velocity, which modifies the local transport rate. 
Kennedy (1969) attributed the formation of these bed forms to a lag between the local sediment 
transport rate and velocity, presenting a graphical relationship relating bed form type to Froude 
number and dimensionless lag distance. Engelund (1970) found that results significantly different 
from Kennedy’s arise when friction and a definite sediment transport model are incorporated in the 
analysis. Further, Engelund noted that it is reasonable to consider upper regime flows to be 
significantly affected by suspended load, and that the resulting pressure distribution is non-
hydrostatic. Engelund considered that a density gradient, caused by non-hydrostatic conditions was 
the mechanism leading to the formation of anti-dunes. 
Parker (1975) concluded that antidunes resulted from instabilities that arose from sediment inertia 
causing a spatial lag, finding that Kennedy’s earlier lag assumption was unsatisfactory, because there 
was no underpinning reasoning that would allow its derivation. Parker found Engelund’s argument 
regarding suspended load density effects inadequate, highlighting that anti-dunes could form in the 
laboratory, in the absence of suspended load (Parker, 1976). Parker’s findings were subject to some 
debate (Fredsøe, 1976; Mehotra, 1975). Yalin (1977) also disagreed with Engelund’s theory that the 
bed forms arise following the occurrence of an undular flow condition. Raudkivi (1998) provided a 
contemporary summary regarding research into to dune and anti-dune dynamics, concluding that 
“none of the models has completely solved the problem, although a certain amount of success has 
been achieved with description of geometry and movement”.  
In a discussion of the linear theory of sand dune formation Colombini (2004) claimed to have 
resolved the conflict between competing theories of the cause of antidunes, indicating that suspended 
load and inertia could both cause anti-dunes. Regardless of these arguments, linear analysis is still 
unable to clarify features such as bed-form dimensions. 
It is now generally held that the formation of undular flow conditions can cause the formation of IPW 
bed forms. Laboratory measurements of undular waves downstream of a hydraulic jump in flumes 
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with a fixed flat bed (Castro-Orgaz and Hager, 2011; Chanson, 1993; Chanson, 1995; Chanson, 2000; 
Montes and Chanson, 1998) have highlighted that the shear stress underneath the trough of an undular 
surface wave pattern is higher than that under the crest. This corresponds to a lower and higher 
hydrostatic pressure gradients respectively.  
Castro-Orgaz & Hager (2011), undertook measurements where they induced IPW type bed forms in a 
mobile bed flume. They then rapidly drained the flume and undertook measurements of the bed form. 
They demonstrated that the bed forms conform to the free surface undulations, including the 3-d 
shock fronts that are particularly notable in a narrow flume. 
The rhythmic variations in shear stress are sufficient to generate the differential patterns of erosion 
and deposition needed to initiate growth of anti-dunes, and demonstrate that the distribution of shear 
stress is not uniform along the length of the bed forms. Chanson and Montes (1995) indicated that 
undular jumps stop occurring as the Froude number increases to high values (1.5 – 2.9 in the 
experiments presented). The undular waves were also noted to decay with distance from the hydraulic 
jump. However, in the case of a coastal lagoon breach, the ongoing acceleration caused by gravity 
acting downslope means that the undular surface can be maintained. 
Modelling of this process in a ‘reach-averaged’ sense, where the bed forms aren’t resolved, needs to 
consider the overall impact of these bed forms, and incorporate those impacts in a reasonable manner 
to provide a sensible representation of both sediment transport and hydrodynamics. 
7.1.3 Roughness and Shear Stress Calculation 
The bed shear stress represents the resistance felt by the flow, not all of which results from tractive 
force applied to the grains on the bed and causing them to move. Similarly to bed forms, means for 
calculating shear stress and flow roughness in the lower regime are well established.  This is discussed 
in Appendix G.  However, there is evidence which indicates that the standard concept of roughness 
breaks down for transitional and upper regime flows. 
In a discussion of work by White et al (1987), Ackers (1988) presented data showing the significant 
variation of apparent Manning’s n values during the passage of two floods on the Indus River. These 
show that, during the flood, the n value fell to around 0.011 (rising again to more ‘standard’ values of 
between 0.02 and 0.03 during the falling limb). This value was lower than expected based on the work 
of White et al., and fell below the level predicted using equations for a lower regime flat bed (i.e. 
roughness due to skin friction only).  
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Ackers hinted at the likelihood that the flow may not be hydraulically rough, due to the suppression of 
turbulence by the highly mobile bed. In reply, White et al (1987) noted that it may not be appropriate 
for upper regime roughnesses to ever exceed lower regime roughnesses, but that more data was 
needed. 
Friction that increases above grain resistance for intense upper regime (breaking anti-dunes →chute 
and pool configurations) has been measured in the laboratory, and this is commonly accepted (see 
Appendix G). However, in the field, where boundary conditions are less constrained and the system is 
allowed to adjust, it appears possible that the principle of least action may govern the morphology and 
bed forms of the channel, resulting in unusually low flow roughnesses. 
Overall, questions remain regarding hydraulic roughness under intense flow. The validity of concepts 
such as the “Manning’s ‘n’” value, comes into question, particularly if it is fixed based on the plan 
form of the channel and nature of the bed, the concept outlined the classic hydraulics text by Chow 
(1959) and adopted by many text book and guideline writers since. In reality, the roughness is 
constantly evolving in response to the flow, and relies not only on interactions with the bed and banks, 
but also the nature of turbulent energy dissipation. The hydrodynamics, thus modified also have an 
impact on the sediment transport and deformation of the bed. 
Within the scope of these various ways of defining roughness and shear stress, a number of 
researchers have examined these parameters with particular reference to the transitional and upper 
regime flows of interest to the present study. Roughness predictors can be related intrinsically to flow 
and sediment parameters, or determined on the basis of an intermediate calculation of bed form 
characteristics. 
Alam and Kennedy (1969) asserted that the roughness change as flow progresses through different 
regimes must be related to changes in the bed forms. Further, Alam and Kennedy discussed 
difficulties associated with high velocity configurations where the flow resistance approached an 
“irreducible minimum” (i.e. the skin friction related to sand grain roughness).  
Alam and Kennedy presented a diagram, based on the format of the Moody diagram for pipe friction 
to determine the friction factor due to “flat beds”. In addition, they present dimensional analysis 
resulting in a graphical relationship between the Froude number, relative roughness ሺ݄/݀ହ଴ሻ, and the 
bed form related Darcy-Weisbach friction factor ݂′′. Notably, their chart does not provide reliable 
predictions beyond Froude numbers of greater than 0.75 and it appears that data from the anti-dune 
range are generally absent (including surprisingly, the data of Kennedy(1961)). The diagram does 
HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND SENSITIVITY TESTING 159 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
provide a strong indication that ݂′′ has a value of less than 0.01 for Froude numbers greater than 0.75. 
Alam and Kennedy raised the following point: 
“the roughness and depth and velocity of flow of most natural streams 
vary across the width of the channel, and in the extreme case, the whole 
spectrum of bed configurations occurs at a single section. Moreover, the 
distribution of flow and roughness properties across the channel vary 
along the channel. Predictors for friction factors are usually based on the 
assumption of uniform roughness and flow characteristics” 
Such variation is clearly evident during observation of the breach process subject to the present study 
and, unless such variation is to be reproduced by resolving individual bedforms, pragmatic decisions 
regarding the representation of roughness in a numerical model need to be made. 
Brownlie (1983) comprehensively evaluated a number of ways of calculating friction factors, 
including that presented in Engelund and Hansen (1967), but found that more work was necessary in 
defining the transition regime. A number of other relationships were considered and discarded for a 
variety of reasons, including exclusion on the basis of graphical methods not being readily 
programmable for numerical simulation. 
Brownlie derived a relationship to determine the shear stress based on the independent variables, 
noting that there were two possible solutions, one relating to the upper regime and one related to the 
lower regime, although the dependence of the relationships on flow gradients make the relationships 
difficult to apply to two dimensional models for the reasons outlined previously. 
White et al. (1987) built upon earlier work (Ackers and White, 1973; White et al., 1980) to extend a 
previous relationship for lower regime resistance into the upper regime. Notably, they extended the 
methods to be applicable for Froude numbers greater than 0.8. The authors noted that their 
relationship for upper regime effective roughness could not be validated for coarse sediments. Again, 
the method assumes a priori knowledge of the hydraulic slope, a reasonable estimate of which is not 
immediately obtainable from two dimensional hydraulic model results. 
Yu and Lim (2003) provided a relatively recent method into discriminating between upper and lower 
flow regimes and determining appropriate roughness. They defined two parameters: 
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 ߣ ൌ ݑߦݑ௥ (7.11)
 ߯ ൌ ln ൬ ߠߠ௖௥൰ (7.12)
Wherein, u is a predicted velocity and ur is the velocity in a channel without bed forms. For ߦ: 
 ߦ ൌ
ۖە
۔
ۖۓ 1 ݄ܦହ଴ ൐ 300߯
൬300݄߯/ܦହ଴൰
݄
ܦହ଴ ൑ 300߯
 (7.13)
The relationship between ߣ and ߯ is reproduced as Figure 7-2. One equation is presented for lower 
regime flows, and one for upper regime flows: 
 ߣ ൌ 	െ0.0044߯ଷ ൅ 0.0661߯ଶ െ 0.352߯ ൅ 1 for 1 ൏ ߠߠ௖௥ ൏ 250; (7.14)
 ߣ ൌ 0.0337߯ଷ െ 0.4687߯ଶ ൅ 1.916߯ െ 1.644 for 7.5 ൏ ߠߠ௖௥ ൏ 250 (7.15)
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Figure 7-2 Velocity vs. Stress Relationship 
Yu and Lim (2003) 
Generally, roughness in the transitional regime cannot be determined on the basis of bed form 
dimensions, as the situation is highly variable. Within the upper regime (flat bed and IPW), it appears 
likely that roughness relationship with bed forms does not have the same nature as in the lower 
regime, where resistance arises from flow separation. However for an upper regime flat bed and in 
phase standing waves, the flow conforms to the bed and separation does not occur. Additional 
resistance may be attributed to increased sediment concentration in the near bed region. Weak anti-
dunes, as present during coastal lagoon breaching also conform over the majority of the bed form, 
with the exception of the breaking white caps, where some separation occurs on the upstream face. 
These also result in the loss of energy, and hence additional resistance, but this is of a different nature 
than that caused by flow separation in isolation. It appears likely that preliminary indications provided 
by Allen (1968) that a roughness predictor similar to that for dunes can be applied for anti-dunes is 
not appropriate. 
Karim (1995) presented a relationship for predicting the ratio of bed form height to depth (H/h) and 
then determining an appropriate Manning’s n from that ratio: 
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 ܪ݄ ൌ 	െ0.04 ൅ 0.294
ݑ∗
ݓ ൅ 0.00316 ቀ
ݑ∗
ݓቁ
ଶ
െ 0.0319 ቀݑ∗ݓቁ
ଷ
൅ 0.00272 ቀݑ∗ݓቁ
ସ
(7.16)
when		
															0.15 ൏ 	 ∗ܷݓ ൏ 3.64, otherwise	
ܪ
݄ ൌ 0 
From the H/h ratio, the Darcy related friction factor is calculated: 
 
݂
଴݂
ൌ 1.20 ൅ 8.92 ൈ ൬ܪ݄൰ (7.17)
where: 
f଴is	the	Darcy	friction	factor	related	to	grain	roughness	only 
Further, the corresponding Manning’s ‘n’ value is calculated: 
 ݊ ൌ 0.037ܦହ଴଴.ଵଶ଺ ൬݂଴݂൰
଴.ସ଺ହ
 (7.18)
Karim’s derivation is based on the ratio of shear velocity to fall velocity, a parameter that van Rijn 
(1984d) equates to 1.0 at the threshold where sediment suspension occurs. The calculation requires 
assessment of the shear velocity which, by definition needs a value for shear stress, in order to 
determine roughness factors which would feed back into a shear stress calculation. Ideally, an 
iterative procedure would be implemented to achieve consistency between these parameters, although 
at some computational expense. In Karim’s relationship, the ‘form’ roughness does not tend towards 
zero for the flat bed configuration (݂/ ଴݂ → 1.2). 
Karim’s method performs well against a variety of field data presented in the original paper, although 
it is noted to be unsuitable for sand bed streams with breaking antidunes or chute-pool configurations 
on the basis that H/h = 0 is not valid. However, for the regime of particular interest to the present 
study, flows typically conform to the bed. Within the breaking anti-dune type flows, an additional 
type of roughness may need to be introduced. Karim noted that his method could result in significant 
errors when applied in the transition zone, as opposed to situations which were clearly lower or upper 
regime. 
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Julien and Raslan (1998) investigated the Darcy Weisbach friction factor value relating to an upper 
regime plane bed. They assumed that, in this flow regime, the bed form resistance was equal to zero. 
Generally, they found a decrease in grain size corresponded to a decrease in the Darcy-Weisbach 
friction factor. In mixed sediment, Julien and Raslan found that the friction factor was more closely 
related to the finer fraction of the sediment mixture in the upper regime plane bed. They argued that 
the presence of fine particles enhanced the motion of the coarse particles. 
Julien and Raslan recommended the following for an upper regime flat bed: 
 ඨ1݂ ≅ 2.03 log ൬
݄
݀ହ଴൰ (7.19)
Van Rijn (1993) noted that there were consistent deficiencies that are common to all roughness 
predictors at the time: 
 None took the effect of temperature into account; 
 The effect of sediment discharge was not taken explicitly into account. 
Engelund and Fredsøe (1982) argued that a decrease in temperature may cause dunes to transition to a 
plane bed as the ratio of suspended load to bed load increases due to a decrease in the fall velocity. 
Camenen and Larson (2007) investigated friction relating to the “sediment fluid layer” in “sheet flow” 
(i.e. upper regime plane bed) conditions. While there is significant scatter in the data, they recommend 
the relationship by Wilson (1966) as being the most accurate available: 
 ݇௦ூூூ ൌ 5ߠܦହ଴ (7.20)
Alternatively, Ribberink, (1998) suggested: 
 ݇௦ூூூ ൌ ܦହ଴ሾ6ߠ െ 5ሿ (7.21)
Van Rijn (2007a) provided a comprehensive methodology for bed form and roughness calculation in 
a variety of conditions (tides, coastal seas with waves). He broadly assumes hydraulically rough flow, 
which is inconsistent with the findings of Julien and Raslan for the upper regime flat bed (Julien and 
Raslan, 1998) who noted that flow is commonly transitionally rough in this regime. In this instance, 
van Rijn considered that the upper regime occurs for Froude numbers greater than 0.8 and shields 
parameters greater than 1.0. 
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Van Rijn (2007a) highlighted the notable variation of roughness based on Mississippi River Data (݇௦= 
0.5 m at velocities of 0.5 m/s, to about 0.001 m at 2.0 m/s. Within van Rijn’s method, ripples are 
assumed to wash out for sheet flow conditions, and dunes wash out for very intense flow conditions, 
such as those present during the breaching being investigated here. In other words, the model 
proposed by Van Rijn reduces roughness to that attributed to grains in the presence of a strong 
unidirectional current. Van Rijn noted his combination of dune and ripple roughnesses to be partly 
intuitive, but asserted that they provide results of the correct order of magnitude. 
7.1.4 Other Considerations Specific to Breach Modelling 
7.1.4.1 Flow Regime 
Grant (1997) hypothesised on critical flow being a constraint for steep sand bed streams that 
otherwise have considerable freedom to adjust their boundaries. In such situations Grant noted, based 
on field observations, that the Froude number oscillates between 0.7 and 1.3 over periods of 20 to 30 
seconds as bed forms are created and then destroyed by the flow. This observation concurs with 
observations of coastal lagoon breaching during the present study and, by extension, derivation using 
principle of least action (Nanson and Huang, 2008) which indicates that near-critical conditions are 
normal for such a system. 
Within this flow regime, the roughness moves towards a minimum value (Nanson and Huang, 2008), 
therefore, the roughness should be adjusted downwards in a numerical model. In a similar line of 
argument, Tinkler (1997) indicated that assuming a critical flow condition for “well-known 
catastrophic flows” provides a very good estimate of the Manning’s ‘n’ values for these flows. 
By assuming that flow is critical (i.e. F = 1.0) and using the standard Manning’s equation, Tinkler 
proposed: 
 ݊ ൌ 0.22√ܵ√ݑయ  (7.22)
Based on a ‘vortex-drag’ approach (as opposed to ‘form drag’) for the dissipation of energy, Verbank 
(2008) demonstrated that the maximum possible velocity occurs when the water surface is in phase 
with the bed forms (i.e. for IPW’s) and that the resistance provided by IPW’s was less even than for 
the upper regime plane bed. Such conditions create low (suppressed) turbulence, high velocity 
conditions that are ideal for passing extreme river discharges. Verbanck indicated that IPW conditions 
occur between Froude numbers of 0.85 to 1.7. Verbanck argued that relationships based on form drag 
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(i.e. bed form dimensions) should not be used in this flow regime. Instead, the roughness should be 
related more to the flow conditions, or “the velocity with which parts of the fluid are separated from 
one another” 
Overall, Verbank noted that the flow regime is particularly efficient in moving both water and 
sediment downslope. Verbanck suggests that, for a shallow flow over alluvium: 
 ݊ ൌ ݄݉
଴.ଵ଺଻ܵ଴.ଶ
2ߨඥ݃  (7.23)
With m a “control factor” or “bed form index” that is set to 1 for in phase waves, corresponding to a 
first harmonic Strouhal number (1/2ߨሻ. 
Huybrechts et al. (Huybrechts et al., 2011a; Huybrechts et al., 2011b) furthered the study of 
Verbanck, reporting on significant flow resistance reductions with transition from the lower to upper 
regime, noting that the optimal m value of 1 can be reached for upper regime plane beds. A value of m 
= 1 is thus viable for upper regime flows and is considered more appropriate than using n ~ 0.01, 
which can be classically interpreted to mean the bed is “smoother than glass” (Chow, 1959). A value 
of 2.5 is appropriate for fully developed dunes. 
Huybrechts et al. (2011b) recast expressions presented by Verbanck to obtain the “Vortex Drag” 
resistance formulation: 
 ݑത ൌ 2ߨ ܵ
଴.ଷ
݉ ඨ
݃ߣ
2ߨ tanh
2ߨ݄
ߣ  (7.24)
where: 
ߣ ൌ bed	form	length	
When information about the bed form wavelength is unavailable (flat beds) the following alternative 
expression is provided: 
 ݑത ൌ 2ߨ ܵ
଴.ଷ
݉ ඥ݄݃ (7.25)
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Should the velocity and depth be known (as per a hydrodynamic model passing velocities through to a 
morphodynamic model), the slope can be estimated from the other parameters, although estimation 
based on the local slope is prone to error. 
Huybrechts et al. noted that the vortex-drag approach is the first to focus on in-phase wave 
configurations, as opposed to more traditional methods. These typically focussed on dimensions of 
lower regime bed forms (e.g. van Rijn (2007a)) or adopt two separate equations for the lower and 
upper regime flows (Brownlie, 1983; Engelund, 1977; Engelund and Hansen, 1967) 
The issue with lower regime flow friction relationships being applied to coastal lagoon breaching was 
identified by Aber and Downey (1989), who highlighted that the traditional sediment transport and 
friction relationships were not derived with such intense flow conditions in mind.  
Bagnold (1966) indicated that transport efficiencies decreased with increasing velocity, but hinted 
that, as flows became shallower, efficiency could increase when bed load depth was no longer 
negligible compared to water depth. Bagnold then proceeded to discard these “inadequate depths” 
from the data of Gilbert (1914) citing poor experimental design resulting in “unnaturally high Froude 
numbers”. These flows may be rare in the context of more typical flow conditions, but the evidence 
discussed in this chapter indicates that they are important to modelling peak flood conditions and for 
the present study on breaching. 
Huybrechts et al (2011b) adopted relationships for the transition from lower to upper regime based on 
the findings of Wang and White (1993) resulting in the upper regime being reached when: 
ܩ∗ ൌ ܨ∗ଶܨ∗ ൏ 1 
where: 
ܨ∗ ൌ ௨ഥඥ௚஽ఱబ (the particle Froude number) 
ܨ∗ଶ ൌ 2.8 ቀ ௛஽ఱబቁ
଴.ଷ 	 ௛஽ఱబ ൏ 15000  
  (7.26)
Huybrechts et al (2011a) provided a full set of equations enabling determination of the alluvial 
resistance based on the calculated particle Froude number and a series of “boundary” particle Froude 
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numbers which represent different bed configurations.  All boundaries values are calculated using an 
equation of the form: 
 
0.3
50
i i
hF k
d
    
  (7.27) 
The parameters used to calculate different boundary values, their associated ‘m’ values and bed 
configurations are presented in Table 7-1. Once the boundary particle Froude value is determined, the 
actual particle Froude value is calculated and linear interpolation used to determine the actual m value 
that applies.   From that m value, a corresponding Manning’s n value is calculated using Eq.  (7.23). 
 
Table 7-1 Values for Calculation of Control Factor ‘m’  
Huybrechts et al. (2011a)1 
i m Bed Configuration ki 
0 0.75 Chute and pool  5.5 
1 1.0 In phase waves, upper regime 4.17 
2 1.25 End of transition, beginning of upper regime 2.8 
3 1.75 End of lower regime, beginning of transition 1.85 
4 2.5 Dune regime 1.3 
5 3.0 Ripples and lower regime flat bed 1.0 
1These values and the equation provided are only valid when 100 < h/d50 < 15,000.  Alternative values are 
provided for higher values of h/d50 in the original manuscript. 
Wren et al. (Wren et al., 2005a; Wren et al., 2005b) studied velocity profiles and suspended-sediment 
concentrations over upper-regime plane beds and low-relief anti-dunes. Over low relief anti dunes, 
Wren et al. (2005b) found that the velocity profile and turbulence intensities agreed well with the law 
of the wall, although they found that the appropriate value of the Von Karman constant (ߢሻ was 0.44. 
They also found that the suspended sediment concentration profile deviated from the standard Rouse 
profile (Rouse, 1937) in the upper parts of the water column (higher than 0.3h), resulting in an error of 
some 10% in the calculated suspended sediment load. 
In comparison to a lower regime dune bed, they found that flows in the upper regime rapidly adjusted 
the bed configuration to a predictable equilibrium. Indicatively, to attain suspended load concentration 
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errors of less than 5% from the ultimate equilibrium took around 4.5 hours for dunes compared to 
0.25 hours for the upper regime plane bed. These times are somewhat indicative of the adjustment 
time for such bed forms.  
In comparison, Argus camera snapshots of a breach event at Wamberal Lagoon on 14th May, 2003, 
provided by Ian Turner from the University of New South Wales, indicate that the full cycle of 
progression, (flat bed →anti-dune growth → anti-dune breaking → flat bed) takes less than 5 minutes 
during breach conditions. 
Habibzadeh and Hossein (2009) studied the Darcy-Weisbach flow resistance in steady supercritical 
flows with uniform grain gravel beds (ܦହ଴ ൌ 2.8 െ 7.1 mm). They compared flows with a rigid bed 
and a mobile bed and found: "Sediment transport may increase the friction factor by up to 90% and 
60% in smooth and rough beds, respectively" for supercritical flows. The data considered Froude 
numbers between 1.6 and 8.0 and Reynolds numbers between 30 ൈ 10ଷ	and	80	 ൈ 10ଷ, indicating 
that most values were outside the critical-transcritical range of particular interest to the present study. 
Further, the grain sizes used were an order of magnitude larger than those of interest to the present 
study.  
Overall, they found that equations provided by Gao and Abrahams (2004), predicted the roughness 
increase resulting from suspended sediment load (݂’’’ሻ. Further, for rough beds and smaller grain 
sizes, ݂’’’ is significantly lower than for both smooth beds and larger grain sizes. 
Overall, the literature regarding flow resistance in upper regime flows does not present a clear 
consensus. Two methods have been selected for testing based on their attention to the upper regime 
flows and their relative computational simplicity. These are the methods of Karim (1995) and 
Huybrechts et al. (2011a). Methods which rely on the interim calculation of a roughness length from 
bed form heights were considered irrelevant for the main area of breaching being considered. 
7.1.4.2 Applicability of Available Sediment Transport Formulae 
Many researchers have questioned the validity of various sediment transport formulae for flows of 
breach intensity (Basco and Shin, 1999; Chinnarasri et al., 2004; Gordon, 1990; Visser, 1995). Morris 
et al. (2009b) highlighted that the available equations are typically based upon steady state 
equilibrium conditions that aren’t present during breach initiation and growth. They consider use of an 
equation based on the rate of soil erosion, in the form: 
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 ܧ ൌ ݇ௗܾሺ߬ െ ߬௖ሻ௔ (7.28)
where: 
ܧ ൌ erosion	rate	݉ଷ/݉ଶ/ݏ	
݇ௗ ൌ erodibility	coefficient		
ܽ	and	ܾ ൌ dimensionless	parameters 
This type of relationship was used for modelling erosion (neglecting deposition) in all simulations 
presented in Section 6.2, based on preliminary testing of a variety of sediment transport methods in 
Section 5.3. However, this approach provides irregular development of a breach of this intensity 
(Figure 6-19). While it may be appropriate for more intense breaches across anthropogenic structures 
(e.g. dikes and earthen dams) with steeper shoulder slopes, it is not reasonable to discount deposition 
processes, which significantly affect the longitudinal slope adjustment during a typical coastal lagoon 
breach.  Accordingly a deposition model is required for non-equilibrium conditions. 
The alternative sediment transport algorithms tested in Section 5.3 were selected based on the findings 
of others who have applied formulae to upper regime flows. A review of those findings and 
justification for the selection of the algorithms tested is provided below. 
Smart and Jaëggi (1983) undertook mobile bed tests on slopes ranging from 0.03 to 0.2. Combining 
the test results with those of Meyer-Peter and Müeller (1948), they proposed a sediment transport 
formula which was indicated to be better than the original formula of Meyer-Peter and Müeller for 
steep flows. The formula presented by Smart and Jaëggi was considered suitable for slopes between 
0.002 and 0.2. 
In 1986 and 1987, two tidal channels in the Eastern Scheldt estuary (the Netherlands) were artificially 
closed. Voogt et al.(1991) undertook full scale flume experiments, using fine sand (100 to 400 μm) to 
examine conditions during the final stages of the closure. Velocities of up to 2.7 m/s were 
investigated, with depths of 1.0 m. While none of the tests had supercritical flow, it appears that a 
number were likely to have Froude numbers exceeding 0.8 – 0.9. The formulae of Engelund and 
Hansen (1967), Ackers and White (1973) and van Rijn (1984c; 1984d) were tested against both the 
flume data and field measurements undertaken during the closure operation. 
Overall, they found that: 
HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND SENSITIVITY TESTING 170 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
 Engelund Hansen and Van Rijn relationships performed well; 
 Ackers and White tended to over predict transport rates; 
 Van Rijn’s relationships were less sensitive to the roughness values adopted, which were based 
on a flat bed roughness dominated by grain friction (ks=3D90). 
Interestingly, Aber and Downey (1989) found that the Ackers and White formulation performed 
reasonably in their calculations of the transport rates needed to reproduce coastal lagoon breakout 
processes, although they did not describe their calculations in detail. 
Yang and Wan (1991) examined the capabilities of a number of total bed load transport formulae 
within a variety of flow regimes. For a set of 302 data cases within the Froude number range of 0.5 to 
1.0, both the Engelund and Hansen (1967) and Yang (1973) equations were found to perform well. 
Yang’s equations were found to perform particularly well for very high Froude numbers (1.0 < Fr < 
4.0) and for field data. Engelund and Hansen’s equation was shown to over predict the measured 
transport rates for field conditions. 
Damgaard et al. (1997) undertook experiments in a large tilting duct with D50=0.2 mm sand and slope 
angles (both positive and negative). They found that, for steep ‘negative’ slopes (taken here to mean 
elevation decreasing in the direction of flow), a correction for slope was not enough to match 
measured data. Further, the influence of slope was noted to vanish at high shear stresses. 
Andrews (1998) compared the calculated sediment transport rates of a variety of available formulae 
against measurements from laboratory scale dam breach experiments. He found that the Engelund and 
Hansen (1967) and Smart and Jaëggi (1983) formulae performed poorly (rates were ~ an order of 
magnitude too low) whereas the Yang (1973) and Ackers-White (1973) relationships performed 
reasonably. 
Conversely, Tingsanchali and Chinnarasri (2001), who also compared the performance of a variety of 
formulae against flume based dam breach scale models, found that Smart and Jaëggi’s (1983) formula 
over predicted the transport rates and proposed modifications to those equations. 
However, the scale effects on breach erosion are significant, and it appears likely that there are no 
presently existing means to take this into account. Indeed, for field conditions, Yang and Wan (1991) 
found that Engelund and Hansen’s equation gave proportionally larger transport rates when compared 
to field scale measurements. The contrasting findings are not surprising, given that laboratory 
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conditions vary significantly from field conditions, and from each other, and scale is likely to play an 
important role. 
Following a study involving repeated surveys of gully erosion and subsequent analysis, Istanbulluoglu 
(2003) surmised that the use of alluvial bed load equations in intense flow scenarios may not be 
appropriate. It was also noted that, on steep slopes, the bed and suspended load are not easily 
separated and the equations derived using such data can be treated as total load equations. 
Visser (1995), assessed the applicability of available sediment transport formulae in the context of a 
dike breach. The formulae were compared to field and laboratory experiments involving Froude 
numbers between 2.8 and 4.1. Clearly these are beyond the range (~ 1.0) typical for the lagoon 
breaching being considered in this study. However, Visser found most of the formulae evaluated 
predicted transport rates that were two high. He advised that the relationships of Engelund and 
Hansen (1967) and van Rijn (van Rijn, 1984c; van Rijn, 1984d) could be reasonably applied for sub-
critical flows with high velocities. 
A number of sediment transport algorithms were subsequently selected for testing against the 
available coastal lagoon breach data (presented in Section 5.3) as follows: 
 Engelund and Hansen (1967): A number of researchers have found this algorithm to perform well 
over a variety of flow conditions. It is based on research which included a pioneering 
consideration of the differences between upper and lower regime. A number of other researchers 
have found it to perform well for high intensity flows conditions (Visser, 1995; Voogt et al., 
1991; Yang and Wan, 1991); 
 Smart and Jaëggi (1983): The data collected by Smart and Jaëggi specifically focussed on steep 
slopes, and high transport rates. Their algorithm extended the work of Meyer-Peter and Müeller 
(1948) from lower to higher flow regimes and was reported by them to perform better for these 
types of flows; 
 Van Rijn (1984c; 2007b): The method has been utilised extensively, particularly in the 
Netherlands, and its performance is well regarded. It is applicable over a range of flow regimes 
and a reasonable ability in high velocity and steep flows has been reported by a number of 
researchers (Visser, 1995; Voogt et al., 1991)  
 Neilsen (1992): Also extended the Meyer Peter and Müeller relationship, this time using the data 
for higher intensity transport situations (Gilbert, 1914; Wilson, 1966). The correlation presented 
by Neilsen shows a superior fit to these other data sets, although that of Meyer-Peter and Müeller 
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(1948) is still reasonable. Neilsen highlighted that the high shear stress data of Wilson involved 
sediments with D = 0.7 mm, implying that suspended load did not contribute significantly to the 
transport rates. This means that it could be less applicable to intense flows on fine-medium sands; 
 Erosion Rate Formulation: Following the promptings of Morris et al. (2009b), a method based on 
soil erosion or pickup rates has been derived and applied. This has been based purely on the 
assumption of an infinite capacity to retain sediment (i.e. a ‘clear water’ assumption).  
Overall, the literature presents conflicting conclusions regarding the applicability of various sediment 
transport methodologies, and clear direction is not apparent. The erosion rate formulation was able to 
achieve the theoretically required transport rates, but was found deficient with regard to the pattern of 
spatial development (refer Figure 6-19). 
However, the two ‘equilibrium’ methods which seem to be assessed most positively in the literature 
are those of van Rijn and Engelund and Hansen. The preliminary calculations presented in Section 5.3 
also support this, although the method of van Rijn appears to perform markedly better for the coastal 
lagoon breach situation, even though the conceptual separation of bed and suspended load in this flow 
regime has been brought into question by a number of researchers. It is beyond the scope of this study 
to examine each sediment transport routine in detail, and the study has therefore proceeded with the 
uniform adoption of van Rijn’s methodology. Supplementary testing has found that, in the main 
breach area, bed load calculated using van Rijn’s methodology tends to account for between 2 3ൗ  and ¾ 
of the total transport. 
7.1.4.3 Early Breach Flow Conditions 
During a natural breach event, the initial stages of the flow represent a particular challenge. Gordon 
(1981) describes: 
“Initially, a thin sheet of water develops over a wide area of the near-level 
bar crest. Concentration of the flow at one location rapidly develops as the 
threshold of sediment movement is exceeded and a channel is formed” 
In originally deriving his sediment transport relationships, Bagnold (1966) evaluated his “bedload 
efficiency factor” considering that the thickness of the bed load layer (the “moving carpet”) was 
negligible in comparison to the flow depth. However, for shallow, rapid flows, this assumption is 
violated and Bagnold argues that the efficiency approaches 1.0 (as opposed to 1/3). In other words, 
the sediment transport rates at low depths could be up to three times more efficient than at more 
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‘normal’ flows. It is likely that this consideration is of particular importance during initial stages of 
the breach, particularly if the breach is natural and no pilot channel has been excavated across the 
barrier.  
A number of later researchers have concluded similarly. In the derivation of a formula to properly 
represent transport during a sand dike breach, Visser (1995) asserted that, for a situation dominated by 
erosion, a power gradient in the flow direction does not reduce the work done by the fluid (an 
assumption intrinsic in Bagnold’s derivations). Accordingly, for high Froude number flow regimes 
the sediment transport is increased.  
In a study involving repeated surveys of gully erosion, Istanbulluoglu (2003) attempted to relate 
sediment transport in this intense flow scenario to the surveyed removal of soil mass caused by rain 
storms. Although there was uncertainty with the survey data, it was concluded that a shear stress 
exponent of 3.0 may be more applicable than the typically adopted 1.5 in these types of intense flows 
(e.g. Meyer-Peter and Müeller equation is commonly expressed as Φ ൌ 8 ൈ ሺߠ െ ߠ௖௥ሻଵ.ହ). 
Interestingly, Engelund and Hansen (1967) also considered that an exponent of 3.0 is more applicable 
for high intensity transport, when suspended load dominates, whereas their more commonly applied 
relationship adopts an exponent of 2.0, considered by Engelund and Hansen to be more applicable 
when bed load dominates. 
Abrahams et al. (1989) noted that overland flow in interrill areas was often modelled using a Du Boys 
(1879) type relationship, to calculate detachment rates, based on excess shear stress (i.e. form similar 
to Equation (7.28). The approach is justified where the transport capacity of the overland flow is 
much greater than the actual load, implying that erosion will always be governed by detachment rates. 
Within this type of relationship, Abrahams et al. (1989) noted that the exponent to which excess shear 
stress is raised, varied in practice between 1.0 and 3.0, and underestimation of transport using 
conventional approaches was common.  
Abrahams et al. (1998) and Atkinson et al (2000) highlighted that the partitioning of shear stress was 
another possible reason for errors in the prediction of sediment transport by overland flows. They 
argued that grain related shear stress is not suitable for calculating the sediment transport capacity in 
shallow overland flows because turbulent eddies dissipate energy close to the bed, interacting with the 
bed and enhancing sediment transport. Conversely, in the deeper flow conditions under which 
sediment transport relationships are derived, the eddies representing ‘form losses’ interact less with 
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the bed. They argue for relationships based on excess flow power and flow depth, which don’t rely on 
shear stress partitioning for the calculation of overland flow transport rates.  
Abrahams, (2003) also argued that when the flow becomes sufficiently powerful to become a ‘sheet 
flow’ the efficiency of bed load transport increases dramatically, by a factor of around ~5. The 
analyses provided by Abrahams are supported by comparison to available sheet flow data.  
Some swash zone related transport research was also reviewed to examine potential similarities 
between breach transport and these types of flows (Nielsen, 2002; Raubenheimer, 2002; 
Raubenheimer et al., 2004). Transport in this type of flow, however, is complicated by different 
driving mechanisms and the unsteady influence of pressure gradients arising from collapsing bores, 
and infiltration into the beach face. 
Regardless, the research indicates strongly that sediment transport rates are disproportionately high 
for steep, shallow and intense flows, when compared to the rates calculated by the standard 
application of available sediment transport algorithms. However, a clear indication of the physical 
reasons for this does not appear to have been identified. Presently, it seems that judicious scaling of 
sediment transport rates can be justified as the shallowness, flow rate or steepness increase, although 
no guidance seems available as to how this scaling might vary with changing conditions. 
7.1.4.4 Non Equilibrium Transport Conditions 
The high flow and sediment transport rates result in some issues for sediment transport and 
morphological modelling. Firstly, it is commonly held that the sediment in suspension at a given 
location and time is unlikely to be in ‘equilibrium’ with the local flow conditions (Buttolph et al., 
2006; Nielsen, 1992; van Rijn, 1984a). However, a number of research efforts have indicated that, for 
intense dam breach type flows, transport rates are either closely related to, or can be reasonably 
predicted from the local flow conditions (Pontillo et al., 2010; Rosatti and Fraccarollo, 2006). The 
issue is one worthy of consideration and testing. 
Visser (1998) used the adaptation length approach simplified from that proposed by Galappatti (1983) 
and of the form: 
 ܮ௔ ൌ ߦ ݑത݄߱ cos ߚ (7.29)
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where: 
ξ ൌ Empirical	constant, Visser	adopted	1.0	for	intense	dike	breaching.	
ߚ ൌ Local	Bed	slope 
 
The approach was further adopted by Tuan (2007), who assumed that cos ߚ ൌ 1.0. 
Another approach is based on the calculation and balance of rates of erosion (based on a pickup 
function) and deposition. (based on the fall velocity). Approaches adopting this concept are described 
in a number of places (Engelund and Hansen, 1967; Lesser et al., 2004; Nielsen, 1992; Parker et al., 
2003; van Rijn, 1984a). 
Van Rijn(1984a) proposed the following formula 
 
ߝ
ߩ௦ඥሺݏ െ 1ሻ݃ܦ
ൌ 0.00033ܦ∗଴.ଷܶଵ.ହ (7.30)
where: 
ߝ ൌ pickup	rate	in	kg/mଶ/ݏ 
 
Damgaard et al (1997) examined the impact of slopes on the pickup rate. Overall, they found that 
their experimentally determined pickup rates were around 50% higher than those of van Rijn and 
hinted that experimental setup or procedure were likely causes. However, they demonstrate a clear 
trend with pickup rates increasing by around a factor of 2 as the downward slope increases from 
horizontal to around 30 degrees. 
Deposition rates are determined on the basis of settling velocities. James et al. (2010) recommend 
adoption of the relationship in Cheng (1997), a probability of deposition following a Gaussian 
distribution and the concentration of sediment in the water column: 
 ܴ஽ ൌ ௦ܲݓܥ௦ (7.31)
where: 
ܴௗ ൌ Rate	of	Deposition	
௦ܲ ൌ Probability	of	Settling	
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ܥ௦ ൌ Concentration	of	Sediment		
ݓ ൌ 	 ߥ݀ ቀඥ25 ൅ 1.2ܦ∗ଶ െ 5ቁ
ଷ
ଶ	
Cheng’s relationship is based on observations of real sediments. Alternatively, Soulsby (1997) 
provided the following relationship for fall velocity, modified for the effects of hindered settling: 
 ݓ ൌ	 ߥ݀ ൜ሺ10.36
ଶ ൅ 1.049ሺ1 െ ܥ௦ሻସ.଻ܦ∗ଷሻ
ଵ
ଶ െ 10.36ൠ (7.32)
More rigorous account for the hindered settling effect can also be made (Camenen and Larson, 2007). 
7.1.4.5 Model Stability and Accuracy 
In areas where the flow exhibits significant spatial variation, rapid changes in transporting capacity 
can cause non-physical variations in bed level changes, which would otherwise be naturally smoothed 
by turbulent processes that aren’t well represented at the ‘grid scale’ adopted for the model being used 
in this study (i.e. ~ 1.0 m). 
Various strategies exist to combat these issues. Firstly, the concept of avalanching, commonly applied 
to collapse the side walls of breach channels (refer Section 6), can also be applied to prevent the 
development of too steep underwater slopes which may form in areas of strong deposition (i.e. 
downstream of hydraulic jumps). An avalanche flux can be applied to correct over steepness (Apsley 
and Stansby, 2008; Buttolph et al., 2006; Jerolmack, 2006), noting that avalanching would naturally 
act to limit the slope. Further, the elevation field can be smoothed by filtering or addition of diffusive 
terms (Jerolmack, 2006; Tuan, 2007). 
In the case of a hydraulic jump, avalanching does not accurately reflect the processes that actually 
occur. In reality, at the transition location the velocity profile is substantially modified, with 
maximum velocities occurring closer to the bed, rather than higher in the water column.  
In a one-dimensional treatment of coastal breaching, Tuan (2007) adopted a number of strategies, 
including the filtering procedure referred to above. Firstly, Tuan introduced additional turbulence 
effects into the equations for fluid motion, effectively dissipating the energy loss over a length of 
around 4.0 times the hydraulic jump determined from empirical relationships. Frenette and Munteanu 
(2005) also described the addition of a “jump momentum flux” term in the hydrodynamic momentum 
equations, with that term only activated in the vicinity of a hydraulic jump. 
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Tuan also enhanced the calculated shear stresses in the vicinity of the hydraulic jump, to account for 
the modified velocity profile. Further, Tuan ‘smoothed’ the transport rate in the vicinity of the 
hydraulic jump, using the length scale of Galappatti (1983) to determine the relevant extent of 
smoothing. 
Interestingly, Tuan notes that his study “disregards undular jumps (waves) i.e. Froude number less 
than 2.0 “because of their irrelevance to the breach sediment transport”. The present study has found 
that, for the coastal systems studied herein, the undular jump is of particular relevance during 
breaching by an overtopping flow. Tuan asserts that undular flows can be modelled using the shallow 
water equations. 
The adequacy of the shallow water equations also requires scrutiny. In a one dimensional model of 
dike erosion, Pontillo et al. (2010) indicated that inaccuracies are likely to result from the small flow 
depths during initial overtopping and at the crest (resulting in under prediction of sediment transport 
rates) and streamline curvature (wherein the SWE underestimates flow velocities close to the bed, 
invalidating the hydrostatic pressure and uniform velocity assumptions). 
Interestingly, Pontillo et al. attempted to correct for curvature effects and noted minimal effect on the 
model results. Further, they are surprised that the classical SWE approach “reproduced the gradual 
morphological processes quite well”, although they argue against its use due to a perceived 
inadequacy for describing rapidly varied flows. Aside from these recognised limitations, the present 
study has adopted the SWE as a reasonable model for coastal breach flows and, as expected, 
reasonable results have been obtained. The present study has attempted to apply the shallow water 
equations for a flow which is less intense and variable than that considered by Pontillo et al. (2010), 
and should be able to reproduce the morphological processes at least as well as Pontillo et al. 
7.2 Numerical Testing 
7.2.1 Introduction 
The aim of this section is to improve the morphological model beyond that presented in Chapter 6. 
The following steps have been followed, taking lead from the perceived deficiencies (e.g. poor spatial 
representation in Figure 6-19) and the findings of the literature review presented in Section 7.1: 
1. Most importantly, a revised bed update scheme, which incorporates processes of both pickup and 
deposition and rigorously conserves bed mass, was developed to address the issue of simulated 
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erosion being too intense at the downstream end. A description and results are presented in 
Section 7.2.2. 
2. The effect of shallow flows on sediment transport, and special considerations relating to sediment 
transport in super critical flows are addressed with a description and results presented in Section 
7.2.3. 
3. Accepting that the system tends towards a more efficient passage of flow and a near critical flow 
condition, attempts have been made to correct for this by modifying the Manning’s ‘n’ values, 
upon which TUFLOW’s hydrodynamic calculation is based. Methods presented by Karim (1995) 
and Huybrechts et al. (2011a) have been selected and applied. A description and results are 
presented in Section 7.2.4. 
As noted earlier, the sediment transport relationship proposed by van Rijn for unidirectional currents 
has been applied uniformly in this section. In addition, all testing has adopted the side erosion model 
outlined in 6.2.4, which relates the lateral expansion rate to the excess shear stress acting on a vertical 
wall of sand, and tracks the proportion of that cell which is ‘open’ to flow through book keeping in a 
sub grid model. This approach was found in Chapter 6 to be a reasonable balance between 
representation of the physical processes without undue complexity and reliance on geotechnical 
parameters that aren’t generally available.  
The approach in sections 7.2.2 through 7.2.4 has been to examine the sensitivity of the model 
performance to the parameters introduced by each section, using the Tabourie and Wamberal models 
presented in Chapter 4. As each modification is introduced, the best performing set of parameters 
from the previous section is adopted as the ‘base’ case for comparison. The aim is to achieve a feel for 
a set of reasonable parameters that produces a good performance for both test events and an 
understanding of the model’s sensitivity. Section 7.3 utilises the findings of Section 7.2 to concentrate 
more on calibrating the model for Tabourie Lake and it is those calibrated parameters that are used for 
scenario testing with the Tabourie Lake model in Chapter 9. 
7.2.2 Improved Bed Updating 
A more robust bed update scheme was required to incorporate the balance of sediment, and the effects 
of sediment pick up and deposition. Prior to this project, the bed update scheme within the 
morphological software updated here was based on a simple mass balance of sand transported in and 
out of the four sides of each morphologically active cell. Where flow was accelerating, it was 
HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND SENSITIVITY TESTING 179 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
assumed that the suspended sediment concentration was in equilibrium with the flow. However, 
where flow was decelerating, non-equilibrium conditions were allowed.  
Whether flow was decelerating was determined by splitting the flow into the two component 
orthogonal directions and considering processes in the cell in two dimensions. The degree to which 
suspended sand settled in a decelerating flow was based on a formula derived from Eysink & 
Vermaas (1983), who presented a method for calculating the sedimentation rate in a dredged channel.  
The simple mass balance scheme previously adopted in the module was shown to generate spurious, 
oscillations in the bed for some simple cases (Jenkins, 2009) consistent with previous findings 
generally for bed update schemes (Callaghan et al., 2006; Johnson and Zyserman, 2002). One 
available option for stabilisation is to apply a bed filtering algorithm (Basco and Shin, 1999; Tuan, 
2007), although this needs to be applied judiciously to avoid excessive diffusion. One means of 
judicious application involves selective, weighted filtering, whereby the more active regions are 
treated more intensively, such as in the ‘post-solution filtering’ proposed by Johnson and Zyserman 
(2002).  
Ultimately, a scheme involving the upwinding of sediment transport rates, following the example of 
Lesser et al. (2004) has been adopted. Through the simulations and supplementary testing undertaken 
during this project, the approach has been found to be very stable and not overly diffusive. Further, 
the numerical oscillations are suppressed providing that the bed update is performed at a reasonable 
interval. For the breach condition, various trials have shown that a robust solution results from a 0.25 
second hydrodynamic time step, with the bed updated every 30 hydrodynamic time steps (i.e. once 
every 7.5 seconds). These parameters have been adopted for all simulations presented within this 
chapter, unless otherwise noted. 
Essentially, a bed update scheme solves the Exner Equation, which is a statement of sediment 
conservation in a control volume (Callaghan et al., 2006; Johnson and Zyserman, 2002). In two 
dimensions, the equation reads: 
	 ߲ܯ߲ݐ ൅
߲ܨ௨
߲ݔ ൅
߲ܨ௏
߲ݕ ൌ 0 ሺ7.33ሻ
where:  
ܨ௨ ൌ Sediment	Transport	Rate	in	ݑ	direction;	
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ܨ௩ ൌ Sediment	Transport	Rate	in	ݒ	direction;	
ܯ ൌ Mass	of	Sediment	in	Bed	
The scheme adopted herein assumes that the time-derivative term comprises a pickup and deposition 
term, determined on the basis of local flow conditions, and the concentration of sediment within the 
flow entering the cell. The following steps are undertaken: 
1. The ‘equilibrium’ suspended and bed load sediment transport rates are calculated at the four faces 
of each TUFLOW cell; 
2. Bed load is considered to adjust immediately to flow conditions. The equilibrium bed load terms 
at each face are upwinded, adopting values calculated at the cell centres, and a simple mass 
balance is undertaken of bed load terms, resulting in a change in bed mass as per Equation (7.33)  
3. Pickup and Deposition are calculated at the cell centre and are assumed to occur at the interface 
between bed load and suspended load, defined by ‘a’ (the reference level) and ‘Ca’ its 
corresponding concentration (van Rijn, 1984d). The pickup rate is calculated first and is assumed 
to equal the deposition rate at equilibrium, calculated by multiplying the equilibrium near bed 
concentration by the fall velocity ( )a sC  , wherein the fall velocity is calculated using Equation 
(7.32) 
4 Non equilibrium suspended sediment transport rates are calculated using a alternating direction 
sweep algorithm as follows:  
(a) The first sweep progresses along each row from left to right (along values of increasing 
‘i’), and column from the bottom to the top (along values of increasing ‘j’). The algorithm 
proceeds, always knowing the value of any incoming non-equilibrium sediment transport 
rate at the left (i-½) and bottom (j-½) faces of the cells; 
(b) As the calculation passes through the cell, it compares the left (bottom) non-equilibrium 
suspended load flux with the right (top) equilibrium suspended load flux. If both values 
are in a positive direction then a cell centred deposition rate is calculated. The cell centred 
deposition is calculated using the upwinded non-equilibrium suspended sediment 
concentration and the pre calculated fall velocity in the centre of the cell in question.  
(c) Based on these calculations, a downwind suspended load is calculated using i) The 
incoming suspended load, ii) the deposition rate corresponding to this direction (i or j) and 
iii) the relevant proportion of the cell centred pickup rate, which is directionally 
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decomposed on the basis of cell centred equilibrium transport rates. The balance of these 
components provides the downwind, non-equilibrium, suspended transport rate. Ancillary 
checks are also made to ensure that the calculation does not cause an ‘overshoot’ or 
‘undershoot’ of the downwind equilibrium suspended sediment flux. 
(d) The second sweep progresses in the opposite direction, treating suspended load fluxes 
which are in a ‘negative’ direction. During the second sweep, cells where fluxes on 
opposite faces are also in opposing directions are also treated. Suspended transport loads 
at those faces are considered to be in equilibrium. 
(e) At this stage, the change in bed elevation is calculated by simple book keeping, involving 
the summation of fluxes, to obtain the final value of the time derivative in Equation (7.33)  
Notably, the process outlined above does not provide a parameter which enables for adjustment to 
account for the rate at which the suspended transport flux adjusts to the flow. This is common in other 
models (Galappatti and Vreugdenhil, 1985; Tuan, 2007; Visser, 1998; Wu, 2007). However, while the 
downstream deposition patterns were not surveyed during the field data collection at Tabourie Lake, 
the algorithm outlined above does qualitatively match the scale and temporal development of 
nearshore deposition as witnessed. Further testing of this aspect of the model was set aside. 
A series of simulations with the improved bed update scheme were executed using a truncated model 
representing key characteristics of the Wamberal Breach event. That model enable much quicker 
testing than the full scale models tested below. A variety of parameters were tested to assess the 
ranges which were most likely to achieve the required behaviour in the Wamberal simulation, noting 
that this simulation was the one which had the most difficulty with the “excess shear formulation” 
treatment of the bed 
Promising results were achieved, using the parameters outlined in Table 7-2. 
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Table 7-2 Parameters Adopted for Simulations with Improved Bed Update Scheme 
Parameter Adopted  
(values in brackets apply for 
Tabourie Model) 
Manning’s ‘n’ 0.022 
D50 0.41 mm (0.35 mm) 
D90 0.61 mm (0.55mm) 
Roughness Length (for shear stress 
calculations) 
0.1 m 
Side Erosion Coefficient1 1.0×10-4 
Side Erosion Exponent 1.0 
Side Wall Shear Stress Reduction Factor 0.75 
Hydrodynamic Time Step 0.25s 
Morphological Time Step 7.5s 
Underwater Slumping Slope 1 in 10 
1 actually varies with Wamberal and Tabourie simulations as documented (2.5×10-5, 5.0×10-5 or 1.0×10-4). 
Preliminary testing was subsequently undertaken with both the Wamberal and Tabourie models, using 
the parameters from Table 7-2. For comparison, three different side erosion coefficients (utilising the 
algorithm presented in Section 6.2.4) have been trialled. The performance against measured data is 
provided in Appendix D1 (Tabourie Lake) and Appendix D2 (Wamberal Lagoon). In addition, a 
spatial comparison of the channel evolution is provided in Figure 7-3 (Tabourie Lake) and Figure 7-4 
(Wamberal Lagoon).  
The spatial development can be seen to be an immediate improvement on the results presented in 
Chapter 6. For Tabourie, the eroded depth appears excessive, although there is uncertainty regarding 
the elevations surveyed in the centre of the channel, and it is likely that interpolation of the survey 
data has resulted in an underestimate of the breach depths, possibly by up to 50% (Section 4.3.3.2). 
When compared to the surveyed erosion pattern, the overeall width development seems more 
appropriate in the simulation using a kd value of 1.0×10-4, although there is a still a tendency for 
excessive widening at the downstream end of the channel.  
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Appendix D1 indicates that the development of volumetric erosion and breach area are promising, 
however the fall of water levels is responding too slowly. The depth values continued to increase after 
the DEM calculations based on interpolated survey data indicated that it had flattened out. This may 
not necessarily be an issue given the fact that reliable bed elevations in the centre of the channel were 
not available after a couple of hours into the breach. 
Overall, the main deficiencies with the Tabourie simulation were seen to be: 
1. Too much widening at the downstream end (i.e ‘flaring’); 
2. Current velocities were around 20% too low; and 
3. Water levels falling too slowly. 
It was surmised that much of the issue was still related to too much erosion at the downstream end 
and not enough at the upstream end, particularly during the early stages of the breach. 
For Wamberal, the eroded depth also appears excessive, although the issues with survey in the centre 
of the channel are also applicable to this data set. When compared to the surveyed erosion pattern, the 
overeall width development seems more appropriate in the simulation using a kd value of 1.0 × 10-4, 
although, similarly to the Tabourie Lake results, there is a tendency for excessive widening at the 
downstream end of the channel.  
For Wamberal, inspection of results for the simulation which adopted a kd value of 2.5× 10-5 showed 
that values of 0.0 had been written to all files after 17:30. The reasons for this were not investigated, 
as the results already showed how the system was developing, relative to the other simulations, and 
that the simulation with kd = 1.0 × 10-4 was superior.  
Appendix D2 indicates that the development of volumetric erosion is significantly higher than 
measured and the breach area results look promising, particularly for the 1.0× 10-4 simulation. In the 
Wamberal case, the fall of water levels is too rapid. The volume, depth and area values all plateau 
after a few hour, and it is considered that this is due to the combined effects of relatively rapid 
emptying of the lagoon, and the fact that the Wamberal Breach happens later in the tide, and the ocean 
tide is beginning to rise from a few hours into the simulation.  
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Figure 7-3 Improved Bed Updating, Spatial Plots, Tabourie Lake 
These Show the modelled and measured bed evolution pattern at time 17:30 
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Figure 7-4 Improved Bed Updating, Spatial Plots, Wamberal Lagoon 
These Show the modelled and measured bed evolution pattern around 4 hours after 
breaching (~17:40) 
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Overall, the main deficiencies with the Wamberal simulation were seen to be: 
1. Excessive deepening and water levels falling too sharply; and 
2. Too much widening at the downstream end (i.e ‘flaring’). 
Overall, the best results for adoption as the base simulation for the next set of simulations was 
considered to be that which adopted a value of kd = 1.0 × 10-4. 
7.2.3 Handling Shallow, Rapid Flows 
The patterns of evolution and the resulting comparison against measured data arising from the 
improved bed update scheme showed promising improvements to the model results. However, the 
following were generally noted from the simulations arising from both sites 
1. The downstream ends of the channels still tended to widen much too rapidly, particularly towards 
the end of the simulations; 
2. The upstream end of the channel was still not opening enough at Tabourie to enable flow to enter 
the channel; this constrained the ability of the channel to drain the water body at an appropriate 
rate. 
These were similar issues to those experienced with the excess shear formulation applied earlier, 
although they were much less pronounced. After close inspection of the model results, it appeared that 
excessively supercritical flows (i.e. Fr >> 2.0) were contributing to excessive widening at the 
downstream end of the channel. It is known from literature that the Froude number within the channel 
tends to remain much closer to 1.0. The types of shallow, critical flows that the model predicted were 
more akin to the flows that would be expected over a fixed bed spillway. In reality, the bed deforms to 
moderate the Froude number. Two strategies have been adopted to address the excess widening: 
 Modification of the roughness within the hydrodynamic model (which is discussed in 
Section 7.2.4); and 
 Adjusting the flow parameters fed into the sediment transport algorithm such that they 
retain the unit flow rate, but represent a target Froude number (discussed here). 
From field measurements, it is clear that the system (bed forms and flow) adjusts within a few 
minutes to a near critical flow condition during the most intense part of the breach. However, the 
mechanics of interaction between upper regime bed forms and flow are not well enough understood to 
include directly into the model. By assuming that the flow to the inlet of the channel throat is not 
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influenced by conditions inside the throat, we can assume that the total flow rate (and unit flow rate) 
through the channel, as simulated by the hydrodynamic model is approximately correct, even if the 
Froude number predicted by the hydrodynamics is too high. Therefore, it seems reasonable to modify 
the flow depth and velocity provided to the sediment transport algorithm, making it different than the 
Froude number calculated by the hydraulic model. In this way, the Froude number used in the 
sediment transport algorithm can be kept within reasonable bounds that better match both what is 
observed in the field, and the conditions against which the sediment transport algorithms have been 
calibrated during their original development. 
A target Froude number adjustment procedure was tested, using the adjustment illustrated on Figure 
7-5. It requires the input of three parameters: 
 ܨݎ௅,	A lower hydrodynamic Froude number below which the flow parameters aren’t adjusted 
when used in the sediment transport routines 
 ܨݎெ,	The maximum value that the adjusted Froude number can take; 
 ܨݎ௎,	An upper hydrodynamic Froude number, above which the adjusted Froude number will 
be constant at ܨݎெ. 
 
Figure 7-5 Froude Limited Transport Adjustment 
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Figure 7-6 demonstrates the operation of the Froude Limiting Algorithm.  For clarity, the results are 
taken from a test model which was based on the characteristics of Wamberal Lagoon and adopted the 
“moderate Impact” parameters from Table 7-3. 
The top pane shows the velocity vectors, with length scaled to velocity magnitude (one grid cell width 
= 2.0 m/s), overlain on the Froude number calculated by the hydraulic model.  The second pane 
shows the percentage increase in depth and the bottom pane the percentage decrease in velocity 
magnitude.  The bottom two panes show that the unit flow rate is conserved (i.e. the patterns are 
identical).   Overall, the patterns of adjustment show a decrease in velocity and commensurate 
increase in depth where Froude number are high.  There is a general increase in velocities in the 
downstream direction (towards the right and top of the frames), and the algorithm works to retard the 
increase in velocities as fed to the morphological model (which magnifies an increase in sediment 
transport rates)  
Following determination of the appropriate adjusted Froude number, the flow depth and velocity 
adopted by the sediment transport routines are adjusted to achieve that Froude number while 
maintaining the same unit flow rate. 
Three simulations were executed for both the Tabourie and Wamberal breach events adopting a side 
shear erosion value (kd) of 1 × 10-4 for the reasons discussed above. A lower Froude limit of 0.844 
was adopted as a lower limit, above which IPW are known to occur (Kennedy, 1963) and it is 
reasoned that these bed forms are the mechanism whereby the Froude number is moderated. The other 
values were modified to represent a variety of potentially applicable ranges for the algorithm, bearing 
in mind that Froude numbers that are significantly greater than 1.0 are not expected. The adopted 
parameters for the simulations are listed in Table 7-3. 
Table 7-3 Froude Limited Transport Simulation Parameters 
Simulation ࡲ࢘ࡸ, ࡲ࢘ࢁ ࡲ࢘ࡹ 
Low Impact 0.844 2.5 1.6 
Moderate Impact 0.844 2.0 1.2 
High Impact 0.844 1.5 1.0 
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Figure 7-6 Impact of Froude Limiting Algorithm 
 
 
   
HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND SENSITIVITY TESTING 190 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
The performance against measured data is provided in Appendix D3 (Tabourie Lake) and Appendix 
D4 (Wamberal Lagoon). In addition, a spatial comparison of the channel evolution is provided in 
Figure 7-7 (Tabourie Lake) and Figure 7-8 (Wamberal Lagoon) 
For Tabourie, the imposition of froude limited transport reduces the depth of the main breach channel. 
However, the impact on the ‘flaring’ of the downstream end has been the reverse of what was hoped. 
It appears that the reduction in depth has caused more of the flow entering the upstream end of the 
channel to spread towards the edges of the breach channel. 
Appendix D3 indicates that the froude limited transport tends to improve estimates of volume, eroded 
depth and breach area over the course of the model simulation, although the water levels in the lagoon 
take longer to fall.  
At this stage, it appeared that the water level issues were primarily related to the lack of opening at the 
upstream end of the breach channel, particularly at the start of the simulation. This issue is dealt with 
next. Alternatively, the roughness in the channel may be too high (i.e. n = 0.022). This is investigated 
in Section 7.2.4. 
For Wamberal, Figure 7-8 demonstrates that an increasing intensity of Froude limiting results in a 
shallowing and widening of the channel development patterns. Appendix D4 demonstrates that the 
eroded depth has been decreased significantly from that previously achieved with just the improved 
bed update scheme, while the increase in width is quite marginal. The ultimate eroded volume is 
improved, but the rate at which it develops is now too slow. The ultimate water levels are improved 
with an increasing degree of Froude limiting, although they tend to fall too rapidly. 
Considering both sets of simulations, the impact is beneficial in some regards, but detrimental in 
others. Overall, to reduce the excessive deepening, and the resultant rapid draining it was decided to 
retain a high degree of Froude limiting for the next set of runs, which aim to enhance transport for low 
depths, in order to encourage opening of the channel at the initial stages of the breach. 
Further testing concentrated on the issue of the upstream end (or ‘throat’) of the channel not widening 
rapidly enough during the initial stages of the simulation. This was seen as the more critical aspect 
which was leading to less water passing through the breach channel for the Tabourie model. While the 
majority of the breach action happens during the intense flows experienced during “Stage 2” (Gordon, 
1990), for a breach which starts with a relatively shallow ‘trickle’ of flow, sediment transport by these 
shallow flows is an important determinant of the timing for the breach channel opening. 
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Figure 7-7 Froude Limited Transport, Spatial Plots, Tabourie Lake 
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Figure 7-8 Froude Limited Transport, Spatial Plots, Wamberal Lagoon 
 
   
HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND SENSITIVITY TESTING 193 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
Interrogation of model results during the initial stages of the simulation highlighted that predicted 
flow depths at the upstream end of the Wamberal Breach channel were around 0.2 – 0.3 m, reducing 
to less than 0.1 m where the channel was steepest (i.e. as the flow traversed the beach face). As 
discussed in Section 7.1.4.3 a number of researchers have found that the efficiency of transport for 
this type of flow should be larger than that predicted by standard sediment transport formulae. Overall 
a scaling factor of around 5 could be expected for sheet flow conditions. 
The application of a variable sediment transport scaling factor has been tested here. It is assumed that 
transport becomes more efficient as the depth decreases. An algorithm has been developed to scale the 
transport (both bed and suspended load) and the nature of the scaling factor is illustrated in Figure 7-9. 
As inputs, three factors are required: 
 Dmaxadj: above this depth, ST rates aren’t scaled 
 EFmax: Maximum Value of the scaling factor EF 
 Dminadj: below this depth, ST rates are scaled by EFmax 
 
Figure 7-9 Enhanced Sediment Transport Scaling Factor Derivation 
With the enhancement factor (EF) determined as: 
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1.0, ݄ ൒ ܦ݉ܽݔ௔ௗ௝
 (7.34)
The form was selected to represent an asymptotically increasing effect (vis. proportion of depth) of 
roughness elements as the depth decreases, with the enhancement factor increasing more sharply for 
smaller depths. Appropriate bounding is included to ensure that the scaling factor remains physically 
reasonable, and the resultant numerical calculation remains controlled. 
Based on model results, and field inspections, an appropriate lower limit ܦ݉݅݊௔ௗ௝ was set at 0.02 m. 
Three simulations were executed for both the Tabourie and Wamberal breach events. Following from 
previous testing the following were adopted: (i) side shear erosion value (kd) of 1 × 10-4; (ii) A “high” 
level of Froude limiting. The adopted parameters for the simulations are listed in Table 7-4. The 
response of the calculated enhancement factor to the parameters adopted for each simulation is 
illustrated on Figure 7-10 
Table 7-4 Enhanced Sediment Transport Simulation Parameters 
Simulation ࡱࡲ࢓ࢇ࢞, ࡰ࢓࢏࢔ࢇࢊ࢐ ࡰ࢓ࢇ࢞ࢇࢊ࢐ 
Option 1 3 0.02 0.2 
Option 2 6 0.02 0.2 
Option 3 6 0.02 0.5 
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Figure 7-10 Enhancement Factor Response for Test Simulations 
The performance against measured data is provided in Appendix D5 (Tabourie Lake) and Appendix 
D6 (Wamberal Lagoon). In addition, a spatial comparison of the channel evolution is provided in 
Figure 7-11 (Tabourie Lake) and Figure 7-12 (Wamberal Lagoon). 
For Tabourie, it is clear that the enhanced sediment transport algorithm has an effect which opposes 
thte Froude transport limiting previously tested. However, by comparing with previous simulations, 
the two modifications combined have the effect of reducing the amount of ‘flaring’ at the downstream 
end of the channel, and this is particularly notable for Option 3, which applies the most intense 
sediment transport scaling.  
Appendix D5 provides comparison between the base simulation (incorporating “High” Froude 
limiting) and the three modelled options. Options 1 and 2 show only marginal differences to the base 
scenario. However, Option 3 does have impact, showing a larger volumetric erosion and active breach 
area, which represents slightly worse performance than for the base simulation. However, of 
particular promise is the shape of the curve representing the development of active brech area, a 
parameter that has been measured more reliably than volume (or depth) by the field survey.  
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In addition, the fall of water levels provided in Appendix D5 indicate that Option 3 also provides a 
much improved time for drainage of the water body, although it still notably lags the measured data. 
Overall, it appears that Option 3, which includes a scaling factor for sediment transport of up to 6.0, 
and begins scaling for depths below than 0.5 m, shows the most promise. 
For Wamberal, as for Tabourie, Option 3 appears to provide a better replication of the spatial depth 
width characteristics, and helps provide a limit on the amount of downstream flaring (Figure 7-12)  
Appendix D6 provides a comparison between the base simulation and the three options modelled. 
Similarly to Tabourie, it is only Option 3 which has significant impact. Again, there is an increase in 
volumetric erosion, driven primarily by an increase in the eroded depth, and an improvement in 
current speeds and the rate at which water levels fall. Of note is that Option 3, in the case of 
Wamberal, causes a slight decrease in the ultimate “active breach area” even though the initial 
development is slightly faster. A similar pattern is witnessed during the initial stages of erosion at 
Tabourie. 
Option 3 was subsequently adopted as the base scenario for Section 7.2.4. 
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Figure 7-11 Enhanced Shallow Transport, Spatial Plots, Tabourie Lake 
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Figure 7-12 Enhanced Shallow Transport, Spatial Plots, Wamberal Lagoon 
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7.2.4 Improvements Relating to Roughness 
The preceding sections have concentrated on modifying the calculated sediment transport rates. All 
simulations adopted a uniform Manning’s roughness value of 0.022. However, analysis presented in 
Section 5.1 indicates that, during the main period of breach activity, much lower Manning’s 
roughness values may be appropriate. 
The model simulations preceding those described in this section were undertaken in a semi-coupled 
fashion, whereby the hydrodynamics are resolved initially, and the resulting flow field is then used to 
calculate sediment flux rates prior to updating the bed elevations which are then fed back to the 
hydrodynamic model.  This “semi-coupling” of morphodynamics with hydraulics has been retained 
for the remainder of the study as full coupling, comprising simultaneous solution of the sediment 
conservation and hydrodynamic equations, slows the numerical solution substantially, and the 
benefits are uncertain (Faeh, 2007).   
However, a degree of coupling between flow roughness and morphodynamics has been introduced, 
effectively reducing the roughness at times and locations where an upper regime flow is operating.   
In the same manner that bed elevations are fed back to the hydrodynamic model, the updated flow 
roughness, returned as a revised Manning’s, is also provided by the morphodynamic model.  
In Section 7.1.3, available literature on the calculation of roughness and shear stress were examined. 
A variety of models for calculating the roughness were discussed. Herein, two models have been 
selected for testing based on (i) a purported applicability in the upper regime flows of importance to 
the breach process and (ii) relative simplicity for implementation within a numerical model. 
Two models were selected: 
 Karim (1995) as introduced in Section 7.1.3.  Karim’s method predicts a bed form ratio (Bed 
form height /depth) using a polynomial expression in the particle suspension number (u*/ws).  In 
Karim’s formulation, roughness (expressed as a Darcy friction factor) reduces to 1.20 times the 
roughness due to grain size only (at high and low suspension number).  The argument here is 
that there is a residual roughness related to sediment in the bed load layer, even if there are no 
bed forms; and 
 Huybrechts et al. (2011a) as introduced in Section 7.1.4.1.  The roughness value from 
Huybrecht’s method doesn’t rely on an interim calculation of the bed form dimensions.  Instead 
a “control factor” (m) is determined from the particle Froude number, and where that value sits 
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relative to five “boundary” values.  Where the value sits defines what the bed configuration is 
e.g. m = 0.75 indicates intense anti-dunes to chute & pool, m = 2 indicates the end of the 
transitional bed configuration and beginning of the upper regime. 
Ultimately, the method of Huybrechts et al. (2011a) results in slightly lower Manning’s ‘n’ values 
than the formulation of Karim (as low as ~ 0.011, c.f. around 0.013). 
At higher stage flows, such as where IPW bed forms occur, it appears that that the relationship 
between bed form dimension and roughness breaks down, as the flow surface conforms to the 
elevations of the bed.  
Within the testing that follows, the roughness was assumed to adjust immediately to the flow 
conditions. Field observations indicate that the upper regime bed forms actually take a few minutes to 
cycle through stages of growth, over steepening and destruction, and the assumption of immediate 
adjustment is considered reasonable in this case, given the time scale for the breach process. Bed 
forms in the lower regime can take much longer to adjust, but are of less importance to the key 
processes considered here.  
Simulations for both roughness models were executed for both the Tabourie and Wamberal breach 
events. For these simulations the following were adopted for the base scenario (i) side shear erosion 
value (kd) of 1 × 10-4; (ii) A “high” level of Froude limiting, (iii) ‘Option 3’ enhanced shallow 
transport (ܧܨ௠௔௫ ൌ 6.0, ܦ݉ܽݔ௔ௗ௝ ൌ 0.5). 
The performance against measured data is provided in Appendix D7 (Tabourie Lake) and Appendix 
D8 (Wamberal Lagoon). In addition, a spatial comparison of the channel evolution is provided in 
Figure 7-13 (Tabourie Lake) and Figure 7-14 (Wamberal Lagoon) 
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Figure 7-13 Impact of Roughness Models, Spatial Plots, Tabourie Lake 
T   
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Figure 7-14 Impact of Roughness Models, Spatial Plots, Wamberal Lagoon 
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The spatial plots for Tabourie indicate that both simulations cause the breach channel to erode deeper, 
and wider. Overall, the Huybrechts roughness model results in less flaring along the southern edge, 
but it also appears to be deeper. 
The pattern is reflected in results from Appendix D7. When compared to the base situation, both 
roughness models cause more erosion whether measured on the basis of volume, area or depth. The 
roughness models have drastically improved the water level response and it is particularly improved 
when the Huybrechts Model is applied. In addition, the current speed in the Tabourie Model is now 
replicating the values measured in the field. 
The outstanding issue with the Tabourie model is that now it apparently is widening too quickly, and 
this is examined further in Section 7.3 
The spatial plots for Wamberal indicate that an issue with flaring remains at the downstream end of 
the channel.  
In Appendix D8, however, it appears that the model is now deepening too much, and not widening 
enough. However, the Huybrechts model results in a significant improvement in the calculation of 
current speeds. 
7.2.5 Summary 
Overall, the testing and methods undertaken thus far have shown significant improvements: 
 The improved bed update scheme has significantly improved development of the shape of the 
predicted breach channel; 
 When combined, the addition of sediment transport enhancements, and Froude limited transport 
sediment transport, opening of the upstream end of the channel was enhanced, and the flaring 
present in the model was reduced (but not eliminated). These improvements, however are less 
important than those brought about by the improved bed update scheme and the roughness 
feedback; and 
 The feedback of roughness to TUFLOW, resulting in a lowering of hydraulic resistance for upper 
regime bed conditions has significantly improved the water level response and current velocity 
estimates produced by the model. 
Despite these improvements, a unifying set of appropriate parameters that can be applied for both 
Wamberal and Tabourie is elusive. Considering both models, a best estimate of parameters has 
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resulted in a situation where the Wamberal Model widens too slowly, and the Tabourie Model widens 
too quickly. 
While the preceding sections highlight the types of parameters that may be appropriate for the 
different algorithms included, no universal set of parameters can be recommended. 
Accordingly, there is still a need to calibrate each model. The remainder of this Thesis deals with the 
Tabourie Lake site, with Section 7.3 documenting a brief calibration effort for the Tabourie Model. 
Chapter 8 presents a separate piece of work dealing with the estimation of berm elevations fronting 
coastal lagoons, and Chapter 9 undertakes scenario testing with the calibrated model. 
7.3 Calibration of Tabourie Model 
The Huybrechts model, when applied to Tabourie Lake in Section 7.2.4, showed promising results. 
However the breach was apparently widening at too rapid a rate. The most critical factor for 
controlling this effect is the kd coefficient used in the side erosion algorithm. Considering results in 
Appendix D1, four values (5.0E-5, 2.5E-5, 1.25E-5 and 6.25E-6) were trialled to suppress the 
development of breach width and improve results. The status of these simulations at the end of 
monitoring is illustrated on Figure 7-15. Of these simulations, the one which appears to replicate the 
more reliable estimate of breach width growth is the simulation with kd = 5.0E-5. 
In addition to modification of the kd coefficient, three simulations were undertaken as further checks 
of the impact of the various enhancements developed and tested within both the present and previous 
chapter. The simulations all included the adoption of the Huybrechts roughness model and kd = 1.0 × 
10-4 but comprised: 
1. A simulation with shallow transport enhancement switched off; 
2. A simulation with both shallow enhancement and Froude limiting switched off; and 
3. A simulation with all shallow transport enhancement and Froude limiting switched on, but with 
an avalanching formulation adopted for the side slopes (1V:1H critical slope) instead of the 
excess shear stress model tested in Chapter 6.  
Figure 7-16 shows that none of these perform particularly well and the reasons for the enhancements 
are highlighted. The first simulation re-introduces the downstream flaring, the second results in 
excessive erosion, and the third does not widen quickly enough. These patterns are also evident in the 
results provided as Appendix D-10. 
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Figure 7-15 Performance of Various Side Shear Coefficients with all Enhancements 
at Tabourie 
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Figure 7-16 Performance of Various Enhancement Combinations at Tabourie 
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The full set of results for the varied kd simulations is presented in Appendix D9. However, for the 
purpose of discussion, the key results of breach area (Figure 7-17), breach depth (Figure 7-18), main 
lake water level (Figure 7-19) and current speed (Figure 7-20). It needs to be recognised that these 
four figures are referenced to Australian Eastern Daylight Time (AEDT) and not Australian Eastern 
Standard Time (AEST) as elsewhere presented. Further the ‘base’ scenario adopted kd of 1E-4. 
The breach area is the most accurate morphological measure that we have, as both the volume and 
depth are likely to be underestimated due to the inability to accurately survey the middle of the 
channel during the majority of the breach, combined with interpolation of the digital elevation models 
across the base of the channel. However, the results indicate an overall tendency to under predict areal 
development during the initial stages, particularly the first 1 – 1.5 hours, followed by a period of 
accelerated development and then flattening of the curve. Interestingly, the lack of early fit appears to 
stem from the first 15 minutes of the breach, and this will in part have been affected by the continued 
operation of the excavator during this period, as captured on video. However, it is estimated that the 
excavator would have removed no more than 50 m3 of sand during this period. Considering all 
factors, and discussion of the other parameters below, the best balance between minimising the lag in 
areal growth during the initial stages and not excessively over predicting the final area seems to occur 
somewhere around kd = 5E-5 and 2.5E-5. 
As noted above, there is some uncertainty with the representative eroded depth values, particularly as 
the breach event proceeds. Similarly to the areal development, Figure 7-18 demonstrates that the 
initial depth increase (i.e. first 15 minutes) is around 25% slower than the measured data indicates. 
Considering the curve for kd=5 × 10-5, if it were raised to account for the initial growth in depth, it 
appears that the match would be particularly good during the first few hours. Afterwards, however, 
the model tends to predict an ongoing cutting into the breach channel bed near its centre, as the tide 
level falls, which was not able to be captured by the field data collection. 
The Lake water level responds too slowly in the initial stages, although all four simulations trend 
towards the measured water level between 6 – 7 hours post breaching. The best results are obtained 
for larger kd values. Overall, the simulated water level tends to lag the measured values by at least 45 
minutes during the first five hours, although this only represents a difference in water level of around 
5-7 cm at any given time. Considering the results for area and depth, it appears likely that the initial 
erosion (during the first 15-30 minutes) is comparatively small and that this contributes to the 
observed lag. As noted before, this may be due to the ongoing excavation during this period.  
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Figure 7-17 Tabourie Calibration using Side Shear Coefficient: Breach Area 
 
Figure 7-18 Tabourie Calibration using Side Shear Coefficient: Active Eroded Depth 
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Figure 7-19 Tabourie Calibration using Side Shear Coefficient: Lake Water Level 
 
Figure 7-20 Tabourie Calibration using Side Shear Coefficient: Breach Flow Speed 
 
 
HIGH INTENSITY SEDIMENT TRANSPORT: DEVELOPMENT AND SENSITIVITY TESTING 210 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
With respect to water levels, the lag may also be related to the data used to create the DEM of the 
Main Lake, and the way this is represented in the model. There is considerable uncertainty 
surrounding the ground levels, particularly around the fringes of the Lake, which were surveyed in 
1993 as intermittent cross sections. The process of bringing these across to create a digital elevation 
requires interpolation to determine how much volume of water is stored in the Lake. While the data is 
the best available for the purpose, it is likely that some error has resulted from this process. 
Figure 7-20 demonstrates performance against the measured current speed data. There are minor 
differences between the simulations, with the higher kd values performing slightly better. In addition 
to matching the peak speeds better, the higher kd values also demonstrate a trend towards decreasing 
speeds with time, although not to the same degree as the measured data. The key improvement to 
speeds has been brought about by adoption of the Huybrechts roughness model. 
Balancing all of these main parameters, it is clear that the Base simulation kd = 1.0 × 10-4, performs 
best for all except the measured area, which is substantially overpredicted. As a compromise, and 
considering that the measured active breach area has a reasonable level of accuracy, it was decided to 
proceed with the testing in Chapter 9 using the simulation with a kd value of 5 × 10-5. Adoption of 
different enhancements or side erosion algorithms (Figure 7-16 and Appendix D10) resulted in a 
decrease in the model’s skill for this data. 
Finally, the fit is not perfect, but given the uncertainties associated with the data, the level of model fit 
to the data is considered reasonable. It is likely that more attention could be paid to matching the early 
stages of the breach, but in the absence of valid physical reasons or data to justify further ‘tweaking’, 
it was considered that such effort would belie the shortcomings inherent in this particular model. 
Nevertheless, the lack of a need to apply blind, constant scaling to the model to achieve a fit is 
encouraging, the measured anti-clockwise rotation of the channel is picked up remarkably well, and 
the shape and scale of fit to morphological parameters is good.  
The water level in the lagoon falls somewhat slowly in the initial stages, and the actual reasons for 
this cannot be completely discerned. However, a slight delay in this process would result in 
conservative flood model estimates (i.e. slower relief from elevated water levels). For comparative 
testing of different opening scenarios, the model is suitable, although the limitations of the model 
must be considered when assessing the absolute values of predictions made by the model. 
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8 BERM HEIGHT ANALYSES 
8.1 Background 
The underlying concepts herein were presented in a paper at the Floodplain Management Authorities 
Conference held in Gosford, New South Wales between the 23rd and 26th of February, 2010 
(Wainwright and Baldock, 2010). The ideas were subsequently built upon and have been published in 
the journal “Coastal Engineering” (Wainwright et al., 2013) and the text below has not been 
significantly altered from that submitted manuscript. 
For this particular aspect of the study, support was provided by Shoalhaven City Council, BMT WBM 
and the New South Wales Office of Environment and Heritage (OEH). The measured wave and tide 
data used were sourced from Manly Hydraulics Laboratory (MHL), which acts as custodian of the 
data for OEH. 
8.2 Abstract 
A temporal stochastic modelling method for predicting exceedance probabilities of the beach barrier 
elevations fronting intermittently closed and open coastal lagoons is developed.  The method 
incorporates synthetic tides generated from measured tidal harmonics, and randomly sampled values 
relating to rainfall, beach face slope, lake opening period, and wave height, direction and period. 
Samples are derived from distributions of each of these parameters formed from standard long term 
data records. The method is applied to Tabourie Lake, on the south coast of New South Wales.  This 
entrance is sheltered from the dominant wave climate by an island close to shore, the impact of which 
is separately assessed by phase averaged wave modelling. The barrier elevation is determined from 
the 2% run-up level arising from constructive waves. The sensitivity of results to a variety of 
assumptions is tested. The methodology is applied to determine the probabilistic distribution of barrier 
heights for both stationary and non-stationary (i.e. sea level rise (SLR)) scenarios. Such probabilities 
can be adopted in a risk based assessment of catchment flooding behind an enclosing barrier for 
present conditions, or provide management guidelines for future climate scenario, i.e. changes in 
rainfall, wave climate, sea level. The model can also be used to investigate different management 
strategies and how these alter the barrier elevation for given probabilities of exceedance. 
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8.3 Introduction 
Coastal lagoon and coastal creek entrances along wave dominated coastlines are frequently closed or 
partially closed by a sand barrier for an extended period of time (Roy et al., 2001). The behaviour of 
such Intermittently Closed and Open Lakes and Lagoons (ICOLLs) depends on both rainfall and 
beach face morphodynamics, with the presence of a sand barrier leading to restricted tidal flushing of 
the estuary and increased flood risk by retarding catchment run-off. A cyclic behaviour is natural, but 
lagoons with highly developed catchments can exhibit significant environmental degradation due to 
the build-up of pollutants, eutrophication and acid sulphate soil run-off as a result of the intermittent 
behaviour. Management frequently requires artificial entrance opening to mitigate these hazards. This 
impacts the natural ecosystem, particularly in the case of coastal wetland habitats that are sensitive to 
changes in salinity. 
These intermittently closed systems are widespread in the USA, Australia and South Africa, and were 
typically formed during the Holocene sea level rise, when small estuaries were impounded behind 
coastal sand barriers by the onshore movement of sand and acted as temporary sinks of sediment 
(Roy, 1984). Natural opening or breaching is usually the result of fluvial processes and strongly 
controlled by catchment rainfall, both in terms of magnitude and frequency (Elwany et al., 1998). 
Breaching typically results in a channel scoured through the back beach and barrier to an elevation 
slightly below mean sea level (MSL) (Cooper, 2001; Gordon, 1990). 
The concerns surrounding management of coastal lagoons and their entrances in New South Wales, 
Australia, have been recognised for a long time (Gordon, 1981) and artificial opening, in many 
circumstances, is detrimental to the overall ecological functioning of the estuary. Furthermore, the 
application of this form of management will become less effective in mitigating against flooding 
within a couple of generations, if sea level rise manifests in accordance with the present predictions 
(IPCC, 2007). Accordingly, determining flood planning levels on the basis of such management 
practices continuing may no longer be appropriate. Flood risk planning should consider the 
implications for artificial entrance management to be, at least, reduced in the future (Haines and 
Thom, 2007). 
Previous flood studies (BMT WBM, 2009) have highlighted the importance of the assumed barrier 
height at the onset of catchment based flood model simulations. The barrier height is critical in 
dictating the peak flood level in the lagoon; and is affected by the relative magnitudes of the inflow 
(flood) and breach hydrographs, with predictions of the latter requiring an assessment of the breach 
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morphology over time. Here, the focus is on prediction of the barrier height. Modelling of the 
breaching process, which is also affected by the barrier width, will be presented in a later paper.  
After a breach, the typically small tidal prism is usually insufficient to maintain an open entrance. In 
these instances, while the initial closure is driven by processes that occur below high tide level (e.g. 
Ranasinghe and Pattiaratchi, 2003), the longer term variation in barrier elevation is strongly correlated 
with run-up elevation and swash processes (Takeda and Sunamura, 1982; Weir et al., 2006).  Vertical 
barrier growth is usually wave driven and requires that wave run-up overtops the barrier, depositing 
sediment beyond the existing crest (Hine, 1979; Strahler, 1966).  
Weir et al. (2004) presented a method to estimate the likely barrier height on beaches and in front of 
lagoon systems based on the expected run-up elevation, combined with a threshold condition for 
erosive or accretive conditions based on the Dean or Gourlay parameter (Dean, 1973; Gourlay, 1968). 
The model was compared with survey data from Duck, NC, and the NSW central coast for periods of 
1-5 years. However, the model took no account of the opening processes that scour the barrier down 
to approximately MSL, and was based on measured tides and wave climate. On shorter time scales, 
process-based modelling of the run-up, overtopping and overwash processes can provide a good 
description of the rate of morphological change and an inter-tidal description of the barrier growth 
rate (Baldock et al., 2008). However, the previous approach takes no account of the catchment flows 
and cannot simulate long periods to provide a statistical estimate of the barrier height suitable for a 
probabilistic flood model.  The present paper addresses this issue and develops a statistical model to 
predict the probability of the barrier height exceeding a given elevation, given a particular rainfall 
climate, wave climate, tidal regime and catchment. The impact of Sea Level Rise (SLR), or indeed 
other climate changes, can easily be accounted for within the statistical approach. The model is here 
applied to Tabourie Lake.  Section 8.4 presents the model development and key parameters included 
in the Monte-Carlo approach, including an outline of the catchment, wave climate and tidal regime at 
Tabourie Lake. Section 8.4 also presents consideration of model sensitivity to a range of uncertain 
elements in the model.  Application of the model, results and their discussion are presented in Section 
8.5, and conclusions in Section 8.6. 
8.4 Model Approach 
The complex processes within the overall land-lagoon-ocean system that affect the lagoon water 
levels, the barrier height and the breaching have been simplified into four discrete physical 
components: the catchment; the waterway (lagoon); the barrier; and the ocean. The processes within 
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these different components have been formulated and applied using a simple time stepping model 
which takes into account rainfall, the movement and storage of water, and the actions of waves and 
tides in the barrier growth processes.  An hourly time step is used.  Consequently, the main inputs to 
the model are rainfall, bathymetry, waves and tides. Synthetic time series of waves and rainfall were 
calculated from statistical analyses of existing data. These time series can be modified to incorporate 
the effects of climate change or anthropogenic activities over time, with the assumption that 
appropriate models exist (i.e. changes in catchment rainfall, changes in land use and run-off). Further, 
management practices can be incorporated, e.g. artificial breaching occurring at a trigger lagoon water 
level. Tide levels were based on the generation of a standard year of tidal water levels, using tidal 
harmonic constituents derived from long term records, and are easily adjusted to account for sea level 
rise over given time periods. The tide level is further adjusted using a randomly generated value to 
account for tidal anomalies from storm surges and coastal trapped waves. Lagoon water levels and 
barrier elevations are adjusted on the basis of the time series of information calculated for the 
preceding 24 hours. These processes will vary for each lagoon system under consideration, but the 
model process is generic to all systems. A typical lagoon system and the discrete components are 
detailed below.  A schematic representation of the model elements and its component processes is 
shown in Figure 8-1. 
8.4.1 Catchment 
The catchment component of the model simulates the volume of water entering the Lake on a daily 
basis, using rainfall statistics and assumptions relating to rainfall losses. Depending on the data 
available (or the type of model in the absence of any data) the detail of the catchment and rainfall 
model may vary. Here, rainfall intensity-frequency-duration (IFD) statistics for Lake Tabourie were 
obtained from the Australian Bureau of Meteorology (Bureau of Meteorology Australia, 2009).  From 
these, rainfall for 1 year average recurrence interval (ARI) events of 1, 2 and 3 day durations was 
respectively determined as 106 mm, 137 mm and 153 mm. Daily rainfall data from the closest rainfall 
gauge (Milton, record length over 100 years), was then obtained and subsequently filtered to remove 
any rainfall from storm events exceeding the rainfall quantities calculated from the IFD tables. The 
remaining daily rainfall data set was subsequently sorted and ranked, providing an empirical 
distribution for daily rainfall for those days where a significant rainfall event (ARI greater than 1 year) 
did not occur.  
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Figure 8-1 Schematic arrangement of the model.   
System is divided into 4 elements, and there are 5 main processes (1) catchment rainfall and runoff; (2) 
water level in main lake responds to catchment rainfall, breaching and evaporation; (3) breaching 
occurs when the water level rises high enough to overtop the barrier; (4) barrier elevation is built by 
constructive ocean waves, but elevation is reset to low level when it overtops, remaining “open” for a 
statistically sampled amount of time; and (5) ocean waves act to build the barrier.  Underlying image 
courtesy of the Integration and Application Network, University of Maryland Center for Environmental 
Science (ian.umces.edu/symbols/). 
To generate a time series of daily rainfalls, the following steps were undertaken: 
I. A uniform random number was generated, and on the basis of that number it was determined 
whether a storm event of 1 in 1 year return period or greater began on a given day.  This was 
considered to have occurred if a uniform random number generated between 0 and 1 exceeded 
the daily exceedance probability (1- (1.0/365.25)). 
II. If a storm event was indicated, a sub-model was executed. Firstly, using the random number, the 
ARI of the storm was determined. Only events up to a 100 year ARI were considered, as larger 
events would almost certainly breach the Lake barrier.  A second random number was generated 
to effect a random selection of the storm duration (from tabulated values of 24, 48 and 72 h).  The 
daily rainfall value for the next 1, 2, or 3 days was then extracted from the IFD table.  
III. If a storm event was not occurring on a particular day, a second random number was generated 
and used with the ranked percentile values for the daily rainfalls to generate a daily rainfall value 
for that particular day. 
The time series of rainfall was subsequently used to generate daily flow volumes from the catchment 
to the Lake.  The response of the Lake to catchment rainfall and evaporation was examined separately 
using a water balance calculation for a long period of entrance closure during 1996. A comparison 
between measured water levels and those simulated by the water balance calculations is provided in 
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Figure 8-2. This analysis incorporated lake evaporation values and rainfall extracted from the SILO 
Database (Jeffrey et al., 2001). The analysis indicated that the overall runoff coefficient for daily 
catchment rainfall was 0.06.  Such a low value is uncommon in non-urban catchments in New South 
Wales, but is appropriate for a gently sloping forested area on sandy soil, which is partly true for the 
Lake Tabourie Catchment.  The topography of the catchment contains large regions of valley floor, 
which assist in retarding runoff, encouraging infiltration and evaporation. An initial and continuing 
loss approach was adopted for storm rainfall, utilising values of 15 mm and 1.5 mm/hr, respectively.  
Using the water balance model, the system was tested to examine sensitivity to seepage through the 
barrier when the entrance is fully closed, and found to be very insensitive to the inclusion of this 
process. Accordingly, the transmission of water through the barrier was not included in the long term 
modelling. 
 
Figure 8-2 Comparison of water balance results and measured water levels at Lake 
Tabourie during an extended closure period in 1996. 
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8.4.2 Waterway (Lake or Estuary) 
The evaporation time series adopted for the Monte-Carlo simulation was selected from those available 
from the SILO database. In this case, total evaporation in 1997 was close to the long-term average 
(1273mm), and the 1997 daily evaporation time series was subsequently adopted in the model. A 
stage-volume-surface area relationship (Figure 8-3) was derived for the waterway, based on a digital 
elevation model previously created for the Tabourie Lake Flood Study (BMT WBM, 2009). This 
governs how the water level varies in response to inflows and losses through evaporation.  That water 
level is compared to predicted barrier elevations to determine if a natural breach occurs during the 
simulation.  
 
Figure 8-3 Stage-Volume-Surface Area Relationship Derived for  
Tabourie Lake from Survey Data 
8.4.3 Ocean 
The ocean component of the model represents the effect that waves and tides have on barrier building 
processes.  Tidal constituents for nearby Jervis Bay were acquired from the Australian Tide Tables 
(Australian Hydrographic Service, 2005).  These constituents were then used to generate a typical 
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year long ocean tide time series, utilising the methods detailed in Foreman (1996).  Tides are semi-
diurnal along the New South Wales Coast. 
In addition to astronomical tide and wave set up, the latter of which is included implicitly in the run 
up calculation, there are a number of other processes that alter the ocean water level at any given time.  
These include barometric set-up (or set-down), coastal trapped waves, and wind stress induced storm 
surge. Manly Hydraulics Laboratory (2003) presented an analysis of 10 years of tidal data at a range 
of NSW ocean tide gauges and calculated root-mean-square values of the residual error, comprising 
the difference between astronomical tide (reconstituted from derived tidal constituents) and measured 
values. The residual error for Jervis Bay was 90 mm.  This value has been applied in the model by 
pragmatically assuming a normal distribution around zero, within appropriate bounds, giving a 50/50 
chance of set-down or set-up as a result of the combined non-astronomical processes.  The 
assumptions regarding the distribution of residual error are less important than the assumptions 
relating to run-up, which is the dominant process.  A randomly generated tidal residual signal was 
subsequently combined with the astronomical tide to derive a time series of representative ocean 
water level, which was then used as the datum for run-up calculations. 
In addition to the randomly generated tidal anomaly, we have also trialled the use of measured data.  
This required the subtraction of astronomical tide from the measured tide signal.  The time series of 
measured tide was acquired from Manly Hydraulics Laboratory for 1998 and 1999, during which 
there were minimal data gaps.  Harmonic analysis was undertaken in order to reconstruct the 
astronomical tide, with subtraction of that signal from the measured data producing a two year long 
tidal anomaly record.  During simulations, a random variate was selected at the beginning of each 
year to determine where in the first year of the tidal anomaly record the signal would begin to be read.  
In this way, a more realistic variation, with sustained periods of elevated water levels, and subsequent 
sustained periods of depressed water levels could be included in a randomised manner. 
Typical run-up formulations assume shore normal waves outside the breakpoint. At Lake Tabourie, 
the wave climate is dominated by South-South Easterly swell and the wave sheltering effect of 
Crampton Island has to be taken into consideration (see Figure 8-4 (top)).  Accordingly, a numerical 
wave model of the coastal compartment, using the phase averaging wave model SWAN was 
established to investigate this effect. The model was run for a variety of wave periods (5 to 18 s, at 0.5 
s intervals) and directions (bearings of 0 to 180°, at intervals of 22.5°).  The results showed the 
expected behaviour that the coefficient of refraction (in propagating from offshore to nearshore) was 
most strongly influenced by the offshore wave direction. The relationship between refraction 
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coefficient and wave direction was derived from the model output at three different locations 
illustrated in Figure 8-4 (top).  The variation in coefficients with offshore wave direction is presented 
for all three locations in Figure 8-4 (bottom), and sensitivity testing of these is described below, 
recognising that the lowered ‘saddle point’ of the dune fronting the lagoon may migrate along the 
beach over time. 
For this study, it was assumed that breaching would always occur to the north of Crampton Island, 
meaning that the entrance tends to be protected from south-easterly waves. Unfortunately, no 
nearshore wave data exists with which to validate the wave propagation model.  However, we note 
that the model results indicate a reasonable pattern i) Waves that approach from more shore normal 
directions (bearing 40 to 100 degrees) have a refraction coefficient of close to 1.0.  ii) Refraction 
coefficients for waves decrease dramatically as approach direction swings to the south, due to the 
protective effects of Crampton Island and iii) Waves from more northerly directions show a decline 
with approach direction, as the waves need to refract more to conform with the shore alignment.  The 
patterns shown in Figure 8-4 illustrate the effect of increased exposure as the location where the 
refraction coefficients are calculated is moved further northwards.  Within the model, these refraction 
coefficients are used to adjust the offshore wave records. 
The determination of wave run-up begins with a synthesized time series of offshore wave heights.  
Similar to the tidal anomaly, two different options have been considered, one using a synthesized time 
series, and one using real data with a randomly sampled starting location from the measured data.  To 
generate the statistics required to synthesize a time series, data from the nearby Batemans Bay wave 
buoy data record were analysed.  That record includes non-directional readings (May 1986 – February 
2001) and directional readings (February 2001–March 2008). The non-directional data were not used. 
The directional record comprised hourly records of significant wave height (Hs), peak spectral period 
(Tp) and direction, and was found to be over 99% complete.  
These data were analysed to determine probabilistic wave height exceedance characteristics for a 
series of wave period-direction ‘bins’.  A probability was assigned to each bin based on prevalence in 
the record. The table of probabilities thus represents the empirical joint probability distribution of 
wave period and direction. Attached to each of the bins was an empirical distribution of wave heights 
for that particular bin. At an hourly time-step, the ocean model randomly selects a wave period-
direction, and then randomly selects a wave height from the corresponding wave height distribution.   
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Figure 8-4 Refraction coefficients, derived for three nearshore locations from 
spectral wave modelling, for application in transferring offshore waves to nearshore.  
With reference to top frame: Loc1 = dotted, Loc 2 = solid, Loc3 = dashed. 
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The use of real time series for waves was similar to that applied to tidal anomaly.  In this case, all 
erroneous or missing data were removed, and the gaps closed.  The starting time for each year of 
simulation was randomly sampled at the beginning of each simulated year and the subsequent real 
measured values read from the record until the beginning of a new simulation year. 
Regardless of the method used to determine the offshore wave condition, the refraction coefficient is 
calculated and applied to convert the wave height to an equivalent shore normal wave height for use 
in the run-up formulation. 
8.4.4 Barrier 
The barrier was modelled as a single elevation, representing the barrier crest, and a beach face slope. 
This is a significantly simplified representation of the barrier which can actually vary dramatically in 
shore normal location, width and orientation as a result of coastal and fluvial processes. At each time 
step, if the simulated lake water level exceeded the barrier crest elevation, the Lake was assumed to 
have breached. Following the simulated breach, the water level in the Lake and the barrier crest 
elevation were reset to MSL (starting at 0.0 m, but increasing over time if projected SLR was 
included).  
After breaching, the Lake is expected to remain open for an unknown period of time, entirely 
dependent on the interplay of wind, waves, tides, rainfall and catchment size. The water level data 
record from inside the Lake was examined to extract the lengths of time that the lake had remained 
open historically, distinguished by the presence of a tidal signal in the record. 17 distinct open 
intervals were determined from the record.  A number of distributions (Rayleigh, Weibull, lognormal, 
exponential) were fitted to the available sample, with the Rayleigh distribution ultimately selected as 
the best fitting.  A histogram of the measured data and the fitted distribution are presented as Figure 
8-5. 
The period during which the Lake remains open during simulations was subsequently sampled from 
that distribution. Many lagoons in NSW now have such water level records, so such an analysis is 
possible. In the absence of a record, a mean opening time could be used, or a distribution estimated 
based on the catchment properties, local rainfall and wave characteristics, and informed by the record 
at similar sites.  
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Figure 8-5 Histogram of measured open period lengths at Lake Tabourie 1993 – 
2008 (top) and Rayleigh distribution fitted using maximum likelihood method 
(bottom). 
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Aside from breaching, the barrier elevation can change as a result of coastal processes, such as wave 
run-up, overwash and aeolian sand transport. The latter is neglected here since it requires long closure 
durations to have a significant effect, which is not the case for this estuary. It may be of importance at 
some sites. Following the derivation outlined in Weir et al. (2004), the synthesized time series of 
offshore waves was filtered to determine whether or not the wave condition had the potential to build 
the barrier fronting the Lake, based on a criteria proposed by Kraus et al. (1991). This is related to 
wave steepness, expressed as the non-dimensional sediment fall velocity parameter or Gourlay 
parameter (Gourlay, 1968), such that accretion occurs when: 
 
ܪ଴
ݓܶ ൏ 3.2 
(8.1) 
The fall velocity (w) of sediment present upon the barrier at Lake Tabourie is estimated as 0.052 m/s.  
Therefore, waves with steepnesses greater than 0.166 were assumed to be erosive.  However, erosive 
waves were not considered to significantly reduce the barrier height since the barrier fronting these 
lagoon systems is frequently close to horizontal, or rising landward and broad. This is however, an 
approximation. A more detailed model could account for more complex barrier shapes. 
Following the methods of Nielsen and Hanslow (1991) , and accounting for the refraction coefficient 
variation presented above, the run-up was estimated from a variation of Hunt’s (1959) formula: 
 
ܴ௫% ൌ ܥ	 ൈ tan ߚ ൈ ටܪ଴ೃಾೄ ൈ ܮ଴೅ೋ ൈ ඨ݈݊ ൬
100
ݔ%൰ 
(8.2) 
where:	
ߚ ൌ slope	of	the	beach	face;	
ܪ଴ೃಾೄ ൌ deepwater	RMS	wave	height; 
ܮ଴೅ೋ ൌ deepwater	wavelength	corresponding	to	zero	crossing	wave	period; 
ݔ ൌ exceedance	level	ሺ%ሻ 
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ܥ ൌ empirical	coefficient 
A short field experiment at Tabourie Beach was performed to measure run-up and to determine C and 
the determined factor of 0.58 is consistent with the findings of Neilsen & Hanslow (1991). Variation 
in C for different wave directions is unknown, but accounted for to some extent by the refraction 
analysis discussed previously. Using the fitted distribution of measured wave run-up heights, the 
relationship proposed by Stockdon et al. (2006) was also considered: 
 
ܴଶ% ൌ 0.66	 ൈ tan ߚ ൈ ටܪௌ ൈ ܮ଴೅ು  
(8.3) 
The coefficient of 0.66 is slightly lower than the published value of 0.73 for reflective beaches but 
consistent with the presence of a nearshore bar that remained at the site following breaching of the 
Lake during the preceding week and the presence of Crampton Island. Run-up within the model 
subsequently utilised equation(8.2); for other sites any other appropriate run-up formulation could be 
adopted.  
Variations in beach slope were accounted for by random sampling from a uniform probability.  In the 
first instance, beach slopes between 0.07 and 0.15 were allowed, but these were also tested for 
sensitivity as discussed in the following section.  
Weir et al. (2006) observed that significant sediment deposition does not occur above the 2% 
exceedance run-up elevation, which was subsequently adopted in Eq. (8.1).  The remaining uncertain 
relationship is that between run-up or overwash and the vertical growth rate of the berm barrier. 
Takeda and Sunamura (1982) proposed that berm height is related to wave height and wave period 
squared, which can be written in the form of eq. (8.2). As noted above, Weir et al. (2004) modified 
this model to account for larger offshore waves eroding the beach and no barrier growth under such 
conditions. Consequently, this form of model assumes the barrier height is related to the largest run-
up experienced by the berm. However, the barrier berm grows by overwash of sediment from waves 
that overtop the berm, and it could be expected that the rate of growth is related to the run-up 
elevation relative to the berm elevation, R-zb. This elevation difference represents the potential for 
overtopping water and hence the potential for sediment supply to the berm crest (Weir, 2007). In the 
present model, this approach is adopted to estimate the barrier growth. Growth of the barrier was 
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determined by calculating the difference between the 2% run-up elevation and the pre-existing barrier 
elevation.  If the run-up exceeded the barrier elevation, a pre-defined proportion of the difference was 
added to the barrier elevation. Data to determine this factor is sparse. Based on measurements of berm 
growth following a lagoon breach at Belongil Beach (Baldock et al., 2008), Weir (2007) proposed a 
growth rate per unit time of the form ∆ݖ ൌ ߙܲ, where P is the overtopping potential (P=R2%) and α is 
a constant of proportionality. Weir (2007) estimated α=0.07 for the rapidly growing berm following a 
breach at Belongil Beach, located on the open coast in northern NSW, which has a similar tide range 
and offshore wave climate. Limitations of this approach include the assumption that α is a constant for 
a particular site, or constant between sites. In particular, it might be expected that α reduces for higher 
berm elevations, since the sediment transport potential in the upper swash or run-up zone is quite 
limited (e.g. Pritchard and Hogg, 2005) and overwash sediment transport rates decrease rapidly as the 
berm height increases toward the run-up limit (Baldock et al., 2008). Consequently, we chose α=0.07 
as an upper bound and discuss the sensitivity of the predictions to smaller values below. 
8.4.5 Model Execution, Sensitivity Testing and Comparison to Measured 
Data 
Model execution proceeds as illustrated in Figure 8-6. A set of output values is calculated for each 
hourly time step of the simulation.  These were sampled at daily intervals in deriving the statistical 
analyses provided below. 
There are a number of uncertainties associated with the model, and its performance in a number of 
sensitivity tests has been investigated.  As a ‘base’ scenario, we have adopted (i) sampling from a 
uniform distribution of beach slope between 0.07 and 0.15, changing on an hourly basis; (ii) a berm 
height proportionality constant of 0.07; (iii) refraction coefficients determined for the middle location 
in Figure 8-4 (Loc 2); and (iv) “auto correlated” wave and tidal anomaly conditions, whereby values 
were read from the measured record, but the starting point in that record from each year was randomly 
selected. 
In order to represent conditions over the past 20 years, for which there are some data, we have 
configured the model to artificially breach (i.e. empty) when the water level in the lake reaches 
1.17 m above MSL, which is the present management strategy for Lake Tabourie.  Simulations were 
executed for 5000 years.  Testing showed that this simulation length resulted in stable estimates of the 
0.99 berm exceedance elevation. 
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Figure 8-6 Model Logic Flow Chart 
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Firstly, sensitivity to the method used to sample tidal anomaly and wave time series was examined.  
The base “correlated” simulation was executed, and compared to a similar simulation which randomly 
sampled values of tidal anomaly and waves on an hourly basis.  The result is provided as Figure 8-7. 
The impact on results is relatively small (< 0.1 m difference, reducing to less than a couple of 
centimetres for higher exceedance values.  Analysis of the time series selected indicated that tidal 
anomalies were, on average, a few centimetres below zero, whereas the mean adopted for the 
stochastically sampled simulation was zero.  Overall, we concluded that sensitivity to the method used 
to generate the time series of waves and tidal anomalies was less important than some of the other 
factors discussed below, and the issue was set aside from further analysis.  Subsequent simulations 
used a “correlated” method of wave and anomaly generation. 
 
Figure 8-7 Comparison of “Correlated”(solid) and “Uncorrelated” (dashed) 
sampling for both wave conditions and tidal anomaly.  Correlated simulations 
included sampling a starting point from measured time series.  Uncorrelated 
simulations sampled randomly from statistical distributions during each time step. 
Secondly, sensitivity to the location from which refraction coefficients were extracted was tested.  
Adopting the relationships shown in Figure 8-4, three simulations are compared and the resulting 
exceedance relationships are shown in Figure 8-8.   
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Figure 8-8 Comparison of results obtained by determining refraction coefficients at 
different nearshore locations (viz. Loc 1 – 3 on Figure 8-4).  Base simulation uses Loc 
2(solid), and alternative locations are shown dashed (Loc 1) and dot-dash (Loc 3). 
As expected, model results for the southern, most sheltered location (Loc 1) predict lower berm 
elevations for a given exceedance level.  Interestingly, at the 0.5 probability level, exceedance 
elevations for the middle and northern refraction relationships are very similar (Loc 2 and Loc 3, 
respectively).  These diverge at higher exceedance levels, with predicted elevations for the northern 
relationship becoming increasingly larger than for the middle relationship.  Overall, this demonstrates 
that exposure to the south-easterly wave climate is an important determinant of high exceedance value 
berm elevations.  Variation from the expected value (i.e. middle relationship) is likely to be less than 
5 cm.  While the middle location is considered more appropriate based on observations of breaching 
at this site, the natural breach location and resulting saddle in the barrier will migrate from year to 
year.  In addition, there is uncertainty regarding bathymetry to the north of Crampton Island.  Here, an 
unsurveyed and partly submerged rock reef extends northwards, providing an uncertain level of 
protection to the barrier from waves approaching from directions spanning from east to south. 
Thirdly, the effect of the poorly understood run-up excess: berm growth proportionality constant (α) is 
examined.  As discussed in Section 8.4.4, a value of 0.07/h may be considered an upper limit, with α 
expected to reduce as the berm elevation grows.  Sensitivity to this parameter was estimated by 
comparing results from the base simulation (0.07) against lower values (0.035 and 0.0175).  The 
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simulation results (Figure 8-9) indicate that the factor can have a moderate effect with the 0.035 
simulation sitting around 0.15 below the base (0.07) and the 0.0175 simulation around 0.35 m below 
at the 0.5 exceedance level.  Effectively, a lower α value slows berm growth, meaning that the water 
level in the lagoon will reach the trigger level before the berm grows to the same extent as it would 
for a higher value of α. 
 
Figure 8-9 Comparison of results obtained adopting different values for the berm 
growth: runup excess proportionality constant.  Base simulation adopted 0.07/hr 
which is considered a likely upper limit (solid).  Alternative values of 0.035/hr 
(dashed) and 0.0175/hr (dot-dash) were also trialled. 
Finally, the sensitivity of results to various assumptions regarding beach slope was tested.  For the 
base simulation, a value was sampled uniformly between 0.07 and 0.15 for each hour of the 
simulation.  In reality the beach slope changes slowly from one hour to the next.  Therefore, 
simulations which varied the number of time steps between beach slope updating from a base value of 
1 h to alternative values of 3 and 6 h were tested.  In this way an individual beach slope sample is 
more likely to occur at the same time as a high tide, when run up elevations are higher and berm 
height growth is more likely.  The results are presented in Figure 8-10.  
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Figure 8-10 Sensitivity testing of berm slope assumptions.  Base simulation used 
slopes varying between 0.07 and 0.15, with a new slope sampled once every hour 
(solid).  Two simulations varied slopes between 0.05 and 0.10 (dashed), and 0.04 and 
0.12 (triple dash).  The frequency of beach slope sampling was also assessed for a 
slope ranging from 0.07 and 0.15, with one simulation updating the beach slope every 
3 hours (dot-dash) and one updating the slope every six hours (dotted).  The 
frequency of updating has a minimal effect on results whereas the range from which 
the beach slope is sampled is very important. 
Figure 8-10 shows that the period of updating has only a small impact on the results.  In addition, 
sensitivity to the beach slope range adopted was also tested with range of 0.05 to 0.10.  For that 
simulation, the impact was a marked reduction in predicted berm elevations.  This is understandable, 
because the calculated run-up is linearly related to beach slope.  Hanslow et al. (2000) reported on 
beach slope measurements from the barriers fronting 14 different coastal lagoons in New South 
Wales.  Slopes for all lagoons varied from 0.04 to 0.16.  However, when considering those lagoons 
reported by Hanslow et al. which are located, like Lake Tabourie, at the southern end of their beach 
compartment, the range reduces to 0.04 to 0.12 and a simulation with this range of slopes was 
executed.  The results (also Figure 8-10) indicate that the median value of the slope range adopted 
affects the overall median berm elevation predictions, whereas the range adopted affects the slope of 
the berm elevation exceedance curve.   
BERM HEIGHT ANALYSES 231 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
The range of slopes and value of slopes adopted have the most significant impact of all the different 
parameters tested. 
There remains significant uncertainty around both the slope assumptions and the berm growth 
proportionality constant.  A preliminary validation of the model is inferred from performance against 
limited available surveyed elevations at Lake Tabourie and similarly aligned entrances in southern 
New South Wales.  Elevations surveyed in January and February of 2008 at Tabourie Lake indicated 
a barrier growing from 1.8 and 2.0 m above MSL over the period of 1 month.  More broadly, 
Hanslow et al. (2000) provided data indicating that the “saddle” elevation for lagoon barriers facing 
from north east to east in New South Wales would typically have elevations between 1.8 and 2.2 m 
above MSL.  Such barrier alignments are common for lagoons at the southern end of their coastal 
compartments in southern New South Wales, similar to Tabourie Lake. 
Acknowledging the remaining uncertainty surrounding the berm growth proportionality constant a 
value of 0.07 was retained.  The more marked sensitivity to beach slope assumptions has led us to 
adopt the simulation with slope range between 0.04 and 0.12 (triple dashes in Figure 8-10), which 
predicted a median berm elevation of around 1.95 m as a basis for further investigation in Section 8.5. 
8.5 Model Application and Results 
Firstly, a simulation adopting the base condition, with a randomly sampled beach slope range between 
0.04 and 0.12 and a berm growth proportionality constant of 0.07 was compared to an identical 
simulation which was executed with artificial breaching switched off.  Comparison of the results from 
those two simulations (Figure 8-11) enables us to examine the impact of artificial breaching, at the 
present day management level, on berm elevations. 
The simulation with artificial opening at a trigger level of 1.17 m above MSL indicated berm height 
elevations above the 0.5 exceedance level to be around 0.2 m lower than they would otherwise be if 
the barrier were allowed to breach naturally.  Of interest are the median berm elevations for both 
simulations. 
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Figure 8-11 Comparison of Exceedance Levels for Artificial (solid) and Natural 
(dashed) Breaching Management Strategies 
The percentage open statistics were also extracted from the model results.  During the natural opening 
simulation, the Lake was closed 89.7% of the time.  Comparatively, the artificial simulation indicated 
a closed condition 75.6% of the time.  The available water level data indicates that Tabourie Lake was 
closed 65.9% of the time between 1992 and 2008.  Regardless, the target management level has not 
been set rigidly over this entire period, and there are documented cases of unofficial opening at water 
surface elevations below 1.17 m. 
Sea level rise impact simulations were also executed. The simulations extended from 1990 to 2100, 
and included a non-stationary MSL, rising linearly over the 110 year period by 0.90 m. In order to 
obtain robust estimates of barrier height exceedance characteristics, the simulation was repeated 3200 
times, which was enough to acquire stable estimates at the 97.5% exceedance levels.  
For each of the simulations including SLR, a yearly record of daily barrier elevation values was 
extracted at 10 yearly intervals (i.e. for years 2000, 2010, 2020 etc.), resulting in ~1.17 × 106 
individual realisations for each year considered.  Periods where the model indicated an open lagoon 
were removed. Under the influence of 0.90 m SLR, the percentage of time closed showed an 
increasing trend over time, being approximately 89.6% after 10 years and 93.2% after 100 years.  This 
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corresponds to an increase in the volume of water required to raise the Lake level as water levels 
increase generally (Figure 8-3). 
Exceedance estimates for the barrier or barrier elevation were determined empirically from the 
ensemble of values (excluding ‘open’ periods) thus acquired.  The resulting variation in exceedance 
levels over the course of time, under the influence of sea level rise is shown in Figure 8-12. 
 
Figure 8-12 Predicted Variation of Exceedance Elevations with Time 
Legend indicates probability level associated with each line.  Corresponding berm elevations 
change approximately in step with sea level rise. 
 
Unsurprisingly, exceedance elevations tend to follow an approximate linear trend commensurate with 
the assumed rate of sea level rise.  This indicates that the Lake’s stage-volume relationship in this case 
does not lead to a significantly non-linear relationship between barrier exceedance elevations and 
SLR, although there are some slight deviations at given points in time. If the stage-volume 
relationship were significantly non-linear above present day water levels, as would be the case if 
fringing floodplain areas newly inundated by SLR were dramatically larger than the existing water 
body’s surface area, the typical barrier elevations reached before breaching would rise at a faster rate 
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than sea level. The future behaviour of individual systems will depend largely on the characteristics of 
the present day floodplain and other low lying areas surrounding the particular estuary considered.   
8.6 Conclusions 
The temporal stochastic modelling method developed here proved successful in providing estimates 
of the exceedance probabilities of the barrier elevations fronting intermittently closed and open 
coastal lagoons.  When run using present day, stationary MSL conditions and assuming the prevailing 
artificial opening strategy with a trigger level set at 1.17 m above MSL, the model predicts berm 
elevations which match the range measured at both Tabourie Lake and other lagoon fronting barriers 
with a similar orientation.  The proportional split of times that the Lake is open and closed is also 
plausible.  The method shows promise for application to other systems. 
There are a number of processes where greater detail or refinement could be incorporated. For 
example: barrier erosion leading to reductions in barrier elevation; the joint probability of wind set up 
(contributing to the tidal residual) and waves may be important under some conditions; seasonality is 
neglected in many of the driving processes; and the response of the barrier elevation to changes in 
wave conditions relies on a relatively simple relationship.  
It is clear that wave conditions and tidal anomaly are not purely random processes.  However, testing 
undertaken here indicates that considering these processes as random does not significantly affect the 
results, particularly in light of the uncertainties associated with beach slope and berm growth rates, 
and their effects on model results.  In particular, we note that development of a reliable model to 
predict the slope of a beach face resulting from antecedent wave conditions would be a particularly 
useful area for future study. 
However, the model presently provides reasonable predictions when adopting values for the beach 
slope and berm growth proportionality factors based on available, albeit limited, field data.  While the 
model could be improved, it presently strikes a suitable balance between simplicity and computational 
time, an important consideration for any Monte Carlo based simulation. 
A full examination of seasonal effects has been set aside for the present time although they may have 
some bearing on results. One particular example that may be significant is a correlation between 
seasonal evaporation and rainfall patterns.  The climate near Lake Tabourie shows a slight tendency 
towards wetter weather in the autumn, during which around 30% of the average annual rainfall occurs 
although significant rainfall occurs throughout the year.  In addition, the shortest days, and relatively 
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cold weather occur during late autumn and winter, meaning that there is an overlap between periods 
of maximum average rainfall, and low average evaporation.  Given this overlap, a seasonal bias 
towards the lagoon filling and overtopping in autumn and winter could be expected.  Examination of 
the available water level record from 1992 to 2008 reveals that 7 out of the 19 measured opening 
events occurred during June and July, providing some indication of that pattern, although the sample 
is small.  The seasonality of evaporation is incorporated in the model, which uses real data 
representing an ‘average’ condition, and therefore simulated breaching is more common in the months 
of low evaporation.  The seasonality of rainfall is considered to be less important as the seasonal 
pattern is relatively weak.  Similar to annual seasonality, patterns of variation relating to broad scale 
climatic variability, such as those relating to the Southern Oscillation and Interdecadal Pacific 
Oscillation have not been included at this time. 
Using the model, the impact of the artificial management strategy was assessed, compared to a 
strategy allowing natural breaching.  The model was also used to predict the probabilistic future 
distribution of barrier heights for scenarios including SLR. Notwithstanding the limitations outlined 
above, the results are appropriate for use in a risk based assessment of catchment flooding behind an 
enclosing barrier for present conditions, or to provide management guidelines for future climate 
scenario. 
Other variables, such as wave climate variation or rainfall could also be tested.  The inclusion of such 
variables would likely cause some deviation from the approximate 1:1 relationship determined 
between SLR and berm elevations indicated from the present study. 
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9 MORPHOLOGICAL MODEL APPLICATION 
9.1 Introduction 
The model developed in Chapters 5, 6 and 7 has been used to investigate a number of “what if” 
scenarios for entrance management at Tabourie Lake. An analysis containing similar aspects has been 
previously undertaken by the present author for SCC (Wainwright, 2010), albeit with a significantly 
different version of the modelling software. This chapter contains a completely reworked analysis. A 
number of measures were adopted to assess ‘effectiveness’ of the breach. These were selected based 
on discussions with both SCC and interviews with community members at Tabourie Lake: 
 Volume of sand scoured from the breach channel; Noting that a larger breach channel will take 
longer to close and is viewed positively by the community who generally approve of sand being 
‘flushed’ from the entrance compartment.  Volumes were calculated as shown in Section 4.2.3.2; 
 Time series of water levels in the Lake; A measure of the speed with which flood waters are 
alleviated; 
 Time series of flow through the breach channel; Noting that more rapid flows again represent a 
beneficial ‘flushing’ effect, and also tend to expel more accumulated organic material from the 
Lake; and 
The testing undertaken has examined a number of different scenarios as follows: 
 Breaching at a higher manual breach level; 
 Initiating breaching at mid-tide level instead of high tide; 
 Cutting a pilot channel aligned more with the final flow direction; and 
 The impact of a higher berm elevation resulting from sea level rise. 
A base scenario which matches the scenario judged to give the best overall performance in Section 
7.3 was used (i.e. Huybrechts roughness model with a side erosion coefficient of 5.0E-5). In this 
instance, simulations have been run at least 20 hours, to examine performance through an entire tidal 
cycle following the initial main stage of breaching (~ 6.0 – 7 hours. Following from the previous 
chapters, the parameters shown in Table 9-1 have been adopted for the morphodynamic simulations. 
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Table 9-1 Parameters Adopted for ‘What if’ Scenarios at Tabourie 
Parameter Adopted  
(values in brackets apply for 
Tabourie Model) 
Manning’s ‘n’  
(where not altered by roughness model) 
0.022 
D50 0.35 mm 
D90 0.55mm 
Roughness Length (for shear stress 
calculations) 
0.1 m 
Side Erosion Coefficient 5.0×10-5 
Side Erosion Exponent 1.0 
Side Wall Shear Stress Reduction Factor 0.75 
Hydrodynamic Time Step 0.125s 
Morphological Time Step 7.5s 
Underwater Slumping Slope 1 in 10 
Roughness Model Huybrechts 
ࡲ࢘ࡸ: Lower Limit for Froude Adjustment 0.844 
ࡲ࢘ࢁ: Upper Limit for Froude Adjustment 1.5 
ࡲ࢘ࡹ: Maximum value of adjusted Froude 
Number 
1.0 
ࡱࡲ࢓ࢇ࢞,: Maximum Shallow ST 
Enhancement Factor 
6.0 
ࡰ࢓࢏࢔ࢇࢊ࢐: Minimum Depth for ST 
Enhancement 
0.02 m 
ࡰ࢓ࢇ࢞ࢇࢊ࢐: Maximum Depth for ST 
Enhancement 
0.5 m 
9.2 Testing the Impact of a Higher Manual Breach Level 
During the field data collection exercise, the lagoon was breached at around 1.04 m AHD. The 
‘Trigger Level’ for initiating breaching operations is presently 1.17 m AHD (Peter Spurway and 
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Associates Pty. Ltd., 2005). The sensitivity of the system to the initial water level has been assessed 
by replicating conditions during the field exercise, but adopting a water level inside the lagoon at the 
time of breaching of 1.17 m AHD.  
The end result is an approximate 10% increase in the simulated volume of erosion when compared to 
the base scenario.  This corresponds to an increase in area (5710 cf. 5640 m2) and an increase in 
‘average’ eroded depth (1.85 m c.f. 1.73 m. The variation of simulated erosion over time is shown on 
Figure 9-1.  Figure 9-2 shows that the water level falls from 1.17 to 0.22 m AHD (cf. 1.04 to 0.30 m 
AHD).  This corresponds to a total cumulative discharge of 3.9 GL, (compared to 3.0 GL).  Perhaps 
most marked is the impact on discharges during the initial stages of the breach, which can be up to 
twice as large as for the base scenario.  This is significant when considering the ability of the breach 
to mobilise organic deposits from within the main channel of the Lake. 
 
Figure 9-1 Volume of Sand Scoured: Impact of Higher Breach Level 
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Figure 9-2 Rate of Water Level Fall: Impact of Higher Breach Level 
 
Figure 9-3 Breach Discharge: Impact of Higher Breach Level 
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9.3 Testing the Timing of Breach Operations. 
Discussions with numerous individuals from Councils, State Government and engineering 
consultancies during the course of this study have highlighted a common perception that artificial 
breaching should be undertaken around or shortly after high tide, as documented by Gordon (1990).  
However, this perception appears to relate to numerous field investigations on two systems (Dee Why 
Lagoon and Narrabeen Lagoon) in the 1970’s and 1980’s (Gordon, 1990; Kulmar et al., 1989). All 
systems behave differently and it is reasonable to examine the impact of breaching at a different stage 
of the tide at Tabourie Lake. 
For this assessment, the sensitivity of the system to differences in the tide has been tested by 
representing a model breach at mid tide. For conditions present during the measured breach of 
February 13th 2008, the high water slack in the ocean occurred between 12:30 and 1:00 AEST 
(+0.36 m AHD). The breach occurred at 12:00 AEST. The subsequent low water slack occurred 
between 18:30 and 19:00 AEST (-0.49 m AHD). Accordingly, a mid-tide was assessed as occurring at 
15:45, when the tide record indicated an ocean water level of -0.09 m AHD. The starting water level 
in the lake was set at 1.17 m AHD. 
By moving the breach initiation to the mid tide time, this simulation ensures that the period of main 
breach channel opening (lasting around 5.5 hours) straddles the low tide, theoretically increasing the 
average difference in water levels between the lake and the ocean and hence the hydraulic slope and 
sediment transport. 
The end result is slightly higher discharge rates during the first 6-7 hours of the breach, but minimal 
long term increase in the size of the breach. The variation of simulated erosion over time is shown on 
Figure 9-4.  Figure 9-5 shows that the water level falls at a similar rate to a comparable simulation 
(breached around high tide) during the first four hours, although beyond this, the tide begins to affect 
the water level and it is difficult to perceive an ongoing pattern given these relatively short 
simulations.  A similar moderating effect is seen in the discharge time series’ shown on Figure 9-6. 
Overall, the end difference between the two simulations, considering discharge, scour volume and the 
fall of water levels appears to be marginal for Tabourie Lake.  
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Figure 9-4 Volume of Sand Scoured: Impact of Breach Timing 
 
Figure 9-5 Rate of Water Level Fall: Impact of Breach Timing 
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Figure 9-6 Breach Discharge: Impact of Breach Timing 
9.4 Testing the Impact of Pilot Channel Alignment 
During the field data collection exercise, and subsequent analysis of the data (Chapter 3), it was noted 
that the breach channel displayed a counter clockwise rotation, which brought it more in line with the 
approach flow from upstream, which tended to follow the greatest depth in the entrance, adjacent to 
the southern side of the entrance compartment.  
The simulation presented here aims to examine how much impact cutting a pilot channel that is more 
sympathetic to the incoming flow direction might have on the effectiveness of the breach. In other 
words, the pilot channel of the base scenario has been rotated to match the alignment of the incoming 
flows. The resulting alignment and depth contours, when compared to those in the base simulation are 
illustrated on Figure 9-8. Equivalent volumes of sand have been placed in the relocated piles. 
The results indicate minimal influence arising from rotation of the channel.  Surprisingly, the rotation 
actually causes a reduction in the erosion, water level fall and discharge rates during the initial stages 
of the breach.  This may be due to alignment causing less erosion and widening at the upper end of 
the breach channel where an obliquely approaching current may actually impinge more notably on the 
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side walls of the channel.  Alternatively, the modification to bed elevation shown on Figure 9-8 is 
noted to be fairly imprecise, resulting in the otherwise marginal changes simulated.   
 
Figure 9-7 Volume of Sand Scoured: Impact of Channel Alignment 
Figure 9-7 shows the impact on erosion volume to ultimately be minimal.  Similarly, there are only 
marginal differences between the fall in water level and discharge rates over time (Figure 9-9 and 
Figure 9-10 respectively).  Based on these results, it may be concluded that expending significant 
effort to align the pilot channel to the breach direction will likely not improve the strength of the 
breach. 
9.5 Testing the Impact of Climate Change 
As a preliminary indication of how the system may respond to climate change, a simulation looking to 
represent potential conditions by 2100, including Sea Level Rise was executed. From Chapter 8, an 
analysis of barrier height elevations indicated that the elevation exceeded 50% of the time will rise by 
around 0.85 m this century (based on a 0.90 m SLR between 1990 and 2100). 
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Figure 9-8 Comparison of Base and Realigned Pilot Channel 
   
MORPHOLOGICAL MODEL APPLICATION 245 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
 
Figure 9-9 Rate of Water Level Fall: Impact of Channel Alignment 
 
Figure 9-10 Breach Discharge: Impact of Channel Alignment 
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To represent such a situation, the elevations at the barrier crest were adjusted upwards by 0.85 m, 
along with all areas offshore of the barrier. Clearly, the barrier and associated flood tide delta region 
landward of the barrier crest will also rise, although it was considered the rise may not uniformly keep 
pace with sea level rise. Accordingly, the amount by which elevations across the delta would rise was 
assumed to diminish with distance landward, reducing to zero, around 700 m landward of the barrier 
crest. It is commonly assumed that the barrier would also move landwards in a sea level rise scenario, 
but for this preliminary simulation, the barrier has been kept in the same horizontal location. 
Further uncertainty is associated with the way policy may change to accommodate SLR. For this 
preliminary simulation, it was assumed that the “trigger level” for manually opening the lagoon would 
rise by the same amount as sea level, resulting in a starting water level of 2.07 m AHD (1.17 + 0.90). 
The offshore tide boundary was also raised by 0.90 m. 
The purpose of this simulation is to compare how potential changes to the coastal environment arising 
from SLR may alter the breach behaviour of Tabourie Lagoon, if at all. 
Somewhat surprisingly, the simulated differences in behaviour are significant.  The erosion rates are 
maintained for longer than the present day simulation (Figure 9-11), resulting in the ultimate removal 
of nearly 16,000 m3 of sand (cf. 10,500 m3 for the present day simulation). The water level falls some 
1.1 m (2.07 → 0.97 m AHD) compared to 0.95 m (1.17 → 0.22 m AHD) for the present day 
simulation (Figure 9-12).  The big difference, however, is in the differing volumes discharged 
(~7.4 GL, compared to ~3.9 GL for the present day).  Clearly, this is a function of the present day 
stage-volume relationship of the lake storage, and will also be affected by the speed with which 
morphological change inside the Lake (i.e. fluvial infilling) can keep pace with the rise in water level 
imparted by any rise is sea-level. 
It does appear, however, that should morphological change lag the change in sea level, that breaches 
in a climate change scenario will grow in intensity and be more effective in scouring sand from the 
barrier.  However, this will not necessarily translate to a commensurate improvement in the initial 
flushing (evacuation) of the water body, which will contain more water to begin with.  Subsequent 
tidal flushing before closure may be enhanced by a more deeply scoured breach channel. 
While there may be some perceived ecological benefit to the system, any such benefit would likely be 
of minimal consequence to the viability of presently marginal developments. These will become 
increasingly inundated over time, with some properties becoming uninhabitable. 
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Figure 9-11 Volume of Sand Scoured: Impact of Climate Change 
 
Figure 9-12 Rate of Water Level Fall: Impact of Climate Change 
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Figure 9-13 Breach Discharge: Impact of Climate Change 
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10 DISCUSSION AND CONCLUSIONS 
10.1 Discussion 
The focus of this study has been those coastal lagoons which are sometimes connected to the ocean 
and at others are separated by a continuous sand barrier. The breaching events which open a closed 
lagoon can be either intermittent or seasonal, depending on intra annual patterns of rainfall and the 
ocean wave climate. In particular, the study examined overtopping breaching, whereby water levels in 
the main lagoon body overtop the barrier, either naturally through catchment inflow, or artificially 
through the excavation of a pilot breach channel across the barrier. The subsequent flow is from the 
lagoon to the ocean. The study builds primarily on experience gained from systems in New South 
Wales, Australia. 
The expected sea level rise of the next century will create significant difficulties for systems with low 
lying fringing development. Inundation of these properties is commonly relieved through artificial 
breaching and the water level at which the lagoon is breached is a balance between trying to replicate, 
as closely as possible, the natural functioning of the lagoon while minimising nuisance inundation. 
Any rise in mean sea level, where development is presently marginal, will make such development 
increasingly unfeasible. 
A more informed understanding of the coastal lagoon breaching process is therefore desirable. The 
main effort of this study has been to improve the capabilities of numerical models, so that they can be 
used reliably to investigate the breaching process. The study involved the collection of detailed field 
data, the development and testing of a numerical morphodynamic model, and calibration of that 
model to the field data. A number of management strategies and future scenarios were then assessed 
using the calibrated model.  
The coastal lagoon overtopping process has received comparatively less attention in literature than the 
overtopping breaching of anthropogenic structures such as dikes, levees or dams. A number of 
researchers examining such structures have implied that their findings are directly applicable to 
coastal lagoons. However, a close examination of available field data indicates otherwise. In 
particular, the natural, wave built barriers that form at the entrance to the lagoons are typically much 
broader and significantly flatter than anthropogenic structures. This results in a breaching time scale 
(~10 hours) that is typically an order of magnitude larger than for anthropogenic structures (~1 hour). 
In addition, the breadth of the barrier (length of the breach channel) means that there is space for a 
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highly efficient near critical flow regime to establish. The breach channel development is not 
constrained laterally, and the balance between bed and side wall erosion tends to maintain near critical 
flows for the main period of breaching, when most of the sand volume is removed. In developing the 
numerical model, the main focus has been on achieving a reasonable replication of these near critical 
flows and growth of the breach dimensions by focussing on improvements to: 
 Representation of the lateral expansion of the channel, given the near vertical side walls held 
together by apparent cohesion in the sand; and 
 Representation of sediment transport and flow roughness in typically shallow and near critical 
flows. 
To prove the validity of the improvements made, detailed field data is required. Data specific to the 
breaching of coastal lagoons is rare. The reports of Gordon (1981; 1990) showed that many breaches 
were monitored during the 1970’s and 1980’s, although efforts to locate the underlying data during 
the present study were unsuccessful. It is clear from those previous findings that significant variation 
occurs between different breaches on the same system. A valuable data set was recorded by the NSW 
Public Works Department (1993) at Wamberal Lagoon, and was subsequently used for this study. 
To partly redress the situation, this study also collected a detailed data set including water levels, 
current speeds and repeated breach surveys on 13th February, 2008 at Lake Tabourie on the South 
Coast of New South Wales. That data set has proved to be the most detailed relevant data set 
presently available. The two data sets from Wamberal Lagoon and Lake Tabourie vary from each 
other, with a comparison provided in Table 10-1. This table shows that both events are significantly 
different, and together provide a range over which the validity of the model improvements could be 
tested. 
Nevertheless, there are difficulties inherent in the collection of data during the periods of most intense 
breaching. A reasonable reading from a standard ground survey staff or prism is not possible in the 
centre of the channel as the bed elevation is consistently shifting; indeed it is difficult to maintain a 
stable footing. A representative bed elevation is also difficult to attain, as it undulates, changing 
significantly over a relatively small horizontal. Due to the variability of the bed elevation, the current 
speed shows a proportionally similar degree of variability. 
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Table 10-1 Comparison of Breach Events for which Detailed Data Sets are Available 
Parameter Lake Tabourie Wamberal Lagoon 
Start Water Level (mAHD) 1.04 2.51 
End Water Level (mAHD) 0.35 0.46 
Timing of Breach Initiation 1 hour before High Tide 1.5 hours after Low Tide 
Time to Completion (hrs.)* ~ 36 hours ~ 22 hours 
Volume Drained (estimated) 465 ML ~ 1000 ML (1GL) 
*herein, the time reflects how long the lagoon displays a sustained fall, only intermittently interrupted by a reversal 
of the tide. This can be substantially longer than the period of active breach widening. 
 
Further difficulties arise from uncertainties associated with the bathymetry upstream of the breach. 
Testing undertaken during the study demonstrated the sensitivity of breach behaviour to bathymetry 
for some distance upstream of the main breach channel. 
Previous attempts at modelling the breaching of coastal lagoons (Brodie, 1988; Garber et al., 2007; 
HR Wallingford, 2000; Odd et al., 1995; Tuan, 2007) have faced a myriad of difficulties, including 
 An overly simplistic representation of processes, particularly during earlier attempts, when 
computational power was significantly constrained compared to the present; 
 Difficulties in achieving the required erosion rate, sometimes necessitating the application of a 
uniform scaling factor across the model domain; 
 A tendency to overly deepen the model, at the expense of widening, resulting in an unrealistic 
representation of the shape of breach channel development; 
 Unrealistic representation of the bank erosion process, often using an ‘avalanching’ or critical 
side slope method, which requires downward erosion before widening, which isn’t consistent 
with processes observed in the field;  
 Under prediction of flow speeds; and  
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 A lack of detailed data for calibration and verification. 
This study has involved improving morphological modelling methods to enable more realistic 
representation of the breach process with particular emphasis on improving the balance between side 
wall erosion and bed erosion. 
The model adopted was based on the TUFLOW 2D/1D depth averaged hydrodynamic flood 
modelling software developed and validated by Syme (1991) and used extensively throughout the 
world for flood modelling, having been approved by both the United Kingdom and United States 
governments for that purpose. A pre-existing morphological module of TUFLOW was re-organised 
and extended for the purposes of this project. 
While the study has aimed to utilise a capability that is consistent with present day engineering 
practice, the limitations of the modelling need to be recognised at the outset. While two dimensional 
depth averaged models based on the shallow water equations, such as TUFLOW, are now commonly 
applied to engineering studies, breach behaviour is complex, and some simplification is inevitable. 
For example, the undulating hydraulic surface present during a near critical flow condition cannot be 
modelled sensibly using computationally realistic grid sizes. However, the model does respond to 
changes in bed elevation which force continual changes in depth. This subsequently feeds back into 
the bed elevations. Accordingly, even though a relatively small grid size may be used (1 m in this 
study), it is not realistic to expect that sediment transport processes and bed adjustments will be 
realistic at the scale of individual grid cells. For that reason, much of the analysis of results has looked 
to spatially average parameters (e.g. speed, change in depth, average width etc.).  
To believe that our present level of understanding enables us to resolve individual bed forms in this 
type of “upper regime” flow is unrealistic. Even if we did understand the dynamics well, the 
computational requirements would be well beyond those that are commonly available to standard 
engineering practice although this can’t be ruled out in the foreseeable future. The types of 
refinements required would be a greater horizontal resolution and, most likely, a non-hydrostatic three 
dimensional representation of flow to properly resolve the pressure differentials present between bed 
form crests and troughs. The shallow water equations, by definition, assume hydrostatic conditions 
and gradually varied flow. 
Morris et al. (2009a) noted that it is not entirely clear whether the 2d steady flow sediment equations 
are reasonable for intense breach formation. However, the shallow water equations have been applied 
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with reasonable success to breach flows in recent times (Tuan, 2007; Wang and Bowles, 2006b) with 
modifications to account for slope (in the case of Wang and Bowles) and the generation of turbulence 
at hydraulic jumps (in the case of Tuan). Wang and Bowles (2006a) claimed that the gradually varied 
flow equations would, however, be appropriate for flows on slopes of less than 10 degrees. This is 
generally the case, in a reach averaged sense which filters out the undulations relating to standing 
waves and anti-dunes, during coastal lagoon breaches. One location where it is likely to be violated is 
at the upstream end where a weir forms and curvature of the flow surface is strong. However, the 
testing undertaken herein has indicated that reasonable results are still obtained even without 
correcting for those effects. 
Faeh (2007) noted an ongoing debate regarding whether flow and sediment equations should be 
coupled, with some (Cao et al., 2002; Hudson, 2001; Hudson and Sweby, 2005) arguing that 
decoupled models are unstable and less accurate, especially for intense flow conditions. In testing the 
impact of coupling on numerical dam break experiments, Faeh found no significant difference 
between the coupled and uncoupled approach. Coupling introduces significant computational 
overhead and, while it may result in improved accuracy in some situations, it was not considered 
practical for the present study. 
Within this study, sediment grain size was represented by a single D50 grain size.  This is acceptable 
due to the very well sorted nature of the sediment present at the study sites.  To extend the model for 
more complex (poorly sorted) grain size distributions, it would be necessary to introduce multiple 
sediment classes, which are individually routed, although this adds complexity and requires more 
memory and computation.  In some instances, the processes of armouring and bed layering would 
need to be considered.  Long term morphological simulations in riverine environments would require 
such an approach. 
During the past decade there has been a shift towards the application of finite volume (FV) 
hydrodynamic models in engineering practice (Zhang and Wu, 2011). These models have an 
inherently more robust ability to handle shocks and have some practical advantages over finite 
difference models, including the ability to model using a flexible mesh and their conceptual 
simplicity. These advantages come at a computational cost, but FV schemes also lend themselves well 
to parallel processing on modern computers. Due to the long time frame for gestation of this study, the 
finite difference model which was available at the outset has been retained for application. It is 
considered that the findings will have general applicability, regardless of the hydrodynamic solution 
scheme adopted. 
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Preliminary testing with the TUFLOW model was undertaken initially, examining the capability of 
various sediment transport and morphological algorithms to achieve the erosion required to open the 
breach at an appropriate rate. The tests were based on a hand calculation using a snapshot of data 
collected a few hours post breach initiation at Tabourie Lake. It was found that an approach which 
removed bed material based on an excess shear formulation and then considered that sediment to be 
lost to the system, or the original formulation of Van Rijn from 1984 achieved the best results of those 
algorithms tested. The algorithms tested were selected based on recommendations and the experience 
of others from the literature. 
In addition to the checking of sediment transport algorithms, a range of roughnesses (expressed as 
Manning’s n within TUFLOW) were tested to assess performance against the measured flow 
velocities. It was found that a roughness of between 0.013 and 0.016 would likely be required to 
achieve the required flow velocities. This discrepancy appears to have been related to an imbalance in 
other parameters controlling the breach, which had not been investigated at that preliminary stage. 
Ultimately, a roughness model which predicts roughness equivalent to Manning’s n values of around 
0.013 in the breach was adopted and found to perform best.  
Such low Manning’s values are partly justified by the literature.  For example Verbanck (2008) 
argued that roughness relationships based on bed form dimensions should not be used between 
Froude numbers of 0.85 and 1.7, and should instead be based on flow conditions.  The application of 
Verbanck’s ideas and subsequent developments (Huybrechts et al., 2011a) resulted in equivalent 
Manning’s values of as low as 0.011, which would be traditionally categorised as being “smoother 
than glass”.  The results of this study support the arguments of Verbanck and Huybrechts et al, finding 
that the field measured velocities could not be properly matched unless a dynamic roughness routing 
method which resulted in such low roughnesses were adopted.  
The breach side wall process had not yet been treated in detail for the case of coastal lagoons. Bank 
erosion in rivers is similar, but actively eroding riverbanks commonly comprise cohesive material. In 
this sense, the coastal lagoon breach channel side wall erosion process is somewhat unique in that 
lateral expansion is unconstrained and comprises relatively fresh erosion into homogenous 
cohesionless soil. 
The side walls exhibit some cohesive behaviour resulting from matric suction in the partially moist 
sand mass. Side slopes of around 65 to 70 ° from the horizontal are common. However, at the base of 
the slope, where the flow acts directly against the sand mass, the apparent cohesion disappears as a 
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surfeit of moisture causes the sand to lose cohesion, in the same way that swash on the beach causes a 
previously stable sand castle to collapse. 
Herein, it was argued that the rate of bank retreat is intimately linked to the action of the flow directly 
against this very steep face. Until now, models of this type have typically modelled using an 
‘avalanching’ approach, whereby the bed needs to be eroded downwards to destabilise the side wall 
by exceeding a critical slope. Testing with a slope of 1V:1H (note that this is flatter than slopes 
witnessed in the field) did not produce breach widening rates that matched field measurements. 
A variety of erosion algorithms with increasing complexity were implemented and their performance 
examined against the measured rate of retreat, using an idealised model which replicated the 
conditions at Lake Tabourie around 3 hours post breach initiation. Ultimately, a good balance 
between realism and simplicity was achieved through the adoption of an excess shear formulation 
which also tracked the extent to which a cell had been eroded, and accounting for that extent in the 
hydrodynamic calculation. A more complex model, based on Osman and Thorne (1988) involving the 
specification of geotechnical parameters and representation of the intermittent slumping process was 
developed but considered to rely on soil parameters which are not typically available, yet not 
providing measurable benefit over simpler models. 
The testing of different side wall erosion algorithms also adopted an ‘excess-shear’ stress formulation 
along the bed of the channel, with any material eroded from the bed effectively disappearing (i.e. 
considered to be carried as suspended load) from the system. When applied to the full models of Lake 
Tabourie and Wamberal Lagoon, this resulted in too much erosion, particularly at the downstream end 
of the breach channel and highly unrealistic breach plan form development. While seemingly 
inappropriate for coastal lagoon breaching, such an approach may still have merit for the breaching of 
anthropogenic structures, although testing of this was outside the scope of the present project.  
Significant attention was subsequently applied to examining the erosion processes at the bed of the 
channel. The implementation of a more realistic bed update model, which balanced mass and 
considered processes of pickup and deposition at the bed of the channel, was found to improve the 
model results significantly. However, it was clear that the issues of sediment transport and the 
hydraulic flow resistance needed more attention. 
Sediment transport processes under transcritical flow are not yet well understood. It is often argued 
that available sediment transport algorithms aren’t well suited to these types of flow, being more 
commonly developed against data sets from sub critical flow cases. For this study, preliminary 
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calculations did, however indicate that the relationships of van Rijn (van Rijn, 1984c; van Rijn, 
1984d) would provide reasonable estimates, based on the overall volume removed from the Tabourie 
during the monitored event in 2008, and the typical flow conditions measured in the channel. A 
number of other researchers had found that these relationships were reasonable in situations of high 
shear stress, supercritical or upper regime flows. The finding is intriguing, as the conceptual 
separation of bed and suspended load, as adopted by van Rijn, is questionable in upper regime flows. 
Nevertheless, it appears that the calculated overall transport does fit the upper regime coastal lagoon 
breaching process well. 
With testing, however, it was subsequently found that the relationship behaved poorly when 
extremely large Froude numbers were experienced. Conversely, for low depths with flow conditions 
closer to critical, it was reasoned based on the findings of a number of researchers, that sediment 
transport should probably be enhanced. Accordingly, relationships which a) Adjusted flow parameters 
closer to critical before applying them in the sediment transport algorithm; and b) enhanced sediment 
transport rates at low depths, were derived and implemented. The form of these relationships was 
largely intuitive, and more detailed laboratory work, or analysis of pre-existing data would be 
required to examine how reasonable these relationships are, and whether realistic bounds should be 
placed around the parameters which define the range over which the scaling, or Froude limiting 
occurs. 
The adjustment of flow velocity and depth before passing the parameters to the sediment transport 
and morphological algorithms (i.e. “Froude limiting”) is based on field observation which have 
consistently shown that breaching coastal lagoons adjust towards a critical flow condition throughout 
the throat of the breach channel.  However, this adjustment causes inconsistency between the flow 
used by the hydrodynamic model and that used by the morphodynamic model.   
Ideally, an algorithm which better represents the bed forms and the resulting three dimensional effects 
would be derived.  One potential improvement, given better understanding of transitional bed 
hydraulics, would involve applying a ‘fix’ to momentum terms in the hydrodynamic model. Beyond 
that approach, full representation of the three dimensional hydraulics and morphology may be 
required, and such an approach is beyond that presently applied in engineering practice. 
Importantly, both available field data sets relate to artificial breach scenarios. A pure overtopping 
scenario, where the overtopping flow finds its own preferred channel has not been tested and it is 
theorised that the two intuitive relationships adopted could be used to assist in validating to any 
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available data arising from a ‘natural’ breach event (e.g. a permanent water level record). In 
particular, it is considered that the enhanced sediment transport at low depths can take guidance from 
studies in overland flow sediment transport, from which scaling by a factor of up to 5 can be justified. 
It is a challenge to achieve the correct hydraulic roughness parameterisation for transcritical flow. 
There is now a sound body of evidence showing that, at these highly efficient flows, the bed conforms 
to minimise roughness. In fact, when applying the methods outlined in Huybrechts et al. (2011a), the 
model simulates roughnesses equivalent to a Manning’s n of 0.013, which would traditionally be 
applied to a painted smooth steel surface, for (e.g. Chow, 1973). Clearly the overall roughness is not 
simply a function of the material comprising the bed, but is also related to the flow regime and its 
interaction with the bed configuration. Nevertheless, the testing undertaken has shown that the 
adoption of a model which predicts such low resistance is important if the field measured flow 
velocities are to be simulated. The model of Huybrechts et al. (2011a) performed best, when 
compared to that of Karim (1995). For this particular flow condition, it was assumed that the time lag 
for development of the standing wave or flat bed forms was not important. In the field, it takes a few 
minutes to cycle through the bed forms; however it always tends to remain within the highly efficient 
upper regime.  
The two roughness models were adopted due to the ease of incorporation, given that they rely 
primarily on the flow variables to calculate roughness. Methods which rely on the interim calculation 
of a roughness length from bed form dimensions were considered irrelevant for the main area of 
breaching being considered. The roughness has been re-introduced to the hydrodynamic model in the 
form of a Manning’s ‘n’ value for the sake of simplicity. A more robust implementation would 
involve the incorporation of terms to the momentum equation. 
Initially, it was considered that special treatment of a hydraulic jump may be required, as undertaken 
by Tuan (2007). However, the results obtained by the model indicated that this might not be 
necessary, and this would seem related to the achievement of a transcritical flow condition where any 
hydraulic jumps that do occur are relatively weak. 
Overall, testing of the upgraded morphological model showed significant improvements: 
 The improved bed update scheme significantly improved development of the shape of the 
predicted breach channel; 
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 When combined the addition of sediment transport enhancements and Froude limited transport 
sediment transport were added, opening of the upstream end of the channel was enhanced, and 
excessive ‘flaring’ at the downstream end of the model was reduced; and 
 The feedback of roughness to TUFLOW, resulting in a lowering of hydraulic resistance for upper 
regime bed conditions has significantly improved the water level response and current velocity 
estimates produced by the model. 
Despite these improvements, a unifying set of appropriate parameters could not be found for both 
field data sets being tested. This is not surprising, considering not only the uncertainties discussed 
above, but also the uncertainties in field data, stage-volume relationships of both lagoons, and the 
bathymetry landward of the barrier in both models. Accordingly, there is still a need to calibrate each 
particular model. Such calibration was undertaken for Lake Tabourie, and the resulting parameters are 
shown in Table 10-2. The calibration exercise focussed on the breach side erosion coefficient (kd) 
which is the most dominant ‘variable’, showing significant impact within the range of likely values 
that it could potentially take. From the testing and data examined during this project, it seems that a 
range of ~ 5.0E-3 to 1.0E-5 is reasonable. 
The values presented in Table 10-2 were adopted in subsequent “What-if” scenario testing. However, 
before proceeding with those tests, a means of stochastically estimating an appropriate barrier height 
was developed and tested at Lake Tabourie. 
The method incorporates synthetic tides generated from measured tidal harmonics, and randomly 
sampled values relating to rainfall, beach face slope, lake opening period, and wave height, direction 
and period. Values were sampled from distributions of each of these parameters formed from standard 
long term data records. The barrier elevation was determined from the 2% run-up level arising from 
constructive waves. The methodology was applied to determine the probabilistic distribution of 
barrier heights for both stationary and non-stationary (i.e. sea level rise (SLR)) scenarios.  
The method proved successful in providing estimates of the exceedance probabilities of the barrier 
elevations at Lake Tabourie. When run using present day, stationary mean sea level conditions and 
assuming the prevailing artificial opening strategy with a trigger level set at 1.17 m AHD, the model 
reasonably replicated historical behaviour at Tabourie Lake with respect to typical berm elevations 
and the proportional split of times that the Lake was open or closed. The method shows promise for 
application to other systems. 
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Table 10-2 ‘Calibrated’ Parameters for Tabourie 
Parameter Adopted  
(values in brackets apply for 
Tabourie Model) 
Manning’s ‘n’  
(where not altered by roughness model) 
0.022 
D50 0.35 mm 
D90 0.55mm 
Roughness Length (for shear stress 
calculations) 
0.1 m 
Side Erosion Coefficient 5.0×10-5 
Side Erosion Exponent 1.0 
Side Wall Shear Stress Reduction Factor 0.75 
Hydrodynamic Time Step 0.125s 
Morphological Time Step 7.5s 
Underwater Slumping Slope 1 in 10 
Roughness Model Huybrechts 
ࡲ࢘ࡸ: Lower Limit for Froude Adjustment 0.844 
ࡲ࢘ࢁ: Upper Limit for Froude Adjustment 1.5 
ࡲ࢘ࡹ: Maximum value of adjusted Froude 
Number 
1.0 
ࡱࡲ࢓ࢇ࢞,: Maximum Shallow ST 
Enhancement Factor 
6.0 
ࡰ࢓࢏࢔ࢇࢊ࢐: Minimum Depth for ST 
Enhancement 
0.02 m 
ࡰ࢓ࢇ࢞ࢇࢊ࢐: Maximum Depth for ST 
Enhancement 
0.5 m 
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Using the model, the impact of the artificial management strategy was assessed and compared to a 
strategy allowing natural breaching. The model was also used to predict the probabilistic future 
distribution of barrier heights for scenarios including SLR. The indicated that the method would be 
appropriate for use in a risk based assessment of catchment flooding behind an enclosing barrier for 
present conditions, or to provide management guidelines for future climate scenarios. 
Following consideration of changes to the barrier height regime, simulations were executed using the 
Tabourie model to investigate: 
 Breaching at a higher manual breach level; 
 Initiating breaching at mid-tide level instead of high tide; 
 Cutting a pilot channel aligned more with the final flow direction; and 
 The impact of a higher berm elevation resulting from sea level rise. 
Importantly, these results are only indicative of behaviour at Tabourie Lake, and additional effort 
would be required to extrapolate the findings to other sites.  The simulations indicated that the 
benefits of breaching at a different stage of the ocean tide, or making efforts to align the channel more 
sympathetically would have minimal impact on the final breach parameters.  The most effective 
option present day managers have at their disposal to improve the strength of breaching at Lake 
Tabourie is to breach at higher water levels. 
Interestingly, the climate change (sea level rise) scenario also indicated a significant improvement in 
the strength of the breach.  This is primarily related to more storage capacity within the water body at 
higher stages, meaning that there is a more sustained head difference during the initial breach stages.  
However, the actual improvements realised will likely depend on how well morphological change 
within the lake body (fluvial infilling) keeps pace with sea level rise. 
10.2 Conclusions and Further Work 
This thesis asserts that the methods commonly used to model the coastal lagoon breaching process 
can be improved. Overall, the strategies tested have shown this to be the case. The key improvements 
that make for a better model are: 
1. Inclusion of a more realistic side wall erosion algorithm, which does not rely on deepening of the 
channel to effect widening, as common applied; 
DISCUSSION AND CONCLUSIONS 261 
____________________________________________________________________________________________________________________________________________________ 
 
G:\DAVID\BACKEDUP\PHD\OUTPUTS\THESIS\POSTEXAMINATION\THESISSTANDARDUQ_0.001_20130310_FINAL.DOCM  
2. Inclusion of a roughness model that recognises the high efficiency of transcritical flow (i.e. 
minimisation of roughness);  
3. Recognising that sediment transport at low depth has an increased efficiency; and 
4. Recognising that the flow in a coastal lagoon breaching channel evolves towards a transcritical 
state. 
Testing of the side wall erosion algorithm implemented here focussed on adjustment of the key linear 
erosion factor kd, and it appears that an appropriate value for this parameter is around 1×10-4. 
However, laboratory testing of side wall erosion in an appropriately sized flume (i.e. experiments at 
near field scale) with care taken to attain appropriate moisture contents in the eroding face could 
assist in improving the model. Key findings from such experiments should aim to clarify nature of the 
excess shear erosion formulation adopted in the model, the range of values that kd might take and the 
parameters that affect it. Field assessment of these values could be achieved using Jet Erosion Testing 
methods which have developed over the past couple of decades for application in assessing riverbank 
erosion. 
Further study into understanding the nature of sediment transport and flow in a transcritical regime is 
also warranted. This has received attention in recent years through studies into the propagation of 
dam break flows. However, sediment transport relationships commonly have been tested more 
rigorously against lower regime flows, due to the lack of suitable data which in turn has arisen from 
the recognition that upper regime flows are less common in nature. Nevertheless, upper regime flows 
are of primary importance in many instances of practical importance to engineering design, such as 
the aforementioned dam break flows, or flows during the peak of a large flood. These are the types of 
flows that have the most potential to cause morphodynamic change. 
The interaction of flow, roughness and bed form in the upper regime is something which could also 
be improved in the model. For example, in the present model, a strategy was tested whereby the flow 
parameters fed through the sediment transport calculation were limited to keep the apparent Froude 
number within a specified near critical flow range. A better outcome would see the bed configuration 
(or roughness) modified in such a way that the hydrodynamics predict the near critical flows.  In 
addition, while there is evidence that sediment transport rates should be scaled for shallow flows as 
tested in the present thesis, the nature of this process and the appropriate parameters that may apply 
for coastal lagoon breaching are still very uncertain. 
Finally, the collection of more coastal lagoon breach field data to enable validation of these models 
over a wider range of conditions is recommended. However, it is noted that the data collection 
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exercise is still relatively labour intensive and generally expensive. With the emergence of newer 
technologies, such as 3d laser scanning, it is hoped that collection of these data sets may become 
more economical in future. A means to more reliably survey the bed of the channel during breaching 
is also desirable, although after much consideration during the present study, no appropriate 
technologies seem to be presently available. 
Of key importance for any future field data collection is to extend the initial bathymetric survey to 
well landward of the barrier. The bathymetry for many tens of metres upstream of the barrier is noted 
to have a significant effect on the evolution of the breach channel (location, rate of evolution, channel 
rotation etc.). Of particular value would be collection of a detailed data set dealing with natural 
breakout. It seems that only artificial breach data sets appear to exist at the present time. The 
evolution characteristics of a natural breach event are particularly important for the consideration of 
behaviour during extreme catchment flooding events. Behaviour could be particularly complex, as 
evidenced by the quadruple breach channel situation shown in Figure 10-1. 
 
Figure 10-1 Natural Breach Event, Eumeralla Estuary (Yambuk Lake) 
(Photograph Courtesy of Glenelg-Hopkins Catchment Management Authority) 
The differences between coastal lagoon breaching and the breaching of anthropogenic structures 
needs to be recognised. A number of researchers examining anthropogenic structures conclude their 
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work by implying that the findings are directly applicable to coastal lagoons. While there are 
similarities, such statements are not completely correct and care needs to be taken in considering 
those aspects highlighted herein that contrast between natural and anthropogenic barriers. 
The coastal lagoon breach model developed herein is imperfect, a common trait of all models. 
However, it is believed that the strategies adopted in the present document are sound, and represent a 
significant improvement to the ‘best practice’ presently adopted. Importantly, the strategies adopted 
have negated the need to blindly scale sediment transport rates as a means of calibration and they 
remove difficulties associated with over deepening of the breach channel encountered by many 
models. While scaling is adopted in the present study, it is only applied to very shallow flows, an 
approach that is justified by background literature.   
As the model stands, it is considered a useful tool to further research management strategies relating 
to the artificial breaching of lagoons. Nevertheless, calibration to any available data will increase its 
reliability at a given site. 
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APPENDIX A: CODING PROTOCOLS 
A.1 Guidelines for Code Format 
To ensure the clarity and future readability of the morphology module code, the following rules were 
adopted: 
1 Code shall be documented with comments. Comments should refer to the relevant references 
as appropriate. Those references shall also be stored in the Subversion repository. Comments 
should be aimed at a programmer reading and understanding the code. 
2 Selected comments that describe the interface and description of each subroutine shall be 
prefixed with “!!”. The double exclamation point is to be used for future integration into a 
code documenting system. 
3 Every variable declaration shall be commented, with the comment marker (!!) placed in 
column 81 of the source code. Every variable shall be declared on a separate line. 
4 As much as possible, program elements should be stored in modules. 
5 Modules should normally be contained within a single file with the same name as the module. 
Modules should contain a header with the format shown in Figure A-1. 
6 End function, end subroutine, end type, and end module statements shall specify the optional 
name of the entity of which they represent. 
7 Major dividing lines in the code shall contain exclamation marks followed by 79 asterisks, 
causing the line to finish in column 80. 
8 Coding in lower case is considered appropriate. 
9 ‘Intent’ statements must be used for each variable in the calling sequence of a subroutine 
10 Declaration of calling sequence variables shall be within its separate ‘section’ (i.e. between a 
set of dividing lines) 
  
Figure A-1  Source Code, Module Header Format 
Figure A-2  Source Code, Subroutine Format 
11 Subroutines, Functions and Data type declarations shall be formatted as shown in Figure A-2. 
12 Generally, the subsections of subroutines and functions shall be ordered as follows: 
13 Subroutine name, calling sequence and compiler declarations 
14 Description of subroutine/function purpose 
15 Definition of calling sequence variables 
16 Definition of local variables 
17 Main Code 
18 A similar format, containing only those sections relevant to types is applied to data type 
declarations. 
  
Macros were written in Visual Studio to facilitate adherence to these code format rules, while not 
hampering the rapid development of code. 
A-2 Guidelines for FORTRAN Code Semantics 
Fortran is a long lived programming language that has been through many standardised revisions over 
more than 50 years (Chivers and Sleighthorne, 2008). The changes between revisions have been 
substantial, and while each standard has embraced further modernisation of the programming 
language, there are still many legacy issues associated with old code.  
The morphology module development work has aimed to embrace more recent changes, which 
normally enhance stability, performance and the flexibility of code. At the time of project inception, 
the Fortran 95 standard had been implemented in the Intel Fortran Compiler. Through the course of 
the project, further development by Intel has seen the incremental inclusion features from the Fortran 
2003 standard although by 2010, not all of Fortran 2003 was yet implemented. This is a common 
situation for many commercially available compilers (Chivers and Sleightholme, 2010) 
The following list of guidelines for code semantics is based on the Fortran 95 standard. In some 
instances, these guidelines have been ignored, where advances in compiler development have made 
them irrelevant. 
1 Due to the error prone nature of pointers, they should only be used when allocatable arrays are 
not possible 
2 The ‘save’ qualifier should be used when declaring pointers and allocatable arrays that are 
allocated within procedures, this guarantees that the array and the pointer status are preserved 
on subsequent entries. 
3 When creating a hierarchy of pointers to pointers, each level of pointers must be allocated 
before being used. Therefore, when a parent pointer is declared, it should be immediately 
allocated or nullified. The child pointer cannot be allocated before the parent. 
4 Code shall be Fortran 95 (or 2003) compliant apart from exceptional circumstances, when 
other viable options need to be investigated. 
5 Any exceptional, non-standard code shall be isolated for easy location to make future 
refactoring of the code easier 
6 Generally, an object oriented programming methodology is to be followed (Decyk et al., 
1997). ‘Objects’ will be defined by a single module, firstly containing the data type 
  
declaration defining the object, and secondly containing the routines that act upon objects of 
that type. 
7 The use of ‘only’ qualifiers within module ‘use’ statements is strongly encouraged. 
8 Code shall not terminate execution without providing an appropriate error message as output.  
9 Automatic arrays should be used in preference to pointer or allocatable arrays. 
10 Multiple, repeated ALLOCATE & DEALLOCATE statements should be avoided. When 
used, the success or otherwise of these statements should be tested 
11 Don’t use COMMON blocks (use Modules instead) 
12 Don’t use EQUIVALENCE statements (use POINTERS or derived data types instead) 
13 Don’t use GOTO statements (use IF, CASE, DO WHILE, EXIT or CYCLE statements), 
unless jumping to error handling at the end of a routine. Jump to the Continue statement, 
which is to be labelled with 9999. 
14 Avoid Labelled DO constructs (use End DO instead) 
15 Avoid FORMAT Statements, use character parameters or format specifiers inside the 
read/write statements. 
16 Functions are not allowed to have side effects (i.e. shouldn’t perform I/O or alter variables in 
their argument list. 
17 Variables should have meaningful names.  
18 Indentation shall conform to 2 characters. 
19 To improve readability, start continuation lines with an operator in an appropriate column  
20 Don’t use tab characters in the code 
21 Explicit interface blocks shall be used between routines if optional or keyword arguments are 
to be used. Consider combining interfaces in a module for sharing around between other 
modules; 
22 Avoid recursive routines, which tend to be inefficient. 
23 Use array notation whenever possible 
24 To improve portability between 32 and 64 bit platforms, use the “selected real kind” construct 
by writing a module that defines the parameters corresponding to each required condition. 
  
APPENDIX B: BANK EROSION ALGORITHM TESTING 
B-1 Avalanching / Slumping Formulation 
  
  
 
Figure B-1 Aligned Grid Bank Development Critical Slope of 1 in 0.25  
 
 
  
 
 
Figure B-2 Aligned Grid Bank Development Critical Slope of 1 in 0.5  
  
 
Figure B-3 Aligned Grid Bank Development Critical Slope of 1 in 1 
 
  
 
Figure B-4 Aligned Grid Bank Development Critical Slope of 1 in 2 
 
  
 
Figure B-5 Aligned Grid Bank Development Critical Slope of 1 in 5 
  
 
Figure B-6 Oblique Grid Bank Development Critical Slope of 1 in 0.25  
 
 
  
 
Figure B-7 Oblique Grid Bank Development Critical Slope of 1 in 0.5  
  
 
Figure B-8 Oblique Grid Bank Development Critical Slope of 1 in 1 
 
  
 
Figure B-9 Oblique Grid Bank Development Critical Slope of 1 in 2 
 
  
 
Figure B-10 Oblique Grid Bank Development Critical Slope of 1 in 5 
  
  
B-2 Constant Lateral Erosion Rate Formulation 
  
  
 
Figure B-11 Aligned Grid Bank Development Constant Lateral Erosion 
Rate of 1.75E-4 
  
 
Figure B-12 Aligned Grid Bank Development Constant Lateral Erosion 
Rate of 3.5E-4 
 
  
 
Figure B-13 Aligned Grid Bank Development Constant Lateral Erosion 
Rate of 7.0E-4 
 
  
 
Figure B-14 Aligned Grid Bank Development Constant Lateral Erosion 
Rate of 1.4E-3 
 
  
 
Figure B-15 Aligned Grid Bank Development Constant Lateral Erosion 
Rate of 2.8E-3 
 
  
 
Figure B-16 Oblique Grid Bank Development Constant Lateral Erosion 
Rate of 1.75E-4 
 
  
 
Figure B-17 Oblique Grid Bank Development Constant Lateral Erosion 
Rate of 3.5E-4 
 
  
 
Figure B-18 Oblique Grid Bank Development Constant Lateral Erosion 
Rate of 7.0E-4 
 
  
 
Figure B-19 Oblique Grid Bank Development Constant Lateral Erosion 
Rate of 1.4E-3 
 
  
 
Figure B-20 Oblique Grid Bank Development Constant Lateral Erosion 
Rate of 2.8E-3 
 
  
 
B-3 Excess Shear Stress Erosion Formulation 
  
  
 
Figure B-21 Aligned Grid Bank Development Excess Shear Formulation 
with kd = 1.0E-4 
  
 
Figure B-22 Aligned Grid Bank Development Excess Shear Formulation 
with kd = 1.0E-5 
  
  
 
Figure B-23 Aligned Grid Bank Development Excess Shear Formulation 
with kd = 1.0E-6 
  
  
 
 
Figure B-24 Oblique Grid Bank Development Excess Shear Formulation 
with kd = 1.0E-4 
  
 
 
Figure B-25 Oblique Grid Bank Development Excess Shear Formulation 
with kd = 1.0E-5 
  
 
 
Figure B-26 Oblique Grid Bank Development Excess Shear Formulation 
with kd = 1.0E-6 
  
 
B-4 Excess Shear Stress Erosion Formulation with Partial Cell Opening 
  
  
 
Figure B-27 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening: kd = 1.0E-4 
  
 
Figure B-28 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening: kd = 1.0E-5 
  
  
 
Figure B-29 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening: kd = 1.0E-6 
  
  
 
 
Figure B-30 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening: kd = 1.0E-4 
  
 
 
Figure B-31 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening: kd = 1.0E-5 
  
 
 
Figure B-32 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening: kd = 1.0E-6 
  
B-5 Excess Shear Stress Erosion Formulation with Osman Thorne and Partial 
Cell Opening 
  
  
 
Figure B-33 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 1.0 
  
 
Figure B-34 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 5.0 
  
 
Figure B-35 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 20.0 
  
 
Figure B-36 Aligned Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 100.0 
  
 
Figure B-37 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 1.0 
  
 
Figure B-38 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 5.0 
  
 
Figure B-39 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 20.0 
  
 
Figure B-40 Oblique Grid Bank Development Excess Shear Formulation 
with Partial Cell Opening and Osman Thorne: kd = 1.5E-5, Talus Erosion Factor 
(Ehf) = 100.0 
  
APPENDIX C: PERFORMANCE OF IMPROVED BANK WIDENING 
ALGORITHM 
  
  
C-1 Tabourie Lake (Times to AEDT) 
 
   
  
 
   
  
 
   
  
 
   
  
 
C-2 Wamberal Lagoon (Times to AEST) 
 
 
   
  
  
 
 
   
  
 
 
  
APPENDIX D: PERFORMANCE OF CHANGES TO BED INTERACTION 
   
  
D-1 Simulations with Improved Bed Updating Scheme – Tabourie Lake  
(Times to AEDT) 
 
   
  
 
   
  
 
  
 
   
  
D-2 Simulations with Improved Bed Updating Scheme – Wamberal Lagoon 
 
   
  
 
   
  
 
 
   
  
D-3 Simulations with Froude Limited Transport – Tabourie Lake (Times to 
AEDT) 
 
 
   
  
 
   
  
 
  
  
 
  
  
D-4 Simulations with Froude Limited Transport – Wamberal Lagoon 
 
   
  
 
   
  
 
   
  
D-5 Simulations with Enhanced Shallow Transport – Tabourie Lake (Times to 
AEDT) 
 
 
   
  
 
   
  
 
   
  
 
   
  
D-6 Simulations with Enhanced Shallow Transport – Wamberal Lagoon 
 
   
  
 
   
  
 
 
   
  
D-7 Simulations with Roughness Feedback – Tabourie Lake (Times to AEDT) 
 
   
  
 
   
  
 
  
 
 
   
  
D-8 Simulations with Roughness Feedback – Wamberal Lagoon 
 
   
  
 
   
  
 
   
  
D-9 Tabourie Lake Calibration Simulations – Side Erosion Coefficients  
(Times to AEDT) 
 
 
   
  
 
   
  
 
   
  
 
   
  
D-10 Tabourie Lake Calibration Simulations – Trialling Enhancement 
Combinations (Times to AEDT) 
 
   
  
 
   
  
 
   
  
  
  
APPENDIX E: DIGITAL ELEVATION MODEL DEVELOPMENT 
E-1 Tabourie Lake 
A 5m by 5m gridded Digital Elevation Model (DEM) was prepared for the Tabourie Lake Flood 
Study (BMT WBM, 2009). The DEM was derived from topographic, hydrographic and 
photogrammetric survey data provided by Shoalhaven City Council (SCC). Figure E-1 has been 
adapted from the flood study report (BMT WBM, 2009) and illustrates the spatial extent of data 
sources used to construct the DEM. 
For the present investigation, the data set that will most affect performance of the model against field 
data measured in February, 2008 is the “Hydrographic Survey” noted in Figure E-1. That survey was 
undertaken by the New South Wales Department of Public Works and Services in 1993. The survey 
comprised 29 cross sections upstream of the entrance, and a detailed topographic survey and contour 
plan of the entrance area (NSW DPWS, 1993). The survey covered the in-bank areas of the Lake that 
are of most relevance to the February, 2008 breach event. Although the cross-sections provide less 
information than more modern hydrosurvey techniques, the cross sections provide excellent accuracy 
up to and including the tops of the banks of the creek and edges of the Lake. The data set is of 
sufficient quality to represent the volume stored in the Lake at the water levels present during 
February, 2008. 
Cross-section survey of Lemon Tree and Branderee Creeks, as discussed in BMT WBM (2009) is of 
secondary importance, and is the most suitable data presently available to represent the volume of 
water draining from those tributaries during the breach. 
E-2 Wamberal Lagoon 
E.2.1 Introduction 
The digital elevation model was derived from three pre-existing data sources: 
 Remote sensed Airborne Laser Scanning (ALS) data for fringing areas that are 
intermittently wet and dry as the lake fills and empties; 
 Echo-sounded bathymetric hydrosurvey data, for the main body of the Lagoon; and 
 Conventional ground survey of the breach across the berm in September, 1993. 
  
  
Figure E-1 Survey Data Sources used for DEM Construction 
 
 
 
 
   
  
 
E.2.2 ALS Data 
Airborne Laser Scanning (ALS) data were provided by Gosford City Council (GCC) for the project. 
The data set comprised a series of filtered and quality checked points produced by AAM Hatch based 
on raw data collected from a fixed wing aircraft on 7th July, 2007. 
The standard deviation of differences between ground surveyed elevations at 437 ‘test’ points and the 
elevations interpolated from the ALS data was found to be 0.018 m on clear ground, although in 
vegetated areas, the correlation is likely to be less favourable. Vertically, the majority of points could 
be expected to be within 0.1 m of their actual elevation and horizontally, the accuracy is expected to 
be better than 0.55 m. 
The (x,y,z) data set provided by Gosford Council was dense (estimated 0.3 to 0.5 points per square 
metre) and was filtered further to remove any points above 10 m elevation (to AHD). The data were 
subsequently imported to a GIS for integration with other data. The ALS data set is the best presently 
available for the areas fringing the Lagoon that were dry at the time of the hydrosurvey discussed in 
Section E.2.3 
E.2.3 Hydrosurvey 
Hydrosurvey was undertaken by the Department of Infrastructure, Planning and Natural Resources 
(DIPNR) on December 17th, 2003. Data were captured using a Raytheon DE719D Mk II echo sounder 
and manual depth soundings, horizontally referenced using differential GPS. The entrance berm and 
beach were surveyed using a total station. The echo sounded depths are expected to have accuracies 
similar to the ALS data (both horizontal and vertical), and the data captured using the total station 
survey would have been of superior accuracy. The main survey of the bed of Wamberal Lagoon 
comprised 29 east-west aligned boat transects (spaced at around 40-50 m) with individual soundings 
provided every 2-3 m along transects. 
The data, provided as a text file containing x, y, z triplets, were subsequently imported to a GIS for 
integration with other data. The hydrosurvey data set is the best presently available for the main body 
of the Lagoon.  
 
  
  
 
Figure E-2 Bathymetry and Scale of Wamberal Lagoon 
  
  
E.2.4 Entrance Berm Survey 
As introduced in Section 2.2.2.3, data were collected during a breach event at Wamberal Lagoon on 
13th September, 1993. The NSW Public Works Department (1993) presented the data collected, 
including 5 sets of survey contours prior to and during different stages of the breach. The initial cut 
across the barrier was opened to flow at 13:38, and was reportedly cut a level of 0.3 m below the 
initial water level in Wamberal Lagoon and 2 m wide on average. No survey was available of the 
initial cut. 
During the ensuing breach development, ground survey was undertaken at 1, 2 and 4 hours after the 
initial breach. A final survey was undertaken on the following day (14th September). Contour plans 
were developed from those surveys and are presented in NSW Public Works Department (1993).  
Each of the four contour plans were scanned at high resolution (600 dpi) and converted to digital 
images. The images were subsequently registered in GIS using coordinate information, grid 
intersection points and the scale provided on the scanned contour plans. The contours were digitised 
manually and assigned the relevant level within the GIS. These contours were subsequently integrated 
with other data sets to generate digital elevation models for the system at 1, 2 and 4 hours; and the day 
following the breach. 
E.2.5 Topographic Map Contours 
Offshore contours were manually digitised in GIS using a digital version of the ‘Gosford’ 1:25,000 
topographic map, acquired as part of the TopoView Raster images (Geoscience Australia, 2004; NSW 
Department of Lands, n.d). These contours were subsequently merged with the ALS and entrance 
survey information as part of the digital elevation model creation. 
E.2.6 Digital Elevation Model Generation 
The source elevation data sets are reasonable and consistent with the level of data typically available 
for flood studies in New South Wales. The data sets were merged, using the Map Info Vertical 
Mapper software (Pitney Bowes Business Insight, 2010b) as follows: 
 A DEM of the ALS data was created using triangulation and fifth order interpolation to create a 
regular grid; 
 A digital elevation model of the hydrosurvey data was created using a Kriging method, which 
retained directional information that would have been lost if triangulation were used due to the 
  
denser spacing of points along transects than between transects. This model was carefully 
trimmed to the extents of the surveyed data. 
 A 20 m external buffer polygon was created around the trimmed hydrosurvey digital elevation 
model and used to cut a hole in the ALS DEM. The hydrosurvey DEM was subsequently 
stamped into this hole and an interpolation routine introduced to fill the areas within the buffer 
zone (i.e. between the hydrosurvey and ALS DEM’s) 
 Digital elevation models of the entrance area, based on the snapshot surveys of the 1993 breach 
event were created by interpolating between the manually digitised contours. This model was 
trimmed to the extents of the contour information. 
 Similarly to the process used to merge the hydrosurvey with the ALS DEM, a 20 m external 
buffer was introduced around the trimmed snapshot surveys and used to cut a hole in the 
combined ALS + Hydrosurvey DEM. The snapshot entrance survey DEM’s were each stamped 
into this hole and interpolation between the ALS/Hydrosurvey and Snapshot DEM’s undertaken 
within the buffer zone. 
 Nearshore contours, based on the digitised topographic contours were used to create an offshore 
DEM which merged cleanly with the combined ALS, Hydrosurvey and Snapshot DEM. 
 The Combination of ALS, Hydrosurvey and Snapshot DEM was then stamped onto the 
Nearshore DEM to give four single DEM’s (1 hr, 2 hr, 4 hrs. post breach and following day) 
covering the entire model domain. 
 The digital elevation models each had a grid size resolution of 1 m, which is consistent with the 
resolution initially required to adequately model currents and morphological processes within the 
breach channel. 
It is possible that infilling of the waterway has occurred between 1993 (breach survey), 2003 
(hydrosurvey) and 2007 (ALS data acquisition). However, Gosford City Council have asserted that 
infilling rates from the catchment of the Lagoon are not significant (Gosford City Council, 1995) The 
DEM’s are suitable for the purpose of this study. The DEM of the lagoon is shown in Figure E.2. The 
four combined DEM’s, focussing on the entrance area to illustrate breach development, are shown in 
Figure E.3. 
   
  
 
 
 
 
Figure E-3 Digital Elevation Models of Breach Development - Wamberal Event 
 
 
 
 
  
  
APPENDIX F: SOFTWARE DEVELOPMENT 
F.1 Software Design 
While not described in detail here, the overall system is broadly configured as shown in Figure F.1. 
The functions of the various parts of the design are as follows: 
Hydrodynamic Engine: This is treated as a project managed separately to the work being undertaken 
as part of this project. 
External Interface: In the case of TUFLOW, where there was no access to the hydrodynamic source 
code, the passage of information made available from TUFLOW does not match the requirements of 
modularity and flexibility desired under this project. Accordingly, a specific interface, external to the 
morphology module was required to rearrange that information into a format suitable for the 
morphology module. This part of the process included the most cumbersome and error-prone 
elements of the coding exercise. In effect, the external interface takes information stored in the form 
of arrays of velocities and depths and translates it into the derived structures (points, cells and 
elements) upon which the morphology module operates. The external interface is also responsible for 
the decoding of information returned from the morphology module. The external interface shares 
some code regarding data structures with the generic interface of the morphology module. This 
interface is also responsible for handling input and output operations. If access to source code of an 
alternative hydrodynamic model were available, and the internal data structures of the hydrodynamic 
engine matched those of the morphology module, the external interface may not be required, except 
for input and output functions. 
Morphology Module: 
Generic Interface: Containing information about the structure of different objects (such as points, 
cells, elements), the generic interface receives appropriately coded requests external to the 
morphology module and marshalls the required calls to the underlying algorithm core, populating the 
passed object with results as necessary. 
Algorithm Core: Containing the raw calculations for the different sediment transport and volumetric 
erosion and deposition functions, as applied to conceptual objects such as points, cells and elements. 
  
  
 
 
Figure F-1 Conceptual Design of Morphology Software and Interaction with External 
Hydrodynamic Engine  
 
F.2 Software Development 
F.2.1 Development Context and Strategies 
The development of useful, flexible and easily maintainable software is not simply a matter of 
understanding a programming language and how you may implement your requirements into that 
programming language. Continual compromises between functionality and performance need to be 
made. The source code needs to be developed within a framework that encourages the elimination of 
bugs and promotes readability and the ability of future maintainers to easily understand the code and 
begin working with it. 
A number of strategies to assist in achieving these goals have been identified from a variety of sources 
(Hunt and Thomas, 1999; Kolawa and Huizinga, 2007)  
 Plan before starting the code; 
 Fix bad designs, decisions and poor code as you see them, don’t put them off; 
 When working on details in the code, remember the bigger picture; 
Morphology Module  External Interface External Hydrodynamic 
Software 
 
 
Generic 
Interface 
 
 
Algorithm Core  Hydrodynamic 
Engine 
Hydrodynamic 
Engine Specific 
Interface 
  
 Don’t Repeat Yourself (the D.R.Y. principle) – Code should not be duplicated, there should be 
one and only one place for the code and/or variable declarations that have a particular role; 
 Focus on reusability: develop modular code with simplified interfaces that can be reused easily; 
 Prepare for possible change: make your design adaptable to possible change; 
 Consider prototyping in a simpler (e.g. scripted) language, use these as a tool to estimate and 
avoid potential surprises. 
 Support storage in plain text format to ensure future portability. 
 Use Source Code control; 
 Try to capture bugs before they become problems; 
 Allocation and deallocation of memory should occur in the same unit within the code; 
 Minimise coupling between modules of code. This implies avoiding global data and is 
particularly important if multithreading is to be used in the future; 
 Design for concurrency – or the potential for multithreaded access at some time in the future; 
 Implement code timing to examine code performance.  
 Use test driven development; think about testing before implementing code. Once a bug is found, 
a test should be developed to check against it from then on; 
 Think about automating coding tasks using scripts or batch files; 
 Include documentation within the code. 
F.2.2 Development Environment 
Compilation of the code was undertaken using the Intel Fortran Compiler, Versions 10 & 11 (Intel 
Corporation, 2009), with checking for compliance with the ANSI Fortran 2003 standard enabled. This 
encouraged the creation of portable code wherever possible. The Visual Studio (variants 2005 and 
2008) development environment from Microsoft was adopted. The decision to use these tools was 
necessary to ensure compatibility with the development team producing the hydrodynamic model 
utilised as part of this project. 
F.2.3 Code Version Control 
A code version control system keeps regular snapshots at different stages of project development. The 
versions are stored in a repository. A working copy is ‘checked-out’ from the repository and stored 
locally, where changes are made. At regular intervals, the code is checked back in (say after addition 
of a new subroutine, testing and debugging) which updates the latest version in the repository. The 
  
system enables collaboration (numerous individuals can have access to the same repository) with 
various strategies for conflict management and merging of changes that may have occurred in the 
same subroutine, for example. 
The Subversion version control system was utilised during the course of the project. Subversion is 
widely-used, open-source, free and was assessed as being more than adequate for the purpose of this 
project. The TortoiseSVN extensions for the Windows operating system (CollabNet, 2009) and 
Ankhsvn extensions for Visual Studio (CollabNet, 2010) were also used. 
F.2.4 Unit Testing Framework 
The purpose of unit testing in software development is to test each individual part of a program to 
prove that it is working correctly (Kolawa and Huizinga, 2007). As functionality in the morphology 
module has been developed, sample results for various algorithms have been prototyped using a 
mixture of calculations in the software packages Maple (Waterloo Maple, 2008), Microsoft Excel 
2007 (Microsoft Corporation, 2006) or using the Python scripting language. The prototype results are 
subsequently run through a battery of tests executed via the FRUIT (FortRan UnIT) unit testing 
framework (Chen, 2008) to ensure that the Fortran code replicates results from the other software 
packages. The battery of tests was executed after any significant change was made to the code to 
ensure that the changes hadn’t had any undesirable effects. 
  
APPENDIX G: BED FORMS AND ROUGHNESS CALCULATION 
G-1 Bed Forms 
As the velocity of flow over a mobile sand bed increases from zero to high levels, the bed forms 
evolve through the sequence shown in Figure G-1, as identified during pioneering laboratory flume 
experiments (e.g. Gilbert, 1914; Guy et al., 1966). Dunes and ripples are common in rivers and 
estuaries and generally better understood than bed forms in the transitional and upper regime. 
However, flow in a lagoon breach channel, particularly during the intense “Stage II” wherein much of 
the breach erosion occurs (Gordon, 1990), showcases bed forms within the upper regime (plane bed, 
standing waves and antidunes). The overall impression gained from witnessing breach events is that 
the system migrates towards and remains within the upper regime, cycling through the plane bed, 
standing wave and then antidunes (which eventually steepen and break, resulting again in a flat bed). 
The behaviour reflects a tendency towards maximum efficiency in the discharge of both water and 
sediment. 
This is broadly compatible with the observations of Grant (1997), the migration towards and 
maintenance of a state of least action (Nanson and Huang, 2008) and the minimum energy loss state 
exploited in the economical design of culverts (Apelt, 1983; Chanson, 2005). Further, the flow 
condition obtained in a ‘reach-averaged’ sense is very close to critical (Froude No. ≈1.0) as evidenced 
in the data presented in Chapter 3 and by Gordon (1981). 
This chapter is concerned primarily with flows in the upper regime. The change in shear stress applied 
to the bed with increasing velocity is commonly held to follow that shown in Figure G-2. That figure 
illustrates the concept of stress partitioning (Einstein and Barbarossa, 1952), where part of the 
resistance felt by the flow (߬′) is attributed to the grains comprising the surface (grain roughness) and 
a further part (߬′′) is attributed to the effect of the bed forms (bed form roughness). At the onset of the 
upper regime, the total stress is commonly held to reach a local minimum as the effect of bed forms 
diminishes. 
  
 
Figure G-1 Sequence of Bed Forms with Increasing Flow Velocity 
(Engelund and Fredsøe, 1982) 
 
Figure G-2 Shear Stress Partitioning w.r.t Bed Form Changes with Increasing Flow 
Velocity 
(Engelund and Fredsøe, 1982) 
  
Aside from the upper regime bed configurations, of particular importance to breach modelling, a brief 
discussion of ripples and dunes is provided here, given that these need to be considered in areas away 
from the immediate breach channel, which have less intense flow conditions. As a precaution, the 
literature proves highly inconsistent with the naming of bed forms and the following discussion 
merely replicates what seems to prevail, although there are notable variations and no clear standard. 
G-1-2 Ripples 
Ripple heights are in the vicinity of 100 times the mean grain diameter and lengths are around 500 to 
1000 times the mean grain diameter (van Rijn, 1993). Raudkivi (1997) provided an excellent 
summary of ripples, indicating that they tend to “wash out” when the shields parameter of the flow 
exceeds 10 to 14 times the critical value for transport. The translation speed of ripples is inversely 
proportional to their heights. Because of this, ripples of different sizes tend to coalesce. 
G-1-3 Dunes 
Dunes are large, irregular sand waves, noted to be the form of most importance to practical river 
engineering (Fredsøe and Deigaard, 1992). They are asymmetrical, with mild upstream (stoss) slopes 
and steeper downstream (leeward) slopes, at approximately the angle of repose of the sand. Van Rijn 
(1993) provided some equations for calculating the “equilibrium” height and wave length of dunes, 
noting that the time frame for a dune to develop means that an actual dune in the field will likely not 
be in equilibrium with the prevailing flow condition. Kennedy (1963) contrasted dunes with “sand-
waves” regarding the latter as much longer and gentler sloped, and noting that dunes are often 
superimposed on sand-waves. Allen (1968) noted that large scale ripples (also referred to as dunes or 
sand waves) can attain heights of “several decimetres” in estuarine sand and heights of a few meters 
in large rivers. 
G-2 Roughness and Shear Stress Calculation 
The bed shear stress represents the resistance felt by the flow, not all of which results from tractive 
force applied to the grains on the bed and causing them to move.  
Stress has been traditionally partitioned, beginning with the work of Einstein and Barbarossa (1952) 
who split resistance into tractive skin friction and bed form drag. For the near critical flow regime 
with suspended load considered in this study, four components have been identified (Habibzadeh and 
Omid, 2009): 
  
 ߬ ൌ ߬ᇱ ൅ ߬ᇱᇱ ൅ ߬ᇱᇱᇱ ൅ ߬ᇱᇱᇱᇱ (G.1)
where: 
߬ᇱ ൌ skin	friction	
߬ᇱᇱ ൌ bed	form	drag	
߬ᇱᇱᇱ ൌ energy	loss	due	to	suspended	load	
߬ᇱᇱᇱᇱ ൌ energy	loss	due	to	breaking	waves	over	anti െ dunes 
Yalin (1977) highlighted that not all of these components are significant at all flow stages. For 
example, while the skin friction component is generally applicable for all bed form types, form drag 
and energy losses due to suspended load are negligible for a lower regime plane bed. For an upper 
regime plane bed, bed form drag is negligible as it is normally attributed to expansion losses that 
occur on the downstream side of a bed form. However, resistance to suspended load is important as 
there is an interaction of the flow with the sediment particles increasing the apparent viscosity in the 
near bed region (Stonestreet et al., 1991; van Rijn, 1993). As noted above though, that “apparent 
viscosity” also acts to suppress turbulence and the overall relationship is not well understood. 
Skin friction acts tangentially to the surface, pulling surface grains along, whereas the shear stress due 
to bed forms is a stress normal to the surface. It is common for only the skin friction to be considered 
when calculating sediment transport rates. With asymmetric dunes, the shape of the bed form causes 
flow separation from the leeward face at the crest and re-attachment some distance along the stoss 
face of the downstream bed form. Accordingly, shear stress is only effective along a proportion of the 
bed form. Where the flow is streamlined, as for IPW bed forms, stress can act along the entire surface, 
contributing to the increased efficiency within this flow regime. 
In the formulation of one and two dimensional numerical models, including TUFLOW (Basco and 
Shin, 1999; Syme, 1991), it is also common to replace the slope term in the shallow water equation 
with an expression of the form: 
 ௙ܵ ൌ ݑത|ݑത|ܥଶ݄  (G.2)
Using such a relationship enables calculation of a shear stress using local parameters, and not a reach 
averaged slope, which is problematic for a two dimensional model. Good, general summaries of the 
  
variety of methods for friction / roughness calculation are provided in a number of publications 
(Ribberink, 1998; Smart, 1999; Soulsby, 1997; van Rijn, 1993) 
The Chezy coefficient can be generally related to a number of commonly applied engineering friction 
factors including the Darcy-Weisbach friction factor f, the drag coefficient ܥ஽ and the Manning’s n 
via well established relationships (Soulsby, 1997): 
 ܥ஽ ൌ ݂8 ൌ
݃
ܥଶ ൌ
݃݊ଶ
√݄య  (G.3) 
The shear stress can be related to the depth averaged current speed by the quadratic friction law: 
 ߬ ൌ ߩܥ஽ݑതଶ  (G.4) 
where: 
ܥ஽ ൌ Drag	Coefficient	
ݑത ൌ Depth	averaged	velocity 
In order to calculate CD a bed roughness length (z0) needs to be determined. For hydrodynamically 
rough flows over a flat bed with well sorted grains, ݖ଴ ൌ ݇௦/30 where ݇௦ is equivalent to the 
Nikuradse (1933) roughness. Numerous researchers have attempted to relate ݇௦ to sand grain size 
along mobile bed channels, and there is some conjecture on this point, with estimates ranging from 
1.25	 ൈ ݀ଷହ	to	3	 ൈ ݀ଽ଴ (Soulsby, 1997). However, although there is uncertainty in ks (and z0) the 
uncertainty in shear stress derived from ks is less significant due to the logarithmic relationship 
between the two, noting: 
 ܥ஽ ൌ ቎ 0.401 ൅ ln ݖ଴݄
቏ (G.5) 
The ݖ଴	parameter is also used to determine the logarithmic velocity profile, using the Karman-Prandtl 
law of the wall (Schlichting, 1979) 
 
ݑ௭
ݑ∗ ൌ
1
ߢ ln ൬
ݖ
ݖ଴൰ (G.6) 
where: 
  
ݑ∗ ൌ shear	velocity ൌ ඥ߬/ߩ 
Alternatively, Engelund and Hansen (Engelund and Hansen, 1967) state: 
 
ݑ௭
ݑ∗ ൌ 8.5 ൅
1
ߢ ln ൬
ݖ
݇௦൰ (G.7) 
where:	
݇௦ ൌ equivalent	sand	roughness	 ≅ 2.5ܦ௙ 
ܦ௙ ൌ mean	fall	diameter, or	diameter	of	a	sphere	having	the	same	settling	velocity	as	ܦହ଴ 
From this, they present 
 
ഥܷ
ݑ∗ ൌ 6.0 ൅
1
ߢ ln ൬
݄
݇௦൰ (G.8)
Alternatively, the Colebrook (1939) equation can be utilised to calculate the friction factor based on 
the equivalent roughness height and flow characteristics: 
 
1
ඥ݂ ൌ െ2.0 ൈ logଵ଴ ቆ
݇௦
14.8 ൈ ݄ ൅
2.51
ܴ݁ ൈ ඥ݂ቇ (G.9)
Importantly, hydraulically rough flow entails that the Nikuradse roughness is significantly (> 70 
times) larger than the length scale of the viscous sublayer (ߜሻ. Effectively this means that the 
roughness elements on the bed extend through the viscous sublayer: 
 ܴ∗ ൌ ݇௦ߥ/ݑ∗ ൒ 70 (G.10)
where: 
ߥ ൌ kinematic	viscosity	of	water	ሺ݁. ݃. 1.00	 ൈ 10ି଺	݉ଶ/s	for	fresh	water	at	20Ԩሻ 
 
For the present study, based on field observations, the flow has been assumed to be hydraulically 
rough. 
  
In a study on the impact of bed forms on overall resistance Kazemipour and Apelt (1980) noted that, 
when using the Manning’s equation, the value of ‘n’ should vary with the depth. Rickenmann et al. 
(2006) also indicated that the effect of bed form roughness appears to be more important than grain 
roughness on steeper slopes (i.e. gradients > 0.1). 
A number of researchers present formulae relating various friction factors and roughness heights to 
the dimensions of bed forms 
For ripples, van Rijn(1993) indicated: 
 ݇௦ᇱᇱ ൌ 20 ߛΔ ൬Δߣ൰ (G.11)
where:	
ߛ ൌ 0.7	if	the	ripples	exist	on	dunes, 1.0	otherwise 
Raudkivi (1997) indicated that, for ripples, ks of around 2.5 times the height of the bed form is 
appropriate. Engelund (1977) (cited in van Rijn, (1993)) presented the following, applicable to both 
dunes and ripples: 
 ݂ᇱᇱ ൌ 10 ൈ Δ
ଶ
݄ߣ ൬݁
ିଶହ୼
௛ ൰ (G.12)
	
where: 
݄ ൌ water	depth	
݁ ൌ ratio	of	lee െ slope	area	and	total	bed	form	area 
Van Rijn (1984b) presented an expression for the Nikuradse roughness length, incorporating 
expressions for both skin friction and dune bed form resistance: 
 ݇௦ ൌ 3ܦଽ଴ ൅ 1.1 ൈ ߛ ൈ H ൈ ൬1 െ ݁ିଶହ
ୌ
ఒ൰ (G.13)
where: 
	H ൌ Bed form height ∶ ୌఒ ൌ 0.015 ቂ
஽ఱబ
௛ ቃ
଴.ଷ ሺ1 െ ݁ି଴.ହ்ሻሺ25 െ ܶሻ  
  
ߣ ൌ Bed	form	length ∶ 7.3	݄ 
ߛ ൌ 0.3	for	symmetrical	sand	dunes	ሺleeward	slope ൌ 0.1ሻ, 
														ൌ 1.0	for	assymetrical	sand	dunes	ሺleeward	slope ൌ 0.3) 
