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Abstract
Techniques of labeling the vertices of a bipartite graph G with n edges to yield cyclic G-decompositions of the complete
graph K2nx+1 have received much attention in the literature. Up until recently, these techniques have been used mostly
with bipartite graphs. An almost-bipartite graph is a non-bipartite graph with the property that the removal of a particular
single edge renders the graph bipartite. Examples of such graphs include the odd cycles. Here we introduce the concept
of a -labeling of an almost-bipartite graph and show that if an almost-bipartite graph G with n edges has a -labeling
then there is a cyclic G-decomposition of K2nx+1 for all positive integers x. We also show that odd cycles as well as
certain other almost-bipartite 2-regular graphs have -labelings.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
If a and b are integers we denote {a; a+1; : : : ; b} by [a; b] (if b¡a, then [a; b]=∅). Let N denote the set of nonnegative
integers and Zn the group of integers modulo n. For a graph G, let V (G) and E(G) denote the vertex set of G and the
edge set of G, respectively. Let V (Kv) = Zv and let G be a subgraph of Kv. By clicking G, we mean applying the
isomorphism i → i + 1 to V (G). Let K and G be graphs such that G is a subgraph of K . A G-decomposition of K is a
set  = {G1; G2; : : : ; Gt} of subgraphs of K each of which is isomorphic to G and such that the edge sets of the graphs
Gi form a partition of the edge set of K . In this case, we say G divides K . If K is Kv, a G-decomposition  of K is
cyclic if clicking is a permutation of . If G is a graph and r is a positive integer, rG denotes the vertex disjoint union
of r copies of G.
For any graph G, an injective function h :V (G)→ N is called a labeling (or a valuation) of G (see [11] for a dynamic
survey on labelings). In [18], Rosa introduced a hierarchy of labelings. We add a few items to this hierarchy. Let G be
a graph with n edges and no isolated vertices and let h be a labeling of G. Let h(V (G)) = {h(u): u∈V (G)}. DeEne a
function Fh :E(G) → Z+ by Fh(e) = |h(u) − h(v)|, where e = {u; v}∈E(G). Let EL(G) = { Fh(e): e∈E(G)}. Consider the
following conditions:
(‘1) h(V (G)) ⊆ [0; 2n],
(‘2) h(V (G)) ⊆ [0; n],
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(‘3) EL(G) = {x1; x2; : : : ; xn}, where for each i∈ [1; n] either xi = i or xi = 2n+ 1− i,
(‘4) EL(G) = [1; n].
If in addition G is bipartite, then there exists a bipartition (A; B) of V (G) (with every edge in G having one endvertex
in A and the other in B) such that
(‘5) for each {a; b}∈E(G) with a∈A and b∈B, we have h(a)¡h(b),
(‘6) there exists an integer  such that h(a)6  for all a∈A and h(b)¿ for all b∈B.
Then a labeling satisfying the conditions:
(‘1); (‘3) are called a -labeling;
(‘1); (‘4) are called a -labeling;
(‘2); (‘4) are called a -labeling.
A -labeling is necessarily a -labeling which in turn is a -labeling. If G is bipartite and a ,  or -labeling of G also
satisEes (‘5), then the labeling is ordered and is denoted by +, + or +, respectively. If in addition (‘6) is satisEed,
the labeling is uniformly-ordered (called “nicely ordered” in [4]) and is denoted by ++, ++ or ++, respectively.
A -labeling is better known as a graceful labeling and a uniformly ordered -labeling is an -labeling as introduced in
[18]. We shall refer to such labelings as Rosa-type because of the inLuence of Rosa’s original article [18] on the topic.
Labelings are critical to the study of cyclic graph decompositions as seen in the following two results by Rosa [18]:
Theorem 1. Let G be a graph with n edges. There exists a cyclic G-decomposition of K2n+1 if and only if G has a
-labeling.
Theorem 2. Let G be a graph with n edges that has an -labeling. Then there exists a cyclic G-decomposition of K2nx+1
for all positive integers x.
Clearly if G is bipartite, then an -labeling of G is the most desired labeling. However, there exist numerous classes
of bipartite graphs (including some classes of trees and cycles) which do not admit -labelings (see [18]). Hence the
need to introduce the variations on the theme of -labelings. In [8] it was shown that Theorem 8 extends to graphs with
+-labelings.
Theorem 3. Let G be a graph with n edges that has a +-labeling. Then there exists a cyclic G-decomposition of K2nx+1
for all positive integers x.
If G with n edges is not bipartite, then the best that can be obtained up until this point from a Rosa-type la-
beling is a cyclic G-decomposition of K2n+1. Variations on Skolem sequences have recently been used to End cyclic
G-decompositions of K2nx+1 (see [5,6,10]). In this manuscript, we introduce a novel Rosa-type labeling technique that
yields cyclic G-decompositions of K2nx+1 for certain “almost bipartite” graphs G with n edges.
An almost-bipartite graph (Fig. 1) is a non-bipartite graph with the property that the removal of a particular single
edge renders the graph bipartite. Examples of such graphs include the odd cycles and 2-regular graphs with exactly one
odd component. We will focus on 2-regular graphs because of the strong interest in cycle-decompositions shown over the
last four decades (see [15,13] for surveys). The obvious necessary conditions for the existence of Cn-decompositions of
Km were recently proven to be suNcient (see [3,19]). For n even, cyclic Cn-decompositions of K2nx+1 were found in the
mid 1960s by Kotzig [12] when n ≡ 0 (mod 4) and by Rosa [16] when n ≡ 2 (mod 4). For n odd, the problem was solved
(a) (b)
Fig. 1. (a) An almost-bipartite graph. (b) The bipartite graph which results from the removal of a speciEc edge from the graph in (a).
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by Peltesohn [14] in 1938 for n = 3 and by Rosa [17] for n = 5 and 7. Recently, the general case n odd was solved
independently by Bryant et al. [5], Buratti and Del Fra [6] and by Fu and Wu [10]. These solutions used techniques other
than the labeling techniques pioneered by Rosa [18].
In [18], Rosa presented - and -labelings of C4m of C4m+3, respectively. It is also known that both C4m+1 and C4m+2
admit -labelings (see [17]). It was also shown in [8] that there exists a +-labeling of C4m+2 for all positive integers
m. It can be easily checked that this labeling is actually a ++-labeling. Moreover, it is known that if G is a 2-regular
bipartite graph with n edges, then G admits a ++-labeling if n ≡ 0 (mod 4) (see [8]) and a ++-labeling if n ≡ 2 (mod 4)
(see [8]). In [7], it is proposed that every 2-regular graph has a -labeling.
We will introduce the concept of a -labeling of an almost-bipartite graph and show that if an almost-bipartite graph G
with n edges has a -labeling then there is a cyclic G-decomposition of K2nx+1 for all positive integers x. We also show
that odd cycles as well as certain other almost-bipartite 2-regular graphs have -labelings.
2. Main result
Let G be a graph with n edges and h a labeling of the vertices of G. We call h a -labeling of G if the following
conditions hold:
(g1) The function h is a -labeling of G.
(g2) The graph G is tripartite with vertex tripartition A; B; C with C = {c} and Fb∈B such that { Fb; c} is the unique edge
joining an element of B to c.
(g3) If {a; v} is an edge of G with a∈A, then h(a)¡h(v).
(g4) We have h(c)− h( Fb) = n.
If G is a non-bipartite graph with an edge e such that G \ e is bipartite, then G is almost bipartite as deEned earlier.
Note that condition (g2) holds for such a graph. For if e = {u; v}, then G\e has vertex bipartition X; Y , where u and v
are both in Y . Then take A= X , B = Y\{v}, and c = v.
If x is an edge label in a graph G with n edges, then we denote min{x; 2n + 1− x} by x′. Similarly, if S is a set of
edge labels, then S′ = {x′: x∈ S}. Thus, for a -labeling of G with n edges, we must have EL(G)′ = [1; n].
Theorem 4. Let G be a graph with n edges having a -labeling. Then G divides K2nx+1 cyclically for all positive
integers x.
Proof. Let G have n edges and let h be a -labeling for G, with A, B, C, c, and Fb as in the above deEnition. We will
assume x¿ 1, since otherwise Theorem 1 applies. We can assume G has no isolated vertices, and that there is some edge
between Fb and a vertex of A, since otherwise G is a bipartite graph with vertex partition A ∪ { Fb}; (B\{ Fb}) ∪ {c}, h is a
+-labeling of G with respect to this bipartition, and Theorem 3 applies. In particular, h( Fb)¿ 0 and n¿ 1.
Let B1; B2; : : : ; Bx be x vertex-disjoint copies of B, and let c1; c2; : : : ; cx be x new vertices. The vertex in Bi corresponding
to b∈B will be called bi. Let B∗=⋃x1 Bi and C∗={c1; c2; : : : ; cx}. We deEne a new graph G∗ with vertex set A∪B∗∪C∗
and edges {a; vi}, 16 i6 x, whenever a∈A and {a; v} is an edge of G, and { Fbi; ci}, 16 i6 x. Clearly G∗ has nx edges
and G divides G∗.
The plan of the proof is to show that G∗ has a -labeling. By Theorem 1 G∗ would then divide K2nx+1 cyclically, and
so would G. We deEne a labeling h∗ on G∗ by
h∗(v) =


h(v); v∈A;
h(b) + (i − 1)2n; v = bi ∈Bi;
h(c) + (x − i)2n; v = ci:
To see that h∗ is a -labeling, Erst note that if v is a vertex of G∗, then 06 h∗(v)6 2n+(x− 1)2n=2nx. To see that
h∗ is one-to-one on V (G∗), note that h∗(A)=h(A) ⊆ [0; 2n), h∗(Bi)=h(B)+(i−1)2n ⊆ (0; 2n]+(i−1)2n=((i−1)2n; i2n]
and h∗(ci) = h(c) + (x − i)2n∈ (0; 2n] + (x − i)2n = ((x − i)2n; (x − i + 1)2n]. The sets h∗(A) and h∗(Bi) could only
intersect if i=1, which would contradict the fact that h is a -labeling. If h∗(ci)∈ h∗(A), then i= x and we get a similar
contradiction. Finally if h∗(cj)∈ h∗(Bi), then x − j = i − 1, which is again a contradiction.
Now let i∈ [1; nx]. We will show that some edge of the new graph has label i or 2nx+ 1− i. Let q and r be integers
such that i = nq + r, 06 r ¡n.
We start with the case when q is even, say q = 2p. First suppose r = 0. Since h is a -labelling, there exist a∈A
and d∈B ∪ {c} such that h(d) − h(a) = 1 or h(d) − h(a) = 2n. Now if d∈B and h(d) − h(a) = 1 or if d = c and
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Fig. 2. (a) A -labeling of C5. (b) Three C5’s used for a cyclic decomposition of K31.
h(d)− h(a) = 2n, we compute that h∗(dx−p+1)− h∗(a) is 2nx+1− i or i, respectively. For example, in the Erst instance
we have
h∗(dx−p+1)− h∗(a) = h(d) + (x − p)2n− h(a) = 2nx + 1− i:
Likewise if d∈B and h(d)− h(a) = 2n or if d= c and h(d)− h(a) = 1, we End that h∗(dp)− h∗(a) is i or 2nx+ 1− i,
respectively.
Now if r ¿ 0, we can End a∈A and d∈B∪{c} such that h(d)− h(a) is r or 2n+1− r. If d∈B and h(d)− h(a)= r
or if d= c and h(d)− h(a) = 2n+ 1− r, we compute that h∗(dp+1)− h∗(a) is i or 2nx+ 1− i, respectively. Likewise if
d∈B and h(d)− h(a) = 2n+ 1− r or if d= c and h(d)− h(a) = r, we End that h∗(dx−p)− h∗(a) is 2nx + 1− i or i,
respectively.
Now we turn to the case when q is odd, say q = 2p+ 1. If r = 0, we note that
2x + 3 + (−1)x+pq ≡ 2x + 3 + (−1)x(−1)p(2p+ 1) ≡ 2x + 3 + (−1)x ≡ 0 (mod 4):
Set j = (2x + 3 + (−1)x+pq)=4. It is easily checked that 16 j6 x unless x = 2 and i = nx, which is impossible because
q is odd. Then we compute that |h∗(cj)− h∗(b0j)|= i.
Now assume r = 1. Then if p is even, we compute that h∗(c1+p=2)− h∗(b0;1+p=2) = 2nx + 1− i, while if p is odd, we
have h∗(b0; x−(p−1)=2)− h∗(cx−(p−1)=2) = 2nx + 1− i.
Finally if r ¿ 1, we can End a∈A and d∈B∪ {c} such that h(d)− h(a) is n+ 1− r or 2n+ 1− (n+ 1− r) = n+ r.
If d∈B and h(d)− h(a)= n+1− r or if d= c and h(d)− h(a)= n+ r, we compute that h∗(dx−p)− h∗(a) is 2nx+1− i
or i, respectively. Likewise if d∈B and h(d) − h(a) = n + r or if d = c and h(d) − h(a) = n + 1 − r, we End that
h∗(dp+1)− h∗(a) is i or 2nx + 1− i, respectively.
We illustrate the previous result with an example where n = 5 and x = 3. Fig. 2 shows a -labeling of C5 and the
C5-decomposition of G∗ which can be used to obtain a cyclic C5-decomposition of K31.
3. Labelings of some 2-regular graphs
Let G be a graph having a -labeling h, with n, A, B, Fb, and c as in the deEnition. Let A∗=A∪{ Fb} and B∗=(B\{ Fb})∪{c},
and let * denote the maximum value of h on the vertices of G. We call h a 1-labeling if in addition
(g5) if a∈A∗ and b∈B∗, then h(a)¡h(b);
(g6) we have *6 2n− 2;
(g7) there is exactly one edge from Fb to an element of A, and this edge has label 1.
We denote the path with consecutive vertices a1; a2; : : : ; ak by (a1; a2; : : : ; ak). By (a1; a2; : : : ; ak)+ (b1; b2; : : : ; bj), where
ak = b1, we mean the path (a1; : : : ; ak ; b2; : : : ; bj).
To simplify our consideration of various labelings, we will sometimes consider graphs whose vertices are named by
distinct nonnegative integers, which are also their labels. Let a, b, and h be integers with 06 a6 b and h¿ 0. Set
d= b− a. We deEne the path
P(a; h; b) = (a; a+ h+ 2d− 1; a+ 1; a+ h+ 2d− 2; a+ 2; : : : ; b− 1; b+ h; b):
For example, P(0; 3; 5) = (0; 12; 1; 11; 2; 10; 3; 9; 4; 8; 5), and its edge labels are 12, 11, 10, 9, 8, 7, 6, 5, 4, 3 (see Fig. 3).
We note that if a= b, then P(a; h; b) is a single vertex.
It is easily checked that P(a; h; b) is simple and bipartite, with vertex bipartition
[a; b] and [b+ h; b+ h+ d− 1]: (1)
Furthermore, each edge has its smaller endpoint in the set [a; b].
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Fig. 3. The path P(0; 3; 5).
Likewise, the edge labels of P(a; h; b) are distinct and
EL(P(a; h; b)) = [h; h+ 2d− 1]: (2)
We will use formulas (1) and (2) extensively in the proofs that follow.
It is not hard to see that C3 does not even have a -labeling, much less a 1-labeling. For suppose the vertices (=vertex
labels) are a∈A, Fb = a + r, and c = a + r + 3, where r ¿ 0. Then the edge labels are r, 3, and r + 3. One of these
must be 1 or 6. But if r = 1, then r + 3 = 4, a contradiction since 7− 4 = 3 is the label on a diSerent edge. Likewise if
r + 3 = 6, then r = 3, again a contradiction. The situation is diSerent for longer odd cycles.
Theorem 5. Any cycle of odd length exceeding 3 has a 1-labeling.
Proof. First we consider a cycle G of length n= 4x + 1, where x is a positive integer. We take
G = P(0; 2x + 3; x − 1) + P(x − 1; 2; 2x − 1) + (2x − 1; 2x; 6x + 1; 0):
From (1) we have
V (G) = [0; 2x − 1] ∪ [3x + 2; 4x] ∪ [2x + 1; 3x] ∪ {2x; 6x + 1}:
We take A=[0; 2x−1], B={2x}∪ [2x+1; 3x]∪ [3x+2; 4x], Fb=2x, and c=6x+1=*. It is easily seen that these integers
are distinct and lie in [0; 2n+1]= [0; 8x+3], and that conditions (g2)–(g7) in the deEnitions of - and 1-labelings hold.
Now by (2) the edge labels on G are exactly
[2x + 3; 4x] ∪ [2; 2x + 1] ∪ {1; 4x + 1; 6x + 1}= [1; 2x + 1] ∪ [2x + 3; 4x + 1] ∪ {6x + 1}:
Since (6x + 1)′ = 2x + 2, we have a -labeling, and thus a 1-labeling.
Next, we take the case of a cycle G of length n= 4x + 3, x a positive integer. We take
G = P(2; 2x + 4; x + 1) + P(x + 1; 3; 2x + 1) + (2x + 1; 2x + 3; 0; 1; 4x + 4; 2):
From (1) we have
V (G) = [2; 2x + 1] ∪ [3x + 5; 4x + 3] ∪ [2x + 4; 3x + 3] ∪ {2x + 3; 0; 1; 4x + 4}:
We take A= {0} ∪ [2; 2x+ 1], B= {1; 2x+ 3} ∪ [2x+ 4; 3x+ 3]∪ [3x+ 5; 4x+ 3], Fb= 1, and c= 4x+ 4= *. It is easily
seen that these integers are distinct and lie in [0; 2n+ 1] = [0; 8x+ 7], and that conditions (g2)–(g7) in the deEnitions of
- and 1-labelings hold.
Now by (2) the edge labels on G are exactly
[2x + 4; 4x + 1] ∪ [3; 2x + 2] ∪ {2; 2x + 3; 1; 4x + 3; 4x + 2}= [1; 4x + 3]:
(If x = 1 the set [2x + 4; 4x + 1] is empty, but this does not change the proof.) Thus we have even a -labeling, and so
a 1-labeling.
Theorems 4 and 5 allow us to obtain cyclic Ck -decompositions of Kv for all odd k ¿ 3 and all v ≡ 1 (mod 2k) without
the use of Skolem sequences and their generalizations (exploited in [5,6,10] for getting the same result) (Figs. 4 and 5).
Corollary 6. For all odd k ¿ 3 and for all v ≡ 1 (mod 2k), there exists a cyclic Ck -decomposition of Kv.
Next, we turn our attention to disconnected graphs.
Theorem 7. If the graph G has an -labeling and the graph H has a 1-labeling, then the disjoint union of G and H
has a -labeling.
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Fig. 4. Examples of 1-labelings of C5 and C9.
568 1
2 3 0 02 3 4 5
18 7912 11
Fig. 5. Examples of 1-labelings of C7 and C11.
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Fig. 6. A -labeling of C4 ∪ C5.
Proof. Let G have m edges and the -labeling g, with and vertex bipartition D; E, so that g(D)¡g(E) (i.e., g(d)¡g(e)
for every d∈D and e∈E). Let H have n edges and the 1-labeling h1, with A, B, c, Fb, A∗, B∗, and * as in the deEnitions.
DeEne h on the vertices of G and H by
h(v) =


g(v) + m+ *+ 1; v∈D;
g(v) + m+ *+ 2; v∈E;
h1(v); v∈A∗;
h1(v) + m; v∈B∗:
Note that h(A∗)¡h(B∗) = h1(B∗) +m¡*+m+16 h(D)¡h(E)6m+m+ *+26 2(m+ n), and so h is one-to-one.
Now the edge labels of G using g were [1; m], so the edge labels using h are [2; m + 1]. Recall that the two edges
incident with Fb have labels 1 and n using h1. Thus if 1¡k¡n, then there is an edge from A to B∗ with label k or
2n+1−k. Using h makes this label k+m or 2n+1−k+m. But 2n+1−k+m ≡ −(k+m) (mod 2(m+n)+1), and so with
the labeling h the edges from A to B\{ Fb} have labels congruent to ±(2+m);±(3+m); : : : ;±(n−1+m) (mod 2(m+n)+1).
Since the labels using h of the edges incident with Fb are 1 and n+ m, h is a -labeling.
Now we take A′ =D ∪ A, B′ = E ∪ B, Fb′ = Fb, and c′ = c. Then it is easy to check that h satisEes conditions (g2)–(g4)
in the deEnition of a -labeling using these sets and elements.
Fig. 6 shows a -labeling of C4 ∪ C5, starting with C4 = (0; 2; 1; 4; 0) and C5 = (0; 3; 1; 2; 7; 0).
The literature contains a number of results on -labelings of 2-regular graphs with more than one component. For
example, Abrham and Kotzig [1] have shown that C2m∪C2n has an -labeling if and only if m+n is even, and Eshghi [9]
has shown that C2m ∪C2n ∪C2k has an -labeling for all m, n, and k¿ 2 with m+ n+ k even except when m= n= k =2.
Abrham and Kotzig [2] have also shown that rC4 has an -labeling for all positive integers r = 3.
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Fig. 7. A -labeling of C3 ∪ C12.
By the previous theorem the union of any odd cycle of length more than 3 and C4m has a -labeling for all positive
integers m. It is easy to check that this fails if the odd cycle is C3.
Theorem 8. The disjoint union of C3 and C4 does not have a -labeling.
In spite of the last theorem we can prove the following:
Theorem 9. The disjoint union of C3 and C4m has a -labeling for m¿ 1.
Proof. If m=2 we take C3 =(0; 3; 14; 0) and C8 =(1; 17; 2; 6; 4; 9; 8; 18; 1). This is a -labeling with A={0; 1; 2; 4; 8}; B=
{ Fb= 3; 6; 9; 17; 18}, and c = 14. Note that the set of edge labels is [1; 5] ∪ [10; 11] ∪ [14; 17], but [14; 17]′ = [6; 9].
Now let m¿ 2. Our graph will be the disjoint union of C3 = (0; 3; 4m+ 6; 0) and C4m = P(4; 2m+ 7; m+ 1) + P(m+
1; 4; 2m+ 2) + (2m+ 2; 2m+ 4; 2m+ 3; 4m+ 9; 4). We compute the vertex set to be
{0; 3; 4m+ 6} ∪ [4; 2m+ 2] ∪ [3m+ 8; 4m+ 4] ∪ [2m+ 6; 3m+ 6] ∪ {2m+ 4; 2m+ 3; 4m+ 9}:
In order these are
0; 3; [4; 2m+ 2]; 2m+ 3; 2m+ 4; [2m+ 6; 3m+ 6]; [3m+ 8; 4m+ 4]; 4m+ 6; 4m+ 9:
We see that the vertices are distinct and contained in [0; 2(3 + 4m)] = [0; 8m + 6]. (If m = 3 the set [3m + 8; 4m + 4] is
empty, but this does not change the proof.)
Likewise we compute the edge labels to be
{3; 4m+ 3; 4m+ 6} ∪ [2m+ 7; 4m] ∪ [4; 2m+ 5] ∪ {2; 1; 2m+ 6; 4m+ 5}:
In order these are
1; 2; 3; [4; 2m+ 5]; 2m+ 6; [2m+ 7; 4m]; 4m+ 3; 4m+ 5; 4m+ 6:
We see that the set of edge labels is [1; 4m] ∪ {4m+ 3; 4m+ 5; 4m+ 6}. But {4m+ 5; 4m+ 6}′ = {4m+ 1; 4m+ 2}, so
we have a -labeling (Fig. 7). (If m= 3 then the set [2m+ 7; 4m] is empty, but this does not change the proof.)
It is easily checked that this is also a -labeling with A= {0} ∪ [4; 2m+ 2] ∪ {2m+ 3}, B = { Fb= 3; 2m+ 4} ∪ [2m+
6; 3m+ 6] ∪ [3m+ 8; 4m+ 4] ∪ {4m+ 9}, and c = 4m+ 6.
Finally we treat disjoint unions of an odd cycle and a cycle with 4n+ 2 edges.
Theorem 10. The disjoint union of an odd cycle and C4n+2 has a -labeling. If the number of edges of the odd cycle is
congruent to 1 (mod 4) this is also a -labeling.
Proof. We start with the case C5∪C4n+2. We take C5 = (0; 1; 4n+8; 3; 5; 0) and C4n+2 =P(2n+7; 2n+7; 3n+6)+P(3n+
6; 6; 4n+ 6) + (4n+ 6; 4n+ 10; 4n+ 7; 6n+ 13; 2n+ 7). We compute the vertices to be {0; 1; 4n+ 8; 3; 5} from C5, and
[2n+ 7; 4n+ 6] ∪ [5n+ 13; 6n+ 11] ∪ [4n+ 12; 5n+ 11] ∪ {4n+ 10; 4n+ 7; 6n+ 13}
from C4n+2. In order these are
0; 1; 3; 5; [2n+ 7; 4n+ 6]; 4n+ 7; 4n+ 8; 4n+ 10;
[4n+ 12; 5n+ 11]; [5n+ 13; 6n+ 11]; 6n+ 13:
We see that the vertices are distinct and contained in [0; 2(5 + 4n + 2)] = [0; 8n + 14] (Fig. 8). (If n = 1 then the set
[5n+ 13; 6n+ 11] is empty, but this does not change the proof.)
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Fig. 8. A -labeling of C5 ∪ C6.
Likewise the edge labels are
{1; 4n+ 7; 4n+ 5; 2; 5} ∪ [2n+ 7; 4n+ 4] ∪ [6; 2n+ 5] ∪ {4; 3; 2n+ 6; 4n+ 6}:
In order these are
1; 2; 3; 4; 5; [6; 2n+ 5]; 2n+ 6; [2n+ 7; 4n+ 4]; 4n+ 5; 4n+ 6; 4n+ 7:
Thus we have a -labeling. (If n= 1, the set [2n+ 7; 4n+ 4] is empty, but this does not change the proof.)
It is easily checked that this is also a -labeling with A= {0; 3} ∪ [2n+7; 4n+6]∪ {4n+7}, B= { Fb=1; 5; 4n+10} ∪
[4n+ 12; 5n+ 11] ∪ [5n+ 13; 6n+ 11] ∪ {6n+ 13}, and c = 4n+ 8.
Next we consider the union of C4m+1 and C4n+2 with m¿ 2. We take C4m+1 = P(3; 2m+ 4; m+ 1) + P(m+ 1; 3; 2m+
1)+ (2m+1; 2m+3; 0; 1; 4m+4n+4; 3) and C4n+2 =P(4m+2n+3; 4m+2n+3; 4m+3n+2)+P(4m+3n+2; 4m; 4m+
4n+ 3) + (4m+ 4n+ 3; 8m+ 6n+ 5; 4m+ 2n+ 3).
We calculate that C4m+1 has vertices
[3; 2m+ 1] ∪ [3m+ 5; 4m+ 2] ∪ [2m+ 4; 3m+ 3] ∪ {2m+ 3; 0; 1; 4m+ 4n+ 4}
and edge labels
[2m+ 4; 4m− 1] ∪ [3; 2m+ 2] ∪ {2; 2m+ 3; 1; 4m+ 4n+ 3; 4m+ 4n+ 1}:
Likewise P4n+2 has vertices
[4m+ 2n+ 3; 4m+ 4n+ 3] ∪ [8m+ 5n+ 5; 8m+ 6n+ 3] ∪ [8m+ 4n+ 3; 8m+ 5n+ 3] ∪ {8m+ 6n+ 5}
and edge labels
[4m+ 2n+ 3; 4m+ 4n] ∪ [4m; 4m+ 2n+ 1] ∪ {4m+ 2n+ 2; 4m+ 4n+ 2}:
The vertices in order are
0; 1; [3; 2m+ 1]; 2m+ 3; [2m+ 4; 3m+ 3]; [3m+ 5; 4m+ 2];
[4m+ 2n+ 3; 4m+ 4n+ 3]; 4m+ 4n+ 4; [8m+ 4n+ 3; 8m+ 5n+ 3];
[8m+ 5n+ 5; 8m+ 6n+ 3]; 8m+ 6n+ 5:
We see that these are distinct and contained in [0; 2(4m + 1 + 4n + 2)] = [0; 8m + 8n + 6] (Fig. 9). (If m = 2 the set
[3m+ 5; 4m+ 2] is empty, and if n= 1 the set [8m+ 5n+ 5; 8m+ 6n+ 3] is empty, but this does not change the proof.)
Likewise the edge labels in order are
1; 2; [3; 2m+ 2]; 2m+ 3; [2m+ 4; 4m− 1]; [4m; 4m+ 2n+ 1];
4m+ 2n+ 2; [4m+ 2n+ 3; 4m+ 4n]; 4m+ 4n+ 1; 4m+ 4n+ 2; 4m+ 4n+ 3:
For m¿ 2 these are exactly the set [1; 4m + 4n + 3]. Thus we have a -labeling. (If m = 2 the set [2m + 4; 4m − 1] is
empty, and if n= 1 the set [4m+ 2n+ 3; 4m+ 4n] is empty, but this does not change the proof.)
A. Blinco et al. / Discrete Mathematics 284 (2004) 71–81 79
13
16 9 8 7 1
3 4 5 0 15
27 24 23
14
Fig. 9. A -labeling of C9 ∪ C6.
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Fig. 10. A -labeling of C3 ∪ C6.
It is easily checked that this is also a -labeling with A= [3; 2m+1]∪{0}∪ [4m+2n+3; 4m+4n+3], B= { Fb=1}∪
[3m+5; 4m+2]∪ [2m+4; 3m+3]∪{2m+3}∪ [8m+5n+5; 8m+6n+3]∪ [8m+4n+3; 8m+5n+3]∪{8m+6n+5},
and c = 4m+ 4n+ 4.
Now we consider the disjoint union of C3 and C4n+2. We take C3 = (0; 3; 4n+ 8; 0) and C4n+2 = P(5; 2n+ 5; n+ 4) +
P(n+ 4; 4; 2n+ 4) + (2n+ 4; 2n+ 6; 2n+ 5; 4n+ 9; 5). We compute the vertices of this graph to be
{0; 3; 4n+ 8} ∪ [5; 2n+ 4] ∪ [3n+ 9; 4n+ 7] ∪ [2n+ 8; 3n+ 7] ∪ {2n+ 6; 2n+ 5; 4n+ 9}:
In order these are
0; 3; [5; 2n+ 4]; 2n+ 5; 2n+ 6; [2n+ 8; 3n+ 7]; [3n+ 9; 4n+ 7]; 4n+ 8; 4n+ 9:
Thus the vertices are distinct and contained in [0; 2(3 + 4n+ 2)] = [0; 8n+ 10] (Fig. 10).
(If n= 1 the set [3n+ 9; 4n+ 9] is empty, but this does not change the proof.)
Likewise the edge labels are
{3; 4n+ 5; 4n+ 8} ∪ [2n+ 5; 4n+ 2] ∪ [4; 2n+ 3] ∪ {2; 1; 2n+ 4; 4n+ 4}:
In order these are
1; 2; 3; [4; 2n+ 3]; 2n+ 4; [2n+ 5; 4n+ 2]; 4n+ 4; 4n+ 5; 4n+ 8:
Together these form [1; 4n+ 2] ∪ {4n+ 4; 4n+ 5; 4n+ 8}. But (4n+ 8)′ = 4n+ 3 so we have a -labeling. (If n= 1 the
set [2n+ 5; 4n+ 2] is empty, but this does not change the proof.)
It is easy to check that we also have a -labeling with A = {0} ∪ [5; 2n + 4] ∪ {2n + 5}, B = { Fb = 3} ∪ [3n + 9;
4n+ 7] ∪ [2n+ 8; 3n+ 7] ∪ {2n+ 6; 4n+ 9}, and c = 4n+ 8.
Finally we treat the disjoint union of C4m+3 and C4n+2, m; n¿ 1. We take C4m+3 = P(0; 4m+ 4n+ 7; m) + (m; 7m+ 4n
+ 10; m + 3) + P(m + 3; 2; 2m + 2) + (2m + 2; 2m + 3; 6m + 4n + 8; 0) and C4n+2 = P(3m + 3; 2m + 2n + 3; 3m + n + 2)
+ P(3m+ n+ 2; 2m; 3m+ 2n+ 3) + (3m+ 2n+ 3; 5m+ 4n+ 5; 3m+ 3).
We compute the vertices of C4m+3 to be
[0; m] ∪ [5m+ 4n+ 7; 6m+ 4n+ 6] ∪ {7m+ 4n+ 10}
∪[m+ 3; 2m+ 2] ∪ [2m+ 4; 3m+ 2] ∪ {2m+ 3; 6m+ 4n+ 8};
and of C4n+2 to be
[3m+ 3; 3m+ 2n+ 3] ∪ [5m+ 3n+ 5; 5m+ 4n+ 3] ∪ [5m+ 2n+ 3; 5m+ 3n+ 3] ∪ {5m+ 4n+ 5}:
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Fig. 11. A -labelings of C7 ∪ C6.
In order these are
[0; m]; [m+ 3; 2m+ 2]; 2m+ 3; [2m+ 4; 3m+ 2]; [3m+ 3; 3m+ 2n+ 3]
∪[5m+ 2n+ 3; 5m+ 3n+ 3]; [5m+ 3n+ 5; 5m+ 4n+ 3]; 5m+ 4n+ 5;
[5m+ 4n+ 7; 6m+ 4n+ 6]; 6m+ 4n+ 8; 7m+ 4n+ 10:
Notice that these are distinct and contained in [0; 2(4m + 3 + 4n + 2)] = [0; 8m + 8n + 10] (Fig. 11). (If m = 1 the set
[2m+ 4; 3m+ 2] is empty and if n= 1 the set [5m+ 3n+ 5; 5m+ 4n+ 3] is empty, but this does not change the proof.)
Likewise we compute the edges to be
[4m+ 4n+ 7; 6m+ 4n+ 6] ∪ {6m+ 4n+ 10; 6m+ 4n+ 7} ∪ [2; 2m− 1] ∪ {1; 4m+ 4n+ 5; 6m+ 4n+ 8}
from C4m+3, and
[2m+ 2n+ 3; 2m+ 4n] ∪ [2m; 2m+ 2n+ 1] ∪ {2m+ 2n+ 2; 2m+ 4n+ 2}
from C4n+2.
In order these are
1; [2; 2m− 1]; [2m; 2m+ 2n+ 1]; 2m+ 2n+ 2; [2m+ 2n+ 3; 2m+ 4n]; 2m+ 4n+ 2;
4m+ 4n+ 5; [4m+ 4n+ 7; 6m+ 4n+ 6]; 6m+ 4n+ 7; 6m+ 4n+ 8; 6m+ 4n+ 10:
This amounts to the set
[1; 2m+ 4n] ∪ {2m+ 4n+ 2; 4m+ 4n+ 5} ∪ [4m+ 4n+ 7; 6m+ 4n+ 8] ∪ {6m+ 4n+ 10}:
Since our graph has 4m+ 4n+ 5 edges, and
([4m+ 4n+ 7; 6m+ 4n+ 8] ∪ {6m+ 4n+ 10})′
={2m+ 4n+ 1} ∪ [2m+ 4n+ 3; 4m+ 4n+ 4];
we have a -labeling. (If m = 1 the set [2; 2m− 1] is empty, and if n = 1 the set [2m + 2n + 3; 2m + 4n] is empty, but
this does not change the proof.)
It is easy to check that we have a -labeling, with
A= [0; m] ∪ [m+ 3; 2m+ 2] ∪ [3m+ 3; 3m+ 2n+ 3];
B= { Fb= 2m+ 3} ∪ [2m+ 4; 3m+ 2] ∪ {7m+ 4n+ 10} ∪ [5m+ 4n+ 7; 6m+ 4n+ 6]
∪[5m+ 2n+ 3; 5m+ 3n+ 3] ∪ [5m+ 3n+ 5; 5m+ 4n+ 3] ∪ {5m+ 4n+ 5};
and c = 6m+ 4n+ 8.
4. Concluding remarks
There are many classes of almost-bipartite graphs besides the ones considered in this article. For example, every cycle
with a chord is either bipartite or almost-bipartite. In a forthcoming manuscript, the Erst author shows that, with the
exception of K4\e, every cycle with a chord has either an -labeling or a -labeling. Another class of almost-bipartite
graphs is the graph Km+2\Km. It is easy to see that Km+2\Km does not admit a -labeling.
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