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Oh, the depth of the riches of the wisdom 
and knowledge of God! 
How unsearchable his judgments, 
and his paths beyond tracing out! 
"Who has known the mind of the Lord? 
Or who has been his counselor?" 
"Who has ever given to God, 
that God should repay him?" 
For from him and through him and to him 
are all things. 
To him be the glory forever! Amen. 
— Romans IS.-33-36 
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We will use the following notations throughout this manuscript. Their meanings 
will be explained more fully in subsequent sections. 
n Total number of systems that can be built with the program budget 
P i ,  p 2  Probabilities of failure in state 1 and state 2, respectively 
k i ( x ) ,  h 2 ( x )  Probability density function of the measurement at any point in the 
testing program 
Xi (0-1) binary value, x; = 1 if and only if a failure occurs at the ith test 
Pj(fc) Joint probability of observing test results Xi, ..., x, and being in state k 
(fc = 1, 2) after i tests and any redesigns as a result of test failures 
u Probability of a successful system redesign 
s, So Prior probability of being in state 2 
Si Posterior probability of being in state 2 after i tests and accompanying 
redesigns, given test results Xi, ..., Xi have been observed 
Ki(5) Optimal expected number of good systems in a potentially n-test 
program, if the prior probability of being in state 2 is 5 
Maximum expected number of good systems in a potentially ra-test 
program allowing at most j tests, if the prior probability of being in 
state 2 is  5,  S q  
xii 
£n(s) Expected number of reliable systems without any testing in a 
potentially n-test program, if the prior probability of being in 
state 2 is s 
s*_,- Cut-off point for s,' in the optimal stopping rule 
Cut-off point for Si in the "one-step look ahead" stopping rule 
( 2 )  Cut-off point for s,- in the "two-step look ahead" stopping rule 
s„_, Cut-off point for s,- in the "Seglie" stopping rule 
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CHAPTER 1. INTRODUCTION 
This dissertation describes an analysis of developmental test planning for one-
shot systems where there is the possibility of "reliability growth" as a result of system 
redesigns following a failed test. One-shot systems are non-repairable systems, which 
are destroyed when tested. The fact that one-shot items (for example, missiles) are 
consumed during testing limits the number that can be tested for a given procurement 
budget. We consider situations where the cost of redesign is negligible and there is 
a fixed procurement budget covering both system development and purchases. Each 
developmental test produces either a binary (success-failure) outcome or a continuous 
outcome. The analysis offered here is intended as an answer to the question "How 
much testing is enough?" posed by Seglie (1992) in the context of military weapons 
systems. 
When the total budget is fixed, there is a tradeoff between the number of sys­
tems used up in testing and the final system reliability. The precise objective of the 
analysis is to find testing plans that maximize the expected number of effective sys­
tems remaining in the stockpile at the end of developmental testing. (Dwyer (1987) 
describes reliability test planning for one-shot systems from a different point of view.) 
For a particular two-state model of system reliability, dynamic programming is used 
to identify optimsil testing plans/stopping rules. Several reasonable and easily imple­
2 
mented suboptimal rules are also considered, and their performances are compared 
to that of the optimal rule for a variety of combinations of model parameters. 
This is a sequential decision problem. We first determine whether one should 
test at all. If at least one observation is to be taken (at least one test is to be made), 
we determine for every possible set of success-failure test results through the ith 
developmental test .Tj, ..., a:,- {i > 0), whether testing should stop or another value, 
Xi+i, should be observed. 
Chapter 2 of this dissertation is a review of relevant literature. Chapter 3 de­
scribes the model supposing one has only binary test results, and proposes several 
different developmental test programs for this situation. The same chapter gives sim­
ulation results comparing the performances of the different testing plans. Chapter 
4 describes the model supposing one has continuous test results, proposes and com­
pares several different programs for this scenario. Chapter 5 gives some conclusions 
and identifies points for future research. 
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CHAPTER 2. LITERATURE REVIEW 
2.1 Reliability Growth Models 
The concept of reliability growth has been adopted as the basis for planning 
system reliability tests, for assessing reliability improvement for changing system 
configurations, and for reliability predictions. It is common practice during the de­
velopmental testing of a system, to make engineering changes in the system design 
as the program develops. These changes are made in order to correct design deficien­
cies and, thereby, to increase reliability. This elimination of design weaknesses and 
the resultant improvement of reliability is so called "reliability growth". A formal 
definition can be found in Meth (1992, p. 337): "The positive improvement of relia­
bility of equipment over time through the permanent removal of failure mechanism 
regardless of their source". The modeling of such growth processes has, for the most 
part, consisted of presenting formulas intended to represent the growth of reliability 
(or, equivalently, the decrease in failure rate or failure probability) as a parametric 
but deterministic function of time. 
Reliability growth models for repairable systems have been proposed by several 
authors. They can be categorized as discrete or continuous and as parametric or non-
parametric. Discrete reliability growth models describe situations where a system 
either operates successfully (does what it is designed to do) or fails to perform, i.e., 
4 
they describe go versus no-go situations. Continuous models for repairable systems 
are usually constructed to model the times of successive failures of a system. A model 
is "parametric" or "nonparametric" depending upon whether it specifies forms for 
the process failure rate function and the system failure rate function up to a few 
unknown parameters. 
Lloyd and Lipow (1977, pp. 331-338) give a discrete reliability growth model in 
which a system has only one failure mode. The system failure probability is assumed 
to be constant across trials until the failure mode has been removed. Once the failure 
mode has been eliminated, the assumption is that the system will never fail again. If 
the system does not fail at a given trial, no redesign action is taken prior to the next 
trial. If it fails at a trial, the designers attempt a modification which has a (constant) 
probability less than 1 of being successful. This model leads to a growth model of 
the form 
R i  =  \ -
in which i?,- is the system reliability on the z-th trial and A and C are parameters to 
be estimated. 
Another discrete reliability growth model was introduced by Lloyd and Lipow 
(1977, pp. 338-347) for a developmental test program conducted in N stages, where 
at each stage of the program, tests are run on a batch of similar systems. The results 
of each stage of testing are used to improve the item for further testing in the next 
stage. The reliabiUty growth function considered is 
Ri = Roo- ( a / i ) ,  
where Ri is the reliability of system during the i-th stage, and R^, the ultimate 
0 
reliability as i —> oo, and a > 0 are parameters. Maximum likelihood and least 
square estimators of Rgo and a are given by Lloyd and Lipow along with a lower 
confidence limit for iZ/y. 
Barlow and Scheuer (1966) introduced a (discrete) trinomial model for cases 
where each failure can be classified as produced by either an inherent or an assignable 
cause. In specifying their model, they don't assume that the number of sources of 
assignable causes is known nor that each has the same probability of causing failure 
on a particular trial. Furthermore, the test program is conducted in K stages. On 
each stage a certain number of similar systems are tested. The test results at each 
stage are used to improve the system design for the next stage of testing. They 
assume that the probability of an inherent failure, qq, remains the same throughout 
the development program and that the probability of an assignable cause failure, 5,-, 
in the i-th stage does not increase from stage to stage of the development program. 
The reliability in the i-th stage is r,' = I — qo — qi. Barlow and Scheuer obtain 
maximum likelihood estimators of qo. and the gi's under the restriction that they are 
non-increasing, and a conservative lower confidence bound for r^, the reliabihty of 
the system in its final configuration, at the end of the test program. 
Crow (1975) considered a continuous parametric model (called the AMSAA 
model, "AMSAA" stands for Army Materiel Systems Analysis Activity.) which can 
be used for tracking reliability growth within developmental test phases, rather than 
across test phases. (This is local, within test phase reliability growth comparable to 
the global pattern noted by Duane (1964)). Crow's reliability growth model is based 
on a NHPP (nonhomogeneous Poisson process) with Weibull intensity function. Let 
t denote cumulative test time from the beginning of the test phase, let N{t) be the 
6 
total number of system failures by time t ,  and 6 { t )  = E[iV(t)]. The AMSAA model 
specifies that the test phase reliability growth follows the NHPP with mean value 
function 0(t) = and intensity function p(t) = This model allows for the 
development of mathematically rigorous statistical procedures useful for reliability 
growth tracking. For high reliability and a large number of trials, the model may 
also be used for one-shot systems if one simply thinks of replacing a failed system 
with another of the current reliability. 
Robinson and Dietrich (1987) proposed a new "nonparametric" reliability growth 
model for the analysis of the failure rate of a repariable system that is undergoing 
development testing. The only restrictions to the actual, unknown time to failure 
distribution within each test phase is that it be continuous and have only one un­
known parameter 9. Most of growth models based on variables test data assume 
some specific parametric form for A(f), the failure rate. The model proposed here, 
however, requires no specific assumption on the parametric form of the failure rate 
of the development process, but specifies that the reliability not become worse as a 
result of the development testing and redesign cycle. One therefore assumes that the 
parameters are ordered from one test phase to the next such that > ^2 > ••• > ^m-
According to the authors, estimation based on the new model performs very well on 
relative error and mean square error criteria, yet is less affected by small sample sizes 
than that of competing methods. They argue that procedures based on the model 
are generally superior to ones based on the popular AMSA.\ model, regardless of the 
actual underlying failure process. 
Most of the existing reliability growth papers provide methods of inference, esti­
mation and projection of system reliability in "reliability growth" contexts. But none 
7 
of them seems to offer an answer to the question "How much testing is enough?" 
posed by Seglie (1992). Seglie cites some of the practical issues associated with the 
developmental testing of military weapons systems. These include: 
(1) Avoiding test designs where the risk of failing a good system is unreasonably 
high. (This may reflect a desire to keep development costs to a minimum.) 
(2) Identifying test designs that restrict the number of tests in order to stockpile 
systems for future use. 
(3) Determining how best to use the theory of reliability growth and constraints 
on total program cost in planning a testing program. 
(4) Making better use of pre-test modeling in order to get estimates of system 
performance variability and improve test program design. 
(5) Finding test strategies that explicitly account for failures and fixes in devel­
opmental programs. 
(6) Seeing that test designs use all the information available from developmental 
tests and mathematical models of how the system should work, to help design future 
tests. 
(7) Making clear the hidden sequential nature of most developmental test pro­
grams and finding appropriate interpretations of the outcomes in an entire program. 
In this research, we tried to derive an optimal stopping rule that might address 
some of the problems listed above. We consider this present work a first step in 
an important line of inquiry and expect the basic ideas and nature of the results 
described here to serve as reliable guides in further work. 
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CHAPTER 3. BINARY TEST RESULTS 
3.1 Probability Model 
Suppose a system is being developed and when put into operation, such a system 
either succeeds or fails to accomplish what it is designed to do. We assume that the 
purpose of a developmental testing effort on the equipment is to evaluate the test 
results when failure occurs and then attempt to redesign the system so that the 
reliability is increased. In this section, the probability of system failure is either p\ or 
P2 at any point in the testing program. In this model, we will say that there are two 
states associated with the two different probabilities of failure. State 1 is associated 
with Pi and state 2 is with p2, and while it is possible to move from state 1 to state 
2, once state 2 is entered there is no further change in system reliability. (Lloyd and 
Lipow (1977) presented a probability model of this type presuming that p^ is equal 
to zero.) Furthermore, suppose that prior to any tests, there is a probability 5 of 
being in state 2. Modeling the fact that redesign can fail to be successful, let u be the 
probability a redesign is effective (the conditional probability of moving from state 
1 to state 2 following a failed test and redesign, given the reliability is in state 1). 
If the equipment operates successfully in a developmental test, we will presume that 
the designer will take no redesign action, while when a test produces a failure the 
equipment will be redesigned. The development process then consists of repeated 
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tests, redesigns associated with failures, and finally, a cessation of testing when it 
becomes evident that a reliability p2 has been reached and/or the number of systems 
that can be purchased for the final stockpile becomes small. 
To put these assumptions in mathematical form, let Xi be a (0-1) binary value, 
Ti = 1 if and only if failure occurs at the ith test. If x; = 1 we assume that a redesign 
is made after test i. Let Pt(l) be the joint probability that a given sequence of test 
results, (ni, ..., x;), is realized and the reliability is in state 1 just before test t'+l is 
to be made. Correspondingly, P,(2) is the joint probability that a given sequence of 
test results is realized and the reliability is in state 2 just before test i-rl. We will 
suppose that the reliability has probability s of being in state 2 before the first test 
is made (i =0), i.e., Po(2) = s = Sq. 
To obtain recursions for Pi(l) and Pi(2), we remember that 
1) each test result can come out two different ways: success or failure, 
2) no redesign is made after a success and 
3) after a failure, if the reliability is in state I, the attempt to redesign 
the equipment can either be effective or not. 
To begin with, suppose the equipment was successful in test i. Then the only way 
the reliability can be in state 1 is if it was in state 1 at time i — 1. Thus, when x,- = 0, 
Now consider cases where the equipment fails in test i, i.e., x; = 1. The proba­
bility that the reliability is in state 1 prior to the test i, test i produces a failure and 
(3.1) 
Similarly, when x,- = 0, 
P i ( 2 )  =  ( I  -  p 2 ) P i - , i 2 ) .  (3.2) 
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an unsuccessful attempt is made to redesign prior to test i+l is computed as 
P,(l)=Pi(l-«)P._i(l). (3.3) 
To obtain P i { 2 )  where Xi = 1, we note that the reliability could be in state 2 prior to 
the test i+l if it was in state 1 at test i, the test produced a failure and the system 
was redesigned successfully; or it was in state 2 prior to the test i. Hence, if Xi = 1, 
P i ( 2 )  = p i u P i . i i l )  +  p 2 P i - i { 2 ) .  (3.4) 
From the four equations (3.1) through (3.4) and using the initial condition P o { 2 )  = s 
and Po(l) = 1 — 5, we see that Pi(l) and ^,(2) are functions of pi, p2, u, s and the 
particular test record x,- obtained. 
Now, let 5o be the prior probability of being in state 2. That is, ao = jPo(2) = s. 
Furthermore, suppose that the values Xi, ..., Xi have been observed and that the 
posterior probability of being in state 2 is 5,-, then from (3.1) through (3.4) it is easy 
to show that for i = l,2,...,n, 
i f a - . - O  
Si = (3.5) 
P l M ( l - g , - - l ) + P 2 ^ t - l  - f  .  -  ^ 
Pl(l-Sj_i)+p2Sj_i ' 
The proof of the following observation can in turn be based on equation (3.5). 
Lemma 3.1: 
S i ,  i  =  1, ...,n, is a increasing function of S q . 
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3.2 Stopping Rules 
In the context of the model of Section 3.1, we can ask how much developmental 
testing is enough, what "sample size" is appropriate. Since we are dealing with 
one-shot systems, tests consume equipment that could go into the final stockpile. 
For example, when the total purchase of missiles of one type is on the order of a 
thousand, typical real test programs test only 10 to 15 missiles because of a desire to 
save missiles for the stockpile. One of the benefits of testing is that the design has 
a chance to change during the progress of a testing program because the early part 
of the program reveals a specific failure mode. The redesign(s) intends to remove 
defects discovered. Thus, in a sense reliability potentially "grows" as more testing 
occurs. 
It is currently fairly common practice to extrapolate (on the basis of "reliability 
growth") to an asymptotic value for system reliability on the basis of 10-15 tests. 
This practice can be criticized on several bases. For one, it is not appropriate to 
use a projected value to confirm the effectiveness and suitability of military systems 
for use in war. Also, in a way perhaps more germane to our present analysis, if 
testing is stopped, no additional faults are found and no action taken for redesign, so 
the reliability stops growing. Considering these two reasons plus the desire to save 
systems for a final stockpile, it is fair to propose that the objective of this analysis 
(based on the model of Section 3.1) be to maximize the expected number of effective 
systems in a final stockpile after developmental testing is finished. 
Suppose initially there is a budget to build n systems. Figure 3.1 illustrates a 
tree of structure of all the possible test results for this equipment were all n systems 
tested. Through the nth stage, it shows the 2" possible test results (ii, ...,x„). 
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A stopping rule specifies permissible paths of a sequential sample in the tree, i.e., 
using it one determines at each node reached whether to stop or to make another 
developmental test. Here, we propose four testing plans, or stopping rules, and make 
some comparisons of these from different perspectives. These different stopping rules 
have different criteria for determining whether testing should stop at a given node 
or another observation should be taken. These stopping rules are the overall optimal 
rule (derived using backward induction), a one-step look ahead rule, a two-step look 
ahead rule and what we will call the Seglie rule. This last stopping rule is our 







Figure 3.1: A Tree Describing All Possible Paths of Test Results 
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3.3 Backwards Induction and the Optimal Stopping Rule 
Suppose there are potentially n systems. The number to be tested is determined 
by maximizing the expected number of effective systems left at the conclusion of de­
velopmental testing. Backwards induction is applied to find the optimal stopping rule 
in this model. In this section we characterize the rule and describe a computational 
scheme for evaluating both it and the optimal expected number of effective systems 
it produces. 
3.3.1 Characterization of the Optimal Stopping Rule 
Let A' = (xi, a:2, We begin the process of backward induction by consider­
ing the final potential stage of testing and then work back to the first stage of testing. 
At each node of the tree in Figure 3.1, the determination as to whether (should one 
reach the given node) it is advantageous to test again will depend on the part of A' 
that has been observed up to that point. At each node, it will be appropriate to 
compare the current (conditional) expected value of the number of effective systems 
without further testing, to the expected value of the number remaining if at least one 
more test is made and one proceeds optimally thereafter. Let £«(«) be the expected 
number of good systems without any testing in a potentially n-test program, if the 
prior probability of being in state 2 is s. Then, s„{s) = n((l — pi)(l - 5) 4- (1 — p2)5)-
Define 
r ( s )  = (1 - pi)(l - a) -h (1 - P 2 ) s ,  
then £n{s)  = nr{s) .  
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Let V'„(s) be the optimal expected number of good systems in a potentially n-test 
program, if the prior probability of being in state 2 is s. V„(s) then is the maximum 
of the expected number of remaining effective systems without any testing and the 
expected value of the number of remaining reliable systems if at least one more test 
is made and one thereafter stops optimally. When n = 1, Vi(s) = max{oi(s), 0} = 
max{r(s) ,  0}  =  r(s) .  
In order to produce a recursion for Ki(s), for n > 2, it will be helpful to first 
introduce some more notation. We will let ?7o(s) and 7/i(s) be the posterior probabil­
ities of being in state 2 if we start with a prior probability s of being in state 2 and 
observe a success or a failure, respectively. Then, from (3.5), 
V x i ( s )  = 
(1-P2)g . f  _ fi 
(l-pi)(l-5)+(l-p2)s '  
piu(l-3)+p2g . f  _  1 
PI(1-5)+P25 ' 
Using this notation, 
V;(5) = max{77r(s), r{s)Vn.i(r}o{3)) + (1 - r(5))V;_i(7/i(s))} , (3.6) 
where the second term in the maximum is the expected value of the number of 
remaining reliable systems if at least one test is made, but thereafter testing is stopped 
in an optimal fashion. When the first term in the maximum is the largest of the two 
values, the initial node is a stop node. Otherwise, at least one test should be made. 
Equation (3.6) is the so called "functional equation" for this problem. 
Following an optimal rule, if one has observed i  test results (x i ,x2 ,...,xi), a de­
termination is then made whether testing should stop or another test should be made 
depending on the value of Vn-i{si). If Vn-i{si) is equal to {n — i)r(si) at this node. 
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testing should not proceed. That is, an optimal stopping rule can be characterized 
as follows: 
Opt imal  Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  (.3.7) 
Example:  Assume that n = 3, pi = .30, po = .03, u = .50 and s  =  .35. We may then 
calculate 
Vi { t io{ t ]o(s ) ) )  =  r(r )o{r]o{s) ) )  =  .8373, 
Vi ir j i iMs)) )  = r i j ] i i r io(s ) ) )  = .8444, 
= r{r]o{r]i{s))) = .8635, 
^(t?I(^7I(5))) = ^(7/1(7/1(5))) = .8485. 
Thus, 
Vi i lo is ) )  = max{i2(7o(5)), 
r(no{s))Vi(Tio{T]o(s))) + [1 - r{r}o{s))]Vi{7]i(T]o{s)))} 
= max{1.6.307, (.8156)(.8373) + (.1846)(.8444)} 
= 1.6307, 
V2(Vi{^) )  =  max{e2(j/i(5)), 
r{Vi{s))Vi{rjo{r]i{s))) + [1 - r'(77i(5))]Vi(7/i(77i(s)))} 




Vsis) = max{£:3(s), r{s)V2{r]Q{s)) + [1 - r(5)]F2(7/i(5))} 
= max{2.3835, (.7945)(1.6307) + (.2055)(1.6838)} 
= 2.3835 
= £3(5). 
Since Vsfs) = £3(5) in this example, no testing is called for. 0 
The characterization of the optimal stopping rule in (3.7) is theoretically sound, 
but provides little insight into the nature of an optimal test program. Further, if 
one fixes s and by use of (3.7) and direct consideration of all possible test results 
seeks to find the optimal rule for a situation potentially involving n tests, one must 
work with a tree, the final "layer" of which has 2" nodes. The finding of an optimal 
rule by this means is computationally prohibitive for even moderate values of n. It 
is therefore important that a more convenient and illuminating characterization of 
the rule specified by (3.7) can be found. We proceed to provide that alternative 
characterization and argue that it is valid. 
Upon studying several cases of this problem with different values of n, pi, p2, u 
and 5, we noticed that when n, pi, p2 and u are fixed, there seemed to be a cut-off 
(depending on n, pi, pa and u) for s that determined whether it is advantageous to 
even begin testing. That is, if 5 = sq is less than the cut-off point, at least one test 
should be made, otherwise, no systems are tested. Let 5* denote this initial cut-off 
point in a test program potentially involving n tests. It seems clear that after i tests 
in a potentially ra-test program, one should compare 5,- to in order to decide 
whether to continue testing. That is, it seems reasonable that characterization (3.7) 
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might be restated as follows. 
Opt imal  Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  (3.8) 
An important advantage of representation (3.8) is the intuition that it lends 
to this problem beyond that available from (3.7). Another important advantage is 
computational. It is possible to (for given pi, p2 and u) make use of (3.6) and compute 
first and aj, then sj and so on, ultimately characterizing optimal stopping rules 
for test plans with n much larger than is feasible working directly with the tree 
representation and (3.7) one value of a at a time. 
We proceed to establish the existence of the cutoff value s*, and hence the va­
lidity of representation (3.8). 
Lemma 3 .2:  
If s 6 [0, 1] is such that Vn(a) = nr(s), then for all 5 < i < 1, Vn( t )  =  nr{ t ) .  
Proof :  
V'„(5) can easily be seen to be a convex function of s .  This is true because 
1) there are only a finite number of possible stopping rules in the n system 
problem (e.g. there are clearly no more than 2""'"^ such rules), 
2) the expected number of good systems ultimately produced by a given rule 
is a linear function of 5 (being the convex combination of two conditional expected 
numbers of good systems given the identity of the initial state) and 
3) Vn(5) is the majcimum of that finite number of linear functions of s .  
(It follows from the fact that the intersection of a collection of convex sets is convex, 
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that the pointwise supremum of an arbitrary collection of convex functions is convex.) 
Next, it is clear that Ki(l) = nr(l), i.e. that the "no test" policy is best if one is 
sure that reliability is in state 2 to begin with. Suppose 5o < 1 and F„(5o) = "'"(•So), 
then by the convexity of V„(5) in s, for any Si € (sojl)) Ki(si) < nr(5i). Therefore 
for any si 6 (so,l), K(5i) = nrCsi). 0 
Lemma 3.2 and the fact that = «(1 — P2) = nr(l) implies that the set of 
s  for which ^^(5) = nr{s)  is a nonempty interval containing 1. We will let 
5* = niin{.s|V;(s) = nr(5)}. 
5* is the advertised cut-off value. 
It is intuitively appealing and computationally helpful that the cutoff values have 
a monotonicity property. We proceed to establish this property. Set 
fn{s )  =  r(s)V„_i(7/o(5)) + (1 -  r(s))V;_i(77i(s)) ,  
so V„(s) = max{nr(s), /n(s)}. 
Lemma 3 .3:  (Monotonic i ty  o f  the  5*  sequence)  
For each n, let s* be the smallest s such that nr{s)  =  fn{s) .  Then < 
s's < . . .  <  < .  
Proof :  
Note that if we have n + 1 systems, then we can set one aside and use only the 
remaining n systems in a test program. Therefore, for any s € [0, 1], 
K.+i(5) > V;(5) + r(5). (3.9) 
Suppose that s  <  s*, so fn{s )  >  nr{s) .  Now 
fn+i is )  =  T-(s)r„(77o(a)) + (1 - r(3))V;(7/i(a)) 
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and applying (3.9) 
fn+i{ s )  >  r(s)[V;_i(77o(5)) + r(7;o(s))] + (1 - r(s))[V;_i(;7i(s)) + r-(7i(s))] 
=  f n { s )  +  r ( s ) r { T i o i s ) )  +  ( 1  -  r { s ) ) r { i ] i ( s ) ) .  
Further, 
r { s ) r ( r ] o { s ) )  + { I  -  r { s ) ) r ( 7 j i ( s ) )  
=  r ( s )  + 7-(5)[r(77o(5)) - r(5)] + (1 - r(5))[r(77i(s)) - r-(5)] 
= r(s) + [/•(s)(77o(5) - 5) + (1 - r(s))(7/i(5) - s)](pi - P i )  
= r(a) - s { p i  -  P 2 )  + [ r ( s ) T ] o { s )  + (1 - r(s))7;i(s)](pi - pz) 
= r(s) - s ( p i  -  P 2 )  + [(1 - P 2 ) s  +P2S +piu(l - 3)](pi -P2) 
=  r { s ) -  s { p i  -  P 2 )  + [s + piu(l - a)](pi - P2) 
= r(s) + piu(l - s)(pi-P2) 
>  r { s )  
Therefore 
fn+l(s )  >  fn{s)  +  r{s)  
> nr(s) + r(s) 
> (ra + l)r(s). 
This in turn implies that 
« < -Sn+i-
That is , if s < a* then s  <  which proves the claim. 0 
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3.3.2 Computation of sj, sj, sj, 5* and F„(5) 
As we suggested above, if one fixes s ,  uses the tree structure in Figure 3.1 and 
representation (3.7) to compute an optimal stopping rule (for that s), consideration 
of 2°+ 2^+ ... + 2" = nodes is necessary. It quickly becomes practically infeasible 
to find (or even store the form of) an optimal stopping rule for even that one fixed 
s. A slightly more clever (but ultimately unworkable for moderate to large n) com­
putational strategy is to use representation (3.8) and compute the s*'s recursively. 
If one has in hand ij, sj, S3, ..., s*_i one can for various trial values of s deter­
mine whether the initial node is a "stop node" and so determine 5* by successive 
approximation. We have implemented both of these computational strategies and 
found them to be unworkable for n much larger than n = 20. Happily, a much better 
method of computing is available. 
Rather than fixing s  and using the tree structure of the problem, it is com­
putationally preferable to use representation (3.6), (recursively) compute the entire 
function Vn(s) for all values of s in a grid of points on [0, 1], and in the process 
evaluate s* as the smallest value of s for which V^(s) = nr(s). Using this method of 
computation we have had no difficulty handling problems with n = 1000. And, as 
the computation time grows only in proportion to n, much larger problems could be 
solved. 
In mote detail, our computational method for approximating the function V'„(s) 
a n d  c o n s t a n t s  5 * ,  s j ,  i s  a s  f o l l o w s .  W e  b e g i n  b y  i n p u t t i n g  p i , p 2  a n d  u .  
Now 
Vi(s) = r(s) 
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and we store J  =100,001 values of Vi  of the form 
Vi(j7l00,000) 3 = 0,1,2,...,100,000 
and note that sj = 0. We then use representation (3.6) and interpolation in the 
stored values of Vi to calculate and store 100,001 values of V2 of the form 
F2(j7100,000) j  =  0,1,2, ...,100,000. 
(There is no need to save values of V'l after the values of V'2 have been stored.) sj is 
the smallest value of j7100,000 for which ^(j/lOOjOOO) = 2r(j7l00,000). And so 
on. Computing in this manner we approximate s[, ^31 •••' K ^he function 
V ' „ ( s )  i n  t i m e  a n d  s t o r a g e  t h a t  a r e  o n l y  l i n e a r  i n  n .  
3.4 One-Step Look Ahead Stopping Rule 
In the previous section, we discussed the optimal stopping rule. The computation 
of that rule (i.e. the computation of the values s*_J is slightly complicated and we 
are thus led to at least tentatively consider several sub-optimal stopping heuristics 
that are easier to describe and might potentially have behavior that is acceptable 
from a practical point of view. To begin with, we will consider a so called "one-step 
look ahead" rule. 
A "one-step" heuristic is one in which the decision to continue testing is made 
by comparing the current expected number of effective systems with the expected 
number of effective systems if exactly one more test is performed. After i tests in 
an n test program, the comparison is then between two values: Cn-iisi), the current 
conditional (on the testing record) mean number of reliable systems without any 
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observation, and the conditional mean value of the number of remaining effective 
systems with exactly one more observation taken. This second quantity is 
E£n- i - l {Vx , (S i ) )  =  r{Si )en- i - l iVo(Si ) )  + (1 - r(Si))£„_,-_i(7?i(5,)). (3.10) 
Testing stops if the current conditional expected number of effective systems exceeds 
the conditional expected number given an additional test. That is, we have the fol­
lowing characterization. 
One-Step  Look  Ahead Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  
£n-i{Si) > r{Si)£n-i-liVQiSi)) + (1 " r(Si))£a-t-l(7?l(Si) )• (3.11) 
Both Sn-i{si) and (3.10) are functions of Sj. Let be the value of Si such that 
equality holds in (3.11). Since £„_,(si) = (n — i)r{si), it then is easy to see that 
= 1 Lz_E! i - i  1*2) 
{pi  -  p2)[pxuin  -  i  -  1)  +  ly  
Then the one-step look ahead rule can be equivalently (and more conveniently) char­
acterized as follows: 
One-Step  Look  Ahead Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  
Si > (3.13) 
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3.5 Two-Step Look Ahead Stopping Rule 
A "two-step" heuristic is similar to "one-step" rule except that each stage it 
considers testing at most two steps further. That is, a "two-step" heuristic compares 
£n-i{si) to the (conditional) optimal expected number of effective systems in the final 
stockpile supposing at most two more tests are made (and redesigns if there is a test 
failure). To generalize this idea, one might let 
= maximum expected number of effective systems in an n system 
program allowing at most k tests where the prior probability of being 
i n  s t a t e  2  i s  s .  
Then 
W ° ( S )  =  £ n ( 5 ) ,  
W:{S)  = Vr^is )  
and 
Wilis) = max{£„(5), r(s)PF^Ti (7/0(5))  + (1 " (71(5))}. (3.14) 
To make use of this recursion to identify the form of a two-step ahead rule, note that 
l'F„^(5) = max{£„(s), £;£:„_i(7a-,(5))} 
= max{nr(5), r { s ) { n  -  l ) r { r j o i s ) )  + (1 - r { s ) ) { n  -  l)r(77i(s))} 
=  m a x { n r ( s ) ,  [ n  -  l ) [ r { T ] : { s ) )  +  r ( s ) { r { T ] o ( s ) )  -  r { r ] i { s ) ) ) ] }  
=  m a x { n r ( 5 ) ,  ( n  -  l ) [ r { T j i { s ) )  4 -  r (  j ) ( p i  -  p 2 ) ( ' / o ( - s )  -  V i i ^ ) ) ] }  
and 
= niax{7ir(3), r(s)W^_i(?/o(s)) + (1 - r(s))fV^_i(7;i(3))}. 
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A two-step look ahead rule then prescribes that one should stop (not start) in an n  
system problem if 
This is of the form 
n r ( s )  >  r(5)max{a(s), b { s ) }  + (1 — r(5))max{c(5), d { s ) } ,  
where a { s ) , b ( s ) , c ( s )  and d ( s )  are the corresponding functions in (3.16). 
The set of s  for which (3.16) holds can be characterized in somewhat more con­
venient terms. To begin with, we have the following. 
Lemma 3.4- '  
n r ( 3 )  >  r ( s ) W ^,^{T ) o ( s ) )  + (1 - t {s ))W ^_i{tii{s)). (3.15) 
(3.1-5) amounts to 
n r ( s )  > r(5)max{(n - l)r(7;o(5)), (n - 2)[r(7/i(7/o(s))) 
+?'('7o(s))(Pi - P2){Vo(no{s)) - '7i(»7o(s)))]} 
+ (1 - r(s))max{(n - l)r(7?i(s)), (n - 2)[r(7/i(7;i(5))) 
+ r ( 7 ; i ( s ) ) ( p i  -  P 2 ) { V o ( V \ i s ) )  -  m i V i i s ) ) ) ] } - (.3.16) 
{si n r { s )  >  r(s)max{a(5), 6(s)} + (1 — r(s))max{c(s), (i(s)}} 
' 
T*(s)a(s) + (1 — r(s))c(s), 
r { s ) a { s )  +  { I  -  r ( s ) ) d { s ) ,  
f} = ^2  
r (s )b{s)  + (1 - r(s))c(s), 
r(s)6(s) + (1 — r { s ) ) d ( s )  
{ « !  n r ( s )  >  max 
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Proof :  
Suppose 3 £ Si .  Consider 4 cases corresponding to which of a(s)  and b(s)  is 
la rger  and  which  of  c (s )  and  d(s)  i s  la rger ,  and  conclude  s  E S2 .  
Then suppose 5 € 52. Consider 4 cases corresponding to which of the four linear 
combinations is maximum, and conclude s € 5i. <0 
In addition, let 
Ai  = {^ l  nr{s )  >  r{s)a{s)  + (1 - r(s))c(5)}, 
A2 = {s| nr(s )  >  r(s )a{s)  + (1 - r{s ) )d{s)} ,  
A3 = {s| nr(s) > r{s)b(s )  + (1 - r(s))c(s)} 
and 
Ai  = {s |  nr(s )  >  r(s )b(s )  + (1 - r{s ) )d{s)} .  
Then, in this notation 
r(5)a(s) + (1 - r i s ) ) c { s ) ,  
r i s )a{s)  + (1 -r(3))cf(a), 
r{s]b{s)  + (1 — r(s))c(s), 
r{s )b(s )  + (1 — r(s))d(s) 
Let Qj „ € Aj (j = 1, 2, 3, 4) be such that equality holds. It is easy to verify that 
1 - P2 
52 =  {^1  nr(s )  >  max } = (3.17) 
"l.n = 1 -
a2 ,n  = 1 -
(Pi -P2)\pMn - 1) + 1]' 
(1  +  P2)( l  ~  P2)  
(Pi -  P2)[(l + Pi - p i u ) p i u { n  - 2) + (Pi + P2)] '  
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as.n = 1 - ( 2 - / > 2 ) ( 1  - P 2 )  (pi -P2)[(2 -pi)piw(n - 2) + (3 +Piw - pi -p,)] 
and 
®4,n — 1 
2(1-P2) 
(Pi - P2)[(l - (1 - Pitt)2)(n - 2) + 2]" 
Further, each set Aj  is a nonempty interval 1]. So also is their intersection S2.  
By Lemma 3.4 and (3.15) through (3.18), the two-step look ahead rule applied 
at the beginning of an n system program then says that one should stop if s > sjf 
In general, we have the following two-step ahead stopping rule for application at any 
stage of an n system problem. 
Two-Step  Look  Ahead Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  Si  >  (3.19) 
In Seglie (1992), the author suggested a stopping heuristic of the form "stop 
when the expected increase in reliability (as result of the next test) applied to the 
remaining systems increases the total number of reliable systems in the remaining 
stockpile by less than one." In our present model we can put this statement into the 
following mathematical form: 
Let 
max a j=l,2,3,4 • (.3.18) 
3.6 Seglie Stopping Rule 
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Segl ie  Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  
{n  — i  — l){grown reliability — current reliability) < 1, 
where  
current  re l iabi l i ty  = (1 — Pi) + (pi — P2 )si 
and 
grown re l iabi l i ty  = (1 - pi) + (pi - P2)[K«iho(si) + (1 - i'(si)hi(si)]-
Let Sn-i be the value of 5; such that 
{n  — i  — l)(gfroit'n re l iabi l i ty  — current  re l iabi l i ty )  — 1 = 0. 
Then, it is easily to see that 
^ (Pi - P2)Pi«(n - i - 1)' 
and we have an alternative representation of the Seglie rule: 
Segl ie  Rule:  
S top  the  tes t ing  process  a t  the  f i rs t  i  for  which  s; > Sn- i -  (3.20) 
3.7 Comparison of the Four Stopping Rules 
3.7.1 The Cutoff Points and "/c-Step Look Ahead" Rules 
VVe first plotted cutoff points and a„_,- versus i  for several differ­
ent combinations of n,  p i ,p2 ,  u  and s .  The plots are in Appendix B. The plots show 
that the values of the cutoff points of the optimal stopping rule, are greater 
than the two-step ahead, one-step ahead and Seglie cutoff points. That means the 
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optimal rule allows more testing and redesign, and thus a higher overall probability 
of "reliability growth" than the other rules. In fact, the patterns suggested by these 
p lo ts  can  be  es tab l i shed  a lgebra ica l ly  and  extend  beyond two-s tep  to  genera l  k-s tep  
rules. 
Comparing given in Section .3.6 to given in (3.12) shows that 
Then comparing the form of aj,'' and the formula for ai „ in Section 3.5, it is clear 
that the 2-step look ahead stopping rule calls for more testing than does the 1-step 
ahead rule. In fact, this is indicative of a (perhaps not unexpected) general pattern. 
It turns out to be the case that for each fc, the set {5|rer(s) > W^*(5)} is an interval, 
say [sIj*-"', 1], and for each n, 
< 4^' <... < 
That is, the fc-step look ahead rules call for more and more testing as k  increases, 
with cut-off values for the posterior probability of being in the good reliability state 
that converge to those of the optimal rule. We proceed to state this in slightly more 
formal terms. 
Lemma 3 .5:  
For any k  < n ,  i f  s  E  [0, 1] is such that l'P'iJ(s) = nr(s), then for all 3 < i < 1, 
PF^-(0=nr(0. 
Proof :  
This proof is essentially the same as the one for Lemma 3.2. 0 
Lemma 3.5 shows that {j|7ir(s) > 1^,^(5)} is an interval, and we let 
= min{a|nr(5) > W^^(5)}. 
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Lemma 3.6:  
Proof :  
It is easy to see by induction on k  that 
r{s )W!: l : l (vo{s) )+( l -r (s ) )W!: l l {r i , {s ) )  
> ris)Wl,{rjo{s)) + (1 - r{s))WlMs)). 
The result then follows from (3.14). 0 
Since the formulas for the constants Qj,„ are explicit, we have found it useful to 
fully consider both the 1-step and 2-step rules. It is clear that explicit formulas for 
k > 2 are possible, but it is also clear that the amount of work needed to produce 
them will grow exponentially in k. In light of the straightforward numerical method 
for approximating the optimal constants we have not tried to derive explicit 
representations for fc-step rules for k > 2, nor to study their performance. 
3.7.2 Performance Measures and Study Parameters for Comparing the 
Four Stopping Rules 
For a particular stopping rule, let ES be the expected number of good systems 
remaining in the final stockpile and En be the expected number of systems tested. 
Then 
ES = 2 (3.21) 
V 6 {oi! potential atop nodea} 
and 
En = E PiyWv) ,  (3.22) 
V € {all potential atop nodea} 
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where P{v)  is the probability reaching node v ,  e(v)  is the conditional expected 
number of good systems remaining upon reaching node v and I{v) is the number of 
tests made to reach node v. l et ESopt, ESi, ES2 and ES3 represent the ES values 
for the optimal, one-step, two-step and Seglie stopping rules, respectively. Similarly, 
let Eriopt, En-i, En^ and En, represent the En values for the optimal, one-step, two-
step and Seglie stopping rules, respectively. By (3.6), we know ESopt is equal to the 
Vn value for any specific s, which can be obtained using the computer program used 
to find optimal cutoff values. To approximate ESi, ESz, ES,, Eriopt, Eni, En^ and 
En, for n so large as to make direct use of (3.21) and (3.22) infeasible, we wrote a 
simulation program. We then created a data set of estimated ES, En values for the 
four  d i f fe rent  s topping  ru les  and  a  fac tor ia l  se t  of  combinat ions  of  n,  pi ,p2i  ^  and s .  
Let m = p2/pi- The different levels of n, pi, m, u and s used in our factorial are as 
in  Table  3 .1 .  This  g ives  a  to ta l  of  432  =  3x3x3x4x4 dif ferent  (n ,  pi ,  m,u ,s )  
combinations. 
Table 3.1: Levels of Model Parameters Used in the Study 
Parameter Values 
71 2.5, ICQ, 1000 
P i  0.20, 0.50, 0.80 
m 0.10, 0.30, 0.50 
u 0.001, 0.01, 0.10, 0.50 
s 0.05, 0.25, 0.50, 0.75 
Define "growth" of a specific rule to be the ratio of that rule's mean number 
of effective systems in the final stockpile to the mean number available with no 
developmental testing, that is 
G = growth  =  ESI{nr{s) ) .  (3.23) 
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Using this measure, we can hope to gage the effectiveness of developmental testing. 
Let Gopt, Gi, (?2 and G, be the "growth" values for the optimal, one-step, two-step 
and Seglie stopping rules, respectively. Appendices C, D and E consist of approximate 
ES, En and G values for all four stopping rules and the factorial set of (ra,pi, 
combinations indicated by Table 3.1. 
3.7.3 Informal/Qualitative Analysis of the Results 
We have treated the data sets in Appendices C, D and E as a3x 3x3x4x4 
factor ia l  da ta  se t  wi th  mul t ivar ia te  responses  {Gopt ,Gi ,G2,G, ,  Euopt i  Er i i^  En^ ,  En , )  
and applied both very informal methods and the standard regression and ANOVA 
statistical tools in an attempt to discover and describe simple structure in the results 
for the four rules. (The use of regression and ANOVA was done from an exploratory 
rather than inferential point of view. Except for small Monte Carlo estimation er­
ror, the responses are nonrandom, and the usual normal theory models, significance 
levels, and so on, are clearly without strict relevance. But the tools can be used 
in a descriptive/exploratory mode, in an attempt to identify simple structure in the 
patterns of response.) 
Considering first the growth figures in an informal manner, we note that there are 
some substantial differences among the Gopt, (?i,G2 and G, figures. Clearly, except 
possibly for small Monte Carlo errors (the standard errors were less than 2.50), theory 
promises that 
^opt  ^ Gi ' )  Gopt  ^ G2 and Gopt  ^ G,.  
In fact, in our 432 (n, pi, m,u,3)  combinations, it was always the case that 
Gopt ^ G2 ^ Gi > Gg. (3.24) 
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Considering next the En figures in an informal way, we note that there are some 
substantial differences among the Euopt, Erii, Enz and En, figures. Since 
s*  • >  > s  
it is to be expected that except possibly for small Monte Carlo error, (the standard 
errors were less than 3.00) 
Eriopt  >  En2 > Eui  > En, .  
Simple examination of the figures in Appendix B shows that this ordering holds in 
the (estimated) means except for a few slight discrepancies easily attributable to 
sampling error. It is, of course, the fact that the optimal test program tends to run 
longer than the two-step, which in turn tends to run longer that the one-step, which 
in turn tends to run longer than the Seglie program that allows the reliability growth 
that stands behind (3.24). 
The ratio of a rule's expected number of effective systems in the final stockpile to 
the corresponding values for the optimal rule (that is, to Ki(s)) is a sensible measure 
of "efficiency" of that rule. In our study, estimated efficiencies for the worst of the 
four rules (the Seglie rule) were generally well above .90 (302 cases had estimated 
efficiencies of LOO to two decimals), but there were 19 cases where the Seglie efficiency 
was below .90, including 5 cases where the estimated efficiencies were below .80, 
including two cases with estimates of .71. The best of the suboptimal rules studied, 
the 2-step look ahead rule, generally had estimated efficiencies well above .96 (365 
cases had estimated efficiencies of 1.00 to two decimals), but there were 10 cases 
with estimated efficiencies below .96, including one case with an estimate of .92. We 
were able to discern no obvious patterns in terms of which cases were ones where the 
suboptimal rules were seriously inefficient, beyond the facts that 1) the cases were 
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ones where pi was large (.80), while u and/or 5 and/or m were small and that 2) 
what situations caused trouble for the suboptimal rules varied according to the value 
o f  n .  
A sensible question to pose is whether all of the analysis here really improves 
the effectiveness of the final stockpile of systems. We considered the measure 
pn Vn(s)  
n r { s )  
as a tool for addressing this question. This is the ratio of the optimal mean number 
of effective systems in the final stockpile to the mean number available with no 
developmental testing. Not surprisingly, we found that for each fixed combination of 
v a l u e s  f o r  p i , 7 n , u  a n d  s  
G2S ^  /olOO ^ /^lOOO opt — ^opt S ^opt ? 
the opportunity for improvement of the final stockpile increases with n .  In our study, 
the maximum values of produced was 3.87, for a situation where pi = .8, m = .1 
(so that p2 = .08), u = .5 and s = .0.5. (For what it's worth, this case is one where 
the estimated efficiencies of ail 3 suboptimal rules are essentially 1.00. In some 
other cases with large potentials for improvement through developmental testing, the 
suboptimal rules did not fare as well.) Table 3.2 is a frequency table of the values of 
Ctop°° encountered in our study. 
It seems that on the basis of our numerical study, there are situations where 
it is important to make use of the optimal stopping strategy, and that it is not at 
all obvious without actually doing the calculations needed to produce the optimal 
strategy and value function F„(5), whether a particular set of model parameters is 
one where the suboptimal rules will be nearly as effective as the optimal rule. Since 
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Section 3.3 provides a straightforward method of finding an optimal stopping rule, in 
almost all situations it seems that the "safe" recommendation of using the optimal 
rule is justified. In those rare cases where one can not do the numerics needed to 
implement the optimal rule, the obvious rule of choice is the 2-step look ahead rule, 
that prolongs testing beyond what is prescribed by the 1-step look ahead rule and 
the Seglie rule. 












3.7.4 Semi-formal/Quantitative Analysis of the Results and the Effects of 
Model Parameters 
There are some extreme cases in data set. For example, in Case 97 (pi = .80, 
m = .10, u = .001,5 = .05), if 71 = 1000 and we apply the optimal stopping rule, 
then the average number of systems tested will be 482.56, which is almost half of 
the total systems ( n = 1000), and we get 40% improvement in the expected number 
of effective systems in the final stockpile. However, in Case 101 (pi = .80, m = 
.10, u = .010,5 = .05), for n = 1000 the optimal rule requires an average of 126.11 
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tests and produces a 240% improvement in the ES value. Moreover, in Case 105 
(pi = .80,m = .10,« = .100,3 = .05), for n = 1000 the optimal program tests 18.92 
systems on average and produces a 282% improvement in the expected number of 
effective systems in the final stockpile. The only difference in the parameters for 
these cases is the value of u. The first is 0.001, the second is 0.01 and the third is 
0.10. We learn from these cases that u might be an important factor in determining 
the ES (or G) values and the En values. 
Let us also consider the cases 121 to 124. In these cases, for n = 1000 the 
ES values and En values decrease when s increases under the condition that other 
parameters are constant. We then learn that s is important in determining G and 
En.  
To consider the effect of the parameter m, we can look at n = 1000 and the three 
cases 61 (pi = .5,m = .10,« = .500, s — .05), 77 (pi = .50,m = .30,w = .500,5 = 
.05 , )  and  93  (p i  =  .50 ,m =  . .50 ,  =  .500,  s  =  .05) .  And i t  seems tha t  d i f fe rent  m 
values may not produce dramatic differences in G and En values. 
These examinations of a few sets of cases from the data sets in Appendices C, D 
and E  amount  to  some l imi ted  informal  "one  fac tor  a t  a  t ime"  looks  a t  the  G and En 
values. A somewhat more global look at the data can be taken by fitting regressions 
and "main effects only" factorial models to the data. 
Consider first the potential description of the data in Appendices C, D and E 
(one value of n at a time) by equations of the form 
G ^  l3o+ I3lp l  +  + 03U +  04S 
and 
E n ^  l 3 o  +  + f32m + /Szu  + 
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Using a Stepwise variable selection method (which is similar to a Forward selection 
method except that variables already in the equation do not necessarily stay there), 
we have Table 3.3 giving important variables selected into the models. (All variables 
left in the model are "significant at the 0.15 level". No other variable met the 0.1.5 
significance level for entry into the model.) The variables are listed in Table 3.3 in 
order of their selection. 
Table 3.3: Results of Variable Selections 
n = 25 n = 100 n = 1000 
Gopt  • Gopt  • s ,m Gopt  • 
Gi •. u ,p i , s  G2pi ,u , s ,m G'2:  p i , s ,u ,m 
Gi  ;  Gi  :  p i ,u , s ,m Gi  :  p i , s ,u ,m 
G,  :  u ,p i , s  G,  -. p i ,u , s ,m G,  :  p i , s ,u ,m 
E u o p t -  P i , u , s  E u o p t '  P i , s , m  E u o p t -  P i , t i , s  
Eui ' .  p i ,u , s  En2 :  P i , s , u  En2 :  s ,p i ,u  
Ej iy  :  p i iU,s  Eui  :  p i , s ,u  Er i i  ;  s ,p i ,u  
En ,  :  u ,p i , s ,m En,  :  u ,p i , s ,m En,  :  s ,p i  
For n = 25, three fourths of the cases are combinations whose G values are no 
greater than one and En values are no greater than zero. And for n = 100, half 
of the cases are such that none of the rules test any systems. Therefore, it might 
be appropriate to consider primarily the n = 1000 data. Table 3.3 suggests that 
restricting attention to n = 1000 cases, m is the least significant factor in terms of 
determining the performances of the various stopping rules. 
We picked pi, u and s  as main factors and considered a complete 3-way factorial 
analysis of the n = 1000 values with / = 3 levels of factor pi, J = 4 levels of factor 
u and jfif = 4 levels of factor s. We then have the model equation: 
Gijk l  ^ H . . .  + (Pl) , -  +  U j  +  S k  +  ( p i u ) i j  +  {pis) ik  +  i u s ) jk  +  {pius) i jk  
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and 
Eri i jk i  ^ /i... + (pi)i + Uj +Sk + {p\ti)ij + {pis) ik  + {us) jk  + {pius) i jk  
Using three-way factorial ANOVA, the main effects of factors pi, u and s, all 2-
factor interactions and the 3-factor interactions are significant at level 0.01 for the 
Gopt^G2,Gi,G,, Enopt,En2,Eni responses. For response En,, except for the (pis),^ 
interaction, the main effects of factors pi, u and s, all 2-factor interactions and the 
3-factor interactions are significant at level 0.01. The coefficients of determination 
of models (3.2.5) and (3.26) are all in the interval (0.86, 0.96). 
To identify structure in the patterns of response, consider the fitting of a full 
quadrat ic  re la t ionship  in  n,pi ,m,u  and s  to  a  se t  of  {n,pi ,m,u ,s ,G)  data .  A ful l  5-
variable quadratic includes all of the terms ra,pi,m,u, a, their squares n^, p\, m^, u^, s" 
and all products of pairs of the variables. In this quadratic response functions, n^, m^, 
nm, nu and mu are not significant at level 0.01 and are removed from quadratic re­
sponse functions. The following quadratic response functions were fit to the G values 
and can be used to summarize the nature of the G values. 
Gopt ^ .88-f-.OOOOSra — .23pi — .llm-I-2.27ti 4-.165-I-1.59(pi)^ 
— 4.11u^ -|- .745^ + .0007rapx — .0005ns — 1.04pim 
-f 2.18piu - 2.24pis -I- .87ms — 1.64us, 
(j2 ^ -88 + .00006n - .25pi — .llm -I- 2.28u -I- .16s -f 1.57(pi)^ 
— 4.15u^ 4- .745^ + .0007npi — .OOOSns — l.Olpim 
+ 2.2bpiu — 2.22pis -|- .877ns - 1.66us, 
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Gi =5: .89 + .00005n — .26pi — .LOm. + 2.26u + .15s + 1.56(pi)^ 
— 4.11u^ + .75s^ + .OOOTrtpi — .0005715 — .99pim 
+ 2.27piu — 2.19pis + .85ms — 1.68us, 
G, = .90 + .00005n - .27pi — .09m + 2.04u + .18s + 1.42(pi)^ 
— 3.68tt^ + .69s^ + .OOOTnpi — .0005ns - .QTpim 
+ 2.37piw — 2.03pis + .80 ms — 1.75tts. 
The values for these fitted equations are all in the interval (0.69, 0.73). 
When we fit quadratic response surfaces to En data, coefficients of determina­
tion less than 0.47 were obtained. That is, a quadratic response function may be 
a poor description of the En data. Even though we tried various transformations, 
values did not change too much and the F tests showed only few of the squared 
terms and product terms to be significant. Therefore, we fit some of the cubic terms 
to  the  En values .  And s ince  the  fac tor  n  def in i te ly  i s  a  s igni f icant  fac tor  for  the  En 
values, we then tried this for different n. The following fitted models can be fitted to 
the En values and can help describe the En values. 
n E}  f i t ted  model  
1000 0.64 ^Enopt ^ -3.57 + 22.14pi + 121.06u - 3.85s 
- 302.19piu + 505.18piit2 - 404.55u3 
1000 0.56 v/En7 -1.52 + 4.72pi + 463.44u - 3.33s 
-  15.42p i t f  -  4923+ 8054 .21 i i3  
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n R"^  fitted model 
100 0.55 -0.43 + 2.66pi + 16.77u-1.74s- 53.96u® 
100 0.55 =5: -0.41 + 2.43pi + 15.92w - 1.65s - 50.131/' 
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CHAPTER 4. CONTINUOUS TEST RESULTS 
4.1 Probability Model 
We now suppose that a system is being developed and when put into operation, 
a measurement is observed (e.g. a distance by which a target is missed or the time 
till the first failure of the system). Here we will assume that the probability density 
function of the measurement is either h\{x) = /(a:|Ai) or h2{x) = f{x\\2) at any 
point in the testing program. We assume that the purpose of a developmental testing 
effort is to evaluate the test results and when an observation falls into an undesirable 
region, attempt to redesign the system so that the parameter of the distribution will 
be changed from Ai to A2 permanently. (The parameter is either Ai or A2 at any 
point in the testing program). 
In this model, just as in the one considered in Chapter 3, we will say that there 
are two states associated with the two different parameters. State 1 is associated 
with Ai and state 2 is with A2, and while it is possible to move from state 1 to state 
2, once state 2 is entered there is no further change in parameter. Furthermore, 
suppose that prior to any tests, there is a probability s of being in state 2. Modeling 
the fact that redesign can fail to be successful, let u be the probability of redesign 
effectiveness (the conditional probability of moving from state 1 to state 2 following 
a failed test and redesign given the reliability is in state 1). Let D be the "desired" 
41 
region. If the observation x  E  D ,v f e  will say that the equipment operates successfully 
in a developmental test, and presume that the designer will take no redesign action, 
while when a test produces a failure, i.e., x 6 D', the equipment will be redesigned. 
The development process then consists of repeated tests, redesigns associated with 
failures, and finally, a cessation of testing when it becomes evident that state 2 with 
a parameter A2 has been reached and/or the number of systems in the stockpile 
becomes small. 
To put these assumptions in a particular mathematical form, let Xj be a value 
of the ith test result. If x,- G D' we assume that a redesign is made after test i. Let 
Pi(l) be the "mixed" joint probability density that a given sequence of test results, 
(ij, ..., Xi), is realized and the parameter is in state 1 just before test i + 1 is to be 
made. Correspondingly, Pi{2) is the "mixed" joint probability density that a given 
sequence of test results is realized and the parameter is in state 2 just before test 
J-r 1. We will suppose that the parameter has probability s of being in state 2 before 
the first test is made (i =0), i.e., Po{2) = 5. 
To obtain recursions for Pi ( l )  and Pi(2), we remember that 
1) each test result can come out two different ways {x  £  D  o t  x  E  D ' ^ ) ,  
2) no redesign is made after x  E  D  i s  observed and 
.3) after a; G is observed, if the parameter is in state 1, the attempt to 
redesign the equipment can either be effective or not. 
To begin with, suppose the equipment is successful in test i  { x i  £  D) .  There is then 
only one way that the parameter can be in state 1 (after the successful firing). That 
is ,  the  parameter  had to  have been in  s ta te  1  prior  to  the tes t  i .  Thus,  when Xi  6 D,  
P i { l )  =  h i {x i )P i ^^ ( l ) .  (4.1) 
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Similarly, when xi ^ D 
Pii'l) = h2{Xi)Pi_^{2). (4.2) 
Now consider cases where the equipment fails in test i, i.e., Xi 6 D'^. The mixed 
joint probability density associated with the parameter being in state 1 prior to the 
test J, test i producing a failure and an unsuccessful attempt being made to redesign 
prior to test i+1 is computed as 
To obtain Pi(2) where Xi^ D", we note that the parameter could be in state 2 prior 
to the test z'+l if it was in state 1 at test i, the test produced a failure and the system 
was redesigned successfully, or it was in state 2 prior to the test i. Hence, if Xi € D', 
From the four equations (4.1) through (4.4) and using the initial condition Po(2) = s 
and Po(l) = 1 — s, we see that Pi(l) and Pi[2) are functions of Aj, A2, u, s and the 
particular test record ..., Xi obtained. 
Now, let So be the prior probability of being in state 2. That is, sq = i'o(2) = s.  
Furthermore, suppose that the values Sj, ..., jc,- have been observed and that the 
posterior probability of being in state 2 is s,-, then from (4.1) through (4.4) it is easy 
to show that for i = 1, 2, ..., n. 
P.(l) = fei(Xi) ( l - « ) P ;-i( l ) .  (4.3) 
Pi{2) = hi{xi)uPi-i{l) + h2{xi)Pi-i{2).  (4.4) 
h2ixi)si^l 
ii Xi € D /il(xj)(l-si_i)+/i2(xt)si_i S; = < (4.5) 
fel(jt)u(l-Si_l)+/t2(xi)3i-i 
h i ( x i ) { l - 3 i ^ l ) + h 2 { x i ) s i _ l  if Xi € P' 
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4.2 Optimal Stopping Rule 
4.2.1 Characterization of the Optimal Stopping Rule 
Suppose there are potentially n systems. The number of systems to be tested 
is determined by maximizing the expected number of effective systems left at the 
conclusion of developmental testing. We begin the process of backward induction by 
considering the final potential stage of testing and then work back to the first stage 
of testing. At each node, it will be appropriate to compare the current (conditional) 
expected value of the number of effective systems without further testing, to the 
expected value of the number remaining if at least one more test is made and one 
proceeds optimally thereafter. Let £n(s) be the expected number of effective systems 
without any testing in a potentially n-test program, if the prior probability of being 
in state 2 is 5. Then, as in the binary test results case 
(5) = n{(l - pi)(l - s) + (1 - p2)s), (4.6) 
where now pi and p2 are the failure probabilities, 
and 
Define 
r ( 5 )  =  ( l - p i ) ( l - s )  +  ( l - p 2 ) s  
=  ( 1 - P i )  +  ( P i - P 2 ) s ,  (4.7) 
then £n(s) = nr{s).  
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As in tiie binary test results case discussed in Chapter 3, let Vn(s) be the optimal 
expected number of effective systems in a potentially n-test program, if the prior 
probability of being in state 2 is s. Vii(s) then is the maximum of the expected number 
of remaining effective systems without any testing and the expected value of the 
number of remaining effective systems if at least one more test is made and thereafter 
one stops optimally. When n = 1, Vi(s) = max{£i(s), 0} = max{r(5), 0} = r{s). 
In order to produce a recursion for V,i(s), for n > 2, it will be helpful to first 
introduce some more notation. We will let r]^{s) be the posterior probability of being 
in state 2 if we start with a prior probability s of being in state 2 and observe a value 
x. Then, from (4.5), 
n x i s )  = h  I  \  ^  
- a) + h2[x)s 
and 
rti(a:)(l s) + h2{x)s 
Using this notation, we then have functional equation 
K.(s) = max{nr(s), EVn- i { r } x { s ) ) }  ,  (4.10) 
where the second term in the maximum is the expected value (averaging out over the 
distribution of A') of the number of remaining reliable systems if at least one test is 
made but thereafter testing is stopped in an optimal fashion. 
Following an optimal stopping rule, if one has observed i test results (Ji, Xa* 
a determination is then made whether testing should stop or another test should be 
made, depending on the value of V„_i(si). If V„_j(si) is equal to (n — i)T{si) at this 
point, testing should not proceed. That is, an optimal stopping rule can be charac­
terized as follows: 
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Optimal Rule: 
Stop the testing process at the first i for which 
Vn-.(si) = (n - t)r(5,). (4.11) 
As in the binary test results case, we will later show that when n, Ai, A2 and u 
are fixed, there is a cut-ofF for s that determines whether it is advantageous to even 
begin testing. That is, if 5 = sq is less than the cut-ofF point, at least one test should 
be made, otherwise, no systems are tested. Let s* denote this initial cut-ofF point 
in a test program potentially involving n tests. It is clear that after i tests in an n 
test program one should compare Sj to s*_£ in order to decide whether to continue 
testing. That is, characterization (4.11) can be replaced by 
Optimal Rule: 
Stop the testing process at the first i for which 
Si > K-i- (4.12) 
An important advantage of representation (4.12) is the intuition that it lends 
to this problem beyond that available from (4.11). Another important advantage 
is computational. It is possible to (for given Ai, A2 and u) make use of (4.10) and 
compute first s*, and sj, then S3 and so on, ultimately characterizing optimal stopping 
rules for test plans with n much larger than is feasible working directly with the 
representation of (4.11) one value of s at a time. 
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4.2.2 Numerical Integration 
We have Ki(s) = max {nr(.s), EVn~i{T}xis))}. Numerical methods are needed to 
calculate the value of the second term in the maximum. We first tried the Romberg 
integration rule from Mathews (1987, pp. 340-350). Typically, numerical integrations 
have accuracy increasing with the number of subintervals used. With 2® subintervals, 
we compared exact and approximate values of EVi{r]x{s)) for normal and exponen­
tial distributions h{x) and found that, for the worst cases, the approximations were 
accurate to only about three decimal places. With 2^® subintervals, the approxima­
tions were more accurate, but the computations were prohibitively time-consuming. 
We therefore also used A^-point Gauss-Legendre integration (Mathews 1987, pp. 350-
356). For the same number of function evaluations, the Gauss-Legendre integration 
method gave better approximations to EVi{t]x{s)), so we used it in our calculations. 
The general A'^-point Gauss-Legendre integration rule is exact for polynomials of 
degree < 2N — 1 and the numerical integration formula for [a, 6] is 
i >  -  a  ^  , , a  +  6  6  — a ,  
£  f { t )  d t  %  Y ,  W ^ , k  f i - Y ~  +  ^ ) -
The abscissas and weights WN,k to be used have been tabulated and are available 
in  CRC Handbook  (1987) .  In  our  ca lcu la t ions ,  we  used  N  =  8 .  
Since these numerical integration methods only approximate integrals over a 
finite region, we found we needed to normalize the approximated values of expecta­
tions, so that our "truncated densities" integrated to 1. We divided approximated 
expectations by the corresponding approximated integrals of the density functions 
over the same region. Let 
g , ( x )  =  { 1  -  s ) h i { x )  +  s h 2 { x ) .  (4.13) 
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In what follows, we will consider cases where h i { x )  and h 2 { x )  are both either normal 
or exponential densities. Corresponding notation and more specifics on the finite 
interval approximations to expectations are given next. 
Normal distributions: 
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Exponential distributions: 
Let h i { x )  be the E x p {uJi, 9 i )  density, h2{ x )  be the Exp{uj2^02) density and uji > 
UJ2. Then 
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These cases are illustrated in Figure A.l. (Appendix A) 
4.2.3 Properties 
In this section, we proceed to establish the existence of the cutoff value s*, and 
hence the validity of representation (4.12) 
Lemma 41-' 
If s € [0, 1] is such that Vn{s) = nr{s), then for all 5 < i < 1, Vn{t) = nr{t). 
Proof: 
This proof is essentially the same as the one for Lemma 3.2. 0 
Lemma 4.1 and the fact that Ki(l) = n(l — P2) = Tir(l) imply that the set of s 
for which ln(a) = nr(s) is a nonempty interval containing 1. We will let 
s; = min{5|V;(5) = nr(5)}. 
5*  is the advertised cut-oif value. n 
We also can prove that the cutoff values have a monotonicity property. Set 
fn{s) = EVn^i{T]xis)), so K(s) = max{nr(a), /n(s)}. 
As a preliminary to establishing this monotonicity and a fact that will be useful 
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elsewhere, note that 
/
OO 
V x{ s ) 9 , { x } d x  
-00 
= j^Vx{s)9s{x) dx + J^^t}:c{ s ) 9 , { x )  d x  
=  J  s h 2 { x ) d x  +  j  { u ( l  —  s ) h i { x )  +  s h 2 { x ) )  d x  
= s + tf(l — s)pi. (4.14) 
Lemma 4-S: (Monotonicity of the 5* sequence) 
For each n, let s* be the smallest s such that n r { s )  = f n( s ) .  Then 
4 < - < < 
Proof: 
Note that if we have n + 1 systems, then we can set one aside and use only the 
remaining n in an n system problem. Therefore, for any s G [0, 1], 
Ki+iC-s) > Ktls) + r(s). (4.15) 
Suppose that s  <  so fn{ s )  >  n r { s ) .  Now 
f n + i { s )  =  j  V,,{r]:,{s ) ) 9 , ( x )  d x  
and applying (4.14) and (4.15) 
/n+i(s) > J  V r , . i{ r j ^ { s ) ) g , { x )  d x  +  j  r{Ti^{3))g,{x) dx 
= fnis) + y"[(l - Pi) + (Pl - P2){Vxis))]9,ix) dx 
=  f n { s )  +  (1 -Pl) + (Pl -P2)(a +^(1 -.S)?!) 
=  f n{ s )  +  r { s )  +  { p i  -  P 2 ) u { l  - s)pi 
>  f n{ s )  +  T { s )  
> (71 + l)r(5) 
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This in turn implies that 
That is , if s < 5* then s <<+1, which proves the claim. 0 
4.3 One-Step Look Ahead Stopping Rule 
As discussed for the binary case, a "one-step" heuristic is one that upon reaching 
a given node in the developmental testing tree compares the (conditional) expected 
number of effective systems supposing no more testing is done (and there thus no 
more redesign) to the (conditional) expected number of effective systems available 
supposing exactly one more test is made (and there is a redesign if there is a test 
failure). After i tests in an n test program, the comparison is then between two 
values: £„_;(5j), the current conditional mean number of effective systems without 
any observation, and the conditional mean value of the number of remaining effective 
systems if exactly one more observation is taken. From (4.6), this second quantity is 
Then, by (4.14), 
E s n - i - i i v x i i s i ) )  =  [ n -  i  -  1)((1 -pi) + (pi - P 2 ) i s i  + u(l -5i)pi)). (4.16) 
Testing stops if the current conditional expected number of effective missiles exceeds 
the conditional expected number given an additional test. That is, we have the fol-
/
OO 
{ n - i -  1 ) ( ( 1  - p i )  +  ( p i  -  P 2 ) { V x i i s i ) ) ) g , A x i )  d x i  
•OO 
{ n - i -  1 ) ( ( 1  - p i )  +  ( p i  - P 2 )  { V x i { s i ) ) 9 , , { ^ i ) d x i ) .  
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lowing characterization. 
One-Step Look Ahead Rule: 
Stop the testing process at the first i for which 
£n-i(si) >{ri- i - 1)((1 - pi) + (pi - p2)(si + w(l - Si)pi)). (4.17) 
Since both £„_,(5i) and the function on the right of (4.17) are functions of Si, 
we can let be the value of Sj such that equality holds. By (4.16) and £„_,(5j) = 
(n — i)r(si), it then is easy to see that 
'  -  i  1 1  ' r " -(Pl - P2)[Pl"(n - I - 1) + 1] 
which is the same as in binary cases. Then the one-step look ahead rule can be 
characterized as follows: 
One-Step Look Ahead Rule: 
Stop the testing process at the first i for which 
(4.19) 
As (4.16) shows, the particular forms of the densities hi and /12 enter this analysis 
only through the form of Si. Therefore, no matter what density functions we use for 
the non-binary case, the cutoff points for one-step look ahead rule, s^li, will be of 
form (4.18). 
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4.4 Seglie Stopping Rule 
The Seglie stopping heuristic is of the following form: 
Seglie Rule: 
Stop the testing process at the f irst i for which 
(n — i — l){grown reliability - current reliability) < 1, 
where 
current reliability = (1 — Pi) + (pi — 
Let Sn-i be the value of Si such that 
(n — i — l){grown reliability — current reliability) — 1 = 0. 
Then, it is easily to see that 
Sn-i = 1 ~ : ijT) (4-21) (Pi - P 2 ) P i U [ n  - t - 1 )  
which is as in binary cases. We then have the following alternative representation of 
the Seglie rule; 
and 
grown reliability 
= (l-pi) + (pi-p2)(s» + w(l-5i)pi) (4.20) 
Seglie Rule: 
Stop the testing process at the first i for which 
Si > Sn-i.  (4.22) 
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(4.20) shows that the particular forms of hi and are important here only as 
they dictate the form of Si. Thus, no matter what density functions we use for the 
non-binary case, the cutoff points for the Seglie rule, s^-i, will be of form (4.21). 
4.5 Numerical Comparison of the Stopping Rules 
4.5.1 Informal/Descriptive Analysis of Rule Performance for n = 25 and 
n = 100 
Examination of a number of test cases has led us to believe that our numerical 
approximations for Vi(s) will be accurate to about three or four decimal places. It 
thus seems that when calculating V'„(s) via the methods presented in Section 3.3.2, 
accuracy of numerical approximations to Ki(s) and may be suspect for n much 
larger than 100. However, using this method with J = 1,001, we have obtained what 
seem to be sensible results for problems with n = 100. Therefore, we first studied the 
performances of 4 stopping rules: the (continuous) optimal rule, a "binary optimal" 
rule that computes Si as in (4.5) but uses the binary optimal cutoff values from 
Chapter 3, the 1-step look ahead rule and the Seglie stopping rule, for a factorial 
set of 48 combinations of values of pi, m = PilPi, u and s. These consisted of all 
possible combinations of the levels of the parameters indicated in Table 4.1. 
We studied two different classes of density functions: the normal density func­
tions with parameters {fi, a) and the exponential density functions with parameters 
(u),9). For each set of parameters (pi, pz) we can calculate matched sets of location 
parameters (^i, fiz) and (wi, utz) with fixed scale parameters (cr or 9), and for the 
exponential case a set of scale parameters (^i, $2) with fixed location parameter w. 
(Without loss of generality, we may specify an arbitrary value of the fixed parameter.) 
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Table 4.1: Levels of Model Parameters Used in the Study for n = 25,100 
Pi : .50, .80 
m : .10, .30, .50 
u : .10, .50 
s : .05, .25, .50, .75 
In the normal density case, let the desired region D = (—oo,0] and let ctj = 0-2 = 1 
when the location parameters are of interest. Then it is easy to compute values of 
/ti and Hi to match the values of pi and p^, respectively. In the scale exponential 
case, we let D = (—00,1] and let Wi = u'2 = 0. We then can calculate the values of 
Oi and O2 to match the values of pi and p2, respectively. In the location exponential 
case, we let- D = (—oo,l] and let 61 = 62 = 1. The values of W; and (jJ2 then can be 
obtained from pi and p2, respectively. 
For each of the 48 combinations, we computed the cutoff points, the value of 
F„(s) and estimated numbers of effective systems in the final stockpile, ES, following 
the optimal, the binary optimal, the 1-step look ahead and the Seglie stopping rules. 
{ES for the optimal rule is obtained from ^1(5) and the other values oi ES were 
approximated via Monte Carlo). Let ESopt, ESb, ESi and ES, be the ES values 
using the actual optimal, the binary optimal, the 1-step and the Seglie cutoff points, 
respectively. We will use similar subscript notations for En and G in this problem 
as well. 
In the plots of cutoff points (Appendix F), we compare the optimal cutoff points 
for the binary, the normal (location), the exponential (scale) and the exponential 
(location) cases. Let g*normai^ ^yxp(acaU) ^yxp{ioc) "optimal" cutoff 
points at jth test of the optimal binary, the normal (location), the exponential (scale) 
and the exponential (location) cases, respectively. It seems that the binary optimal 
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cutoff points are always smaller than the others, that is, for all j 
*binary _ o*Tiorma( *exp{acaU) *exp(loc)\ Sj — , 3j , Sj , Sj j-
A rigorous proof that this is always the case can be found in McBeth (1995). 
From the same figures, it can be seen that for most of the cases, is larger 
than the other three optimal cutoff points. That means the exponential location case 
in some sense allows for more testing than the other continuous cases and the binary 
case. We believe that this is because in the location exponential case, the observation 
after a test sometimes gives perfect information on the parameter. For example, 
if the observation X; from the ith test is less than u^j, one can be sure that the 
parameter is in state 2 (and testing can be stopped without risk). It seems that this 
potential for learning with certainty that state 2 has been reached tends to require 
a higher posterior probability of being in state 2 in order to justify termination of 
developmental testing. 
As in Chapter 3, the ratio of a rule's expected number of effective systems in 
the final stockpile to the corresponding value for the optimal rule, can be taken as a 
measure of efficiency. Using it we may identify parameter configurations where the 
suboptimal rules are seriously inefficient. In our study, estimated efficiency were all 
well above .90 for the binary optimal and one-step rules. For n = 25, Tables G.l, 
G.5 and G.9, show that those cases where the Seglie efficiencies were below .90 were 
ones where pi was large, and u and/or s and/or m were small. For n = 100, Seglie 
efficiencies were all well above .90 except case 20 (pi = 0.80, p2 = 0.40, u = 0.10 and 
s = 0.75) where no testing was taken. 
Again as in Chapter 3, another useful measure is the "growth," G, which is 
the ratio of mean number of effective systems in the final stockpile to the mean 
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number available with no developmental testing. Using this measure, we can see 
how all the analysis here improves the effectiveness of the final stockpile of systems. 
In Tables G.3, G.7, G.ll, H.3, H.7 and H.ll, we see that G values increase when 
u increases and/or s decreases and/or m decreases. That is, a larger improvement 
of the effectiveness of the final stockpile of systems will occur if the probability of 
effective redesign is large and/or the prior probability of being state 2 is small and/or 
the ratio of pi to pi is small. Clearly, except possibly for small Monte Carlo errors, 
theory promises that estimated growth values will have 
Gopt ^ Gb, Gopt > G'l and Gopt > G,. 
In fact, in our 48 (pi, m , u , s )  combinations, it was always the case that 
Gopt > Gfc > Gi > G,.  (4.23) 
We also found that for each fixed combination of values for pi,  m,u and s,  G values 
were slightly different for different pairs of densities hi and h2. In our study, we had 
Qexp{loc) ^ Qnormal ^ Qexp{acale) 
Considering the En figures, we note that for the normal and scale exponential 
cases, there are some substantial differences among the Eugpt,  Eui, Euf,  and En, 
figures. Since our experience with the four stopping rules is that 
it is not surprising that in these cases, except possibly for small Monte Carlo error, 
Euopt > Enb > Eui > En,.  
But in the location exponential case (Table H.ll), we see hardly any differences 
among the Euopt, En-i, Euf, and En, values. The location exponential case seems 
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to be fundamentally different than the other two cases. We conjecture that this is 
related to the fact that in this last case, the likelihood ratio h2{X)/h\{X) takes only 
1 value under distribution hi and only two (one of which is oo) under distribution 
h2- Under the (location) normal and scale exponential models, the likelihood ratio 
has a continuous distribution under both hi and /^2. 
Also, as a means of checking the accuracy of our numerical calculation of V'„(5), 
we did hypothesis tests (based on 10,000 simulations each) of Ho'- ES = V'„(s) for 
the different density function cases (Tables G.4, G.8, G.12, H.4, H.8 and H.r2). ckgpt 
indicates the result of testing Hq: ESopt = ckb indicates the result of testing 
Ho'. ESb = Kil-s), cki indicates the result of testing Hq: ESi = Ki(5), and ck, 
indicates the result of testing Hq: ES, = Ki(a). In these tables indicates a test 
result is significant at a = .05, "**" indicates a test result is significant at a = .01 and 
"na" indicates there is a zero standard error for the estimate of ES. For n = 25 and 
n = 100, V^(s) and ESopt were significantly different for only one case out of 2x3x48 
combinations of n, problem type and parameter set. This gives some indication that 
the numerical methods used to compute V„(5) and the optimal rules are adequate for 
n up to at least 100. The ckb entries show that for most cases V„(s) and ESb were 
not detectably different. A few exception to this occurred in the exponential location 
case (cases 37, 38, 39 and 46 in Table 0.12 show the tests of Hq: ESb = ^,(5) 
were significant at level a = 0.05). Table H.12 shows few significant differences in the 
effectivenesses of the stopping rules. In other words, in most cases we can employ any 
stopping rule for location exponential problems and get essentially the same mean 
number of effective systems in the final stockpile. This is consistent with the picture 
painted in Table H.ll. 
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4.5.2 Informal/Descriptive Analysis of Rule Performance for n = 1000 
When n is large, it is time-consuming to obtain cutoff points for continuous 
observations. In addition, the numerical accuracy of such values is rather suspect 
because of the potential accumulation of errors in the integrations. Therefore, for 
n = 1000 and continuous cases, we compared only the binary optimal, one-step look 
ahead and Seglie stopping rules and estimated values of ESb, ESi and ES, through 
simulation. 
We studied the performances of the stopping rules for a factorial set of 144 com­
binations of values of pi,m = P21 Pi, u and s consisting of all possible combinations 
of the levels of the parameters (except n) indicated in Table 3.1. Appendix I con­
sists of approximate ES,En and G values and the results of hypotheses tests of Hq\ 
ESi, = ESi versus Ha' ESt, > ESi. 
We saw in Chapter 3 that 
tbinary ^ (1)  ^  -
Therefore, it is to be expected that when n = 1000, except possibly for small Monte 
Carlo error, 
Ertb > Erii  > En,.  
Tables 1.2, 1.5 and 1.8 show that the value of En increases when u (the probability 
of a successful system redesign) decreases. When u is small (u = .001), if there is 
any developmental testing, the VcJues of En can be almost half of the total number 
of systems (cases 97 and 113). Reliability (in term of the posterior probability of 
being in state 2) grows slowly in these cases, and also the ultimate improvement in 
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the expected number of effective systems in the stockpile (as measured by G values) 
is typically small. 
Clearly, except possibly for small Monte Carlo error 
ES\, ^ ESi ^ ESsj 
thus, 
Gb > Gi > Gj. 
Table I.IO indicates the results of tests of Hq: ESb = ES\ versus Ha- ESb > ESi. 
(Sample sizes for these tests were 1000). The values of ESb and ESi are significantly 
different in most of the normal and scale exponential cases. That is, using the binary 
cutoffs produces clearly better results (in terms of expected numbers of effective 
systems in the final stockpile) than using one-step stopping rules for normal and scale 
exponential cases. But for location exponential cases, ESb and ESi are typically not 
detectably different, there was no statistically detectable difference between using 
binary optimal and one-step cutoff values for Sj. 
Table 4.2 is a frequency table of the values of Gb encountered in our study, from 
which we obtain a picture of the potential for improvement through developmental 
testing. 
Since we were unable to calculate for the continuous cases when n = 1000, 
we could not compare the performance of the "binary optimal" stopping rule to that 
of the optimal rule. For n = 25 and n = 100, when we considered the efficiency of the 
binary optimal rule, (the ratio of the expected number of effective systems in the final 
stockpile using this rule and the corresponding values for the optimal rule (Ki(5))) all 
of the total 288 cases (including two different values of n and three different density 
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Table 4.2: Frequencies of Gl°°° Values for n = 1000 
Interval Frequency 






























functions) were larger than 0.95. But Tables G.12 (n = 25) and H,8 (n = 100) show 
there are cases where there is a statistically significant difference between V'„(5) and 
ESb. So, for n = 1000, it is clear, that could one feasibly compute exactly optimal 
cutoff values, there are situations where it would be important to make use of them. 
The "binary optimal" rule studied here would then be recommended only when one 
can not do the numerics needed to implement the optimal rule. 
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CHAPTER 5. CONCLUSION 
5.1 Conclusion 
We have proposed an analysis for planning developmental testing programs and 
studied some sensible stopping rules in a particular model that allows for reliability 
growth in system design. There are many ways in which the model can potentially 
be made more realistic and the analysis improved. Some of them are listed in the 
next section as topics for the future research. 
In view of the potential for improving the analysis described here, we consider 
this present work a first step in an important line of inquiry. We expect the basic 
formulation used here and (at least the qualitative) nature of the results to serve 
as reliable guides in further work. The notion that one's decision whether or not to 
terminate testing after a given test should be governed by one's posterior distribution 
for the reliability of the current design seems likely to be universal. And the main 
message that truly optimal stopping strategies (by virtue of considering potential 
reliability improvements much "further along" in the testing program) tend to call 
for more testing than more naive stopping strategies, also seems like one that will 
again arise from the analysis of more realistic models. 
In the case of binary test results, a straightforward method has been provided 
for finding an optimal stopping rule. We conclude for this case that: 
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1) The obvious rule of choice in all almost situations is the optimal rule. 
2) In those rare cases where one can not do the numerics needed to implement 
the optimal rule, the 2-step look ahead rule is recommended. The Seglie stopping 
rule turns out to not do enough testing and not be a good choice. 
3) When m is small and/or probability of a successful system redesign, u, is 
large, the use of a developmental test program gives the largest improvement in the 
expected numbers of effective systems in the final stockpile. (Appendix J) 
4) The developmental test programs discussed here give the largest expected 
improvement in effectiveness of the final stockpile for systems with a large failure 
probability when in state 1 {pi), and/or small prior probability of being state 2 (s). 
5) The larger the number of systems put into the developmental test program, the 
greater the benefits expected from reliability growth through developmental testing. 
In the case of continuous test results, we have provided a method of finding an 
o p t i m a l  s t o p p i n g  r u l e  t h a t  i s  p r a c t i c a l  f o r  s m a l l  n u m b e r s  o f  s y s t e m s .  B u t  f o r  n  =  
1000, we were unable to calculate optimal cutoff points. For this case, we conclude 
that; 
1) The binary optimal cutoff points are always smaller than the continuous case 
optimal cutoff points. 
2) The obvious rule of choice for normal and scale exponential cases is the optimal 
rule. 
3) For normal and scale exponential cases with large total numbers of systems 
where one can not do the numerics needed to implement the optimal rule, the "binary 
optimal" rule is recommended. 
4) No developmental test program designed here is effective for the location 
63 
exponential case, 
5) When m is small and/or the probability of a successful system redesign, «, is 
large, the use of a developmental test program gives the largest improvement in the 
expected numbers of effective systems in the final stockpile. (Appendix K) 
6) The developmental test programs discussed here give the largest expected 
improvement in effectiveness of the final stockpile for systems with a large failure 
p r o b a b i l i t y  w h e n  i n  s t a t e  1  ( p i ) ,  a n d / o r  s m a l l  p r i o r  p r o b a b i l i t y  o f  b e i n g  s t a t e  2  ( s ) .  
7) The larger the number of systems put into a developmental test program, the 
greater the benefits expected from reliability growth through developmental testing. 
5.2 Future Research 
The following topics will be interesting for future research: 
1) It may be useful to try to find approximations for the values in terms of 
simple functions of i. 
2) Cases where the redesign activity is not of negligible cost need consideration, 
as do scenarios where one has the option of making more than one developmental 
test before ordering a redesign. 
3) The two state reliability model might profitably be extended to a A: state 
model. 
4) The possibility of (unintentional) reliability degradation through redesign 
should be considered. 
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APPENDIX A. THREE EXAMPLES OF CONTINUOUS TEST 
RESULTS CASES 
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Figure A.l: Examples of Continuous Cases 
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APPENDIX B. BINARY TEST RESULTS CASE: PLOTS OF 
CUTOFF POINTS 
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Figure B.l: Plots of Cutoff Points for Case: pi =0.20 p2 =0.02 u =0.001 
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Figure B.2: Plots of Cutoff Points for Case: pi =0.20 pz =0.02 u =0.01 
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Figure B.3: Plots of Cutoff Points for Case: pi =0.20 p2 =0.02 u =0.10 
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Figure B.4: Plots of Cutoff Points for Case: pi =0.20 p2 =0.02 u =0.50 
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Figure B.5: Plots of Cutoff Points for Case: pi =0.20 p2 =0.10 u =0.001 
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Figure B.6; Plots of Cutoff Points for Case: pi =0.20 P2 =0.10 u =0.01 
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Figure B.7: Plots of Cutoff Points for Case: pi =0.20 p2 =0.10 u =0.10 
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Figure B.8; Plots of Cutoff Points for Case: pi =0.20 pa =0.10 u =0.50 
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Figure B.9; Plots of Cutoff Points for Case; pi =0.80 p2 =0.08 u =0.001 
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Figure B.IO: Plots of Cutoff Points for Caise: pi =0.80 p2 =0.08 u =0.01 
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Figure B.ll: Plots of Cutoff Points for Case: pi =0.80 p2 =0.08 u =0.10 
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Figure B.12: Plots of Cutoff Points for Case: =0.80 p2 =0.08 u =0.50 
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Figure B.13: Plots of Cutoff Points for Case: pi =0.80 p2 =0.40 u =0.001 
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Figure B.14; Plots of Cutoff Points for Case: pi =0.80 Pi =0.40 u =0.01 
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Figure B.15: Plots of Cutoff Points for Case: pi =0.80 P2 =0.40 u =0.10 
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Figure B.16; Plots of Cutoff Points for Case: pi =0.80 p2 =0.40 u =0.50 
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APPENDIX C. BINARY TEST RESULTS CASE: FOR n = 25 
Key for Table Headings 
ES2 = estimated expected number of remaining effective systems 
using the "two-step" cutoff points 
ESi = estimated expected number of remaining effective systems 
using the "one-step" cutoff points 
ES, = estimated expected number of remaining effective systems 
using the "Seglie" cutoff points 
nr{3) = mean no. of systems available with no developmental testing 
En-opt = estimated no. 
En2 = estimated no. 
Erii = estimated no. 
En, = estimated no. 
of systems tested using the 
of systems tested using the 
of systems tested using the 
of systems tested using the 
"optimal" cutoff points 
"two-step" cutoff points 
"one-step" cutoff points 
"Seglie" cutoff points 
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Table C.l: Binary Case (for n = 25): ES 
ise Pi P2 u VM ES2 ESi ES, 
1 0.20 0.02 0.001 0.05 20.23 20.23 20.23 20.23 
2 0.20 0.02 0.001 0.25 21.13 21.13 21.13 21.13 
3 0.20 0.02 0.001 0.50 22.25 22.25 22.25 22.25 
4 0.20 0.02 0.001 0.75 23.38 23.38 23.38 23.38 
5 0.20 0.02 0.010 0.05 20.23 20.23 20.23 20.23 
6 0.20 0.02 0.010 0.25 21.13 21.13 21.13 21.13 
7 0.20 0.02 0.010 0.50 22.25 22.25 22.25 22.25 
8 0.20 0.02 0.010 0.75 23.38 23.38 23.38 23.38 
9 0.20 0.02 0.100 0.05 20.23 20.23 20.23 20.23 
10 0.20 0.02 0.100 0.25 21.13 21.13 21.13 21.13 
11 0.20 0.02 0.100 0.50 22.25 22.25 22.25 22.25 
12 0.20 0.02 0.100 0.75 23.38 23.38 23.38 23.38 
13 0.20 0.02 0.500 0.05 20.23 20.23 20.23 20.23 
14 0.20 0.02 0.500 0.25 21.13 21.13 21.13 21.13 
15 0.20 0.02 0.500 0.50 22.25 22.25 22.25 22.25 
16 0.20 0.02 0.500 0.75 23.38 23.38 23.38 23.38 
17 0.20 0.06 0.001 0.05 20.17 20.18 20.18 20.18 
18 0.20 0.06 0.001 0.25 20.88 20.88 20.88 20.88 
19 0.20 0.06 0.001 0.50 21.75 21.75 21.75 21.75 
20 0.20 0.06 0.001 0.75 22.62 22.63 22.63 22.63 
21 0.20 0.06 0.010 0.05 20.17 20.18 20.18 20.18 
22 0.20 0.06 0.010 0.25 20.88 20.88 20.88 20.88 
23 0.20 0.06 0.010 0.50 21.75 21.75 21.75 21.75 
24 0.20 0.06 0.010 0.75 22.62 22.63 22.63 22.63 
25 0.20 0.06 0.100 0.05 20.17 20.18 20.18 20.18 
26 0.20 0.06 0.100 0.25 20.88 20.88 20.88 20.88 
27 0.20 0.06 0.100 0.50 21.75 21.75 21.75 21.75 
28 0.20 0.06 0.100 0.75 22.62 22.63 22.63 22.63 
29 0.20 0.06 0.500 0.05 20.17 20.18 20.18 20.18 
30 0.20 0.06 0.500 0.25 20.88 20.88 20.88 20.88 
31 0.20 0.06 0.500 0.50 21.75 21.75 21.75 21.75 
32 0.20 0.06 0.500 0.75 22.62 22.63 22.63 22.63 
33 0.20 0.10 0.001 0.05 20.13 20.13 20.13 20.13 
34 0.20 0.10 0.001 0.25 20.63 20.63 20.63 20.63 
35 0.20 0.10 0.001 0.50 21.25 21.25 21.25 21.25 
36 0.20 0.10 0.001 0.75 21.88 21.87 21.87 21.87 
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case Pi P2 u a ^5(^) ES2 ESi ES, 
37 0.20 0,10 0.010 0.05 20.13 20.13 20.13 20,13 
38 0.20 0.10 0.010 0.25 20.63 20.63 20.63 20.63 
39 0.20 0.10 0.010 0.50 21.25 21.25 21.25 21.25 
40 0.20 0,10 0.010 0.75 21.88 21.87 21.87 21.87 
41 0.20 0.10 0.100 0.05 20.13 20.13 20.13 20.13 
42 0.20 0,10 0.100 0.25 20.63 20.63 20.63 20.63 
43 0.20 0.10 0.100 0.50 21,25 21.25 21.25 21.25 
44 0.20 0.10 0.100 0.75 21,88 21.87 21.87 21.87 
45 0.20 0.10 0..500 0.05 20.13 20.13 20.13 20.13 
46 0.20 0.10 0.500 0.25 20.63 20.63 20.63 20.63 
47 0.20 0.10 0..500 0.50 21.25 21.25 21.25 21.25 
48 0.20 0.10 0.500 0.75 21.88 21.87 21.87 21.87 
49 0..50 0.05 0.001 0.05 13.06 13.06 13.06 13.06 
50 0.50 0.0.5 0.001 0.25 15.31 15.31 15.31 15.31 
51 0.50 0.05 0.001 0.50 18.13 18.12 18.12 18.12 
52 0.50 0.05 0.001 0.75 20.94 20.94 20.94 20.94 
53 0.50 0.05 0.010 0.05 13.06 13.06 13.06 13.06 
54 0.50 0.05 0.010 0.25 15.31 15.31 15.31 15,31 
55 0.50 0.05 0.010 0.50 18.13 18,12 18.12 18,12 
56 0.50 0.05 0.010 0.75 20.94 20,94 20.94 20;94 
57 0.50 0.05 0.100 0.05 13.06 13.06 13.06 13,06 
58 0.50 0.05 0.100 0.25 15.31 15.31 15.31 15.31 
59 0.50 0.05 0.100 0.50 18.13 18.12 18.12 18.12 
60 0.50 0.05 0.100 0.75 20.94 20.94 20.94 20.94 
61 0.50 0.05 0.500 0.05 17.36 17.36 17.36 17.29 
62 0.50 0.05 0.500 0.25 17.85 17.85 17.85 17.83 
63 0..50 0.05 0.500 0..50 19.02 19.03 19,03 18.90 
64 0.50 0.05 0.500 0.75 20.94 20.94 20.94 20.94 
65 0.50 0.15 0.001 0.05 12.94 12.94 12.94 12.94 
66 0.50 0.15 0.001 0.25 14,69 14.69 14.69 14.69 
67 0.50 0.15 0.001 0.50 16.88 16.88 16.88 16.88 
68 0.50 0.15 0.001 0.75 19.06 19.06 19.06 19.06 
69 0.50 0.15 0.010 0.05 12.94 12.94 12.94 12.94 
70 0.50 0.15 0.010 0.25 14.69 14.69 14.69 14.69 
71 0.50 0.15 0.010 0.50 16.88 16.88 16.88 16.88 
72 0.50 0,15 0.010 0.75 19.06 19.06 19.06 19.06 
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case Pi P2 u s 1^25(5) ES2 ESi ES, 
73 0.50 0.15 0.100 0.05 12.94 12.94 12.94 12.94 
74 0.50 0.15 0,100 0.25 14.69 14.69 14.69 14.69 
75 0.50 0.15 0,100 0.50 16.88 16.88 16,88 16.88 
76 0.50 0.15 0.100 0.75 19.06 19.06 19.06 19.06 
77 0.50 0.15 0..500 0.05 15.86 15.86 15.85 15.59 
78 0.50 0.15 0,500 0.25 16.29 16.29 16.29 16.06 
79 0.50 0.15 0.500 0.50 17.29 17.29 17.29 17.25 
80 0.50 0.15 0.500 0.75 19.06 19.06 19.06 19,06 
81 0.50 0.25 0,001 0.05 12.81 12.81 12.81 12,81 
82 0.50 0.25 0,001 0.25 14.06 14.06 14.06 14,06 
83 0.50 0.25 0.001 0.50 15.63 15.63 15.63 15,63 
84 0.50 0.25 0,001 0.75 17.19 17.19 17.19 17,19 
85 0.50 0.25 0,010 0.05 12.81 12.81 12.81 12,81 
86 0.50 0.25 0.010 0.25 14.06 14.06 14.06 14,06 
87 0.50 0.25 0,010 0.50 15.63 15.63 15.63 15,63 
88 0.50 0,25 0,010 0.75 17.19 17.19 17.19 17.19 
89 0.50 0.25 0,100 0.05 12.81 12.81 12.81 12.81 
90 0.50 0,25 0.100 0.25 14.06 14.06 14.06 14,06 
91 0.50 0.25 0.100 0.50 15.63 15.63 15.63 15,63 
92 0.50 0,25 0,100 0.75 17.19 17.19 17.19 17.19 
93 0.50 0.25 0,500 0.05 14.50 14.50 14.50 14.41 
94 0.50 0.25 0,500 0.25 14.89 14.89 14.89 14.63 
95 0.50 0,25 0,500 0..50 15.75 15.75 15.75 15.63 
96 0.50 0,25 0,.500 0.75 17.19 17.19 17.19 17.19 
97 0.80 0.08 0,001 0.05 5.90 5.90 5.90 5.90 
98 0.80 0.08 0,001 0.25 9.50 9.50 9.50 9.50 
99 0.80 0.08 0,001 0.50 14.00 14.00 14.00 14.00 
100 0.80 0.08 0.001 0.75 18.50 18.50 18.50 18.50 
101 0.80 0.08 0.010 0.05 5.90 5.90 5.90 5.90 
102 0.80 0.08 0.010 0.25 9.50 9.50 9.50 9.50 
103 0.80 0.08 0.010 0.50 14.00 14.00 14.00 14.00 
104 0.80 0.08 0.010 0.75 18.50 18.50 18.50 18.50 
105 0.80 0.08 0.100 0.05 11.26 11.20 11.16 9.14 
106 0.80 0.08 0.100 0.25 13.19 13.20 12.71 11.47 
107 0.80 0.08 0.100 0.50 15.82 15.81 15.78 14.00 
108 0.80 0.08 0.100 0.75 18.87 18.50 18.50 18.50 
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case Pi Pi u ,s EjTlopt En2 Erii En, 
37 0.20 0.10 0.010 0.05 0.00 0.00 0.00 0.00 
38 0.20 0.10 0.010 0.25 0.00 0.00 0.00 0.00 
39 0.20 0.10 0.010 0.50 0.00 0.00 0.00 0.00 
40 0.20 0.10 0.010 0.75 0.00 0.00 0.00 0.00 
41 0.20 0.10 0.100 0.05 0.00 0.00 0.00 0.00 
42 0.20 0.10 0.100 0.25 0.00 0.00 0.00 0.00 
43 0.20 0.10 0.100 0.50 0.00 0.00 0.00 0.00 
44 0.20 0.10 0.100 0.75 0.00 0.00 0.00 0.00 
45 0.20 0.10 0.500 0.05 0.00 0.00 0.00 0.00 
46 0.20 0.10 0.500 0.25 0.00 0.00 0.00 0.00 
47 0.20 0.10 0.500 0.50 0.00 0.00 0.00 0.00 
48 0.20 0,10 0.500 0.75 0.00 0.00 0.00 0.00 
49 0.50 0.05 0.001 0.05 0.00 0.00 0.00 0.00 
50 0.50 0,05 0.001 0.25 0.00 0.00 0.00 0.00 
51 0.50 0.05 0.001 0.50 0.00 0.00 0.00 0.00 
52 0.50 0.05 0.001 0.75 0.00 0.00 0.00 0.00 
53 0..50 0.05 0.010 0.05 0.00 0.00 0.00 0.00 
54 0.50 0,05 0.010 0.25 0.00 0.00 0.00 0.00 
55 0.50 0.05 0.010 0.50 0.00 0.00 0.00 0.00 
56 0.50 0.05 0.010 0.75 0.00 0.00 0.00 0,00 
57 0.50 • 0.05 0.100 0.05 0.00 0.00 0.00 0,00 
58 0.50 0.05 0.100 0.25 0.00 0.00 0.00 0.00 
59 0.50 0.05 0.100 0.50 0.00 0.00 0.00 0,00 
60 0.50 0.05 0.100 0.75 0.00 0.00 0.00 0.00 
61 0..50 0.05 0.500 0.05 4.09 4.09 4.09 3.28 
62 0.50 0.05 0.500 0.25 3.32 3.32 3.32 2,95 
63 0.50 0.05 0.500 0.50 2.29 2.29 2.29 1,37 
64 0.50 0.05 0.500 0.75 0.00 0.00 0.00 0,00 
65 0.50 0.15 0.001 0.05 0.00 0.00 0.00 0,00 
66 0..50 0.15 0.001 0.25 0.00 0.00 0.00 0,00 
67 0.50 0.15 0.001 0..50 0.00 0.00 0.00 0.00 
68 0.50 0.15 0.001 0.75 0.00 0.00 0.00 0,00 
69 0.50 0.15 0.010 0.05 0.00 0.00 0.00 0,00 
70 0.50 0.15 0.010 0.25 0.00 0.00 0.00 0,00 
71 0.50 0.15 0.010 0.50 0.00 0.00 0.00 0.00 
72 0.50 0.15 0.010 0.75 0.00 0.00 0.00 0.00 
92 
case Pi P2 u s Euopt Enz Erii En, 
73 0.50 0.15 0.100 0.05 0.00 0.00 0.00 0.00 
74 0.50 0.15 0.100 0.25 0.00 0.00 0.00 0.00 
75 0.50 0.15 0.100 0.50 0.00 0.00 0.00 0.00 
76 0.50 0.15 0.100 0.75 0.00 0.00 0.00 0.00 
77 0..50 0.15 0.500 0.05 3.18 3.18 3.18 2.03 
78 0.50 0.15 0.500 0.25 2.59 2.59 2.59 1.59 
79 0.50 0.15 0.500 0..50 2.00 2.00 2.00 1.00 
80 0.50 0.15 0.500 0.75 0.00 0.00 0.00 0.00 
81 0.50 0.25 0.001 0.05 0.00 0.00 0.00 0.00 
82 0.50 0.25 0.001 0.25 0.00 0.00 0.00 0.00 
83 0.50 0.25 0.001 0..50 0.00 0.00 0.00 0.00 
84 0.50 0.25 0.001 0.75 0.00 0.00 0.00 0.00 
85 0.50 0.25 0.010 0.05 0.00 0.00 0.00 0.00 
86 0.50 0.25 0.010 0.25 0.00 0.00 0.00 0.00 
87 0.50' 0.25 0.010 0..50 0.00 0.00 0.00 0.00 
88 0.50 0.25 0.010 0.75 0.00 0.00 0.00 0.00 
89 0.50 0.25 0.100 0.05 0.00 0.00 0.00 0.00 
90 0.50 0.25 0.100 0.25 0.00 0.00 0.00 0.00 
91 0.50 0.25 0.100 0.50 0.00 0.00 0.00 0.00 
92 0..50 0.25 0.100 0.75 0.00 0.00 0.00 0.00 
93 0.50 0.25 0.500 0.05 2.79 2.80 2.79 1.92 
94 0.50 0.25 0.500 0.25 1.89 1.89 1.89 1.00 
95 0.50 0.25 0.500 0.50 1.00 1.00 1.00 0.00 
96 0.50 0.25 0.500 0.75 0.00 0.00 0.00 0.00 
97 0.80 0.08 0.001 0.05 0.00 0.00 0.00 0.00 
98 0.80 0.08 0.001 0.25 0.00 0.00 0.00 0.00 
99 0.80 0.08 0.001 0.50 0.00 0.00 0.00 0.00 
100 0.80 0.08 0.001 0.75 0.00 0.00 0.00 0.00 
101 0.80 0.08 0.010 0.05 0.00 0.00 0.00 0.00 
102 0.80 0.08 0.010 0.25 0.00 0.00 0,00 0.00 
103 0.80 0.08 0.010 0.50 0.00 0.00 0.00 0.00 
104 0.80 0.08 0.010 0.75 0.00 0.00 0.00 0.00 
105 0.80 0.08 0.100 0.05 9.78 8.94 8.33 3.58 
106 0.80 0.08 0.100 0.25 7.87 7.26 5.59 2.60 
107 0.80 0.08 0.100 0.50 4.57 4.35 4.14 0.00 





































Pi P2 u s Etiopt En2 Etii En, 
0.80 0.08 0.500 0.05 4.34 4.31 4.18 3.65 
0.80 0.08 0.500 0.25 4.02 4.00 3.57 3.14 
0.80 0.08 0.500 0.50 3.12 3.11 3.01 2.48 
0.80 0.08 0.500 0.75 1.75 1.75 1.51 1.41 
0.80 0.24 0.001 0.05 0.00 0.00 0.00 0.00 
0.80 0.24 0.001 0.25 0.00 0.00 0.00 0.00 
0.80 0.24 0.001 0.50 0.00 0.00 0.00 0.00 
0.80 0.24 0.001 0.75 0.00 0.00 0.00 0.00 
0.80 0.24 0,010 0.05 0.00 0.00 0.00 0.00 
0.80 0.24 0.010 0.25 0.00 0.00 0.00 0.00 
0.80 0.24 0.010 0.50 0.00 0.00 0.00 0.00 
0.80 0.24 0.010 0.75 0.00 0.00 0.00 0.00 
0.80 0.24 0.100 0.05 8.83 8.12 7.49 LOO 
0.80 0.24 0.100 0.25 7.17 6.52 5.11 0.00 
0.80 0.24 0.100 0.50 4.32 3.59 3.13 0.00 
0.80 0.24 0.100 0.75 0.00 0.00 0.00 0.00 
0.80 0.24 0.500 0.05 4.27 4.25 3.94 3.78 
0.80 0.24 0.500 0.25 3.92 3.65 3.64 2.87 
0.80 0.24 0.500 0.50 3.11 3.11 3.10 2.69 
0.80 0.24 0.500 0.75 1.63 1.62 1.63 1.62 
0.80 0.40 0.001 0.05 0.00 0.00 0.00 0.00 
0.80 0.40 0.001 0.25 0.00 0.00 0.00 0.00 
0.80 0.40 0.001 0.50 0.00 0.00 0.00 0.00 
0.80 0.40 0.001 0.75 0.00 0.00 0.00 0.00 
0.80 0.40 0.010 0.05 0.00 0.00 0.00 0.00 
0.80 0.40 0.010 0.25 0.00 0.00 0.00 0.00 
0.80 0.40 0.010 0.50 0.00 0.00 0.00 0.00 
0.80 0.40 0.010 0.75 0.00 0.00 0.00 0.00 
0.80 0.40 0.100 0.05 7.12 6.89 6.58 0.00 
0.80 0.40 0.100 0.25 5.88 5.55 3.42 0.00 
0.80 0.40 0.100 0.50 2.81 2.83 0.00 0.00 
0.80 0.40 0.100 0.75 0.00 0.00 0.00 0.00 
0.80 0.40 0.500 0.05 3.93 3.93 3.93 2.84 
0.80 0.40 0.500 0.25 3.68 3.66 3.66 2.58 
0.80 0.40 0.500 0.50 2.85 2.78 2.78 1.60 
0.80 0.40 0.500 0.75 1.74 1.74 1.74 0.00 
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case Pi P2 u s G opt G2 G, G, n r { s )  
37 0.20 0.10 0.010 0.05 1.00 1.00 1.00 1.00 20.13 
38 0.20 0.10 0.010 0.25 1.00 1.00 1.00 1.00 20.63 
39 0.20 0.10 0.010 0.50 1.00 1.00 1.00 1.00 21.25 
40 0.20 0.10 0.010 0.75 1.00 1.00 1.00 1.00 21.88 
41 0.20 0.10 0.100 0.05 1.00 1.00 1.00 1.00 20.13 
42 0.20 0.10 0.100 0.25 1.00 1.00 1.00 1.00 20.63 
43 0.20 0.10 0.100 0.50 1.00 1.00 1.00 1.00 21.25 
44 0.20 0.10 0.100 0.75 1.00 1.00 1.00 1.00 21.88 
45 0.20 0.10 0.500 0.05 1.00 1.00 1.00 1.00 20.13 
46 0.20 0.10 0.500 0.25 1.00 1.00 1.00 1.00 20.63 
47 0.20 0.10 0.500 0.50 1.00 1.00 1.00 1.00 21.25 
48 0.20 0.10 0.500 0.75 1.00 1.00 1.00 1.00 21.88 
49 0..50 0.05 0.001 0.05 1.00 1.00 1.00 1.00 13.06 
50 0..50 0.05 0.001 0.25 1.00 1.00 1.00 1.00 15.31 
51 0.50 0.05 0.001 0.50 1.00 1.00 1.00 1.00 18.13 
52 0.50 0.05 0.001 0.75 1.00 1.00 1.00 1.00 20.94 
53 0.50 0.05 0.010 0.05 1.00 1.00 1.00 1.00 13.06 
54 0.50 0.05 0.010 0.25 1.00 1.00 1.00 1.00 15.31 
55 0.50 0.05 0.010 0.50 1.00 1.00 1.00 1.00 18.13 
56 0.50 0.05 0.010 0.75 1.00 1.00 1.00 1.00 20.94 
57 0.50 0.05 0.100 0.05 1.00 1.00 1.00 1.00 13.06 
58 0.50 0.05 0.100 0.25 1.00 1.00 1.00 1.00 15.31 
59 0.50 0.05 0.100 0.50 1.00 1.00 1.00 1.00 18.13 
60 0.50 0.05 0.100 0.75 1.00 1.00 1.00 1.00 20.94 
61 0.50 0.05 0.500 0.05 1.33 1.33 1.33 1.32 13.06 
62 0.50 0.05 0.500 0.25 1.17 1.17 1.17 1.16 15.31 
63 0.50 0.05 0.500 0..50 1.05 1.05 1.05 1.04 18.13 
64 0.50 0.05 0.500 0.75 1.00 1.00 1.00 1.00 20.94 
65 0.50 0.15 0.001 0.05 1.00 1.00 1.00 1.00 12.94 
66 0..50 0.15 0.001 0.25 1.00 1.00 1.00 1.00 14.69 
67 0.50 0.15 0.001 0..50 1.00 1.00 1.00 1.00 16.88 
68 0.50 0.15 0.001 0.75 1.00 1.00 1.00 1.00 19.06 
69 0..50 0.15 0.010 0.05 1.00 1.00 1.00 1.00 12.94 
70 0..50 0.15 0.010 0.25 1.00 1.00 1.00 1.00 14.69 
71 0.50 0.15 0.010 0.50 1.00 1.00 1.00 1.00 16.88 
72 0.50 0.15 0.010 0.75 1.00 1.00 1.00 1.00 19.06 
96 
case Pi P2 u s Gopt (j2 G, nr(s) 
73 0.50 0.15 0.100 0.05 1.00 1.00 1.00 1.00 12.94 
74 0.50 0.15 0.100 0.25 1.00 1.00 1.00 1.00 14.69 
75 0.50 0.15 0.100 0.50 1.00 1.00 1.00 1.00 16.88 
76 0.50 0.15 0.100 0.75 1.00 1.00 1.00 1.00 19.06 
77 0.50 0.15 0.500 0.05 1.23 1.23 1.23 1.21 12.94 
78 0.50 0.15 0.500 0.25 1.11 1.11 1.11 1.09 14.69 
79 0.50 0.15 0.500 0.50 1.02 1.02 1.02 1.02 16.88 
80 0.50 0.15 0.500 0.75 1.00 1.00 1.00 1.00 19.06 
81 0.50 0.25 0.001 0.05 1.00 1.00 1.00 1.00 12.81 
82 0.50 0.25 0.001 0.25 1.00 1.00 1.00 1.00 14.06 
83 0.50 0.25 0.001 0.50 1.00 1.00 1.00 1.00 15.63 
84 0.50 0.25 0.001 0.75 1.00 1.00 LOO 1.00 17.19 
85 0.50 0.25 0.010 0.05 1.00 1.00 1.00 1.00 12.81 
86 0.50 0.25 0.010 0.25 1.00 1.00 1.00 1.00 14.06 
87 0.50 0.25 0.010 0.50 1.00 1.00 1.00 1.00 15.63 
88 0.50 0.25 0.010 0.75 1.00 1.00 LOO 1.00 17.19 
89 0.50 0.25 0.100 0.05 1.00 1.00 LOO 1.00 12.81 
90 0.50 0.25 0.100 0.25 1.00 1.00 LOO 1.00 14.06 
91 0.50 0.25 0.100 0.50 1.00 1.00 1.00 1.00 15.63 
92 0.50 0.25 0.100 0.75 1.00 1.00 1.00 1.00 17.19 
93 0.50 0.25 0.500 0.05 1.13 1.13 L13 1.12 12.81 
94 0.50 0.25 0.500 0.25 1.06 1.06 1.06 1.04 14.06 
95 0.50 0.25 0.500 0.50 1.01 1.01 1.01 1.00 15.63 
96 0.50 0.25 0.500 0.75 1.00 1.00 LOO 1.00 17.19 
97 0.80 0.08 0.001 0.05 1.00 1.00 LOO 1.00 5.90 
98 0.80 0.08 0.001 0.25 1.00 1.00 1.00 1.00 9.50 
99 0.80 0.08 0.001 0.50 1.00 1.00 LOO 1.00 14.00 
100 0.80 0.08 0.001 0.75 1.00 1.00 1.00 1.00 18.50 
101 0.80 0.08 0.010 0.05 1.00 1.00 1.00 1.00 5.90 
102 0.80 0.08 0.010 0.25 1.00 1.00 1.00 LOO 9.50 
103 0.80 0.08 0.010 0.50 1,00 1.00 1.00 1.00 14.00 
104 0.80 0.08 0.010 0.75 1.00 1.00 1.00 LOO 18.50 
105 0.80 0.08 0.100 0.05 1.91 1.90 1.89 1.55 5.90 
106 0.80 0.08 0.100 0.25 1.39 1.39 1.34 1.21 9.50 
107 0.80 0.08 0.100 0.50 1.13 1.13 1.13 1.00 14.00 
108 0.80 0.08 0.100 0.75 1.02 1.00 1.00 1.00 18.50 
97 
case Pi Pi u s Gopt G2 C?i G, nr{s) 
109 0.80 0.08 0.500 0.05 3.10 3.10 3.09 3.06 5.90 
110 0.80 0.08 0.500 0.25 1.96 1.96 1.95 1.94 9.50 
111 0.80 0.08 0.500 0.50 1.38 1.38 1.38 1.36 14.00 
112 0.80 0.08 0.500 0.75 1.10 1.10 1.10 1.10 18.50 
113 0.80 0.24 0.001 0.05 1.00 1.00 1.00 1.00 5.70 
114 0.80 0.24 0.001 0.25 1.00 1.00 1.00 1.00 8.50 
115 0.80 0.24 0.001 0.50 1.00 1.00 1.00 1.00 12.00 
116 0.80 0.24 0.001 0.75 1.00 1.00 1.00 1.00 15.50 
117 0.80 0.24 0.010 0.05 1.00 1.00 1.00 1.00 5.70 
118 0.80 0.24 0.010 0.25 1.00 1.00 1.00 1.00 8.50 
119 0.80 0.24 0.010 0.50 1.00 1.00 1.00 1.00 12.00 
120 0.80 0.24 0.010 0.75 1.00 1.00 1.00 1.00 15.50 
121 0.80 0.24 0.100 0.05 1.61 1.60 1.59 1.14 5.70 
122 0.80 0.24, 0.100 0.25 1.26 1.26 1.23 1.00 8..50 
123 0.80 6.24 0.100 0.50 1.08 1.07 1.07 1.00 12.00 
124 0.80 0.24 0.100 0.75 1.00 1.00 1.00 1.00 15.50 
125 0.80 0.24 0.500 0.05 2.61 2.61 2.61 2.60 5.70 
126 0.80 0.24 0.500 0.25 1.78 1.78 1.78 1.76 8.50 
127 0.80 0.24 0.500 0.50 1.31 1.31 1.31 1.31 12.00 
128 0.80 0.24 0.500 0.75 1.08 1.08 1.08 1.08 15..50 
129 0.80 0.40 0.001 0.05 1.00 1.00 1.00 1.00 5.50 
130 0.80 0.40 0.001 0.25 1.00 1.00 1.00 1.00 7.50 
131 0.80 0.40 0.001 0.50 1.00 1.00 1.00 1.00 10.00 
132 0.80 0.40 0.001 0.75 1.00 1.00 1.00 1.00 12.50 
133 0.80 0.40 0.010 0.05 1.00 1.00 1.00 1.00 5.50 
134 0.80 0.40 0.010 0.25 1.00 1.00 1.00 1.00 7.50 
135 0.80 0.40 0.010 0.50 1.00 1.00 1.00 1.00 10.00 
136 0.80 0.40 0.010 0.75 1.00 1.00 1.00 1.00 12.50 
137 0.80 0.40 0.100 0.05 1.33 L.33 1.33 1.00 5.50 
138 0.80 0.40 0.100 0.25 1.13 1.13 1.11 1.00 7.50 
139 0.80 0.40 0.100 0..50 1.02 1.02 1.00 1.00 10.00 
140 0.80 0.40 0.100 0.75 1.00 1.00 1.00 1.00 12.50 
141 0.80 0.40 0.500 0.05 2.12 2.12 2.12 2.07 5..50 
142 0.80 0.40 0.500 0.25 1.59 1.59 1.59 1.56 7.50 
143 0.80 0.40 0.500 0.50 1.23 1.23 1.23 1.20 10.00 
144 0.80 0.40 0.500 0.75 1.05 1.05 1.05 1.00 12.50 
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APPENDIX D. BINARY TEST RESULTS CASE: FOR n = 100 
Key for Table Headings 
ES2 = estimated expected number of remaining effective systems 
using the "two-step" cutoff points 
ES\ = estimated expected number of remaining effective systems 
using the "one-step" cutoff points 
ES, = estimated expected number of remaining effective systems 
using the "Seglie" cutoff points 
nr(s) = mean no. of systems available with no developmental testing 
Eriopi = estimated no. of systems tested using the "optimal" cutoff points 
En2 = estimated no. of systems tested using the "two-step" cutoff points 
Eni = estimated no. of systems tested using the "one-step" cutoff points 







Table D.l: Binary Case (for n = 100): ES 
case Pi P2 u s V^100(3) ESi ESi ES, 
1 0.20 0.02 0.001 0.05 80.90 80.90 80.90 80.90 
2 0.20 0.02 0.001 0.25 84.50 84.50 84.50 84.50 
3 0.20 0.02 0.001 0.50 89.00 89.00 89.00 89.00 
4 0.20 0.02 0.001 0.75 93..50 93.50 93.50 93.50 
5 0.20 0.02 0.010 0.05 80.90 80.90 80.90 80.90 
6 0.20 0.02 0.010 0.25 84.50 84.50 84.50 84.50 
7 0.20 0.02 0.010 0.50 89.00 89.00 89.00 89.00 
8 0.20 0.02 0.010 0.75 93.50 93.50 93.50 93.50 
9 0.20 0.02 0.100 0.05 80.90 80.90 80.90 80.90 
10 0.20 0.02 0.100 0.25 84.50 84.50 84.50 84.50 
11 0.20 0.02 0.100 0.50 89.00 89.00 89.00 89.00 
12 0.20 0.02 0.100 0.75 93.50 93.50 93.50 93.50 
.13 0.20 0.02 0.500 0.05 84.48 84.46 84.47 84.47 
14 0.20 0.02 0.500 0.25 85.73 85.74 85.73 85.67 
15 0.20 0.02 0.500 0.50 89.00 89.00 89.00 89.00 
16 0.20 0.02 0.500 0.75 93.50 93.50 93.50 93.50 
17 0.20 0.06 0.001 0.05 80.70 80.70 80.70 80.70 
18 0.20 0.06 0.001 0.25 83.50 83.50 83.50 83.50 
19 0.20 0.06 0.001 0.50 87.00 87.00 87.00 87.00 
20 0.20 0.06 0.001 0.75 90.50 90.50 90.50 90.50 
21 0.20 0.06 0.010 0.05 80.70 80.70 80.70 80.70 
22 0.20 0.06 0.010 0.25 83.50 83.50 83.50 83.50 
23 0.20 0.06 0.010 0.50 87.00 87.00 87.00 87.00 
24 0.20 0.06 0.010 0.75 90.50 90.50 90.50 90.50 
25 0.20 0.06 0.100 0.05 80.70 80.70 80.70 80.70 
26 0.20 0.06 0.100 0.25 83.50 83.50 83.50 83.50 
27 0.20 0.06 0.100 0.50 87.00 87.00 87.00 87.00 
28 0.20 0.06 0.100 0.75 90.50 90.50 90.50 90.50 
29 0.20 0.06 0.500 0.05 82.69 82.69 82.71 82.63 
30 0.20 0.06 0.500 0.25 83.90 83.90 83.90 83.70 
31 0.20 0.06 0.500 0.50 87.00 87.00 87.00 87.00 
32 0.20 0.06 0.500 0.75 90.50 90.50 90.50 90.50 
33 0.20 0.10 0.001 0.05 80.50 80.50 80.50 80.50 
34 0.20 0.10 0.001 0.25 82.50 82.50 82.50 82.50 
35 0.20 0.10 0.001 0.50 85.00 85.00 85.00 85.00 
36 0.20 0.10 0.001 0.75 87.50 87.50 87.50 87.50 
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case Pi P2 u ,s V;oo(5) ES2 ESx ES, 
37 0.20 0.10 0.010 0.05 80,50 80,50 80.50 80,50 
38 0.20 0,10 0.010 0.25 82.50 82.50 82,50 82,50 
39 0.20 0.10 0.010 0,50 85.00 85.00 85,00 85.00 
40 0.20 0.10 0.010 0,75 87.50 87.50 87.50 87,50 
41 0.20 0.10 0.100 0.05 80.50 80.50 80..50 80,50 
42 0.20 0.10 0.100 0.25 82.50 82.50 82.50 82,50 
43 0.20 0.10 0.100 0.50 85.00 85.00 85.00 85,00 
44 0.20 0.10 0.100 0.75 87.50 87.50 87,50 87,50 
45 0.20 0.10 0.500 0,05 80.90 80.89 80,91 8O..5O 
46 0.20 0.10 0.500 0,25 82.50 82..50 82,50 82..50 
47 0.20 0.10 0.500 0,50 85.00 85.00 85,00 85.00 
48 0.20 0.10 0.500 0,75 87.50 87.50 87.50 87.50 
49 0.50 0.05 0.001 0,05 52.25 52.25 52.25 .52.25 
50 0.50 0.05 0.001 0.25 61.25 61.25 61.25 61.25 
51 0.50 0.05 0.001 0.50 72.50 72.50 72.50 72,50 
52 0.50 0.05 0.001 0.75 83.75 83.75 83.75 83.75 
53 0.50 0.05 0.010 0.05 52.25 52.25 52.25 52.25 
54 0.50 0.05 0.010 0.25 61.25 61.25 61.25 61.25 
55 0.50 0.05 0.010 0.50 72.50 72.50 72.50 72.50 
56 0.50 0.05 0.010 0.75 83.75 83.75 83.75 83.75 
57 0.50 0.05 0.100 0.05 69,31 68.50 67.61 66.11 
58 0.50 0.05 0.100 0.25 73,27 72.34 71.29 69.30 
59 0.50 0.05 0.100 0.50 78.87 77.87 76.07 75.63 
60 0.50 0.05 0.100 0,75 85.44 83.75 83.75 83.75 
61 0.50 0.05 0.500 0.05 84.98 84.94 84.90 84.85 
62 0.50 0.05 0.500 0,25 85,54 85.51 85.50 85.43 
63 0.50 0.05 0.500 0,50 86,84 86.77 86.74 86.70 
64 0.50 0.05 0.500 0.75 88.96 88.97 88.90 88.61 
65 0.50 0.15 0.001 0.05 51.75 51.75 51.75 51.75 
66 0.50 0.15 0,001 0.25 58.75 58.75 58.75 58.75 
67 0.50 0.15 0.001 0,50 67.50 67.50 67.50 67.50 
68 0.50 0.15 0.001 0.75 76.25 76.25 76.25 76.25 
69 0.50 0.15 0.010 0.05 51.75 51.75 51.75 51.75 
70 0.50 0.15 0.010 0.25 58.75 58.75 58,75 58.75 
71 0.50 0.15 0.010 0,50 67.50 67.50 67,50 67.50 
72 0.50 0.15 0.010 0,75 76.25 76,25 76,25 76.25 
101 
case Pi P2 u 3 Fioo(5) ESi ESi ES, 
73 0.50 0.15 0.100 0.05 61.50 61.23 60.85 59.03 
74 0.50 0.15 0.100 0.25 64.94 64.60 64.20 62.54 
75 0.50 0.15 0.100 0.50 70.05 69.75 69.20 67.50 
76 0.50 0.15 0.100 0.75 76.43 76.25 76.25 76.25 
77 0.50 0.15 0.500 0.05 75.71 75.70 75.71 75.60 
78 0.50 0.15 0.500 0.25 76.20 76.21 76.19 76.11 
79 0.50 0.15 0.500 0.50 77.32 77.33 77.33 77.17 
80 0.50 0.15 0.500 0.75 79.29 79.28 79.29 79.13 
81 0.50 0.25 0.001 0.05 51.25 51.25 51.25 51.25 
82 0.50 0.25 0.001 0.25 56.25 56.25 56.25 56.25 
83 0.50 0.25 0.001 0.50 62.50 62.50 62.50 62..50 
84 0.50 0.25 0.001 0.75 68.75 68.75 68.75 68.75 
85 0.50 0.25 0.010 0.05 51.25 51.25 51.25 51.25 
86 0.50 0.25 0.010 0.25 56.25 56.25 56.25 56.25 
87 0.50 0.25 0.010 0.50 62.50 62.50 62.50 62.50 
88 0.50 0.25 0.010 0.75 68.75 68.75 68.75 68.75 
89 0.50 0.25 0.100 0.05 55.22 55.20 55.16 53.18 
90 0.50 0.25 0.100 0.25 58.15 58.12 58.05 56.25 
91 0.50 0.25 0.100 0.50 62.77 62.75 62.50 62.50 
92 0.50 0.25 0.100 0.75 68.75 68.75 68.75 68.75 
93 0.50 0.25 0.500 0.05 67.09 67.08 67.09 66.94 
94 0.50 0.25 0.500 0.25 67.53 67.52 67.53 67.37 
95 0.50 0.25 0.500 0.50 68.47 68.47 68.47 68.31 
96 0.50 0.25 0.500 0.75 70.20 70.20 70.20 70.08 
97 0.80 0.08 0.001 0.05 23.60 23.60 23.60 23.60 
98 0.80 0.08 0.001 0.25 38.00 38.00 38.00 38.00 
99 0.80 0.08 0.001 0.50 56.00 56.00 56.00 56.00 
100 0.80 0.08 0.001 0.75 74.00 74.00 74.00 74.00 
101 0.80 0.08 0.010 0.05 31.53 30.61 30.35 23.60 
102 0.80 0.08 0.010 0.25 43.60 42.38 42.18 38.00 
103 0.80 0.08 0.010 0.50 .58.99 56.00 .56.00 56.00 
104 0.80 0.08 0.010 0.75 74.84 74.00 74.00 74.00 
105 0.80 0.08 0.100 0.05 76.01 74.51 74.42 73.60 
106 0.80 0.08 0.100 0.25 78.45 77.33 76.10 75.63 
107 0.80 0.08 0.100 0.50 81.83 80.64 80.68 79.68 
108 0.80 0.08 0.100 0.75 85.56 83.74 83.65 83.56 
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case Pi P2 u s Vioo(5) ESi ES^ ES, 
109 0.80 0.08 0.500 0.05 86.05 86.04 86.00 85.88 
110 0.80 0.08 0..500 0.25 86.41 86.41 86.29 86.13 
111 0.80 0.08 0.500 0.50 87.16 87.15 87.12 87.04 
112 0.80 0.08 0.500 0.75 88.20 88.20 88.15 88.08 
113 0.80 0.24 0.001 0.05 22.80 22.80 22.80 22.80 
114 0.80 0.24 0.001 0.25 34.00 34.00 34.00 34.00 
115 0.80 0.24 0.001 0.50 48.00 48.00 48.00 48.00 
116 0.80 0.24 0.001 0.75 62.00 62.00 62.00 62.00 
117 0.80 0.24 0.010 0.05 26.77 26.40 26.17 22.80 
118 0.80 0.24 0.010 0.25 36.48 35.99 34.00 34.00 
119 0.80 0.24 0.010 0.50 49.01 48.00 48.00 48.00 
120 0.80 0.24 0.010 0.75 62.00 62.00 62.00 62.00 
121 0.80 0.24 0.100 0.05 61.44 60.57 60.03 .58.22 
122 0.80 0.24, 0.100 0.25 63.46 62.70 62.10 60.22 
123 0.80 0.24 0.100 0.50 66.32 65.63 65.06 61.72 
124 0.80 0.24 0.100 0.75 69.68 68.72 68.39 67.33 
125 0.80 0.24 0.500 0.05 70.47 70.46 70.45 70.31 
126 0.80 0.24 0.500 0.25 70.78 70.77 70.77 70.67 
127 0.80 0.24 0.500 0.50 71.37 71.37 71.34 71.22 
128 0.80 0.24 0.500 0.75 72.29 72.29 72.26 72.22 
129 0.80 0.40 0.001 0.05 22.00 22.00 22.00 22.00 
130 0.80 0.40 0.001 0.25 30.00 30.00 30.00 30.00 
131 0.80 0.40 0.001 0.50 40.00 40.00 40.00 40.00 
132 0.80 0.40 0.001 0.75 50.00 50.00 50.00 50.00 
133 0.80 0.40 0.010 0.05 22.96 22.89 22.88 22.00 
134 0.80 0.40 0.010 0.25 30.30 30.00 30.00 30.00 
135 0.80 0.40 0.010 0.50 40.00 40.00 40.00 40.00 
136 0.80 0.40 0.010 0.75 50.00 50.00 50.00 50.00 
137 0.80 0.40 0.100 0.05 47.10 46.61 46.38 43.66 
138 0.80 0.40 0.100 0.25 48.70 48.24 47.89 45.14 
139 0.80 0.40 0.100 0.50 51.05 50.55 50.20 47.71 
140 0.80 0.40 0.100 0.75 53.99 53.45 53.19 50.00 
141 0.80 0.40 0.500 0.05 55.22 55.22 55.23 55.08 
142 0.80 0.40 0.500 0.25 55.46 55.46 55.46 55.31 
143 0.80 0.40 0.500 0.50 55.92 55.92 55.92 .55.77 
144 0.80 0.40 0.500 0.75 56.71 56.70 56.70 56.59 
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Table D.2: Binary Case (for n = 100): En 
case Pi P2 u s Euopt En2 Eui EUa 
1 0.20 0.02 0.001 0.05 0.00 0.00 0.00 0.00 
2 0.20 0.02 0.001 0.25 0.00 0.00 0.00 0.00 
3 0.20 0.02 0.001 0.50 0.00 0.00 0.00 0.00 
4 0.20 0.02 0.001 0.75 0.00 0.00 0.00 0.00 
5 0.20 0.02 0.010 0.05 0.00 0.00 0.00 0.00 
6 0.20 0.02 0.010 0.25 0.00 0.00 0.00 0.00 
7 0.20 0.02 0.010 0.50 0.00 0.00 0.00 0.00 
8 0.20 0.02 0.010 0.75 0.00 0.00 0.00 0.00 
9 0.20 0.02 0.100 0.05 0.00 0.00 0.00 0.00 
10 0.20 0.02 0.100 0.25 0.00 0.00 0.00 0.00 
11 0.20 0.02 0.100 0.50 0.00 0.00 0.00 0.00 
12 0.20 0.02 0.100 0.75 0.00 0.00 0.00 0.00 
13 0.20 0.02 0.500 0.05 5.16 5.18 5.17 4.96 
14 0.20 0.02 0.500 0.25 3.72 3.72 3.72 3.19 
15 0.20 0.02 0.500 0.50 1.00 1.00 1.00 0.00 
16 0.20 0.02 0.500 0.75 0.00 0.00 0.00 0.00 
17 0.20 0.06 0.001 0.05 0.00 0.00 0.00 0.00 
18 0.20 0.06 0.001 0.25 0.00 0.00 0.00 0.00 
19 0.20 0.06 0.001 0.50 0.00 0.00 0.00 0.00 
20 0.20 0.06 0.001 0.75 0.00 0.00 0.00 0.00 
21 0.20 0.06 0.010 0.05 0.00 0.00 0.00 0.00 
22 0.20 0.06 0.010 0.25 0.00 0.00 0.00 0.00 
23 0.20 0.06 0.010 0.50 0.00 0.00 0.00 0.00 
24 0.20 0.06 0.010 0.75 0.00 0.00 0.00 0.00 
25 0.20 0.06 0.100 0.05 0.00 0.00 0.00 0.00 
26 0.20 0.06 0.100 0.25 0.00 0.00 0.00 0.00 
27 0.20 0.06 0.100 0.50 0.00 0.00 0.00 0.00 
28 0.20 0.06 0.100 0.75 0.00 0.00 0.00 0.00 
29 0.20 0.06 0.500 0.05 5.03 5.02 5.01 4.64 
30 0.20 0.06 0.500 0.25 3.13 3.13 3.13 1.00 
31 0.20 0.06 0.500 0.50 0.00 0.00 0.00 0.00 
32 0.20 0.06 0.500 0.75 0.00 0.00 0.00 0.00 
33 0.20 0.10 0.001 0.05 0.00 0.00 0.00 0.00 
34 0.20 0.10 0.001 0.25 0.00 0.00 0.00 0.00 
35 0.20 0.10 0.001 0.50 0.00 0.00 0.00 0.00 
36 0.20 0.10 0.001 0.75 0.00 0.00 0.00 0.00 
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case Pi P2 u 5 Euopt En2 Erii En, 
37 0.20 0.10 0.010 0.05 0.00 0.00 0.00 0.00 
38 0.20 0.10 0.010 0.25 0.00 0.00 0.00 0.00 
39 0.20 0.10 0.010 0.50 0.00 0.00 0.00 0.00 
40 0.20 0.10 0.010 0.75 0.00 0.00 0.00 0.00 
41 0.20 0.10 0.100 0.05 0.00 0.00 0.00 0.00 
42 0.20 0.10 0.100 0.25 0.00 0.00 0.00 0.00 
43 0.20 0.10 0.100 0.50 0.00 0.00 0.00 0.00 
44 0.20 0.10 0.100 0.75 0.00 0.00 0.00 0.00 
45 0.20 0.10 0.500 0.05 4.25 4.24 4.23 0.00 
46 0.20 0.10 0.500 0.25 0.00 0.00 0.00 0.00 
47 0.20 0.10 0.500 0.50 0.00 0.00 0.00 0.00 
48 0.20 0.10 0.500 0.75 0.00 0.00 0.00 0.00 
49 0.50 0.05 0.001 0.05 0.00 0.00 0.00 0.00 
50 0.50 0.05 0.001 0.25 0.00 0.00 0.00 0.00 
51 0.50 0.05 0.001 0.50 0.00 0.00 0.00 0.00 
52 0.50 0.05 0.001 0.75 0.00 0.00 0.00 0.00 
53 0.50 0.05 0.010 0.05 0.00 0.00 0.00 0.00 
54 0.50 0.05 0.010 0.25 0.00 0.00 0.00 0.00 
55 0.50 0.05 0.010 0.50 0.00 0.00 0.00 0.00 
56 0.50 0.05 0.010 0.75 0.00 0.00 0.00 0.00 
57 0.50 0.05 0.100 0.05 21.83 17.08 15.15 12.55 
58 0.50 0.05 0.100 0.25 17.74 13.60 10.82 8.00 
59 0.50 0.05 0.100 0.50 12.72 7.72 4.45 3.78 
60 0.50 0.05 0.100 0.75 5.93 0.00 0.00 0.00 
61 0.50 0.05 0.500 0.05 8.48 7.88 7.75 7.55 
62 0.50 0.05 0.500 0.25 7.68 7.33 7.24 7.04 
63 0.50 0.05 0.500 0.50 6.53 5.86 5.73 5.64 
64 0.50 0.05 0.500 0.75 4.26 4.16 3.93 2.96 
65 0.50 0.15 0.001 0.05 0.00 0.00 0.00 0.00 
66 0.50 0.15 0.001 0.25 0.00 0.00 0.00 0.00 
67 0.50 0.15 0.001 0.50 0.00 0.00 0.00 0.00 
68 0.50 0.15 0.001 0.75 0.00 0.00 0.00 0.00 
69 0.50 0.15 0.010 0.05 0.00 0.00 0.00 0.00 
70 0.50 0.15 0.010 0.25 0.00 0.00 0.00 0.00 
71 0.50 0.15 0.010 0.50 0.00 0.00 0.00 0.00 

























































































































































































case Pi P2 u s Etiopt En2 Erii En, 
109 0.80 0.08 0.500 0.05 5.79 5.67 5.60 5.38 
110 0.80 0.08 0.500 0.25 5.42 5.34 5.00 4.73 
111 0.80 0.08 0.500 0.50 4.56 4.44 4,37 4.25 
112 0.80 0.08 0.500 0.75 3.11 3.12 2.89 2.80 
113 0.80 0.24 0.001 0.05 0.00 0.00 0.00 0.00 
114 0.80 0.24 0.001 0.25 0.00 0.00 0.00 0.00 
115 0.80 0.24 0.001 0.50 0.00 0.00 0.00 0.00 
116 0.80 0.24 0.001 0.75 0.00 0.00 0.00 0.00 
117 0.80 0.24 0.010 0.05 35.92 27.39 23.57 0.00 
118 0.80 0.24 0.010 0.25 27.48 17.12 0.00 0.00 
119 0.80 0.24 0.010 0.50 15.31 0.00 0.00 0.00 
120 0.80 0.24 0.010 0.75 0.00 0.00 0.00 0.00 
121 0.80 0.24 0.100 0.05 17.30 15.08 14.52 13.09 
122 0.80 0.24 0.100 0.25 14.78 12.42 12.06 10.34 
123 0.80 0.24 0.100 0.50 11.03 8.88 8.35 5.96 
124 0.80 0.24 0.100 0.75 6.66 4.20 3.96 3.18 
125 0.80 0.24 0.500 0.05 6.15 6.05 5.90 5.52 
126 0.80 0.24 0.500 0.25 5.81 5.73 5.57 5.23 
127 0.80 0.24 0.500 0.50 4.93 4.83 4.69 4.29 
128 0.80 0.24 0.500 0.75 3.44 3.44 3.22 3.08 
129 0.80 6.40 0.001 0.05 0.00 0.00 0.00 0.00 
130 0.80 0.40 0.001 0.25 0.00 0.00 0.00 0.00 
131 0.80 0.40 0.001 0.50 0.00 0.00 0.00 0.00 
132 0.80 0.40 0.001 0.75 0.00 0.00 0.00 0.00 
133 0.80 0.40 0.010 0.05 20.47 15.29 14.27 0.00 
134 0.80 0.40 0.010 0.25 12.31 0.00 0.00 0.00 
135 0.80 0.40 0.010 0.50 0.00 0.00 0.00 0.00 
136 0.80 0.40 0.010 0.75 0.00 0.00 0.00 0.00 
137 0.80 0.40 0.100 0.05 18.36 15.87 15.16 11.67 
138 0.80 0.40 0.100 0.25 15.61 13.19 12.55 8.92 
139 0.80 0.40 0.100 0.50 11.85 9.22 8.75 5.43 
140 0.80 0.40 0.100 0.75 7.07 4.70 3.74 0.00 
141 0.80 0.40 0.500 0.05 6.36 6.36 6.36 5.65 
142 0.80 0.40 0.500 0.25 6.04 6.04 6.04 5.21 
143 0.80 0.40 0.500 0.50 5.17 5.16 5.16 4.44 
144 0.80 0.40 0.500 0.75 3.67 3.68 3.68 3.24 
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Table D.3: Binary Case (for n = 100): G 
case Pi P2 u s Gopt (?2 Gi G. nr{s) 
1 0.20 0.02 0.001 0.05 1.00 1.00 1.00 1.00 80.90 
2 0.20 0.02 0.001 0.25 1.00 1.00 LOO 1.00 84.50 
3 0.20 0.02 0.001 0.50 1.00 1.00 1.00 1.00 89.00 
4 0.20 0.02 0.001 0.75 1.00 1.00 1.00 1.00 93.50 
5 0.20 0.02 0.010 0.05 1.00 1.00 1.00 1.00 80.90 
6 0.20 0.02 0.010 0.25 1.00 1.00 1.00 1.00 84.50 
7 0.20 0.02 0.010 0.50 1.00 1.00 1.00 1.00 89.00 
8 0.20 0.02 0.010 0.75 1.00 LOO 1.00 1.00 93..50 
9 0.20 0.02 0.100 0.05 1.00 LOO 1.00 LOO 80.90 
10 0.20 0.02 0.100 0.25 1.00 LOO 1.00 1.00 84..50 
11 0.20 0.02 0.100 0.50 1.00 LOO 1.00 LOO 89.00 
12 0.20 0.02 0.100 0.75 1.00 1.00 1.00 1.00 93.50 
13 0.20 0.02 . 0.500 0.05 1.04 1.04 1.04 1.04 80.90 
14 0.20 0.02 0.500 0.25 1.01 1.01 1.01 1.01 84.50 
15 0.20 0.02 0.500 0.50 1.00 LOO 1.00 1.00 89.00 
16 0.20 0.02 0.500 0.75 1.00 LOO 1.00 1.00 93.50 
17 0.20 0.06 0.001 0.05 1.00 LOO 1.00 1.00 80.70 
18 0.20 0.06 0.001 0.25 1.00 LOO 1.00 1.00 83.50 
19 0.20 0.06 0.001 0.50 1.00 LOO 1.00 1.00 87.00 
20 0.20 0.06 0.001 0.75 1.00 LOO 1.00 1.00 90.50 
21 0.20 0.06 0.010 0.05 1.00 LOO 1.00 1.00 80.70 
22 0.20 0.06 0.010 0.25 1.00 LOO 1.00 1.00 83.50 
23 0.20 0.06 0.010 0.50 LOO LOO 1.00 1.00 87.00 
24 0.20 0.06 0.010 0.75 1.00 LOO 1.00 1.00 90.50 
25 0.20 0.06 0.100 0.05 1.00 LOO 1.00 1.00 80.70 
26 0.20 0.06 0.100 0.25 1.00 LOO 1.00 1.00 83.50 
27 0.20 0.06 0.100 0.50 1.00 LOO 1.00 1.00 87.00 
28 0.20 0.06 0.100 0.75 1.00 LOO 1.00 1.00 90.50 
29 0.20 0.06 0.500 0.05 1.02 1.02 1.02 1.02 80.70 
30 0.20 0.06 0.500 0.25 1.00 LOO 1.00 1.00 83.50 
31 0.20 0.06 0.500 0.50 1.00 LOO 1.00 1.00 87.00 
32 0.20 0.06 0.500 0.75 1.00 LOO 1.00 1.00 90.50 
33 0.20 0.10 0.001 0.05 1.00 LOO 1.00 1.00 80.50 
34 0.20 0.10 0.001 0.25 1.00 LOO LOO 1.00 82.50 
35 0.20 0.10 0.001 0.50 1.00 LOO 1.00 1.00 85.00 
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case Pi P2 u s G'opt G2 G, nr{s) 
73 0.50 0.15 0.100 0.05 1.19 1.18 1.18 1.14 51.75 
74 0.50 0.15 0.100 0.25 1.11 1.10 1.09 1.06 58.75 
75 0.50 0.15 0.100 0.50 1.04 1.03 1.03 1.00 67.50 
76 0.50 0.15 0.100 0.75 1.00 1.00 1.00 1.00 76.25 
77 0.50 0.15 0.500 0.05 1.46 1.46 1.46 1.46 51.75 
78 0.50 0.15 0.500 0.25 1.30 1.30 1.30 1.30 58.75 
79 0.50 0.15 0.500 0.50 1.15 1.15 1.15 1.14 67.50 
80 0.50 0.15 0.500 0.75 1.04 1.04 1.04 1.04 76.25 
81 0.50 0.25 0.001 0.05 1.00 1.00 1.00 1.00 51.25 
82 0.50 0.25 0.001 0.25 1.00 1.00 1.00 1.00 56.25 
83 0.50 0.25 0.001 0.50 1.00 1.00 1.00 1.00 62.50 
84 0.50 0.25 0.001 0.75 1.00 1.00 1.00 1.00 68.75 
85 0.50 0.25 0.010 0.05 1.00 1.00 1.00 1.00 51.25 
86 0.50 0.25 0.010 0.25 1.00 1.00 1.00 1.00 56.25 
87 0.50 0.25 0.010 0.50 1.00 1.00 1.00 1.00 62.50 
88 0.50 0.25 0.010 0.75 1.00 1.00 1.00 1.00 68.75 
89 0.50 0.25 0.100 0.05 1.08 1.08 1.08 1.04 51.25 
90 0.50 0.25 0.100 0.25 1.03 1.03 1.03 1.00 56.25 
91 0.50 0.25 0.100 0.50 1.00 1.00 1.00 1.00 62.50 
92 0.50 0.25 0.100 0.75 1.00 1.00 1.00 1.00 68.75 
93 0.50 0.25 0.500 0.05 1.31 1.31 1.31 1.31 51.25 
94 0.50 0.25 0.500 0.25 1.20 1.20 1.20 1.20 56.25 
95 0.50 0.25 0.500 0.50 1.10 1.10 1.10 1.09 62.50 
96 0.50 0.25 0.500 0.75 1.02 1.02 1.02 1.02 68.75 
97 0.80 0.08 0.001 0.05 1.00 1.00 1.00 1.00 23.60 
98 0.80 0.08 0.001 0.25 1.00 1.00 1.00 1.00 38.00 
99 0.80 0.08 0.001 0.50 1.00 1.00 1.00 1.00 56.00 
100 0.80 0.08 0.001 0.75 LOO 1.00 1.00 1.00 74.00 
101 0.80 0.08 0.010 0.05 1.34 1.30 1.29 1.00 23.60 
102 0.80 0.08 0.010 0.25 1.15 1.12 1.11 1.00 38.00 
103 0.80 0.08 0.010 0.50 1.05 1.00 1.00 1.00 56.00 
104 0.80 0.08 0.010 0.75 1.01 1.00 1.00 1.00 74.00 
105 0.80 0.08 0.100 0.05 3.22 3.16 3.15 3.12 23.60 
106 0.80 0.08 0.100 0.25 2.06 2.03 2.00 1.99 38.00 
107 0.80 0.08 0.100 0.50 1.46 1.44 1.44 1.42 56.00 
108 0.80 0.08 0.100 0.75 1.16 1.13 1.13 1.13 74.00 
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case Pi V2 u .s Gopt Gi G, nr{s) 
109 0.80 0.08 0.500 0.05 3.65 3.65 3.64 3.64 23.60 
110 0.80 0.08 0.500 0.25 2.27 2.27 2.27 2.27 38.00 
111 0.80 0.08 0.500 0.50 1.56 1.56 1.56 1.55 56.00 
112 0.80 0.08 0.500 0.75 1.19 1.19 1.19 1.19 74.00 
113 0.80 0.24 0.001 0.05 1.00 1.00 1.00 1.00 22.80 
114 0.80 0.24 0.001 0.25 1.00 LOO 1.00 1.00 34.00 
115 0.80 0.24 0.001 0.50 1.00 1.00 1.00 1.00 48.00 
116 0.80 0.24 0.001 0.75 1.00 1.00 1.00 1.00 62.00 
117 0.80 0.24 0.010 0.05 1.17 1.16 1.15 1.00 22.80 
118 0.80 0.24 0.010 0.25 1.07 1.06 1.00 1.00 34.00 
119 0.80 0.24 0.010 0.50 1.02 1.00 1.00 1.00 48.00 
120 0.80 0.24 0.010 0.75 1.00 1.00 1.00 1.00 62.00 
121 0.80 0.24 0.100 0.05 2.69 2.66 2.63 2.55 22.80 
122 0.80 0.24 0.100 0.25 1.87 1.84 1.83 1.77 34.00 
123 0.80 0.24 0.100 0.50 1.38 1.37 1.36 1.29 48.00 
124 0.80 0.24 0.100 0.75 1.12 1.11 1.10 1.09 62.00 
125 0.80 0.24 0.500 0.05 3.09 3.09 3.09 3.08 22.80 
126 0.80 0.24 0.500 0.25 2.08 2.08 2.08 2.08 34.00 
127 0.80 0.24 0.500 0.50 1.49 1.49 1.49 1.48 48.00 
128 0.80 0.24 0.500 0.75 1.17 1.17 1.17 1.16 62.00 
129 0.80 0.40 0.001 0.05 1.00 1.00 1.00 1.00 22.00 
130 0.80 0.40 0.001 0.25 1.00 1.00 1.00 1.00 30.00 
131 0.80 0.40 0.001 0.50 1.00 1.00 1.00 1.00 40.00 
132 0.80 0.40 0.001 0.75 1.00 1.00 1.00 1.00 50.00 
133 0.80 0.40 0.010 0.05 1.04 1.04 1.04 1.00 22.00 
134 0.80 0.40 0.010 0.25 1.01 1.00 1.00 1.00 30.00 
135 0.80 0.40 0.010 0.50 1.00 1.00 1.00 1.00 40.00 
136 0.80 0.40 0.010 0.75 1.00 1.00 1.00 1.00 50.00 
137 0.80 0.40 0.100 0.05 2.14 2.12 2.11 1.98 22.00 
138 0.80 0.40 0.100 0.25 1.62 1.61 1.60 1.50 30.00 
139 0.80 0.40 0.100 0.50 1.28 1.26 1.26 1.19 40.00 
140 0.80 0.40 0.100 0.75 1.08 1.07 1.06 1.00 50.00 
141 0.80 0.40 0.500 0.05 2.51 2.51 2.51 2.50 22.00 
142 0.80 0.40 0.500 0.25 1.85 1.85 1.85 1.84 30.00 
143 0.80 0.40 0.500 0.50 1.40 1.40 1.40 1.39 40.00 
144 0.80 0.40 0.500 0.75 1.13 1.13 1.13 1.13 50.00 
I l l  
APPENDIX E. BINARY TEST RESULTS CASE: FOR n = 1000 
Key for Table Headings 
ES2 = estimated expected number of remaining effective systems 
using the "two-step" cutoff points 
ESi = estimated expected number of remaining effective systems 
using the "one-step" cutoff points 
ESa = estimated expected number of remaining effective systems 
using the "Seglie" cutoff points 
nr{s) = mean no. of systems available with no developmental testing 
Euopt = estimated no. 
En2 = estimated no. 
Erii = estimated no. 
Erig = estimated no. 
of systems tested using the 
of systems tested using the 
of systems tested using the 
of systems tested using the 
"optimal" cutoff points 
"two-step" cutoff points 
"one-step" cutoff points 
"Seglie" cutoff points 
r' ^n(j) 
- nr(s) 
n — ESi 
2 nT{a) 
n  — E5 ,  
' nT(s) 
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Table E.l: Binary Case (for n = 1000): ES 
case Pi P2 us Viooo(s) ES2 ESi ES^ 
1 0.20 0.02 0.001 0.0.5 809.00 809.00 809.00 809.00 
2 0.20 0.02 0.001 0.25 845.00 845.00 845.00 845.00 
3 0.20 0.02 0.001 0.50 890.00 890.00 890.00 890.00 
4 0.20 0.02 0.001 0.75 935.00 935.00 935.00 935.00 
5 0.20 0.02 0.010 0.05 809.00 809.00 809.00 809.00 
6 0.20 0.02 0.010 0.25 845.00 845.00 845.00 845.00 
7 0.20 0.02 0.010 0.50 890.00 890.00 890.00 890.00 
8 0.20 0.02 0.010 0.75 935.00 935.00 935.00 935.00 
9 0.20 0.02 0.100 0.05 901.24 892.04 890.22 888.74 
10 0.20 0.02 0.100 0.25 912.34 903.15 900.96 899.91 
11 0.20 0.02 0.100 0..50 928.48 918.60 917.68 915.06 
12 0.20 0.02 0.100 0.75 947.74 938.23 935.00 935.00 
13 0.20 0.02 ,0.500 0.05 948.29 948.13 947.85 947.87 
14 0.20 0.02 0.500 0.25 949.65 949.55 949.35 949.29 
15 0.20 0.02 0.500 0.50 953.23 953.00 952.97 9.52.73 
16 0.20 0.02 0.500 0.75 959.44 959.08 959.02 959.05 
17 0.20 0.06 0.001 0.05 807.00 807.00 807.00 807.00 
18 0.20 0.06 0.001 0.25 835.00 835.00 835.00 835.00 
19 0.20 0.06 0.001 0.50 870.00 870.00 870.00 870.00 
20 0.20 0.06 0.001 0.75 905.00 905.00 905.00 905.00 
21 0.20 0.06 0.010 0.05 807.00 807.00 807.00 807.00 
22 0.20 0.06 0.010 0.25 835.00 835.00 835.00 835.00 
23 0.20 0.06 0.010 0.50 870.00 870.00 870.00 870.00 
24 0.20 0.06 0.010 0.75 905.00 905.00 905.00 905.00 
25 0.20 0.06 0.100 0.05 859.60 856.11 855.02 853.28 
26 0.20 0.06 0.100 0.25 870.23 866.25 865.91 863.74 
27 0.20 0.06 0.100 0.50 886.52 882.92 881.82 879.73 
28 0.20 0.06 0.100 0.75 907.54 905.00 905.00 905.00 
29 0.20 0.06 0.500 0.05 908.94 908.95 908.94 908.86 
30 0.20 0.06 0.500 0.25 910.25 910.25 910.24 910.17 
31 0.20 0.06 0.500 0.50 913.51 913.49 913.52 913.43 
32 0.20 0.06 0.500 0.75 919.60 919.60 919.58 919.56 
33 0.20 0.10 0.001 0.05 805.00 805.00 805.00 805.00 
34 0.20 0.10 0.001 0.25 825.00 825.00 825.00 825.00 
35 0.20 0.10 0.001 0.50 850.00 850.00 850.00 850.00 






































Pi P2 u .s ^1000(5) ES2 ESi ES, 
0.20 0.10 0.010 0.05 805.00 805.00 805.00 805.00 
0.20 0.10 0.010 0.25 825.00 825.00 825.00 825.00 
0.20 0.10 0.010 0.50 8.50.00 850.00 850.00 850.00 
0.20 0.10 0.010 0.75 875.00 875.00 875.00 875.00 
0.20 0.10 0.100 0.05 825.87 825.50 825.38 824.00 
0.20 0.10 0.100 0.25 835.92 835.55 835.28 834.06 
0.20 0.10 0.100 0.50 852.30 851.62 851.76 850.00 
0.20 0.10 0.100 0.75 875.00 875.00 875.00 875.00 
0.20 0.10 0.500 0.05 872.49 872.49 872.47 872.43 
0.20 0.10 0.500 0.25 873.81 873.81 873.81 873.77 
0.20 0.10 0.500 0.50 876.74 876.74 876.74 876.68 
0.20 0.10 0.500 0.75 882.39 882.39 882.39 882.34 
0.50 0.05 0.001 0.05 522.50 522.50 522.50 522.50 
0.50 0.05 0.001 0.25 612.50 612.50 612.50 612.50 
0.50 0.05 0.001 0.50 725.00 725.00 725.00 725.00 
0.50 0.05 0.001 0.75 837.50 837.50 837.50 837.50 
0.50 0.05 0.010 0.05 754.10 713.92 699.59 676.85 
0.50 0.05 0.010 0.25 792.72 752.11 730.90 719.24 
0.50 0.05 0,010 0.50 841.76 797.84 770.16 763.65 
0.50 0.05 0.010 0.75 891.87 837.50 837.50 837..50 
0.50 0.05 0.100 0.05 916.94 912.42 909.66 907.75 
0.50 0.05 0.100 0.25 921.19 916.84 913.53 911.78 
0.50 0.05 0.100 0.50 927.18 922.79 918.55 917.53 
0.50 0.05 0.100 0.75 934.16 929.09 928.17 927.77 
0.50 0.05 0.500 0.05 935.44 935.36 935.32 935.21 
0.50 0.05 0.500 0.25 936.02 935.99 935.91 935.81 
0.50 0.05 0.500 0.50 937.34 937.30 937.18 9.37.11 
0.50 0.05 0.500 0.75 939.50 939.28 939.23 939.19 
0.50 0.15 0.001 0.05 517.50 517.50 517.50 517.50 
0.50 0.15 0.001 0.25 587.50 587.50 587.50 587.50 
0.50 0.15 0.001 0.50 675.00 675.00 675.00 675.00 
0.50 0.15 0.001 0.75 762.50 762.50 762.50 762.50 
0.50 0.15 0.010 0.05 668.41 637.33 629.59 598.27 
0.50 0.15 0.010 0.25 703.05 671.55 658.53 632.01 
0.50 0.15 0.010 0.50 747.55 714.52 699.27 675.00 
0.50 0.15 0.010 0.75 793.68 762.50 762.50 762.50 
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case Pi P2 u s VioooC-s) ES2 ESi ES, 
73 0.50 0.15 0.100 0.05 815.01 811.87 809.94 808.17 
74 0.50 0.15 0.100 0.25 818.84 815.80 813.80 812.17 
75 0.50 0.15 0.100 0.50 824.51 821.57 819.54 817.93 
76 0.50 0.15 0.100 0.75 831.52 827.18 826.44 825.88 
77 0.50 0.15 0.500 0.05 8.35.12 835.12 835.10 8.35.00 
78 0.50 0.15 0.500 0.25 835.63 835.62 835.61 835..52 
79 0.50 0.15 0.500 0.50 836.77 836.76 836.75 836.66 
80 0.50 0.15 0.500 0.75 838.78 838.79 838.76 838.68 
81 0.50 0.25 0.001 0.05 512.50 512.50 512.50 512.50 
82 0.50 0.25 0.001 0.25 562.50 562.50 562.50 562.50 
83 0.50 0.25 0.001 0.50 625.00 625.00 625.00 625.00 
84 0.50 0.25 0.001 0.75 687.50 687.50 687.50 687.50 
85 0.50 0.25 0.010 0.05 583.72 566.21 564.61 532.62 
86 0.50 0.25 0.010 0.25 614.06 596.82 592.31 562.50 
87 0.50 0.25 0.010 0.50 653.91 634.68 625.00 625.00 
88 0.50 0.25 0.010 0.75 696.53 687.50 687.50 687.50 
89 0.50 0.25 0.100 0.05 712.80 711.17 710.39 707.55 
90 0.50 0.25 0.100 0.25 716.20 714.54 713.79 711.07 
91 0.50 0.25 0.100 0.50 721.53 719.86 719.01 716.51 
92 0.50 0.25 0.100 0.75 728.75 727.12 726.43 723.69 
93 0.50 0.25 0.500 0.05 736.17 736.18 736.16 736.07 
94 0.50 0.25 0.500 0.25 736.63 736.63 736.63 7.36.51 
95 0.50 0.25 0.500 0.50 737.60 737.59 737.60 737.48 
96 0.50 0.25 0.500 0.75 739.39 739.38 739.39 739.27 
97 0.80 0.08 0.001 0.05 331.19 315.18 305.69 236.00 
98 0.80 0.08 0.001 0.25 454.09 430.11 422.08 380.00 
99 0.80 0.08 0.001 0.50 608.04 560.00 560.00 560.00 
100 0.80 0.08 0.001 0.75 762.32 740.00 740.00 740.00 
101 0.80 0.08 0.010 0.05 802.13 783.16 761.94 730.22 
102 0.80 0.08 0.010 0.25 825.61 803.40 777.01 756.81 
103 0.80 0.08 0.010 0.50 855.24 832.13 822.31 807.54 
104 0.80 0.08 0.010 0.75 885.33 852.78 845.35 839.97 
105 0.80 0.08 0.100 0.05 901.92 900.76 899.56 896.19 
106 0.80 0.08 0.100 0.25 904.41 903.02 901.50 898.57 
107 0.80 0.08 0.100 0.50 907.76 906.81 904.47 902.12 





































•P\ V2 us Viooo(5) ES2 ESi ES, 
0.80 0.08 0.500 0.05 912.22 912.17 912.18 912.15 
0.80 0.08 0.500 0.25 912.62 912.59 912.61 912.61 
0.80 0.08 0.500 0.50 913.34 913.28 913.27 913.27 
0.80 0.08 0.500 0.75 914.50 914.49 914.48 913.95 
0.80 0.24 0.001 0.05 280.98 270.23 265.95 228.00 
0.80 0.24 0.001 0.25 380.55 364.15 340.00 340.00 
0.80 0.24 0.001 0.50 505.50 480.00 480.00 480.00 
0.80 0.24 0.001 0.75 631.00 620.00 620.00 620.00 
0.80 0.24 0.010 0.05 659.19 635.90 625.06 598.49 
0.80 0.24 0.010 0.25 678.72 656.61 643.66 614.83 
0.80 0.24 0.010 0.50 703.52 680.03 673.28 627.26 
0.80 0.24 0.010 0.75 728.90 699.79 697.08 679..36 
0.80 0.24 0.100 0.05 742.59 741.32 740.11 738.50 
0.80 0.24 0.100 0.25 744.66 743.34 741.93 740.50 
0.80 0.24 0.100 0.50 747.58 746.23 745.21 743.04 
0.80 0.24 0.100 0.75 750.98 749.85 748.76 747.48 
0.80 0.24 0.500 0.05 752.42 752.40 752.41 752.32 
0.80 0.24 0.500 0.25 752.73 752.73 752.70 752.54 
0.80 0.24 0.500 0.50 753.34 753.32 753.30 753.24 
0.80 0.24 0.500 0.75 754.29 754.28 754.27 754.20 
0.80 0.40 0.001 0.05 236.47 232.78 230.83 220.00 
0.80 0.40 0.001 0.25 311.64 300.00 300.00 .300.00 
0.80 0.40 0.001 0.50 406.25 400.00 400.00 400.00 
0.80 0.40 0.001 0.75 501.71 500.00 500.00 500.00 
0.80 0.40 0.010 0.05 515.46 494.09 486.52 451.05 
0.80 0.40 0.010 0.25 531.04 508.59 503.15 467.15 
0.80 0.40 0.010 0.50 551.09 .528.23 524.16 484.14 
0.80 0.40 0.010 0.75 571.94 547.97 545.40 500.00 
0.80 0.40 0.100 0.05 583.07 582.08 581.40 579.01 
0.80 0.40 0.100 0.25 584.73 583.78 583.26 580.81 
0.80 0.40 0.100 0.50 587.17 586.26 585.66 583.42 
0.80 0.40 0.100 0.75 590.21 589.08 .588.93 586.88 
0.80 0.40 0.500 0.05 593.05 593.05 593.04 592.91 
0.80 0.40 0.500 0.25 593.29 593.29 .593.29 593.16 
0.80 0.40 0.500 0.50 593.76 593.77 593.76 593.60 
0.80 0.40 0.500 0.75 594.54 594.54 594.54 594.48 
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Table E.2: Binary Case (for n = 1000): En 
case Pi P2 u s Euopt En2 En\ En, 
1 0.20 0.02 0.001 0.05 0.00 0.00 0.00 0.00 
2 0.20 0.02 0.001 0.25 0.00 0.00 0.00 0.00 
3 0.20 0.02 0.001 0.50 0.00 0.00 0.00 0.00 
4 0.20 0.02 0.001 0.75 0.00 0.00 0.00 0.00 
5 0.20 0.02 0.010 0.05 0.00 0.00 0.00 0.00 
6 0.20 0.02 0.010 0.25 0.00 0.00 0.00 0.00 
7 0.20 0.02 0.010 0.50 0.00 0.00 0.00 0.00 
8 0.20 0.02 0.010 0.75 0.00 0.00 0.00 0.00 
9 0.20 0.02 0.100 0.05 69.65 49.98 47.43 45.84 
10 0.20 0.02 0.100 0.25 58.13 39.10 36.48 35.23 
11 0.20 0.02 0.100 0.50 41.51 21.85 20.83 18.12 
12 0.20 0.02 0.100 0.75 21.98 3.31 0.00 0.00 
13 0.20 0.02 0.500 0.05 25.70 24.22 23.52 23.30 
14 0.20 0.02 0.500 0.25 24.54 22.53 22.25 22.14 
15 0.20 0.02 0.500 0.50 20.72 19.23 18.86 18.19 
16 0.20 0.02 0.500 0.75 14.62 12.38 12.20 12.11 
17 0.20 0.06 0.001 0.05 0.00 0.00 0.00 0.00 
18 0.20 0.06 0.001 0.25 0.00 0.00 0.00 0.00 
19 0.20 0.06 0.001 0.50 0.00 0.00 0.00 0.00 
20 0.20 0.06 0.001 0.75 0.00 0.00 0.00 0.00 
21 0.20 0.06 0.010 0.05 0.00 0.00 0.00 0.00 
22 0.20 0.06 0.010 0.25 0.00 0.00 0.00 0.00 
23 0.20 0.06 0.010 0.50 0.00 0.00 0.00 0.00 
24 0.20 0.06 0.010 0.75 0.00 0.00 0.00 0.00 
25 0.20 0.06 0.100 0.05 64.24 47.13 45.32 41.64 
26 0.20 0.06 0.100 0.25 52.90 35.96 33.82 30.61 
27 0.20 0.06 0.100 0.50 36.08 19.22 16.51 13.30 
28 0.20 0.06 0.100 0.75 12.95 0.00 0.00 0.00 
29 0.20 0.06 0.500 0.05 24.39 24.12 23.83 23.21 
30 0.20 0.06 0.500 0.25 23.03 22.76 22.46 21.82 
31 0.20 0.06 0.500 0.50 19.47 19.27 19.01 18.28 
32 0.20 0.06 0.500 0.75 12.88 12.67 12.50 12.17 
33 0.20 0.10 0.001 0.05 0.00 0.00 0.00 0.00 
34 0.20 0.10 0.001 0.25 0.00 0.00 0.00 0.00 
35 0.20 0.10 0.001 0.50 0.00 0.00 0.00 0.00 
36 0.20 0.10 0.001 0.75 0.00 0.00 0.00 0.00 
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case Pi P2 u s Efiopi En2 Erii En, 
37 0.20 0.10 0.010 0.05 0.00 0.00 0.00 0.00 
38 0.20 0.10 0.010 0.25 0.00 0.00 0.00 0.00 
39 0.20 0.10 0.010 0.50 0.00 0.00 0.00 0.00 
40 0.20 0.10 0.010 0.75 0.00 0.00 0.00 0.00 
41 0.20 0.10 0.100 0.05 45.24 38.18 36.87 30.38 
42 0.20 0.10 0.100 0.25 33.93 27.22 25.82 19.49 
43 0.20 0.10 0.100 0.50 16.27 8.53 7.71 0.00 
44 0.20 0.10 0.100 0.75 0.00 0.00 0.00 0.00 
45 0.20 0.10 0.500 0.05 21.17 21.17 21.18 20.08 
46 0.20 0.10 0.500 0,25 19.68 19.69 19.69 18.60 
47 0.20 0.10 0.500 0.50 16.45 i6.46 16.46 15.35 
48 0.20 0.10 0.500 0.75 10.25 10.24 10.24 9.18 
49 0.50 0.05 0.001 0.05 0.00 0.00 0.00 0.00 
50 0.50 0.05 . 0.001 0.25 0.00 0.00 0.00 0.00 
51 0.50 0.05 0.001 0.50 0.00 0.00 0.00 0.00 
52 0.50 0.05 0.001 0.75 0.00 0.00 0.00 0.00 
53 0.50 0.05 0.010 0.05 200.48 146.70 126.93 107.03 
54 0.50 0.05 0.010 0.25 159.60 108.80 91.67 75.37 
55 0.50 0.05 0.010 0.50 109.13 56.25 33.70 28.02 
56 0.50 0.05 0.010 0.75 56.16 0.00 0.00 0.00 
57 0.50 0.05 0.100 0.05 32.84 28.75 28.09 27.45 
58 0.50 0.05 0.100 0.25 28.37 24.81 23.63 23.08 
59 0.50 0.05 0.100 0.50 21.79 18.30 17.08 16.64 
60 0.50 0.05 0.100 0.75 14.77 10..54 10.30 10.13 
61 0.50 0.05 0.500 0.05 13.48 12.95 12.60 12.49 
62 0.50 0.05 0.500 0.25 12.60 12.35 12.11 11.97 
63 0.50 0.05 0.500 0.50 11.57 10.87 10.63 10.49 
64 0.50 0.05 0.500 0.75 9.19 8.30 8.18 8.12 
65 0.50 0.15 0.001 0.05 0.00 0.00 0.00 0.00 
66 0.50 0.15 0.001 0.25 0.00 0.00 0.00 0.00 
67 0.50 0.15 0.001 0.50 0.00 0.00 0.00 0.00 
68 0.50 0.15 0.001 0.75 0.00 0.00 0.00 0.00 
69 0.50 0.15 0.010 0.05 197.96 129.86 118.95 81.36 
70 0.50 0.15 0.010 0.25 159.65 92.36 79.04 44.65 
71 0.50 0.15 0.010 0.50 109.54 46.99 27.34 0.00 
72 0.50 0.15 0.010 0.75 57.39 0.00 0.00 0.00 
118 
case Pi P2 u .s EUopt En2 Erii En, 
73 0.50 0.15 0.100 0.05 37.64 32.55 31.59 30.70 
74 0.50 0.15 0.100 0.25 32.79 28.04 26.91 26.36 
75 0.50 0.15 0.100 0.50 26.04 21.57 20.33 19.70 
76 0.50 0.15 0.100 0.75 18.10 12.63 12.29 11.79 
77 0.50 0.15 0.500 0.05 14.77 14.57 14.43 14.03 
78 0.50 0.15 0.500 0.25 14.24 14.02 13.85 13.39 
79 0.50 0.15 0.500 0.50 12.80 12.60 12.44 12.10 
80 0.50 0.15 0.500 0.75 10.35 10.20 10.10 9.76 
81 0.50 0.25 0.001 0.05 0.00 0.00 0.00 0.00 
82 0.50 0.25 0.001 0.25 0.00 0.00 0.00 0.00 
83 0.50 0.25 0.001 0.50 0.00 0.00 0.00 0.00 
84 0.50 0.25 0.001 0.75 0.00 0.00 0.00 0.00 
85 0.50 0.25 0.010 0.05 183.35 108.24 97.37 31.62 
86 0.50 0.25 0.010 0.25 148.16 68.51 59.02 0.00 
87 0.50 0.25 0.010 0.50 97.98 20.30 0.00 0.00 
88 0.50 0.25 0.010 0.75 47.19 0.00 0.00 0.00 
89 0.50 0.25 0.100 0.05 42.65 37.46 36.32 34.08 
90 0.50 0.25 0.100 0.25 38.02 32.90 31.76 29.36 
91 0.50 0.25 0.100 0.50 31.11 25.90 24.75 22.52 
92 0.50 0.25 0.100 0.75 21.36 16.08 15..32 12.81 
93 0.50 0.25 0.500 0.05 15.14 15.14 15.17 14.16 
94 0.50 0.25 0.500 0.25 14.54 14.54 14.53 13.58 
95 0.50 0.25 0.500 0.50 13.23 13.23 13.24 12.29 
96 0.50 0.25 0.500 0.75 10.86 10.88 10.87 9.92 
97 0.80 0.08 0.001 0.05 482.56 342.62 288.78 0.00 
98 0.80 0.08 0.001 0.25 376.34 216.34 187.21 0.00 
99 0.80 0.08 0.001 0.50 254.33 0.00 0.00 0.00 
100 0.80 0.08 0.001 0.75 125.31 0.00 0.00 0.00 
101 0.80 0.08 0.010 0.05 126.11 116.03 113.13 105.22 
102 0.80 0.08 0.010 0.25 99.71 95.45 87.52 80.23 
103 0.80 0.08 0.010 0.50 68.83 59.04 57.26 53.01 
104 0.80 0.08 0.010 0.75 36.26 25.65 24.08 22.31 
105 0.80 0.08 0.100 0.05 18.92 17.51 17.29 16.73 
106 0.80 0.08 0.100 0.25 16.08 14.86 14.53 14.10 
107 0.80 0.08 0.100 0.50 12.76 11.31 10.70 10.39 
108 0.80 0.08 0.100 0.75 8.58 7.04 6.30 6.02 
00 
o 
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Table E.3: Binary Case (for n  = 1000): G  
P i  P 2  u  s  G o p t  G 2  C?i G ,  n r { s )  
0.20 0.02 0.001 0.05 1.00 1.00 1,00 1.00 809.00 
0.20 0.02 0.001 0.25 1.00 1.00 LOO 1.00 845.00 
0.20 0.02 0.001 0.50 1.00 1.00 LOO 1.00 890.00 
0.20 0.02 0.001 0.75 1.00 1.00 1.00 1.00 935.00 
0.20 0.02 0.010 0.05 1.00 1.00 LOO 1.00 809.00 
0.20 0.02 0.010 0.25 1.00 1.00 LOO 1.00 845.00 
0.20 0.02 0.010 0.50 1.00 1.00 LOO LOO 890.00 
0.20 0.02 0.010 0.75 1.00 1.00 1.00 1.00 9.35.00 
0.20 0.02 0.100 0.05 1.11 1.10 1.10 1.10 809.00 
0.20 0.02 0.100 0.25 1.08 1.07 1.07 1.06 845.00 
0.20 0.02 0.100 0.50 1.04 1.03 1.03 1.03 890.00 
0.20 0.02 0.100 0.75 1.01 1.00 LOO 1.00 935.00 
0.20 0.02 0.500 0.05 1.17 1.17 1.17 1.17 809.00 
0.20 0.02 0.500 0.25 1.12 1.12 1.12 L12 845.00 
0.20 0.02 0.500 0.50 1.07 1.07 1.07 1.07 890.00 
0.20 0.02 0.500 0.75 1.03 1.03 1.03 1.03 935.00 
0.20 0.06 0.001 0.05 1.00 1.00 1.00 1.00 807.00 
0.20 0.06 0.001 0.25 1.00 1.00 1.00 1.00 835.00 
0.20 0.06 0.001 0.50 1.00 1.00 LOO 1.00 870.00 
0.20 0.06 0.001 0.75 1.00 1.00 1.00 1.00 905.00 
0.20 0.06 0.010 0.05 1.00 LOO 1.00 1.00 807.00 
0.20 0.06 0.010 0.25 1.00 1.00 1.00 LOO 835.00 
0.20 0.06 0.010 0.50 1.00 1.00 1.00 1.00 870.00 
0.20 0.06 0.010 0.75 1.00 1.00 1.00 1.00 905.00 
0.20 0.06 0.100 0.05 1.07 1.06 1.06 1.06 807.00 
0.20 0.06 0.100 0.25 1.04 1.04 1.04 1.03 835.00 
0.20 0.06 0.100 0.50 1.02 1.01 1.01 1.01 870.00 
0.20 0.06 0.100 0.75 1.00 1.00 1.00 1.00 905.00 
0.20 0.06 0.500 0.05 1.13 1.13 1.13 1.13 807.00 
0.20 0.06 0.500 0.25 1.09 1.09 1.09 1.09 8.35.00 
0.20 0.06 0.500 0.50 1.05 1.05 1.05 1.05 870.00 
0.20 0.06 0.500 0.75 1.02 1.02 1.02 1.02 905.00 
0.20 0.10 0.001 0.05 1.00 1.00 1.00 1.00 805.00 
0.20 0.10 0.001 0.25 1.00 1.00 1.00 1.00 825.00 
0.20 0.10 0.001 0.50 1.00 1.00 LOO 1.00 850.00 
0.20 0.10 0.001 0.75 1.00 1.00 1.00 1.00 875.00 
1 2 1  
case Pi P2 u 3 Gopt G2 G, nr{s) 
37 0.20 0.10 0.010 0.05 1.00 1.00 1.00 1.00 805.00 
38 0.20 0.10 0.010 0.25 1.00 1.00 1.00 1.00 825.00 
39 0.20 0.10 0.010 0.50 1.00 1.00 1.00 1.00 850.00 
40 0.20 0.10 0.010 0.75 1.00 1.00 1.00 1.00 875.00 
41 0.20 0.10 0.100 0.05 1.03 1.03 1.03 1.02 805.00 
42 0.20 0.10 0.100 0.25 1.01 1.01 1.01 1.01 825.00 
43 0.20 0.10 0.100 0.50 1.00 1.00 1.00 1.00 850.00 
44 0.20 0.10 0.100 0.75 1.00 1.00 LOO 1.00 875.00 
45 0.20 0.10 0.500 0.05 1.08 1.08 1.08 1.08 805.00 
46 0.20 0.10 0.500 0.25 1.06 1.06 1.06 1.06 825.00 
47 0.20 0.10 0.500 0.50 1.03 1.03 1.03 1.03 850.00 
48 0.20 0.10 0.500 0.75 1.01 1.01 1.01 1.01 875.00 
49 0.50 0.05 0.001 0.05 1.00 1.00 1.00 1.00 522.50 
50 0.50 0.05 0.001 0.25 1.00 1.00 1.00 1.00 612..50 
51 0.50 0.05 0.001 0.50 1.00 1.00 1.00 1.00 725.00 
52 0.50 0.05 0.001 0.75 1.00 1.00 1.00 1.00 837.50 
53 0.50 0.05 0.010 0.05 1.44 1.37 1.34 1.30 522.50 
54 0.50 0.05 0.010 0.25 1.29 1.23 1.19 1.17 612.50 
55 0.50 0.05 0.010 0.50 1.16 1.10 1.06 1.05 725.00 
56 0.50 0.05 0.010 0.75 1.06 1.00 1.00 1.00 837.50 
57 0.50 0.05 0.100 0.05 1.75 1.75 1.74 1.74 522.50 
58 0.50 0.05 0.100 0.25 1.50 1.50 1.49 1.49 612.50 
59 0.50 0.05 0.100 0.50 1.28 1.27 1.27 1.27 725.00 
60 0.50 0.05 0.100 0.75 1.12 1,11 1.11 1.11 837.50 
61 0.50 0.05 0.500 0.05 1.79 1.79 1.79 1.79 522.50 
62 0.50 0.05 0.500 0.25 1.53 1.53 1.53 1.53 612.50 
63 0.50 0.05 0.500 0..50 1.29 1.29 1.29 1.29 725.00 
64 0.50 0.05 0.500 0.75 1.12 1.12 1.12 1.12 837.50 
65 0.50 0.15 0.001 0.05 1.00 1.00 1.00 1.00 517.50 
66 0.50 0.15 0.001 0.25 1.00 1.00 1.00 1.00 587.50 
67 0.50 0.15 0.001 0.50 1.00 1.00 1.00 1.00 675.00 
68 0.50 0.15 0.001 0.75 1.00 1.00 1.00 1.00 762.50 
69 0.50 0.15 0.010 0.05 1.29 1.23 1.22 1.16 517.50 
70 0.50 0.15 0.010 0.25 1.20 1.14 1.12 1.08 587.50 
71 0.50 0.15 0.010 0.50 1.11 1.06 1.04 1.00 675.00 
72 0.50 0.15 0.010 0.75 1.04 1.00 1.00 1.00 762.50 
122 
case Pi P 2  u  s Gopt G2 Gi G, n r ( s )  
73 0.50 0.15 0.100 0.05 1.57 1.57 1.57 1.56 517.50 
74 0.50 0.15 0.100 0.25 1.39 1.39 1.39 1.38 587.50 
75 0.50 0.15 0.100 0.50 1.22 1.22 1.21 1.21 675.00 
76 0.50 0.15 0.100 0.75 1.09 1.08 1.08 1.08 762.50 
77 0.50 0.15 0.500 0.05 1.61 1.61 1.61 1.61 517..50 
78 0.50 0.15 0.500 0.25 1.42 1.42 1.42 1.42 587.50 
79 0.50 0.15 0.500 0.50 1.24 1.24 1.24 1.24 675.00 
80 0..50 0.15 0..500 0.75 1.10 1.10 1.10 1.10 762.50 
81 0.50 0.25 0.001 0.05 1.00 1.00 1.00 1.00 512.50 
82 0.50 0.25 0.001 0.25 1.00 1.00 1.00 1.00 562.50 
83 0..50 0.25 0.001 0.50 1.00 1.00 1.00 1.00 625.00 
84 0.50 0.25 0.001 0.75 1.00 1.00 1.00 1.00 687.50 
85 0.50 0.25 0.010 0.05 1.14 1.10 1.10 1.04 512.50 
86 0.50 0.25 . 0.010 0.25 1.09 1.06 1.05 1.00 562.50 
87 0.50 0.25 0.010 0.50 1.05 1.02 1.00 1.00 625.00 
88 0.50 0.25 0.010 0.75 1.01 1.00 1.00 1.00 687.50 
89 0..50 0.25 0.100 0.05 1.39 1.39 1.39 1.38 512.50 
90 0..50 0.25 0.100 0.25 1.27 1.27 1.27 1.26 562.50 
91 0..50 0.25 0.100 0.50 1.15 1.15 1.15 1.15 625.00 
92 0..50 0.25 0.100 0.75 1.06 1.06 1.06 1.05 6S7.50 
93 0..50 0.25 0.500 0.05 1.44 1.44 1.44 1.44 512.50 
94 0.50 0.25 0.500 0.25 1.31 1.31 1.31 1.31 .562.50 
95 0.50 0.25 0..500 0.50 1.18 1.18 1.18 1.18 625.00 
96 0.50 0.25 0.500 0.75 1.08 1.08 1.08 1.08 687.50 
97 0.80 0.08 0.001 0.05 1.40 1.34 1.30 1.00 236.00 
98 0.80 0.08 0.001 0.25 1.19 1.13 1.11 1.00 380.00 
99 0.80 0.08 0.001 0.50 1.09 1.00 1.00 1.00 560.00 
100 0.80 0.08 0.001 0.75 1.03 1.00 1.00 1.00 740.00 
101 0.80 0.08 0.010 0.05 3.40 3.32 3.23 3.09 236.00 
102 0.80 0.08 0.010 0.25 2.17 2.11 2.04 1.99 380.00 
103 0.80 0.08 0.010 0.50 1.53 1.49 1.47 1.44 560.00 
104 0.80 0.08 0.010 0.75 1.20 1.15 1.14 1.14 740.00 
105 0.80 0.08 0.100 0.05 3.82 3.82 3.81 3.80 236.00 
106 0.80 0.08 0.100 0.25 2.38 2.38 2.37 2.36 380.00 
107 0.80 0.08 0.100 0.50 1.62 1.62 1.62 1.61 .560.00 



































Pi P 2  u  s  Gopt Gi Ga n r { s )  
0.80 0.08 0.500 0.05 3.87 3.87 3.87 3.87 236.00 
0.80 0.08 0.500 0.25 2.40 2.40 2.40 2.40 380.00 
0.80 0.08 0.500 0.50 1.63 1.63 1.63 1.63 560.00 
0.80 0.08 0.500 0.75 1.24 1.24 1.24 1.24 740.00 
0.80 0.24 0.001 0.05 1.23 1.19 1.17 1.00 228.00 
0.80 0.24 0.001 0.25 1.12 1.07 1.00 1.00 340.00 
0.80 0.24 0.001 0.50 1.05 1.00 1.00 1.00 480.00 
0.80 0.24 0.001 0.75 1.02 1.00 1.00 1.00 620.00 
0.80 0.24 0.010 0.05 2.89 2.79 2.74 2.62 228.00 
0.80 0.24 0.010 0.25 2.00 1.93 1.89 1.81 .340.00 
0.80 0.24 0.010 0.50 1.47 1.42 1.40 1.31 480.00 
0.80 0.24 0.010 0.75 1.18 1.13 1.12 1.10 620.00 
0.80 0.24 0.100 0.05 3.26 3.25 3.25 3.24 228.00 
0.80 0.24 0.100 0.25 2.19 2.19 2.18 2.18 340.00 
0.80 0.24 0.100 0.50 1.56 1.55 1.55 1.55 480.00 
0.80 0.24 0.100 0.75 1.21 1.21 1.21 1.21 620.00 
0.80 0.24 0.500 0.05 3.30 3.30 3.30 3.30 228.00 
0.80 0.24 0.500 0.25 2.21 2.21 2.21 2.21 340.00 
0.80 0.24 0.500 0.50 1.57 1.57 1.57 1.57 480.00 
0.80 0.24 0.500 0.75 1.22 1.22 1.22 1.22 620.00 
0.80 0.40 0.001 0.05 1.07 1.06 1.05 1.00 220.00 
0.80 0.40 0.001 0.25 1.04 1.00 1.00 1.00 .300.00 
0.80 0.40 0.001 0.50 1.02 1.00 1.00 1.00 400.00 
0.80 0.40 0.001 0.75 1.00 1.00 1.00 1.00 500.00 
0.80 0.40 0.010 0.05 2.34 2.25 2.21 2.05 220.00 
0.80 0.40 0.010 0.25 1.77 1.70 1.68 1.56 300.00 
0.80 0.40 0.010 0.50 1.38 1.32 1.31 1.21 400.00 
0.80 0.40 0.010 0.75 1.14 1.10 1.09 1.00 500.00 
0.80 0.40 0.100 0.05 2.65 2.65 2.64 2.63 220.00 
0.80 0.40 0.100 0.25 1.95 1.95 1.94 1.94 300.00 
0.80 0.40 0.100 0..50 1.47 1.47 1.46 1.46 400.00 
0.80 0.40 0.100 0.75 1.18 1.18 1.18 1.17 500.00 
0.80 0.40 0.500 0.05 2.70 2.70 2.70 2.70 220.00 
0.80 0.40 0.500 0.25 1.98 1.98 1.98 1.98 300.00 
0.80 0.40 0.500 0.50 1.48 1.48 1.48 1.48 400.00 
0.80 0.40 0.500 0.75 1.19 1.19 1.19 1.19 500.00 
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APPENDIX F. CONTINUOUS TEST RESULTS CASE: PLOTS OF 
CUTOFF POINTS 
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For n = 25 
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For n = 25 
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For n = 25 
* : binary optimal 
+ : nomnal 
—: scale exp 
: location exp 
- : 1-step 
^ 0 . 4  
0.2 
20 
no. of systems tested 
Forn = 100 
0.8 
0.6 
* : binary optimal 
+ : normal 
—: scale exp 
: location exp 
- : 1-step 
= 0.4 
0.2 
40 50 60 
no. of systems tested 
100 
Figure F.8: Plots of Cutoff Points for Case: pi =0.50 p2 =0.05 u =0.50 
133 







* : binary optimal 
+ : normal 
—; scale exp 
: location exp 
- : 1-step 
X : Segiie 
*.1/ Si* Sli* *>•/ Sl<* M/ *di* M/ *.h* ^b• Mi* M/ ^ ' y x  X  X  X  X — x x x x x x x x x x x x x x x — x  x —x x x 
5 10 15 20 25 
no. of systems tested 
Forn = 100 
T 1 r-
* : binary optimal 
+ : normal 
—: scale exp 
: location exp 
- : 1-step 
X : Segiie 
o.^r 
"ilr ""i- -+ + 
* 3K~ -I- J-
ao.6 
40 50 60 70 
no. of systems tested 
Figure F.9: Plots of Cutoff Points for Case: pi =0.50 p2 =0.15 u =0.10 
134 
For n = 25 
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For n = 25 
* : binary optimal 
+ : normal 
—: scale exp 
; location exp 





no. of systems tested 
Forn = 100 
•B.0.6 
* : binary optimal 
+ ; nomnal 
—: scale exp 
.-: location exp 
- : 1-step 




no. of systems tested 
Figure F.12: Plots of Cutoff Points for Case: pi =0.50 p2 =0.25 u =0.50 
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APPENDIX G. CONTINUOUS TEST RESULTS CASE: FOR n = 25 
Key for Table Headings 
ESopt = estimated value of K(s) using the optimal cutoff points 
ESb = estimated expected number of remaining effective systems 
using the "binary optimal" cutoff points 
ESi = estimated expected number of remaining effective systems 
using the "one-step" cutoff points 
ES, = estimated expected number of remaining effective systems 
using the "Seglie" cutoff points 
nr(s) = mean no. of systems available with no developmental testing 
Euopt = estimated no. of systems tested using the "actual optimal" cutoff points 
Eub = estimated no. of systems tested using the "binary optimal" cutoff points 
Eni = estimated no. of systems tested using the "one-step" cutoff points 
Eug = estimated no. of systems tested using the "Seglie" cutoff points 
r< _ v«(») 
"-"•op' ~ nr(i) 
- nrls) 
r - Mii. 
r' — ES. 
~ nT(s) 
ckopt indicates the result of testing HqI 
ckb indicates the result of testing Hq'. 
ck\ indicates the result of testing 
ck, indicates the result of testing Hq. 
ESopt = l^n(5) 
ESb = Vn{s) 
ESi = 
ES, = 
** : significant at a = .01 
* : significant at a = .05 
. ; not significant 
na : zero standard error 
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Table G.l: Normal Case (for n = 25): ES 
case Pi P2 u s V2sis) ESopt ESb ESi ES, 
1 0.80 0.08 0.10 0.05 11.92 11.87 11.88 11.73 9.52 
2 0.80 0.08 0.10 0.25 13.86 13.80 13.84 13.62 11.84 
3 0.80 0.08 0.10 0.50 16.42 16.40 16.43 16.13 14.00 
4 0.80 0.08 0.10 0.75 19.09 19.07 19.09 18..50 18.50 
case Pi P2 u s V2s{s) ESopt ESb ESi ES, 
5 0.80 0.08 0.50 0.05 18.98 18.98 18.97 18.95 18.94 
6 0.80 0.08 0.50 0.25 19.40 19.42 19.39 19.37 19.31 
7 0.80 0.08 0.50 0..50 20.04 20.04 20.01 20.02 19.99 
8 0.80 0.08 0.50 0.75 20.83 20.83 20.84 20.82 20.79 
case Pi P2 u V2s{s) ESopt ESb ESi ES, 
9 0.80 0.24 0.10 0.05 9.47 9.50 9..38 9.33 6.49 
10 0.80 0.24 0.10 0.25 11.03 11.01 10.99 10.96 8.50 
11 0.80 0.24 0.10 0.50 13.16 13.17 13.10 13.05 12.00 
12 0.80 0.24 0.10 0.75 15.52 15.49 15.50 15.50 15.50 
case Pi P2 u s V2B{S) ESopt ESb ESi ES, 
13 0.80 0.24 0.50 0.05 15.20 15.18 15.21 15.19 15.06 
14 0.80 0.24 0.50 0.25 15.51 15.51 15.51 15.50 15.39 
15 0.80 0.24 0.50 0.50 16.07 16.07 16.07 16.05 15.94 
16 0.80 0.24 0.50 0.75 16.84 16.85 16.84 16.83 16.72 
case Pi P2 u s ^25(^) ESopt ESb ESi ES, 
17 0.80 0.40 0.10 0.05 7.44 7.43 7.43 7.39 5.50 
18 0.80 0.40 0.10 0.25 8.61 8.60 8.63 8.56 7.50 
19 0.80 0.40 0.10 0.50 10.31 10.31 10.28 10.00 10.00 
20 0.80 0.40 0.10 0.75 12.50 12.50 12.50 12.50 12.50 
case Pi P2 u s V^25(^) ESopt ESb ESi ES, 
21 0.80 0.40 0.50 0.05 11.82 11.82 11.82 11.82 11..54 
22 0.80 0.40 0.50 0.25 12.06 12.05 12.04 12.06 11.79 
23 0.80 0.40 0.50 0.50 12.49 12.50 12.49 12.48 12.22 
24 0.80 0.40 0.50 0.75 13.17 13.17 13.17 13.18 12.50 
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case Pi P2 u s VM ESopt ESb ESi ES, 
25 0.50 0.05 0.10 0.05 13.06 13.06 13.06 13.06 13.06 
26 0.50 0.05 0.10 0.25 15.31 15.31 15.31 15.31 15.31 
27 0.50 0.05 0.10 0.50 18.13 18.13 18.13 18.13 18.13 
28 0.50 0.05 0.10 0.75 20.94 20.94 20.94 20.94 20.94 
case Pi P2 u s ^25(5) ESopt ESf, ES, 
29 0.50 0.05 0.50 0.05 18.09 18.12 18.07 18.08 17.91 
30 0.50 0.05 0.50 0.25 18.73 18.71 18.73 18.71 18.54 
31 0.50 0.05 0.50 0.50 19.77 19.79 19.74 19.71 19.62 
32 0.50 0.05 0.50 0.75 21.06 21.06 20.94 20.94 20.94 
case Pi P2 u s 145(5) ESopt ESb ESi ES, 
33 0.50 0.15 0.10 0.05 12.94 12.94 12.94 12.94 12.94 
34 0.50 0.15 0.10 0.25 14.69 14.69 14.69 14.69 14.69 
35 0.50 0.15 0.10 0.50 16.87 16.88 16.88 16.88 16.88 
36 0.50 0.15 0.10 0.75 19.06 19.06 19.06 19.06 19.06 
case Pi P2 u .5 V^sis) ESopt ESb ESi ES, 
37 0.50 0.15 0.50 0.05 16.03 16.06 16.05 16.00 15.66 
38 0.50 0.15 0.50 0.25 16.53 16.51 16.54 16.54 16.29 
39 0.50 0.15 0.50 0.50 17.48 17.50 17.47 17.49 17.36 
40 0.50 0.15 0.50 0.75 19.06 19.06 19.06 19.06 19.06 
case Pi P2 u s ^25(5) ESopt ESb ESi ES, 
41 0.50 0.25 0.10 0.05 12.81 12.81 12.81 12.81 12.81 
42 0.50 0.25 0.10 0.25 14.06 14.06 14.06 14.06 14.06 
43 0.50 0.25 0.10 0.50 15.63 15.63 15.63 15.63 15.63 
44 0.50 0.25 0.10 0.75 17.19 17.19 17.19 17.19 17.19 
case Pi P2 u .s 145(5) ESopt ESb ESi ES. 
45 0.50 0.25 0.50 0.05 14.52 14.50 14.51 14.51 14.42 
46 0.50 0.25 0.50 0.25 14.94 14.94 14.94 14.95 14.79 
47 0.50 0.25 0.50 0.50 15.78 15.78 15.77 15.78 15.63 
48 0.50 0.25 0.50 0.75 17.19 17.19 17.19 17.19 17.19 
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Table G.2: Normal Case (for n = 25): En 
case Pi P2 u s Euopt Eub Eui En, 
1 0.80 0.08 0.10 0.05 10.15 10.01 9.00 3.96 
2 0.80 0.08 0.10 0.25 8.28 8.10 7.07 3.04 
3 0.80 0.08 0.10 0.50 5.75 5.62 4.76 0.00 
4 0.80 0.08 0.10 0.75 3.29 3.17 0.00 0.00 
case Pi P2 u 5 En^pt Eub En-i En, 
5 0.80 0.08 0.50 0.05 3.91 3.89 3.77 3.66 
6 0.80 0.08 0.50 0.25 3.43 3.44 3.30 3.23 
7 0.80 0.08 0.50 0.50 2.77 2.77 2.62 2.51 
8 0.80 0.08 0.50 0.75 1.96 1.93 1.84 1.77 
case Pi P2 u s Efiopt Eub Eux En, 
9 0.80 0.24 0.10 0.05 9.30 9.24 8.14 1.00 
10 0.80 0.24 0.10 0.25 7.51 7.36 6.07 0.00 
11 0.80 0.24 0.10 0.50 5.07 4.98 3.61 0.00 
12 0.80 0.24 0.10 0.75 2.65 0.00 0.00 0.00 
case Pi P2 u s Euopt Erib Eni En, 
13 0.80 0.24 0.50 0.05 4.14 4.03 3.97 3.56 
14 0.80 0.24 0.50 0.25 3.73 3.64 3.57 3.13 
15 0.80 0.24 0.50 0.50 2.98 2.92 2.83 2.45 
16 0.80 0.24 0.50 0.75 2.02 1.96 1.85 1.49 
case Pi P2 u .s Eriopt Eub Eui En, 
17 0.80 0.40 0.10 0.05 7.78 7.45 6.95 0.00 
18 0.80 0.40 0.10 0.25 6.03 5.65 4.97 0.00 
19 0.80 0.40 0.10 0.50 3.57 3.25 0.00 0.00 
20 0.80 0.40 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s Etiopi Eub Eui En, 
21 0.80 0.40 0.50 0.05 4.01 3.92 3.92 2.91 
22 0.80 0.40 0.50 0.25 3.64 3.54 3.52 2.54 
23 0.80 0.40 0.50 0.50 2.89 2.79 2.80 1.83 
24 0.80 0.40 0.50 0.75 1.76 1.65 1.65 0.00 
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case Pi P2 u s Euopt Eub Erii En, 
25 0.50 0.05 0.10 0.05 0.00 0.00 0.00 0.00 
26 0.50 0.05 0.10 0.25 0.00 0.00 0.00 0.00 
27 0.50 0.05 0.10 0.50 0.00 0.00 0.00 0.00 
28 0.50 0.05 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s Euopt Erib Erii En, 
29 0.50 0.05 0.50 0.05 4.71 4.51 4.46 3.85 
30 0..50 0.05 0.50 0.25 4.08 3.81 3.77 3.23 
31 0.50 0.05 0.50 0.50 2.99 2.81 2.78 2.31 
32 0..50 0.05 0.50 0.75 1.87 0.00 0.00 0.00 
case Pi P2 u s Euopt Erib Erii En, 
33 0.50 0.15 0.10 0.05 0.00 0.00 0.00 0.00 
34 0.50 0.15 0.10 0.25 0.00 0.00 0.00 0.00 
35 0.50 0.15 0.10 0.50 0.00 0.00 0.00 0.00 
36 0.50 0.15 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s Euopt Eub Erii En, 
37 0.50 0.15 0.50 0.05 3.74 3.66 3.70 2.09 
38 0.50> 0.15 0.50 0.25 3.22 3.09 3.09 1.76 
39 0.50 0.15 0.50 0.50 2.10 2.02 1.99 1.25 
40 0.50 0.15 0.50 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u 5 Efiopt Eub Erii En, 
41 0.50 0.25 0.10 0.05 0.00 0.00 0.00 0.00 
42 0.50 0.25 0.10 0.25 0.00 0.00 0.00 0.00 
43 0.50 0.25 0.10 0.50 0.00 0.00 0.00 0.00 
44 0.50 0.25 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s Eriopt Eub Eui En, 
45 0.50 0.25 0.50 0.05 3.00 2.98 2.98 1.97 
46 0.50 0.25 0.50 0.25 2.10 2.08 2.06 1.33 
47 0.50 0.25 0.50 0.50 1.32 1.32 1.31 0.00 
48 0.50 0.25 0.50 0.75 0.00 0.00 0.00 0.00 
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Table G.3: Normal Case (for n = 25): G 
case Pi P2 u s Gopt Gb Gi Ga 
1 0.80 0.08 0.10 0.05 2.01 2.01 1.99 1.61 
2 0.80 0.08 0.10 0.25 1.45 1.46 1.43 1.25 
3 0.80 0.08 0.10 0.50 1.17 1.17 1.15 1.00 
4 0.80 0.08 0.10 0.75 1.03 1.03 1.00 1.00 
case Pi P2 u .s Gopt C?6 Gs 
5 0.80 0.08 0.50 0.05 3.22 3.22 3.21 3.21 
6 0.80 0.08 0..50 0.25 2.04 2.04 2.04 2.03 
7 0.80 0.08 0.50 0.50 1.43 1.43 1.43 1.43 
8 0.80 0.08 0.50 0.75 1.13 1.13 1.13 1.12 
case Pi P2 u .s Gopt C?6 Gs 
9 0.80 0.24 0.10 0.05 1.67 1.65 1.64 1.14 
10 0.80 0.24 0.10 0.25 1.30 1.29 1.29 1.00 
11 0.80 0.24 0.10 0.50 1.10 1.09 1.09 1.00 
12 0.80 0.24 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u .s Gopt Gb Gi Gs 
13 0.80 0.24 0.50 0.05 2.66 2.67 2.67 2.64 
14 0.80 0.24 0.50 0.25 1.82 1.82 1.82 1.81 
15 0.80 0.24 0.50 0.50 1,34 1.34 1.34 1.33 
16 0.80 0.24 0.50 0.75 1,09 1.09 1.09 1.08 
case Pi P2 u .s Gopt Gb Gi Gs 
17 0.80 0.40 0.10 0.05 1,35 1.35 1.34 1.00 
18 0.80 0.40 0.10 0.25 1,15 1.15 1.14 1.00 
19 0.80 0.40 0.10 0.50 1.03 1.03 1.00 1.00 
20 0.80 0.40 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb Gi G. 
21 0.80 0.40 0.50 0.05 2.15 2.15 2.15 2.10 
22 0.80 0.40 0.50 0.25 1.61 1.61 1.61 1.57 
23 0.80 0.40 0.50 0.50 1.25 1.25 1.25 1.22 
24 0.80 0.40 0.50 0.75 1.05 1.05 1.05 1.00 
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case Pi P2 u s Ggpi G, G\ G, 
25 0.50 0.05 0.10 0.05 1.00 1.00 1.00 1.00 
26 0.50 0.05 0.10 0.25 1.00 1.00 1.00 1.00 
27 0.50 0.05 0.10 0.50 1.00 1.00 1.00 1.00 
28 0.50 0.05 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb G, G, 
29 0.50 0.05 0.50 0.05 1.39 1.38 1..38 1.37 
30 0.50 0.05 0.50 0.25 1.22 1.22 1.22 1.21 
31 0.50 0.05 0.50 0.50 1.09 1.09 1.09 1.08 
32 0.50 0.05 0.50 0.75 1.01 1.00 1.00 1.00 
case Pi P2 u .s Gopt Gi G, 
33 0.50 0.15 0.10 0.05 1.00 1.00 1.00 1.00 
34 0.50 0.15 0.10 0.25 LOO 1.00 1.00 1.00 
35 0.50 0.15 0.10 0.50 1.00 1.00 1.00 1.00 
36 0.50 0.15 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt G, G\ G, 
37 0.50 0.15 0.50 0.05 1.24 1.24 1.24 1.21 
38 0.50 0.15 0.50 0.25 1.12 1.13 1.13 1.11 
39 0.50 0.15 0.50 0.50 1.04 1.03 1.04 1.03 
40 0.50 0.15 0.50 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt G, Gi G, 
41 0.50 0.25 0.10 0.05 1.00 1.00 1.00 1.00 
42 0.50 0.25 0.10 0.25 1.00 1.00 1.00 1.00 
43 0.50 0.25 0.10 0.50 1.00 1.00 1.00 1.00 
44 0..50 0.25 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u 3 Gopt G, G\ G, 
45 0.50 0.25 0.50 0.05 1.13 1.13 1.13 1.13 
46 0.50 0.25 0.50 0.25 1.06 1.06 1.06 1.05 
47 0.50 0.25 0.50 0.50 1.01 1.01 1.01 1.00 
48 0.50 0.25 0.50 0.75 1.00 1.00 1.00 1.00 
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Table G.4: Normal Case (for n 
case Pi P2 u 3 
1 0.80 0.08 0.10 0.05 
2 0.80 0.08 0.10 0.25 
3 0.80 0.08 0.10 0.50 
4 0.80 0.08 0.10 0.75 
case Pi P2 u s 
5 0.80 0.08 0.50 0.05 
6 0.80 0.08 0.50 0.25 
7 0.80 0.08 0.50 0.50 
8 0.80 0.08 0.50 0.75 
case Pi P2 u s 
9 0.80 0.24 0.10 0.05 
10 0.80 0.24 0.10 0.25 
11 0.80 0.24 0.10 0.50 
12 0.80 0.24 0.10 0.75 
case Pi P2 u 
13 0.80 0.24 0.50 0.05 
14 0.80 0.24 0.50 0.25 
15 0.80 0.24 0.50 0.50 
16 0.80 0.24 0.50 0.75 
case Pi P2 u s 
17 0.80 0.40 0.10 0.05 
18 0.80 0.40 0.10 0.25 
19 0.80 0.40 0.10 0.50 
20 0.80 0.40 0.10 0.75 
case Pi P2 u s 
21 0.80 0.40 0.50 0.05 
22 0.80 0.40 0.50 0.25 
23 0.80 0.40 0.50 0.50 
24 0.80 0.40 0.50 0.75 
25): Tests of Hypotheses 
cfcopt ckb cki ck. 
* *  * *  
* *  * *  
* *  * *  
na na 
ckgpl cA-'b cA'i ck. 
*  *  
* *  
* *  
* +  
ckgpl ckb cki ck. 
* * *  * *  
na 
• 
* *  na 
na na na 
ckopt cki, cki ck^ 
* *  
* *  
* *  
* *  
ckgpt ckb cki ck. 
, *  * *  
. 
*  na 
. na na 
na na na na 
cfc(jpt ckb cki ck. 
* *  
* +  
* *  
na 
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case Pi P2 u s cKpt ckb cki ck. 
25 0.50 0.05 0.10 0.05 na na na na 
26 0.50 0.05 0.10 0.25 na na na na 
27 0.50 0.05 0.10 0.50 na na na na 
28 0.50 0.05 0.10 0.75 na na na na 
case Pi P2 u s Chgpt ckb cki ck. 
29 0.50 0.05 0.50 0.05 ** 
30 0.50 0.05 0.50 0.25 ** 
31 0.50 0.05 0.50 0.50 , ** ** 
32 0.50 0.05 0.50 0.75 , na na na 
case Pi Pi u s cA'opt ckb cki ck^ 
33 0.50 0.15 0.10 0.05 na na na na 
34 0.50 0.15 0.10 0.25 na na na na 
35 0.50 0.15 0.10 0.50 na na na na 
36 0.50 0.15 0.10 0.75 na na na na 
case Pi P2 u .s ckppt ckb cki ck. 
37 0.50 0.15 0.50 0.05 , * ** 
38 0.50 0.15 0..50 0.25 ** 
39 0..50 0.15 0.50 0.50 ** 
40 0.50 0.15 0.50 0.75 na na na na 
case Pi P2 u s Ckgpt ckb cki ck. 
41 0.50 0.25 0.10 0.05 na na na na 
42 0.50 0.25 0.10 .0.25 na na na na 
43 0.50 0.25 0.10 0.50 na na na na 
44 0.50 0.25 0.10 0.75 na na na na 
case Pi Pi u .s Ckgpt ckb cki ckt 
45 0.50 0.25 0.50 0.05 ** 
46 0.50 0.25 0.50 0.25 ** 
47 0.50 0.25 0.50 0.50 * na 
48 0.50 0.25 0.50 0.75 na na na na 
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Table G.5: Scale Exponential Case (for n = 25): ES 
case Pi P2 u s V25{S) ESopt ESb ESi ES, 
1 0.80 0,08 0.10 0.05 11.45 11.40 11.44 11.09 9.06 
2 0.80 0.08 0.10 0.25 13.37 13.33 13.48 12.94 11.44 
3 0.80 0.08 0.10 0.50 16.03 16.03 16.00 15.78 14.00 
4 0.80 0.08 0.10 0.75 18.95 18.91 18.94 18.50 18.50 
case Pi P2 u s VM ES,,t ESb ESi ES, 
5 0.80 0.08 0.50 0.05 18.44 18.45 18.46 18.38 18.30 
6 0.80 0.08 0.50 0.25 18.83 18.81 18.82 18.77 18.70 
7 0.80 0.08 0.50 0.50 19.51 19.53 19.52 19.41 19.38 
8 0.80 0.08 0.50 0.75 20.54 20.54 20.55 20.49 20.44 
case Pi P2 u s F25(^) ESopt ESb ESi ES, 
9 0.80 0.24 0.10 0.05 9.32 9.38 9.35 9.20 6.49 
10 0.80 0.24 0.10 0.25 10.88 10.93 10.91 10.62 8.50 
11 0.80 0.24 0.10 0.50 13.08 13.07 13.09 12.95 12.00 
12 0.80 0.24 0.10 0.75 15.56 15.57 15.50 15.50 15.50 
case Pi P2 u s ^25(^) ESopt ESb ESi ES, 
13 0.80 0.24 0.50 0.05 15.07 15.07 15.06 15.04 14.82 
14 0.80 0.24 0.50 0.25 15.36 15.36 15.36 15.34 15.14 
15 0.80 0.24 0.50 0.50 15.94 15.92 15.95 15.93 15.70 
16 0.80 0.24 0..50 0.75 16.80 16.80 16.80 16.79 16.73 
case Pi P2 u .s ^25(5) ESopt ESb ESi ES, 
17 0.80 0.40 0.10 0.05 7.45 7.44 7.47 7.37 5.50 
18 0.80 0.40 0.10 0.25 8.63 8.68 8.61 8.51 7.50 
19 0.80 0.40 0.10 0.50 10.37 10.41 10.35 10.00 10.00 
20 0.80 0.40 0.10 0.75 12.50 12.50 12.50 12.50 12.50 
case Pi P2 u s ^25(5) ESopt ESb ESi ES, 
21 0.80 0.40 0.50 0.05 11.86 11.85 11.86 11.84 11.50 
22 0.80 0.40 0..50 0.25 12.08 12.07 12.08 12.08 11.76 
23 0.80 0.40 0.50 0.50 12.53 12.53 12.53 12.53 12.16 
24 0.80 0.40 0.50 0.75 13.23 13.23 13.23 13.22 12.50 
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case P2 u s V2,is) ESopt ESb ESi ES, 
25 0.50 0.05 0.10 0.05 13.06 13.06 13.06 13.06 13.06 
26 0..50 0.05 0.10 0.25 15.31 15.31 15.31 15.31 15.31 
27 0.50 0.05 0.10 0.50 18.13 18.13 18.13 18.13 18.13 
28 0.50 0.05 0.10 0.75 20.94 20.94 20.94 20.94 20.94 
case Pi P2 u s Vids) ESopt ESb E5i ES, 
29 0.50 0.05 0.50 0.05 17.61 17.59 17.61 17.63 17.51 
30 0.50 0.05 0.50 0.25 18.16 18.16 18.16 18.16 18.07 
31 0.50 0.05 0.50 0..50 19.27 19.28 19.29 19.28 19.19 
32 0.50 0.05 0.50 0.75 20.94 20.94 20.94 20.94 20.94 
case Pi P2 u s ^^25(5) ESopt ESb ESr ES, 
33 0.50 0.15 0.10 0.05 12.94 12.94 12.94 12.94 12.94 
34 0.50 0.15 0.10 0.25 14.69 14.69 14.69 14.69 14.69 
35 0.50 0.15 0.10 0.50 16.87 16.88 16.88 16.88 16.88 
36 0.50 0.15 0.10 0.75 19.06 19.06 19.06 19.06 19.06 
case Pi P2 u .s V'25{^) ESgpt ESb ESi ES, 
37 0.50 0.15 0.50 0.05 15.93 15.95 15.91 15.93 15.66 
38 0.50 0.15 0.50 0.25 16.38 16.38 16.38 16.40 16.18 
39 0.50 0.15 0.50 0.50 17.37 17.37 17.37 17.38 17.28 
40 0.50 0.15 0.50 0.75 19.06 19.06 19.06 19.06 19.06 
case Pi P2 u 3 V25(^) ESopt ESb ESi ES, 
41 0.50 0.25 0.10 0.05 12.81 12.81 12.81 12.81 12.81 
42 0.50 0.25 0.10 0.25 14.06 14.06 14.06 14.06 14.06 
43 0.50 0.25 0.10 0.50 15.63 15.63 15.63 15.63 15.63 
44 0.50 0.25 0.10 0.75 17.19 17.19 17.19 17.19 17.19 
case Pi P2 u s V2s{s) ESopt ESb ESi ES, 
45 0.50 0.25 0.50 0.05 14.50 14.50 14.50 14.50 14.43 
46 0.50 0.25 0.50 0.25 14.91 14.92 14.92 14.91 14.70 
47 0.50 0.25 0.50 0.50 15.76 15.76 15.76 15.76 15.63 
48 0.50 0.25 0.50 0.75 17.19 17.19 17.19 17.19 17.19 
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Table G.6: Scale Exponential Case (for n = 25): En 
case Pi P2 u s Euopt Eub Eni En, 
1 0.80 0.08 0.10 0.05 9.93 9.77 7.96 3.48 
2 0.80 0.08 0.10 0.25 8.09 7.86 5.85 2.53 
3 0.80 0.08 0.10 0.50 5.28 5.20 3.82 0.00 
4 0.80 0.08 0.10 0.75 2.94 2.86 0.00 0.00 
case Pi P2 u s Euopt Enb Eni En, 
5 0.80 0.08 0.50 0.05 4.11 4.01 3.71 3.54 
6 0.80 0.08 0.50 0.25 3.71 3.63 3.34 3.18 
7 0.80 0.08 0.50 0.50 2.99 2.92 2..59 2.34 
8 0.80 0.08 0.50 0.75 1.86 1.80 1.67 1.57 
case Pi P2 u 5 Euopt Eub Eui En, 
9 0.80 0.24 0.10 0.05 9.06 8.74 7.46 1.00 
10 0.80 0.24 0.10 0.25 7.28 6.94 5.32 0.00 
11 0.80 0.24 0.10 0.50 4.61 4.26 3.23 0.00 
12 0.80 0.24 0.10 0.75 2.41 0.00 0.00 0.00 
case Pi P2 u s En^pt Enb En-i En, 
1.3 0.80 0.24 0.50 0.05 4.18 4.05 3.94 3.29 
14 0.80 0.24 0.50 0.25 3.79 3.62 3.49 2.91 
15 0.80 0.24 0.50 0.50 3.05 2.90 2.83 2.16 
16 0.80 0.24 0.50 0.75 1.79 1.63 1.53 1.34 
case Pi P2 u Enopt Enb Eui En, 
17 0.80 0.40 0.10 0.05 7.79 7.06 6.55 0.00 
18 0.80 0.40 0.10 0.25 5.96 5.41 4.45 0.00 
19 0.80 0.40 0.10 0.50 3.30 2.91 0.00 0.00 
20 0.80 0.40 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u 3 Enopt Enb Eni En, 
21 0.80 0.40 0.50 0.05 4.02 3.85 3.88 2.75 
22 0.80 0.40 0.50 0.25 3.65 3.43 3.44 2.48 
23 0.80 0.40 0.50 0.50 2.85 2.71 2.71 1.64 
24 0.80 0.40 0.50 0.75 1.58 1.42 1.43 0.00 
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case Pi P2 u s Euopt Erib Erii En, 
25 0.50 0.05 0.10 0.05 0.00 0.00 0.00 0.00 
26 0.50 0.05 0.10 0.25 0.00 0.00 0.00 0.00 
27 0.50 0.05 0.10 0.50 0.00 0.00 0.00 0.00 
28 0.50 0.05 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u 3 Euopt Erib Erii En, 
29 0.50 0.05 0.50 0.05 4.24 4.11 4.03 3.53 
30 0.50 0.05 0.50 0.25 3.67 3.56 3.47 2.98 
31 0.50 0.05 0.50 0.50 2.47 2.32 2.23 1.78 
32 0.50 0.05 0,50 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u Euopt Erib Erii En, 
33 0.50 0.15 0.10 0.05 0.00 0.00 0.00 0.00 
34 0.50 0.15 0.10 0.25 0.00 0.00 0.00 0.00 
35 0.50 0,15 0.10 0.50 0.00 0.00 0.00 0.00 
36 0.50 0.15 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s Eriopt Erib Erii En, 
37 0.50 0.15 0.50 0.05 3.50 3.51 3.49 2.21 
38 0.50 0.15 0.50 0.25 3.02 2.98 2.96 1.84 
39 0.50 0.15 0.50 0.50 1.76 1.71 1.70 1.08 
40 0.50 0.15 0.50 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u a Eriopt Eni, Erii En, 
41 0.50 0.25 0.10 0.05 0.00 0.00 0.00 0.00 
42 0.50 0.25 0.10 0.25 0.00 0.00 0.00 0.00 
43 0.50 0.25 0.10 0.50 0.00 0.00 0.00 0.00 
44 0.50 0.25 0.10 0.75 0.00 0.00 0.00 0,00 
case Pi P2 u s Eriopt Erib Erii En, 
45 0.50 0.25 0.50 0.05 2.87 2.87 2.88 1.95 
46 0.50 0.25 0.50 0.25 2.17 2.17 2.18 1.15 
47 0.50 0.25 0.50 0.50 1.18 1.18 1.17 0.00 
48 0.50 0.25 0.50 0.75 0.00 0.00 0.00 0,00 
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Table G.7: Scale Exponential Case (for n = 25): G 
case Pi P2 u 3 G opt Gb Gi G, 
1 0.80 0.08 0.10 0.05 1.93 1.94 1.88 1..53 
2 0.80 0.08 0.10 0.25 1.40 1.42 1.36 1.20 
3 0.80 0.08 0.10 0.50 1.14 1.14 1.13 1.00 
4 0.80 0.08 0.10 0.75 1.02 1.02 1.00 1.00 
case Pi P2 u .s Gopt Gb Gi G, 
5 0.80 0.08 0.50 0.05 3.13 3.13 3.12 3.10 
6 0.80 0.08 0.50 0.25 1.98 1.98 1.98 1.97 
7 0.80 0.08 0.50 0.50 1..39 1.39 1.39 1.38 
8 0.80 0.08 0.50 0.75 1.11 1.11 1.11 1.10 
case Pi Pi u s Gopt Gb Gi Gs 
9 0.80 0.24 0.10 0.05 1.65 1.64 1.61 1,14 
10 0.80 0.24 0.10 0.25 1.29 1.28 1.25 1.00 
11 0.80 0.24 0.10 0.50 1.09 1.09 1.08 1.00 
12 0.80 0.24 0.10 0.75 1.00 1,00 1.00 1.00 
case Pi P2 u s Gopt Gb Gi Gs 
13 0.80 0.24 0.50 0.05 2.64 2.64 2.64 2.60 
14 0.80 0.24 0.50 0.25 1.81 1.81 1.80 1.78 
15 0.80 0.24 0.50 0.50 1.33 1.33 1.33 1.31 
16 0.80 0.24 0.50 0.75 1.08 1.08 1.08 1.08 
case Pi Pi u s Gopt Gb Gi G, 
17 0.80 0.40 0.10 0.05 1.35 1.36 1.34 1.00 
18 0.80 0.40 0.10 0.25 1.16 1.15 1.13 1.00 
19 0.80 0.40 0.10 0.50 1.04 1.04 1.00 1.00 
20 0.80 0.40 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb Gi G. 
21 0.80 0.40 0.50 0.05 2.15 2.16 2.15 2.09 
22 0.80 0.40 0.50 0.25 1.61 1.61 1.61 1.57 
23 0.80 0.40 0.50 0.50 1.25 1.25 1.25 1.22 
24 0.80 0.40 0.50 0.75 1.06 1.06 1.06 1.00 
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case Vi P2 u 5 Gopt Gb G, Gs 
25 0.50 0.05 0.10 0.05 1.00 1.00 1.00 LOO 
26 0.50 0.05 0.10 0.25 LOO 1.00 1.00 1.00 
27 0.50 0.05 0.10 0.50 1.00 1.00 1.00 LOO 
28 0.50 0.05 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u .s Gopt Gb Gi G, 
29 0.50 0.05 0.50 0.05 1.35 1.35 1.35 1.34 
30 0.50 0.05 0.50 0.25 1.19 1.19 1.19 1.18 
31 0.50 0.05 0.50 0.50 1.06 1.06 1.06 1.06 
32 0..50 0.05 0.50 0.75 1.00 1.00 1.00 1.00 
case P\ P2 u s Gopt Gb Gs 
33 0.50 0.15 0.10 0.05 1.00 1.00 1.00 1.00 
34 0.50 0.15 0.10 0.25 1.00 1.00 1.00 LOO 
35 0.50 0.15 0.10 0.50 1.00 1.00 LOO 1.00 
36 0.50 0.15 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u 5 Gopt Gb Gi G, 
37 0.50 0.15 0.50 0.05 1.23 1.23 1.23 1.21 
38 0.50 0.15 0.50 0.25 1.12 1.12 1.12 1.10 
39 0.50 0.15 0.50 0.50 1.03 1.03 1.03 1.02 
40 0..50 0.15 0.50 0.75 1.00 1.00 1.00 LOO 
case Pi P2 u s Gopt Gb C?! Gs 
41 0.50 0.25 0.10 0.05 1.00 1.00 LOO 1.00 
42 0.50 0.25 0.10 0.25 1.00 1.00 1.00 LOO 
43 0.50 0.25 0.10 0.50 1.00 1.00 1.00 LOO 
44 0.50 0.25 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb Gi Ga 
45 0.50 0.25 0.50 0.05 1.13 1.13 1.13 1.13 
46 0.50 0,25 0.50 0.25 1.06 1.06 1.06 1.05 
47 0.50 0.25 0.50 0.50 1.01 1.01 1.01 1.00 
48 0.50 0.25 0.50 0.75 1.00 1.00 1.00 1.00 
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Table G.8: Scale Exponential Case (for n = 25): Tests of Hypotheses 
case Pi P2 u s ckopt ckf, cki ck. 
1 0.80 0.08 0.10 0.05 +*  ++ 
2 0.80 0.08 0.10 0.25 * *  * *  
3 0.80 0.08 0.10 0.50 * *  ** 
4 0.80 0.08 0.10 0.75 na na 
case Pi P2 u s ckopt ch cfci ck, 
5 0.80 0.08 0.50 0.05 * *  
6 0.80 0.08 0.50 0.25 *+  * *  
7 0.80 0.08 0.50 0.50 * *  + *  
8 0.80 0.08 0.50 0.75 ** * *  
case " Pi P2 u s ckopt ckb cki ck. 
9 0.80 0.24 0.10 0.05 *+  ** 
10 0.80 0.24 0.10 0.25 +*  na 
11 0.80 0.24 0.10 0.50 * *  na 
12 0.80 0.24 0.10 0.75 na na na 
case Pi P2 u s ckopt ckb cki ck. 
1.3 0.80 0.24 0.50 0.05 • + + * *  
14 0.80 0.24 0.50 0.25 *  *+  
15 0.80 0.24 0.50 0,50 , , ** 
16 0.80 0.24 0.50 0.75 , , * *  
case Pi P2 u s ckopt ckb cki ck, 
17 0.80 0.40 0.10 0.05 t * *  ** 
18 0.80 0.40 0.10 0,25 * *  na 
19 0.80 0.40 0.10 0,50 , na na 
20 0.80 0.40 0.10 0,75 na na na na 
case Pi P2 u s ckopt ckb cki ck. 
21 0.80 0.40 0.50 0,05 , *  * *  
22 0.80 0.40 0.50 0.25 , ** 
23 0.80 0.40 0.50 0,50 , *+  
24 0.80 0.40 0.50 0,75 na 
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case Pi P2 u s Ckgpt ckb cki ck. 
25 0.50 0.05 0.10 0.05 na na na na 
26 0.50 0.05 0.10 0.25 na na na na 
27 0..50 0.05 0.10 0.50 na na na na 
28 0.50 0.05 0.10 0.75 na na na na 
case Pi P2 u s ckopt ckb cki ckj 
29 0.50 0.05 0.50 0.05 , , , ** 
30 0..50 0.05 0.50 0.25 ** 
31 0.50 0.05 0..50 0.50 , , ** 
32 0.50 0.05 0..50 0.75 na na na na 
case Pi P2 u 5 Ckgpl ckb cki ck. 
33 0.50 0.15 0.10 0.05 na na na na 
34 0.50 0.15 0.10 0.25 na na na na 
35 0.50 0.15 0.10 0.50 na na na na 
36 0.50 0.15 0.10 0.75 na na na na 
case Pi P2 u a Ckgpt ckb cki ck. 
37 0.50 0.15 0.50 0.05 , • . ** 
38 0.50 0.15 0.50 0.25 , * ** 
39 0..50 0.15 0.50 0.50 , ** 
40 0..50 0.15 0.50 0.75 na na na na 
case Pi P2 u s ckopt ckb cki ck. 
41 0.50 0.25 0.10 0.05 na na na na 
42 0.50 0.25 0.10 0.25 na na na na 
43 0.50 0.25 0.10 0.50 na na na na 
44 0.50 0.25 0.10 0.75 na na na na 
case Pi P2 u s Ckgpi ckb cki ck. 
45 0.50 0.25 0.50 0.05 , , ** 
46 0.50 0.25 0.50 0.25 , , ** 
47 0.50 0.25 0.50 0.50 , , na 
48 0.50 0.25 0.50 0.75 na na na na 
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Table G.9: Location Exponential Case (for n = 25): ES 
case Pi P2 u 3 VM ESopt ESb EST. ES, 
1 0.80 0.08 0.10 0.05 12.67 12.78 12.70 12.63 10.18 
2 0.80 0.08 0.10 0.25 14.63 14.66 14.66 14.76 12.56 
3 0.80 0.08 0.10 0.50 17.08 17.00 17.16 17.09 14.00 
4 0.80 0.08 0.10 0.75 19.53 19.59 19.54 18.50 18.50 
case Pi P2 u s VM ESopt ESb ES^ ES, 
5 0.80 0.08 0.50 0.05 19.79 19.78 19.80 19.81 19.79 
6 0.80 0.08 0.50 0.25 20.25 20.24 20.25 20.26 20.23 
7 0.80 0.08 0.50 0.50 20.83 20.81 20.86 20.80 20.82 
8 0.80 0.08 0.50 0.75 21.40 21.39 21.41 21.39 21.40 
case Pi P2 u s VM ESopt ESb ESi ES, 
9 0.80 0.24 0.10 0.05 10.33 10.38 10.28 10.28 6.64 
10 0.80 0.24 0.10 0.25 11.93 11.97 11.87 11.98 8.50 
11 0.80 0.24 0.10 0.50 13.92 13.92 13.88 13.95 12.00 
12 0.80 0.24 0.10 0.75 15.92 15.96 15.50 15.50 15.50 
case Pi P2 s V2,is) ESopt ESb ESi ES, 
13 0.80 0.24 0.50 0.05 16.11 16.13 16.09 16.10 16.11 
14 0.80 0.24 0.50 0.25 16.49 16.48 16.49 16.50 16.52 
15 0.80 0.24 0.50 0.50 16.96 16.98 16.96 17.00 16.97 
16 0.80 0.24 0.50 0.75 17.44 17.45 17.45 17.45 17.44 
case Pi P2 u s ^25(^) ESopt ESb ESi ES, 
17 0.80 0.40 0.10 0.05 8.02 8.07 8.00 8.00 5.50 
18 0.80 0.40 0.10 0.25 9.24 9.22 9.23 9.24 7.50 
19 0.80 0.40 0.10 0.50 10.76 10.72 10.80 10.00 10.00 
20 0.80 0.40 0.10 0.75 12.50 12.50 12.50 12.50 12.50 
case Pi P2 u s V25(S) ESopt ESb ESi ES, 
21 0.80 0.40 0.50 0.05 12.40 12.39 12.39 12.42 12.16 
22 0.80 0.40 0.50 0.25 12.69 12.68 12.68 12.71 12.49 
23 0.80 0.40 0.50 0.50 13.07 13.09 13.07 13.08 12.74 
24 0.80 0.40 0.50 0.75 13.45 13.44 13.46 13.44 12.50 
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case Pi P2 u s VoM ESopt ESb ESi ES, 
25 0.50 0.05 0.10 0.05 13.06 13.06 13.06 13.06 13.06 
26 0.50 0.05 0.10 0.25 15.31 15.31 15.31 15.31 15.31 
27 0.50 0.05 0.10 0.50 18.12 18.13 18.13 18.13 18.13 
28 0.50 0.05 0.10 0.75 20.94 20.94 20.94 20.94 20.94 
case Pi P2 u s V2sis) ESopt ESb ESx ES, 
29 0.50 0.05 0.50 0.05 19.10 19.08 19.12 19.06 18.82 
30 0.50 0.05 0.50 0.25 19.86 19.83 19.86 19.84 19.73 
31 0.50 0.05 0.50 0.50 20.80 20.82 20.83 20.77 20.69 
32 0.50 0.05 0.50 0.75 21.75 21.74 20.94 20.94 20.94 
case Pi P2 u s V25(5) ESopt ESb ESi ES, 
33 0.50 0.15 0.10 0.05 12.94 12.94 12.94 12.94 12.94 
34 0.50 0.15 0.10 0.25 14.69 14.69 14.69 14.69 14.69 
35 0.50 0.15 0.10 0.50 16.87 16.88 16.88 16.88 16.88 
36 0.50 0.15 0.10 0.75 19.06 19.06 19.06 19.06 19.06 
case Pi P2 u s V2sis) ESopt ESb ES^ ES, 
37 0.50 0.15 0.50 0.05 16.86 16.86 16.77 16.73 15.78 
38 0.50 0.15 0.50 0.25 17.52 17.53 17.38 17.41 16.73 
39 0.50 0.15 0..50 0.50 18.36 18.35 18.27 18.28 17.92 
40 0.50 0.15 0.50 0.75 19.20 19.20 19.06 19.06 19.06 
case Pi P2 u s V2S{S) ESopt ESb ESi ES, 
41 0.50 0.25 0.10 0.05 12.81 12.81 12.81 12.81 12.81 
42 0.50 0.25 0.10 0.25 14.06 14.06 14.06 14.06 14.06 
43 0.50 0.25 0.10 0.50 15.62 15.63 15.63 15.63 15.63 
44 0.50 0.25 0.10 0.75 17.19 17.19 17.19 17.19 17.19 
case Pi P2 u .s ESopt ESt, ESi ES, 
45 0.50 0.25 0.50 0.05 14.83 14.82 14.83 14.80 14.54 
46 0.50 0.25 0.50 0.25 15.37 15.39 15.23 15.24 15.20 
47 0.50 0.25 0.50 0.50 16.08 16.05 16.06 16.05 15.63 
48 0.50 0.25 0.50 0.75 17.19 17.19 17.19 17.19 17.19 
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Table G.IO: Location Exponential Case (for n = 25): En 
case Pi P2 u .s Euopt Eui, En-i En, 
1 0.80 0.08 0.10 0.05 10.27 10.34 10.39 4.55 
2 0.80 0.08 0.10 0.25 8.38 8.40 8.30 3.85 
3 0.80 0.08 0.10 0.50 6.05 5.92 5.97 0.00 
4 0.80 0.08 0.10 0.75 3.49 3.54 0.00 0.00 
case Pi P2 u s Efiopt Erib Eni En, 
5 0.80 0.08 0.50 0.05 3.50 3.48 3.47 3.49 
6 0,80 0.08 0.50 0.25 2.99 2.99 2.98 3.01 
7 0.80 0.08 0.50 0.50 2.38 2.33 2.39 2.37 
8 0.80 0.08 0.50 0.75 1.75 1.73 1.75 1.74 
case Pi P2 u s Euopt Eub Eui En, 
9 0.80 0.24 0.10 0.05 10.19 10.22 10.23 1.19 
10 0.80 0.24 0.10 0.25 8.31 8.39 8.27 0.00 
11 0.80 0.24 0.10 0.50 6.07 6.09 6.01 0.00 
12 0.80 0.24 0.10 0.75 3.70 0.00 0.00 0.00 
case Pi P2 u s Eriopt Etib Eui En, 
13 0.80 • 0.24 0.50 0.05 3.78 3.83 3.82 3.77 
14 0.80 0.24 0.50 0.25 3.32 3.30 3.29 3.24 
15 0.80 0.24 0.50 0.50 2.66 2.68 2.64 2.66 
16 0.80 0.24 0.50 0.75 2.03 2.04 2.05 2.05 
case Pi P2 u s E ft gpt Eub Eui En, 
17 0.80 0.40 0.10 0.05 9.65 9.69 9.69 0.00 
18 0.80 0.40 0.10 0.25 8.07 8.07 8.03 0.00 
19 0.80 0.40 0.10 0.50 6.10 5.99 0.00 0.00 
20 0.80 0.40 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s En^pt Eub Eui En, 
21 0.80 0.40 0.50 0.05 4.22 4.09 4.05 3.26 
22 0.80 0.40 0.50 0.25 3.75 3.67 3.61 2.97 
23 0.80 0.40 0.50 0.50 3.07 2.97 2.95 2.10 
24 0.80 0.40 0.50 0.75 2.46 2.29 2.31 0.00 
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case Pi P2 u s Eriopt Efib Efii Efij 
25 0.50 0.05 0.10 0.05 0,00 0.00 0.00 0.00 
26 0.50 0.05 0.10 0.25 0.00 0.00 0.00 0.00 
27 0.50 0.05 0.10 0.50 0.00 0.00 0.00 0.00 
28 0.50 0.05 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u 5 Euopt Eni, Efii En, 
29 0.50 0.05 0.50 0.05 4.87 4.71 4.76 4.26 
30 0.50 0.05 0.50 0.25 4.09 3.96 3.99 3.54 
31 0.50 0.05 0.50 0..50 3.06 2.99 3.04 2.76 
32 0.50 0.05 0.50 0.75 2.10 0.00 0.00 0.00 
case Pi P2 u s Efiopt Efib Erii Efi, 
33 0.50 0.15 0.10 0.05 0.00 0.00 0.00 0.00 
34 0.50 0.15 0.10 0.25 0.00 0.00 0.00 0.00 
35 0.50 0.15 0.10 0.50 0.00 0.00 0.00 0.00 
36 0.50 0.15 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u .s Euopt Efib Efii Efi, 
37 0.50 0.15 0.50 0.05 4.92 4.16 4.20 1.94 
38 0.50 0.15 0.50 0.25 4.18 3.35 3.33 1.78 
39 0.50 0.15 0.50 0.50 3.27 2.70 2.70 1.58 
40 0.50 0.15 0.50 0.75 2.34 0.00 0.00 0.00 
case Pi P2 u s Efiopt Efib Efii En, 
41 0.50 0.25 0.10 0.05 0.00 0.00 0.00 0.00 
42 0.50 0.25 0.10 0.25 0.00 0.00 0.00 0.00 
43 0.50 0.25 0.10 0.50 0.00 0.00 0.00 0.00 
44 0.50 0.25 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u Efiopt Efib Efii Efi, 
45 0.50 0.25 0.50 0.05 3.66 3.36 3.38 1.97 
46 0.50 0.25 0.50 0.25 3.22 1.81 1.81 1.85 
47 0.50 0.25 0.50 0.50 2.12 1.67 1.68 0.00 
48 0.50 0.25 0.50 0.75 0.00 0.00 0.00 0.00 
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Table G.ll: Location Exponential Case (for n = 25): G 
case Pi P2 u s Gopt Gb G^ G, 
1 0.80 0.08 0.10 0.05 2.17 2.15 2.14 1.73 
2 0.80 0.08 0.10 0.25 1.54 1.54 1.55 1.32 
3 0.80 0.08 0.10 0.50 1.21 1.23 1.22 1.00 
4 0.80 0.08 0.10 0.75 1.06 1.06 1.00 1.00 
case Pi Vi u s Gopt C?i G, 
5 0.80 0.08 0.50 0.05 3.35 3.36 3.36 3.35 
6 0.80 0.08 0.50 0.25 2.13 2.13 2.13 2.13 
7 0.80 0.08 0.50 0.50 1.49 1.49 1.49 1.49 
8 0.80 0.08 0.50 0.75 1.16 1.16 1.16 1.16 
case Pi P2 u s Gopt Gb G: Ga 
9 0.80 0.24 0.10 0.05 1.82 1.80 1.80 1.16 
10 0.80 0.24 0.10 0.25 1.41 1.40 1.41 1.00 
11 0.80 0.24 0.10 0.50 1.16 1.16 1.16 1.00 
12 0.80 0.24 0.10 0.75 1.03 1.00 1.00 1.00 
case Pi P2 u Gopt Gb Gi Ga 
13 0.80 0.24 0.50 0.05 2.83 2.82 2.82 2.83 
14 0.80 0.24 0.50 0.25 1.94 1.94 1.94 1.94 
15 0.80 0.24 0.50 0.50 1.41 1.41 1.42 1.41 
16 0.80 0.24 0.50 0.75 1.13 1.13 1.13 1.12 
case Pi P2 u s Gopt Gb Gi Ga 
17 0.80 0.40 0.10 0.05 1.47 1.46 1.45 1.00 
18 0.80 0.40 0.10 0.25 1.23 1.23 1.23 1.00 
19 0.80 0.40 0.10 0.50 1.07 1.08 LOO 1.00 
20 0.80 0.40 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u 3 Gopt Gb Gi Ga 
21 0.80 0.40 0.50 0.05 2.25 2.25 2.26 2.21 
22 0.80 0.40 0.50 0.25 1.69 1.69 1.69 1.66 
23 0.80 0.40 0.50 0.50 1.31 1.31 1.31 1.27 
24 0.80 0.40 0.50 0.75 1.08 1.08 1.08 1.00 
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case Pi P2 u .s Gopi Gb G, 
25 0.50 0.05 0.10 0.05 1.00 1.00 1.00 1.00 
26 0.50 0.05 0.10 0.25 1.00 1.00 LOO 1.00 
27 0.50 0.05 0.10 0.50 1.00 1.00 1.00 1.00 
28 0.50 0.05 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u 3 Gopt Gb G, Gs 
29 0.50 0.05 0.50 0.05 1.46 1.46 1.46 1.44 
30 0.50 0.05 0.50 0.25 1.30 1.30 1.30 1.29 
31 0.50 0.05 0.50 0.50 1.15 1.15 1.15 1.14 
32 0.50 0.05 0.50 0.75 1.04 1.00 1.00 1.00 
case Pi P2 u 5 Gopt Gb Gi G, 
33 0.50 0.15 0.10 0.05 1.00 1.00 1.00 1.00 
34 0.50 0.15 0.10 0.25 1.00 1.00 1.00 1.00 
35 0.50 0.15 0.10 0.50 1.00 1.00 1.00 1.00 
36 0.50 0.15 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb Gx G, 
37 0.50 0.15 0.50 0.05 1.30 1.30 1.29 1.22 
38 0.50 0.15 0.50 0.25 1.19 1.18 1.19 1.14 
39 0.50 0.15 0.50 0.50 1.09 1.08 1.08 1.06 
40 0.50 0.15 0.50 0.75 1.01 1.00 1.00 1.00 
case Pi P2 u 3 Gopt Gb G, G, 
41 0.50 0.25 0.10 0.05 1.00 1.00 1.00 1.00 
42 0.50 0.25 0.10 0.25 1.00 1.00 1.00 1.00 
43 0.50 0.25 0.10 0..50 1.00 1.00 1.00 1.00 
44 0.50 0.25 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb G, 
45 0.50 0.25 0.50 0.05 1.16 1.16 1.16 1.13 
46 0.50 0.25 0.50 0.25 1.09 1.08 1.08 1.08 
47 0..50 0.25 0.50 0.50 1.03 1.03 1.03 1.00 
48 0.50 0.25 0.50 0.75 1.00 1.00 1.00 1.00 
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Table G.12: Location Exponential Case (for n = 25): Tests of Hypotheses 
case Pi P2 u s ^^opt ckf, ckx cfc. 
1 0.80 0.08 0.10 0.05 • **  
2 0.80 0.08 0.10 0.25 **  
3 0.80 0.08 0.10 0.50 , **  
4 0.80 0.08 0.10 0.75 na na 
case Pi P2 u s cj^opt ckf, cki ck. 
5 0.80 0.08 0.50 0.05 , . 
6 0.80 0.08 0.50 0.25 , 
7 0.80 0.08 0.50 0.50 , 
8 0.80 0.08 0.50 0.75 
case Pi P2 u s ^^opt ckb cki ck. 
9 0.80 0.24 0.10 0.05 , •  *  
10 0.80 0.24 0.10 0.25 na 
11 0.80 0.24 0.10 0.50 , na 
12 0.80 0.24 0.10 0.75 na na na 
case Pi P2 u s ckppt ckb cki ck. 
13 0.80 0.24 0.50 0.05 , . 
14 0.80 0.24 0.50 0.25 , *  
15 0.80 0.24 0.50 0.50 *  , 
16 0.80 0.24 0.50 0.75 , , 
case Pi P2 u .s ^kopt ckb cki ck. 
17 0.80 0.40 0.10 0.05 • **  
18 0.80 0.40 0.10 0.25 , na 
19 0.80 0.40 0.10 0.50 , na na 
20 0.80 0.40 0.10 0.75 na na na na 
case Pi P2 u s ^^opt ckb cki ck. 
21 0.80 0.40 0.50 0.05 • , ** 
22 0.80 0.40 0.50 0.25 • , , **  
23 0.80 0.40 0.50 0.50 , , *+ 
24 0.80 0.40 0.50 0.75 na 
161 
case Pi P2 u s ckb cki ck. 
25 0.50 0.05 0.10 0.05 na na na na 
26 0.50 0.05 0.10 0,25 na na na na 
27 0.50 0.05 0.10 0.50 na na na na 
28 0.50 0.05 0.10 0.75 na na na na 
case Pi P2 u s ckopt ckb cki ck. 
29 0.50 0.05 0.50 0.05 , * *  
30 0.50 0.05 0.50 0.25 , * *  
31 0.50 0.05 0.50 0.50 , * +  
32 0.50 0.05 0.50 0.75 na na na 
case Pi P2 u s Ckgpt ckb cki ck. 
33 0.50 0.15 0.10 0.05 na na na na 
34 0.50 0.15 0.10 0.25 na na na na 
35 0.50 0.15 0.10 0.50 na na na na 
36 0..50 0.15 0.10 0.75 na na na na 
case Pi P2 u s ckopt ckb cki ck. 
37 0.50 0.15 0.50 0.05 * *  * *  + *  
38 0.50 0.15 0.50 0.25 * *  ** * *  
39 0.50 0.15 0.50 0.50 ** * *  * *  
40 0.50 0.15 0.50 0.75 , na na na 
case Pi P2 u s Ckgpt ckb cki ck. 
41 0.50 0.25 0.10 0.05 na na na na 
42 0.50 0.25 0.10 0.25 na na na na 
43 0.50 0.25 0.10 0.50 na na na na 
44 0.50 0.25 0.10 0.75 na na na na 
case Pi P2 u s ckgpt ckb cki ck. 
45 0.50 0.25 0..50 0.05 * *  
46 0.50 0.25 0.50 0.25 * *  * *  * *  
47 0.50 0.25 0.50 0.50 , na 
48 0.50 0.25 0.50 0.75 na na na na 
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APPENDIX H. CONTINUOUS TEST RESULTS CASE: FOR n = 100 
Key for Table Headings 
ESopt = estimated value of V„(s) using the optimal cutoff points 
ESb = estimated expected number of remaining effective systems 
using the "binary optimal" cutoff points 
ESi = estimated expected number of remaining effective systems 
using the "one-step" cutoff points 
ES, = estimated expected number of remaining effective systems 
using the "Seglie" cutoff points 
nr(5) = mean no. of systems available with no developmental testing 
Euopt = estimated no. of systems tested using the "actual optimal" cutoff points 
Erii, = estimated no. of systems tested using the "binary optimal" cutoff points 
Erii = estimated no. of systems tested using the "one-step" cutoff points 
Eris = estimated no. of systems tested using the "Seglie" cutoff points 





n r ( a )  
ESi 
n p ( » )  
ES. 
n r ( i )  
ckopt indicates the result of testing Ho'- ESopt = ^1(3) 
c k i  i n d i c a t e s  t h e  r e s u l t  o f  t e s t i n g  H q :  E S b  =  K i ( s )  
cki indicates the result of testing Ho'- ESi = I4(s) 
cka indicates the result of testing HqI ES, = Vn(s) 
** ; significant at a = .01 
* : significant at a = .05 
. ; not significant 
na : zero standard error 
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Table H.l: Normal Case (for n = 100): ES 
case Pi P2 u s ^100(5) ESopt ESb ESi ES, 
1 0.80 0.08 0.10 0.05 77.99 77.73 77.97 76.56 75.77 
2 0.80 0.08 0.10 0.25 80.37 80.47 80.44 78.84 78.32 
3 0.80 0.08 0.10 0.50 83.50 83.53 83.66 82.15 81.64 
4 0.80 0.08 0.10 0.75 86.82 86.94 86.77 85.89 85.46 
case Pi P2 u s Vioois) ES^t ES,, ESi ES, 
5 0.80 0.08 0.50 0.05 87.38 87.36 87.38 87.31 87.31 
6 0.80 0.08 0.50 0.25 87.80 87.79 87.80 87.72 87.64 
7 0.80 0.08 0.50 0.50 88.46 88.47 88.45 88.39 88.34 
8 0.80 0.08 0.50 0.75 89.30 89.30 89.29 89.25 89.21 
case Pi P2 u £ Vmis) ESopt ESb ESi ES, 
9 0.80 0.24 0.10 0.05 62.86 62.98 62.79 61.51 60.00 
10 0.80 0.24 0.10 0.25 64.86 64.96 64.80 63.57 61.88 
11 0.80 0.24 0.10 0.50 67.58 67.57 67.58 66.21 64.99 
12 0.80 0.24 0.10 0.75 70.61 70.64 70.46 69.43 68.30 
case Pi P2 n s V^oois) ESo,t ESb ESi ES, 
13 0.80 0.24 0.50 0.05 71.25 71.26 71.22 71.24 71.10 
14 0.80 0.24 0.50 0.25 71.57 71.56 71.57 71.53 71.44 
15 0.80 0.24 0.50 0.50 72.14 72.11 72.16 72.09 72.01 
16 0.80 0.24 0.50 0.75 72.96 72.96 72.96 72.94 72.83 
case Pi P2 u s Vioo(5) ESo,t ESk ESi ES, 
17 0.80 0.40 0.10 0.05 48.21 48.11 48.23 47.46 44.84 
18 0.80 0.40 0.10 0.25 49.80 49.75 49.83 48.89 46.47 
19 0.80 0.40 0.10 0.50 52.06 52.03 52.12 51.12 48.80 
20 0.80 0.40 0.10 0.75 54.73 54.76 54.73 53.88 50.00 
case Pi P2 u s ESopt ESb ESi ES, 
21 0.80 0.40 0.50 0.05 55.68 55.70 55.67 55.67 55.48 
22 0.80 0.40 0.50 0.25 55.93 55.95 55.93 55.92 55.70 
23 0.80 0.40 0.50 0.50 56.39 56.39 56.40 56.37 56.17 
24 0.80 0.40 0.50 0.75 57.10 57.10 57.09 57.10 56.89 
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case Pi P2 u $ FIOO(5) ESopt ESb ESi ES, 
25 0.50 0.05 0.10 0.05 72.93 73.00 72.96 71.31 69.80 
26 0.50 0.05 0.10 0.25 76.79 76.72 76.91 74.77 73.53 
27 0.50 0.05 0.10 0.50 81.89 81.64 81.85 80.10 79.11 
28 0.50 0.05 0.10 0.75 87.34 87.41 87.23 83.75 83.75 
case Pi P2 u s Vioois) ES^t ESb ESi ES, 
29 0.50 0.05 0.50 0.05 87.85 87.88 87.83 87.66 87.62 
30 0.50 0.05 0.50 0.25 88.52 88.52 88.52 88.34 88.30 
31 0.50 0.05 0.50 0.50 89.63 89.67 89.66 89.45 89.36 
32 0.50 0.05 0.50 0.75 91.07 91.04 91.01 90.87 90.84 
case Pi P2 u s KOO(5) ESopt ESb ESi ES, 
33' 0.50 0.15 0.10 0.05 63.40 63.47 63.37 62.69 60.50 
34 0.50 0.15 0.10 0.25 66.84 66.77 66.84 65.81 63.88 
35 0.50 0.15 0.10 0.50 71.61 71.69 71.53 70.61 67.50 
36 0.50 0.15 0.10 0.75 77.08 77.09 77.06 76.25 76.25 
case Pi P2 u .s Vxoois) ESopt ESb ESi ES, 
37 0.50 0.15 0.50 0.05 77.12 77.09 77.07 77.06 77.00 
38 0.50 0.15 0.50 0.25 77.67 77.63 77.67 77.62 77.50 
39 0.50 0.15 0.50 0.50 78.72 78.70 78.69 78.62 78.56 
40 0.50 0.15 0.50 0.75 80.31 80.28 80.36 80.28 80.15 
case Pi P2 u s Vioo(^) ESopt ESb ESx ES, 
41 0.50 0.25 0.10 0.05 55.84 55.80 55.86 55.75 53.32 
42 0.50 0.25 0.10 0.25 58.77 58.74 58.84 58.55 56.25 
43 0.50 0.25 0.10 0.50 63.13 63.17 63.09 62.50 62.50 
44 0.50 0.25 0.10 0.75 68.75 68.75 68.75 68.75 68.75 
case Pi P2 u .s ESopt ESb ES^ ES, 
45 0.50 0.25 0.50 0.05 67.60 67.59 67.58 67.60 67.43 
46 0.50 0.25 0.50 0.25 68.06 68.06 68.04 68.07 67.91 
47 0.50 0.25 0.50 0.50 68.98 68.99 68.97 68.99 68.82 
48 0.50 0.25 0.50 0.75 70.55 70.57 70.55 70.55 70.39 
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Table H.2: Normal Case (for n = 100): En 
case Pi P2 u s EUopt Erib Erii En, 
1 0.80 0.08 0.10 0.05 14.99 14.67 13.33 13.06 
2 0.80 0.08 0.10 0.25 12.02 11.97 10.80 10.37 
3 0.80 0.08 0.10 0.50 8.69 8.48 7.42 7.10 
4 0.80 0.08 0.10 0.75 5.01 5.13 3.95 3.84 
case Pi Pi u s En^pt Eub Erii En, 
5 0.80 0.08 0.50 0.05 4.62 4..56 4.41 4.32 
6 0.80 0.08 0.50 0.25 4.16 4.11 3.94 3.94 
7 0.80 0.08 0.50 0.50 3.43 3.40 3.24 3.19 
8 0.80 0.08 0.50 0.75 2.53 2.50 2.32 2.30 
case Pi P2 u s En„pt Efib Erii En, 
9 0.80 0.24 0.10 0.05 16.02 16.09 13.97 12.97 
10 0.80 0.24 0.10 0.25 13.45 13.44 11.28 10.48 
11 0.80 0,24 0.10 0.50 10.00 9.81 7.88 6.80 
12 0.80 0.24 0.10 0.75 6.00 6.04 4.18 3.45 
case Pi Pi u s EUopt Eub Erii En, 
13 0.80 0.24 0.50 0.05 5.47 5.43 5.21 5.02 
14 0.80 0.24 0.50 0.25 5.06 4.97 4.83 4.55 
15 0.80 0.24 0.50 0.50 4.34 4.20 4.09 3.80 
16 0.80 0.24 0..50 0.75 3.24 3.14 2.98 2.76 
case Pi Pi u s EUopt Eub Erii En, 
17 0.80 0.40 0.10 0.05 17.64 16.91 14.50 11.84 
18 0.80 0.40 0.10 0.25 14.93 14.28 12.05 9.14 
19 0.80 0.40 0.10 0.50 11.15 10.50 8.31 5.69 
20 0.80 0.40 0.10 0.75 6.65 6.20 4.09 0.00 
case Pi Pi u Eub Eui En, 
21 0.80 0.40 0.50 0.05 5.98 5.84 5.85 5.16 
22 0.80 0.40 0.50 0.25 5.56 5.40 5.44 4.77 
23 0.80 0.40 0.50 0.50 4.84 4.62 4.68 3.99 
24 0.80 0.40 0.50 0.75 3.65 3.47 3.44 2.79 
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case Pi P2 u s Eriopt Erib Eui En, 
25 0.50 0.05 0.10 0.05 21.07 20.10 16.37 14.2.5 
26 0.50 0.05 0.10 0.25 17.27 16.13 12.84 10.73 
27 0.50 0.05 0.10 0.50 12.27 11.15 7.94 6.40 
28 0.50 0.05 0.10 0.75 6.45 5.89 0.00 0.00 
case Pi Pi u s Eriopt Eub En\ En, 
29 0.50 0.05 0.50 0.05 6.68 6.38 6.14 6.01 
30 0.50 0.05 0.50 0.25 5.99 5.65 5.41 5.31 
31 0..50 0.05 0.50 0.50 4.78 4.48 4.26 4.18 
32 0..50 0.05 0.50 0.75 3.34 3.07 2.82 2.70 
case Pi P2 u s Eriopt Eub Eui En, 
33 0..50 0.15 0.10 0.05 20.02 18.69 14.92 10.56 
34 0..50 0.15 0.10 0.25 16.38 14.93 11.25 6.98 
35 0.50 0.15 0.10 0.50 10.95 9.75 6.15 0.00 
36 0.50 0.15 0.10 0.75 5.17 4.19 0.00 0.00 
case Pi Pi u s Eriapt Eub Eux En, 
37 0..50 0.15 0.50 0.05 7.56 7.31 7.14 6.65 
38 0.50 •0.15 0.50 0.25 6.91 6.58 6.48 6.07 
39 0..50 0.15 0.50 0.50 5.65 5.39 5.28 4.85 
40 0.50 0.15 0.50 0.75 3.81 3.47 3.34 3.03 
case Pi Pi u s Eriopt Eub En-i En, 
41 0..50 0.25 0.10 0.05 14.96 13.84 12.17 3.58 
42 0..50 0.25 0.10 0.25 11.34 10.09 8.44 0.00 
43 0.50 0.25 0.10 0.50 5.93 4.96 0.00 0.00 
44 0..50 0.25 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi Pi u s Euopt Eub Eui En, 
45 0..50 0.25 0.50 0.05 7.23 7.11 7.08 6.15 
46 0.50 0.25 0.50 0.25 6.61 6.50 6.46 5.51 
47 0.50 0.25 0.50 0.50 5.37 5.27 5.22 4.29 
48 0.50 0.25 0.50 0.75 3.26 3.15 3.15 2.19 
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Table H.3: Normal Case (for n = 100): G 
case Pi P2 u s Gopt G^ Ga 
1 0.80 0.08 0.10 0.05 3.29 3.30 3.24 3.21 
2 0.80 0.08 0.10 0.25 2.12 2.12 2.07 2.06 
3 0.80 0.08 0.10 0.50 1.49 1.49 1.47 1.46 
4 0.80 0.08 0.10 0.75 1.17 1.17 1.16 1.15 
case Pi P2 u s Gopt G, Gi Gs 
5 0.80 0.08 0.50 0.05 3.70 3.70 3.70 3.70 
6 0.80 0.08 0.50 0.25 2.31 2.31 2.31 2.31 
7 0.80 0.08 0.50 0.50 1.58 1.58 1.58 1.58 
8 0.80 0.08 0.50 0.75 1.21 1.21 1.21 1.21 
case Pi P2 u s Gopt Gb Gi Ga 
9 0.80 0.24 0.10 0.05 2.76 2.75 2.70 2.63 
10 0.80 0.24 0.10 0.25 1.91 1.91 1.87 1.82 
11 0.80 0.24 0.10 0.50 1.41 1.41 1.38 1.35 
12 0.80 0.24 0.10 0.75 1.14 1.14 1.12 1.10 
case Pi Pi u s Gopt Gb Ga 
13 0.80 0.24 0.50 0.05 3.13 3.12 3.12 3.12 
14 0.80 0.24 0.50 0.25 2.10 2.11 2.10 2.10 
15 0.80 0.24 0.50 0.50 1.50 1.50 1.50 1.50 
16 0.80 0.24 0.50 0.75 1.18 1.18 1.18 1.17 
case Pi P2 u 3 Gopt Gb Gi Ga 
17 0.80 0.40 0.10 0.05 2.19 2.19 2.16 2.04 
18 0.80 0.40 0.10 0.25 1.66 1.66 1.63 1.55 
19 0.80 0.40 0.10 0.50 1.30 1.30 1.28 1.22 
20 0.80 0.40 0.10 0.75 1.10 1.09 1.08 1.00 
case Pi P2 u s Gopt Gb Gi Ga 
21 0.80 0.40 0.50 0.05 2.53 2.53 2.53 2.52 
22 0.80 0.40 0.50 0.25 1.87 1.86 1.86 1.86 
23 0.80 0.40 0.50 0.50 1.41 1.41 1.41 1.40 
24 0.80 0.40 0.50 0.75 1.14 1.14 1.14 1.14 
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case Pi P2 u s G opt Gb Gx G, 
25 0.50 0.05 0.10 0.05 1.40 1.40 1.36 1.34 
26 0.50 0.05 0.10 0.25 1.25 1.26 1.22 1.20 
27 0.50 0.05 0.10 0.50 1.13 1.13 1.10 1.09 
28 0.50 0.05 0.10 0.75 1.04 1.04 1.00 1.00 
case Pi P2 u Gopt Gb Gi Gs 
29 0.50 0.05 0.50 0.05 1.68 1.68 1.68 1.68 
30 0.50 0.05 0.50 0.25 1.45 1.45 1.44 1.44 
31 0.50 0.05 0..50 0.50 1.24 1.24 1.23 1.23 
32 0.50 0.05 0.50 0.75 1.09 1.09 1.08 1.08 
case Pi P2 u 3 Gopt Gb G, G, 
33 0.50 0.15 0.10 0.05 1.23 1.22 1.21 1.17 
34 0.50 0.15 0.10 0.25 1.14 1.14 1.12 1.09 
35 0.50 0.15 0.10 0.50 1.06 1.06 1.05 1.00 
36 0.50 0.15 0.10 0.75 1.01 1.01 1.00 1.00 
case Pi Pi u s Gopt Gb G, G, 
37 0.50 0.15 0.50 0.05 1.49 1.49 1.49 1.49 
38 0..50 0.15 0.50 0.25 1.32 1.32 1..32 1.32 
39 0.50 0.15 0.50 0.50 1.17 1.17 1.16 1.16 
40 0.50 0.15 0.50 0.75 1.05 1.05 1.05 1.05 
case Pi P2 u 3 Gopt Gb Gx G, 
41 0.50 0.25 0.10 0.05 1.09 1.09 1.09 1.04 
42 0.50 0.25 0.10 0.25 1.04 1.05 1.04 1.00 
43 0.50 0.25 0.10 0.50 1.01 1.01 1.00 1.00 
44 0.50 0.25 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb G, 
45 0.50 0.25 0.50 0.05 1.32 1.32 1.32 1.32 
46 0.50 0.25 0.50 0.25 1.21 1.21 1.21 1.21 
47 0.50 0.25 0.50 0.50 1.10 1.10 1.10 1.10 
48 0.50 0.25 0..50 0.75 1.03 1.03 1.03 1.02 
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Table H.4: Normal Case (for n = 100): Tests of Hypotheses 
case Pi P2 u s ckopt ckb cki ckg 
1 0.80 0.08 0.10 0.05 *  * *  * *  
2 0.80 0.08 0.10 0.25 ** * *  
3 0.80 0.08 0.10 0.50 * *  * *  
4 0.80 0.08 0.10 0.75 * *  * *  
case Pi P2 u s ckopt ckb cki ck. 
5 0.80 0.08 0.50 0.05 ** * *  
6 0.80 0.08 0.50 0.25 ** * *  
7 0.80 0.08 0.50 0.50 ** * *  
8 0.80 0.08 0.50 0.75 ** * *  
case Pi P2 u 5 ckopt ckb cki ck. 
9 0.80 0.24 0.10 0.05 * *  + *  
10 0.80 0.24 0.10 0.25 * *  * *  
11 0.80 0.24 0.10 0.50 * *  * *  
12 0.80 0.24 0.10 0.75 * ** * *  
case Pi P2 u s 1 
•s
e 
ckb cki ck. 
13 0.80 0.24 0.50 0.05 ** 
14 0.80 0.24 0.50 0.25 *  + *  
15 0.80 0.24 0.50 0.50 * *  
16 0.80 0.24 0.50 0.75 * *  
case Pi P2 u s ckopt ckb cki ck. 
17 0.80 0.40 0.10 0.05 ** * *  
18 0.80 0.40 0.10 0.25 ** * *  
19 0.80 0.40 0.10 0.50 ** * *  
20 0.80 0.40 0.10 0.75 * *  na 
case Pi P2 u 5 ckopt ckb cki ck. 
21 0.80 0.40 0.50 0.05 , ** 
22 0.80 0.40 0.50 0.25 *  * *  
23 0.80 0.40 0.50 0.50 * *  
24 0.80 0.40 0.50 0.75 * *  
case Pi P2 u s ckb cki ck. 
25 0.50 0.05 0.10 0.05 , * *  + *  
26 0.50 0.05 0.10 0.25 * *  * *  
27 0.50 0.05 0.10 0.50 ** * *  
28 0.50 0.05 0.10 0.75 na na 
case Pi P2 u s Ckgpt ckb cki ck. 
29 0.50 0.05 0.50 0.05 , * *  * *  
30 0.50 0.05 0.50 0.25 * *  * *  
31 0.50 0.05 0.50 0.50 * *  + *  
32 0.50 0.05 0.50 0.75 *  * *  * *  
case Pi P2 n 3 Ckgpt ckb cki ck. 
33 0.50 0.15 0.10 0.05 * +  * *  
34 0.50 0.15 0.10 0.25 * *  * *  
35 0.50 0.15 0.10 0.50 * *  na 
36 0.50 0.15 0.10 0.75 , na na 
case Pi P2 u Ckgpl ckb cki ck. 
37 0.50 0.15 0.50 0.05 *  * *  
38 0.50 0.15 0.50 0.25 * *  
39 0.50 0.15 0.50 0.50 * *  * *  
40 0.50 0.15 0.50 0.75 *  * *  
case Pi P2 u s Ckgpl ckb cki ck. 
41 0.50 0.25 0.10 0.05 , * *  
42 0.50 0.25 0.10 0.25 * *  na 
43 0.50 0.25 0.10 0.50 na na 
44 0.50 0.25 0.10 0.75 na na na na 
case Pi P2 u 5 Ckgpt ckb cki ck. 
45 0.50 0.25 0.50 0.05 * *  
46 0.50 0.25 0.50 0.25 ** 
47 0.50 0.25 0.50 0.50 ++ 
48 0.50 0.25 0.50 0.75 ** 
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Table H.5: Scale Exponential Case (for n = 100): ES 
case Pi P2 u 5 Viool-s) E Sopt ESb ESi ES, 
1 0.80 0.08 0.10 0.05 76.61 76.67 76.70 74.20 73.42 
2 0.80 0.08 0.10 0.25 79.05 78.89 79.15 77.02 76.00 
3 0.80 0.08 0.10 0.50 82.35 82.34 82.23 79.58 78.87 
4 0.80 0.08 0.10 0.75 85.96 86.01 85.90 84.19 83.80 
case Pi P2 u s 14OO(5) E Sopt ESb ESi ES, 
5 0.80 0.08 0.50 0.05 86.43 86.44 86.42 86.31 86.30 
6 0.80 D.08 0.50 0.25 86.82 86.82 86.82 86.72 86.68 
7 0.80 0.08 0.50 0.50 87.53 87.54 87.52 87.44 87..39 
8 0.80 0.08 0.50 0.75 88.55 88.54 88.57 88.42 88.35 
case Pi P2 u .s Vioo(s) ESopt ESb ESi ES, 
9 0.80 0.24 0.10 0.05 62.28 62.16 62.42 60.41 58.66 
10 0.80 0.24 0.10 0.25 64.31 64.42 64.41 62.43 60.63 
11 0.80 0.24 0.10 0.50 67.12 67.15 67.16 65.30 63.16 
12 0.80 0.24 0.10 0.75 70.31 70.33 70.28 68.61 67.79 
case Pi P2 u s Vioo(s) ESopt ESt, ESi ES, 
13 0.80 0.24 0.50 0.05 70.94 70.93 70.94 70.90 70.69 
14 0.80 0.24 0.50 0.25 71.25 71.26 71.24 71.18 71.04 
15 0.80 0.24 0.50 0.50 71.85 71.83 71.85 71.75 71.64 
16 0.80 0.24 0.50 0.75 72.74 72.74 72.73 72.67 72..58 
case Pi P2 u s ^^ioo(5) ESopt ESb ESi ES, 
17 0.80 0.40 0.10 0.05 48.30 48.26 48.28 47.10 44.24 
18 0.80 0.40 0.10 0.25 49.91 50.00 49.93 48.68 45.77 
19 0.80 0.40 0.10 0.50 52.20 52.12 52.12 50.93 47.80 
20 0.80 0.40 0.10 0.75 54.90 54.92 54.80 53.66 50.00 
case Pi P2 u s VUs) ESopt ESb ESi ES, 
21 0.80 0.40 0.50 0.05 55.75 55.75 55.72 55.71 55.47 
22 0.80 0.40 0.50 0.25 56.00 55.99 55.98 55.96 55.69 
23 0.80 0.40 0.50 0.50 56.46 56.46 56.43 56.44 56.17 
24 0.80 0.40 0.50 0.75 57.19 57.18 57.14 57.15 56.94 
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case Pi P2 u s V\oo(^) ESopt ES,, ESx ES, 
25 0.50 0.05 0.10 0.05 70.64 70.82 70.64 68.69 67.09 
26 0.50 0.05 0.10 0.25 74.57 74.72 74.43 72.48 70.67 
27 0.50 0.05 0.10 0.50 80.00 80.05 79.81 77.86 76.88 
28 0..50 0.05 0.10 0.75 86.11 86.13 86.19 83.75 83.75 
case Pi P2 u 3 Vioois) ESopt ESb ESx ES, 
29 0.50 0.05 0.50 0.05 86.04 86.08 86.02 85.86 85.80 
30 0.50 0.05 0.50 0.25 86.64 86.63 86.69 86.49 86.39 
31 0..50 0.05 0.50 0.50 87.87 87.88 87.87 87.71 87.67 
32 0.50 0.05 0.50 0.75 89.73 89.71 89.74 89.56 89.45 
case Pi P2 u .s Vioo(s) ESopt ESb ESx ES, 
33 0.50 0.15 0.10 0.05 62.22 62.20 62.26 61.46 59.35 
34 0..50 0.15 0.10 0.25 65.67 65.76 65.60 64.79 62.67 
35 0.50 0.15 0.10 0.50 70.67 70.55 70.58 69.71 67.50 
36 0.50 0.15 0.10 0.75 76.69 76.74 76.62 76.25 76.25 
case Pi P2 u s Fioo(^) ESopt ESb ESx ES, 
37 0..50 0.15 0.50 0.05 76.27 76.27 76.26 76.21. 76.09 
38 0.50 0.15 0.50 0.25 76.78 76.77 76.77 76.76 76.61 
39 0..50 0.15 0.50 0.50 77.88 77.86 77.88 77.83 77.74 
40 0..50 0.15 0.50 0.75 79.71 79.71 79.71 79.66 79..53 
case Pi P2 u s Koo(5)  ESopt ESb ESx ES, 
41 0.50 0.25 0.10 0.05 55.54 55.52 55.48 55.41 53.18 
42 0.50 0.25 0.10 0.25 58.48 58.52 58.48 58.31 56.25 
43 0.50 0.25 0.10 0.50 62.97 62.92 62.93 62.50 62.50 
44 0.50 0.25 0.10 0.75 68.75 68.75 68.75 68.75 68.75 
case Pi P2 u s Vioo(5) ESopt ESb ESi ES, 
45 0.50 0.25 0.50 0.05 67.39 67.39 67.39 67.38 67.18 
46 0.50 0.25 0.50 0.25 67.83 67.83 67.82 67.85 67.66 
47 0.50 0.25 0.50 0.50 68.77 68.77 68.76 68.77 68..58 
48 0.50 0.25 0.50 0.75 70.43 70.44 70.42 70.42 70.21 
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Table H.6: Scale Exponential Case (for n = 100): En 
case Pi P2 u s Euopt Enb Eni En, 
1 0.80 0.08 0.10 0.05 15.78 15.66 13.58 12.92 
2 0.80 0.08 0.10 0.25 13.38 13.02 10.66 10.52 
3 0.80 0.08 0.10 0.50 9.61 9.65 7.35 6.71 
4 0.80 0.08 0.10 0.75 5.76 5.81 3.76 3.57 
case Pi P2 u s Euopt Ent, Eni En, 
5 0.80 0.08 0.50 0,05 5.33 5.29 5.01 4.91 
6 0.80 0.08 0.50 0.25 4.94 4.86 4.59 4.51 
7 0.80 0.08 0.50 0.50 4.15 4.10 3.78 3.72 
8 0.80 0.08 0.50 0.75 3.12 3.03 2.77 2.63 
case Pi P2 u 3 Euopi Enb Eni En, 
9 0.80 0.24 0.10 0.05 16.89 16.15 13.99 12.46 
10 0.80 0.24 0.10 0.25 13.94 13.55 11.32 9.94 
11 0.80 0.24 0.10 0.50 10.36 9.94 7.49 6.16 
12 0.80 0.24 0.10 0.75 6.18 5.94 3.56 3.10 
case Pi P2 u s Euopt Enb Eni En, 
13 0.80 0.24 0.50 0.05 5.78 5.57 5.37 5.10 
14 0.80 0.24 0.50 0.25 5.35 5.16 4.99 4.64 
15 0.80 0.24 0.50 0.50 4.59 4.38 4.25 3.88 
16 0.80 0.24 0.50 0.75 3.37 3.17 3.02 2.79 
case Pi P2 u s Euopt Enb Eni En, 
17 0.80 0.40 0.10 0.05 17.52 16.38 14.09 11.12 
18 0.80 0.40 0.10 0.25 14.65 13.66 11.45 8..56 
19 0.80 0.40 0.10 0.50 11.13 10.09 7.80 4.82 
20 0.80 0.40 0.10 0.75 6.48 5.77 3.37 0.00 
case Pi P2 u s Euopt Enb Eni En, 
21 0.80 0.40 0.50 0.05 5.94 5.59 5.62 4.98 
22 0.80 0.40 0.50 0.25 5.54 5.19 5.21 4.59 
23 0.80 0.40 0.50 0.50 4.75 4.40 4.39 3.85 
24 0.80 0.40 0..50 0.75 3.58 3.19 3.18 2.68 
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case Pi P2 u s Euopt Erib Erii En, 
25 0.50 0.05 0.10 0.05 21.54 21.11 15.77 12.90 
26 0.50 0.05 0.10 0.25 17.65 17.32 11.84 9.20 
27 0.50 0.05 0.10 0.50 12.27 11.91 6.27 4.67 
28 0.50 0.05 0.10 0.75 6.04 5.40 0.00 0.00 
case Pi P2 u s Etiopt Eub Erii En, 
29 0.50 0.05 0.50 0.05 7.80 7.65 7.11 6.92 
30 0.50 0.05 0.50 0.25 7.23 6.94 6.45 6.31 
31 0.50 0.05 0.50 0.50 5.92 5.71 .5.17 4.96 
32 0.50 0.05 0.50 0.75 4.00 3.78 3.21 3.00 
case Pi P2 u s Euopt Ent, Eui En, 
33 0.50 0.15 0.10 0.05 19.60 18.61 14.27 9.45 
34 0.50 0.15 0.10 0.25 15.71 14.93 10.24 5.57 
35 0.50 0.15 0.10 0.50 10.42 9.47 4.70 0.00 
36 0.50 0.15 0.10 0.75 3.82 3.41 0.00 0.00 
case Pi P2 u s Eriopt Eub Eui En, 
37 0.50 0.15 0.50 0.05 7.91 7.65 7.50 6.97 
38 0.50 0.15 0.50 0.25 7.33 7.06 6.84 6..34 
39 0.50 0.15 0.50 0.50 6.05 5.75 5.58 5.04 
40 0.50 0.15 0.50 0.75 3.86 3.62 3.48 2.92 
case Pi P2 u Euopt Etib Erii En, 
41 0.50 0.25 0.10 0.05 14.22 13.23 11.39 3.34 
42 0.50 0.25 0.10 0.25 10.52 9.43 7.46 0.00 
43 0.50 0.25 0.10 0.50 4.95 3.82 0.00 0.00 
44 0.50 0.25 0.10 0.75 0.00 0.00 0.00 0.00 
case Pi P2 u s Eriopt Eub En-i En, 
45 0.50 0.25 0.50 0.05 7.26 7.04 7.06 6.08 
46 0..50 0.25 0.50 0.25 6.66 6.48 6.43 5.44 
47 0.50 0.25 0.50 0.50 5.42 5.20 5.21 4.20 
48 0.50 0.25 0.50 0.75 3.17 3.01 3.01 1.95 
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Table H.7: Scale Exponential Case (for n = 100): G 
case Pi P2 V, 5 Gopt Gb Gi Gj 
1 0.80 0.08 0.10 0.05 3.25 3.25 3.14 3.11 
2 0.80 0.08 0.10 0.25 2.08 2.08 2.03 2.00 
3 0.80 0.08 0.10 0.50 1.47 1.47 1.42 1.41 
4 0.80 0.08 0.10 0.75 1.16 1.16 1.14 1.13 
case Pi P2 It 3 Gopt G, Gi Gs 
5 0.80 0.08 0.50 0.05 3.66 3.66 3.66 3.66 
6 0.80 0.08 0..50 0.25 2.28 2.28 2.28 2.28 
7 0.80 0.08 0.50 0.50 1.56 1.56 1.56 1..56 
8 0.80 0.08 0..50 0.75 1.20 1.20 1.19 1.19 
case Pi P2 u 3 Gopt Gb Gi G, 
9 0.80 0.24 0.10 0.05 2.73 2.74 2.65 2.57 
10 0.80 0.24 0.10 0.25 1.89 1.89 1.84 1.78 
11 0.80 0.24 0.10 0.50 1.40 1.40 1.36 1.32 
12 0.80 0.24 0.10 0.75 1.13 1.13 1.11 1.09 
case Pi P2 u 5 Gopt Gb Gi G» 
13 0.80 0.24 0.50 0.05 3.11 3.11 3.11 3.10 
14 0.80 0.24 0.50 0.25 2.10 2.10 2.09 2.09 
15 0.80 0.24 0.50 0.50 1.50 1.50 1.49 1.49 
16 0.80 0.24 0.50 0.75 1.17 1.17 1.17 1.17 
case Pi P2 u 3 Gopt Gb G: G, 
17 0.80 0.40 0.10 0.05 2.19 2.19 2.14 2.01 
18 0.80 0.40 0.10 0.25 1.67 1.66 1.62 1.53 
19 0.80 0.40 0.10 0.50 1.30 1.30 1.27 1.19 
20 0.80 0.40 0.10 0.75 1.10 1.10 1.07 1.00 
case Pi P2 u 5 Gopt Gb Gi G, 
21 0.80 0.40 0.50 0.05 2.53 2.53 2.53 2..52 
22 0.80 0.40 0.50 0.25 1.87 1.87 1.87 1.86 
23 0.80 0.40 0.50 0.50 1.41 1.41 1.41 1.40 
24 0.80 0.40 0.50 0.75 1.14 1.14 1.14 1.14 
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case Pi P2 u s Gopt Gb C?i G, 
25 0.50 0.05 0.10 0.05 1.36 1.35 1.31 1.28 
26 0.50 0.05 0.10 0.25 1.22 1.22 1.18 1.15 
27 0.50 0.05 0.10 0.50 1.10 1.10 1.07 1.06 
28 0.50 0.05 0.10 0.75 1.03 1.03 1.00 1.00 
case Pi P2 u Gopt G, Gi Gg 
29 0.50 0.05 0.50 0.05 1.65 1.65 1.64 1.64 
30 0.50 0.05 0.50 0.25 1.41 1.42 1.41 1.41 
31 0.50 0.05 0..50 0.50 1.21 1.21 1.21 1.21 
32 0.50 0.05 0.50 0.75 1.07 1.07 1.07 1.07 
case Pi P2 u 3 Gppt Gb C?i G, 
33 0.50 0.15 0.10 0.05 1.20 1.20 1.19 1.15 
34 0.50 0.15 0.10 0.25 1.12 1.12 1.10 1.07 
35 0.50 0.15 0.10 0.50 1.05 1.05 1.03 1.00 
36 0.50 0.15 0.10 0.75 1.01 1.00 1.00 1.00 
case Pi P2 u s G opt Gb Gi Gg 
37 0.50 0.15 0.50 0.05 1.47 1.47 1.47 1.47 
38 0.50 0.15 0.50 0.25 1.31 1.31 1.31 1.30 
39 0.50 0.15 0.50 0.50 1.15 1.15 1.15 1.15 
40 0.50 0.15 0..50 0.75 1.05 1.05 1.04 1.04 
case Pi P2 u s G opt Gb Gi G, 
41 0.50 0.25 0.10 0.05 1.08 1.08 1.08 1.04 
42 0.50 0.25 0.10 0.25 1.04 1.04 1.04 1.00 
43 0.50 0.25 0.10 0.50 1.01 1.01 1.00 1.00 
44 0.50 0.25 0.10 0.75 1.00 1.00 1.00 1.00 
case Pi P2 u s Gopt Gb Gi Gs 
45 0.50 0.25 0.50 0.05 1.31 1.31 1.31 1.31 
46 0.50 0.-25 0.50 0.25 1.21 1.21 1.21 1.20 
47 0.50 0.25 0.50 0.50 1.10 1.10 1.10 1.10 
48 0.50 0.25 0.50 0.75 1.02 1.02 1.02 1.02 
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Table H.8: 
case Pi P2 u 
1 0.80 0.08 0.10 
2 0.80 0.08 0.10 
3 0.80 0.08 0.10 
4 0.80 0.08 0.10 
case Pi P2 u 
5 0.80 0.08 0.50 
6 0.80 0.08 0.50 
7 0.80 0.08 0.50 
8 0.80 0.08 0.50 
case " P i '  P2 u 
9 0.80 0.24 0.10 
10 0.80 0.24 0.10 
11 0.80 0.24 0,10 
12 0.80 0.24 0.10 
case Pi P2 u 
13 0.80 0.24 0.50 
14 0.80 0.24 0.50 
15 0.80 0.24 0.50 
16 0.80 0.24 0.50 
case Pi P2 u 
17 0.80 0.40 0.10 
18 0.80 0.40 0.10 
19 0.80 0.40 0.10 
20 0.80 0.40 0.10 
case Pi P2 u 
21 0.80 0.40 0.50 
22 0.80 0.40 0.50 
23 0.80 0.40 0.50 
24 0.80 0.40 0.50 
for n = 100): Tests of Hypotheses 
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case Pi P2 u s ckppt ckb cki 
25 0.50 0.05 0.10 0.05 ** 
26 0.50 0.05 0.10 0.25 ** 
27 0.50 0.05 0.10 0.50 ** 
28 0.50 0.05 0.10 0.75 na 
case Pi P2 u s ckopt ckb cki 
29 0.50 0.05 0.50 0.05 ** 
30 0.50 0.05 0.50 0.25 ** 
31 0.50 0.05 0.50 0.50 ** 
32 0.50 0.05 0.50 0.75 •* 
case Pi P2 u 3 c k f f p i  ckb ck-i 
33 0.50 0.15 0.10 0.05 ** 
34 0.50 0.15 0.10 0.25 ** 
35 0.50 0.15 0.10 0.50 ** 
36 0.50 0.15 0.10 0.75 na 
case Pi P2 u s ckopt ckb cki 
37 0.50 0.15 0.50 0.05 ** 
38 0.50 0.15 0.50 0.25 
39 0.50 0.15 0.50 0.50 +* 
40 0.50 0.15 0.50 0.75 ** 
case Pi P2 u 3 ckgpt ckb cki 
41 0.50 0,25 0.10 0.05 +* 
42 0.50 0.25 0.10 0.25 *• 
43 0.50 0.25 0.10 0.50 na 
44 0.50 0.25 0.10 0.75 na na na 
case Pi P2 u s ckfypt ckb »—1 
45 0.50 0.25 0.50 0.05 , , 
46 0.50 0.25 0.50 0.25 , 
47 0.50 0.25 0.50 0.50 , 
48 0.50 0.25 0.50 0.75 






Table H.9: Location Exponential Case (for n = 100): ES 
case Pi P2 u s 1^100(5) ES^t ESk ESi ES, 
1 0.80 0.08 0.10 0.05 80.06 80.08 80.14 79.81 80.27 
2 0.80 0.08 0.10 0.25 82.36 82.27 82.41 82.57 82.45 
3 0.80 0.08 0.10 0.50 85.23 85.27 85.25 85.32 85.24 
4 0.80 0.08 0.10 0.75 88.10 88.16 88.12 88.15 88.06 
case Pi P2 u s Vioo(^) ES^t ESb ESi ES, 
5 0.80 0.08 0.50 0.05 88.79 88.77 88.79 88.83 88.83 
6 0.80 0.08 0.50 0.25 89.25 89.26 89.25 89.23 89.27 
7 0.80 0.08 0.50 0.50 89.83 89.80 89.80 89.81 89.82 
8 0.80 0.08 0.50 0.75 90.40 90.40 90.39 90.41 90.39 
case' Pi P2 u s Vioo(-s) ESopt ESb ESi ES, 
9 0.80 0.24 0.10 0.05 65.89 65.98 66.03 65.91 65.83 
10 0.80 0.24 0.10 0.25 67.79 67.80 67.68 67.76 67.81 
11 0.80 0.24 0.10 0.50 70.16 70.13 70.08 70.27 70.19 
12 0.80 0.24 0.10 0.75 72.54 72.59 72.54 72.67 72.57 
case Pi P2 V. s V'ioo(^) ESopt ESt, ESi ES, 
13 0.80 0.24 0.50 0.05 73.11 73.11 73.12 73.11 73.10 
14 0.80 0.24 0.50 0.25 73.49 73.51 73.49 73.49 73.48 
15 0.80 0.24 0.50 0.50 73.96 73.97 73.97 73.97 73.98 
16 0.80 0.24 0.50 0.75 74.44 74.43 74.44 74.44 74.44 
case Pi P2 u s Vioo("S) ESopt ESb ESi ES, 
17 0.80 0.40 0.10 0.05 51.68 51.70 51.66 51.54 51.72 
18 0.80 0.40 0.10 0.25 53.18 53.18 53.14 53.25 53.19 
19 0.80 0.40 0.10 0.50 55.05 55.12 55.10 55.06 55.05 
20 0.80 0.40 0.10 0.75 56.93 56.90 56.92 56.88 50.00 
case Pi P2 n s ESopt ESb ESi ES, 
21 0.80 0.40 0.50 0.05 57.37 57.37 57.38 57.38 57.39 
22 0.80 0.40 0.50 0.25 57.67 57.70 57.68 57.66 57.67 
23 0.80 0.40 0.50 0.50 58.05 58.03 58.05 58.05 58.04 
24 0.80 0.40 0.50 0.75 58.43 58.44 58.41 58.41 58.41 
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case Pi P2 u .s ESopt ESt, ESi ES, 
25 0.50 0.05 0.10 0.05 76.08 75.95 76.02 76.15 75.45 
26 0.50 0.05 0.10 0.25 79.84 79.67 79.53 80.04 79.41 
27 0.50 0.05 0.10 0..50 84.54 84.77 84.57 84.39 84.31 
28 0.50 0.05 0.10 0.75 89.24 89.31 89.30 83.75 83.75 
case Pi P2 u 5 Vxoois) ESopt ESi, ESi ES, 
29 0.50 0.05 0.50 0.05 90.33 90.37 90.39 90.36 90.35 
30 0.50 0.05 0.50 0.25 91.09 91.04 91.05 91.12 91.06 
31 0.50 0.05 0.50 0.50 92.04 92.04 92.07 92.06 92.13 
32 0.50 0.05 0.50 0.75 92.99 92.97 92.97 93.01 92.98 
case Pi P2 u s V'ioo(5) ESopt ESb ES^ ES, 
33 0.50 0.15 0.10 0.05 67.84 68.00 67.99 67.85 67.11 
34 0.50 0.15 0.10 0.25 71.19 71.03 71.23 71.03 70.60 
35 0.50 0.15 0.10 0.50 75.39 75.29 75.38 75.49 67.50 
36 0.50 0.15 0.10 0.75 79.59 79.57 79.60 76.25 76.25 
case Pi P2 u s V\oo( s )  ESopt ESb ES^ ES, 
37 0.50 0.15 0.50 0.05 80.55 80.56 80.50 80.57 80.56 
38 0.50 0.15 0.50 0.25 81.23 81.22 81.23 81.27 81.23 
39 0.50 0.15 0.50 0..50 82.08 82.13 82.06 82.04 82.08 
40 0.50 0.15 0.50 0.75 82.93 82.94 82.95 82.91 82.91 
case Pi P2 u 5  Vxoois) ESopt ESb ESi ES, 
41 0.50 0.25 0.10 0.05 59.56 59.59 59.31 59.51 54.89 
42 0.50 0.25 0.10 0.25 .62.50 62.40 62.64 62.44 56.25 
43 0.50 0.25 0.10 0.50 66.16 66.24 66.23 62.50 62.50 
44 0.50 0.25 0.10 0.75 69.83 69.82 68.75 68.75 68.75 
case Pi P2 u s Vroois) ESopt ESb ESi ES, 
45 0.50 0.25 0.50 0.05 70.65 70.69 70.66 70.64 70.58 
46 0.50 0.25 0.50 0.25 71.25 71.23 71.27 71.24 71.21 
47 0.50 0.25 0.50 0..50 72.00 72.01 72.01 72.02 71.96 
48 0.50 0.25 0.50 0.75 72.75 72.79 72.75 72.74 72.68 
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Table H.IO: Location Exponential Case (for n = 100): En 
case Pi P2 u s Eriopt Eub Eni En, 
1 0.80 0.08 0.10 0.05 12.96 12.88 13.25 12.73 
2 0.80 0.08 0.10 0.25 10.57 10.42 10.25 10.37 
3 0.80 0.08 0.10 0.50 7.31 7.34 7.26 7..34 
4 0.80 0.08 0.10 0.75 4.17 4.22 4.18 4.28 
case Pi P2 u s Eriopt Erib Eni En, 
5 0.80 0.08 0.50 0.05 3.51 3.49 3.45 3.45 
6 0.80 0.08 0.50 0.25 2.98 2.99 3.01 2.97 
7 0.80 0.08 0.50 0.50 2.39 2.40 2.38 2.37 
8 0.80 0.08 0.50 0.75 1.74 1.75 1.73 1.75 
case Pi P2 u s Eriopt Erib Eni En, 
9 0.80 0.24 0.10 0.05 13.18 13.12 13.28 13.34 
10 0.80 0.24 0.10 0.25 10.79 10.94 10.84 10.75 
11 0.80 0.24 0.10 0.50 7.73 7.79 7.54 7.62 
12 0.80 0.24 0.10 0.75 4.49 4.56 4.38 4.51 
case Pi P2 u .s Eriopt Eni, Eni En, 
13 0.80 • 0.24 0.50 0.05 3.80 3.79 3.80 3.82 
14 0.80 0.24 0.50 0.25 3.28 3.30 3.30 3.31 
15 0.80 0.24 0.50 0.50 2.68 2.67 2.67 2.66 
16 0.80 0.24 0.50 0.75 2.06 2.06 2.06 2.05 
case Pi P2 u .s Eriopt Eni, Eni En, 
17 0.80 0.40 0.10 0.05 13.83 13.90 14.10 13.68 
18 0.80 0.40 0.10 0.25 11.37 11.44 11.25 11.24 
19 0.80 0.40 0.10 0.50 8.13 8.17 8.23 8.19 
20 0.80 0.40 0.10 0.75 5.16 5.13 5.20 0.00 
case Pi P2 u Eriopt Eni, Eni En, 
21 0.80 0.40 0.50 0.05 4.39 4.36 4.37 4.36 
22 0.80 0.40 0.50 0.25 3.83 3.87 3.89 3.88 
23 0.80 0.40 0.50 0.50 3.29 3.24 3.25 3.26 
24 0.80 0.40 0.50 0.75 2.61 2.65 2.65 2.64 
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case Pi P2 u $ Eriopt Erib Erii En, 
25 0.50 0.05 0.10 0.05 19.81 19.73 19.56 18.87 
26 0.50 0.05 0.10 0.25 15.92 16.04 15.54 15.04 
27 0.50 0.05 0.10 0.50 10.65 10.83 11.00 10.40 
28 0.50 0.05 0.10 0.75 5.92 5.91 0.00 0.00 
case Pi P2 u s Eriopt Eub Erii En, 
29 0.50 0.05 0.50 0.05 4.88 4.85 4.89 4.89 
30 0.50 0.05 0.50 0.25 4.17 4.16 4.09 4.14 
31 0.50 0.05 0.50 0.50 3.12 3.08 3.10 3.03 
32 0.50 0.05 0.50 0.75 2.14 2.13 2.10 2.13 
case Pi P2 u s Eriopt Eub Erii En, 
33 0.50 0.15 0.10 0.05 19.60 19.55 19.71 17.04 
34 0.50 0.15 0.10 0.25 16.09 15.83 16.02 13.74 
35 0.50 0.15 0.10 0.50 11.21 11.04 10.94 0.00 
36 0.50 0.15 0.10 0.75 6.27 6.22 0.00 0.00 
case Pi P2 u a Eriopt Ent, Erii En, 
37 0.50 0.15 0.50 0.05 5.23 5.30 5.22 5.23 
38 0..50 0.15 0.50 0.25 4.44 4.43 4.39 4.44 
39 0..50 0.15 0.50 0.50 3.38 3.46 3.49 3.44 
40 0..50 0.15 0.50 0.75 2.42 2.41 2.46 2.46 
case Pi P2 u s Eriopt Erib Erii En, 
41 0.50 0.25 0.10 0.05 19.56 19.60 19.42 6.06 
42 0.50 0.25 0.10 0.25 15.95 15.55 15.77 0.00 
43 0.50 0.25 0.10 0.50 11.15 11.06 0.00 0.00 
44 0.50 0.25 0.10 0.75 6.63 0.00 0.00 0.00 
case Pi P2 u s Eriopt Eni, Erii En, 
45 0.50 0.25 0.50 0.05 5.74 5.78 5.80 5.75 
46 0.50 0.25 0.50 0.25 5.03 4.98 5.00 4.96 
47 0.50 0.25 0.50 0.50 3.98 3.98 3.97 3.93 
48 0.50 0.25 0.50 0.75 2.95 2.98 3.00 2.92 
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Table H.ll: Location Exponential Case (for n  = 100): G  
case Pi P2 u s Gopt Gfc G: G, 
1 0.80 0.08 0.10 0.05 3.39 3.40 3.38 3.40 
2 0.80 0.08 0.10 0.25 2.17 2.17 2.17 2.17 
3 0.80 0.08 0.10 0.50 1.52 1.52 1.52 1.52 
4 0.80 0.08 0.10 0.75 1.19 1.19 1.19 1.19 
case Pi P2 u s Gopt G, G, G, 
5 0.80 0.08 0.50 0.05 3.76 3.76 3.76 3.76 
6 0.80 0.08 0.50 0.25 2.35 2.35 2.35 2.35 
7 0.80 0.08 0.50 0.50 1.60 1.60 1.60 1.60 
8 0.80 0.08 0.50 0.75 1.22 1.22 1.22 1.22 
case Pi P2 u s Gopt G, G^ G, 
9 0.80 0.24 0.10 0.05 2.89 2.90 2.89 2.89 
10 0.80 0.24 0.10 0.25 1.99 1.99 1.99 1.99 
11 0.80 0.24 0.10 0.50 1.46 1.46 1.46 1.46 
12 0.80 0.24 0.10 0.75 1.17 1.17 1.17 1.17 
case Pi P2 u s Gopt G, G, 
13 0.80 0.24 0.50 0.05 3.21 3.21 3.21 3.21 
14 0.80 0.24 0.50 0.25 2.16 2.16 2.16 2.16 
15 0.80 0.24 0.50 0.50 1.54 1.54 1.54 1.54 
16 0.80 0.24 0.50 0.75 1.20 1.20 1.20 1.20 
case Pi P2 u s Gopt G, Gi G, 
17 0.80 0.40 0.10 0.05 2.35 2.35 2.34 2.35 
18 0.80 0.40 0.10 0.25 1.77 1.77 1.78 1.77 
19 0.80 0.40 0.10 0.50 1.38 1.38 1.38 1.38 
20 0.80 0.40 0.10 0.75 1.14 1.14 1.14 1.00 
case Pi Pi u s Gopt Gb G, G. 
21 0.80 0.40 0.50 0.05 2.61 2.61 2.61 2.61 
22 0.80 0.40 0.50 0.25 1.92 1.92 1.92 1.92 
23 0.80 0.40 0.50 0.50 1.45 1.45 1.45 1.45 
24 0.80 0.40 0.50 0.75 1.17 1.17 1.17 1.17 
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case Pi P2 u s Gopt Gb Gi G, 
25 0.50 0.05 0.10 0.05 1.45 1.45 1.46 1.44 
26 0.50 0.05 0.10 0.25 1.30 1.30 1.31 1.30 
27 0.50 0.05 0.10 0.50 1.17 1.17 1.16 1.16 
28 0.50 0.05 0.10 0.75 1.07 1.07 1.00 1.00 
case Pi P2 u 3 Gopt Gb Gx G, 
29 0.50 0.05 0.50 0.05 1.73 1.73 1.73 1.73 
30 0.50 0.05 0.50 0.25 1.49 1.49 1.49 1.49 
31 0.50 0.05 0.50 0..50 1.27 1.27 1.27 1.27 
32 0.50 0.05 0.50 0.75 1.11 1.11 1.11 1.11 
case Pi P2 u 3 Gopt Gb Gi G, 
33 0.50 0.15 0.10 0.05 1.31 1.31 1.31 1.30 
34 0.50 0.15 0.10 0.25 1.21 1.21 1.21 1.20 
35 0.50 0.15 0.10 0.50 1.12 1.12 1.12 1.00 
36 0.50 0.15 0.10 0.75 1.04 1.04 1.00 1.00 
case Pi P2 u 3 Gopt Gb Gi C7, 
37 0.50 0.15 0.50 0.05 1.56 1.56 1.56 1.56 
38 0.50 0.15 0.50 0.25 1.38 1.38 1.38 1.38 
39 0.50 0.15 0.50 0.50 1.22 1.22 1.22 1.22 
40 0.50 0.15 0.50 0.75 1.09 1.09 1.09 1.09 
case Pi P2 u 3 Gopt Gb Gi G, 
41 0.50 0.25 0.10 0.05 1.16 1.16 1.16 1.07 
42 0.50 0.25 0.10 0.25 1.11 1.11 1.11 1.00 
43 0.50 0.25 0.10 0.50 1.06 1.06 1.00 1.00 
44 0.50 0.25 0.10 0.75 1.02 1.00 1.00 1.00 
case Pi P2 u 3 Gopt Gb Gi G, 
45 0.50 0.25 0.50 0.05 1.38 1.38 L.38 1.38 
46 0.50 0.25 0.50 0.25 1.27 1.27 1.27 1.27 
47 0.50 0.25 0.50 0.50 1.15 1.15 1.15 1.15 
48 0.50 0.25 0.50 0.75 1.06 1.06 1.06 1.06 
185 
Table H.12: Location Exponential Case (for n = 100): Tests of Hypotheses 
case Pi P2 u s Ckgpt  ckb cki ck, 
1 0.80 0.08 0.10 0.05 * * 
2 0.80 0.08 0.10 0.25 * , 
3 0.80 0.08 0.10 0.50 
4 0.80 0.08 0.10 0.75 
case Pi P2 u s ckopt ckb cki ck, 
5 0.80 0.08 0.50 0.05 * 
6 0.80 0.08 0.50 0.25 
7 0.80 0.08 0.50 0.50 
8 0.80 0.08 0.50 0.75 
case Pi P2 u 3 ckopt ckb cki ck. 
9 0.80 0.24 0.10 0.05 
10 0.80 0.24 0.10 0.25 
11 0.80 0.24 0.10 0.50 
12 0.80 0.24 0.10 0.75 * 
case Pi P2 u .s ckopt ckb cki ck. 
13 0.80 0.24 0.50 0.05 
14 0.80 0.24 0.50 0.25 
15 0.80 0.24 0.50 0.50 
16 0.80 0.24 0.50 0.75 
case Pi P2 u .s ckopt ckb cki ck. 
17 0.80 0.40 0.10 0.05 
18 0.80 0.40 0.10 0.25 
19 0.80 0.40 0.10 0.50 
20 0.80 0.40 0.10 0.75 na 
case Pi P2 u ckopt ckb cki ck. 
21 0.80 0.40 0.50 0.05 
22 0.80 0.40 0.50 0.25 
23 0.80 0.40 0.50 0.50 
24 0.80 0.40 0.50 0.75 
case Pi P2 u s Ckgpt ckb cfci ckg 
25 0.50 0.05 0.10 0.05 , ** 
26 0.50 0.05 0.10 0.25 * 
27 0..50 0.05 0.10 0.50 , , 
28 0.50 0.05 0.10 0.75 na na 
case Pi P2 u s ckopt ckb cki ckg 
29 0..50 0.05 0..50 0.05 . 
30 0.50 0.05 0.50 0.25 , 
31 0..50 0.05 0.50 0,b0 ** 
32 0.50 0.05 0.50 0.75 , , 
case Pi P2 u s ckopt ckb cki cks 
33 0.50 0.15 0.10 0.05 ** 
34 0.50 0.15 0.10 0.25 ** 
35 0.50 0.15 0.10 0.50 na 
36 0.50 0.15 0.10 0.75 na na 
case Pi Pi s ckopt ckb cki ck. 
37 0.50 0.15 0.50 0.05 , , 
38 0.50 0.15 0..50 0.25 , 
39 0.50 0.15 0.50 0.50 
40 0.50 0.15 0..50 0.75 
case Pi P2 u s ckopt ckb chi ck. 
41 0.50 0.25 0.10 0.05 , ** 
42 0.50 0.25 0.10 0.25 na 
43 0.50 0.25 0.10 0.50 na na 
44 0.50 0.25 0.10 0.75 na na na 
case Pi P2 u s ckopt ckb cki ck. 
45 0..50 0.25 0.50 0.05 * 
46 0.50 0.25 0.50 0.25 , , 
47 0.50 0.25 0.50 0.50 , 
48 0..50 0.25 0.50 0.75 ** 
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APPENDIX I. CONTINUOUS TEST RESULTS CASE: FOR n  = 1000 
Key for Table Headings 
ESb = estimated expected number of remaining effective systems 
using the "binary optimal" cutoff points 
ESi = estimated expected number of remaining effective systems 
using the "one-step" cutoff points 
ESa = estimated expected number of remaining effective systems 
using the "Seglie" cutoff points 
nr(s) = mean no. of systems available with no developmental testing 
Euf, = estimated no. of systems tested using the "binary optimal" cutoff points 
Eui = estimated no. of systems tested using the "one-step" cutoff points 
En, = estimated no. of systems tested using the "Seglie" cutoff points 
n — ESk 
- nr(5) 
n — ES^ 
n _ ES. 
~ ni-(3) 
ck'xpiacale) indicates the result of testing Hq: ESb = ESi versus 
Ha: ESb > ESi in the scale exponential cases 
^f^exp(ioc) indicates the result of testing Ho'. ESb = ESi versus 
Ha: ESb > ESi in the location exponential cases 
^f^normai indicates the result of testing Hq: ESb = ES\ versus 
Ha: ESb > ESi in the normal cases 
** : significant at a = .01 
* : significant at a = .05 
. : not significant 




























Table I.l; Normal Case 
Pi P2 u s 
0.20 0.02 0.001 0.05 
0.20 0.02 0.001 0.25 
0.20 0.02 0.001 0.50 
0.20 0.02 0.001 0.75 
Pi P2 u s 
0.20 0.02 0.010 0.05 
0.20 0.02 0.010 0.25 
0.20 0.02 0.010 0.50 
0.20 0.02 0.010 0.75 
Pi P2 u s 
0.20 0.02 0.100 0.05 
0.20 0.02 0.100 0.25 
0.20 0.02 0.100 0.50 
0.20 0.02 0.100 0.75 
Pi P2 u s 
0.20 0.02 0.500 0.05 
0.20 0.02 0.500 0.25 
0.20 0.02 0.500 0.50 
0.20 0.02 0.500 0.75 
Pi P2 u s 
0.20 0.06 0.001 0.05 
0.20 0.06 0.001 0.25 
0.20 0.06 0.001 0.50 
0.20 0.06 0.001 0.75 
Pi P2 u 3 
0.20 0.06 0.010 0.05 
0.20 0.06 0.010 0.25 
0.20 0.06 0.010 0.50 
0.20 0.06 0.010 0.75 
'or n  = 1000): E S  
ESf, ES^ ES, 
809.00 809.00 809.00 
845.00 845.00 845.00 
890.00 890.00 890.00 
935.00 935.00 935.00 
ESk ESi ES, 
809.00 809.00 809.00 
845.00 845.00 845.00 
890.00 890.00 890.00 
935.00 935.00 935.00 
ESb ESx ES, 
922.30 910.08 908.67 
932.48 919.98 917.74 
945.33 933.42 931.98 
959.51 935.00 935.00 
ES,, ES^ ES, 
962.08 961.33 961.04 
963.93 963.09 963.02 
966.68 965.84 965.84 
970.21 969.27 969.13 
ESb ESx ES, 
807.00 807.00 807.00 
835.00 835.00 835.00 
870.00 870.00 870.00 
905.00 905.00 905.00 
ESb ES^ ES, 
807.00 807.00 807.00 
835.00 835.00 835.00 
870.00 870.00 870.00 
905.00 905.00 905.00 
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case Pi P2 u 5 ESb ESi ES, 
25 0.20 0.06 0.100 0.05 874.43 866.71 864.65 
26 0.20 0.06 0.100 0.25 885.12 877.17 874.74 
27 0.20 0.06 0.100 0.50 898.80 890.66 888.58 
28 0.20 0.06 0.100 0.75 914.08 905.00 905.00 
case Pi P2 u ESi, ESi ES, 
29 0.20 0.06 0.500 0.05 917.48 917.15 916.94 
30 0.20 0.06 0.500 0.25 919.02 918.98 918.63 
31 0.20 0.06 0.500 0.50 922.01 921.65 921.58 
32 0.20 0.06 0.500 0.75 926.11 926.00 925.78 
case Pi P2 u s ESb ESi ES, 
33 0.20 0.10 0.001 0.05 805.00 805.00 805.00 
34 0.20 0.10 0.001 0.25 825.00 825.00 825.00 
35 0.20 0.10 0.001 0.50 850.00 8.50.00 850.00 
36 0.20 0.10 0.001 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESi ES, 
37 0.20 0.10 0.010 0.05 805.00 805.00 805.00 
38 0.20 0.10 0.010 0.25 825.00 825.00 825.00 
39 0.20 0.10 0.010 0.50 850.00 850.00 850.00 
40 0.20 0.10 0.010 0.75 875.00 875.00 875.00 
case Pi P2 u ESb ESi ES, 
41 0.20 0.10 0.100 0.05 832.18 830.03 828.14 
42 0.20 0.10 0.100 0.25 841.57 839.93 837.98 
43 0.20 0.10 0.100 0.50 856.30 854.12 850.00 
44 0.20 0.10 0.100 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESi ES, 
45 0.20 0.10 0.500 0.05 875.96 876.03 875.75 
46 0.20 0.10 0.500 0.25 877.47 877.46 877.29 
47 0.20 0.10 0.500 0.50 880.25 880.28 880.17 
48 0.20 0.10 0.500 0.75 885.00 885.11 884.93 
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case Pi P2 u s ES^ ES^ ES, 
49 0.50 0.05 0.001 0.05 522.50 522.50 522.50 
50 0.50 0.05 0.001 0.25 612.50 612.50 612.50 
51 0.50 0.05 0.001 0.50 725.00 725.00 725.00 
52 0.50 0.05 0.001 0.75 837.50 837.50 837.50 
case Pi P2 u s ESf, ESi ES, 
53 0..50 0.05 0.010 0.05 765.91 728.00 709.75 
54 0.50 0.05 0.010 0.25 801.75 766.15 749.42 
55 0.50 0.05 0.010 0.50 848.30 814.70 801.59 
56 0.50 0.05 0.010 0.75 896.35 837.50 837.50 
case Pi P2 u s ES^ ES^ ES, 
57 0.50 0.05 0.100 0.05 925.12 920.47 920.07 
58 0.50 0.05 0.100 0.25 929.05 924.41 924.12 
59 0.50 0.05 0.100 0.50 934.44 929.57 929.38 
60 0.50 0.05 0.100 0.75 939.95 935.52 935.00 
case Pi P2 u .5 ES^ ESx ES, 
61 0.50 0.05 0.500 0.05 941.09 940.88 940.89 
62 0.50 0.05 0.500 0.25 941.78 941.60 941.47 
63 0.50 0.05 0.500 0.50 942.86 942.66 942.63 
64 0.50 0.05 0.500 0.75 944.30 944.11 944.05 
case Pi P2 u .5 ESb ESx ES, 
65 0.50 0.15 0.001 0.05 517.50 517.50 517.50 
66 0.50 0.15 0.001 0.25 587.50 587.50 587.50 
67 0.50 0.15 0.001 0..50 675.00 675.00 675.00 
68 0.50 0.15 0.001 0.75 762.50 762.50 762.50 
case Pi P2 u s ESb ES^ ES, 
69 0.50 0.15 0.010 0.05 676.98 642.32 614.53 
70 0.50 0.15 0.010 0.25 713.98 675.19 646.94 
71 0.50 0.15 0.010 0.50 754.29 718.46 675.00 
72 0.50 0.15 0.010 0.75 801.97 762.50 762.50 
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case Pi P2 u .s ESb ESi ES, 
73 0.50 0.15 0.100 0.05 822.31 817.56 816.04 
74 0.50 0.15 0.100 0.25 825.72 821.46 819.83 
75 0.50 0.15 0.100 0.50 830.87 826.56 824.98 
76 0.50 0.15 0.100 0.75 836.70 832.33 830.82 
case Pi P2 u s ESb ESi ES, 
77 0.50 0.15 0.500 0.05 838.75 838.70 838.62 
78 0.50 0.15 0.500 0.25 839.34 839.37 8.39.21 
79 0.50 0.15 0.500 0.50 840.45 840.32 840.26 
80 0.50 0.15 0.500 0.75 842.00 841.99 841.81 
case Pi P2 u s ESb ESi ES, 
81 0.50 0.25 0.001 0.05 512.50 512.50 512.50 
82 0.50 0.25 0.001 0.25 562.50 562.50 562.50 
83 0.50 0.25 0.001 0.50 625.00 625.00 625.00 
84 0.50 0.25 0.001 0.75 687.50 687.50 687.50 
case Pi P2 u s ESb ESi ES, 
85 0.50 0.25 0.010 0.05 592.12 568.80 5.36.86 
86 0.50 0.25 0.010 0.25 621.70 598.38 562.50 
87 0.50 0.25 0.010 0.50 658.78 625.00 625.00 
88 0.50 0.25 0.010 0.75 700.01 687.50 687..50 
case Pi P2 u 5 ESb ESi ES, 
89 0.50 0.25 0.100 0.05 718.84 715.81 713.55 
90 0.50 0.25 0.100 0.25 722.13 719.24 716.61 
91 0.50 0.25 0.100 0.50 726.92 724.47 721.72 
92 0.50 0.25 0.100 0.75 733.28 730.41 727.82 
case Pi P2 u s ESb ESi ES, 
93 0.50 0.25 0.500 0.05 738.01 738.02 737.84 
94 0.50 0.25 0.500 0.25 738.45 738.47 738.34 
95 0.50 0.25 0.500 0.50 739.40 739.42 739.24 
96 0.50 0.25 0.500 0.75 741.03 741.06 740.89 
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case Pi P2 u s ESb ESi ES, 
97 0.80 0.08 0.001 0.05 331.10 320.24 236.00 
98 0.80 0.08 0.001 0.25 455.02 439.81 380.00 
99 0.80 0.08 0.001 0.50 613.41 560.00 560.00 
100 0.80 0.08 0.001 0.75 763.52 740.00 740.00 
case Pi P2 u .s ESb ESi ES, 
101 0.80 0.08 0.010 0.05 810.03 780.93 775.25 
102 0.80 0.08 0.010 0.25 830.02 804.69 798.63 
103 0.80 0.08 0.010 0.50 858.38 835.91 828.40 
104 0.80 0.08 0.010 0.75 887.98 870.55 865.66 
case Pi P2 u .s ESb ESi ES, 
105 0.80 0.08 0.100 0.05 905.06 903.05 902.77 
106 0.80 0.08 0.100 0.25 907.40 905.42 905.17 
107 0.80 0.08 0.100 0.50 910.64 908.38 908.15 
108 0.80 0.08 0.100 0.75 913.87 911.80 911.45 
case Pi P2 u .s ESb ESi ES, 
109 0.80 0.08 0.500 0.05 914.51 914.45 914.43 
110 0.80 0.08 0.500 0.25 914.93 914.87 914.85 
111 0.80 0.08 0.500 0..50 915.58 915.50 915.49 
112 0.80 0.08 0.500 0.75 916.44 916.37 916.36 
case Pi P2 u s ESb ESi ES, 
113 0.80 0.24 0.001 0.05 284.26 265.67 228.00 
114 0.80 0.24 0.001 0.25 382.32 340.00 340.00 
115 0.80 0.24 0.001 0.50 507.30 480.00 480.00 
116 0.80 0.24 0.001 0.75 632.43 620.00 620.00 
case Pi P2 u s ESt, ESi ES, 
117 0.80 0.24 0.010 0.05 661.26 636.13 618.68 
118 0.80 0.24 0.010 0.25 681.38 654.96 637.77 
119 0.80 0.24 0.010 0.50 708.58 678.24 662.98 





























Pi P2 u s 
0.80 0.24 0.100 0.05 
0.80 0.24 0.100 0.25 
0.80 0.24 0.100 0.50 
0.80 0.24 0.100 0.75 
Pi P2 u .s 
0.80 0.24 0.500 0.05 
0.80 0.24 0.500 0.25 
0.80 0.24 0.500 0.50 
0.80 0.24 0.500 0.75 
Pi P2 u s 
0.80 0.40 0.001 0.05 
0.80 0.40 0.001 0.25 
0.80 0.40 0.001 0.50 
0.80 0.40 0.001 0.75 
Pi P2 u s 
0.80 0.40 0.010 0.05 
0.80 0.40 0.010 0.25 
0.80 0.40 0.010 0.50 
0,80 0.40 0.010 0.75 
Pi P2 u s 
0.80 0.40 0.100 0.05 
0.80 0.40 0.100 0.25 
0.80 0.40 0.100 0.50 
0.80 0.40 0.100 0.75 
Pi P2 u s 
0,80 0.40 0.500 0.05 
0,80 0.40 0.500 0.25 
0.80 0.40 0..500 0.50 
0,80 0.40 0.500 0.75 
ESi ESi ES, 
745.16 743.24 741.93 
747.09 745.07 744.09 
749.86 747.85 746.59 
752.94 751.02 749.84 
ESb ES, 
753.89 753.85 753.77 
7.54.26 754.22 754.09 
754.82 754.79 754.69 
755.62 755.58 755.49 
ESb ES^ ES, 
238.17 230.65 220.00 
309.76 300.00 300.00 
406.57 400.00 400.00 
504.69 500.00 500.00 
ESb ESi ESs 
519.33 494.27 462.94 
534.94 508.62 478.61 
555.03 527.91 497.11 
574.54 550.14 500.00 
ESb J55i ESs 
585.57 583.91 581.72 
587.08 585.53 583.34 
589.55 587.92 585.66 
592.21 .590.71 588.29 
ESb ESx ES, 
594.01 594.03 593.86 
594.26 594.28 594.09 
594.76 594.75 594.53 
595.45 .595.46 595.25 
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Table 1.2: Normal Case (for n = 1000): En 
case Pi P2 u s Erib Eui En, 
1 0.20 0.02 0.001 0.05 0.00 0.00 0.00 
2 0.20 0.02 0.001 0.25 0.00 0.00 0.00 
3 0.20 0.02 0.001 0.50 0.00 0.00 0.00 
4 0.20 0.02 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Erib Eui En, 
5 0.20 0.02 0.010 0.05 0.00 0.00 0.00 
6 0.20 0.02 0.010 0.25 0.00 0.00 0.00 
7 0.20 0.02 0.010 0.50 0.00 0.00 0.00 
8 0.20 0.02 0.010 0.75 0.00 0.00 0.00 
case Pi P2 u s Eub Eux En, 
9 0.20 0.02 0.100 0.05 52.73 44.10 43.02 
10 0.20 0.02 0.100 0.25 42.40 33.93 33.63 
11 0.20 0.02 0.100 0.50 29.31 20.44 20.02 
12 0.20 0.02 0.100 0.75 14.92 0.00 0.00 
case Pi P2 u s Eub Eui En, 
13 0.20 0.02 0.500 0.05 14.68 13.98 14.11 
14 0.20 0.02 0.500 0.25 12.72 12.20 12.09 
15 0.20 0.02 0.500 0.50 9.95 9.41 9.23 
16 0.20 0.02 0.500 0.75 6.34 5.91 5.85 
case Pi P2 u a Erib Eux En, 
17 0.20 0.06 0.001 0.05 0.00 0.00 0.00 
18 0.20 0.06 0.001 0.25 0.00 0.00 0.00 
19 0.20 0.06 0.001 0.50 0.00 0.00 0.00 
20 0.20 0.06 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Eub En-i En, 
21 0.20 0.06 0.010 0.05 0.00 0.00 0.00 
22 0.20 0.06 0.010 0.25 0.00 0.00 0.00 
23 0.20 0.06 0.010 0.50 0.00 0.00 0.00 
24 0.20 0.06 0.010 0.75 0.00 0.00 0.00 
195 
case Pi P2 u 3 Eub Eui En, 
25 0.20 0.06 0.100 0.05 53.71 42.48 39.98 
26 0.20 0.06 0.100 0.25 42.56 31.47 29.30 
27 0.20 0.06 0.100 0.50 28.08 17.13 15.06 
28 0.20 0.06 0.100 0.75 12.21 0.00 0.00 
case Pi P2 u s Eub Erix En, 
29 0.20 0.06 0.500 0.05 17.72 17.59 17.33 
30 0.20 0.06 0.500 0.25 16.07 15.65 15.56 
31 0.20 0.06 0.500 0.50 12.91 12.81 12.39 
32 0.20 0.06 0.500 0.75 8.54 8.20 7.90 
case Pi P2 u 3 Eub Erii En, 
33 0.20 0.10 0.001 0.05 0.00 0.00 0.00 
34 0.20 0.10 0.001 0.25 0.00 0.00 0.00 
35 0.20 0.10 0.001 0.50 0.00 0.00 0.00 
36 0.20 0.10 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u 3 Etib Erii En, 
37 0.20 0.10 0.010 0.05 0.00 0.00 0.00 
38 0.20 0.10 0.010 0.25 0.00 0.00 0.00 
39 0.20 0.10 0.010 0.50 0.00 0.00 0.00 
40 0.20 0.10 0.010 0.75 0.00 0.00 0.00 
case Pi P2 u 3 Erif, Erii En, 
41 0.20 0.10 0.100 0.05 42.81 36.81 31.17 
42 0.20 0.10 0.100 0.25 32.56 25.89 20.27 
43 0.20 0.10 0.100 0.50 16.42 10.24 0.00 
44 0.20 0.10 0.100 0.75 0.00 0.00 0.00 
case Pi P2 u 3 Euf, Erii En, 
45 0.20 0.10 0.500 0.05 18.86 18.77 18.08 
46 0.20 0.10 0.500 0.25 17.18 17.17 16.37 
47 0.20 0.10 0.500 0.50 14.06 14.05 13.18 
48 0.20 0.10 0.500 0.75 8.80 8.70 7.91 
196 
case Pi P2 u s Erib Erii En, 
49 0.50 0.05 0.001 0.05 0.00 0.00 0.00 
50 0.50 0.05 0.001 0.25 0.00 0.00 0.00 
51 0.50 0.05 0.001 0.50 0.00 0.00 0.00 
52 0.50 0.05 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u $ Erib Erii En, 
53 0.50 0.05 0.010 0.05 188.99 150.55 131.31 
54 0.50 0.05 0.010 0.25 151.86 110.67 93.81 
55 0.50 0.05 0.010 0.50 103..52 65.93 53.92 
56 0.50 0.05 0.010 0.75 53.78 0.00 0.00 
case Pi P2 u s Eub Erii En, 
57 0.50 0.05 0.100 0.05 25.06 23.21 23.21 
58 0..50 0.05 0.100 0.25 20.92 19.04 18.74 
59 0.50 0.05 0.100 0.50 15.25 13.63 13.29 
60 0..50 0.05 0.100 0.75 9.43 7.45 7.37 
case Pi P2 u 3 Eub En-i En, 
61 0..50 0.05 0.500 0.05 8.36 8.05 7.95 
62 0..50' 0.05 0.500 0.25 7.66 7.29 7.33 
63 0.50 0.05 0.500 0.50 6.51 6.17 6.14 
64 0.50 0.05 0.500 0.75 5.00 4.64 4.62 
case Pi P2 u s Eub Erii En, 
65 0..50 0.15 0.001 0.05 0.00 0.00 0.00 
66 0..50 0.15 0.001 0.25 0.00 0.00 0.00 
67 0..50 0.15 0.001 0..50 0.00 0.00 0.00 
68 0.50 0.15 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Eub Etix En, 
69 0.50 0.15 0.010 0.05 192.27 131..58 94.71 
70 0..50 0.15 0.010 0.25 150.25 93.17 60.70 
71 0..50 0.15 0.010 0.50 103.97 47.26 0.00 
72 0.50 0.15 0.010 0.75 49.84 0.00 0.00 
197 
case Pi P2 u 3  Erib Erii En, 
73 0.50 0.15 0.100 0.05 29.91 27.19 26.80 
74 0.50 0.15 0.100 0.25 25.91 22.57 22.23 
75 0.50 0.15 0.100 0.50 19.84 16.54 16.16 
76 0.50 0.15 0.100 0.75 12.98 9.78 9.24 
case Pi P2 u Eub Eui En, 
77 0.50 0.15 0.500 0,05 11.35 11.08 10.78 
78 0.50 0.15 0.500 0,25 10.65 10.34 10.12 
79 0.50 0.15 0.500 0.50 9.35 9.20 8.87 
80 0.50 0.15 0.500 0,75 7.52 7.24 7.06 
case Pi P2 u  .s Eub Erii En, 
81 0.50 0.25 0.001 0.05 0.00 0.00 0.00 
82 0.50 0.25 0.001 0,25 0.00 0.00 0.00 
83 0.50 0.25 0.001 0,50 0.00 0.00 0.00 
84 0.50 0.25 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u  s  Euf, Erii En, 
85 0.50 0.25 0.010 0.05 178.99 107.00 37.32 
86 0.50 0.25 0.010 0.25 142.23 67.70 0.00 
87 0.50 0.25 0.010 0.50 96.41 0.00 0.00 
88 0.50 0.25 0.010 0.75 45.71 0.00 0.00 
case Pi P2 u s Erib Erii En, 
89 0.50 0.25 0.100 0.05 35.90 32.11 30.01 
90 0.50 0.25 0.100 0.25 31.54 27.52 25.94 
91 0.50 0.25 0.100 0.50 25.13 20.58 19.15 
92 0.50 0.25 0.100 0.75 16.66 12.69 11.12 
case Pi P2 u .s Etif, Eni En, 
93 0.50 0.25 0.500 0.05 13.23 13.24 12.53 
94 0.50 0.25 0.500 0.25 12.65 12.62 11.85 
95 0.50 0.25 0.500 0.50 11.42 11.35 10.64 































Pi P2 u s Eub Eui En, 
0.80 0.08 0.001 0.05 480.94 353.06 0.00 
0.80 0.08 0.001 0.25 379.74 247.71 0.00 
0.80 0.08 0.001 0.50 250.57 0.00 0.00 
0.80 0.08 0.001 0.75 126.27 0.00 0.00 
Pi P2 u s Erib Etii En, 
0.80 0.08 0.010 0.05 118.97 116..52 112.00 
0.80 0.08 0.010 0.25 97.24 90.36 87.24 
0.80 0.08 0.010 0.50 66.41 59.15 58.19 
0.80 0.08 0.010 0.75 34.26 26.96 26.17 
Pi P2 u s Eub Eui En, 
0.80 0.08 0.100 0.05 15.79 14.96 14.82 
0.80 0.08 0.100 0.25 13.25 12.38 12.21 
0.80 0.08 0.100 0.50 9.72 9.12 8.98 
0.80 0.08 0.100 0.75 6.21 5.44 5.42 
Pi P2 u s Erib En-i En, 
0.80 0.08 0.500 0.05 5.53 5.33 5.30 
0.80 0.08 0.500 0.25 5.08 4.88 4.83 
0.80 0.08 0.500 0.50 4.37 4.19 4.13 
0.80 0.08 0..500 0.75 3.44 3.24 3.19 
Pi P2 u s Enb Erii En, 
0.80 0.24 0.001 0.05 415.03 271.51 0.00 
0.80 0.24 0.001 0.25 328.26 0.00 0.00 
0.80 0.24 0.001 0.50 218.36 0.00 0.00 
0.80 0.24 0.001 0.75 107.37 0.00 0.00 
Pi P2 u s Eub Erii En, 
0.80 0.24 0.010 0.05 128.62 113.27 106.92 
0.80 0.24 0.010 0.25 102.16 87.89 81.56 
0.80 0.24 0.010 0.50 66.40 57.77 51.02 
0.80 0.24 0.010 0.75 36.39 25.08 21.39 
199 
case Pi P2 u s Eub Erii En, 
121 0.80 0.24 0.100 0.05 18.55 16.94 16.96 
122 0.80 0.24 0.100 0.25 15.99 14.56 14.12 
123 0.80 0.24 0.100 0.50 12.37 10.86 10.73 
124 0.80 0.24 0.100 0.75 8.30 6.74 6.53 
case Pi P2 u 3 Eub Erii En, 
125 0.80 0.24 0.500 0.05 7.22 7.03 6.82 
126 0.80 0.24 0..500 0.25 6.74 6.56 6.39 
127 0.80 0.24 0.500 0.50 5.98 5.81 5.61 
128 0.80 0.24 0..500 0.75 4.92 4.77 4.55 
case Pi P2 u s Eub Erii En, 
129 0.80 0.40 0.001 0.05 287.78 156.22 0.00 
130 0.80 0.40 0.001 0.25 226.64 0.00 0.00 
131 0.80 0.40 0.001 0.50 144.16 0.00 0.00 
132 0.80 0.40 0.001 0.75 60.46 0.00 0.00 
case Pi P2 u .s Eni, Enx En, 
133 0.80 0.40 0.010 0.05 131.57 112.94 96.07 
134 0.80 0.40 0.010 0.25 105.57 88.15 69.76 
135 0.80 0.40 0.010 0.50 72.18 56.34 42.39 
136 0.80 0.40 0.010 0.75 39.66 22.13 0.00 
case Pi P2 u s Erib Erii En, 
137 0.80 0.40 0.100 0.05 22.03 20.14 19.18 
138 0.80 0.40 0.100 0.25 19.51 17.45 16.46 
139 0.80 0.40 0.100 0.50 15.41 13.49 12.53 
140 0.80 0.40 0.100 0.75 10.96 8.80 8.11 
case Pi P2 u Eub Enx En, 
141 0.80 0.40 0.500 0.05 8.61 8.58 7.97 
142 0.80 0.40 0.500 0.25 8.20 8.15 7.56 
143 0.80 0.40 0.500 0.50 7.35 7.37 6.80 
144 0.80 0.40 0.500 0.75 6.22 6.20 5.61 
200 
Table 1.3: Normal Case (for n  = 1000): G  
case Pi P2 u G, Gi Gj nr(5) 
1 0.20 0.02 0.001 0.05 1.00 1.00 1.00 809.00 
2 0.20 0.02 0.001 0.25 1.00 1.00 1.00 845.00 
3 0.20 0.02 0.001 0.50 1.00 1.00 1.00 890.00 
4 0.20 0.02 0.001 0.75 1.00 1.00 1.00 935.00 
case Pi P2 u s Gb Gi G, nr{s) 
5 0.20 0.02 0.010 0.05 1.00 1.00 1.00 809.00 
6 0.20 0.02 0.010 0.25 1.00 1.00 1.00 845.00 
7 0.20 0.02 0.010 0.50 1.00 1.00 1.00 890.00 
8 0.20 0.02 0.010 0.75 1.00 1.00 1.00 935.00 
case Pi P2 u s Gb Gi Gs nr{s) 
9 0.20 0.02 0.100 0.05 1.14 1.12 1.12 809.00 
10 0.20 0.02 0.100 0.25 1.10 1.09 1.09 845.00 
11 0.20 0.02 0.100 0.50 1.06 1.05 1.05 890.00 
12 0.20 0.02 0.100 0.75 1.03 1.00 1.00 935.00 
case Pi P2 u s Gb Gi G, nr{s) 
13 0.20 0.02 0.500 0.05 1.19 1.19 1.19 809.00 
14 0.20 0.02 0.500 0.25 1.14 1.14 1.14 845.00 
15 0.20 0.02 0.500 0.50 1.09 1.09 1.09 890.00 
16 0.20 0.02 0.500 0.75 1.04 1.04 1.04 935.00 
case Pi P2 u s Gb Gi G, nr(s) 
17 0.20 0.06 0.001 0.05 1.00 1.00 1.00 807.00 
18 0.20 0.06 0.001 0.25 1.00 1.00 1.00 835.00 
19 0.20 0.06 0.001 0.50 1.00 1.00 1.00 870.00 
20 0.20 0.06 0.001 0.75 1.00 1.00 1.00 905.00 
case Pi P2 u 5 Gb Gi G, nr{s) 
21 0.20 0.06 0.010 0.05 1.00 1.00 1.00 807.00 
22 0.20 0.06 0.010 0.25 1.00 1.00 1.00 835.00 
23 0.20 0.06 0.010 0.50 1.00 1.00 1.00 870.00 
24 0.20 0.06 0.010 0.75 1.00 i.oo 1.00 905.00 
201 
case Pi P2 u s Gb G. nr(s) 
25 0.20 0.06 0.100 0.05 1.08 1.07 1.07 807.00 
26 0.20 0.06 0.100 0.25 1.06 1.05 1.05 835.00 
27 0.20 0.06 0.100 0.50 1.03 1.02 1.02 870.00 
28 0.20 0.06 0.100 0.75 1.01 1.00 1.00 905.00 
case Pi P2 u s Gb Gi Gs nr(s) 
29 0.20 0.06 0.500 0.05 1.14 1.14 1.14 807.00 
30 0.20 0.06 0.500 0.25 1.10 1.10 1.10 835.00 
31 0.20 0.06 0.500 0.50 1.06 1.06 1.06 870.00 
32 0.20 0.06 0.500 0.75 1.02 1.02 1.02 905.00 
case Pi P2 u s Gb Gi G, nr{s) 
33 0.20 0.10 0.001 0.05 1.00 1.00 1.00 805.00 
34 0.20 0.10 0.001 0.25 1.00 1.00 1.00 825.00 
35 0.20 0.10 0.001 0.50 1.00 1.00 1.00 850.00 
36 0.20 0.10 0.001 0.75 1.00 1.00 1.00 875.00 
case Pi Pi u s Gb Gl G, nr{s) 
37 0.20 0.10 0.010 0.05 1.00 1.00 1.00 805.00 
38 0.20 • 0.10 0.010 0.25 1.00 1.00 1.00 825.00 
39 0.20 0.10 0.010 0.50 1.00 LOO LOO 850.00 
40 0.20 0.10 0.010 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u 5 Gb Gi G, nr(s) 
41 0.20 0.10 0.100 0.05 1.03 1.03 1.03 805.00 
42 0.20 0.10 0.100 0.25 1.02 1.02 1.02 825.00 
43 0.20 0.10 0.100 0.50 1.01 1.00 1.00 850.00 
44 0.20 0.10 0.100 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u s Gb Gi G. nr(s) 
45 0.20 0.10 0.500 0.05 1.09 1.09 1.09 805.00 
46 0.20 0.10 0.500 0.25 1.06 1.06 1.06 825.00 
47 0.20 0.10 0.500 0.50 1.04 1.04 1.04 850.00 
48 0.20 0.10 0.500 0.75 1.01 1.01 1.01 875.00 
202 
case Pi P2 u  s  G ,  G,  nr ( s )  
49 0.50 0.05 0.001 0.05 1.00 1.00 1.00 522..50 
50 0.50 0.05 0.001 0.25 1.00 1.00 1.00 612.50 
51 0.50 0.05 0.001 0.50 1.00 1.00 1.00 725.00 
52 0.50 0.05 0.001 0.75 1.00 1.00 1.00 837.50 
case Pi P2 u  s  Gb G ,  nr{s )  
53 0.50 0.05 0.010 0.05 1.47 1.39 1.36 522.50 
54 0.50 0.05 0.010 0.25 1,31 1.25 1.22 612.50 
55 0.50 0.05 0.010 0.50 1.17 1.12 1.11 725.00 
56 0.50 0.05 0.010 0.75 1.07 1.00 1.00 837.50 
case Pi P2 u  s  Gb Gi Gs nr(s )  
57 0.50 0;05 0.100 0.05 1.77 1.76 1.76 522.50 
58 0.50 0.05 0.100 0.25 l.,52 1.51 1.51 612.50 
59 0.50 0.05 0.100 0.50 1.29 1.28 1.28 725.00 
60 0.50 0.05 0.100 0.75 1.12 1.12 1.12 837.50 
case Pi V2 u  s  Gb Gi G,  nr(s) 
61 0.50 0.05 0.500 0.05 1.80 1.80 1.80 522.50 
62 0.50 0.05 0.500 0.25 1.54 1.54 1.54 612.50 
63 0.50 0.05 0.500 0.50 1.30 1.30 1.30 725.00 
64 0..50 0.05 0.500 0.75 1.13 1.13 1.13 837.50 
case Pi P2 u  3 Gb <?i G,  nr(5) 
65 0.50 0.15 0.001 0.05 1.00 1.00 1.00 517.50 
66 0.50 0.15 0.001 0.25 1.00 1.00 1.00 587.50 
67 0.50 0.15 0.001 0.50 1.00 1.00 1.00 675.00 
68 0..50 0.15 0.001 0.75 1.00 1.00 1.00 762.50 
case Pi P2 u  s  Gb G, G,  nr{s )  
69 0.50 0,15 0.010 0.05 1.31 1.24 1.19 517.50 
70 0..50 0.15 0.010 0.25 1.22 1.15 1.10 587.50 
71 0..50 0.15 0.010 0.50 1.12 1.06 1.00 675.00 
72 0.50 0.15 0.010 0.75 1.05 1.00 1.00 762.50 
203 
case Pi P2 u s Gt Gi G, nr(s) 
73 0.50 0.15 0.100 0.05 1.59 1.58 1.5S 517..50 
74 0.50 0.15 0.100 0.25 1.41 1.40 1.40 587.50 
75 0.50 0.15 0.100 0.50 1.23 1.22 1.22 675.00 
76 0.50 0.15 0.100 0.75 1.10 1.09 1.09 762.50 
case Pi P2 u 5 Gb G, nr(s) 
77 0.50 0.15 0.500 0.05 1.62 1.62 1.62 517.50 
78 0.50 0.15 0.500 0.25 1.43 1.43 1.43 587.50 
79 0.50 0.15 0.500 0.50 1.25 1.24 1.24 675.00 
80 0.50 0.15 0..500 0.75 1.10 1.10 1.10 762.50 
case Pi P2 u s Gb G, G, nr{s) 
81 0.50 0.25 0.001 0.05 1.00 1.00 1.00 512.50 
82 0..50 0.25 0.001 0.25 1.00 1.00 1.00 562.50 
83 0.50 0.25 0.001 0.50 1.00 1.00 1.00 625.00 
84 0.50 0.25 0.001 0.75 1.00 1.00 1.00 687.50 
case Pi P2 u s Gb Gi G, nr{s) 
85 0.50 0.25 0.010 0.05 1.16 1.11 1.05 512.50 
86 0.50 0.25 0.010 0.25 1.11 1.06 1.00 562..50 
87 0..50 0.25 0.010 0.50 1.05 1.00 1.00 625.00 
88 0.50 0.25 0.010 0.75 1.02 1.00 1.00 687.50 
case Pi P2 n s Gb Gi G, nr{s) 
89 0.50 0.25 0.100 0.05 1.40 1.40 1.39 512.50 
90 0.50 0.25 0.100 0.25 1.28 1.28 1.27 562.50 
91 0.50 0.25 0.100 0.50 1.16 1.16 1.15 625.00 
92 0.50 0.25 0.100 0.75 1.07 1.06 1.06 687.50 
case Pi ?2 u s Gb Gi Gs nr[s) 
93 0.50 0.25 0.500 0.05 1.44 1.44 1.44 512.50 
94 0.50 0.25 0.500 0.25 1.31 1.31 1.31 562.50 
95 0.50 0.25 0.500 0.50 1.18 1.18 1.18 625.00 
96 0.50 0.25 0..500 0.75 1.08 1.08 1.08 687.50 
•204 
case Pi P2 u s G, G\ G, nr(s) 
97 0.80 0.08 0.001 0.05 1.40 1.36 1.00 236.00 
98 0.80 0.08 0.001 0.25 1.20 1.16 1.00 380.00 
99 0.80 0.08 0.001 0.50 1.10 1.00 1.00 560.00 
100 0.80 0.08 0.001 0.75 1.03 1.00 1.00 740.00 
case Pi P2 u a G, Gx G, nr(s) 
101 0.80 0.08 0.010 0.05 3.43 3.31 3.28 236.00 
102 0.80 0.08 0.010 0.25 2.18 2.12 2.10 380.00 
103 0.80 0.08 0.010 0.50 1..53 1.49 1.48 560.00 
104 0.80 0.08 0.010 0.75 1.20 1.18 1.17 740.00 
case Pi P2 u G, Gi G, nr(s) 
105 0.80 0.08 0.100 0.05 3.83 3.83 3.83 236.00 
106 0.80 0.08 0.100 0.25 2.39 2.38 2.38 380.00 
107 0.80 0.08 0.100 0.50 1.63 1.62 1.62 560.00 
108 0.80 0.08 0.100 0.75 1.23 1.23 1.23 740.00 
case Pi P2 u 3 Gh G, G, nr{s) 
109 0.80 0.08 0.500 0.05 3.88 Z.87 3.87 236.00 
110 0.80 0.08 0.500 0.25 2.41 2.41 2.41 380.00 
111 0.80 0.08 0.500 0.50 1.63 1.63 1.63 560.00 
112 0.80 0.08 0.500 0.75 1.24 1.24 1.24 740.00 
case Pi Pi u a Gh G-i G, nr(s)  
113 0.80 0.24 0.001 0.05 1.25 1.17 1.00 228.00 
114 0.80 0.24 0.001 0.25 1.12 1.00 1.00 340.00 
115 0.80 0.24 0.001 0.50 1.06 1.00 1.00 480.00 
116 0.80 0.24 0.001 0.75 1.02 1.00 1.00 620.00 
case Pi P2 u s C?6 G^ G, nr(s)  
117 0.80 0.24 0.010 0.05 2.90 2.79 2.71 228.00 
118 0.80 0.24 0.010 0.25 2.00 1.93 1.88 340.00 
119 0.80 0.24 0.010 0.50 1.48 1.41 1.38 480.00 
120 0.80 0.24 0.010 0.75 1.18 1.14 1.12 620.00 
205 
case Pi P2 u .s G, Gi Ga nr(s)  
121 0.80 0.24 0.100 0.05 3.27 3.26 3.25 228.00 
122 0.80 0.24 0.100 0.25 2.20 2.19 2.19 340.00 
123 0.80 0.24 0.100 0.50 1.56 1.56 1.56 480.00 
124 0.80 0.24 0.100 0.75 1.21 1.21 1.21 620.00 
case Pi P2 u .s G, Gi G, nr{s) 
125 0.80 0.24 0.500 0.05 3.31 3.31 3.31 228.00 
126 0.80 0.24 0.500 0.25 2.22 2.22 2.22 340.00 
127 0.80 0.24 0..500 0.50 1.57 1.57 1.57 480.00 
128 0.80 0.24 0.500 0.75 1.22 1.22 1.22 620.00 
case Pi P2 u a Gb G^ G, nr(s)  
129 0.80 0.40 0.001 0.05 1.08 1.05 1.00 220.00 
130 0.80 0.40 0.001 0.25 1.03 1.00 1.00 300.00 
131 0.80 0.40 0.001 0.50 1.02 1.00 1.00 400.00 
132 0.80 0.40 0.001 0.75 1.01 1.00 1.00 500.00 
case Pi P2 u s Gb Gi G, nr(s)  
133 0.80 0.40 0.010 0.05 2.36 2.25 2.10 220.00 
134 0.80 0.40 0.010 0.25 1.78 1.70 1.60 300.00 
135 0.80 0.40 0.010 0.50 1..39 1.32 1.24 400.00 
136 0.80 0.40 0.010 0.75 1.15 1.10 1.00 500.00 
case Pi P2 u 5 Gb Gi G, rar (s)  
137 0.80 0.40 0.100 0.05 2.66 2.65 2.64 220.00 
138 0.80 0.40 0.100 0.25 1.96 1.95 1.94 300.00 
139 0.80 0.40 0.100 0.50 1.47 1.47 1.46 400.00 
140 0.80 0.40 0.100 0.75 1.18 1.18 1.18 500.00 
case Pi P2 u 5 Gb Gi G, nr{s) 
141 0.80 0.40 0.500 0.05 2.70 2.70 2.70 220.00 
142 0.80 0.40 0.500 0.25 1.98 1.98 1.98 300.00 
143 0.80 0.40 0.500 0.50 1.49 1.49 1.49 400.00 
144 0.80 0.40 0..500 0.75 1.19 1.19 1.19 .500.00 
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Table 1.4; Scale Exponential Case (for n = 1000): ES 
case Pi P2 u s ESb ESi ES, 
1 0.20 0.02 0.001 0.05 809.00 809.00 809.00 
2 0.20 0.02 0.001 0.25 845,00 845.00 845.00 
3 0.20 0.02 0.001 0.50 890.00 890.00 890.00 
4 0.20 0.02 0.001 0.75 935,00 935.00 935.00 
case Pi P2 u d ESb ESi ES, 
5 0.20 0.02 0.010 0.05 809,00 809.00 809.00 
6 0.20 0.02 0.010 0.25 845.00 845.00 845.00 
7 0.20 0.02 0.010 0.50 890,00 890.00 890.00 
8 0.20 0.02 0.010 0.75 935,00 935.00 935.00 
case Pi P2 u s ESb ESi ES, 
9 0.20 0.02 0.100 0.05 912,93 898.65 897.20 
10 0.20 0.02 0.100 0.25 923,53 909.52 908.12 
11 0.20 0.02 0.100 0.50 937,81 923.36 922.05 
12 0.20 0.02 0.100 0.75 953,95 935.00 9,35.00 
case Pi P2 u s ESb ESi ES, 
13 0.20- 0.02 0.500 0.05 955,76 954.89 954,48 
14 0.20 0.02 0.500 0.25 957,34 956.54 9.56.33 
15 0.20 0.02 0.500 0..50 960,46 959.58 9,59,51 
16 0.20 0.02 0.500 0.75 965,07 964.28 964.14 
case Pi P2 u s ESb ESi ES, 
17 0.20 0.06 0.001 0.05 807,00 807.00 807.00 
18 0.20 0.06 0.001 0.25 835,00 835.00 835.00 
19 0.20 0.06 0.001 0.50 870.00 870.00 870.00 
20 0.20 0.06 0.001 0.75 905.00 905.00 905.00 
case Pi P2 u s ESb ESi ES, 
21 0.20 0.06 0.010 0.05 807,00 807.00 807.00 
22 0.20 0.06 0.010 0.25 835,00 8.35,00 835.00 
23 0.20 0.06 0.010 0.50 870.00 870.00 870.00 
24 0.20 0.06 0.010 0.75 905.00 905.00 905.00 
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case Pi P2 u 5 ESb ES^ ES, 
25 0.20 0.06 0.100 0.05 866.61 859.59 857.36 
26 0.20 0.06 0.100 0.25 876.61 869.69 868.16 
27 0.20 0.06 0.100 0.50 891.90 884.87 882.89 
28 0.20 0.06 0.100 0.75 910.49 905.00 905.00 
case Pi P2 u .s ESb ES^ ES, 
29 0.20 0.06 0.500 0.05 912.46 912.45 912.35 
30 0.20 0.06 0.500 0.25 914.10 913.93 913.79 
31 0.20 0.06 0.500 0.50 917.22 916.99 916.88 
32 0.20 0.06 0.500 0.75 922.45 922.40 922.20 
case Pi P2 u s ESb ESx ES, 
33 0.20 0.10 0.001 0.05 805.00 805.00 805.00 
34 0.20 0.10 0.001 0.25 825.00 825.00 825.00 
35 0.20 0.10 0.001 0.50 850.00 850.00 850.00 
36 0.20 0.10 0.001 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESx ES, 
37 0.20 0.10 0.010 0.05 805.00 805.00 805.00 
38 0.20 0.10 0.010 0.25 825.00 825.00 825.00 
39 0.20 0.10 0.010 0.50 850.00 850.00 850.00 
40 0.20 0.10 0.010 0.75 875.00 875.00 875.00 
case Pi P2 u ESb ESr ES, 
41 0.20 0.10 0.100 0.05 828.57 827.28 825.70 
42 0.20 0.10 0.100 0.25 838.43 837.03 835.51 
43 0.20 0.10 0.100 0.50 853.78 852.62 850.00 
44 0.20 0.10 0.100 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESi ES, 
45 0.20 0.10 0.500 0.05 873.76 873.89 873.80 
46 0.20 0.10 0.500 0.25 875.17 875.16 875.07 
47 0.20 0.10 0.500 0.50 878.06 878.12 877.99 
48 0.20 0.10 0.500 0.75 883.43 883.43 883.25 
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case Pi P2 u 3 ESb ESi ES, 
49 0.50 0.05 0.001 0.05 522.50 522.50 522.50 
50 0.50 0.05 0.001 0.25 612.50 612.50 612.50 
51 0.50 0.05 0.001 0.50 725.00 725.00 725.00 
52 0.50 0.05 0.001 0.75 837.50 837.50 837.50 
case Pi P2 u s ESb ESi ES, 
53 0.50 0.05 0.010 0.05 754.10 709.45 686.46 
54 0.50 0.05 0.010 0.25 796.94 746.23 724.28 
55 0.50 0.05 0.010 0.50 848.06 790.37 776.65 
56 0.50 0.05 0.010 0.75 895.47 837.50 837.50 
case Pi P2 u s ESb ESi ES, 
57 0.50 0.05 0.100 0.05 920.47 913.60 912.70 
58 0.50 0.05 0.100 0.25 924.60 917.43 916.80 
59 0.50 0.05 0.100 0.50 930.28 923.42 922.68 
60 0.50 0.05 0.100 0.75 936.71 929.72 928.94 
case Pi Vi u $ ESk ESi ES, 
61 0.50 0.05 0.500 0.05 937.74 937.41 937.39 
62 0.50 0.05 0.500 0.25 938.32 938.09 938.02 
63 0.50 0.05 0.500 0.50 939.55 939.29 939.31 
64 0.50 0.05 0.500 0.75 941.40 941.16 941.17 
case Pi P2 u $ ESb ESi ES, 
65 0.50 0.15 0.001 0.05 517.50 517.50 517.50 
66 0.50 0.15 0.001 0.25 587.50 587.50 587.50 
67 0..50 0.15 0.001 0.50 675.00 675.00 675.00 
68 0..50 0.15 0.001 0.75 762.50 762.50 762.50 
case Pi P2 u ES,, ESi ES, 
69 0.50 0.15 0.010 0.05 673.67 633.58 603.41 
70 0.50 0.15 0.010 0.25 708.38 664.34 635.77 
71 0.50 0.15 0.010 0.50 750.79 707.18 675.00 
72 0.50 0.15 0.010 0.75 796.39 762.50 762.50 
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case Pi P2 u 3 ESt ESi ES, 
73 0.50 0.15 0.100 0.05 818.47 812.87 810.90 
74 0.50 0.15 0.100 0.25 821.97 816.62 814.79 
75 0.50 0.15 0.100 0.50 827.46 822.07 820.30 
76 0.50 0.15 0.100 0.75 834.12 828.87 826.81 
case Pi P2 u 3 FSb FSi ES, 
77 0.50 0.15 0.500 0.05 836.74 836.74 836.56 
78 0.50 0.15 0.500 0.25 837.29 837.25 837.10 
79 0.50 0.15 0.500 0.50 838.40 838.30 838.21 
80 0.50 0.15 0.500 0.75 840.26 840.20 840.12 
case Pi P2 u 3 BSb FSi FS, 
81 0.50 0.25 0.001 0.05 512.50 512.50 512.50 
82 0.50 0.25 0.001 0.25 562.50 562.50 562..50 
83 0.50 0.25 0.001 0.50 625.00 625.00 625.00 
84 0.50 0.25 0.001 0.75 687.50 687.50 687.50 
case Pi P2 u 3 FSb FSi ES, 
85 0.50 0.25 0.010 0.05 587.13 565.97 533.77 
86 0.50 0.25 0.010 0.25 620.26 595..54 562.50 
87 0.50 0.25 0.010 0.50 657.24 625.00 625.00 
88 0.50 0.25 0.010 0.75 698.88 687.50 687.50 
case Pi P2 u 3 FSb FSi ES, 
89 0.50 0.25 0.100 0.05 716.69 713.68 710.46 
90 0.50 0.25 0.100 0.25 720.26 716.87 714.03 
91 0.50 0.25 0.100 0.50 725.10 722.07 718.90 
92 0.50 0.25 0.100 0.75 731.84 728.55 725.58 
case Pi Pi u 3 BSt, FSi ES, 
93 0.50 0.25 0.500 0.05 737.32 737.29 737.12 
94 0.50 0.25 0.500 0.25 737.84 737.82 737.63 
95 0.50 0.25 0.500 0.50 738.79 738.78 738.56 
































Pi P2 u s 
0.80 0.08 0.001 0.05 
0.80 0.08 0.001 0.25 
0.80 0.08 0.001 0.50 
0.80 0.08 0.001 0.75 
Pi P2 u 5 
0.80 0.08 0.010 0.05 
0.80 0.08 0.010 0.25 
0.80 0.08 0.010 0.50 
0.80 0.08 0.010 0.75 
Pi P2 u .5 
0.80 0.08 0.100 0.05 
0.80 0.08 0.100 0.25 
0.80 0.08 0.100 0.50 
0.80 0.08 0.100 0.75 
Pi P2 u s 
0.80 0.08 0.500 0.05 
0.80 0.08 0.500 0.25 
0.80 0.08 0.500 0.50 
0.80 0.08 0.500 0.75 
Pi P2 u s 
0.80 0.24 0.001 0.05 
0.80 0.24 0.001 0.25 
0.80 0.24 0.001 0.50 
0.80 0.24 0.001 0.75 
Pi P2 u 5 
0.80 0.24 0.010 0.05 
0.80 0.24 0.010 0.25 
0.80 0.24 0.010 0.50 
0.80 0.24 0.010 0.75 
ESb ESx ES. 
334.12 311.12 236.00 
4.59.31 426.44 380.00 
602.98 560.00 .560.00 
769.87 740.00 740.00 
ESb ESi ES, 
803.22 766.98 752.91 
826.34 787.69 779.60 
8.54.11 814.38 802.90 
887.09 854.34 849.70 
ESb ES^ ES, 
903.12 899.66 899.13 
905.44 902.21 901.80 
908.68 905.44 904.95 
912.44 909.19 908.95 
ESb ESi ES, 
913.01 912.85 912.84 
913.39 913.24 913.22 
914.13 913.99 913.96 
915.14 915.04 914.99 
ESb ESi ES, 
278.74 265.83 228.00 
377.43 340.00 .340.00 
503.73 480.00 480.00 
631.58 620.00 620.00 
ESb ESi ES, 
660.44 625.93 603.27 
680.01 645.56 623.25 
705.72 670.20 643.98 
729.63 697.76 686.12 
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case Pi P2 u 5 ESb ESi ES, 
121 0.80 0.24 0.100 0.05 744.24 741.64 739.90 
122 0.80 0.24 0.100 0.25 746.28 743.29 741.87 
123 0.80 0.24 0.100 0.50 749.20 746.27 744.88 
124 0.80 0.24 0.100 0.75 752.36 749.35 748.00 
case Pi P2 u s ESb ESi ES, 
125 0.80 0.24 0.500 0.05 753.35 753.29 753.13 
126 0.80 0.24 0.500 0.25 753.67 753.63 753.47 
127 0.80 0.24 0.500 0.50 754.24 754.22 754.04 
128 0.80 0.24 0.500 0.75 755.17 755.12 754.93 
case Pi P2 u 3 ESb ESi ES. 
129 0.80 0.40 0.001 0.05 236.59 229.87 220.00 
130 0.80 0.40 0.001 0.25 312.61 300.00 .300.00 
131 0.80 0.40 0.001 0.50 409.39 400.00 400.00 
132 0.80 0.40 0.001 0.75 503.33 500.00 .500.00 
case Pi P2 u s ESi ESi ES, 
133 0.80 0.40 0.010 0.05 520.06 489.24 454.78 
134 0.80- 0.40 0.010 0.25 535.37 505.42 469.82 
135 0.80 0.40 0.010 0.50 554.95 524.47 487.55 
136 0.80 0.40 0.010 0.75 574.59 545.89 .500.00 
case Pi P2 u s ESb ESi ES, 
137 0.80 0.40 0.100 0.05 585.76 583.-53 580.88 
138 0.80 0.40 0.100 0.25 587.34 585.20 582.43 
139 0.80 0.40 0.100 0.50 589.71 587.55 584.90 
140 0.80 0.40 0.100 0.75 592.36 590.30 587.55 
case Pi P2 u 3 ESb ESi ES, 
141 0.80 0.40 0.500 0.05 594.15 594.15 593.87 
142 0.80 0.40 0.500 0.25 594.42 594.38 594.12 
143 0.80 0.40 0.500 0.50 594.86 594.87 594.59 
144 0.80 0.40 0.500 0.75 595.62 595.60 595.35 
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Table 1.5: Scale Exponential Case (for n = 1000): En 
case Pi P2 u s Eub Eiii En, 
1 0.20 0.02 0.001 0.05 0.00 0.00 0.00 
2 0.20 0.02 0.001 0.25 0.00 0.00 0.00 
3 0.20 0.02 0.001 0.50 0.00 0.00 0.00 
4 0.20 0.02 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u Enf, Eni En, 
5 0.20 0.02 0.010 0.05 0.00 0.00 0.00 
6 0.20 0.02 0.010 0.25 0.00 0.00 0.00 
7 0.20 0.02 0.010 0.50 0.00 0.00 0.00 
8 0.20 0.02 0.010 0.75 0.00 0.00 0.00 
case 
•Pi P2 u 3 Eub Eni En, 
9 0.20 0.02 0.100 0.05 59.32 44.94 43.50 
10 0.20 0.02 0.100 0.25 48.58 33.86 32.28 
11 0.20 0.02 0.100 0.50 34.08 19.87 18.59 
12 0.20 0.02 0.100 0.75 17.75 0.00 0.00 
case Pi P2 u s Enb Eni En, 
13 0.20 0.02 0.500 0.05 19.31 18.14 18.32 
14 0.20 0.02 0.500 0.25 17.68 16.48 16.43 
15 0.20 0.02 0.500 0.50 14.50 13.35 13.18 
16 0.20 0.02 0.500 0.75 9.79 8.56 8.51 
case Pi P2 u s Enb Eni En, 
17 0.20 0.06 0.001 0.05 0.00 0.00 0.00 
18 0.20 0.06 0.001 0.25 0.00 0.00 0.00 
19 0.20 0.06 0.001 0.50 0.00 0.00 0.00 
20 0.20 0.06 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Eui, Eni En, 
21 0.20 0.06 0.010 0.05 0.00 0.00 0.00 
22 0.20 0.06 0.010 0.25 0.00 0.00 0.00 
23 0.20 0.06 0.010 0.50 0.00 0.00 0.00 































Pi P2 u s Eub Erii En, 
0.20 0.06 0.100 0.05 58.50 43.74 40.75 
0.20 0.06 0.100 0.25 47.95 32.96 29.30 
0.20 0.06 0.100 0.50 31.94 16.73 14.02 
0.20 0.06 0.100 0.75 12.51 0.00 0.00 
Pi P2 u s Erib Erii En, 
0.20 0.06 0.500 0.05 21.53 20.98 20.48 
0.20 0.06 0.500 0.25 19.79 19.40 18.93 
0.20 0.06 0.500 0.50 16.47 16.14 15.65 
0.20 0.06 0.500 0.75 10.91 10.40 9.99 
Pi P2 u s Erib Erii En, 
0.20 0.10 0.001 0.05 0.00 0.00 0.00 
0.20 0.10 0.001 0.25 0.00 0.00 0.00 
0.20 0.10 0.001 0.50 0.00 0.00 0.00 
0.20 0.10 0.001 0.75 0.00 0.00 0.00 
Pi P2 u s Eub En-i En, 
0.20 0.10 0.010 0.05 0.00 0.00 0.00 
0.20 0.10 0.010 0.25 0.00 0.00 0.00 
0.20 0.10 0.010 0.50 0.00 0.00 0.00 
0.20 0.10 0.010 0.75 0.00 0.00 0.00 
Pi P2 u s Eub Erii En, 
0.20 0.10 0.100 0.05 43.65 36.34 .30.20 
0.20 0.10 0.100 0.25 32.84 25.54 19.36 
0.20 0.10 0.100 0.50 16.07 8.00 0.00 
0.20 0.10 0.100 0.75 0.00 0.00 0.00 
Pi P2 u s Eub Eni En, 
0.20 0.10 0.500 0.05 20.34 20.19 19.19 
0.20 0.10 0.500 0.25 18.75 18.76 17.76 
0.20 0.10 0.500 0.50 15.55 15.48 14.52 
0.20 0.10 0.500 0.75 9.58 9.58 8.69 
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case Pi Pi u 5 Erib En\ En, 
49 0.50 0.05 0.001 0.05 0.00 0.00 0.00 
50 0.50 0.05 0.001 0.25 0.00 0.00 0.00 
51 0.50 0.05 0.001 0.50 0.00 0.00 0.00 
52 0.50 0.05 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Erif, En-i En, 
53 0.50 0.05 0.010 0.05 199.59 134.67 114.76 
54 0.50 0.05 0.010 0.25 155.54 96.68 76.70 
55 0.50 0.05 0.010 0.50 102.59 50.84 38.85 
56 0.50 0.05 0.010 0.75 53.38 0.00 0.00 
case Pi P2 u 3 Eub Eni En, 
57 0.50 0.05 0.100 0.05 29.28 25.97 26.03 
58 0.50 0.05 0.100 0.25 24.95 21.90 21.68 
59 0.50 0.05 0.100 0.50 18.97 15.57 15.60 
60 0.50 0.05 0.100 0.75 12.20 8.83 8.83 
case Pi P2 u s Eub Enx En, 
61 0.50 0.05 0.500 0.05 11.31 10.78 10.67 
62 0.50 0.05 0.500 0.25 10.69 10.07 9.99 
63 0.50 0.05 0.500 0.50 9.41 8.79 8.64 
64 0..50 0.05 0.500 0.75 7.46 6.83 6.67 
case Pi P2 u s Eub En-i En, 
65 0.50 0.15 0.001 0.05 0.00 0.00 0.00 
66 0.50 0.15 0.001 0.25 0.00 0.00 0.00 
67 0.50 0.15 0.001 0.50 0.00 0.00 0.00 
68 0.50 0.15 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Erib En-i En, 
69 0.50 0.15 0.010 0.05 194.25 121.36 85.23 
70 0.50 0.15 0.010 0.25 154.58 83.68 46.69 
71 0.50 0.15 0.010 0.50 106.18 35.42 0.00 
72 0.50 0.15 0.010 0.75 54.31 0.00 0.00 
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case Pi P2 u s Erib Erii En, 
73 0.50 0.15 0.100 0.05 33.62 29.43 28.88 
74 0.50 0.15 0.100 0.25 29.49 25.03 24.26 
75 0..50 0.15 0.100 0..50 23.04 18.65 17.83 
76 0.50 0.15 0.100 0.75 15.21 10.69 10.04 
case Pi P2 u s Eub Eui EUa 
77 0.50 0.15 0.500 0.05 13.12 12.73 12.42 
78 0.50 0.15 0.500 0.25 12.47 12.13 11.78 
79 0.50 0.15 0.500 0.50 11.16 10.89 10.48 
80 0.50 0.15 0..500 0.75 8.96 8.65 8.25 
case Pi P2 u s Eni, En-i En^ 
81 0.50 0.25 0.001 0.05 0.00 0.00 0.00 
82 0.50 0.25 0.001 0.25 0.00 0.00 0.00 
83 0.50 0.25 0.001 0.50 0.00 0.00 0.00 
84 0.50 0.25 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u 3 Euf, Eui En, 
85 0.50 0.25 0.010 0.05 181.50 99.01 32.95 
86 0.50 0.25 0.010 0.25 141.09 58.95 0.00 
87 0.50 0.25 0.010 0.50 95.36 0.00 0.00 
88 0.50 0.25 0.010 0.75 44.23 0.00 0.00 
case Pi P2 u s Erib Erii Erig 
89 0.50 0.25 0.100 0.05 37.79 32.68 31.17 
90 0.50 0.25 0.100 . 0.25 33.06 28.43 26.42 
91 0.50 0.25 0.100 0.50 26.57 21.51 19.92 
92 0.50 0.25 0.100 0.75 17.60 12.80 11.06 
case Pi P2 u 5 Eub Erii En, 
93 0.50 0.25 0.500 0.05 13.76 13.80 12.96 
94 0.50 0.25 0.500 0.25 13.06 13.09 12.27 
95 0.50 0.25 0.500 0.50 11.81 11.81 11.03 
96 0.50 0.25 0.500 0.75 9.57 9.58 8.78 
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case Pi P2 u s En,, En-i En, 
97 0.80 0.08 0.001 0.05 477.17 296.50 0.00 
98 0.80 0.08 0.001 0.25 374.41 199.27 0.00 
99 0.80 0.08 0.001 0.50 255.62 0.00 0.00 
100 0.80 0.08 0.001 0.75 119.77 0.00 0.00 
case Pi P2 u s Enb Eni En, 
101 0.80 0.08 0.010 0.05 126.02 110.92 110.44 
102 0.80 0.08 0.010 0.25 100.89 89.15 83.74 
103 0.80 0.08 0.010 0.50 70.71 54.43 52.17 
104 0.80 0.08 0.010 0.75 34.91 24.51 23.73 
case Pi P2 u s Enb Eni En, 
105 0.80 0.08 0.100 0.05 17.60 16.30 16.35 
106 0.80 0.08 0.100 0.25 15.09 13.64 13.46 
107 0.80 0.08 0.100 0.50 11.56 9.99 9.86 
108 0.80 0.08 0.100 0.75 7.49 6.19 5.92 
case Pi P2 u s Enb Eni En, 
109 0.80 0.08 0.500 0.05 6.88 6.60 6.51 
110 0.80- 0.08 0.500 0.25 6.46 6.19 6.10 
111 0.80 0.08 0.500 0.50 5.66 5.36 5.29 
112 0.80 0.08 0.500 0.75 4.59 4.28 4.21 
case Pi P2 u s Enb Eni En, 
113 0.80 0.24 0.001 0.05 416.62 238.08 0.00 
114 0.80 0.24 0.001 0.25 329.94 0.00 0.00 
115 0.80 0.24 0.001 0.50 218.64 0.00 0.00 
116 0.80 0.24 0.001 0.75 105.61 0.00 0.00 
case Pi P2 u s Enb Eni En, 
117 0.80 0.24 0.010 0.05 129.30 111.66 104.39 
118 0.80 0.24 0.010 0.25 103.57 84.90 78.75 
119 0.80 0.24 0.010 0.50 69.74 53.43 46.70 
120 0.80 0.24 0.010 0.75 38.30 21.85 19.88 
217 
case Pi P2 u s Eub Eui En, 
121 0.80 0.24 0.100 0.05 19.42 17.36 17.32 
122 0.80 0.24 0.100 0.25 16.75 15.16 14.76 
123 0.80 0.24 0.100 0.50 12.89 11.16 10.81 
124 0.80 0.24 0.100 0.75 8.75 7.03 6.46 
case Pi P2 u s Eub Erii En, 
125 0.80 0.24 0.500 0.05 7.67 7.45 7.23 
126 0.80 0.24 0.500 0.25 7.26 7.02 6.79 
127 0.80 0.24 0.500 0.50 6.49 6.24 6.05 
128 0.80 0.24 0.500 0.75 5.29 5.04 4.85 
case Pi P2 u s Eub Eui En, 
129 0.80 0.40 0.001 0.05 285.83 141.40 0.00 
130 0.80 0.40 0.001 0.25 220.87 0.00 0.00 
131 0.80 0.40 0.001 0.50 137.89 0.00 0.00 
132 0.80 0.40 0.001 0.75 55.73 0.00 0.00 
case Pi P2 u 5 Eub Eui En, 
133 0.80 0.40 0.010 0.05 129.80 111.14 91.47 
134 0.80 0.40 0.010 0.25 104.36 83.76 67.03 
135 0.80 0.40 0.010 0.50 71.77 52.75 35.73 
136 0.80 0.40 0.010 0.75 39.08 18.74 0.00 
case Pi P2 u s Eub Eui En, 
137 0.80 0.40 0.100 0.05 21.37 19.61 18.60 
138 0.80 0.40 0.100 0.25 18.73 16.87 16.00 
139 0.80 0.40 0.100 0.50 14.78 12.94 11.86 
140 0.80 0.40 0.100 0.75 10.35 8.40 7.44 
case Pi P2 u s Eub Erii En, 
141 0.80 0.40 0.500 0.05 8.22 8.22 7.67 
142 0.80 0.40 0..500 0.25 7.78 7.84 7.27 
143 0.80 0.40 0.500 0.50 7.05 7.04 6.49 
144 0.80 0.40 0.500 0.75 5.78 5.80 5.25 
218 
Table 1.6: Scale Exponential Case (for n  =  1000): G  
case Pi P2 u s C?6 G, nr{s) 
1 0.20 0.02 0.001 0.05 1.00 1.00 1.00 809.00 
2 0.20 0.02 0.001 0.25 1.00 1.00 1.00 845.00 
3 0.20 0.02 0.001 0.50 1.00 1.00 1.00 890.00 
4 0.20 0.02 0.001 0.75 1.00 1.00 1.00 935.00 
case Pi P2 u s Gb G^ G. nr{s) 
5 0.20 0.02 0.010 0.05 1.00 1.00 1.00 809.00 
6 0.20 0.02 0.010 0.25 1.00 1.00 1.00 845.00 
7 0.20 0.02 0.010 0.50 LOO 1.00 1.00 890.00 
8 0.20 0.02 0.010 0.75 1.00 1.00 1.00 935.00 
case Pi P2 u .s GB Gi G, nr{s) 
9 0.20 0.02 0.100 0.05 1.13 1.11 1.11 809.00 
10 0.20 0.02 0.100 0.25 1.09 1.08 1.07 845.00 
11 0.20 0.02 0.100 0.50 1.05 1.04 1.04 890.00 
12 0.20 0.02 0.100 0.75 1.02 1.00 1.00 935.00 
case Pi P2 u 3 Gi G, 
13 0.20 0.02 0.500 0.05 1.18 1.18 1.18 809.00 
14 0.20 0.02 0.500 0.25 1.13 1.13 1.13 845.00 
15 0.20 0.02 0.500 0.50 1.08 1.08 1.08 890.00 
16 0.20 0.02 0.500 0.75 1.03 1.03 1.03 935.00 
case Pi P2 u s Gb Gi Gs nr{s) 
IT 0.20 0.06 0.001 0.05 1.00 1.00 1.00 807.00 
18 0.20 0.06 0.001 0.25 1.00 1.00 1.00 835.00 
19 0.20 0.06 0.001 0.50 1.00 1.00 1.00 870.00 
20 0.20 0.06 0.001 0.75 1.00 1.00 1.00 905.00 
case Pi V2 u 3 Gb G, G, nr{s) 
21 0.20 0.06 0.010 0.05 1.00 1.00 1.00 807.00 
22 0.20 0.06 0.010 0.25 1.00 1.00 1.00 835.00 
23 0.20 0.06 0.010 0.50 1.00 1.00 1.00 870.00 
24 0.20 0.06 0.010 0.75 1.00 1.00 1.00 905.00 
219 
case Pi P2 u s Gb Gi G, nr{s) 
25 0.20 0.06 0.100 0.05 1.07 1.07 1.06 807.00 
26 0.20 0.06 0.100 0.25 1.05 1.04 1.04 835.00 
27 0.20 0.06 0.100 0.50 1.03 1.02 1.01 870.00 
28 0.20 0.06 0.100 0.75 1.01 1.00 1.00 905.00 
case Pi P2 u .5 G, G^ G, nr{s) 
29 0.20 0.06 0.500 0.05 1.13 1.13 1.13 807.00 
30 0.20 0.06 0.500 0.25 1.09 1.09 1.09 835.00 
31 0.20 0.06 0.500 0.50 1.05 1.05 1.05 870.00 
32 0.20 0.06 0.500 0.75 1.02 1.02 1.02 905.00 
case Pi P2 u s Gb Gi Ga 7ir(s) 
33 0.20 0.10 0.001 0.05 1.00 1.00 1.00 805.00 
34 0.20 0.10 0.001 0.25 1.00 1.00 1.00 825.00 
35 0.20 0.10 0.001 0.50 1.00 1.00 1.00 850.00 
36 0.20 0.10 0.001 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u s G, Gx G, nr(5) 
37 0.20 0.10 0.010 0.05 1.00 1.00 1.00 805.00 
38 0.20 0.10 0.010 0.25 1.00 1.00 1.00 825.00 
39 0.20 0.10 0.010 0.50 1.00 1.00 1.00 850.00 
40 0.2C 0.10 0.010 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u s Gb Gi Gs nr{s) 
41 0.20 0.10 0.100 0.05 1.03 1.03 1.03 805.00 
42 0.20 0.10 0.100 0.25 1.02 1.01 1.01 825.00 
43 0.20 0.10 0.100 0.50 1.00 1.00 1.00 850.00 
44 0.20 0.10 0.100 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u s G, Gi Gs nr{s) 
45 0.20 0.10 0.500 0.05 1.09 1.09 1.09 805.00 
46 0.20 0.10 0.500 0.25 1.06 1.06 1.06 825.00 
47 0.20 0.10 0.500 0.50 1.03 1.03 1.03 850.00 
48 0.20 0.10 0.500 0.75 1.01 1.01 1.01 875.00 
220 
case Pi P2 u s Gb C?i G. nr{s) 
49 0.50 0.05 0.001 0.05 1.00 1.00 1.00 522.50 
50 0.50 0.05 0.001 0.25 1.00 1.00 1.00 612.50 
51 0.50 0.05 0.001 0.50 1.00 1.00 1.00 725.00 
52 0.50 0.05 0.001 0.75 1.00 1.00 1.00 837.50 
case Pi P2 u 5 Gb Gi G, nr{s) 
53 0.50 0.05 0.010 0.05 1.44 1.36 1.31 522.50 
54 0.50 0.05 0.010 0.25 1.30 1.22 1.18 612.50 
55 0.50 0.05 0.010 0..50 1.17 1.09 1.07 725.00 
56 0.50 0.05 0.010 0.75 1.07 1.00 1.00 837.50 
case Pi P2 u s Gb Gi G, nr{s) 
57 0.50 0.05 0.100 0.05 1.76 1.75 1.75 522.50 
58 0.50 0.05 0.100 0.25 1.51 1.50 1.50 612.50 
59 0.50 0.05 0.100 0.50 1.28 1.27 1.27 725.00 
60 0.50 0.05 0.100 0.75 1.12 1.11 1.11 837.50 
case Pi P2 u s Gb Gi G, nr{s) 
61 0.50 0.05 0..500 0.05 1.79 1.79 1.79 522.50 
62 0.50 0.05 0.500 0.25 1.53 1.53 1.53 612.50 
63 0.50 0.05 0.500 0.50 1.30 1.30 1.30 725.00 
64 0.50 0.05 0.500 0.75 1.12 1.12 1.12 837.50 
case Pi P2 u s Gb Gi G, nr{s) 
65 0.50 0.15 0.001 0.05 1.00 1.00 1.00 517.50 
66 0.50 0.15 0.001 0.25 1.00 1.00 1.00 587.50 
67 0.50 0.15 0.001 0.50 1.00 1.00 1.00 675.00 
68 0.50 0.15 0.001 0.75 1.00 1.00 1.00 762.50 
case Pi P2 u 3 Gb Gi G, nr{s) 
69 0.50 0.15 0.010 0.05 1.30 1.22 1.17 517..50 
70 0.50 0.15 0.010 0.25 1.21 1.13 1.08 587.50 
71 0.50 0.15 0.010 0.50 1.11 1.05 1.00 675.00 
72 0.50 0.15 0.010 0.75 1.04 1.00 1.00 762.50 
221 
case Pi P2 u s G6 G, nr(s) 
73 0.50 0.15 0.100 0.05 1.58 1.57 1.57 517..50 
74 0.50 0.15 0.100 0.25 1.40 1.39 1.39 587.50 
75 0.50 0.15 0.100 0.50 1.23 1.22 1.22 675.00 
76 0.50 0.15 0.100 0.75 1,09 1.09 1.08 762.50 
case Pi P2 u s Gt, G, Gs nr(5) 
77 0.50 0.15 0.500 0.05 1.62 1.62 1.62 517.50 
78 0.50 0.15 0.500 0.25 1.43 1.43 1.42 587.50 
79 0.50 0.15 0.500 0.50 1.24 1.24 1.24 675.00 
80 0.50 0.15 0.500 0.75 1.10 1.10 1.10 762.50 
case Pi P2 u 5 Gb G\ Gs nr{s) 
81 0.50 0.25 0.001 0.05 LOO LOO 1.00 512.50 
82 0.50 0.25 0.001 0.25 LOO LOO LOO 562..50 
83 0.50 0.25 0.001 0.50 LOO 1.00 1.00 625.00 
84 0.50 0.25 0.001 0.75 LOO 1.00 1.00 687.50 
case Pi P2 u s Gb G, G, nr (5 )  
85 0.50 0.25 0.010 0.05 1.15 1.10 1.04 512..50 
86 0.50 0.25 0.010 0.25 1.10 1.06 1.00 562.50 
87 0.50 0.25 0.010 0.50 1.05 1.00 1.00 625.00 
88 0.50 0.25 0.010 0.75 1.02 LOO 1.00 687..50 
case Pi P2 u s Gb G, nr{s) 
89 0.50 0.25 0.100 0.05 1.40 1.39 1.39 512..50 
90 0.50 0.25 0.100 0.25 1.28 1.27 1.27 .562.,50 
91 0,50 0.25 0.100 0.50 1.16 1.16 1.15 625.00 
92 0.50 0.25 0.100 0.75 1.06 1.06 1.06 687..50 
case Pi P2 u .s Gf, G\ G, nr{s) 
93 0.50 0.25 0.500 0.05 1.44 1.44 1.44 512..50 
94 0.50 0.25 0.500 0.25 1.31 1.31 1.31 562.50 
95 0.50 0.25 0.500 0.50 1.18 1.18 LIS 625.00 
96 0.50 0.25 0.500 0.75 1.08 1.08 1.08 687.50 
222 
case ?\ P2 u s G, Gi G, nr[s) 
97 0.80 0.08 0.001 0.05 1.42 1.32 1.00 2.36.00 
98 0.80 0.08 0.001 0.25 1.21 1.12 1.00 380.00 
99 0.80 0.08 0.001 0.50 1.08 LOO 1.00 560.00 
100 0.80 0.08 0.001 0.75 1.04 1.00 1.00 740.00 
case Pi P2 u .s Gb Gi G, nr(s) 
101 0.80 0.08 0.010 0.05 3.40 3.25 3.19 236.00 
102 0.80 0.08 0.010 0.25 2.17 2.07 2.05 380.00 
103 0.80 0.08 0.010 0.50 1.53 1.45 1.43 560.00 
104 0.80 0.08 0.010 0.75 1.20 1.15 1.15 740.00 
case Pi P2 u s Gb Gi G, nr{s) 
105 0.80 0.08 0.100 0.05 3.83 3.81 3.81 236.00 
106 0.80 0.08 0.100 0.25 2.38 2.37 2.37 380.00 
107 0.80 0.08 0.100 0.50 1.62 1.62 1.62 560.00 
108 0.80 0.08 0.100 0.75 1.23 1.23 1.23 740.00 
case Pi P2 u s Gb G\ G. nr{s) 
109 0.80 0.08 0.500 0.05 3.87 3.87 3.87 236.00 
110 0.80 0.08 0.500 0.25 2.40 2.40 2.40 380.00 
111 0.80 0.08 0.500 0.50 1.63 1.63 1.63 560.00 
112 0.80 0.08 0.500 0.75 1.24 1.24 1.24 740.00 
case Pi P2 u s G, Ga nr{s) 
113 0.80 0.24 0.001 0.05 1.22 1.17 1.00 228.00 
114 0.80 0.24 0.001 0.25 1.11 1.00 1.00 340.00 
115 0.80 0.24 0.001 0.50 1.05 1.00 1.00 480.00 
116 0.80 0.24 0.001 0.75 1.02 1.00 1.00 620.00 
case Pi P2 u s Gk Gi G, 7ir(5) 
117 0.80 0.24 0.010 0.05 2.90 2.75 2.65 228.00 
118 0.80 0.24 0.010 0.25 2.00 1.90 1.83 340.00 
119 0.80 0.24 0.010 0.50 1.47 1.40 1.34 480.00 























































































































































Table 1.7: Location Exponential Case (for n = 1000): E S  
case Pi P2 u s ESt, ESi ES, 
1 0.20 0.02 0.001 0.05 809.00 809.00 809.00 
2 0.20 0.02 0.001 0.25 845.00 845.00 845.00 
3 0.20 0.02 0.001 0.50 890.00 890.00 890.00 
4 0.20 0.02 0.001 0.75 935.00 935.00 935.00 
case Pi P2 u 3 ESi, ESi ESs 
5 0.20 0.02 0.010 0.05 809.00 809.00 809.00 
6 0.20 0.02 0.010 0.25 845.00 845.00 845.00 
7 0.20 0.02 0.010 0.50 890.00 890.00 890.00 
8 0.20 0.02 0.010 0.75 935.00 935.00 935.00 
case Pi P2 u s ESi ESi ES, 
9 0.20 0.02 0.100 0.05 932.85 932.58 932.61 
10 0.20 0.02 0.100 0.25 942.39 942.07 942.94 
11 0.20 0.02 0.100 0.50 954.03 954.19 954.00 
12 0.20 0.02 0.100 0.75 966.78 935.00 935.00 
case Pi P2 u s ESi ESi ES, 
13 0.20 0.02 0.500 0.05 969.59 969.76 969.48 
14 0.20 0.02 0.500 0.25 971.67 971.61 971.47 
1.5 0.20 0.02 0.500 0.50 974.16 974.18 973.92 
16 0.20 0.02 0.500 0.75 976.42 976.48 976.49 
case Pi P2 u .s ESb ESi ES, 
17 0.20 0.06 0.001 0.05 807.00 807.00 807.00 
18 0.20 0.06 0.001 0.25 835.00 835.00 835.00 
19 0.20 0.06 0.001 0.50 870.00 870.00 870.00 
20 0.20 0.06 0.001 0.75 905.00 905.00 905.00 
case Pi P2 u 3 ESb ESi ES, 
21 0.20 0.06 0.010 0.05 807.00 807.00 807.00 
22 0.20 0.06 0.010 0.25 835.00 835.00 835.00 
23 0.20 0.06 0.010 0.50 870.00 870.00 870.00 
24 0.20 0.06 0.010 0.75 905.00 905.00 905.00 
225 
case Pi V2 u s ESb ES^ ES, 
25 0.20 0.06 0.100 0.05 894.04 894.00 893.95 
26 0.20 0.06 0.100 0.25 902.79 903.78 903.53 
27 0.20 0.06 0.100 0.50 914.95 915.35 915.02 
28 0.20 0.06 0.100 0.75 927.33 905.00 905.00 
case Pi P2 u s ESb ESi ES, 
29 0.20 0.06 0.500 0.05 929.68 929.60 929.66 
30 0.20 0.06 0.500 0.25 931.56 931.66 931.57 
31 0.20 0.06 0.500 0.50 933.87 934.10 934.00 
32 0.20 0.06 0.500 0.75 936.33 936.35 9.36.29 
case Pi P2 u ESb ESi ES, 
33 0.20 0.10 0.001 0.05 805.00 805.00 805.00 
34 0.20 0.10 0.001 0.25 825.00 825.00 825.00 
35 0.20 0.10 0.001 0.50 850.00 850.00 850.00 
36 0.20 0.10 0.001 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESi ES, 
37 0.20 0.10 0.010 0.05 805.00 805.00 805.00 
38 0.20 0.10 0.010 0.25 825.00 825.00 825.00 
39 0.20 0.10 0.010 0.50 850.00 850.00 850.00 
40 0.20 0.10 0.010 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESi ES, 
41 0.20 0.10 0.100 0.05 854.77 855.56 855.20 
42 0.20 0.10 0.100 0.25 864.32 864.78 864.94 
43 0.20 0.10 0.100 0.50 875.89 875.15 850.00 
44 0.20 0.10 0.100 0.75 875.00 875.00 875.00 
case Pi P2 u s ESb ESi ES, 
45 0.20 0.10 0.500 0.05 889.68 889.77 889.76 
46 0.20 0.10 0.500 0.25 891.52 891.47 891.61 
47 0.20 0.10 0.500 0.50 893.57 893.71 893.64 
48 0.20 0.10 0.500 0.75 895.92 895.89 895.94 
226 
case Pi P2 u 5 ES,, ESi ES, 
49 0.50 0.05 0.001 0.05 522.50 522.50 522.50 
50 0.50 0.05 0.001 0.25 612.50 612.50 612.50 
51 0..50 0.05 0.001 0.50 725.00 725.00 725.00 
52 0.50 0.05 0.001 0.75 837.50 837.50 837.50 
case Pi P2 u 5 ESb ESi ES, 
53 0.50 0.05 0.010 0.05 769.86 770.99 766.77 
54 0.50 0.05 0.010 0.25 807.83 807.04 805.08 
55 0.50 0.05 0.010 0.50 853.88 857.29 851.64 
56 0.50 0.05 0.010 0.75 901.72 837.50 837.50 
case Pi P2 u 5 ESi ES^ ES, 
57 0.50 0.05 0.100 0.05 930.96 930.82 931.01 
58 0.50 0.05 0.100 0.25 934.65 934..54 934.64 
59 0.50 0.05 0.100 0.50 939.31 939.10 939.44 
60 0.50 0.05 0.100 0.75 944.14 944.32 944.27 
case Pi P2 u a ESi ESi ES, 
61 0.50 0.05 0.500 0.05 945.32 945.30 945.38 
62 0.50- 0.05 0.500 0.25 946.12 946.12 946.10 
63 0.50 0.05 0.500 0.50 947.00 947.05 947.02 
64 0.50 0.05 0.500 0.75 948.00 948.05 948.01 
case Pi P2 u s ESt ESi ES, 
65 0.50 0.15 0.001 0.05 517.50 517.50 517.50 
66 0..50 0.15 0.001 0.25 587.50 587.50 587.50 
67 0.50 0.15 0.001 0.50 675.00 675.00 675.00 
68 0.50 0.15 0.001 0.75 762.50 762.50 762.50 
case Pi P2 u s ESb ESi ES, 
69 0.50 0.15 0.010 0.05 690.25 690.31 682.25 
70 0.50 0.15 0.010 0.25 723.92 723.70 717.10 
71 0.50 0.15 0.010 0.50 765.97 764,23 675.00 
72 0.50 0.15 0.010 0.75 806.90 762.50 762.50 
227 
case Pi P2 u .s ESb ES^ ES, 
73 0.50 0.15 0.100 0.05 832.50 832.76 8.32.76 
74 0..50 0.15 0.100 0.25 836.08 836.27 8.36.32 
75 0.50 0.15 0.100 0.50 840.30 840.34 840.50 
76 0..50 0.15 0.100 0.75 844.42 844.66 844.58 
case Pi P2 u a ES,, ESx ES, 
77 0.50 0.15 0.500 0.05 845.56 845..54 845.54 
78 0.50 0.15 0..500 0.25 846.23 846.24 846.25 
79 0.50 0.15 0.500 0.50 847.13 847.09 847.08 
80 0.50 0.15 0.500 0.75 847.96 847.89 847.95 
case Pi P2 u s ESb ES^ ES, 
81 0.50 0.25 0.001 0.05 512.50 512.50 512.50 
82 0.50 0.25 0.001 0.25 562.50 562.50 562.50 
83 0.50 0.25 0.001 0.50 625.00 625.00 625.00 
84 0.50 0.25 0.001 0.75 687.50 687.50 687.50 
case Pi P2 u 5 ESb ESi ES, 
85 0.50 0.25 0.010 0.05 608.17 608.59 587.47 
86 0.50 0.25 0.010 0.25 639.07 636.63 562.50 
87 0.50 0.25 0.010 0.50 675.09 625.00 625.00 
88 0.50 0.25 0.010 0.75 712.16 687.50 687.50 
case Pi P2 u a ESi ESi ES, 
89 0.50 0.25 0.100 0.05 734.06 734.32 734.03 
90 0.50 0.25 0.100 0.25 737.36 737.42 737.32 
91 0.50 0.25 0.100 0.50 740.97 740.98 740.72 
92 0.50 0.25 0.100 0.75 744.54 744.54 744.91 
case Pi P2 u a ES,, ES^ ES, 
93 0.50 0.25 0.500 0.05 745.63 745.69 745.65 
94 0.50 0.25 0.500 0.25 746.23 746.33 746.22 
95 0.50 0.25 0.500 0.50 747.00 747.01 746.99 






























Pi P2 u s 
0.80 0.08 0.001 0.05 
0.80 0.08 0.001 0.25 
0.80 0.08 0.001 0.50 
0.80 0.08 0.001 0.75 
Pi P2 u s 
0.80 0.08 0.010 0.05 
0.80 0.08 0.010 0.25 
0.80 0.08 0.010 0.50 
0.80 0.08 0.010 0.75 
Pi P2 u 3 
0.80 0.08 0.100 0.05 
0.80 0.08 0.100 0.25 
0.80 0.08 0.100 0.50 
0.80 0.08 0.100 0.75 
Pi P2 u s 
0.80 0.08 0.500 0.05 
0.80 0.08 0.500 0.25 
0.80 0.08 0.500 0.50 
0.80 0.08 0.500 0.75 
Pi P2 u s 
0.80 0.24 0.001 0.05 
0.80 0.24 0.001 0.25 
0.80 0.24 0.001 0.50 
0.80 0.24 0.001 0.75 
Pi P2 u s 
0.80 0.24 0.010 0.05 
0.80 0.24 0.010 0.25 
0.80 0.24 0.010 0.50 
0.80 0.24 0.010 0.75 
ESb ESi ES, 
331.93 336.00 236.00 
462.72 456.91 380.00 
606.74 560.00 560.00 
765.21 740.00 740.00 
ESb ESi ES, 
809.66 809.45 811.37 
831.89 831.37 832.63 
859.56 861.92 861.29 
890.77 889.57 889.86 
ESb ES^ ES, 
908.19 908.03 907.95 
910.45 910.33 910.37 
913.22 913.33 913.17 
916.02 916.16 916.19 
ESb ESi ES, 
916.83 916.81 916.78 
917.25 917.27 917.25 
917.83 917.81 917.86 
918.39 918.39 918.42 
ESb ESi ES, 
287.81 281.13 228.00 
381.94 340.00 340.00 
503.47 480.00 480.00 
631.49 620.00 620.00 
ESb ESi ES, 
668.17 669.82 667.63 
687.55 686.78 687.55 
712.38 710.72 710.27 
733.98 735.66 736.12 
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case Pi P2 u .s ESb ESx ES, 
121 0.80 0.24 0.100 0.05 749.84 750.04 749.83 
122 0.80 0.24 0.100 0.25 751.78 751.72 751.91 
123 0.80 0.24 0.100 0.50 754.15 754.24 754.35 
124 0.80 0.24 0.100 0.75 756.54 756.49 756.43 
case Pi P2 u s ESb ESt ES, 
125 0.80 0.24 0.500 0.05 757.14 757.11 757.13 
126 0.80 0.24 0.500 0.25 757.46 757.50 757.50 
127 0.80 0.24 0.500 0.50 757.97 757.94 757.96 
128 0.80 0.24 0.500 0.75 758.43 758.44 758.43 
case Pi P2 u 3 ESb ESi ES, 
129 0.80 0.40 0.001 0.05 237.16 239.91 220.00 
130 0.80 0.40 0.001 0.25 316.10 300.00 300.00 
131 0.80 0.40 0.001 0.50 408.82 400.00 400.00 
132 0.80 0.40 0.001 0.75 504.95 500.00 500.00 
case Pi P2 u s ESb ESi ES, 
133 0.80 0.40 0.010 0.05 528.58 527.79 .526.67 
134 0.80 0.40 0.010 0.25 542.67 542.08 542.77 
135 0.80 0.40 0.010 0.50 561.01 562.17 560.61 
136 0.80 0.40 0.010 0.75 579.96 581.17 500.00 
case Pi P2 u 5 ESb ESi ESs 
137 0.80 0.40 0.100 0.05 591.70 591.61 591.71 
138 0.80 0.40 0.100 0.25 593.30 593.06 592.97 
139 0.80 0.40 0.100 0.50 595.04 595.05 595.11 
140 0.80 0.40 0.100 0.75 .596.97 596.93 596.90 
case Pi P2 u s ESb ESi ES, 
141 0.80 0.40 0.500 0.05 597.37 597.34 597.38 
142 0.80 0.40 0..500 0.25 597.67 597.68 597.67 
143 0.80 0.40 0.500 0.50 598.04 598.03 598.06 
144 0.80 0.40 0..500 0.75 598.44 598.41 598.42 
230 
Table 1.8: Location Exponential Case (for n = 1000): En 
case Pi P2 u 3 Eub Eni En, 
1 0.20 0.02 0.001 0.05 0.00 0.00 0.00 
2 0.20 0.02 0.001 0.25 0.00 0.00 0.00 
3 0.20 0.02 0.001 0.50 0.00 0.00 0.00 
4 0.20 0.02 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Ent, Eni En, 
5 0.20 0.02 0.010 0.05 0.00 0.00 0.00 
6 0.20 0.02 0.010 0.25 0.00 0.00 0.00 
7 0.20 0.02 0.010 0.50 0.00 0.00 0.00 
8 0.20 0.02 0.010 0.75 0.00 0.00 0.00 
case Pi P2 u 3 Enb Eni En, 
9 0.20 0.02 0.100 0.05 48.11 48.39 48.36 
10 0.20 0.02 0.100 0.25 38.38 38.70 37.82 
11 0.20 0.02 0.100 0.50 26.50 26.34 26.53 
12 0.20 0.02 0.100 0.75 13.49 0.00 0.00 
case Pi P2 u s Eub Eui En, 
13 0.20 0.02 0.500 0.05 10.62 10.45 10.74 
14 0.20 0.02 0.500 0.25 8.50 8.56 8.71 
15 0.20 0.02 0.500 0.50 5.96 5.93 6.21 
16 0.20 0.02 0.500 0.75 3.65 3.59 3.58 
case Pi P2 u 3 Enb Enx En, 
17 0.20 0.06 0.001 0.05 0.00 0.00 0.00 
18 0.20 0.06 0.001 0.25 0.00 0.00 0.00 
19 0.20 0.06 0.001 0.50 0.00 0.00 0.00 
20 0.20 0.06 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u 3 Enb Enx En, 
21 0.20 0.06 0.010 0.05 0.00 0.00 0.00 
22 0.20 0.06 0.010 0.25 0.00 0.00 0.00 
23 0.20 0.06 0.010 0.50 0.00 0.00 0.00 
24 0.20 0.06 0.010 0.75 0.00 0.00 0.00 
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case Pi P2 u s Eub Eui En, 
25 0.20 0.06 0.100 0.05 48.90 48.93 48.99 
26 0.20 0.06 0.100 0.25 39.59 38.53 38.80 
27 0.20 0.06 0.100 0.50 26.65 26.23 26.57 
28 0.20 0.06 0.100 0.75 13.48 0.00 0.00 
case Pi P2 u s Eub Erii En, 
29 0.20 0.06 0.500 0.05 10.98 11.07 11.00 
30 0.20 0.06 0.500 0.25 8.98 8.88 8.97 
31 0.20 0.06 0.500 0.50 6.53 6.28 6.39 
32 0.20 0.06 0.500 0.75 3.90 3.88 3.95 
case Pi P2 u s Eub Erii En, 
33 0.20 0.10 0.001 0.05 0.00 0.00 0.00 
34 0.20 0.10 0.001 0.25 0.00 0.00 0.00 
35 0.20 0.10 0.001 0.50 0.00 0.00 0.00 
36 0.20 0.10 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Eub Eui En, 
37 0.20 0.10 0.010 0.05 0.00 0.00 0.00 
38 0.20 0.10 0.010 0.25 0.00 0.00 0.00 
39 0.20 0.10 0.010 0.50 0.00 0.00 0.00 
40 0.20 0.10 0.010 0.75 0.00 0.00 0.00 
case Pi P2 u s Eub Erii En, 
41 0.20 0.10 0.100 0.05 50.25 49.38 49.77 
42 0.20 0.10 0.100 0.25 39.64 39.13 38.95 
43 0.20 0.10 0.100 0.50 26.78 27.61 0.00 
44 0.20 0.10 0.100 0.75 0.00 0.00 0.00 
case Pi P2 u Eub Eui En, 
45 0.20 0.10 0.500 0.05 11.46 11.36 11.38 
46 0.20 0.10 0.500 0.25 9.42 9.47 9.32 
47 0.20 0.10 0.500 0.50 7.15 6.99 7.06 
48 0.20 0.10 0..500 0.75 4.53 4.56 4.51 
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case Pi P2 u s Erib Erii En, 
49 0.50 0.05 0.001 0.05 0.00 0.00 0.00 
50 0.50 0.05 0.001 0.25 0.00 0.00 0.00 
51 0..50 0.05 0.001 0.50 0.00 0.00 0.00 
52 0.50 0.05 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Eub Erii En, 
53 0.50 0.05 0.010 0.05 187.44 186.28 179.48 
54 0.50 0.05 0.010 0.25 147.97 148.73 142.79 
55 0.50 0.05 0.010 0.50 100.00 96.67 96.04 
56 0.50 0.05 0.010 0.75 50.34 0.00 0.00 
case Pi P2 u s Eub Eni En, 
57 0.50 0.05 0.100 0.05 20.04 20.19 19.99 
58 0.50 0.05 0.100 0.25 16.16 16.27 16.17 
59 0.50 0.05 0.100 0.50 11.26 11.47 11.12 
60 0.50 0.05 0.100 0.75 6.17 5.98 6.03 
case Pi P2 u s Erib Erii En, 
61 0.50 0.05 0..500 0.05 4.92 4.95 4.86 
62 0.50 0.05 0.500 0.25 4.08 4.08 4.11 
63 0.50 0.05 0.500 0.50 3.16 3.10 3.13 
64 0.50 0.05 0.500 0.75 2.11 2.05 2.09 
case Pi P2 u s Erib Erii En, 
65 0.50 0.15 0.001 0.05 0.00 0.00 0.00 
66 0.50 0.15 0.001 0.25 0.00 0.00 0.00 
67 0.50 0.15 0.001 0.50 0.00 0.00 0,00 
68 0.50 0.15 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u s Eni, Erii En, 
69 0.50 0.15 0.010 0.05 184.85 184.42 169.56 
70 0.50 0.15 0.010 0.25 146.11 145.73 134.01 
71 0.50 0.15 0.010 0.50 97.02 99.21 0,00 
72 0.50 0.15 0.010 0.75 49.92 0.00 0.00 
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case Pi P2 u 3 Eub Erii En, 
73 0.50 0.15 0.100 0.05 20.59 20.28 20.29 
74 0.50 0.15 0.100 0.25 16.37 16.15 16.09 
75 0.50 0.15 0.100 0.50 11.41 11.36 11.17 
76 0.50 0.15 0.100 0.75 6.56 6.28 6.37 
case Pi P2 u s Eub Eui En, 
77 0.50 0.15 0.500 0.05 5.23 5.24 5.24 
78 0.50 0.15 0.500 0.25 4.43 4.42 4.41 
79 0.50 0.15 0.500 0.50 3.38 3.43 3.43 
80 0.50 0.15 0.500 0.75 2.40 2.49 2.42 
case Pi P2 u 3 Eub Erii En, 
81 0.50 0.25 0.001 0.05 0,00 0.00 0.00 
82 0.50 0.25 0.001 0.25 0.00 0.00 0.00 
83 0.50 0.25 0.001 0.50 0.00 0.00 0.00 
84 0.50 0.25 0.001 0.75 0.00 0.00 0.00 
case Pi P2 u Eub Eui En, 
85 0.50 0.25 0.010 0.05 182.30 181.76 117.26 
86 0.50 0.25 0.010 0.25 142.84 145.95 0.00 
87 0.50 0.25 0.010 0.50 96.16 0.00 0.00 
88 0.50 0.25 0.010 0.75 48.63 0.00 0.00 
case Pi P2 u 3 Erib En-i En, 
89 0.50 0.25 0.100 0.05 21.26 20.91 21.29 
90 0.50 0.25 0.100 0.25 16.85 16.77 16.91 
91 0.50 0.25 0.100 0.50 12.04 12.03 12.37 
92 0.50 0.25 0.100 0.75 7.29 7.28 6.78 
case Pi P2 u s Eub En-i En, 
93 0.50 0.25 0.500 0.05 5.83 5.75 5.79 
94 0.50 0.25 0.500 0.25 5.03 4.90 5.04 
95 0.50 0.25 0.500 0.50 4.00 3.99 4.01 
96 0.50 0.25 0.500 0.75 3.01 3.01 2.99 
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case Pi P2 u 3 Erib Erii En, 
97 0.80 0.08 0.001 0.05 483.85 481.58 0.00 
98 0.80 0.08 0.001 0.25 376.77 381.60 0.00 
99 0.80 0.08 0.001 0.50 257.53 0.00 0.00 
100 0.80 0.08 0.001 0.75 127.40 0.00 0.00 
case Pi P2 u s Erih ETII En, 
101 0.80 0.08 0.010 0.05 119.92 120.14 117.93 
102 0.80 0.08 0.010 0.25 95.76 96.33 94.86 
103 0.80 0.08 0.010 0.50 65.69 63.12 63.71 
104 0.80 0.08 0.010 0.75 31.77 33.08 32.73 
case Pi P2 u s Eni, Eni En, 
105 0.80 0.08 0.100 0.05 12.84 13.01 13.10 
106 0.80 0.08 0.100 0.25 10.38 10.51 10.47 
107 0.80 0.08 0.100 0.50 7.37 7.25 7.42 
108 0.80 0.08 0.100 0.75 4.33 4.17 4.14 
case Pi P2 u Eub Eni En, 
109 0.80 0.08 0.500 0.05 3.44 3.47 3.50 
110 0.80 0.08 0.500 0.25 2.99 2.97 2.98 
111 0.80 0.08 0.500 0.50 2.36 2.38 2.32 
112 0.80 0.08 0.500 0.75 1.75 1.75 1.72 
case Pi P2 u s Eni, Eni En, 
113 0.80 0.24 0.001 0.05 420.55 426.43 0.00 
114 0.80 0.24 0.001 0.25 336.65 0.00 0.00 
115 0.80 0.24 0.001 0.50 228.04 0.00 0.00 
116 0.80 0.24 0.001 0.75 114.60 0.00 0.00 
case Pi P2 u s Eub Eni En, 
117 0.80 0.24 0.010 0.05 120.81 118.64 121.16 
118 0.80 0.24 0.010 0.25 95.32 96.33 9.5.11 
119 0.80 0.24 0.010 0.50 62.64 64.85 65.27 




























Pi P2 u s Eni, Eui En, 
0.80 0.24 0.100 0.05 13.37 13.11 13..38 
0.80 0.24 0.100 0.25 10.81 10.89 10.64 
0.80 0.24 0.100 0.50 7.69 7.58 7.43 
0.80 0.24 0.100 0.75 4.55 4.62 4.69 
Pi P2 u s Erib Eui En, 
0.80 0.24 0.500 0.05 3.77 3.80 3.77 
0.80 0.24 0.500 0.25 3.35 3.30 3.29 
0.80 0.24 0.500 0.50 2.67 2.71 2.69 
0.80 0.24 0.500 0.75 2.06 2.05 2.07 
Pi P2 u s Eub En-i En, 
0.80 0.40 0.001 0.05 307.06 305.59 0.00 
0.80 0.40 0.001 0.25 241.43 0.00 0.00 
0.80 0.40 0.001 0.50 162.91 0.00 0.00 
0.80 0.40 0.001 0.75 81.28 0.00 0.00 
Pi Pi u s Eub Eui En, 
0.80 0.40 0.010 0.05 119.02 120.34 121..39 
0.80 0.40 0.010 0.25 95.51 96.52 94.84 
0.80 0.40 0.010 0.50 64.97 63.04 65.20 
0.80 0.40 0.010 0.75 33.40 31.38 0.00 
Pi P2 u s Erib Erii En, 
0.80 0.40 0.100 0.05 13.84 13.99 13.82 
0.80 0.40 0.100 0.25 11.17 11.56 11.71 
0.80 0.40 0.100 0.50 8.27 8.26 8.14 
0.80 0.40 0.100 0.75 5.05 5.12 5.16 
Pi P2 u s Eub Erii En, 
0.80 0.40 0.500 0.05 4.39 4.43 4.37 
0.80 0.40 0.500 0.25 3.88 3.86 3.88 
0.80 0.40 0.500 0.50 3.27 3.28 3.24 
0.80 0.40 0.500 0.75 2.60 2.65 2.64 
2.36 
Table 1.9: Location Exponential Case (for n = 1000): G 
case Pi P2 u Gr G, nr(s) 
1 0.20 0.02 0.001 0.05 1.00 1.00 LOO 809.00 
2 0.20 0.02 0.001 0.25 1.00 1.00 1.00 845.00 
3 0.20 0.02 0.001 0.50 1.00 1.00 LOO 890.00 
4 0.20 0.02 0.001 0.75 1.00 1.00 1.00 935.00 
case Pi P2 u 5 Ob G, n.r(s) 
5 0.20 0.02 0.010 0.05 1.00 1.00 LOO 809.00 
6 0,20 0.02 0.010 0.25 1.00 1.00 LOO 845.00 
7 0.20 0.02 0.010 0.50 LOO 1.00 LOO 890.00 
8 0.20 0.02 0.010 0.75 1.00 1.00 1.00 935.00 
case Pi P2 u s Gk Gi G, nr(s) 
9 0.20 0.02 0.100 0.05 1.15 1.15 1.15 809.00 
10 0.20 0.02 0.100 0.25 1.12 1.11 1.12 845.00 
11 0.20 0.02 0.100 0.50 1.07 1.07 1.07 890.00 
12 0.20 0.02 0.100 0.75 1.03 1.00 LOO 935.00 
case Pi P2 u s G, Gx G, nr{s) 
13 0.20 0.02 0.500 0.05 1.20 1.20 1.20 809.00 
14 0.20 0.02 0.500 0.25 1.15 1.15 1.15 845.00 
15 0.20 0.02 0.500 0.50 1.09 1.09 1.09 890.00 
16 0.20 0.02 0.500 0.75 1.04 1.04 1.04 935.00 
case Pi P2 u Gb G\ G, nr(s} 
17 0.20 0.06 0.001 0.05 1.00 1.00 1.00 807.00 
18 0.20 0.06 0.001 0.25 1.00 1.00 1.00 835.00 
19 0.20 0.06 0.001 0.50 1.00 1.00 1.00 870.00 
20 0.20 0.06 0.001 0.75 1.00 1.00 1.00 905.00 
case Pi P2 u 5 Gi Gi Gi nr(s) 
21 0.20 0.06 0.010 0.05 1.00 1.00 1.00 807.00 
22 0.20 0.06 0.010 0.25 1.00 1.00 1.00 835.00 
23 0.20 0.06 0.010 0.50 1.00 1.00 1.00 870.00 
24 0.20 0.06 0.010 0.75 1.00 LOO LOO 905.00 
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case Pi P2 u s Gb Gi Gs n r { s )  
25 0.20 0.06 0.100 0.05 1.11 1.11 1.11 807.00 
26 0.20 0.06 0.100 0.25 1.08 1.08 1.08 835.00 
27 0.20 0.06 0.100 0.50 1.05 1.05 1.05 870.00 
28 0.20 0.06 0.100 0.75 1.02 1.00 1.00 905.00 
case Pi P2 u  s  Gb G i  G, n r { s )  
29 0.20 0.06 0.500 0.05 1.15 1.15 1.15 807.00 
30 0.20 0.06 0.500 0.25 1.12 1.12 1.12 835.00 
31 0.20 0.06 0.500 0.50 1.07 1.07 1.07 870.00 
32 0.20 0.06 0.500 0.75 1.03 1.03 1.03 905.00 
case Pi P2 u  3  Gb Gi G, n r ( s )  
33 0.20 0.10 0.001 0.05 1.00 1.00 1.00 805.00 
34 0.20 0.10 0.001 0.25 1.00 1.00 1.00 825.00 
35 0.20 0.10 0.001 0.50 1.00 1.00 1.00 850.00 
36 0.20 0.10 0.001 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u  5 Gb Gi G, n r ( s )  
37 0.20 0.10 0.010 0.05 1.00 1.00 1.00 805.00 
38 0.20 0.10 0.010 0.25 LOO 1.00 1.00 825.00 
39 0.20 0.10 0.010 0.50 LOO 1.00 1.00 850.00 
40 0.20 0.10 0.010 0.75 LOO 1.00 1.00 875.00 
case Pi P2 u  Gb Gi G, n r { s )  
41 0.20 0.10 0.100 0.05 1.06 1.06 1.06 805.00 
42 0.20 0.10 0.100 0.25 1.05 1.05 1.05 825.00 
43 0.20 0.10 0.100 0.50 1.03 1.03 1.00 850.00 
44 0.20 0.10 0.100 0.75 1.00 1.00 1.00 875.00 
case Pi P2 u  s  Gb Gi Gs n r { s )  
45 0.20 0.10 0.500 0.05 1.11 1.11 1.11 805.00 
46 0.20 0.10 0.500 0.25 1.08 1.08 1.08 825.00 
47 0.20 0.10 0.500 0.50 1.05 1.05 1.05 850.00 
48 0.20 0.10 0.500 0.75 1.02 1.02 1.02 875.00 
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case Pi P2 u s G ,  Gi  G, nr{s )  
49 0.50 0.05 0.001 0.05 1.00 1.00 1.00 522.50 
50 0..50 0.05 0.001 0.25 1.00 1.00 1.00 612..50 
51 0..50 0.05 0.001 0.50 1.00 1.00 1.00 725.00 
52 0.50 0.05 0.001 0.75 1.00 1.00 1.00 837.50 
case Pi  P i  u  s  Gb  Gi G.  nr(5) 
53 0.50 0.05 0.010 0.05 1.47 1.48 1.47 522.50 
54 0..50 0.05 0.010 0.25 1.32 1.32 1.31 612.50 
55 0..50 0.05 0.010 0..50 1.18 1.18 1.17 725.00 
56 0.50 0.05 0.010 0.75 1.08 1.00 1.00 837.50 
case Pi P2 u  s  Gb  Gi G,  nr{s )  
57 0.50 0.05 0.100 0.05 1.78 1.78 1.78 522.50 
58 0.50 0.05 0.100 0.25 1.53 1.53 1..53 612..50 
59 0.50 0.05 0.100 0.50 1.30 1.30 1.30 725.00 
60 0.50 0.05 0.100 0.75 1.13 1.13 1.13 837.50 
case Pi P2 u  s  Gb  Gx  Gs  nr{s )  
61 0.50 0.05 0.500 0.05 1.81 1.81 1.81 522.50 
62 0.50 0.05 0..500 0.25 1..54 1.54 1.54 612.50 
63 0.50 0.05 0.500 0.50 1.31 1.31 1.31 725.00 
64 0.50 0.05 0.500 0.75 1.13 1.13 1.13 837.50 
case Pi Pi  u  .s Gb Gi G,  rar(s) 
65 0.50 0.15 0.001 0.05 1.00 1.00 1.00 517.50 
66 0..50 0.15 0.001 0.25 1.00 1.00 1.00 587.50 
67 0.50 0.15 0.001 0.50 LOO 1.00 1.00 675.00 
68 0.50 0.15 0.001 0.75 1.00 1.00 1.00 762.50 
case Pi Pi  u  s  Gb  Gi  G ,  rir(s) 
69 0..50 0.15 0.010 0.05 1.33 1.33 1.32 517.50 
70 0.50 0.15 0.010 0.25 1.23 1.23 1.22 587.50 
71 0.50 0.15 0.010 0.50 1.13 1.13 1.00 675.00 
72 0.50 0.15 0.010 0.75 1.06 1.00 1.00 762.50 
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case Pi P2 u  s  G6 Gi G. nr{s )  
73 0.50 0.15 0.100 0.05 1.61 1.61 1.61 517.50 
74 0.50 0.15 0.100 0.25 1.42 1.42 1.42 587.50 
75 0.50 0.15 0.100 0.50 1.24 1.24 1.25 675.00 
76 0.50 0.15 0.100 0.75 1.11 1.11 1.11 762.50 
case Pi  P2 u  Gb C?i Ga nr ( s )  
77 0.50 0.15 0.500 0.05 1.63 1.63 1.63 517.50 
78 0.50 0.15 0.500 0.25 1.44 1.44 1.44 587.50 
79 0.50 0.15 0.500 0.50 1.26 1.25 1.25 675.00 
80 0.50 0.15 0.500 0.75 1.11 1.11 1.11 762.50 
case Pi P2 u  s  G, Gi G, nr ( s )  
81 0.50 0.25 0.001 0.05 1.00 1.00 1.00 512.50 
82 0.50 0.25 0.001 0.25 1.00 1.00 1.00 562.50 
83 0.50 0.25 0.001 0.50 1.00 1.00 1.00 625.00 
84 0.50 0.25 0.001 0.75 1.00 1.00 1.00 687.50 
case Pi P2 u  Gb Gi G, nr (5 )  
85 0.50 0.25 0.010 0.05 1.19 1.19 1.15 512.50 
86 0.50 0.25 0.010 0.25 1.14 1.13 1.00 562.50 
87 0.50 0.25 0.010 0.50 1.08 1.00 1.00 625.00 
88 0.50 0.25 0.010 0.75 1.04 1.00 LOO 687.50 
case Pi P2 u  s  Gb Gi Ga nr ( s )  
89 0.50 0.25 0.100 0.05 1.43 1.43 1.43 512.50 
90 0.50 0.25 0.100 0.25 1.31 1.31 1.31 562.50 
91 0.50 0.25 0.100 0.50 1.19 1.19 1.19 625.00 
92 0.50 0.25 0.100 0.75 1.08 1.08 1.08 687.50 
case Pi P2 u  s  Gb Gi G, nr ( s )  
93 0.50 0.25 0.500 0.05 1.45 1.46 1.45 512.50 
94 0.50 0.25 0.500 0.25 1.33 1.33 1.33 562.50 
95 0.50 0.25 0.500 0.50 1.20 1.20 1.20 625.00 
96 0.50 0.25 0.500 0.75 1.09 1.09 1.09 687.50 
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case Pi P2 u s Gb Gi Gs nr{s)  
97 0.80 0.08 0.001 0.05 1.41 1.42 1,00 236.00 
98 0.80 0.08 0.001 0.25 1.22 1.20 1,00 .380.00 
99 0.80 0.08 0.001 0..50 1.08 1.00 1.00 560.00 
100 0.80 0.08 0.001 0.75 1.03 1.00 1.00 740.00 
case Pi P2 u 5 Gb G, nr(s)  
101 0.80 0.08 0.010 0.05 3.43 3.43 3.44 236.00 
102 0.80 0.08 0.010 0.25 2.19 2.19 2.19 380.00 
103 0.80 0.08 0.010 0..50 1.53 1..54 1..54 .560.00 
104 0.80 0.08 0.010 0.75 1.20 1.20 1.20 740.00 
case Pi P2 u 5 Gb G, nr{s)  
105 0.80 0.08 0.100 0.05 3.85 3.85 3.85 236.00 
106 0.80 0.08 0.100 0.25 2.40 2,40 2.40 380.00 
107 0.80 0.08 0.100 0.50 1.63 1,63 1.63 560.00 
108 0.80 0.08 0.100 0.75 1.24 1.24 1.24 740.00 
case Pi Pi u s  Gb Gs nr(s)  
109 0.80 0.08 0.500 0.05 3.88 3.88 3.88 2.36.00 
110 0.80 0.08 0.500 0.25 2.41 2.41 2.41 .380.00 
111 0.80 0.08 0.500 0..50 1.64 1.64 1.64 560.00 
112 0.80 0,08 0.500 0.75 1.24 1.24 1.24 740.00 
case Pi P2 u s Gb Gx G, nr(s)  
113 0.80 0.24 0.001 0.05 1.26 1.23 1.00 228.00 
114 0.80 0,24 0.001 0.25 1.12 1.00 1.00 340.00 
115 0.80 0,24 0.001 0.50 1.05 1.00 1.00 480.00 
116 0.80 0,24 0.001 0.75 1.02 1.00 1.00 620.00 
case Pi P2 u s Gb Gi G, nr{s)  
117 0.80 0,24 0.010 0.05 2.93 2.94 2.93 228.00 
118 0.80 0,24 0.010 0.25 2.02 2.02 2.02 340.00 
119 0.80 0,24 0.010 0..50 1.48 1,48 1.48 480.00 
120 0.80 0,24 0.010 0,75 1.18 1,19 1.19 620.00 
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case Pi P2 u s Gb Gi G, nr(s)  
121 0.80 0.24 0.100 0.05 3.29 3.29 3.29 228.00 
122 0.80 0.24 0.100 0.25 2.21 2.21 2.21 340.00 
123 0.80 0.24 0.100 0..50 1.57 1.57 1.57 480.00 
124 0.80 0.24 0.100 0.75 1.22 1.22 1.22 620.00 
case Pi P2 u s Gb Gi Ga nr(s)  
125 0.80 0.24 0.500 0.05 3.32 3.32 3..32 228.00 
126 0.80 0.24 0.500 0.25 2.23 2.23 2.23 340.00 
127 0.80 0.24 0.500 0..50 1.58 1.58 1..58 480.00 
128 0.80 0.24 0.500 0.75 1.22 1.22 1.22 620.00 
case Pi P2 u s Gb G: Gs nr{s)  
129 0.80 0.40 0.001 0.05 1.08 1.09 1.00 220.00 
130 0.80 0.40 0.001 0.25 1.05 1.00 1.00 300.00 
131 0.80 0.40 0.001 0.50 1.02 1.00 1.00 400.00 
132 0.80 0.40 0.001 0.75 1.01 1.00 1.00 500.00 
case Pi P2 u s Gb G^ G, nr{s)  
133 0.80 0.40 0.010 0.05 2.40 2.40 2.39 220.00 
134 0.80 • 0.40 0.010 0.25 1.81 1.81 1.81 .300.00 
135 0.80 0.40 0.010 0.50 1.40 1.41 1.40 400.00 
136 0.80 0.40 0.010 0.75 1.16 1.16 1.00 500.00 
case Pi P2 u s Gb G, r a r ( s )  
137 0.80 0.40 0.100 0.05 2.69 2.69 2.69 220.00 
138 0.80 0.40 0.100 0.25 1.98 1.98 1.98 300.00 
139 0.80 0.40 0.100 0.50 1.49 1.49 1.49 400.00 
140 0.80 0.40 0.100 0.75 1.19 1.19 1.19 500.00 
case Pi P2 It s Gb <^1 G, nr(s)  
141 0.80 0.40 0.500 0.05 2.72 2.72 2.72 220.00 
142 0.80 0.40 0.500 0.25 1.99 1.99 1.99 300.00 
143 0.80 0.40 0..500 0.50 1.50 1.50 1.50 400.00 
144 0.80 0.40 0.500 0.75 1.20 1.20 1.20 500.00 
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Table 1.10: Hypotheses Tests (for n = 1000) of Hq:  ESb = ES\ versus Ha: 
ESb > ESi 
case Pi P2 u s Ql^expi scale)  ^f^exp{loc) ^J^normal 
1 0.20 0.02 0.001 0.05 na na na 
2 0.20 0.02 0.001 0.25 . 
3 0.20 0.02 0.001 0..50 na na na 
4 0.20 0.02 0.001 0.75 na na na 
case Pi P2 u s ^f^exp{ scale)  ^^.exp(/oc) ^l^normat 
5 0.20 0.02 0.010 0.05 na na na 
6 0.20 0.02 0.010 0.25 , 
7 0.20 0.02 0.010 0.50 na na na 
8 0.20 0.02. 0.010 0.75 na na na 
case Pi P2 u s ^l^exp(scale)  ^j^normal 
9 0.20 0.02 0.100 0.05 ** ** 
10 0.20 0.02 0.100 0.25 ** ** 
11 0.20 0.02 0.100 0.50 ** ** 
12 0.20 0.02 0.100 0.75 ** ** + * 
case Pi P2 u s ^fgexp( scale)  Ck'^cpiloc) ^f^normal 
13 0.20 0.02 0.500 0.05 ** ** 
14 0.20 0.02 0.500 0.25 ** ** 
15 0.20 0.02 0.500 0..50 ** * + 
16 0.20 0.02 0..500 0.75 ** *• 
case Pi P2 u s ^fjexp(scale)  ck"=Pi' ' '<=) ^f^normal 
17 0.20 0.06 0.001 0.05 na na na 
18 0.20 0.06 0.001 0.25 na na na 
19 0.20 0.06 0.001 0.50 na na na 
20 0.20 0.06 0.001 0.75 na na na 
case Pi P2 u 5 ^l^exp(scale)  ^l^normal 
21 0.20 0.06 0.010 0.05 na na na 
22 0.20 0.06 0.010 0.25 na na na 
23 0.20 0.06 0.010 0.50 na na na 
24 0.20 0.06 0.010 0.75 na na na 
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case Pi P2 u .s c/fexp(acate)  ^J^normal 
25 0.20 0.06 0.100 0.05 ** ** 
26 0.20 0.06 0.100 0.25 ** ** 
27 0.20 0.06 0.100 0.50 ** * + 
28 0.20 0.06 0.100 0.75 ** ** ** 
case Pi P2 u  s  gj^eip(jcale) Cfg'xpiloc) ^j^normal 
29 0.20 0.06 0.500 0.05 ** 
30 0.20 0.06 0..500 0.25 * , 
31 0.20 0.06 0.500 0.50 ** ** 
32 0.20 0.06 0.500 0.75 . 
case Pi P2 u  s  ^f^exp(acale)  ^j^expitoc) ^J^normal 
33 0.20 0.10 0.001 0.05 na na na 
34 0.20 0.10 0.001 0.25 na na na 
35 0.20 0.10 0.001 0.50 , 
36 0.20 0.10 0.001 0.75 na na na 
case Pi P2 u  s  ^yexp(acaU) ^^exp(/oc) ^ f ^normal 
37 0.20 0,10 0.010 0.05 na na na 
38 0.20 0.10 0.010 0.25 na na na 
39 0.20 0.10 0.010 0..50 . 
40 0.20 0.10 0.010 0.75 na na na 
case Pi P2 u  s  ^J ^exp(acaU) ck 'xp( '° ' )  ^ j ^normal 
41 0.20 0.10 0.100 0.05 ** ** 
42 0.20 0.10 0.100 0.25 ** + * 
43 0.20 0.10 0.100 0.50 ** ** 
44 0.20 0.10 0.100 0.75 na na na 
case Pi P2 u  3 ^J^exp{acale)  gj^expl/oc) ^ f ^normal 
45 0.20 0.10 0.500 0.05 
46 0.20 0.10 0.500 0.25 
47 0.20 0.10 0.500 0.50 
48 0.20 0.10 0.500 0.75 
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case Pi P2 u s ^f^expi  scale)  g^,e®p(/oc) ^f^normat 
49 0.50 0.05 0.001 0.05 na na na 
50 0.50 0.05 0.001 0.25 na na na 
51 0.50 0.05 0.001 0.50 na na na 
52 0.50 0.05 0.001 0.75 na na na 
case Pi P2 u s ^f^exp{acale)  ^l^expitoc) ^^normal 
53 0.50 0.05 0.010 0.05 ** + * 
54 0.50 0.05 0.010 0.25 ** ** 
55 0.50 0.05 0.010 0.50 ** * + 
56 0.50 0.05 0.010 0.75 ** ** ** 
case Pi P2 u .s ^^exp(acale)  ^j^normal 
•57 0.50 0.05 0.100 0.05 ** ** 
58 0.50 0.05 0.100 0.25 ** ** 
59 0.50 0.05 0.100 0.50 ** ** 
60 0.50 0.05 0.100 0.75 ** + * 
case Pi P2 u .s ^l^exp(scale)  ^J^normal 
61 0.50 0.05 0.500 0.05 ** ** 
62 0.50 0.05 0.500 0.25 + * ** 
63 0.50 0.05 0.500 0.50 ** ** 
64 0.50 0.05 0.500 0.75 ** ** 
case Pi P2 u s ^J^exp(acale)  ^f jcxpiloc) ^J^normal 
65 0.50 0.15 0.001 0.05 na na na 
66 0.50 0.15 0.001 0.25 na na na 
67 0.50 0.15 0.001 0.50 na na na 
68 0.50 0.15 0.001 0.75 na na na 
case Pi P2 u 3 ( , fgexp{ scale)  c;fc«p(/oc) ^f^normal 
69 0.50 0.15 0.010 0.05 ** ** 
70 0.50 0.15 0.010 0.25 ** ** 
71 0.50 0.15 0.010 0.50 ** . * + 
72 0.50 0.15 0.010 0.75 ** ** ** 
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case Pi P2 u  s  ^f^exp(acaU) ck'xpUoc) ^^normal 
73 0.50 0.15 0.100 0.05 ** ** 
74 0.50 0.15 0.100 0.25 ** ** 
75 0.50 0.15 0.100 0..50 + * ** 
76 0.50 0.15 0.100 0.75 ** ** 
case Pi  P2 u  s  ^f^exp{acale)  Ck'^pitoc) ^^normal 
77 0.50 0.15 0.500 0.05 , 
78 0.50 0.15 0.500 0.25 , 
79 0.50 0.15 0.500 0..50 ** ** 
80 0.50 0.15 0.500 0.75 * 
case Pi P2 u  .s ^f^expi  scale)  ^f^exp{loc) ^l^normat 
81 0.50 0.25 0.001 0.05 na na na 
82 0.50 0.25 0.001 0.25 na na na 
83 0.50 0.25 0.001 0.50 na na na 
84 0..50 0.25 0.001 0.75 na na na 
case Pi P2 u  s  ^f^expi  scale)  ( .]^cxp(loc) ^J^normal 
85 0.50 0.25 0.010 0.05 ** , ** 
86 0.50 0.25 0.010 0.25 ** ** 
87 0..50 0.25 0.010 0..50 ** ** ** 
88 0.50 0.25 0.010 0.75 ** ** ** 
case Pi P2 u s  ^J^exp(scale)  ^^normal 
89 0..50 0.25 0.100 0.05 ** ** 
90 0.50 0.25 0.100 0.25 + * ** 
91 0.50 0.25 0.100 0.50 ** * + 
92 0.50 0.25 0.100 0.75 ** ** 
case Pi P2 u  s  ^f^expi  scale)  ck 'Mloc) ^^narmal 
93 0.50 0.25 0.500 0.05 
94 0.50 0.25 0.500 0.25 
95 0.50 0.25 0.500 0.50 , 
96 0.50 0.25 0.500 0.75 
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case Pi P2 u  s  ^f^exp{ scale)  ^f^exp(loc) ^f^normal 
121 0.80 0.24 0.100 0.05 ** ** 
122 0.80 0.24 0.100 0.25 ** ** 
123 0.80 0.24 0.100 0.50 ** + * 
124 0.80 0.24 0.100 0.75 + * ** 
case Pi P2 u  5 ^^txp(acale)  Cl^exp(loc) ^f^normal 
125 0.80 0.24 0.500 0.05 ** 
126 0.80 0.24 0.500 0.25 * 
127 0.80 0.24 0.500 0.50 
128 0.80 0.24 0.500 0.75 + * 
case Pi P2 u  s  ^f^exp{acale)  ^f^expiloc) ^J^normal 
129 0.80 •0.40 0.001 0.05 ** ** 
130 0.80 0.40 0.001 0.25 ** ** ** 
131 0.80 0.40 0.001 0.50 + * ** ** 
132 0.80 0.40 0.001 0.75 * ** ** 
case Pi P2 u  s  ^J^exp(tcale)  Cl^exp(loc) ^f^normal 
133 0.80 0.40 0.010 0.05 ** i|t* 
134 0.80 0.40 0.010 0.25 ** ** 
135 0.80 0.40 0.010 0.50 ** ** 
136 0.80 0.40 0.010 0.75 + * ** 
case Pi P2 u  s  ^j^exp(acale)  ^f^exp{loc) ^j^normal 
137 0.80 0.40 0.100 0.05 ** ** 
138 0.80 0.40 0.100 0.25 ** ** ** 
139 0.80 0.40 0.100 0.50 ** ** 
140 0.80 0.40 0.100 0.75 ** ** 
case Pi P2 u  .s ^j^exp(3cale)  ^j^normal 
141 0.80 0,40 0.500 0.05 
142 0.80 0.40 0.500 0.25 * 
143 0.80 0.40 0..500 0.50 
144 0.80 0.40 0.500 0.75 
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Figure K.4: Plots of Mean Values of 01°°: the Scale Exponential Case 
3 















o 3 0) 3 c+-^
 • 





bi w bi 















ffl 1.5 m=0.5 
Figure K.6: Plots of Mean Values of 01°°: the Location Exponential Case 
