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Résumé
Nous cherchons à mettre en évidence le phénomène de « classification » dans les divers
systèmes à objets. Pour cela nous nous appuyons sur les acceptions usuelles de ce terme. Une
« classification » est à la fois le processus et le résultat :
– de la division en classes d’un ensemble d’entités (découverte de classes extension-
nelles),
– de la description d’un ensemble d’entités par des propriétés (découverte de classes in-
tensionnelles),
– de l’organisation des classes les unes par rapport aux autres (classification de classes),
– du placement d’une entité relativement aux classes existantes (classification d’instances).
Notre propos sera illustré au travers de la pratique des systèmes à objets établie dans di-
vers domaines de l’informatique : génie logiciel, représentation des connaissances, bases de
données, etc.
Mots-clés Systèmes à objets, treillis de Galois, classification.
1 Introduction
Nous souhaitons identifier et définir de manière systématique les aspects des systèmes à ob-
jets qui relèvent d’une problématique de classification. L’approche objet connaît un succès non
démenti dans la construction, l’utilisation et la maintenance de systèmes établis dans divers do-
maines de l’informatique : génie logiciel, représentation des connaissances, bases de données, etc.
En ce qui concerne la construction de ces systèmes, le succès est dû à une étroite correspondance
entre la modélisation et le monde réel. En effet, les entités informatiques construites se veulent
être des images, les plus fidèles possibles, des objets du domaine d’application. Au cœur de cette
représentation se retrouve naturellement, comme dans le monde réel, une classification des objets
qui joue un rôle prépondérant [Lakoff, 1987; Smith et Medin, 1981; Mervis et Rosch, 1981]. Du-
rant la phase d’exploitation du système, l’une des activités consiste à utiliser la classification issue
de la phase de construction pour classer des entités puis pour calculer ou raisonner sur ces mêmes
entités. L’intérêt de l’approche objet dans le cadre de l’exploitation des systèmes est certes prin-
cipalement dû à la réutilisation aisée des constituants, mais également à la possibilité d’évolution
des classifications.
Nous poursuivons deux objectifs. D’une part nous explicitons les questions de classification
qui sont clairement traitées comme telles dans le cadre d’un développement objet standard, et
nous nous attachons à spécifier les points sur lesquels la classification intervient de manière non
formulée. D’autre part, nous montrons que l’approche objet apporte un point de vue particulier et
de nouvelles interrogations sur le domaine de la classification [Ducournau et al., 1998; Simon et
al., 1998].
Essentiellement, nous montrerons que l’approche objet, dans la partie construction, se fonde
traditionnellement sur une classification « a priori », c’est-à-dire propose les classes à partir d’une
description du domaine. En génie logiciel et en bases de données, de manière standard, les indivi-
dus (instances) ne sont créés qu’ensuite, en respectant le schéma imposé par la classe (instancia-
tion). En représentation des connaissances, dans les systèmes à prototypes [Dony et al., 1998], ou
plus récemment dans le cadre des recherches sur les données semi-structurées [Abiteboul, 1997;
Abiteboul et al., 1997], les individus peuvent être créés indépendamment des classes et éventuelle-
ment classés ensuite (classification d’instances). La classification de l’analyse de données[Diday
et al., 1982; Lebart et al., 1995; Lerman, 1970] ou la classification conceptuelle de l’apprentissage
[Gennari et al., 1989; Langley, 1996], quant à elles, sont des classifications « a posteriori », issues
de l’analyse d’un ensemble d’individus (ou exemples). Les classifications obtenues peuvent servir
ensuite également à classer des individus (classification d’instances).
En ce qui concerne les objectifs de la classification, dans l’approche objet, nous en distin-
guerons trois en nous référant à [I. Bournaud, 1996]. La classification produite vise tout d’abord
à donner un modèle des connaissances du domaine. Le deuxième aspect, qui est très spécifique
de la programmation par objets est que la classification est la base du développement des pro-
grammes : les classes produites sont une partie du programme qui va s’exécuter. Dans le cas précis
des systèmes à objets, le modèle de connaissances, tout comme le programme, servent de base à
un processus de réutilisation : les abstractions produites lors d’une classification dans un contexte
donné sont en effet supposées être réutilisables dans d’autres contextes. Enfin, la classification
d’une instance permet une forme de déduction. Ce dernier objectif est primordial pour la repré-
sentation des connaissances à objets.
Nous présentons tout d’abord un modèle objet abstrait simplifié, illustré avec un exemple.
Nous décrivons ensuite brièvement quelques usages de la classification dans le développement
d’un système à objets (les phases d’analyse et de conception). Enfin nous évoquons, au travers
d’une discussion, d’autres questions de classification que posent ces systèmes.
2 Un modèle de base pour les objets
Nous donnons ici une définition abstraite d’un système à objets issue des travaux de[Ducour-
nau, 1996] que nous utilisons ici sous une forme extrêmement simplifiée. Les systèmes à objets
ainsi décrits relèvent majoritairement des systèmes dits « à classes » 1.
Le modèle. Les constituants d’un système à objets
 
sont les suivants.
– Un ensemble de classes  , un ensemble de propriétés  , un ensemble d’instances  .
– Une hiérarchie (une classification de l’ensemble des classes) 	  qui est un ordre partiel 2
   .
– Chaque classe est décrite par une intension (l’ensemble de ses propriétés) qui lui est associée
par l’application décroissante   
   
 2   "!# , où 2 $ dénote l’ensemble
des parties de % .
– Chaque classe est décrite en extension par un ensemble d’instances qui lui est associé par
l’application croissante &'( ) 
  (* 
 2+, (!# .
1. Les systèmes « à prototypes » ne font donc pas partie de ce résumé.
2. Dans certains cas, cet ordre partiel se restreint à une arborescence.
– Enfin on dispose d’une description de l’état des instances par un ensemble d’expressions.
Les expressions de la forme

   associent, à une instance     et une propriété    ,
une valeur

qui peut être une instance.
On associe à tout système à objets
 
une sémantique dénotationnelle qui permet d’interpréter
les constituants dans un domaine d’interprétation. Cette sémantique, inhérente à tout système à
objets, répond principalement à la préoccupation de fonder logiquement les opérations de raison-
nement, rejoignant ici la démarche des logiques de descriptions [Donini et al., 1996; Nebel, 1990;
Napoli, 1997].
Un exemple. L’exemple présenté ci-dessous nous sert à illustrer de manière concrète la syntaxe
et la sémantique du système abstrait présenté. La figure 1 représente schématiquement l’ensemble
des classes et des instances décrivant partiellement la notion de suite mathématique en program-
mation par objets.
n-ieme : N -> R {}
{.. Σ 
i
n-ieme(i) ..}somme : N -> R
n-ieme : N -> R {.. effectue u0+nr ..}

























FIG. 1 – Un ensemble de classes et d’instances
Cet exemple s’interprète ainsi dans notre modèle.	
! "#$$%&'()*"+$$%&,-./*021340576
L’ordre 8 
 est représenté sur la figure 1.9&: ;3021340=<>! 2?, 021@40=<>3! A 02134'05<>B./*0213C?6
D)E >F-GH;3021340=<>BI! 2?, 021340=<>! A 021@40=<>B./*0213C?6
D)E >F-! "+3$$%&GJ;3021340=<>BI! 2?, 021340=<>3! AK6
D)E >F-./*0213405GH3021340=<>./*0213C?76
Les propriétés sont, dans le cadre de la programmation par objets, des attributs ou des mé-
thodes. Les attributs (comme LNM qui représente le premier terme d’une suite arithmétique) sont
habituellement décrits par un type (pour LNM , le type réel, noté O ). Les méthodes, comme  -  QPRP
qui calcule le  ième terme de la suite, et S'T RURP qui calcule la somme des  premiers termes, sont
décrites par une « signature » (ensembles de départ et d’arrivée), et un « code » (une expression
dans le langage décrivant le calcul). Les descriptions des propriétés sont simplifiées ci-dessous
pour la lisibilité, en particulier une expression comme  -  QP7RPKVW7XZY\[ représente la méthode  -  QP7RP
telle qu’elle est décrite dans la classe
  L    P .] 05>F-GH^30
-
$"+_$`acbed1*"f"+_$`acbed6








Dans le cas de l’intension de la classe
  L    P   RP    L P , les propriétés  -   PRPKV!W7XZY\[ et
S,T RURP VW7XZY\[ sont héritées de la classe   L    P , et elles sont de plus masquées 3 par les propriétés
 -  QPRP VW,X Y\[ XZY [!Y X W,[ et S,T RURP VW,X Y\[ XZY [!Y X W,[ qui sont plus spécifiques et qui seront utilisées
pour les calculs concernant les instances de
  L    PK   RP    L P .
Une instance comme
   S ! P   L    PK  "!# , notée ci-dessous   # , est décrite par les expres-
sions suivantes :

  #  LNM %$  
  #      S'T  %&  .
En programmation par objets standard, si la description de la méthode est donnée par sa signa-
ture accompagnée du code, il n’y a pas de valeur dans les instances (ce que l’on peut figurer par un
domaine de valeurs vide). Cependant les méthodes sont invocables sur les instances, si l’on veut
calculer par exemple la somme des 4 premiers termes de
 ' # , on utilise une expression comme  #)(cS,T RURP
+*  .
3 Quelques usages de la classification dans le développement de sys-
tèmes à objets
Le développement commence par des étapes d’analyse et de conception qui ne sont pas tou-
jours clairement différenciées. L’analyse permet, au cours d’un dialogue avec les experts du do-
maine d’application, d’ébaucher une modélisation du monde réel. Pendant la phase de conception,
on précise l’organisation du système, on affine les modèles issus de l’analyse, on prévoit comment
on implémentera (architecture de composants 4 , langage, système de gestion de bases de données,
etc.).
Principes généraux de l’analyse et de la conception. Le point de départ est une spécification
textuelle dont on tire une description plus formelle où sont mises en avant les classes et les rela-
tions structurelles qu’elles entretiennent, parfois aussi les échanges dynamiques entre classes qui
traduisent les calculs qu’est supposé effectuer le logiciel, enfin l’architecture générale du système.
La construction de cette description formelle ne se fait pas en une fois. Elle est plus généralement
le fruit d’abstractions successives qui constituent une activité de classification, selon les propres
termes de G. Booch [Booch, 1990]. Par exemple un texte ayant amené au développement des
classes de la figure 1 pourrait être le suivant :
« Une suite réelle est une application d’une partie de , dans - . On considère ici les suites
définies sur , . »
« Une suite est arithmétique si la différence de deux termes consécutifs quelconques de la
suite est une constante

que l’on appelle la raison de la suite. Une suite arithmétique vérifie
les deux propriétés suivantes : . 0H 0/  2143 065  et la somme des 0 premiers termes vaut065 2173 065 Fe098 ?G:5 <;,A
. »
« Une suite est géométrique si (...) Une suite est constante si (...) »
« Soit une suite u, on doit pouvoir lui appliquer les opérations suivantes : calcul du n =%>?@6?
élément de la suite, calcul de la somme des n premiers éléments. »
Une première étape consiste à extraire de ce texte ce qui relève de la notion d’instance, et ce qui
relève de la notion de classe ou de relation entre classes. Dans un deuxième temps, les méca-
nismes d’abstraction portent sur les classes elles-mêmes et peuvent être, suivant la spécification
3. Ceci invite à étendre le modèle de système à objets qui est présenté au début du §2.
4. Architecture du système, centralisé ou distribué, client-serveur, etc.
textuelle disponible, descendants (par spécialisation) ou ascendants (par généralisation) ou mixtes
(en itérant des étapes ascendantes et descendantes).
Dans le cas du génie logiciel et des bases de données, un formalisme graphique est utilisé pour
exprimer les descriptions issues de la phase d’analyse, par exemple celui d’OMT [Rumbaugh et al.,
1991] ou UML [Rat, 1997]. Il existe des outils d’aide pour établir ces représentations graphiques,
mais le travail de classification est effectué par l’esprit humain.
Dans le cas d’une méthode comme OMT, les instances sont utilisées, en particulier au travers
de « diagrammes d’instances », essentiellement à titre d’exemples, pour illustrer les classes ou
déterminer la multiplicité des relations.
Une part automatisable. Dès qu’une première représentation relativement formalisée est dispo-
nible, on peut lui appliquer des processus d’affinement, processus qui méritent d’être définis avec
précision si on veut les automatiser. La sémantique joue ici un rôle important puisqu’elle fonde
les modifications apportées au système. Ainsi on peut reconnaître des relations de généralisa-
tion/spécialisation entre classes à partir de l’inclusion de leurs intensions, ou chercher à factoriser
des propriétés communes, ce qui nécessite fréquemment l’ajout de nouvelles classes.
Ces deux problèmes peuvent être résolus de diverses manières, mais en particulier le recours à
la notion de treillis de Galois [Barbut et Monjardet, 1970; Godin et Mili, 1993; Dicky et al., 1996]
permet de travailler dans un cadre mathématique précis et rigoureux, et parallèlement d’avoir un
guide lors de la classification (des classes).
Construction à l’aide d’un treillis de Galois
Etant donné un système
 




   ,(     soit isomorphe
au treillis de Galois associé à la relation binaire
 !     définie par 
	     
ssi
      
	  .
Avec une telle construction, on s’assure de trois propriétés très fortes :
– la relation de spécialisation   coïncide avec la relation d’inclusion entre l’intension des
classes ;
– la factorisation est maximale, en effet, pour chaque propriété, il existe une unique classe
maximale pour l’ordre qui la possède dans son intension (en termes objets, qui la « dé-
clare ») ;
– c’est la structure qui assure une factorisation maximale en utilisant le moins de classes
possibles pour factoriser.
On peut aussi être amené à regrouper ou dissocier des classes, afin de mieux représenter le
domaine d’étude. De telles stratégies se rapprochent des opérateurs de fusion ou d’éclatement
utilisés dans les méthodes de classification conceptuelle [Fisher, 1987; Gennari et al., 1989].
4 Discussion
Après ce premier aperçu, nous discutons brièvement d’autres aspects de la classification dans
le cadre des systèmes à objets qui méritent une définition et une étude plus précise.
Une relation de spécialisation plus fine. Dans le modèle simplifié ci-dessus, nous identifions
la spécialisation entre classes à l’inclusion entre les intensions de ces classes. En pratique, la
spécialisation peut être plus riche ; en particulier elle peut s’appuyer sur une notion de spécia-
lisation des propriétés. Par exemple, la méthode  -  QPRPKV!W7XZY\[ se spécialise par la méthode  - QPRP VW,X Y\[ XZY [!Y X W,[
, la méthode S'T RURP'V!W7XZY\[ se spécialise par la méthode S'T RURP V!W7XZY\[  XZY [QY X W,[ .
Cela nous invite à préciser dans le modèle précédent que l’intension d’une classe

 ne devrait
étendre l’intension d’une super-classe

  que par ajout de propriétés qui sont soit nouvelles, soit
des spécialisations des propriétés de

  [Snyder, 1987; Wegner et Zdonik, 1988]. Toutes les rela-
tions de spécialisation ne sont pas calculables (on ne peut pas toujours comparer les codes de deux
méthodes), mais celles qui le sont peuvent être utilisées pour organiser les classes.
Le cas des relations. Un concept supplémentaire est généralement mis en évidence dans les
activités de modélisation, celui de relation 5 entre objets, ou entre classes. Pour le modèle que
nous avons présenté à la section 2, ces relations se traduisent soit par des classes, soit par des
attributs, c’est justement un travail du concepteur que d’effectuer ce choix parce que dans leur
grande majorité les systèmes à objets ne proposent pas la notion de relation comme constituant
de base ou en proposent une version trop pauvre [Rumbaugh, 1987; Rumbaugh et al., 1991]. La
définition des processus de classification doit, en tout état de cause, inclure cette notion.
Les instances. Les instances jouent bien évidemment un rôle fondamental. En particulier, il nous
semble important de mettre en avant les points suivants :
– ce sont toutes les instances « potentielles » qui déterminent la sémantique des classes ;
– les instances peuvent être la « matière première » des mécanismes de classification (au
sens de l’analyse de données [Diday et al., 1982; Lebart et al., 1995; Lerman, 1970]) et
d’abstraction (au sens de la classification conceptuelle[Gennari et al., 1989; Fisher, 1987]) ;
– dans le cadre de la représentation des connaissances, la classification d’instances est la base
du raisonnement, elle permet par exemple de déduire des valeurs manquantes pour une
instance donnée ;
– les classes sont généralement amenées à évoluer, et dans ce cas, reclasser les instances peut
devenir nécessaire, mais peut poser des problèmes complexes [Huchard, 1999].
Pour bien exprimer ces problèmes, il faut prendre en compte les contraintes existant sur la relation
classe/instance (mono-instanciation, multi-instanciation) et qui varient suivant les systèmes.
Les métaclasses. Certains systèmes à objets admettent la notion de « classe de classes », en-
core appelée « métaclasse » [Cointe, 1987; Briot et Cointe, 1989]. Une classe entretient avec sa
métaclasse le même rapport qu’une instance avec sa classe. Toutes les questions concernant la
classification de métaclasses sont ouvertes.
Les aspects dynamiques. Ils font l’objet de diverses représentations (diagrammes d’états, dia-
grammes de collaboration, diagrammes d’événements, etc.) pour lesquelles il est important de
définir une notion de spécialisation. Quelques travaux ont déjà été effectués sur la classification
des opérations [Borgida, 1981; Prieto-Diaz, 1991; Kristensen et al., 1987; Harito Shteto, 1997].
Les patrons. Dans le domaine du génie logiciel s’est récemment développée la notion de « pa-
tron », qui représente une solution d’analyse, de conception ou de programmation répondant à
un problème donné. Ces patrons sont actuellement classés par objectif dans des sortes de cata-
logues [Gamma et al., 1995], mais il serait intéressant de définir une notion de spécialisation entre
patrons.
5. Sous ce terme « relation », nous évoquons ce que les méthodes d’analyse et de conception appellent lien entre
objets et association entre classes, autre que généralisation/spécialisation.
5 Conclusion
Tout au long du cycle de vie d’un système à objets (développement, exploitation, rétroconcep-
tion), nous retrouvons ce même souci d’abstraction où la classification joue un grand rôle : abs-
traction d’instances pour trouver des classes, abstraction de classes pour trouver des métaclasses,
abstraction de classes pour trouver de nouvelles classes, pour n’évoquer que la partie structurelle
des objets. L’un des intérêts de cette approche est que toutes ces abstractions sont généralement
réutilisables.
Nous soutenons la thèse selon laquelle tout système à objet devrait, quel que soit le contexte
(programmation, base de données, etc.), toujours disposer d’un véritable « classifieur », compor-
tant en particulier une aide à la construction et à la maintenance des classes et des hiérarchies de
classes, ainsi qu’une gestion de l’évolution des instances et de la propagation sur les instances de
l’évolution des classes.
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