reach up to three times the original design value. Luminosity will increase further, to up to 7.5 11 times the design value, in 2026 following LHC and ATLAS upgrades. This includes an upgrade 12 of the ATLAS trigger architecture that will result in an increase in the HLT input rate by a factor 13 of 4 to 10 compared to the current maximum rate of 100 kHz. The current ATLAS multiprocess 
AthenaMT

41
The AthenaMT framework is a new development based on the GaudiHive prototype [2] in much 42 the same way as Athena [3] was based on Gaudi [4] . It was developed to fulfill two major 43 goals [5] : to introduce multi-threading to ATLAS software at a high level, and to unify the 44 online and offline processing environments, facilitating code sharing. Consequently the HLT 45 can achieve greater background rejection by making use of the (typically) more detailed offline 46 reconstruction algorithms. When offline code is used in the HLT at present, a 'wrapper' class 47 must be added for compatibility, since the framework itself has been modified to support HLT 48 behaviour. In the future the framework will be identical for online and offline workflows, with 49 HLT-specific behaviour implemented using configurable algorithms. A more detailed comparison 50 of the old and new approaches is shown in Table 1 . can be made without fully reconstructing the event. The HLT-specific 'steering' layer in the 58 current framework is used to implement the processing of RoIs. In AthenaMT, RoI processing 59 will be achieved using a new component called EventViews. criteria, and so will be rejected: discarded with no further data processing.
94
The HLT steering is currently responsible for making trigger decisions based on the menu.
95
In AthenaMT this task will instead be performed by multiple decision-making algorithms, that 96 will each be responsible for a part of the menu. A decision algorithm will take as input all the 97 merged HYPO results from the EventViews that have been created. If the event is not rejected
98
(or accepted for offline analysis) the decision algorithm may be followed by further rounds of 99 view creation and decision-making, as defined by the menu.
100
Using the objects described above, the design for the ATLAS HLT is as follows. Menu 
Summary
108
The ATLAS collaboration is adopting a new, multi-threaded framework -AthenaMT -
109
in response to the evolution of computing hardware towards greater parallelism. This 110 framework also aims to provide a common environment for online and offline processing,
111
allowing the ATLAS HLT to make greater use of high-precision offline reconstruction algorithms.
112
However, the HLT presently relies on a customised framework layer to implement RoI-based 113 reconstruction, which minimises processing and readout requirements for rejected events. RoI can be passed to reconstruction algorithms using the DataHandle interface, which allows 117 algorithms to process data without knowledge of its source. The EventView component will be 118 used to contain this data, and EventViews will be created during event processing in response to
119
RoIs read out from the L1 trigger, or more complex reconstruction tasks requiring the merging 120 of RoIs.
121
EventViews will be created in groups by algorithms that populate them with data, then collect 122 the outputs of the algorithms that run within the view. In particular, the combined results of 123 all the hypothesis algorithms within EventViews will be used to make a trigger decision based 124 on the menu. The result of this decision might be to store the event for offline processing, to 125 reject it entirely, or to perform additional processing with another round of view creation and 126 consumption.
127
Prototypes of all of these components have been developed, and are being assembled into a 128 complete workflow demonstrator. Additional code will be migrated over the coming years, with 
