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Abstract 
 
Most unsignalised intersection capacity calculation procedures are based on gap 
acceptance models. Accuracy of critical gap estimation affects accuracy of capacity and 
delay estimation. Several methods have been published to estimate drivers’ sample mean 
critical gap, the Maximum Likelihood Estimation (MLE) technique regarded as the most 
accurate.  This study assesses three novel methods; Average Central Gap (ACG) method, 
Strength Weighted Central Gap method (SWCG), and Mode Central Gap method 
(MCG), against MLE for their fidelity in rendering true sample mean critical gaps. A 
Monte Carlo event based simulation model was used to draw the maximum rejected gap 
and accepted gap for each of a sample of 300 drivers across 32 simulation runs. 
Simulation mean critical gap is varied between 3s and 8s, while offered gap rate is varied 
between 0.05veh/s and 0.55veh/s. This study affirms that MLE provides a close to perfect 
fit to simulation mean critical gaps across a broad range of conditions. The MCG method 
also provides an almost perfect fit and has superior computational simplicity and 
efficiency to the MLE. The SWCG method performs robustly under high flows; however, 
poorly under low to moderate flows. Further research is recommended using field traffic 
data, under a variety of minor stream and major stream flow conditions for a variety of 
minor stream movement types, to compare critical gap estimates using MLE against 
MCG. Should the MCG method prove as robust as MLE, serious consideration should be 
given to its adoption to estimate critical gap parameters in guidelines. 
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1.0 Introduction 
 
According to Tian et al (1999) most of the capacity calculation procedures for two-way 
stop-controlled (TWSC) intersections are based on gap acceptance models. Critical gap is 
one of the major parameters in gap acceptance models. Guo and Lin (2011) define critical 
gap as the threshold by which drivers in the minor stream judge whether to accept a gap. 
Gap acceptance models have been widely applied to many traffic situations in addition to 
unsignalised (TWSC) intersections, including roundabouts, unsignalised pedestrian road 
crossings, filtered (unprotected) turns at signalised intersections, lane changing and 
overtaking manoeuvres. The accuracy of capacity and delay estimates using gap 
acceptance are mainly determined by the accuracy of the critical gap. This paper 
investigates critical gap estimation methods in the literature, presents some new methods, 
and assesses them. 
2.0 Literature Investigation 
 
Several methods have been published for the estimation of mean critical gap of a sample 
of drivers using observed data. Miller (1972) published a review of a number of English 
language methods that had been developed to that time.  
 
Brilon et al (1999) provides, perhaps, the most comprehensive review of the more 
important methods that have been developed. They provided an excellent definition of a 
simple, fundamental traffic gap acceptance process model, and an appreciation of the role 
of the minor stream drivers’ critical gap, tc, in this process.  
 
Methods tested by Brilon et al (1999) included Siegloch’s method, the Lag method, 
Raff’s method, Ashworth’s method, Harders’ method, Logit procedures, Probit 
procedures, Hewitt’s method, and Maximum Likelihood procedures. This last method 
was defined in its most precise form by Troutbeck (1992). 
 
For comparison purposes Brilon et al (1999) formulated a set of quality criteria by which 
the usefulness of the different methods could be assessed. The aspect they considered to 
be of primary importance is the objective that the results of the estimation process should 
not depend on the traffic volume on the major stream during the time of observation. 
Only if this condition is fulfilled, can the estimation be applied under all undersaturated 
traffic conditions at unsignalised intersections. 
 
To test the qualities of the various procedures Brilon et al (1999) used simulation 
modeling under various combinations of major stream flow rate and minor stream flow 
rate under hyper-Erlang distributions of headways, and simulated critical gaps (and 
follow on times) using a shifted Erlang distribution. Their analysis of the simulation 
model results found that the Maximum Likelihood Estimation technique and Hewitt’s 
method gave the best results.  For two example input mean critical gaps, graphs portrayed 
that Hewitt’s method estimated critical gaps within 0.2 s of each input mean, with very 
little variation across the range of major stream traffic flows considered. Toutbeck’s 
Maximum Likelihood Estimation technique provided results within 0.1 s of each input 
mean, again with very little variation across the range of major stream traffic flows. 
 
In the same year of publication, Tian et al (1999) concluded that the most accurate 
method of critical gap estimation is the Maximum Likelihood Estimation (MLE) 
technique, and identified it as the method adopted to estimate critical gaps for 
specification in unsignalised intersection analysis procedures of the Highway Capacity 
Manual (TRB 2000).  
 
Xu and Tian (2008) presented the results of critical gap and follow-up headway 
measurements at ten roundabout sites in California. The MLE technique was again used 
to estimate critical gaps. Comparisons were made between the average critical gaps 
measured for single lane and multilane roundabouts respectively, against the US National 
Cooperative Highway Research Project (NCHRP) 365 study, whereby statistical analysis 
did not show differences between Californian roundabouts’ critical gaps and those of 
other US jurisdictions. 
 
Guo and Lin (2011) proposed four new, related models of calculating critical gap. They 
argued that the probability density function of the rejected and accepted gap(s) can be 
deduced by introducing the exponential rejected proportion function. As with earlier gap 
acceptance theory, their proposed models are based on headway distribution and the 
general capacity (Siegloch’s) model; however, they also include distributions of accepted 
gap and rejected gap. While earlier methods including MLE, Hewitt’s and Raff’s 
methods estimate critical gap based on field samples, Guo and Lin (2011) stated that their 
proposed new method calculates critical gap and capacity theoretically. It may be argued, 
however, that the earlier methods estimate critical gap explicitly, while their proposed 
theory estimates critical gap implicitly. Guo and Lin (2011) concluded that compared to 
the earlier methods, their new methods for calculating capacity are too complicated for 
practical calculation and should be further simplified, and that further research is needed 
to calibrate model coefficients based on large sample sizes. 
 
Wang et al (2010) used field data of pedestrians crossing uncontrolled two-lane, two-way 
roads in Beijing, China to calibrate and validate a decision model, which they labeled gap 
acceptance, for application in micosimulation modeling. They argued that current 
simulation software typically ignored the more complex interaction in which pedestrians 
accept gaps in traffic. The study described the pedestrian decision making process using a 
binary logit model, being rejection or acceptance of a crossing opportunity. Field data 
was used to determine the parameter vector of the linear utility function, and multiple 
variable regression analysis performed to estimate the coefficients of the function using 
maximum likelihood. The significant variables of the parameter vector were age, gap size 
in nearside traffic direction, number of pedestrians crossing, and the error constant. The 
authors highlighted spatial transferability as the main limitation of the results, due to 
variations in pedestrian behavior between regions. This binary logit model approach is 
considered to have considerable merit in applying to simulation modeling, which could 
be used to estimate capacities, delays and other measures empirically from model data 
output. However, it is not a traditional gap acceptance model in that it does not estimate a 
theoretical capacity based on actors’ critical gap. Useful future research would be to 
compare outcomes between traditional gap acceptance models and those, such as this 
binary logit model, which have been applied to simulation software. 
 
Toledo et al (2009) specified and estimated an integrated driver behavior model of 
acceleration and lane changing as a basis for microsimulation modeling. The parameters 
of all of the components of the model were estimated simultaneously from detailed 
trajectory data collected on a freeway section in Arlington, Virginia. The model structure 
included probability mass functions for target lane, gap acceptance, target gap, and 
acceleration components, for a joint probability function and then an unconditional 
individual log likelihood function. The gap acceptance model explained the decision 
whether or not to change to the target lane immediately, based on both acceptable lead 
and lag gaps. Thus, critical gap was parsed into two individual components; critical lead 
and critical lag. These critical headways were each assumed to follow a log-normal 
distribution, containing a linear function of vectors of explanatory variables. Both the 
critical lead and critical lag depended on relative speeds, target gap expected maximum 
lower level utilities dealing with risk taken due to available gap sizes, as well as random 
error terms. This research also highlights promise in modeling actors’ decision making 
for application to simulation modeling, although in contrast to Wang et al (2010), is 
underpinned by the traditional critical gap concept. However, due to the simultaneous 
model estimation, it appears that the critical gap estimation method could not be 
validated. Further research into validating the critical gap estimation of this complex 
model would be a beneficial undertaking. 
 
This literature investigation has found that critical gap estimation must use explicit data, 
with the best source of data being the maximum rejected gap and accepted gap data pair 
of each driver sampled. The Maximum Likelihood Estimation technique has been argued 
to be the gold standard of estimation methods; however, only by a limited number of 
studies. It is consequently necessary to reassess the MLE technique’s robustness and 
computational efficiency against that of other feasible methods. 
3.0 Study Purpose 
 
The purpose of this study is to revisit the explicit estimation of sample mean critical gap, 
by assessing three more basic methods; an Average Central Gap (ACG) method, a 
Strength Weighted Central Gap (SWCG) method, and a Mode Central Gap (MCG) 
method, against the MLE technique for their fidelity in rendering true sample mean 
critical gap values. These methods have been selected as they are less conceptually 
complex and more mathematically tractable, requiring no numerical iterative search.  
4.0 Maximum Likelihood Estimation Technique Theory 
 
The MLE technique requires for each driver sampled i; i = 1 to n, their maximum rejected 
gap (mi) and their accepted gap (ai) in their conflicting traffic stream. Their critical gap, 
tc,i, is postulated to lie somewhere between these two gaps. Troutbeck (1992) devised a 
technique for estimating a sample critical gap from a sample of (mi, ai) pairs belonging to 
drivers; i equals 1 to n. According to Tian et al (1999) a probabilistic distribution for the 
critical gaps of the minor stream drivers must be assumed, whose members are 
rightwards skewed and necessarily non-negative.  
 
The maximum likelihood of a sample of n drivers having a maximum rejected gap, mi, 
and accepted gap, ai, is given by the total product (Tian et al 1999): 
 
                 
 
   
 Eq 1 
 Where: 
 
xi = ln(mi) = natural logarithm of maximum gap rejected by driver, i, or zero if no gap 
was rejected 
 
yi = ln(ai) = natural logarithm of gap accepted by driver, i 
 
F( ) = cumulative form of the normal distribution function 
 
and 
 
f( ) = probability density form of the normal distribution function. 
 
The natural logarithm of Eq (1) is given by the total sum: 
 
          
 
   
              
 
Eq 2 
The likelihood, ML, is maximized when        is also maximized. This occurs when the 
following two objective functions are met: 
 
    
  
   
 
Eq 3 
    
   
   
 
Eq 4 
 
Where: 
 
μ = mean of the distribution of the natural logarithms individual drivers’ critical gaps, i = 
1 to n. 
 
σ2 = variance of the distribution of the natural logarithms of the individual drivers’ critical 
gaps, i = 1 to n. 
 
After Tian et al (1999), algebraically Eq 3 and Eq 4 yield the following two objective 
functions: 
 
       
           
           
   
 
   
 
 
Eq 5 
 
       
                       
           
   
 
   
 
 
Eq 6 
Where: 
 
f(xi), f(yi), F(xi) and F(yi) are normal distribution functions of mean μ and variance σ
2
. 
 
Equations 5 and 6 must be solved using numerical procedures (Brilon et al 1999). 
Troutbeck (1992) reported a computer program for this task. In the research of this paper, 
rather than using such a program, the iterative solution feature of a leading spreadsheet 
application was used as elaborated later. Solving both Obj1 and Obj2 yields values of μ 
and σ2, which describe a normal distribution of the sample of natural logarithms of the 
individual drivers’ critical gaps, for i = 1 to n.  
 
Accordingly, the expected value of the distribution of the sample of individual drivers’ 
critical gaps, for i = 1 to n, being the arithmetic mean, can be calculated by: 
 
        
        
 
Eq 7 
This arithmetic mean is taken as the sample critical gap, given the assumption that for 
unsignalised intersection analysis it is acceptable to presume a constant critical gap across 
all drivers. 
5.0 Proposed Alternative Techniques to Estimate Critical Gap 
 
All three techniques proposed here share a fundamental philosophy to the MLE 
technique, which is that a driver’s critical gap lies somewhere between the maximum gap 
that they reject, mi, and their accepted gap, ai. 
 
The most basic Average Central Gap (ACG) method presumes that the best estimate of a 
driver’s critical gap, based on the limited information available being the value of their 
maximum rejected gap and their accepted gap, is the midway point between these two 
values. For instance, if a driver’s maximum rejected gap were 5.2s and their accepted gap 
6.4s, their critical gap estimate would be 5.8s.  
 
        
 
  
        
 
   
 Eq 8 
 
This alternative contains potential for bias inherent in the (mi, ai) data pair of an 
individual driver, brought about by the possibility of a very large accepted gap, and/or a 
zero rejected gap, which in turn may result in a large bandwidth of their gap acceptance 
range,      , and accordingly a value of      which reflects directional bias. Over a 
sample of drivers, the sample mean critical gap,        , in turn may be biased by such 
instances. Notwithstanding, this study considers this most basic alternative to identify 
whether a pattern of bias exists across a number of sample data sets when compared 
against the true critical gap values of those sample data sets. 
 
The Strength Weighted Central Gap (SWCG) method attempts to reduce the potential for 
bias of the ACG alternative by weighting the critical gap estimate of each driver, being 
the midway point between their maximum rejected gap and their accepted gap, inversely 
proportionally to the bandwidth between these two values. Under this method, the 
relative strength of each driver’s critical gap estimate is given by: 
 
   
        
  
          
 
   
 
Eq 9 
 
The SWCG estimate of the sample mean critical gap is then given by: 
 
         
 
  
        
 
   
   
Eq 10 
 
Unlike the two methods defined above, the Mode Central Gap (MCG) method does not 
assume that a driver’s critical gap is necessarily midway between their maximum rejected 
gap and their accepted gap. Rather, it considers the whole sample of drivers’ critical gap 
bandwidths, between mi and ai, for i equals 1 to n, and seeks the value of critical gap that 
lies within the greatest number drivers’ critical gap bandwidths. This requires 
determination, for a vector of possible critical gaps in  s increments, tmin+j; for j = 0 to 
m, each of their frequencies of lying within the sample of drivers’, i equals 1 to n, critical 
gap bandwidths. For this method, tmin,  and m need to be chosen judiciously by 
inspection of the data. For this research an increment , of 0.1s was used. 
 
Equation 11 explains the determination of the number of drivers whose critical gap 
bandwidth lies within each possible sample critical gap. 
 
                                            
 
   
          
Eq 11 
 
The mode number of drivers is then given by: 
 
             
        Eq 12 
 
The MCG estimate of the sample mean critical gap is then given by: 
              
                  
 
   
                  
 
   
  Eq 13 
6.0 Simulation of Gap Acceptance by Samples of Drivers 
 
It is necessary to use a common data set by which to assess each method’s sample mean 
critical gap estimation. For all four methods, this includes, for drivers, i = 1 to n, their 
maximum rejected gap and their accepted gap. 
6.1 Simulation Parameters 
 
 In order to evaluate the four methods of critical gap estimation an event based Monte 
Carlo simulation was used.. A series of samples for given rate of gaps offered, q, and 
minor stream mean critical gap,    , conditions was simulated; each sample containing a 
critical gap, tc,i|sim, and a (mi|sim, ai|sim) pair for 300 drivers. Table 1 details simulated 
conditions. 
 
From Table 1 the rate of gaps offered was varied from very light flow, with 0.05 veh/s 
representing about 3 veh/min, to very heavy flow, with 0.55 veh/s representing about 33 
veh/min. The former may occur at an isolated internal street junction or a rural junction, 
while the latter may occur at a complex unsignalised intersection where the minor stream 
may be a crossing or turning movement subjected to a conflicting traffic stream of 
numerous higher ranked movements, or a motorway merge lane where there is substantial 
traffic in the target edge lane. 
 
Actual sample mean critical gap was also varied substantially, from 3s, which may 
correspond to a merging movement onto a motorway edge lane or a lane drop, to a high 
value of 8s which may correspond to a crossing or turning movement subjected to a 
conflicting traffic stream of numerous higher ranked movements.  From published 
literature (TRB 2000, Bennett 2008) critical gaps within this range are commonplace 
across various unsignalised intersection forms in the road system. 
 
Table 1 shows that four cases were not simulated. For the very high rate of gaps offered 
of 0.55 veh/s, minor stream critical gaps of 6s or more translate to very small capacities 
with acceptable gaps occurring rarely in the major stream. The consequence of this was 
unsettled results in the simulation. For the high rate of gaps offered of 0.45 veh/s, the 
minor stream critical gap of 8s had a similar effect. 
6.2 Drivers’ Critical Gaps Simulation 
 
This study concurs with Brilon et al (1999) that drivers behave closer to consistency than 
completely inconsistent behavior, so this simulation model varied critical gap between 
drivers only marginally. For each sample, the drivers’ critical gaps were assumed to 
follow an Erlang distribution about defined mean critical gap,    , whose range is listed in 
Table 1.  The parameters of the Erlang distribution are κ and λ, where κ is a positive 
integer, while mean     is equal to κ/λ. and standard deviation SD(  ) is equal to  κ  . 
 
In each of the 32 cases a coefficient of variation of critical gaps of 0.063 was set; for 
example, yielding a standard deviation of 0.32s corresponding to a defined mean critical 
gap of 5s. This value of coefficient was selected as it realizes subtle yet realistic variation 
between drivers’ critical gaps. Given the above relationships for Erlang distribution mean 
and standard deviation, this yielded a constant value of κ equal to 250 terms. 
 Within each sample, each of its 300 drivers’ critical gaps,        , was derived using the 
Monte Carlo method and iteration, using Eq 14: 
 
 
 
      
        
   
  
     
        
   
 
 
  
   
   
       
Eq 14 
 
Where: 
 
      = fraction between 0 and 1 drawn randomly for circumstance,          
6.3 Gaps Offered Simulation 
 
For simplicity, a displaced negative exponential distribution was used to define the gaps 
offered, which is specified in cumulative form as: 
 
 
       
      
   
 
        
    
 
     
  
 
Eq 15 
Where: 
 
   = gap offered to a minor stream driver, i (s) 
 
G( ) = cumulative form of the displaced negative exponential distribution 
 
q = inverse of the average offered gap, or the gaps offered rate (veh/s) 
 
 = minimum of the distribution of offered gaps (s). For this simulation a minimum gap 
of 1s was defined. 
 
It must be noted that gaps offered include any that are assessed by isolated arriving minor 
stream drivers who have not been in queue. Some theory considers the process as lag 
acceptance in this circumstance; whereby the minor stream driver’s critical gap consists 
of their critical lead time plus critical lag time, between which they arrive. It is reasonable 
to presume that these minor stream drivers assess their observed lag as part of a notional 
gap, and therefore that the first notional gap which they assess against their critical gap 
consists of the lag which they observe, plus their critical lead time. This gap may 
therefore be a partial major stream gap. 
 
When minor stream queuing exists, where after the minor stream driver at the head of the 
queue enters a major stream gap, then a residual major stream gap is created for 
assessment by the next minor stream driver in queue. Should that residual major stream 
gap be greater than the critical gap, a further residual major stream gap may be created 
for assessment by the next queued minor stream use it, and so forth. Therefore, the gaps 
offered rate of Eq 15 will be the sum of the major stream gaps offered rate plus a portion 
of the minor stream flow rate, which depends upon the proportion of minor stream 
drivers who enter into a major stream gap collectively with other minor stream driver/s.  
 
Neither of these two cases is considered to be problematic to the purposes of this 
simulation, as the shifted negative exponential distribution is a suitable form for these 
offered gaps.  
 
The proportion of gaps rejected at a simulated critical gap for driver i,         , is given 
by: 
 
               
 
              
    
 
                   
 
Eq 16 
 
To estimate the accepted gap for a driver, i; for i = 1 to n, Eq 15 was rearranged to yield: 
 
         
      
 
                                         Eq 17 
 
Where: 
 
    = fraction between 0 and 1 drawn randomly for event, ai. 
 
To draw a maximum rejected gap for each driver, it was necessary to determine their 
expected number of rejected gaps: 
 
        
           
               
 Eq 18 
 
A driver’s possibilities of actual number of rejected gaps experienced is postulated to 
follow a semi-infinite distribution with a minimum of zero and mean of        . A negative 
exponential distribution was presumed in the study, as follows: 
 
                  
       
       
Eq 19 
 
Where: 
 
       is a member of the distribution of the number of rejected gaps that could be 
experienced by driver, i. 
 
The Monte Carlo method was used to draw a number of gaps rejected by a given driver, i, 
after rearranging Eq 19 as follows: 
                            Eq 20 
 
Where: 
 
        = fraction between 0 and 1 drawn randomly for circumstance,        
 
The driver’s number of rejected gaps,       , is a real number. It was necessary to 
establish an integer number of rejected gaps,        , to draw a maximum rejected gap for 
each driver: 
 
         
                                    
                                      
  
 
 
Eq 21 
Where: 
 
         = fraction between 0 and 1 drawn randomly for circumstance,  
 
     . 
 
The equation by which to draw the appropriate random fraction between 0 and 1 for 
event mi , being    , is given by: 
 
     
           
      
                
 
       
  
 
Eq 22 
Where: 
 
      = fraction between 0 and 1 drawn randomly for event,    . 
 
The function to estimate the maximum rejected gap for a driver, i; for i = 1 to n, is also 
based on rearrangement of Eq 15: 
 
        
       
  
      
 
                            
  
 
Eq 23 
Note that the case where       equals 0 represents that the minor stream driver does not 
experience a major stream gap which they reject; rather, they merge into the first gap 
which they experience. 
7.0 Results 
7.1 Maximum Likelihood Estimation Technique 
 
The MLE technique as described in Section 3 was used to estimate         for the 32 
simulation cases defined in Table 1. For each case, the objective functions of Eq 5 and Eq 
6 were solved by using numerical iteration to determine the best values of μ and σ, by 
way of the solver routine of a leading spreadsheet platform. Table 2 lists the parameters 
applied to the numerical iterative solver. 
 
Figure 1 illustrates the results of the MLE technique for the 32 cases, by way of a Line of 
Equality representation. Each icon represents a solution value of         against the true     
input to simulation, with sets of icons corresponding to major stream offered gaps rate as 
per Table 1. Those icons above the Line of Equality represent an overestimation of 
sample mean critical gap by MLE, while those below the line represent an 
underestimation of sample mean critical gap by MLE. 
 
 
Figure 1  MLE Mean Critical Gap Vs Simulated Mean Critical Gap for 32 Cases 
 
Figure 1 supports the previous researchers’ (Brilon et al 1999, Tian et al 1999) arguments 
that the MLE technique is an extremely robust method of estimating a sample mean 
critical gap. This research provides further evidence that the effect of major stream 
offered gaps rate on the mean critical gap estimate is minimal for MLE. Only for very a 
low flow of 180veh/h (0.05veh/s), do the MLE estimates fluctuate and only within 0.2s. 
Notwithstanding, when estimating sample mean critical gap using MLE, it would not be 
prudent to measure gaps under very light flow conditions. 
 In all other, higher flow cases the MLE sample mean critical gap estimate is rendered 
within 0.2s of the simulation value, and mostly within 0.1s. This is within the normal 
bounds of error of gap measurement in the field. 
 
The goodness of fit of the MLE estimates of sample critical gap against true mean critical 
gap used in simulation was tested using the Coefficient of Determination, under the most 
general definition being R
2
 = 1 – SSres/SSttl. According to Renaud and Victoria-Feser 
(2010) the R
2
 is usually presented as the quantity that estimates the percentage of 
variance of the response variable (in this case MLE critical gap estimates) explained by 
its linear relationship with the explanatory variables (in this case true mean critical gap 
values simulated).  
 
Rather than fitting a regression line to the data of Figure 1, the Line of Equality was used 
as the explanatory model, which has an intercept of zero and slope of 1.0. The R
2
 
corresponding to this model provides the best evidence of how well the MLE estimated 
sample mean critical gaps render the true values used in simulation. The resultant value 
of the coefficient was calculated to be 0.997, which demonstrates a close to perfect fit. 
7.2 Average Central Gap Method 
 
The ACG method of statistical calculation as described in Section 3 was used to estimate 
        for the 32 simulation cases defined in Table 1.  Figure 2 illustrates the results of the 
ACG method for the 32 cases. Each icon represents a solution value of         using Eq 8 
against the true     input to simulation, with sets of icons corresponding to major stream 
offered gaps rate as per Table 1. 
 
 
Figure 2  ACG Mean Critical Gap Vs Simulated Mean Critical Gap for 32 Cases 
 
It was necessary to extend the field display of Figure 2 to 17s on each axis, to illustrate 
some of the extreme results. Figure 2 shows that in all cases of major stream flow up to 
and including 900veh/h, the ACG method over-estimates critical gap, substantiating the 
hypothesis stated in Section 3. Under the very light major stream flow of 180veh/h, the 
ACG critical gap estimates are grossly higher than the true values.  For the moderate flow 
of 540veh/h, perhaps a typical flow at an unsignalised intersection during a typical data 
collection period, this method still over-estimates critical gap by as much as 1.5s. Under 
high major stream flows of 1,260veh/h and above, critical gap estimates are precise. The 
R
2
 value using the Line of Equality model was found to be 0.023, indicating that it should 
not be considered further as a viable method of estimating sample mean critical gap for 
the wide major stream flow rate spectrum. When only high major stream flows of 
900veh/h and above are considered, the R
2
 value does improve markedly to 0.980; 
however, such sample mean critical gap estimates would not be particularly useful as 
there is no certainty that they would be demonstrative of low flow conditions. 
7.3 Strength Weighted Central Gap Method 
 
The SWCG method of weighted statistical calculation as described in Section 4 was used 
to estimate          for the 32 simulation cases defined in Table 1.  Figure 3 illustrates the 
results of the SWCG method for the 32 cases. Each icon represents a solution value of 
         using Eq 10 against the true     input to simulation, with sets of icons 
corresponding to major stream offered gaps rate as per Table 1. The field of display of 
Figure 2 was extended to 17s on each axis, for unbiased visual comparison against its 
parent method, the ACG. 
  
Figure 3  SWCG Mean Critical Gap Vs Simulated Critical Gap for32 Cases 
 
Comparing Figures 2 and 3, the strength weighting helps to reduce the bias of the ACG 
method; however, does not eliminate it. Under the very light major stream flow of 
180veh/h, the SWCG critical gap estimates are substantially higher than the true values, 
over-estimating between 2s and 3s. For the moderate flow of 540veh/h, the over-
estimation can be up to 0.6s for critical gaps in the range of 4s to 5s, which are quite 
common for various movement types at unsignalised intersections. Only under higher 
flow conditions of 900veh/h or more does this method very accurately estimate critical 
gap. Thus, conflicting major stream traffic would need to be at gaps of around 4s or less, 
which represents busy conditions, for this method to render sample critical gap faithfully. 
 
The R
2
 value using the Line of Equality model was found to be 0.698, which 
demonstrates that the model does not explain very well the variance of the estimates 
across the entire major stream flow range. However, when excluding the low to moderate 
major stream flows of 180veh/h and 540veh/h, the R
2
 value improves markedly to 0.999, 
which demonstrates a close to perfect fit. 
 
The SWCG method appears to be an extremely robust method of estimating a sample 
critical gap, but only under relatively high major stream flow rates of about 900veh/h or 
more. Therefore, this method should not be considered further as a viable method of 
estimating sample critical gap under the wide major stream flow rate spectrum. 
7.4 Mode Central Gap Method 
 
The MCG method of weighted statistical calculation as described in Section 4 was used 
to estimate        for the 32 simulation cases defined in Table 1.  Figure 4 illustrates the 
results of the MCG method for the 32 cases. Each icon represents a solution value of 
       using Eq 13 against the true     input to simulation, with sets of icons 
corresponding to major stream offered gaps rate as per Table 1. The field of display of 
Figure 4 was set to 9s on each axis, for unbiased visual comparison against the baseline 
MLE technique. 
 
 
Figure 4  MCG Mean Critical Gap Vs Simulated Mean Critical Gap, over 32 Cases 
 
Figure 4 reveals that the MCG method is also an extremely robust method of estimating a 
sample critical gap. As with the MLE technique, the effect of major stream flow rate on 
the critical gap estimate is minimal. Only for very a low flow of 180veh/h (0.05veh/s), do 
the MCG critical gap estimates fluctuate and only within 0.3s. As with MLE, when 
estimating critical gap using MCG, it would not be prudent to measure gaps under very 
light flow conditions.  
 
In all other, higher flow cases the MCG critical gap estimate is rendered within 0.1s of 
the true value. This is well within the normal bounds of error of gap measurement in the 
field.  
 
The R
2
 using the Line of Equality model was calculated to be 0.996, which is a near 
perfect fit. There is negligible difference between this result and that of the MLE method, 
with any variation within the bounds of the variability in outcomes of the simulation 
itself. 
8.0 Discussion 
 
The simulation model used in this study was specifically kept reasonably simple. Further 
investigation into the fidelity of the MLE and MCG methods could make use of a more 
complex simulation model, such as that adopted by Brilon et al (1999). A more complex 
model could simulate both major stream and minor stream arrivals, which would also 
necessitate the addition of the minimum follow-on time gap acceptance parameter, in 
order to model minor stream departures which result in residual major stream gaps.  
 
A more complex model could also apply potentially inconsistent behavior within drivers, 
for instance an accepted gap being less than a maximum rejected gap. In addition, a range 
of major stream headway distribution forms may be investigated to determine whether 
the fidelity of a particular method was affected by the choice of distribution. Possible 
distributions include the basic negative exponential distribution, the hyper-Erlang 
distribution as was used by Brilon et al (1999), or the Cowan’s M3 distribution as used 
by Bunker and Troutbeck (2003).  
 
It may also be useful to vary sample size of minor stream drivers. A smaller sample size 
than the 300 used in this research might be more representative of a field gap acceptance 
study. This might provide higher variability of results, particularly for very low flow 
conditions, where a paucity of actual (non-zero) rejected gaps may have an effect on the 
sample mean critical gap estimate.  
 
Finally, further research needs to be conducted using real traffic data, under a variety of 
minor stream and major stream flow conditions for a variety of minor stream movement 
types, to compare for samples of drivers their critical gap estimates using the MLE 
technique against the MCG method. It may also be worthwhile applying the SWCG 
method under higher flow conditions to compare its sample critical gap estimates against 
the MLE technique and MCG method. 
 
Should the MCG method prove as robust as the MLE technique under these proposed 
extension simulation studies and field trials, then serious consideration should be given to 
its adoption to estimate critical gap parameters for use in guidelines. 
9.0 Conclusions 
 
This study revisited the estimation of sample critical gap for use in gap acceptance 
modeling to evaluate the performance of unsignalised intersections. The Troutbeck 
Maximum Likelihood Estimation technique has been argued to be the gold standard of 
estimation methods; however, only by a limited number of studies. It was consequently 
necessary here to reassess the MLE technique’s robustness and computational efficiency 
against that of other feasible methods by determining how well each rendered the true 
critical gap input to a simple simulation model, under a range of 32 gap acceptance 
process conditions.  
 
This study affirmed important studies documented in the literature, that MLE provided a 
close to perfect fit to the true mean critical gaps input to simulation across the broad 
range of gap acceptance process conditions. Meanwhile, the MCG method, which was 
newly proposed by this study, also provided an almost perfect fit. Under the conditions 
and form of simulation used in this study, both methods were equally robust estimators of 
sample critical gap. The key advantages of the MCG method over the MLE are its 
superior computational simplicity and efficiency. Under higher major stream flows, the 
SWCG method also performed robustly; however, it performed poorly under low to 
moderate major stream conditions. 
 
Further research into the fidelity of the MLE and MCG methods could make use of more 
complex simulation models, some options of which have been discussed. Further 
research needs to be conducted using real traffic data, under a variety of minor stream 
and major stream flow conditions for a variety of minor stream movement types, to 
critical gap estimates using MLE against MCG, and SWCG under higher flow conditions. 
 
Should the MCG method prove as robust as the MLE technique under more detailed 
simulation studies and field trials, then serious consideration should be given to its 
adoption to estimate critical gap parameters for use in guidelines. 
References 
 
Bennett, D. (2008). Guide to Traffic Management Part 2: Traffic Theory, Austroads 
Incorporated, Sydney. 
 
Brilon, W. et al (1999). Useful estimation procedures for critical gaps. Transportation 
Research Part A, 33: 168–186. 
 
Bunker, J.M. and Troutbeck, R.J. (2003). Prediction of minor stream delays at a limited 
priority freeway merge. Transportation Research Part B, 37: 719-735. 
 
Guo, R. and Lin, B. (2011). Gap acceptance at priority-controlled intersections. Journal 
of Transportation Engineering, 137/4. 269 – 276. 
 
Miller, A. J. (1972). Nine estimators for gap-acceptance parameters. In: Newell, G. (Ed.), 
Proceedings of the International Symposium on the Theory of Traffic Flow and 
Transportation, Elsevier, Amsterdam. 
 
Renaud, O. and Victoria-Feser, M. (2010). A robust coefficient of determination for 
regression. Journal of Statistical Planning and Inference, 140/7: 1852-1862. 
 
Tian, Z. et al (1999). Implementing the Maximum Likelihood Methodology to measure a 
driver’s critical gap. Transportation Research Part A, 33: 187–197. 
 
Toledo, T., Koutsopoulos, H.N. and Ben-Akiva, M. (2009). Estimation of an integrated 
driver behavior model. Transportation Research Part C, 17, 365 – 380. 
 Transportation Research Board, (2000), Highway Capacity Manual. National Academy 
of Sciences, Washington, D.C. 
 
Troutbeck, R.J. (1992). Estimating the critical acceptance gap from traffic movements. 
Phsyical Infrastructure Centre Research Report 92-5, Queensland University of 
Technology, Brisbane. 
 
Wang, T. et al (2010). Study of pedestrians’ gap acceptance behavior when they jaywalk 
outside crossing facilities. In: 13
th
 International IEEE Conference on Intelligent 
Transport Systems, Madeira Island, Portugal, September 19-22. 
 
Xu, F. and Tian, Z. Z. (2008). Driver behavior and gap acceptance characteristics at 
roundabouts in California. Transportation Research Record, 2071. 117 – 124. 
Tables 
 
Table 1: Simulation Paramaters for Assessment of Critical Gap Estimation Methods 
Q (veh/h) 180 540 900 1,260 1,620 1,980 
q (veh/s) 0.05 0.15 0.25 0.35 0.45 0.55 
   =3s       
4       
5       
6      X 
7      X 
8     X X 
 
 
Table 2: Numerical Iterative Solver Parameters used in MLE technique for Critical Gap 
Parameter Value 
Maximum time 100s 
Iterations 100 
Precision 0.000001 
Tolerance 5% 
Convergence 0.0001 
Estimates Tangent 
Derivatives Forward 
Search Conjugate 
Use automatic scaling Yes 
 
