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ABSTRACT
Optical and near-IR (NIR) line profiles of many ageing core-collapse supernovae
(CCSNe) exhibit an apparently asymmetric bluewards shift often attributed to greater
extinction by internal dust of redshifted radiation emitted from the receding regions
of the SN ejecta. The damocles Monte Carlo line radiative transfer code models
the extent and shape of these dust-affected line profiles to determine the dust mass
that has condensed, in addition to other properties of the dusty ejecta. I present here
the application of an affine invariant Markov Chain Monte Carlo (MCMC) ensemble
sampler (emcee) to the damocles code in order to investigate the multi-dimensional
parameter space rigorously and characterise the posterior probability distribution. A
likelihood function is formulated that handles both Monte Carlo and observational
uncertainties. This Bayesian approach is applied to four simulated line profiles in
order to test the method and investigate its efficacy. The majority of parameters
can be tightly constrained using this method, and a strong (predictable) dependence
between the grain size and the dust mass is quantified. The new approach is also
applied to the Hα line and [O i] 6300, 6363 A˚ doublet of SN 1987A at 714 d post-
outburst, re-examining a previous 5-dimensional smooth model and also investigating
a new, more complex, 10-dimensional model that treats both features simultaneously.
The dust mass, dust grain size and a range of other parameters can be well constrained
using this technique, representing a significant improvement over the previous manual
approach.
Key words: line: profiles – radiative transfer – methods: statistical – supernovae:
general – supernovae: individual: SN 1987A – ISM: supernova remnants.
1 INTRODUCTION
There remain numerous questions surrounding the forma-
tion of dust in the universe. Significant challenges are still
faced in the determination of dust formation rates, mecha-
nisms and environments. Motivated by seemingly inexplica-
bly large masses of dust observed at high redshifts (Omont
et al. 2001; Bertoldi et al. 2003; Watson et al. 2015; Laporte
et al. 2017), there is a widespread desire to understand the
nature of the primary sources of dust in the universe.
Core-collapse supernovae (CCSNe) are known to pro-
duce dust in their ageing ejecta. Theoretical models predict
that CCSNe are capable of producing > 0.1M of ejecta-
condensed dust (Todini & Ferrara 2001; Nozawa et al. 2003;
Gall et al. 2011; Sarangi & Cherchneff 2015). To date, how-
ever, dust masses in the majority of these objects have
been inferred via fits to their near-infrared (NIR) and mid-
infrared (MIR) spectral energy distributions (SEDs), which
trace only warm dust. Warm dust masses up to ∼ 10−3 M
have been detected at late times (> 1 yr) in several CCSNe
(Sugerman et al. 2006; Meikle et al. 2007; Andrews et al.
2010; Fabbri et al. 2011; Gall et al. 2011; Gomez 2013; Gall
et al. 2014). However, a few objects have also been observed
in the far-IR, allowing their full SEDs to be fitted and there-
fore tracing the presence of cold dust as well as warm and
hot dust. Using this technique, dust masses & 0.1 M have
been estimated to have formed in SN 1987A, Cassiopeia A
and the Crab Nebula (Gomez et al. 2012; Indebetouw et al.
2014; Matsuura et al. 2015; De Looze et al. 2017; Owen &
Barlow 2015). More recently, it has been suggested that a
significant mass of dust (0.08 – 0.9 M) has also formed in
the Galactic supernova remnant G54.1+0.3 (Temim et al.
2017; Rho et al. 2017) as well as very large masses of dust
(> 1 M) in a number of other Galactic supernova remnants
(Chawner et al. in prep.). An average net dust production
rate of 0.1 – 1.0 M per CCSN is required to account for
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the dust masses observed in the early universe (Morgan &
Edmunds 2003; Dwek et al. 2007). The dust budget problem
would therefore be resolved if these few objects were, in fact,
representative of the wider CCSN population and the dust
was able to survive the passage of the reverse shock (Bianchi
& Schneider 2007; Bocchio et al. 2016). A larger sample of
CCSN dust mass estimates is therefore required.
Following the end of the Herschel mission in 2013, there
will be a long wait for instruments that are capable of de-
tecting cold dust emission at far-IR wavelengths and so an
alternative approach is needed. The damocles Monte Carlo
line radiative transfer code predicts dust masses in the ejecta
of CCSNe by modelling the red-blue asymmetry frequently
observed in their optical and NIR emission lines (Bevan &
Barlow 2016, hereafter B16). This asymmetry is due to the
condensation of dust in the ejecta causing redshifted radia-
tion from the receding regions of the supernova to experience
greater extinction than blueshifted radiation emitted from
the approaching regions (Lucy et al. 1989). In addition to
providing an alternative method for tracing both warm and
cold dust in the ejecta, line profile modelling has the added
advantage of tracing only newly-condensed dust within the
ejecta. Pre-existing circumstellar dust may contribute to the
observed flux in the IR but the red and blue components of
optical or NIR lines emitted from within the ejecta will be
similarly attenuated by the surrounding circumstellar dust,
i.e. any dust-induced red-blue asymmetry must be solely a
result of internal, ejecta-condensed dust.
The approach also allows other properties of the dust to
be determined. Of particular interest is the dust grain size
distribution. Regardless of the masses of dust that form in
the ejecta of CCSNe, the grains will eventually be subject
to a reverse shock that will pass back through the ejecta,
potentially destroying these newly-formed grains and signif-
icantly diminishing the dust mass that has formed. The size
of dust grains that condense within the supernova ejecta
determine their likelihood of survival. An understanding of
dust grain sizes in CCSNe is therefore critical to determin-
ing the relative contribution of CCSNe to dust production
in the universe.
B16 applied the damocles Monte Carlo code to the Hα
and [Oi] 6300,6363 A˚ lines of SN 1987A between 714 d and
3500 d post-explosion. A steady increase in the ejecta dust
mass over this period was inferred with a predicted current
dust mass of 0.8 M, consistent with dust mass estimates
derived from SED fitting and modelling (Matsuura et al.
2011; Indebetouw et al. 2014; Matsuura et al. 2015; Wesson
et al. 2015). The damocles code was also applied to the
late-time optical line profiles of SN 1980K, SN 1993J and
Cas A by Bevan et al. (2017). Dust masses of 0.12 - 0.3 M
at 30 yr, 0.08 - 0.18 M at 16 yr and ∼1.1 M at ∼330 yr
were predicted respectively (Bevan et al. 2017). Clearly, fur-
ther examples are needed in order to establish whether this
apparent trend towards larger (& 0.1 M) dust masses is an
accurate representation of dust formation in CCSNe more
generally.
In working towards the overall goal of understanding
the masses and properties of dust in the ejecta of CC-
SNe, I have explored the implementation of a Bayesian
methodology for line profile fitting. The fundamental power
of Bayesian statistics in providing a framework to under-
stand the probability of a model when the the data is known
has been increasingly exploited in astronomy over the last
twenty years (e.g. Strolger et al. 2004; Venn et al. 2004;
Ilbert et al. 2006; Feroz et al. 2009; Arzoumanian et al.
2016). In particular, Markov Chain Monte Carlo (MCMC)
methods have provided efficient, robust and rigorous pro-
cedures with which to explore highly multi-dimensional pa-
rameter spaces and quantify posterior probability distribu-
tions. Increasingly available computing power has allowed
these methods to be employed in a wide variety of fields with
impressive results that yield significantly more insight than
can be gained from a single best-fitting set of parameters.
Sharma (2017) presents a comprehensive review of MCMC
methods for Bayesian data analysis in astronomy.
I have applied an affine invariant ensemble sampler
(Goodman & Weare 2010) to the damocles code in order
to map the multi-dimensional posterior probability distribu-
tion of a range of models and parameter spaces. I initially
employed the sampler to model four simulated, or ‘theo-
retical’, line profiles (generated by damocles) that were
deemed representative of observed line profiles of CCSNe at
late times but for which the ‘true solution’ was known (mod-
els A1 - A4). I also revisited the models by B16 of the Hα line
and the [O i] 6300,6363 A˚ doublet of SN 1987A at 714 d. The
new approach was applied to a smooth, 5-dimensional model
based on their work (model B). A new model (model C) was
also explored which treated both emission features simulta-
neously and used the newly-applied Bayesian methodology
to characterise a significantly more complex 10-dimensional
parameter space. The ultimate goal is to assess the valid-
ity of this approach with regard to its application to both
archival and future datasets, with a view to significantly ex-
panding the current range of dust mass estimates for CCSNe
years after outburst.
In Section 2, the formulation of the problem is presented
along with a discussion of how Monte Carlo and observa-
tional uncertainties are handled and a brief description of
the affine invariant ensemble sampler. The adopted priors,
variable parameters and posterior distributions for all mod-
els are presented in Section 3. I discuss the implications of
these results in Section 4 and compare them to results ob-
tained from previous manual line profile fitting using damo-
cles, as well as results obtained from SED fitting. The con-
straints placed on other parameters such as dust grain size
and dust density distribution are also discussed. I emphasise
the potential for future application to other objects before
summarising and concluding in Section 5.
2 FORMULATION OF THE BAYESIAN
APPROACH
2.1 damocles
damocles is a Monte Carlo radiative transfer code that
models the effects of dust, composed of any combination
of species and grain size distributions, on optical and NIR
emission lines emitted from the expanding ejecta of a late-
time (> 1 yr) supernova. For full details of the code and
its testing, please see B16. By default, both the emissivity
distribution and the dust distribution follow smooth radial
power-law distributions although any arbitrary distribution
may be specified by providing the appropriate grid. damo-
MNRAS 000, 1–18 (2018)
A Bayesian approach to dust in CCSNe 3
Table 1. Values of the parameters adopted to generate four representative simulated line profiles (A1 - A4). In these models, amorphous
carbon grains were used with the optical constants of Zubko et al. (1996). The Hα line profile was modelled with an intrinsic smooth
radial power-law emissivity distribution (i ∼ r−2β) applied to a homologously expanding shell geometry at day 1000.
vmax vmin β log a logMdust
103 km s−1 103 km s−1 logµm log M
A1 “typical” 4.0 1.2 2.50 -1.0 -4.6
A2 “double peaked” 4.0 2.8 1.0 -1.0 -4.6
A3 “large grains” 4.0 1.2 2.0 0.18 -3.9
A4 “strongly blueshifted” 4.0 1.2 2.5 -1.6 -3.6
cles will also treat a variety of clumping structures as spec-
ified by a clumped dust mass fraction, volume filling factor,
clump size and clump power-law distribution. The emissiv-
ity distribution may also initially be clumped. The code has
a large number of variable parameters ranging from 5 dimen-
sions in the simplest, smooth models to > 20 in the most
complex cases.
2.2 The Bayesian approach
The aim is to map the posterior probability distribution
based on the observations and our prior understanding of
the physical situation. The posterior is defined by Bayes’
Theorem as
P (θ |D) = P (θ) P (D |θ)
P (D)
(1)
where D represents the data that we wish to analyse (in our
case, the observed or simulated line profile) and θ represents
the parameters of our model. P (θ) therefore represents our
prior understanding of the probability of the model param-
eters (the prior), P (D |θ) is the probability of obtaining
the data for a given set of model parameters (the likelihood)
and P (D) is the probability of the data for all models (the
evidence). Since P (D) is independent of θ, we will only be
interested in the scaled posterior as defined by
P (θ |D) ∝ P (θ)P (D |θ) (2)
The posterior distribution will allow us to understand
relationships between the parameters and to visualise which
are the most likely regions of parameter space. The aim is
not to identify the single ‘best-fitting’ model but to map the
variation of likelihood across the entire space. The prior is
the probability before looking at any data. It can be driven
by theoretical models, previous observations or physical in-
tuition. The likelihood is, practically, a mechanism for for-
ward modelling i.e. simulating the data given a model and
its parameters. It is proportional to exp(−χ2/2), where χ2
is the standard metric typically used to compare data and
models in frequentist techniques.
In order to characterise the target posterior distribu-
tion, we may draw samples from across the parameter space.
A single sample in parameter space is translated to a point in
the target posterior distribution via Equation 2. A likelihood
function that describes the relationship between the model
and the data must therefore be defined, and a prior proba-
bility distribution for each parameter must also be specified
based on our current knowledge (e.g. physical constraints).
Once defined, the ensemble sampler can be employed with
this likelihood function in order to map the complete poste-
rior distribution.
2.3 Affine Invariant MCMC Ensemble Sampler
There are numerous MCMC algorithms that work out how
to sample points in parameter space efficiently in order to
converge on a stable solution as quickly as possible. In this
work, I used the Python package ‘emcee’ (Foreman-Mackey
et al. 2013). This package uses an affine invariant ensem-
ble sampler as described by Goodman & Weare (2010), to
which publication the reader is referred for full details of the
algorithm. I present a summary below.
The ensemble sampler acts on a collection of points
(n-dimensional position vectors in parameter space) termed
‘walkers’. An initial position for each walker is sampled ac-
cording to a distribution specified by the user. The likelihood
P (D |θ) of the model corresponding to the current set of
parameters is calculated. A new point in parameter space is
sampled based on the current positions of the other walkers
and the likelihood of this new point is also calculated. The
ratio of these likelihoods determines whether the position of
the walker is updated or not (i.e. the new point is either ac-
cepted or rejected). As such, the walkers ‘walk’ around the
entire parameter space exploring the posterior distribution
in such a manner that the value of the posterior distribution
in a given region of parameter space is characterised by the
density of walkers in that region. Faster convergence is at-
tained when the walkers are initialised near regions of high
likelihood but they will explore the entire space regardless
of their initial positions. The extent of the space to be ex-
plored is determined by the bounds of the prior distributions
(if applicable).
It is, of course, possible simply to grid parameter space,
evaluate the likelihood and prior at each point and multi-
ply them to get the posterior. However, whilst this would be
exact, it would also be incredibly intensive and likely impos-
sible for > 4 dimensions. MCMC methods approximate the
posterior by exploring the parameter space intelligently and
are therefore a popular alternative. damocles has between
5 and 20 variable parameters, strong degeneracies between
certain of these parameters but no multimodality. MCMC
methods are extremely well-suited to this regime and are
therefore an ideal choice.
The choice to use this particular MCMC methodology
MNRAS 000, 1–18 (2018)
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Figure 1. Schematics illustrating the shell geometries with
smooth, radial dust density power-laws used for models A1 and
A2. Above: Model A1 with vmax = 4000 km s−1, Rin/Rout = 0.3
and ρ ∝ r−2.5. Below: Model A2 with vmax = 4000 km s−1,
Rin/Rout = 0.7 and ρ ∝ r−1.0. The grids are divided into 50
in each axis.
was made for a number of reasons. Affine transformations
are those which preserve the relative positions of points,
lines and planes, for example reflection, rotation and scal-
ing are all affine transformations. This algorithm is designed
to be affine invariant such that the parameter space can be
‘stretched’ in order to sample points from a more isotropic
distribution. This ensures that it requires very little tuning
in order to obtain good performance and is in contrast to
a number of other MCMC algorithms such as Metropolis-
Hastings (Allison & Dunkley 2014). This property makes
the algorithm particularly useful for models with parame-
ters that range over significantly different scales as here. In
addition to this, the ease of use and implementation (via
the emcee package) and its speed and efficiency for prob-
lems with dimensionality of this order led to the choice of
this algorithm over other available options.
2.4 Formulating the likelihood function
In order to quantify the likelihood of a particular set of
model parameters given the observational or simulated data,
we must define a function that relates the model to the data.
We here base the likelihood function on the typical χ2 com-
parison which is defined as
χ2 =
n∑
i=1
(fmod,i − fobs,i)2
σ2i
(3)
where fmod,i and fobs,i are the model flux and observed flux
in frequency bin i respectively. σi represents the overall un-
certainty in frequency bin i and n is the number of frequency
bins in the observed line profile.
There are two primary contributions to the uncertainty
σi in each bin: there is an inherent uncertainty on the ob-
servational data and there is also uncertainty arising from
the statistical nature of the Monte Carlo radiative transfer
simulation.
The observational uncertainty in each frequency bin
(σobs,i) is usually determined when data are reduced and is
often included in addition to fluxes in flux-calibrated spec-
tral data files. However, in a number of cases, particularly in
cases of older, archival data, accurate uncertainties are not
available. In these cases, a region of flat continuum may be
selected and the observational uncertainty estimated from
the variance of fluxes in that region. A number of differ-
ent ‘flat’ regions of the spectrum should be sampled and
the mean variance calculated. This value may be used as
an approximation to σ2obs which is assumed to be constant
over the whole line profile. Whilst this is an approximation,
over the small wavelength ranges of interest for a single line
profile, it is generally reasonable to assume that there is
little variation in the uncertainty although care should be
taken if there was significant contamination to the profile
by, for example, sky lines. Where accurate errors are avail-
able, or a full set of raw observations is available such that
accurate uncertainties can be calculated, these should be
adopted. The observational error should ideally include ac-
curately calculated uncertainties from as many sources of
observational uncertainty as possible (instrumental noise,
calibration errors etc.) but particular care should be paid
when handling continuum subtraction. This can be a signif-
icant factor that influences the results of line profile fitting
and ideally should be included as a free parameter in any
modelling. This is discussed further in Section 3.2.
Each modelled line profile is also inherently uncertain
due to the stochastic nature of Monte Carlo simulations.
The Monte Carlo uncertainty can be quantified analytically.
damocles propagates weighted energy packets through a
dusty medium. Once it has escaped, the weighted packet
is added to the appropriate frequency bin. Each frequency
bin therefore receives weighted packets at a rate that is de-
termined by the properties of the model. Statistically, this
is described by a compound Poisson distribution (i.e. iden-
tically, independently distributed weights arrive at a rate
described by a Poisson distribution). In the limit of a large
number of packets (as here), the compound Poisson distri-
bution can be approximated by a normal distribution with
MNRAS 000, 1–18 (2018)
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Figure 2. Blue solid lines: Four simulated line profiles generated using damocles representing different types of dust-affected line
profiles corresponding to the parameters listed in Table 1. Yellow dashed lines: The corresponding intrinsic lines profiles with no dust
present and scaled to the same peak flux.
associated Monte Carlo uncertainty in each frequency bin
σmod,i described by
σmod,i = fobs
√∑ni
j=1 w
2
ij∑
i,j wij
(4)
where fobs is the total integrated flux of the observed
line profile, ni is the number of packets in bin i and wij
is the weight of the jth packet to arrive in bin i. The
model flux in the ith frequency bin is given by fmod,i =
fobs
∑ni
j=1 wij/
∑
i,j wij. The fluxes are therefore scaled such
that the total integrated flux of the model profile is equal to
that of the observed profile.
Since both the observational and Monte Carlo uncer-
tainties can be assumed to follow normal distributions, the
total error in the likelihood function (see Equation 3) there-
fore also follows a normal distribution and is described by
σ2i = σ
2
obs,i + σ
2
mod,i (5)
thus fully defining the likelihood function.
2.5 Computational implementation
The Python package ‘emcee’ (Foreman-Mackey et al. 2013)
was coupled to the Fortran 95 damocles code using
the F2PY Fortran-to-Python interface generator (Peterson
2009). Samples in parameter space are generated in Python,
passed to damocles where the full Monte Carlo radiative
transfer calculation is performed, before the model line pro-
file is passed back to Python. The likelihood and prior are
calculated and the algorithm progresses accordingly. damo-
MNRAS 000, 1–18 (2018)
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Table 2. The adopted prior distributions for the variable parameters in each model: the simulated line profile models A1 - A4, the
smooth, 5-dimensional model of the SN 1987A Hα line at 714 d (model B), and the clumped, simultaneous Hα and [O i] 6300, 6363 A˚
model of SN 1987A at 714 d (model C). U(a, b) indicates that the variable is distributed uniformly between a and b. vmax is the maximum
velocity, vmin is the minimum velocity, βsmooth is the steepness of the smooth power-law density distribution, βclump is the steepness of
the power-law clump number density distribution, Md is the dust mass, f is the clump volume filling factor, a is the dust grain radius,
and F6300/F6363 is the flux ratio of the 6300A˚ and 6363A˚ components of the [O i] 6300, 6363 A˚ doublet.
Parameter Simulated
line profiles
(A)
SN 1987A
Hα smooth
(B)
SN 1987A
Hα and [Oi] clumped
simultaneous (C)
Units
Dust:
vmax U(3.0, 8.0) U(2.0, 5.0) U(2.0, 6.0) 103 km s−1
vmin U(0.5, 3.0) U(0.1, 1.1) U(0.1, 1.5) 10
3 km s−1
βsmooth U(1.0, 3.0) U(0.2, 2.0) -
βclump - - U(0.0, 3.5)
log Md U(−6.0,−2.0) U(−7.0,−2.8) U(−6,−3.5) log M
f - - U(0.1, 0.7)
log a U(−2.0, 0.7) U(−3.0, 0.7) U(−2.0, 0.7) log µm
Hα:
vmax coupled to dust coupled to dust coupled to dust 103 km s−1
vmin coupled to dust coupled to dust U(0.1, 1.5) 10
3 km s−1
β coupled to dust coupled to dust U(0.0, 2.0)
[Oi]:
vmax - - coupled to dust 103 km s−1
vmin - - coupled to dust 10
3 km s−1
β - - U(1.5, 3.5)
F6300/F6364 - - U(2.0, 3.3)
Total number of variable parameters 5 5 10
cles is parallelised using OpenMP (Dagum & Menon 1998)
and models were run on an 88-core machine with Intel
Xeon CPU E5-4669 2.20GHz processors using half its ca-
pacity. The most complex, 10-dimensional model took ap-
proximately 2 weeks to converge (∼20,000 steps).
3 RESULTS
3.1 MCMC models of simulated line profiles (A)
I initially considered a number of simulated line profiles for
which the true parameters were known. Four simulated line
profiles were produced that are similar to the types of asym-
metric dust-affected optical and NIR line profiles observed
in the spectra of late-time CCSNe with regard to the extent
of their asymmetries, their shape and notable features. The
parameters used to generate these line profiles are described
in Table 1 with graphical representations of the geometrical
structures presented in Figure 1 and the profiles presented in
Figure 2. All four profiles exhibit a blueshifted peak flux due
to increased absorption by dust of redshifted radiation and
an extended red scattering wing caused by repeated dust
scattering events. Three of the profiles also display a ‘shoul-
der’ or second peak at the position of the minimum radial
velocity on the red side. This has been previously noted by
B16 and occurs in scenarios with steeper dust and gas den-
sity distributions as a result of significant absorption in the
central regions of the profile.
A monochromatic line at 6563 A˚ (Hα) was modelled
in each case assuming a post-explosion date of 1000 d and
a symmetric shell ejecta in homologous expansion (v ∝ r)
with maximum velocity at Rout of vmax = 4000 km s
−1. The
models adopted an intrinsic smooth power-law emissivity
distribution which was coupled to the square of the den-
sity distribution of the dust (ρd) such that for ρd ∝ r−β
the emissivity distribution followed i ∝ r−2β , as appropri-
ate for recombination lines assuming a constant dust-to-gas
mass ratio. Two schematics that illustrate the structure of
the shell geometries and the smooth, radial power-law dust
density distributions are presented in Figure 1 using models
A1 and A2 as examples.
100% amorphous carbon grains were used and the opti-
cal constants presented by Zubko et al. (1996) were adopted.
The physical extent of the ejecta in each model was deter-
mined within the code based on the post-explosion time and
the specified maximum velocity (Rout = vmaxt). The four
simulated line profiles that were selected for investigation
are presented in Figure 2 with the parameters used to gen-
erate them detailed in Table 1.
The ensemble sampler was applied to each of these four
simulated profiles. Five variable parameters were investi-
MNRAS 000, 1–18 (2018)
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Figure 3. The full posterior probability distribution for the ‘typical’ simulated line profile (model A1). The known, ‘true’ values used
to generate the line profile are marked by the blue cross-hairs and the best-fitting parameter set from the MCMC run is marked with a
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1.5σ and 2.0σ, and the dashed, black vertical lines represent (left to right) the 16th, 50th and 84th quantiles of the 1D marginalised
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gated in each case, namely: the maximum velocity (vmax),
the minimum velocity (vmin), the index of the power-law
dust density distribution (β), the grain radius (a) and the
total dust mass (Md). These parameters were selected on the
basis of previous models (B16, Bevan et al. (2017)) which
suggested that they are the parameters to which a simulated
line profile is most sensitive in a spherically symmetric sce-
nario. Whilst dust optical depth and albedo could be substi-
tuted for dust mass and grain radius, the latter parameters
were chosen in order to allow for more straightforward com-
parison to other works which present results in these terms.
Prior distributions were adopted on all parameters and are
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Figure 4. The full posterior probability distribution for the ‘double peaked’ simulated line profile (model A2). The known, ‘true’ values
used to generate the line profile are marked by the blue cross-hairs and the best-fitting parameter set from the MCMC run is marked
with a magenta circle. The adopted priors for this model are presented in Table 1. The contours of the 2D distributions represent 0.5σ,
1.0σ, 1.5σ and 2.0σ, and the dashed, black vertical lines represent (left to right) the 16th, 50th and 84th quantiles of the 1D marginalised
probability distributions.
described in detail in Table 2. Uniform priors were adopted
for the maximum and minimum velocities and for the index
of the density distribution. Uniform priors were appropriate
for these parameters since I sought to assume minimal prior
knowledge and the range of feasible values that these pa-
rameters could take was easily encompassed within an order
of magnitude. This was not the case for the dust mass and
the grain radius however, both of which could take values
within a range covering more than three orders of magni-
tude. As a result, these parameters were investigated in log
space and uniform priors were adopted for logMd and log a.
The range of the prior for each parameter was either physi-
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Figure 5. The full posterior probability distribution for the ‘large grains’ simulated line profile (model A3). The known, ‘true’ values
used to generate the line profile are marked by the blue cross-hairs and the best-fitting parameter set from the MCMC run is marked
with a magenta circle. The adopted priors for this model are presented in Table 1. The contours of the 2D distributions represent 0.5σ,
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probability distributions.
cally motivated (e.g. the minimum velocity of the expanding
ejecta cannot be negative) or was based on realistic values
given the observed line profile (e.g. there is no flux detected
redwards of 8000 km s−1). The adopted priors were the same
for each of the four simulated lines.
In each case, 100 walkers were used and the code was
run to convergence, which was determined based on the au-
tocorrelation time. In general, several thousand steps were
required to approach convergence. In all cases, the runs were
allowed to continue for several autocorrelation times past
this point. An acceptance fraction in the range [0.2, 0.5] was
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Figure 6. The full posterior probability distribution for the ‘strongly blueshifted’ simulated line profile (model A4). The known, ‘true’
values used to generate the line profile are marked by the blue cross-hairs and the best-fitting parameter set from the MCMC run is
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required in all cases and in most cases the acceptance frac-
tion was ∼ 0.3.
Figures 3 to 6 illustrate the results of these models.
For each simulated line profile, a two-dimensional contour
plot of the posterior probability distribution for each pair-
ing of the variable parameters is presented. The contours on
these plots represent 0.5σ, 1.0σ, 1.5σ and 2.0σ. Additionally,
one-dimensional histograms of the probability density distri-
bution for a single parameter (marginalised over the other
parameters) are also presented with the 16th, 50th and 84th
quantiles indicated, encompassing the central two-thirds of
the data. The known, ‘true’ values that were used to gen-
erate the simulated line profiles are marked on these plots.
For the sake of comparison, the single best-fitting model was
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Figure 7. A region of the optical spectrum of SN 1987A
at 714 d post-explosion encompassing the Hα line and the
[O i] 6300, 6363 A˚ doublet obtained with the CTIO-1.5m telescope
in 1989. The spectrum is centered on zero-velocity at λ = 6563 A˚.
tracked throughout the sampling process and this is also
marked on the plots. As expected, the best-fitting model
line profiles were virtually identical to the simulated line
profiles input into the simulation at the start and so are not
presented here.
In most instances, the parameters can be tightly con-
strained. However, there are certain parameters which ex-
hibit a broad posterior probability distribution indicating
that the line profile is largely insensitive to variations in
this parameter. Dependencies and correlations between the
parameters can be observed for some of the parameters, for
example the maximum velocity and the density profile (see
Fig. 5) or the grain radius and the dust mass (see Fig. 3).
For the majority of cases, the true values lie very close to
or inside the most likely (1σ) regions of the contour plots.
Where there are exceptions to this, these can be understood
as an insensitivity to a specific parameter on which another
parameter is dependent. In particular, where the dust grain
radius cannot be determined from the line profile, the dust
mass is likely also to be ill-constrained. I discuss the rea-
sons for, and implications of, these results in more detail in
Section 4.
3.2 MCMC model of SN 1987A
SN 1987A is an extremely well-studied, nearby CCSN that
remains critical to our understanding of the formation and
evolution of dust in CCSNe. Spectra of SN 1987A have been
taken regularly since its outburst on 23 February 1987 and
it is an ideal candidate for line profile modelling with asym-
metric optical line profiles exhibited from∼650 d (Lucy et al.
1989).
I applied the ensemble sampler to the Hα and
[O i] 6300, 6363 A˚ lines of SN 1987A at 714 d post-outburst.
A region of the optical spectrum that was obtained with
the CTIO-1.5m telescope on 6th February 1989 and includes
these lines is presented in Figure 7 (Phillips et al. 1990). The
spectrum is available on the CTIO archives. This epoch was
selected to revisit due to the high signal-to-noise ratio of
the spectrum and the distinct separation of the two fea-
tures, which is not as clear at later epochs. Additionally, the
relative lack of contamination of these broad lines by narrow
nebular emission makes this epoch particularly attractive.
Both the Hα and [O i] 6300, 6363 A˚ lines have been pre-
viously investigated by B16 using damocles, who used a
systematic, manual approach to determine a best-fitting set
of parameters for both clumped and smooth dust density
distributions. I sought to compare the best-fitting parame-
ters that they inferred with the results generated by the au-
tomated ensemble sampler. Additionally, I was interested to
understand whether a more sophisticated model that inves-
tigates a significantly higher-dimensional variable parameter
space could be explored by employing the ensemble sampler.
A grid-based or manual approach would not be feasible for
higher-dimensional models and this was a primary consider-
ation in the implementation of a MCMC procedure. I have
therefore investigated two models for SN 1987A at 714 d
post-outburst.
The first is a 5-dimensional, smooth model that allows
for direct comparison with previous results. The Hα line is
modelled with a spherically-symmetric, smooth shell distri-
bution. The power-law emissivity distribution is coupled to
the dust density distribution as described in Section 3.1 and
the same dust properties were used (i.e. 100% amorphous
carbon dust with optical constants from Zubko et al. (1996)).
This scenario is the same as that adopted by B16 for their
smooth model of the Hα line at 714 d. A five-dimensional pa-
rameter space is explored. Uniform priors were adopted for
the maximum velocity (vmax), the minimum velocity (vmin)
and the index of the power-law dust density distribution (β),
and log-uniform priors were adopted for the grain radius (a)
and the total dust mass (Md). Full details of the priors can
be found in Table 2. The range of the priors was kept as
wide as possible in an effort to identify any additional max-
ima in the posterior distribution and therefore to obtain all
possible solutions. In all cases, the best-fitting parameter set
identified by B16 lies within the prior range adopted here.
The modelled profiles were convolved to the resolution
of the spectrum (16 A˚) before the likelihood was calculate
and the region between 440 km s−1 and 1400 km s−1 was ex-
cluded from this calculation since it is contaminated by the
unresolved, narrow, nebular [N ii] 6583A˚ emission. The high
signal-to-noise ratio of the spectrum resulted in a negligible
observational error as determined by assessing the variance
in a flat region of the spectrum. The height of the continuum
is a potentially important factor in determining a number
of the model properties. However, a preliminary investiga-
tion that included the continuum height as a free parameter
revealed an insensitivity to the continuum height and so it
was fixed at 2.1× 10−14 erg cm−2 s−1 A˚−1.
The results of this model are presented in Figure 8 with
the best-fitting parameters as identified by B16 marked on
the probability distributions for comparison. In all cases,
the previous results lie within 1σ of the marginalised 1D
probability distribution and within the 1.5σ contour of the
2D joint-probability distributions. This suggests good agree-
ment between the two approaches but, as can be seen, signif-
icantly more information is yielded from the full investiga-
tion. For example, the results indicate that the steepness of
MNRAS 000, 1–18 (2018)
12 Antonia Bevan
vmax = 3.01
+0.45
−0.30
vmax/10
3 km s−1
0.
25
0.
50
0.
75
1.
00
v m
in
/1
03
k
m
s−
1
vmin = 0.73
+0.22
−0.34
vmax/10
3 km s−1
0.
4
0.
8
1.
2
1.
6
2.
0
β
vmin/10
3 km s−1
β = 1.01+0.53−0.47
vmax/10
3 km s−1
2.
4
1.
6
0.
8
0.
0
lo
g
(a
/
µ
m
)
vmin/10
3 km s−1 β
log a = −0.39+0.74−0.76
2.
4
3.
2
4.
0
4.
8
vmax/10
3 km s−1
6
5
4
3
lo
g
(M
d
/M
¯)
0.
25
0.
50
0.
75
1.
00
vmin/10
3 km s−1
0.
4
0.
8
1.
2
1.
6
2.
0
β
2.
4
1.
6
0.
8
0.
0
log (a/µm)
6 5 4 3
log (Md/M¯)
log Md = −4.51+0.93−0.66
Figure 8. The full posterior probabilty distribution for the smooth, 5-dimensional model of the SN 1987A Hα line at 714 d as described
in Section 3.2 (model B). The adopted priors for this model are presented in Table 1. The estimated best-fit values from the manual
fitting of B16 are marked by the orange cross-hairs. The contours of the 2D distributions represent 0.5σ, 1.0σ, 1.5σ and 2.0σ and the
dashed, black vertical lines represent the 16th, 50th and 84th quantiles for the 1D marginalised probability distributions.
the density distribution does not significantly affect the like-
lihood. They also highlight the relative insensitivity of the
dust mass to all parameters except the grain radius. The pre-
dictably strong correlation between grain size and dust mass,
as noted by B16, is clear. However, whilst the grain radius
has a fairly well-constrained minimum at around 0.05µm, it
is not tightly constrained at larger grain sizes and, as such,
constraining the dust mass is difficult without further infor-
mation.
The second model for SN 1987A treats both the Hα
and [O i] 6300, 6363 A˚ lines simultaneously for the first time.
A spherically-symmetric shell-based geometry is once again
adopted but, in this more complex scenario, the dust is lo-
cated entirely in clumps that are stochastically distributed
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Figure 9. The full posterior probabilty distribution for the clumped, 10-dimensional model of the Hα line and [O i] 6300, 6363 A˚ doublet
of SN 1987A at 714 d as described in Section 3.2 (model C). The adopted priors for this model are presented in Table 1. The contours of
the 2D distributions represent 0.5σ, 1.0σ, 1.5σ and 2.0σ and the dashed, black vertical lines represent the 16th, 50th and 84th quantiles
for the 1D marginalised probability distributions. The best-fitting parameter set from the MCMC run is marked with a magenta circle.
throughout the shell according to a power-law distribution.
The clumps all have equal volume equivalent to a single, cu-
bical grid cell in the simulation of width Rout/25, roughly
consistent with what might be expected from Rayleigh-
Taylor instabilities in the ejecta. The total volume of the
ejecta occupied by dust clumps is described by the filling fac-
tor which is varied between 0.1 and 0.7. All species (dust,
Hα and [O i]) extend to the same maximum velocity, but
the minimum velocities for Hα and [O i] 6300, 6363 A˚ are
separate, variable parameters. The minimum dust velocity
is coupled to that of [O i] since it seems likely that most dust
formation is occurring in regions of high metallicity where
the constituent ingredients of dust grains are available to
condense. All three species follow separate power-law den-
sity distributions (with the emissivity following the square
of the density as described in Section 3.1). Finally, the flux
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ratio between the 6300A˚ and 6363A˚ components of the [O i]
doublet is also left as a free parameter. Intrinsically, the
flux ratio is fixed. However, whilst it is assumed that the
gas is optically thin, it is possible that there remain some
gas optical depth effects that could influence this ratio and
it is therefore included for clarity. This yields a total of 10
variable parameters which are summarised, along with the
adopted priors for each parameter, in Table 2.
The ranges of the adopted priors were motivated by the
previous results of B16 and the results from the previous
smooth 5D model. For certain parameters (the dust mass
and grain radius), the range was restricted slightly relative
to the 5D simulation, without significant loss of information,
in order to speed up the calculation. Physical factors also
dictated the adopted ranges, e.g. the flux ratio F6300/F6363,
which was capped at 3.3 since the theoretical value for an
optically thin medium is 3.1 (Storey & Zeippen 2000), and
the filling factor f , which must clearly be in the range [0, 1].
The likelihood was calculated as per Equation 3 but, for
these purposes, the [O i] 6300, 6363 A˚ was scaled to the same
peak flux as the Hα line in order to ensure that both features
were weighted equally. This aside, the adopted procedure for
this model was identical to that of model B.
The results of this 10D simulation are presented in Fig-
ure 9. A significant quantity of information is contained in
this figure but it is of particular interest to note that the
majority of parameters have been constrained and follow a
distribution with a single peak. The probability distribution
peaks at an extreme of the range in the cases of the flux
ratio F6300/F6363, the filling factor f and the clump number
density distribution which is specified by βclump. The line
profile is not highly sensitive to the density distribution of
any species but the minimum and maximum velocities can
be restricted to a relatively narrow range, regardless of the
values of the other parameters. Of most interest however,
is the strongly-peaked marginalised 1D probability distribu-
tion for the grain radius suggesting a large grain radius of
the order of ∼ 0.2µm. This has allowed the dust mass to
be similarly constrained with the marginalised probability
distribution yielding a 1σ range spanning only one order of
magnitude. The best-fitting parameter set is marked in Fig-
ure 9 for comparison and the corresponding line profile is
presented in Figure 10 for the purposes of illustrating the
goodness-of-fit.
I discuss these results further in the context of dust
formation in SN 1987A and other CCSNe in Section 4.
4 DISCUSSION
4.1 Theoretical models
Of primary interest in investigating this approach to mod-
elling asymmetric line profiles is whether the Bayesian
methodology offers additional insight or rigour in compari-
son to manual or grid-based frequentist fitting.
The approach was initially tested against four simulated
example line profiles that had been generated using damo-
cles and that exhibited different shapes and features (mod-
els A1 – A4, see Figure 2). The posterior probability distri-
bution for each of these models is presented in Figures 3 to
6 with the true parameters used to generate the profiles and
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Figure 10. Blue: The CTIO spectrum of SN 1987A at 714 d en-
compassing the Hα line and [O i] 6300, 6363 A˚ doublet. Red : The
best-fitting model from the 10-dimensional MCMC run (model
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Figure 11. The relationship between the quantity a/Qabs and
a at fixed λ = 6563 A˚ as calculated for amorphous carbon using
Mie theory, where a is the grain radius and Qabs is the absorption
efficiency. a/Qabs is proportional to the dust mass for fixed optical
depth, dust density and ejecta size. This relationship is therefore
an approximation to the more complex dependency between a
and Md seen in the posterior distributions in Figures 3 to 6.
the best-fitting parameter set from the chain indicated on
the plots. A good test that the Bayesian calculation is being
performed correctly is that the best-fitting model from the
MCMC chain is, in nearly all cases, in broad agreement with
the true values. The resulting posterior successfully charac-
terises the likelihood of a given parameter over a range of
values and exhibits a single-peaked marginalised 1D prob-
ability distribution for most parameters, as well as reveal-
ing dependencies and correlations between parameters. The
known, true values generally lie within the 1σ contour as
would be expected. Below, I discuss a number of interesting
results from the simulated line profile modelling.
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4.1.1 Maximum velocity, vmax
The maximum velocity of an emitting species is generally
inferred from a line profile as the velocity at which the flux
on the blue side of the profile goes to zero. In the case of
models A2 and A4, this approach would yield a reasonable
estimate of the maximum velocity in agreement with the
posterior distribution, which tightly constrains the value of
the maximum velocity in both cases. However, models A1
and A3 (see Figure 3 and 5) illustrate that it is not necessar-
ily straightforward to determine the maximum velocity by
eye. The transition between the blue wing of the emission
line and the continuum (at zero flux in this theoretical sce-
nario) is smooth for this steep emissivity distribution which
makes it difficult to determine the exact velocity at which
the transition occurs. This issue is exacerbated for real ob-
servations where noise further obscures the inflection point.
The full Bayesian calculation illuminates the rela-
tive likelihoods of different maximum velocities, considered
both in isolation from the other parameters (via the 1D
marginalised posterior) and jointly with the other param-
eters. It highlights, for example, the postive correlation be-
tween the maximum velocity and the emissivity distribution
(i ∝ r−2β). Similarly, for model A1 (Figure 3), the rela-
tionship between grain radius and the maximum velocity
is clear. This can be interpreted as due to the fact that,
for amorphous carbon grains, the single-scattering albedo
is a monotonically increasing function of grain radius for
fixed λ = 6563A˚. This results in a red scattering wing ex-
tending to higher velocities than those observed on the blue
side. This feature of the line profile could be approximated,
for small grains, by adopting larger maximum velocities.
This relationship is clearly revealed by the Bayesian cal-
culation whilst the results still prefer the correct grain ra-
dius of ∼ 0.1µm and maximum velocity of approximately
∼ 3250− 3750 km s−1.
Determining the maximum velocity accurately is par-
ticularly important since it determines the size of the ejecta
and therefore has a significant effect on the overall dust opti-
cal depth to which radiation is exposed for a given dust mass.
The co-dependence of the maximum velocity with several of
the other parameters is handled rigorously by the ensemble
sampler and can be easily quantified and communicated via
the posterior distribution.
4.1.2 Minimum velocity, vmin
The range of viable values for the minimum velocity can
be very narrowly constrained in all optically thin cases (i.e.
A1 – A3). It is only when the dust becomes significantly op-
tically thick that the minimum velocity becomes harder to
determine. In practice, it is normally the case that the blue-
shifted peak flux is coincident with the minimum velocity
of the emitting ion. In this case, an asymmetry is observed
as a result of absorption in the central regions causing an
intrinsically flat-topped, boxy profile (as is produced by an
expanding shell) to peak sharply at the blue ‘corner’ of the
flat top. A secondary peak coincident with minimum veloc-
ity on the red side is also a possibility (B16, Bevan et al.
2017). These peaks are important for determining the min-
imum velocity. Where dust optical depths are high enough
that the peak flux shifts beyond the minimum velocity (see
simulated profile A4, lower right panel of Figure 2), there
is less information available in the profile to constrain the
minimum velocity. The results for A4 (Figure 6) suggest that
the minimum velocity cannot exceed ∼2000 km s−1, presum-
ably because the profile would become too wide, but yield
similar likelihoods for all vmin < 2000 km s
−1 with a broad
peak centered around ∼ 1600 km s−1.
4.1.3 Density distribution index, β
The steepness of the density distribution (and hence also the
emissivity distribution) is not tightly bound for any of the
simulated lines. However, this is most noticeable in run A2,
where there is only a little variation in the likelihood of β
across the full range explored. The width of an intrinsic flat-
top profile at its peak is determined by the minimum velocity
but the shape of the wings is determined (for homologous
expansion) by the steepness of the power-law emissivity dis-
tribution. Where this is steeper, the profile appears more
concave in its wings. In A3, only a small fraction of the pro-
file is in the wings, with the majority of the width of the
profile arising from the intrinsically flat-topped region. As a
result, there is limited information in the profile to allow β
to be determined. However, the other parameters can still
be reasonably estimated by marginalising over β since they
are not strongly dependent on it.
This is a good illustration of the fact that, under certain
conditions, observed line profiles will not contain sufficient
information to determine some of parameters of interest.
Even in this case, however, it may be possible to constrain
the other parameters by marginalising over these less sensi-
tive parameters. The full posterior distribution clarifies the
sensitivity of the line profile to the variable parameters.
4.1.4 Grain radius, a, and dust mass, Md
The strong correlation between grain radius and dust mass
is recovered by the Bayesian approach. The absorption and
scattering efficiencies of dust grains of any species depend
strongly on the grain radius, as does the cross-sectional area
available for interaction. As a result, there is a strong re-
lationship between the opacity and the grain radius, and
hence also the required dust mass and the grain radius.
By making a number of assumptions, the relationship
between dust mass and grain radius can be determined an-
alytically for a simplified version of the scenarios modelled
in A1 – A4. bf We can then compare the 2D marginalised
likelihood distributions for dust mass and grain radius to
this analytic relationship as a test of the Bayesian ap-
proach. We consider the dust number density to be inde-
pendent of radius ( which is not the case for models A1 –
A4). The dust optical depth at a given wavelength is then
τd = Qextpia
2ndR, where Qext is the extinction efficiency,
nd is the dust number density and R is the distance to
be traversed by the photon. We also have the total dust
mass described by Md = V nd
4pia3
3
ρg, where V is the vol-
ume of the ejecta, ρg is the mass density of a dust grain
and other parameters are as previously defined. We require
a specific dust optical depth in order to reproduce a line
profile. If we additionally assume that the physical extent
of the ejecta is fixed and that the dust is entirely absorbing
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(such that Qext = Qabs, the absorption efficiency), then we
can conclude that Md ∝ a/Qabs. At λ = 6563A˚, Hα, we
can determine the exact correlation between grain radius a
and a/Qabs using Mie theory. The resulting relationship for
amorphous carbon grains (presented in Figure 11) is echoed
in the joint 2D posterior distribution of log a and logMd in
all theoretical runs as expected (A1 – A4; see Figures 3 to
6).
However, the 2D likelihood distributions marginalise
over the other parameters and therefore deviate from the
analytic relationship derived above. Deviations from this re-
lationship are due to, for example, the polychromatic na-
ture of the transported packets, a dust number density that
is non-constant with radius, a significant scattering compo-
nent to the extinction etc. Silicate grains would be expected
to follow a different, more complicated relationship.
The dependency between grain radius and dust mass
has significant implications for determining the ejecta-
condensed dust mass via line profile fitting and has been
discussed in detail by B16 and Bevan et al. (2017). By
quantifying the posterior distribution, the exact relation-
ship between these two parameters can be understood by
marginalising over the other parameters of interest. If fur-
ther information can be obtained that would allow the grain
radius to be constrained, then the joint probability distri-
bution described by the posterior dictates the required dust
mass for a given model. This grain radius could be estimated
from dust emission features or from other techniques such
as SED fitting. The approach used here could also be ex-
panded to include multiple optical or NIR emission lines at
a given epoch in order to exploit the wavelength dependence
of dust extinction and hence constrain the dust grain radius
simultaneously with the other parameters (see Section 4.2).
One further implication of the dependency of dust mass
on grain radius is that, unless the grain radius can be con-
strained reasonably tightly, the 1D marginalised dust mass
probability distribution will tend towards a specific peak.
This is because there is a wide range of dust grain radii that
all yield similar values of a/Qabs. Since the marginalised
probability distribution is integrated over the whole prior
range of all other parameters, a narrow band of dust masses
will naturally be preferred. Care should be taken to ensure
that the grain radius has been accurately constrained before
inferring the dust mass from the posterior.
It is worth noting that, whilst emphasis is often placed
on determining the mass of dust that has formed in the
ejecta of CCSNe, and this is therefore naively the most in-
teresting parameter, determining the dust grain radius is
critically important in its own right. In order to determine
how much dust CCSNe can eject into the ISM, we must
not only understand how much is formed in the ejecta but
also how much is destroyed by shocks, and in particular by
the reverse shock that will inevitably pass back through the
newly-formed dust (Temim et al. 2015; Bocchio et al. 2016;
Dwek et al. 2016). The rate of destruction of dust grains by
sputtering in shocks is independent of the size of the grain
and, as such, the initial size of the dust grain is critical to
understanding whether or not it will survive into the ISM
or will eventually be destroyed (Barlow 1978).
4.2 Application to SN 1987A at 714 d
The need to isolate the grain radius motivated the produc-
tion of two different models of SN 1987A, one significantly
more complex that the other. The initial smooth model in
five dimensions (model B) couples the Hα emissivity distri-
bution with the dust density distribution and is analogous
to the models of Hα produced by B16. Their results are in-
dicated on the posterior distribution which is presented in
Figure 8. They are generally in good agreement with the
results produced by the ensemble sampler. However, addi-
tional insight is gained into the range of viable values for
the maximum and minimum velocities, with the most likely
regions of parameter space leaning towards a slightly lower
maximum velocity at 3000 km s−1 (compared to the B16 es-
timate of ∼3250 km s−1 ) and a slightly higher minimum
velocity at ∼900 km s−1 (compared to the B16 estimate of
813 km s−1). The steepness of the emissivity distribution is
not tightly established but does not affect the ability of the
sampler to constrain the other parameters.
Of most interest, however, is the estimation of the dust
grain radius and the dust mass. As previously discussed,
there is a strong correlation between these parameters. Since
there is a wide range of small dust grain radii that re-
sult in similar dust mass estimates, there is a peak in the
marginalised dust mass probability distribution that sug-
gests a dust mass of ∼10−6 M. We can infer that this is
likely the case if only small dust grains are present in the
ejecta. However, the dust grain radius is not tightly con-
strained by the smooth fitting, with a wide range of values
>0.15µm yielding similar probabilities.
Model C is significantly more detailed and includes ad-
ditional variable parameters resulting in a 10-dimensional
parameter space. All of the dust is located in clumps. This
is a more realistic dust distribution than a smooth radial
power-law; dust has been observed to be located in clumpy
or filamentary structures in a variety of different CCSNe and
remnants (Barlow et al. 2010; Gomez et al. 2012; Temim
et al. 2012). In addition to a higher-dimensional parame-
ter space, the more complex model also treats both the Hα
line and the [O i] 6300, 6363 A˚ doublet simultaneously. By
providing the sampler with more data, and in particular
two lines separated in wavelength space, the grain radius
can be reasonably constrained. The median grain radius is
∼ 0.2µm, with a maximum at 1σ of ∼ 1µm. This yields a
dust mass that is constrained to within one order of magni-
tude, with a median dust mass of ∼ 4.5 × 10−5 M and a
maximum dust mass at 1σ of ∼ 1.5× 10−4 M. These esti-
mates are very similar to the separate Hα (5.5 × 10−5 M)
and [O i] 6300, 6363 A˚ (2.0 × 10−4 M) estimates by B16
for a grain radius of 0.6µm. However, they are somewhat
lower than the dust mass estimates inferred from radiative
transfer models of the SED of SN 1987A presented by Wes-
son et al. (2015) for this epoch, who deduce a dust mass of
1.0×10−3 M at 615 d post-outburst. This discrepancy may
be a result of their adoption of an MRN dust grain radius
distribution (n(a) ∝ a−3.5 for 0.005 < a < 0.25, Mathis
et al. (1977)) or the assumption here of a single grain size.
This more complex model, which is clearly still a simpli-
fication of a highly complicated reality, yields considerable
insight into the relative likelihoods of the velocity distribu-
tions of the different species and the mass and grain radius
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of the dust in the ejecta. Additionally, however, we also gain
insight into other properties of the geometry of the nebula at
this epoch. The results suggest that the clumps are all likely
concentrated towards the central regions (high βclump) and
occupy only a small fraction of the total volume of the ejecta
(low f). Similarly, they indicate that the [O i] is also con-
centrated towards the central regions (median β[OI] of 2.59)
with the hydrogen more diffusely distributed (median βHα
of 1.18). This suggests a geometry that would be consistent
with observations of SN 1987A obtained by Abella´n et al.
(2017) using the Atacama Large Millimeter Array (ALMA).
These spatially-resolved observations of IR lines of CO and
SiO reveal that both species are concentrated in the inner
ejecta and occupy a clumpy distribution, suggesting that the
heavier elements, and in particular oxygen, are likely located
in these central regions.
The results would also be consistent with the structures
and geometries predicted by hydrodynamic explosion mod-
els of CCSNe (Hammer et al. 2010; Wongwathanarat et al.
2015). These models predict that, at very early times, only
a few seconds after the explosion, the heavier elements are
mostly located within the central regions of the ejecta with
small clumps of fast-moving material escaping at higher ve-
locities. A more expansive, more diffuse hydrogen envelope is
also present. Once homologous expansion has set in, the ge-
ometry will remain self-similar for many hundreds of years,
assuming that there is no encounter with significantly dense
circumstellar material, and so it may not be unreasonable
to compare these results.
Supernovae and supernova remnants are highly complex ob-
jects. I have not included in my models different dust species,
nor dust grain size distributions, and I have also restricted
my investigations to geometries that are, with the excep-
tion of a stochastically generated dust clump distribution in
one case, spherically symmetric. These are important fac-
tors that should be explored in future work. Similarly, I
have explored only a few particular models. The results of
these analyses do not make comment on the validity of the
model itself, rather on the relative likelihoods of the pa-
rameters given that particular model. Care should be taken
in the future to assess the applicability of a given model
and whether dust formation represents the most likely ex-
planation for the observed properties of a given line profile.
This had already been established from previous work in
this case (B16). The application of a Bayesian procedure
may prove useful in this regard also since it lends itself well
to quantified model comparison. However, the above results
illustrate the overall power of this methodology to constrain
parameters, identify the parameters to which the line pro-
file is sensitive and characterise dependencies between the
parameters. Most importantly, I am able to investigate and
analyse highly complex models for which manual parameter
estimation would be extremely difficult.
5 CONCLUSIONS
I have applied an affine invariant ensemble sampler to the
Monte Carlo radiative transfer code damocles in order to
explore the variable parameter space in a rigorous fashion
and apply a Bayesian methodology to the inference of con-
clusions from the data. I have utilised the algorithm pre-
sented by Goodman & Weare (2010) and implemented by
Foreman-Mackey et al. (2013) in order to create a Fortran-
Python hybrid code that is capable of fitting dust-affected
optical and NIR line profiles from CCSNe at late stages in
their evolution in order to construct a posterior probability
distribution.
The code was applied to four different simulated line
profiles that were generated by damocles in order to rep-
resent different sorts of dust-affected line profiles that are
observed in the spectra of late-time dust-forming CCSNe. A
smoothly distributed, spherically symmetric geometry was
adopted and five variable parameters investigated. The pos-
terior distributions are in good agreement with the known,
true parameters and suggest that the methodology is accu-
rate and effective for parameter estimation. The theoretical
runs highlight a number of dependencies between specific
parameters. The power of the Bayesian inferential approach
in revealing and quantifying these dependencies is beneficial
for future research using this methodology, but also illus-
trates the need for care when using line profile fitting (or in-
deed any other method) to estimate model parameters from
observations.
I also revisited the Hα line and [O i] 6300, 6363 A˚ dou-
blet of SN 1987A at 714 d. A simple model with five variable
parameters analogous to the smooth model of Hα investi-
gated by B16 was initially adopted. I also investigated a sig-
nificantly more complex model in 10-dimensional parameter
space that treated both Hα and [O i] 6300, 6363 A˚ simulta-
neously. The dust mass and dust grain radius predictions are
in agreement with the previous manual approach but their
relative likelihood is now quantified, as is their dependence
on other parameters. The affine invariant ensemble sampler
has proved to be an efficient and effective method to inves-
tigate and analyse highly complex models for which man-
ual parameter estimation would be extremely difficult. The
Bayesian methodology allows for considerably more insight
to be gained and communicated than the previous manual
approach and there is significant potential for using this ap-
proach to determine accurate ejecta dust masses for a large
number of CCSNe.
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