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Simple cells in cat striate cortex are selective for spatial frequency. It is widely believed that this
selectivity arises simply because of the way in which the neurons sum inputs from the lateral
geniculate nucleus. Alternate models, however, advocate the need for frequency-specific inhibitory
mechanisms to refine the spatial frequency selectivity. Indeed, simple cell responses are often
suppressed by superimposing stimuli with spatial frequencies that flank the neuron’s preferred
spatial frequency. In this article, we compare two models of simple cell responses head-to-head. One
of these models, theflanb”ng-suppressionmodel, includes an inhibitory mechanism that is specific to
frequencies that flank the neuron’s preferred spatial frequency. The other model, the nonspecijc-
suppression model, includes a suppressive mechanism that is very broadly tuned for spatial
frequency. Both models also include a rectification nonlinearity and both may include an additional
accelerating (e.g., squaring) output nonlinearity. We demonstrate that both models can be
consistent with the apparent flanking suppression. However, based on other experimental results,
we argue that the nonspecific-suppression model is more plausible. We conclude that the
suppression is probably broadly tuned for spatial frequency and that the apparent flanking
suppression is actually due to distortions introduced by an accelerating output nonlinearity. Cl 1997
Elsevier Science Ltd.
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INTRODUCTION
Simplecells in cat striatecortex (area 17)are selectivefor
spatial frequency; each neuron respondsmost vigorously
to a preferred spatial frequency,and the spatialfrequency
tuning curves typicaIly have relatively narrow band-
widths (e.g., Campbell et al., 1969;Maffei & Fiorentini,
1973; Robson et al., 1988). However, different models
have been proposed for the mechanism(s) underlying
spatial frequency selectivity. Linear models (e.g., Mov-
shon et al., 1978a) purport to explain spatial frequency
selectivity simply in terms of the widths and the number
of the ON and OFF subregions. For example, a neuron
with many, thin subregionswould be narrowly tuned for
high spatial frequencies. Alternate models advocate the
need for frequency-specific inhibitory mechanisms to
refine the spatial frequency selectivity (e.g., Bauman &
Bonds, 1991).
Indeed, there is some evidence that appears to support
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frequency-specific inhibition (Movshon et al., 1978b;
DeValois & Tootell, 1983; DeValois et al., 1985;
Bauman & Bonds, 1991). Bauman & Bonds (1991), for
example, recorded from simple cells while presenting
stimuli made of superimposed pairs of moving grating
patterns. The first grating (called the base grating) was
chosen to have the neuron’s preferred spatial frequency
and orientation.The second (mask) grating had the same
orientation,but its spatial frequencywas varied. Bauman
and Bondsfound that the responseto the base gratingwas
often suppressedby superimposingthe mask grating.The
suppression depended on the spatial frequency of the
mask grating, and it was greatest for mask frequencies
that flanked the neuron’s preferred spatial frequency.
These results,of course,violate a strictly linear model. A
plausible interpretation is that the suppression results
from a frequency-specificinhibitorymechanism.
On the other hand, there is evidence that the
suppressionis broadly tuned for spatialfrequency.Bonds
(1989),for example,performed an experimentmuch like
that described above, in which suppression was quanti-
fied by superimposinga pair of moving gratings. In this
case, however, the mask grating was rotated to a very
different orientation, at the limit of the neuron’s
orientation tuning curve, so that the mask grating never
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evoked a responseon its own. Suppressionfrom the mask
grating in this case was found to be broadly tuned for
spatial frequency. The results of these two experiments
can be reconciledby assumingthat the suppressionmight
depend on flankingspatial frequenciesnear the neuron’s
preferred orientation, but on a broad range of spatial
frequencies at different orientations.
In this article, we offer a differentexplanation:that the
suppression is broadly tuned for spatial frequency at all
orientationsand that the apparentflankingsuppressionis
actually due to distortionsintroducedby an accelerating
output nonlinearity.
We compare two models of simple cell responses
head-to-head.* One of these models includes an inhibi-
tory mechanism that is specific to frequencies that flank
the neuron’spreferred spatialfrequency.We will refer to
this model as the flanking-suppressionmodel. The other
model also includes a suppressive mechanism, but it is
not specificto flankingspatial frequencies.We will refer
to this model as the nonspecific-suppressionmodel. Both
models also include a rectificationnonlinearityand both
may include an additional accelerating (e.g., squaring)
output nonlinearity. We demonstrate that both models
can be consistentwith the apparent flankingsuppression
in the data reportedby Bauman & Bonds(1991).Through
a careful analysisof the various nonlinearitiesin the two
models, we explain why each of the models succeeds in
explaining these results.
However, based on other experimentaldata, we argue
that the nonspecific-suppressionmodel is more plausible.
The most critical failure of the flanking-suppression
model is that it predicts, contrary to experimentalresults
(Albrecht & Hamilton, 1982; Skottun et al., 1987), that
spatial frequency tuning bandwidth should vary system-
atically with stimuluscontrast.
MODELS
The two models that we compare are similar to one
another. In fact, they are both special cases of a more
general model as discussed below. Here, we do not
attempt to make the models biologically realistic; they
are presented as mathematicalabstractions,whose goal is
to describe the information transformations rather than
the detailsof the neuronalmechanismsthat performthose
transformations. The models can, however, be imple-
mented with biologically reasonable mechanisms (Car-
andini & Heeger, 1994; Carandiniet al., 1997).
In both models, an underlyinglinear responseservesas
the basis for spatial frequency (and orientation)selectiv-
ity. Then, in both models, the linear responses are
rectified and normalized to produce an overt (firingrate)
response.The exact form of normalizationis what differs
between the two models.
The response of a linear visual neuron is a weighted
sum, over local space and recently past time, of the
*A software implementation of the two models is available via
anonymous ftp from directory ftp://white.stanford.edu/users/
heeger/nestares-model.
distribution of light intensity values in the stimulus.
According to the linear model, spatial frequency,
temporal frequency, and orientation selectivity arise
from the shape and location of excitatory (positively
weighted) and inhibitory (negatively weighted) subre-
gions of the receptive field.
Simple cells have often been characterized as rectified
linear operators (e.g., Movshon et al., 1978a). The
rectificationguarantees that model responses are always
positive, reflecting the fact that extracellular neural
responses (firing rates) are by definition positive.
Variants of this characterization have used different
types of rectification.For example, over-rectificationis
halfwave-rectificationbut with a threshold: the neuron
has to reach a certain level of excitationbefore it will fire
action potentials. Half-squaring (halfWave-rectification
followed by squaring) is quite similar to over-rectifica-
tion, but with a “softer” threshold (e.g., Heeger, 1992b).
In this article, we consider rectification nonlinearities
with a variable exponent in which exponents of 1 and 2
yield perfect halfwave-rectification and half-squaring,
respectively.
There are a number of problems with the (rectified)
linear model of simple cells. One major fault with this
model is the fact that simplecell responsessaturate (level
off) at high contrasts. The response of a halfwave-
rectified linear neuron would increase in proportion to
stimulus contrast over the entire range of contrasts. The
response of a half-squared linear neuron would increase
as the square of contrast. A second major fault with the
linear model is revealed by testing superposition. A
typical simple cell responds vigorously to its preferred
orientationbut not at all to the perpendicularorientation.
For a rectified linear neuron, regardless of the exponent,
the response to the superimposedpair of grating stimuli
(preferred plus perpendicular)would equal the response
to the preferred stimulus presented alone. However, the
response of a simple cell to a superimposed pair of
orthogonal gratings is about half that predicted (e.g.,
Bonds, 1989), a phenomenonknown as cross-orientation
inhibition.
Response normalization was originally proposed by
Robson (1988) to provide explanationsfor these failures
of the linear model. This idea has been expanded and
formalized by one of us (Heeger, 1991, 1992a,b, 1993;
Carandini& Heeger, 1994;Carandiniet al., 1997)and by
Albrecht & Geisler (1991).These papers and others (e.g.,
Bonds, 1989;DeAngeliset al., 1992;Tolhurst & Heeger,
1997a,b) have shown that response normalization is
capable, in principle, of explaining a wide variety of
empirical phenomena. The overall motivation of the
normalization model and its detailed synaptic mechan-
isms are surprisingly similar to Marr’s (1970) general
theory of cerebral neocortex,and to much of Grossberg’s
theoretical work on nonlinear neural networks (for
review see Grossberg, 1988).
Response normalization means that each neuron’s
underlyingresponseis dividedby a quantityproportional
to the pooled activity of a large number of other neurons
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FIGURE1.Cross-frequencysuppression.(A) Spatial frequencytuningcurveof a cat simplecell (data replottedfrom Bauman&
Bonds, 1991). (B) Responses of the same neuron to pairs of moving sine gratings, a 2 Hz base grating of optimal spatial
frequency superimposedon a 3 Hz mask grating of variable spatial frequency.Base and mask gratings had the same contrast.
Dashed line indicates response to base grating alone. (C, D) Simulated responses for the nonspecific-suppressionmodel with
~ = 2 [Eqs (I)and (2)].spatialfrequencybandwidth of theunderlyinglinear receptive fields were chosen by hand to be 1.2
octaves so that the bandwidthof the overt responseswas 0.9 octaves (full-widthat half-height).The different curves (virtually
superimposed)in (D) correspondto different initial, relative, spatialphases betweenthe base andmask gratings:Odeg (circles),
45 deg (squares), 90 deg (triangles), 135deg (diamonds).
from the nearby cortical “neighbourhood”.The normal-
ization pool includes neurons tuned to all different
orientationsand a rangeof spatialfrequencies.Activity in
this large pool of neurons partially suppresses the
response of each individual neuron. The effect of this
divisivesuppressionis that the responseof each neuron is
normalized (resealed) with respect to stimulus contrast.
The normalization model exhibits response saturation
because the divisive suppressionincreaseswith stimulus
contrast.The normalizationmodel exhibitscross-orienta-
tion inhibition because the normalization pool includes
neuronswith a wide variety of tuningproperties,many of
which respond to orthogonalgratings.
In the nonspecific-suppression model, the normali-
zation pool includes neurons with a broad range of
spatial frequency preferences. In the flanking-suppres-
sion model, the normalization pool primarily includes
those neurons tuned for particular spatial frequencies
flanking the preferred spatial frequency. In both models,
the normalization limits the dynamic range of the
responses. In the flanking-suppressionmodel, the nor-
malization plays the additional role of sharpening the
spatial frequency tuning curve.
The nonspecific-suppressionmodel
According to the nonspecific-suppressionmodel with
strict half-squaring,the overt responseof a simple cejl to.
any stimulus is given by: ,.,.,;
where K and s are constants, [“j means halfwave-
rectification, L(t) is the underlying (orientation and
spatial frequency tuned) linear response, and i indexes
over the spatial frequencies and orientationsincluded in
the normalizationpool. The energy,Ei(t), in Eq. (1) is the
sum of four half-squared,linear responseswith phases in
steps of 90 deg, but with otherwise identical tuning
properties. The summation, 2iEi(t), in the denominator
includes the term IL(t)j2 that appears in the numerator
(i.e., each neuron suppressesitself).
For a moving grating stimulus, simple cell responses
are often summarized by the amplitude of the first
harmonic (equal to the stimulus temporal frequency) of
the response time-course. From Eq. (l), response
amplitude can be expressed as:
]Rl= Z&& lMf)12> (2)
where c is the contrast of the grating, ~ is the
spatiotemporalfrequency and orientation of the grating,
1538 0. NESTARESand D. J. HEEGER
Z-i(j-)is the amplitude and phase of the underlying linear
response,R~ax is the maximum attainable response, and
o is a new constant that dependson K ands. As long as o
is nonzero, the normalized response will always be a
value between Oand R~~x, saturating for high contrasts.
The a parameter is often referred to as a semi-saturation
constant because it equals the contrast of a moving
grating stimulusthat evokeshalf the maximumattainable
(fully saturated) response. For the simulation results
reported below, we chose a value of o = 0.1, near to the
average value for cat simple cells of 0.15 (Albrecht &
Hamilton, 1982). However, this is not a critical choice
because, as explained below, stimulus contrasts were
chosen in proportion to the semi-saturationconstant.
The squaring in the above equationsis mathematically
convenient, but in fact, the exponent fit to response-vs-
contrastdata varies from one neuron to the next (Albrecht
& Hamilton, 1982;Sclar et al., 1990;Albrecht & Geisler,
1991; Tolhurst & Heeger, 1997b), ranging typically
between 1 and 4. Based on a mechanistic descriptionof
the synaptic processes underlying response normaliza-
tion, Carandini et al. (1997) developed a related
formulation with a variable exponentn:
R(t) = K [L(t)Jn
[/s’ + ~iqt)]n “ (3)
Note that when n = 2 this simplifies to Eq. (1). The
response amplitudefor moving gratings is now given by:
IFI =Rnlax~ig+ l~(f)ln. (4)
When the exponent n is increased (e.g., 3 instead of 2),
the slope of the response-vs-contrastcurve is steeper and
the effective spatial frequency bandwidth is narrower.
The flanking-suppressionmodel
This model can be generalized to allow for spatial
frequency-dependentsuppression by assigning different
weights to the different spatial frequency bands in the
normalizationpool:
R(t) = K IL(t)jn
[/s2 + Zjwi ~~Eik(t)]n ‘
(5)
where we have separated the summation over spatial
frequency (indexed by i) from the summation over
orientation (indexed by k), so that the weights Widepend
only on spatial frequency.
The response amplitude for moving gratings is now
expressed as:
/R/ = Rm,x c“ . IH(’f)ln. (6)
[/0’ + C’w’v)]
where w(’ accountsfor the frequency-dependentweight-
ing on the suppression.
An unfortunatecomplicationin this formulationis that
when w(j)# 1 or when n #2, o no longer correspondsto
the semi-saturation contrast. In the simulations, we
always adjusted the value of a so that a moving grating
with the preferred spatial frequency and a contrast of 0.1
would evoke half the maximum attainable response.
Detailed methods
The underlying linear receptive fields were typically
chosen to have spatial frequencybandwidthsof 2 octaves
(full-width at half height), but for Fig. 1 we chose the
spatial frequency bandwidths by hand to match the
physiological data. The orientation bandwidths of the
underlyinglinear receptive fieldswere 60 deg (full-width
at half height), and the temporal frequency bandwidths
were large so that the amplitudesof the underlyinglinear
responseswould be identical for 2 and 3 Hz gratings.
The overt responses of the simulated neurons exhibit
somewhat narrower bandwidths due to the various
nonlinearities. Specifically, for our particular choice of
the underlying linear receptive fields,using n = 2 in Eq.
(4) reduces the bandwidth by a factor of 3/4 and using
n = 3 reduces the bandwidthby a factor of 5/8. Flanking
suppression also reduces the bandwidth of the overt
responses,particularly for high contrasts (see Fig. 3).
These choices for the bandwidths are not critical for
our conclusions. Even so, these values are generally
consistentwith the range of spatial frequency, temporal
frequency,and orientationbandwidthsof cat simple cells
(Campbellet al., 1968, 1969;Maffei & Fiorentini, 1973;
Ikeda & Wright, 1975a,b; Tolhurst & Movshon, 1975;
Movshon et al., 1978b;Holub & Morton-Gibson, 1981;
Tolhurst & Thompson, 1981; Berardi et al., 1982;
Webster & DeValois, 1985; Jones et al., 1987; Robson
et al., 1988;Baker, 1990; Saul & Humphrey, 1992).
We simulatedthe responsesof 18neuronstuned for six
orientations (30 deg spacing between preferred orienta-
tions) at each of three spatial frequencies (in which the
middleof the three frequencybandswas tuned for 0.5 c/d
and the spacing between bands depended on the
bandwidths).We plot simulated responses of one of the
neurons from the middle of the three spatial frequency
bands. In the nonspecific-suppressionmodel, the simu-
lated neurons were suppressed equally by the entire
population(weightsset to 1 for all three spatial frequency
bands). In this way, the suppression was constant for
mask gratings within a broad (depending on the chosen
bandwidths)range of spatialfrequencies.When the mask
spatial frequencywas beyond this range, the suppression
gradually (again, depending on the chosen bandwidths)
decreased.
For the flanking-suppressionmodel, we set the weight
correspondingto the middle of the three frequencybands
to 0.1 while the other two weights, correspondingto the
lowest and highest spatial frequency bands, were set
equal to 1. In this way, the simulated neurons were
suppressedmainlyby the two flanking(higherand lower)
spatial frequency bands.
The full set of linear receptive fieldswere designed so
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that the summation in the denominatorof Eq. (1) would nonspecific-suppressionmodel with an exponent n = 2
equal the Fourier energy of the stimulus within an and an overt spatial frequency bandwidth of 0.9 octaves
annulus of spatial frequencies. In particular, the radial (full-width at half-height, chosen by hand so that the
parts of the frequency responses were truncated, raised simulated responseswould appear similar to the physio-
cosine functions on a logarithmic frequency scale, and logical data). For a purely linear neuron, there would be
the angularparts of the frequencyresponseswere cosines no suppressiveeffect at all; superimposinga 3 Hz mask
raised to an integer power, i.e.: grating on a 2 Hz base grating would have no effect on
(7)
Here f is radial frequency, Ois angular frequency,p is an
integer constant that determines the orientation band-
width, p + 1 is the number of orientation bands, b
determines the spatial frequency bandwidth, and f. is the
preferred spatial frequency.
RESULTS
Spatialfrequency-dependent suppression
Both modelswere used to simulatethe cross-frequency
suppression experiment of Bauman & Bonds (1991).
Following Bauman and Bonds’ experimentaldesign, we
simulated responses to pairs of moving sine gratings, a
2 Hz base grating of optimal spatial frequency super-
imposed on a 3 Hz mask grating of variable spatial
frequency, both optimally oriented. Bauman and Bonds
chose the contrasts of their stimuli with respect to the
contrasts that caused each neuron’sresponsesto saturate.
Since the model neurons’ responses approach saturation
asymptotically,we defined the saturation contrast to be
that which evoked 97.5?70of the maximum attainable
response,and we picked the base and mask contrastswith
respect to that value. Following Bauman and Bonds, we
picked the base contrast to be 37.5% of the contrast that
caused our model neurons’ response to saturate, and we
used three different contrasts for the mask gratrng. The
middle of the three mask contrastswas equal to the base
contrast, and the other two were 10Yohigherand lower so
that the sum of the base and mask contrastswas between
65 and 85% of the saturationcontrast. We have obtained
similarsimulationresultswith all three mask contrasts,so
we plot the results only for the middle of the three mask
contrasts. Following Bauman and Bonds, the amplitude
of the 2 Hz component of the response time-course was
used to summarize the responses. We also varied the
initial, relative, spatial phases of the two gratings. As
shown below, the initial, spatial phase relationship can
have a significanteffect on the simulated responses.
Figure l(A) replots (Bauman & Bonds, 1991) the
spatial frequency tuning curve of of a cat simple cell.
Figure l(B) replots responsesof the same neuron to pairs
of gratings, as a function of the mask grating’s spatial
frequency. There is a large effect of superimposingthe
mask grating when its spatial frequency is slightly above
or below the neuron’s preferred spatial frequency.
Figure l(C) and (D) plot the simulation results for the
otherwise
the 2 Hz component of the response. The shape of the
curve in Fig. l(D) arises from a combination of the
nonlinear operations, i.e., rectification, squaring, and
normalization.
First, we will consider the effect of half-squaring,
ignoring the normalization for a moment. Half-squaring
gives rise to a 2 Hz distortionproduct,cross-talkbetween
the two (2 and 3 Hz) components of the response time-
course. Even though the mask gratings have the wrong
temporal frequency (3 Hz instead of 2 Hz), superimpos-
ing a mask grating of optimal spatial frequency enhances
the 2 Hz component of the response. This enhancement
of the responsedependsvery little on the initial, relative,
spatialphases of the two componentsinusoids,as can be
seen by the complete overlap of the different curves in
Fig. l(D).
Now, we will consider the combined effects of half-
squaring and normalization. In the nonspecific-suppres-
sion model, the normalizationpool is very broadly tuned
for spatial frequency. The “W” shape in Fig. l(D)
therefore arises from a broad “U” shaped spatial
frequency suppression provided by the normalization,
combined with enhancement near the optimal spatial
frequency due to the distortionproductprovidedby half-
squaring.
Figure 2 shows simulations for both the nonspecific-
and finking-suppression modelswith exponentsranging
from 1 to 3. Figure 2(A), for example, shows the
simulatedresponsesof the nonspecificsuppressionmodel
with halfwave-rectification(n = 1). HalRvave-rectifica-
tion also gives rise to a 2 Hz distortionproduct, but it is
phase dependent as can be seen by the differences
between the curves in Fig. 2(A). For someinitial, relative,
spatial phases of the base and mask gratings, the
distortion product is positive, i.e., the 2 Hz component
of the response is enhanced by superimposing the 3 Hz
mask. But for other initial phases, the distortionproduct
is negative, i.e., the 2 Hz component of the response is
suppressed by superimposing the 3 Hz mask. Even for
initial phases that provide the greatest enhancement
[squares in Fig. 2(A)], however, the increase in the
responseis not large enoughto accountfor the “W” shape
in the experimentalmeasurements.
Figure 2(B) shows the simulated responses of the
flanking-suppressionmodel with n = 1. The “W” shape,
largely consistentwith the physiologicaldata, is mainly
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FIGURE2. Cross-frequencysuppressionsimulationsfor a variety of modelparameters. (A, C, E) Nonspecificsuppressionwith
exponentsof n = 1, 2, and 3, respectively [Eqs (3) and (4)]. (B, D, F) Flankingsuppressionwith exponentsof n = 1, 2, and 3,
respectively [Eqs (5) and (6)]. For all panels, the spatial frequencybandwidthsof the underlyinglinear receptive fields were 2
octaves (full-width at half-height). The bandwidthsof the overt responses are plotted in Fig. 3. The different curves in each
panel correspond to different initial, relative, spatial phases between the base and mask gratings: Odeg (circles), 45 deg
(squares), 90 deg (triangles), 135deg (diamonds).
due to the flanking suppression.There are three weights
corresponding the three spatial frequency bands that
contribute to the normalization pool. For the simulation
results in Fig. 2(B, D, F), the weights on the flanking
frequency bands were set to one, and the weight on the
center frequency band was set to 0.1 (although center
band weights in the range 0.05–0.2 all produced similar
results).
The simulatedresponsesin severalpanels of Fig. 2 are
qualitatively consistent with the physiological data. In
particular, the nonspecific-suppressionmodel produced
reasonable results with n = 2 [Fig. 2(C)] and with n = 3
[Fig. 2(E)]. With n = 2 and with the base and mask
gratings having equal contrasts, the nonspecific-suppres-
sion model predicts 0.5 as a lower limit for the relative
suppression,producing a “W” shape that is perhaps not
quite deep enough [compare with Fig. l(A)]. A higher
exponent (n = 2.5 or 3), however, produces a sufficient
amount of suppression.The flanking-suppressionmodel
produced reasonable results with n = 1 [Fig. 2(B)]. For
larger values of n [Fig. 2(D, F)], flanking suppression
produces too much suppression(the “W” is too deep).
Our simulationsalso demonstratethat the rectification
and accelerating nonlinearities (e.g., halfwave-rectifica-
tion or half-squaring) can give rise to substantial
distortionswhich can result in suppression or enhance-
ment of the response amplitudes, depending on the
relative frequencies and the initial, relative, spatial
phases of the stimuluscomponents.Bonds (1989) found
no phase dependence when using 2 and 3 Hz gratings.
However, using different combinations of temporal
frequencies, DeValois & Tootell (1983) and Pollen et
al. (1988) did find phase-dependent suppression and
enhancementof simplecelI responses.These resultswere
interpreted as “phase-dependentinhibition”by DeValois
& Tootell. Pollen et al. (1988) later argued that
MODELINGFREQUENCY-SPECIFICSUPPRESSION 1541
Nonspecific Suppression
I/ .l
0.01 0.1 1.0
‘=2us---J
0.01 0.1 1.0
0.01 1.0
Co:i:ast
Flanking Suppression
2
1.5~ls•
1
(JIJ.(W
0.01 0.1 1
0.01 0.1 1.0
0.01
Cor%wt
1.0
FIGURE3. Simulatedspatial frequencybandwidths(full-widthat half-height)for a variety of model parameters (same format
as Fig. 2). For all panels, the spatial frequencybandwidthsof the underlyinglinear receptivefieldswere 2 octaves (full-widthat
half-height).Overt responsesof the simulatedneuronsexhibit somewhatnarrowerbandwidthsdue to the variousnonlinearities,
as discussed in Detailed Methods.(A, C, E) For the nonspecific-suppressionmodel the bandwidthsare independentof stimulus
contrast. (B, D, F) For the flanking-suppressionmodel, the bandwidths depend on stimulus contrast inconsistent with
physiologicaldata.
rectificationalone might be responsiblefor these effects.
For the particular combination of temporal frequencies
(2 and 3 Hz) used for the simulations in Fig. 2, the
distortionproduced by an exponent of n = 2 was mostly
phase-independent-[Fig. 2(C, D)], whereas exponents
other than 2 yielded phase-dependent distortions (other
panels in Fig. 2). With different combinations of
temporal frequencies the accelerating nonlinearities
produced different patterns of phase dependence. For
example, in other simulations(not shown in the figures)
with 1 and 3 Hz gratings, an exponentof n = 1 produced
phase-independentdistortions,while exponentsof n = 2
and 3 produced phase-dependentdistortions.
In summary, it appears that both models can account
for the “W” shaped curves, but for different reasons. In
the nonspecific-suppressionmodel, both the rectification
and the normalization are critical for the “W” shape. In
the flanking-suppressionmodel, the “W” arises mainly
because of the flanking suppression. However, other
experimental results favor the nonspecific suppression
model, as we discuss next.
Spatialfrequency bandwidthvs contrast
A critical failure of the flanking-suppressionmodel is
the fact that spatialfrequencybandwidthsare invariantto
changes in contrast (Albrecht& Hamilton, 1982;Skottun
et al., 1987). The nonspecific-suppression model is
perfectly consistent with this result, and it was one of
the main motivations for proposing the normalization
model (Heeger, 1992a). The reason for this behavior of
the nonspecific-suppressionmodel can be understoodby
considering the equations for the response amplitude,
Eqs. (2) and (4). These equationsexpress the responseas
the product of two factors, one that depends only on
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stimulus contrast and the other that depends on stimulus
spatiotemporal frequency and orientation. Changing the
contrast affects only the first factor, thereby scaling up/
down the responses by the same amount for all
frequencies and orientations.
Figure 3 shows the bandwidths of simulated spatial
frequency tuning curves as a function of contrast.For all
panels, the bandwidthsof the underlyinglinear receptive
fields were 2 octaves (full-width at half-height). The
overt responses of the simulated neurons exhibited
somewhat narrower bandwidths owing to the various
nonlinearities, as discussed in “Detailed Methods”. For
the nonspecific-suppressionmodel [Fig. 3(A, C, E)] the
bandwidths are independent of stimulus contrast, as
expected.
For the flanking-suppressionmodel [Fig. 3(B, D, F)],
however, spatial frequency bandwidth does depend on
stimulus contrast. The reason for this behavior can be
understoodby consideringEq. (6). When the weight w(j)
in the denominator of Eq. (6) is equal to 1 (i.e., for
flanking frequencies), the contrast dependence of the
response is given by:
c’ ~()u’ + c’ “
However, when the weight is much less than one (i.e.,
near the optimal spatial frequency), the contrast depen-
dence of the response is given by:
(JW’J
Thus, changing the contrast produces a larger perturba-
tion in the response for frequencies that are closer to the
optimal spatial frequency.
DISCUSSION
Two different models, nonspecific-suppression and
flanking-suppressioncan account (qualitatively) for the
apparent frequency-specific suppression in cat simple
cell responses. Other experimental results favor the
nonspecific-suppressionmodel. The most critical failure
of the flanking-suppression model is that it predicts,
contrary to experimentalresults (see Resultsor Introduc-
tion for citations), that spatial frequency bandwidths
should vary systematicallywith stimulus contrast.
It is commonlybelieved that informationabouta visual
stimulus,other than its contrast, is representedin terms of
the relative responses of collections of neurons. For
example, the spatial frequency of a stimulus might be
represented with the relative responsesof several simple
cells tuned for differentpreferred spatialfrequencies.For
this view to be correct, spatial frequency bandwidths
must be invariant with respect to stimulus contrast.
Nonspecific-suppressionmakes it possible for response
ratios to be independentof stimuluscontrast, even in the
face of responsesaturation.But flankingsuppressionfails
to provide such invariance.
We conclude that the suppressionis probably broadly
tuned for spatialfrequencyand that the apparentflanking
suppressionis actuallydue to distortionsintroducedby an
accelerating output nonlinearity with an exponent of
n = 2 or more. It is possible that a modest amount of
flanking suppression (i.e., with a central weight in our
simulations slightly smaller than the flanking weights)
could contribute. But it is also possible that the
suppression could be strongest at the preferred spatial
frequency (i.e., with a central weight in our simulations
slightly larger than the flankingweights), as long as the
exponent in the output nonlinearity was larger (e.g.,
n = 3 or more).
Quantitativefits of the data are needed to discriminate
between these subtle differences. Unfortunately, the
currently published data sets are probably not sufficient.
To constrain the fits, one would need to do a series of
measurementsall with the same neuron: (1) responsesto
moving gratings as a function of contrast and spatial
frequency;and (2) responsesto pairs of gratings,varying
the relative spatial frequencies, the relative temporal
frequencies,and the initial, relative, spatial phases of the
two componentgratings.Altogether, thesemeasurements
would over-constrain the model parameters: semi-
saturation constant, exponent, spatial frequency tuning
of the underlying linear receptive fields, and spatial
frequencytuningof the normalizationpool. For example,
the slope of the response-vs-contrastcurve, the depth of
the “W” shaped spatial frequency suppressioncurve, and
the phasedependenceof the enhancement/suppressionall
depend on the exponentparameter.
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