Sleeping scheduling is a common energy-conservation solution for sensor networks. For application whereby coordination of sleeping among sensors is not possible or inconvenient, random sleeping is the only option. In this article, we study the asynchronous random sleeping(ARS) scheme whereby sensors (i) do not need to synchronize with each other, and (ii) do not need to coordinate their sleeping schedules. The stationary coverage probability and the expected coverage periods for ARS are derived. For surveillance application, we derive in addition the detection probability and detection delay distribution. The correctness of our results is validated through extensive simulations. We compare ARS with other synchronous and asynchronous sleeping scheduling algorithms and show that ARS offers better performance in terms of detection delay in the lower duty-cycle regime. We also conduct simulations to demonstrate that our results can be a good approximation for clock drifting case.
INTRODUCTION
The design of energy-efficient protocols is one of critical issues for wireless sensor networks. This is especially important for the applications where the sensor network has to be deployed unattended over a long period without replacing the batteries. Different solutions have been proposed to reduce the energy consumption of sensor network, such as reducing communication range, reducing data traffic through in-network data compression, balancing traffic with maximum lifetime routing, etc. In this article, we investigate a class of power conserving techniques through active/sleeping planning. The basic idea is to schedule the duty cycles of sensor nodes such that off-duty sensors are turned off as long as the network functionality can be maintained by other active nodes. Offduty sensors have power consumption only around 0.1% of that in active mode [Crossbow 2004; Kumar et al. 2004] .
Existing sleeping schemes for sensor networks fall into two categories: the coordinated sleeping mechanism and the random sleeping mechanism. In coordinated sleeping mechanisms, sensor nodes communicate with each other to adjust sleeping schedules to satisfy some quality of service constraints such as coverage, connectivity, data delivery ratio, etc.. For example, in order to avoid losing sensing coverage, a sleeping scheduling mechanism was proposed in Tian and Georganas [2002] that allows a sensor to shut down only if its sensing area is completely covered by its neighbors, which is done by checking the sponsored sectors according to the location and sensing radius of other working neighbors. In Zhang and Hou [2004a] , an optimal geographic density control (OGDC) scheme was proposed to ensure 1-coverage and 1-connectivity. The basic idea of OGDC is to minimize the overlapping area of active sensors so that more sensors can be turned off. A sensor is turned on only if it minimizes the overlapping area with the working sensors and covers a crossing point of two active sensors. In Wang et al. [2003] , an integrated coverage and connectivity configuration protocol(CCP) was proposed to maximize the number of sleeping nodes while guaranteeing both k-coverage and k-connectivity of the network. A sensor enters sleeping mode only when its coverage area is k-covered by all its neighbors, which can be verified by checking whether all crossing points inside its coverage area are k-covered. The k-coverage problem was also studied in Yan et al. [2003] , which tries to provide differentiated surveillance service by coordinating the sleeping and wakeup time among neighboring nodes. In [Cao et al. 2005a] , an optimal coordinated sleep was proposed to guarantee a bounded-delay sensing coverage and maximize the network lifetime. A node can calculate its wakeup time based on its neighbors' schedules. This process is repeated in iterations and eventually all nodes can reach a local scheduling decision. Some other sleeping schemes assume that the sensors are organized into clusters [Li et al. 2003; He et al. 2004; Moscibroda and Wattenhofer 2005; Deng et al. 2005] . Each cluster has a cluster head to manage the communication between nearby nodes and the base station. A comprehensive survey on coordinated sleeping schemes can be found in Wang and Xiao [2005] .
In random sleeping mechanisms, sensors decide to enter sleeping mode randomly and independent of others. For example, the Randomized Independent Sleeping (RIS) mechanism [Kumar et al. 2004] assumes that sensors are synchronized globally and time is divided into slots. At the beginning of each time slot, a sensor independently decides to remain awake or enter sleeping mode with probability of p and 1 − p, respectively. Therefore, the duration of active/sleeping periods are geometrically distributed. A variation of RIS was proposed in Gui and Mohapatra [2004] , where each time slot is divided into two parts-the active period of length pT and the sleeping period of length (1 − p)T , where T is the length of the duty cycle.
Random sleeping mechanism cannot ensure complete coverage all the time, so it is important to investigate coverage characteristics under different conditions. Kumar et al. [2004] , derived the critical conditions for asymptotic k-coverage of RIS mechanism under three different sensor placement mechanisms-grid, random uniform and two-dimensional Poisson. Shakkottai et al. [2003] , derived the necessary and sufficient conditions for the 1-coverage and 1-connectivity for the grid network, where n sensors are deployed over a √ n × √ n grid. These results suggest that, if node density is higher enough, the connectivity and coverage can be guaranteed even if the sensor nodes are highly unreliable and the transmission range small. In Hsin and Liu [2004] , the coverage extensity (the probability that a given location is not covered) and coverage intensity (the tail distribution of a location not covered for longer than a given period of time) were examined for a randomized sleeping scheme. Zhang and Hou [2004b] derived the necessary and sufficient conditions of the node density in order to maintain complete k-coverage. These analytical results on coverage probability were based on the assumption that all sensors are synchronized. Most of these coordinated and random sleeping schemes require that the time are synchronized among sensors, which are nontrivial issues for large sensor networks [Aspnes et al. 2004; Elson et al. 2002] . To circumvent such difficulty, some asynchronous sleeping schemes have been proposed [Zheng et al. 2003; Paruchuri et al. 2004] . However, in this case, it is a challenging problem to find the coverage and noncoverage periods of a location, which is important for some applications such as surveillance services [Gui and Mohapatra 2004; Cao et al. 2005b] where the intrusion detection capability of the system is characterized by these metrics. For example, Cao et al. [2005b] derived the distribution of detection delay for both stationary and mobile targets assuming that a special asynchronous sleeping scheme as in Gui and Mohapatra [2004] are used, in which all sensors wake up randomly and remain awake for a certain time period in each duty cycle.
In this article, we study a different asynchronous random sleeping (ARS) mechanism for sensor networks, whereby sensors wake up randomly and independent of others in each time slot. We assume that sensors are not synchronized and the offsets of the time slot between nodes are uniformed distributed. We derive the closed-form expressions of the stationary coverage probability and the expected k-coverage periods, with which we obtain the expected k-vulnerable periods using the alternating renewal process theory. For the application of ARS in the surveillance system, we derive the closed-form expressions of the detection probability and detection delay distribution. We provide numerical and simulation results to demonstrate the performance of ARS and compare it with other synchronous and asynchronous random sleeping scheduling schemes.
Our analytical results have a wide range of applications. A simple example is the grid deployment model where sensors are deployed in regular grid over the field [Kumar et al. 2004] . In this case, the analytical results for a specific point are applicable for overall network. Our results therefore can be used to decide the parameters according to the application requirements. For example, we can find the corresponding node density and wakeup probability for certain k-coverage requirement. For random uniform deployment or Poisson deployment, it is straightforward to extend our results with the consideration of the sensor node distribution.
In the following, we first introduce the system models in Section 2. We then derive the expected coverage periods for various coverage degrees in Section 3 and the expected vulnerable periods in Section 4. The surveillance application of ARS is studied in Section 5 and the detection probability and detection delay distribution are derived. Numerical and simulation results are presented in Section 6 and finally we conclude this article in Section 7. In the Appendix, we show the derivation of mathematical functions important to our research.
SYSTEM MODELS
We consider the Boolean sensing model, which has been widely adopted in the study of sensor networks [Tian and Georganas 2002; Shakkottai et al. 2003; Liu and Towsley 2004] . In the Boolean sensing model, the sensing area of each sensor is a disc with certain radius r, and a location is detectable only if it lies within the sensing areas of some sensors. We consider a certain location covered by a set of n nodes labeled with 0, 1, . . . , n−1, where n is a random variable that can be determined by the sensor placement models such as that in Kumar et al. [2004] . We assume that these sensors are not synchronized and the time of each sensor is divided into slots of fixed length of one unit. Sensors independently decide whether to awake up in a time slot (with probability p) or remain sleeping (with probability 1 − p). For nonregular sensing models or a general sensing model such as that in Tian and Georganas [2002] , all subsequent results are still applicable as long as the number of covering sensors is known; however, we use Boolean sensing model in this article for simplicity.
Without loss of generality, we assume that the time slot of node i, i = 1, . . . , n − 1 has an offset U i with respect to node 0, which are i.i.d. random variables in (0, 1). Therefore, the probability density function of U i is simply given by
The joint density of U 1 , . . . , U n−1 is the product of the marginal densities. That is,
and zero elsewhere. Let V i denote the ith smallest of these random variables; then V 1 , . . . , V n−1 are ordered statistics and their joint probability density function is well known to be Mathai [1999] g ( y 1 , . . . , y n−1 ) = (n − 1)!, 0 < y 1 < · · · < y n−1 < 1, and zero elsewhere. The probability density function of V i can be derived by integrating over g ( y 1 , . . . , y n−1 ) as
is a beta density function with parameters (i, n − i), and the first moment of
ANALYSIS OF COVERAGE PERIODS
Asynchronous random sleeping (ARS) can only offer statistical sensing coverage; its performance can be characterized by the stationary coverage probability and the coverage periods. In this section, we derive the distribution of k-coverage periods for ARS. By k-coverage we mean the monitored location is covered by at least k active nodes, or the coverage degree is k or above. Therefore, a k-coverage period is the time duration that the location is covered by at least k nodes. A k-coverage period ends at the instant that the number of active nodes drops below k; then a k-vulnerable period starts. In this fashion, the coverage periods alternate with vulnerable periods, as shown in Figure 1 for k = 1. This can be modeled as an alternating renewal process with two states. Let the random variables Y
. . denote lengths of successive k-coverage and k-vulnerable periods, respectively. By alternating renewal theory, the sequences of random variables {Y
i ] denote the mean lengths of k-coverage and k-vulnerable periods, respectively, which will be derived in the following subsections.
1-Coverage Periods
An 1-coverage period is started when a node wakes up to find no other nodes are active. Consider a specific coverage period initiated by node 0 when it wakes up at time t 0 ; this coverage period lasts for at least one time slot up to time t 0 + 1, during which node 1, . . . , n − 1 may wake up. Therefore:
(i) If none of the nodes 1, 2, . . . , n − 1 wakes up in (t 0 , t 0 + 1), and node 0 goes to sleep in the next time slot, then this 1-coverage period of length 1 ends at time t 0 + 1. This happens with probability (1 − p) n .
(ii) If none of the nodes 1, 2, . . . , n−1 wakes up in (t 0 , t 0 +1), but node 0 remains awake in the next time slot, then this 1-coverage period is renewed at time t 0 + 1 by node 0. This happens with probability p(1 − p) n−1 .
(iii) If at least one of the nodes 1, 2, . . . , n − 1 wakes up in (t 0 , t 0 + 1), and node j (1 ≤ j ≤ n − 1) is the first such node, then this 1-coverage period is renewed at time t 0 + V j by node j . This happens with probability
Let us define the 1-coverage period distribution as G( y):
Let Y (1) , which is given by
which can also be expressed in the expectation form as G * (s) E[e −s y ]. Conditioning on the three events above, we have
0 ) ] 
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Solving for G * (s), we have
which can be further simplified by defining B
We can obtain the expectation of Y (1) from (5) 
Since all E[Y
, and merging it with the third term, we can simplify (6) as
2-Coverage Periods
A 2-coverage period starts when a node wakes up and finds that there is exactly one other active node. Let Y (2) i denote a specific 2-coverage period initiated by node 0 when it wakes up at time t 0 and finds node i be the only active node, as shown in Figure 2 . This 2-coverage period is guaranteed to last up to t 0 + V i (the residual life of node i), during which only node 1, . . . , i − 1 may wake up. Therefore: (i) If none of the nodes 1, . . . , i − 1 wakes up in (t 0 , t 0 + v i ) and node i goes to sleep at its next time slot, this 2-coverage period of length V i ends at time t 0 + V i . This happens with probability (1 − p) i .
(ii) If at least one of the nodes 1, . . . , i − 1 wakes up in (t 0 , t 0 + V i ), or node i remains awake at the next time slot; suppose that node j (1 ≤ j ≤ i) is the first wakeup node. Then the 2-coverage period is renewed by node j at 
i : the 2-coverage period initiated by node i and 0.
time t 0 + V j . The new 2-coverage period is provided by node 0 and j , so it is guaranteed to last up to the end of node 0's active slot at time t 0 + 1. During this new 2-coverage period, only node j + 1, . . . , n − 1, 0 may wake up, so it can be presented by Y
n− j , as shown in Figure 2 . This happens with probability
It is nontrivial to derive the closed-form expression for the Laplace transform of Y (2) as that in previous section. Therefore, we focus on the derivation of its expectation. Notice that a recursive formula for E[Y (2) i ] can be derived conditioning on the two events above as
Note when node 0 wakes up and finds only one node is active, that node can be any of the nodes in 1, . . . , n − 1. In this case, a new 2-coverage period starts; Or that node can be node 0 if it remains awake for two consecutive time slots. However, this case does not lead to a new 2-coverage period. Since these n events occur equally, we have
Solving the set of n − 1 linear equations in (8) 
3.3 k-Coverage Periods (k ≥ 3)
For general k that equals 3 and above, a k-coverage period is started when a node wakes up and finds that exact k − 1 other nodes are active. Suppose that node 0 wakes up at time t 0 and finds other k − 1 active nodes are active, and node i is the first one of them (i.e., node i is the earliest wakeup node among these k − 1 nodes); then a k-coverage period is initiated by node 0 with node i and other k − 2 nodes, which we denote by Y (ii) If at least one of the nodes 1, . . . , i − 1 wakes up in (t 0 , t 0 + v i ), or node i remains awake at its next time slot, suppose that node j (1 ≤ j ≤ i) is the first wakeup nodes. Then the k-coverage period is renewed by node j at time t 0 + V j . This new k-coverage period is extended to the end of the active slot of node l , which is the first wakeup node after node i among these k − 2 active nods. This new k-coverage period can be denoted by Y Since any k − 2 nodes in i + 1, . . . , n − 1 can be the active nodes, the probability that node l being the first one is given by
Therefore, a recursive formula for E[Y (k) i ] can be derived conditioning on node j and l as
Since it is equally likely for node 0 to initiate a k-coverage period with any k − 1 nodes in 0, 1, . . . , n − 1, the possible number of combinations is
. Among them, the number of combinations for node i to be the first active node is just
Solving the set of linear equations of (12) 
This solution is verified to be identical to that obtained from (13) for all n and k(n ≥ k).
EXPECTED VULNERABLE PERIODS
It is easy to see from Figure 1 that the asynchronous sleeping mechanism does not change the coverage intensity. That is, in the stationary state, the number of active sensors at a specific time instant follows a binomial distribution like that of the synchronous sleeping scheme. Therefore, let P (k) denote the k-coverage probability, and we have
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Let I (k, t) be an indicator variable I (k, t) = 1, the location is k-covered at time t; 0, otherwise.
By the alternating renewal process theory [Ross 1996 ], the stationary k-coverage probability is given by
Equating (15) and (16), we see that
From (17) and (14) we can obtain the expected vulnerable periods
SURVEILLANCE APPLICATION
One application of ARS is in surveillance-type sensor networks. In surveillance application, events occur infrequently. Therefore, to minimize power consumption while guaranteeing a certain level of vigilance, sensors are typically operated in three modes-sleeping mode, wakeup mode, and tracking mode. The tracking mode differs from wakeup mode in that a sensor in tracking mode should remain active until the end of the event, while a sensor in wakeup mode can switch to sleeping mode at the end of a time slot. Since events can always be detected when a sensor is in the tracking mode, we focus on the detection performance during the sleeping/wakeup modes when ARS is used. The events considered in our study are stationary objects with stochastic durations (such as a wildfire). However, the analysis techniques in Cao et al. [2005b] can be extended to analyze the performance of ARS for mobile objects, which, however, is beyond the scope of this article.
Single Sensor
We first study the basic case where the target region is monitored by a single sensor. The analysis of this single sensor case will be generalized to the multiple sensor case in the next subsection. Without loss of generality, let the occurrence time of events be a Poisson process. Consider an event occurring during the sleeping mode of the sensor at time t = 0, as shown in Figure 4 . Let W denote the wakeup delay. It consists of two parts:
(i) The random time offset S from the occurrence of the event to the boundary of the sensor's duty cycle, which is uniformly distributed in (0,1) under the Poisson event occurrence assumption.
• C. Q. Hua and T.-S. Yum (ii) The remaining time R (in whole number of slots) until the sensor's first wakeup. It is geometrically distributed as
Let r be the integer part of t, f W (t) be the probability density function (PDF) of W , and F W (t) be the corresponding distribution function. Removing the conditioning on R, we have
and
Suppose that the event has a duration X where X is a random variable with distribution function F X (x). Then the event is detectable if and only if the sensor wakes up before the event terminates. Therefore, the detection probability α 1 is given by
. (21) Given that the event is detectable, the density function of the detection delay D is
Substituting (23), into (22), we have
Multiple Sensors
Following the same scenario, we consider the case that the location is monitored by a fixed number of n sensors. 
W (t) = P {W ≤ t} = P {At least one sensor wakes up by time t} = 1 − P {All n sensors are sleeping by time t}
under the assumption that all sensors are working independently. (21) and (24), we can obtain the detection probability α n and the conditional detection delay distribution f (n) D (t|W ≤ X ) in a straightforward manner. If X is deterministic, two special cases are worth noting:
(i) X → 0. Taking limit we have
from (25), noting that F W (0) = p. This is the case where events can only be detected at the instance of occurrence. Therefore, to detect the event, at least one sensor must be awake. The probability is simply 1 − (1 − p) n , the same as the formal derivation above.
(ii) X → ∞. In this case, the event can always be detected. Therefore, only the detection delay matters. But this is just the wakeup delay W with the distribution function given by (25). The expected detection delay is as follows:
If p is small and n is not too small, (27) can be reduced to E[D] ≈ 1/np. In other words, the expected detection delay is inversely proportional to n and p.
Random Number of Sensors
Let the location be monitored by N sensors and N be a Poisson random variable with rate λ [Kumar et al. 2004; Zhang and Hou 2004b] . Following the previous 
Replacing f W (t) by f (21), we obtain the detection probability α N . The notation of detection delay is meaningful only under the condition that the location is monitored by at least one sensor, or N ≥ 1. Including this condition, we obtain
Again, for two special types of events where X approaches to 0 and ∞, respectively, we have the following:
To detect this type of event, at least one sensor should be awake at the event occurrence time. Since the number of sensors is Poisson-distributed with rate λ, and each sensor has the probability p to be awake, the probability is therefore 1 − e λp .
(ii) X → ∞. The detection probability is
This is equal to the probability that the location is monitored by at least one sensor. Under this condition, the expected detection delay D can be derived from (29) as
6. PERFORMANCE EVALUATION
Coverage and Vulnerable Periods
In Figure 5 we show analytical and simulation results of expected coverage periods of ARS for various k values. For simulation, the wakeup times of sensors are recorded and the average coverage periods for various k values are obtained from the same set of data. The simulation results shown in Figure 5 are the average values of 10 simulation runs, and 95% confidence intervals are shown for all the simulation points. We see that they match perfectly with the analytical results. To quote a design example, point A shows that, with p = 0.1, the expected 1-coverage period is 1.87 slots. By increasing p to 0.2, the expected 1-coverage period can be extended to 4.16 slots, as shown by point B (i.e., an increase of 122%). But for the 2-coverage case, the corresponding values are 0.68 and 1.16 slots, as shown by points C and D, respectively, an increase of 70%. Together with the 3-coverage results, we see that increasing p does not help much for higher-dimensional coverage. From the same set of data, we obtain the expected vulnerable periods of ARS for various k values and show the results in Figure 6 . We see that in the lower duty-cycle regime, the vulnerable period decreases quickly comparing with the increase of coverage period given the same increment of wakeup probability. Figure 7 shows the distribution function of detection delay for the multiplesensors case with fixed wakeup probability p = 0.1. The 95% confidence intervals are shown for all the simulation points. We see a perfect match between the analytical and simulation results. For the random sensors case, the event is detectable only with probability 1 − e −λ . This is shown in Figure 8 , where we plot the distribution function of the detection delay for p = 0.1; X → ∞ and λ varies from 3 to 9. When D → ∞, we see that the asymptomatic values of 1 − e −λ are approached. Wakeup probability is another important factor in detection delay. In Figure 9 we show the detection delay distribution for the multiple-sensors case with n = 5 and wakeup probability varying from 0.1 to 0.5. We can see that increasing the wakeup probability can reduce the detection delay significantly. For p = 0.1, only about 80% of the events can be detected within 1 time unit, but if the wakeup probability is increased to 0.3 and 0.5, the detection percentage approaches 98% and 100%, respectively, for the same detection delay. Similar observations can be made from Figure 10 , which shows the same result for the random sensors case. We can see the tradeoff between energy efficiency and surveillance performance from these figures. To detect events with a smaller delay, one has to put the sensors into a high duty cycle and wake up more often, thus increasing the energy usage and reducing the node lifetime. Therefore, the node density and wakeup probability should be designed according to the application requirements.
Detection Delay Distribution

Impact of Clock Drifting
In our model, we assume that time offsets of different nodes are uniformly distributed and remain constant with respect to each other. However, due to the absence of time synchronization among sensor nodes, the time offsets may change over time due to clock drifting. In this section, we study the impact of clock drifting on the detection delay. We assume that each node i has a clock drifting rate δ i , 0 ≤ δ i ≤ 1, that defines the percentage of time unit the clock will drift within each time slot. All drifting rates δ i s are i.i.d. random variables in (0, δ max ), where δ max defines the maximum possible drifting rate. We run the simulations for two drifting scenarios, the slow drifting case (δ max = 0.01) and the fast drifting case (δ max = 0.1). The results are compared with the nondrifting case. In Figure 11 , we show the comparison of the expected detection delay with multiple sensors (n = 5, 10). We can see that clock drifting has no significant impact on the detection performance as the average detection delays of all these cases are very close for different wakeup probabilities and node densities. Similar results can be observed for random sensors case, as shown in Figure 12 . These figures suggest that our results can be a good approximation for clock drifting case. 
Comparison of ARS, RIS, and RDS
In this section, we compare the performance of ARS with RIS [Kumar et al. 2004] and RDS [Cao et al. 2005b] .
RIS is a synchronous random sleeping scheme. Using the same techniques as in Section 5, we first consider the case where a location is monitored by n sensors, and these sensors are synchronized and working independently. Following the derivation of (19), the PDF of the wakeup delay W is given by
and the corresponding distribution function is
For event with duration X → ∞, the detection probability is always 1 and so we only need to consider the expected detection delay, which is given by
For the random nodes case, the distribution function of the wakeup delay is
where F (n) W (t) is given by (34). Similarly to (32), we can obtain the conditional expectation for the detection delay D as
RDS is another asynchronous sleeping scheme proposed for surveillance application [Cao et al. 2005b] . In RDS, all nodes have the same scheduling period T and duty cycle p, 0 ≤ p ≤ 1. Each node independently wakes up at some random time t start ∈ [0, T ] and remains awake for a time period pT , and goes back to sleep until the next time slot. For a fair comparison of RDS and ARS, the scheduling period T should be scaled to T = 1/ p; thus each node wakes up only 1 time unit in every 1/ p time units. It is straightforward to obtain the detection delay distribution of RDS from the results of Cao et al. [2005b] by substituting T with 1/ p. For the multiple-sensors case, the expected detection delay is given by
For the random sensors case, the expected detection delay is given by In Figure 13 , we compare the expected detection delay of ARS with RIS and RDS schemes for the multiple-sensors case. We see that the performance of ARS and RIS is quite close. The detection delay obtained by these schemes is slightly larger than that of RDS in the lower duty-cycle regime (with smaller wakeup probability). However, the performance gap diminishes with the increase of wakeup probability. For the random sensors case, we see different results in Figure 14 . In the lower duty-cycle regime ( p ≤ 0.1), we find that RDS leads to a larger detection delay than the ARS and RIS schemes, which is especially true for smaller node density (λ = 5). However, in the higher duty-cycle regime, the result is similar to the multiple-sensors case. Therefore, if a sensor network is required to work in the lower duty-cycle regime for saving energy consumption, ARS is more desirable than RDS since it can offer better detection delay with the same energy efficiency.
CONCLUSIONS
In this article we have derived the closed-form expressions for the expected k-coverage and k-vulnerable periods of ARS. The detection probability and detection delay of ARS were derived for surveillance-type applications. We have illustrated the performance of ARS with extensive numerical and simulation results and compared it with other synchronous and asynchronous sleeping scheduling schemes. Design examples were provided to demonstrate how to use our analytical results to choose system and protocol parameters according to the application requirements. It is interesting to extend the analysis of this article to the case where sensors have heterogeneous wakeup probabilities, which, however, is beyond the scope of this article. Summing up (B-4) and (B-3) for i = 2, · · · , n − 1 we have 
