Biomechanical models of the oropharynx are beneficial to treatment planning of speech impediments by providing valuable insight into the speech function such as motor control. In this paper, we develop a subject-specific model of the oropharynx and investigate its utility in speech production. Our approach adapts a generic tongue-jaw -hyoid model [Stavness I, Lloyd JE, Payan Y, Fels S. 2011. Coupled hard-soft tissue simulation with contact and constraints applied to jaw-tongue -hyoid dynamics. Int J Numer Method Biomed Eng. 27 (3):367-390] to fit and track dynamic volumetric MRI data of a normal speaker, subsequently coupled to a source-filter-based acoustic synthesiser. We demonstrate our model's ability to track tongue tissue motion, simulate plausible muscle activation patterns, as well as generate acoustic results that have comparable spectral features to the associated recorded audio. Finally, we propose a method to adjust the spatial resolution of our subject-specific tongue model to match the fidelity level of our MRI data and speech synthesiser. Our findings suggest that a higher resolution tongue model -using similar muscle fibre definition -does not show a significant improvement in acoustic performance, for our speech utterance and at this level of fidelity; however, we believe that our approach enables further refinements of the muscle fibres suitable for studying longer speech sequences and finer muscle innervation using higher resolution dynamic data.
Introduction
Speech production is a complex neuromuscular human function that involves coordinated interaction of the oropharynx real structures. Understanding the underlying neural motor control enhances the ability of speech therapists to diagnose and plan treatments of the various speech disorders, also known as speech impediments. The complexity of the problem increases dramatically considering the vast linguistic diversity in the human population. Experimental approaches to studying speech motor control rely on the analysis of measured data such as acoustic signals, medical images and electromagnetic midsagittal articulometer (EMMA) and electromyography (EMG) recordings across the population. For example, ultrasound imaging can provide a real-time representation of the tongue surface (Wrench and Scobbie 2011) ; magnetic resonance imaging (MRI) can capture soft-tissue articulators (tongue, soft palate, epiglottis and lips) (Takano and Honda 2007) ; and dynamic tagged-MRI can capture movement dynamics by computing the displacement field of tissue points during consecutive repetitions of a speech utterance (Xing et al. 2013) .
Such data motivate the use of computational approaches to model speech phenomena (Ventura et al. 2009 (Ventura et al. , 2013 Vasconcelos et al. 2012 ). On one hand, articulatory speech synthesisers focus on the generated sound as the end product by designing a representation of the vocal folds and tract that is capable of generating the desired acoustics for an observed shape of the oral cavity (van den Doel et al. 2006; Birkholz 2013) . Biomechanical models, on the other hand, aim to simulate dynamics of speech production under biologically and physically valid assumptions about the articulators and motor control (Fang et al. 2009; Stavness et al. 2012) . The search for the ideal model that represents both the acoustical and bimechanical characteristrics of the oropharynx continues to this date.
Generic models of the tongue, the main articulator in speech production, have been previously developed (Dang and Honda 2004; Buchaillard et al. 2009; Grard et al. 2006 ) and incorporated in the simulation of speech movements (Perrier et al. 2003; Stavness et al. 2012 ). These models were further enhanced by coupling the jaw and hyoid (Stavness et al. 2011) , and the face and skull (Badin et al. 2002; Stavness et al. 2014) . Deformable models of the vocal tract (Fels et al. 2006; Stavness et al. 2015) were also proposed to enable fluid simulations and speech synthesis (see Figure 1 ). To be clinically relevant, these generic models need to be simulated using some neurological or kinematic measurements such as EMG or EMMA recordings. However, available data are often specific to certain subjects that do not share the exact same *Corresponding author. Email: negarm@ece.ubc.ca geometry with the generic model. A similar issue manifests itself in the validation phase, prohibiting meaningful comparisons of the numeric results of simulation with the subject-specific measurements.
To alleviate some of the aforementioned issues, one can perform heuristic registration of the subject data to the generic model (Fang et al. 2009; Sanchez et al. 2013) or restrict comparisons to average speech data reported in the literature (Stavness et al. 2012) . While these approaches are valuable in providing a proof of concept, they are not suitable in a patient-specific medical setting. Subject-specific biomechanical modelling on the other hand addresses these issues while also enabling the investigation of the inter-and intra-subject variability in speech production. In addition, it facilitates further development of a patient-specific platform for computerassisted diagnosis and treatment planning of speech disorders. Unfortunately, the generation work flow of the generic models is highly manual, tedious, non-trivial and, hence, not suitable for creating subject-specific models at the time scales required for clinical application.
Current methods for creating subject-specific biomechanical meshes can be organised under two categories: meshing and registration techniques. Meshing techniques tend to generate finite element (FE) models only based on a subject's anatomy. Recently, a mixed-element FE meshing method proposed by (Lobos 2012 ) was shown to generate well-behaved meshes (that approximate anatomical boundaries well) with an adjustable resolution to fit different needs for simulation time and accuracy. However, the final mesh fails to offer the biomechanical information included in the current generic models such as muscle definitions and coupling attachments, and hence introduces prohibitive costs of redesigning these features for each subject's model. Registration techniques on the other hand try to adapt the current generic models to fit the subject's domain. (Bucki, Nazari, et al. 2010 ) proposed a FE registration method to adapt the geometry of a generic model of the face to morphologies of different speakers segmented from computer tomography data (Stavness et al. 2014) . Their method includes a postprocessing repair step that deals with the low-quality and irregular elements produced during the registration process. However, the repair step only grantees the minimum quality criteria for simulation in the FE simulation package, ANSYS (www.ansys.com, ANSYS, Inc., Canonsburg, PA, USA) and it was only proposed for hexahedral elements. Moreover, the configuration of the subject-specific FE, such as the design of the elements and the resolution of the mesh, is completely inherited from the generic model and is not under control of the user.
In this work, we propose subject-specific biomechanical modelling and simulation of the oropharynx for the purpose of speech production. Figure 2 shows the proposed work flow. 3D dynamic MRI is acquired during the speech utterance a-geese (shown in the international phonetic alphabet as /@-gis/). Our approach to generating a subject-specific tongue model combines the advantages of both the registration and meshing approaches to enable adjusting the FE spatial resolution. Furthermore, we use the forward-dynamics tracking method to drive our model based on motion data that we extract from the tagged-MRI of a speech utterance. We finally solve a 1D implementation of the Navier -Stokes equations (van den Doel and Ascher, 2008) , to explore the potential of our work flow for generating acoustics. We then demonstrate that a higherresolution FE tongue model does not show an appreciable improvement in acoustic performance for our speech utterance at the fidelity level of our MRI data and speech synthesiser.
Multi-modal MRI data and tissue tracking
Our MRI data captures a 22-year-old white American male with mid-Atlantic dialect repeating the utterance ageese to the metronome. Both cine and tagged MRI data were acquired using a Siemens 3.0T Tim-Treo MRI scanner with a 16-channel head and neck coil. The in-plane image resolution was 1.875 mm£ 1.875 mm with the slice 417 Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Visualization thickness of 6 mm. Other sequence parameters were repetition time (TR) 36 36 ms, echo time (TE) 1.47 ms, flip angle 6Å and turbo factor 11. Isotropic super resolution MRI volumes were reconstructed using a Markov random field-based edge-preserving data combination technique, for both tagged and cine MRI and each of the 26 time frames (Woo et al. 2012 ) (see Figure 3 ).
Points on the tongue tissue were tracked by combining the estimated motion from tagged-MRI and the surface information from cine-MRI. A 3D dense and incompressible deformation field was reconstructed from tagged-MRI based on the harmonic phase algorithm. The 3D deformation of the surface was computed using diffeomorphic demons (Vercauteren et al. 2009 ) in cine-MRI. The two were combined to obtain a reliable displacement field both at internal tissue points and the surface of the tongue (Xing et al. 2013) .
The tissue trajectories calculated from tagged MRI may still introduce some noise to the simulation, due to registration errors or surface ambiguities. We perform spatial and temporal regularisation to reduce the noise. In the spatial domain, we average the displacements vectors of neighbouring tissue points in a spherical region around each control point (FE nodes of the tongue). In the time domain, we pick six key frames of the speech utterance and perform a cubic interpolation over time to find the intermediate displacements.
Biomechanical modelling of oropharynx
We build our subject-specific model based on the information available in the generic model of the oropharynx which is available in the ArtiSynth simulation framework (www.artisynth.org) and described in (Stavness et al. 2011 (Stavness et al. , 2012 (Stavness et al. , 2014 (Stavness et al. , 2015 . Our model includes the FE biomechanical model of the tongue coupled with the rigidbody bone structures such as mandible, maxilla and hyoid, and attached to a deformable skin for the vocal tract.
Tongue
The generic FE model of the tongue is courtesy of (Buchaillard et al. 2009); it provides 2493 DOFs (946 nodes and 740 elements) and consists of 11 pairs of muscle bundles with bilateral symmetry. 1 We refer to this generic model as FE gen in the rest of this article.
To create our subject-specific model, we first delineate the surface geometry of the tongue in the first time frame of the cine-MRI volume -which bears the most resemblance to the neutral position -using the semi- We refer to this surface mesh by S. We then proceed by creating two versions of the FE tongue model for our subject; our first tongue model (FE reg ) is the result of registration of FE gen to S. We use a multi-scale, iterative and elastic registration method called Mesh-Match-and-Repair (Bucki, Lobos, et al. 2010 ). The registration starts by matching the two surfaces first, followed by the application of the 3D deformation field to the inner nodes of the generic model via interpolation. A follow-up repair step compensates for possible irregularities of the elements. Note that the elements of FE reg -similar to FE gen -are aligned along the muscle fibres. Therefore, the size of the elements depends directly on the density of the muscle fibres in each region of the model. This will result in smaller elements at the anterior inferior region of the tongue -where most fibres originate -and larger elements close to the dorsum of the tongue -where most fibres span into the tongue's body. Unfortunately, the low resolution elements are located at the region undergoing maximum deformation during speech.
To address our concerns about the resolution of FE reg , we generate our second tongue model (FE high ) following the pipeline shown in Figure 4 . First, we use a meshing technique proposed by (Lobos 2012) to generate a regular mixed-element FE mesh, referred to as FE mesh . The meshing algorithm starts with an initial grid of hexahedra elements that encloses the surface mesh S. It then gets rid of the elements that present no or small intersection with S, employing a set of mixed-element patterns to fill the generated holes at the surface boundary. Finally, the quality of the mesh is improved using the Smart Laplacian filter (Freitag and Plassmann 2000) . FE mesh bares our desired resolution (2841 nodes and 3892 elements) and is well behaved during simulation. We further augment FE mesh with the definition of muscle bundles available in FE reg : since both FE models are in the same spatial domain, we simply copy the bundle locations from FE reg to FE mesh , replacing their corresponding elements with those of FE mesh who fall into the bundle's spatial domain. Note that our approach for generating FE high provides multiple fundamental advantages over using FE reg . First, we, as the user, have control over the resolution of the mesh. Second, the muscle fibre definitions are no longer tied to the configuration of the elements, therefore, it is possible to modify the muscle fibres based on different linguistic hypothesis and preferences.
Each muscle bundle in the tongue can be further divided into smaller functionally distinct fibre groups, referred to as functional segments, which are believed to be controlled quasi-independently in a synergistic coordination (Stone et al. 2004) . We divide the vertical (GG, VRT) and horizontal (TRNS) muscle fibres into five functional segments (a: posterior to; e: interior), as initially proposed by (Miyawaki et al. 1975 ) based on EMG measurements from GG, and later reinforced by (Stone et al. 2004 ) using ultrasound imaging and tagged-MRI information. We also follow (Fang et al. 2009 ) in dividing STY into two functional segments, STYa (the anterior part within the tongue) and STYp (originating from the posterior tongue to the styloid process). Note that FE gen includes only three functional segments for GG and one functional segment for each of TRNS, VRT or STY (Buchaillard et al. 2009 ).
We use the Blemker muscle model to account for nonlinearity, incompressibility and hyperelasticity of the tongue tissue (Blemker et al. 2005) . We use a fifth-order Mooney-Rivlin material as described by (Buchaillard et al. 2009 ). The strain energy, W, is described as:
where I 1 is the first invariant of the left Cauchy -Green deformation tensor, C 10 and C 20 are the Mooney-Rivlin material parameters and the term kðln JÞ 2 reinforces the incompressibility. We used C 10 ¼ 1037 Pa and C 20 ¼ 486 Pa that were measured by (Grard et al. 2006 ) from a fresh cadaver tongue and scaled by a factor of 5.4 to match the in vivo experiments (Buchaillard et al. 2009 ). We set the bulk modulus k ¼ 100 £ C 10 to provide a Poisson's ratio close to 0.499. Tongue tissue density was set to 1040 kg m 23 , close to water density. In addition, we used 
Jaw and hyoid
Our subject-specific model of jaw and hyoid has a similar biomechanical configuration as the ArtiSynth generic model (Stavness et al. 2011) : we couple our tongue FE model with the mandible and hyoid rigid bodies via multiple attachment points that are included in the form of bilateral constraints in the constitutive equations of the system. We include 11 pairs of bilateral point-to-point Hill-type actuators to activate the mandible and hyoid 2 and model the temporomandibular joint by curvilinear constraint surfaces. We set bone density to 2000 kg m 3 as used by (Dang and Honda 2004) .
To create our subject-specific geometries, we need to segment the bone surfaces from the first time frame of cine-MRI. However, since bone is partially visible in MRI, the manually segmented surfaces are not complete nor of sufficient quality for detecting sites of muscle insertions. We thus register the generic model of mandible and hyoid bone to their corresponding partial segmented surface using the coherent point drift algorithm (Myronenko and Song 2010) , which benefits from a probabilistic approach suitable for non-rigid registration of two point clouds. The method is robust in the presence of outliers and missing points.
Vocal tract
The vocal tract is modelled as a deformable air-tight mesh -referred to as skin -which is coupled to the articulators (Stavness et al. 2015) . Each point on the skin is attached to one or more master components, which can be either 3-DOF points, such as FE nodes, or 6-DOF frames, such as rigid body coordinates. The position of each skin vertex, q v , is calculated as a weighted sum of contributions from each master component:
where q v 0 is the initial position of the skinned point, q m 0 is the collective rest state of the masters, w i is the skinning weight associated with the ith master component and f i is the corresponding blending function. For a point mastersuch as an FE node -the blending function, f i , is the displacement of the point. For frames -such as rigid bodiesf i is calculated by linear or dual-quaternion linear blending. To provide two-way coupling between the skinned mesh and articulators, the forces acting on the skin points are also propagated back to their dynamic masters.
To create the skin, we initially segment the shape of the vocal tract from the first time frame of cine-MRI.
The skin is attached to and deforms along with the motion of the mandible rigid body and tongue FE model. We also restrict the motion of the vocal tract to the fixed boundaries of maxilla and pharyngeal wall.
Inverse simulation
Forward dynamic simulation requires fine tuning of the muscle activations of the model over time. EMG recordings of the tongue were used before (Fang et al. 2009 ) but they suffer from lack of suitable technology to deal with the moist surface and the highly deformable body of the tongue (Yoshida et al. 1982) . Also, the relationship between the EMG signal and muscle forces is not straightforward. As an alternative, muscle activations can be predicted from the available kinematics by solving an inverse problem. The results may be further fed to a forward simulation system to provide the necessary feedback to the inverse optimisation process. The forwarddynamics tracking method was initially introduced for musculoskeletal systems (Erdemir et al. 2007 ). Later on, (Stavness et al. 2012) expanded the method to the FE models with muscular hydrostatic properties -such as the tongue -that are activated without the mechanical support of a rigid skeletal structure.
In ArtiSynth, the system velocities, u, are computed in response to the active and passive forces: 
where M is the mass matrix of the system and L denotes a nonlinear function of the system positions, q, and the system velocities, u, that relate the muscle activation, a, to the active forces. The inverse solvers use a sub-space, v, of the total system velocities as its target: v ¼ J m u where the target velocity sub-space v is related to the system velocities u via a Jacobian matrix J m . The inverse solver computes the normalised activations a, by solving a quadratic program subject to the condition 0 # a # 1:
where kak and _ a denote the norm and time derivative of vector a; matrix H summarises the biomechanical characteristics of the system such as mass, joint constraints and force-activation properties of the muscles; a and b are l 2 -regularisation and damping coefficients. The regularisation term deals with muscle redundancy in the system and opts for the solution that minimises the sum of all activations. The damping term secures system stabilities by prohibiting sudden jumps in the value of activations. The solution converges after iterating between inverse and forward dynamics in a static per time-step process, where the system is simplified to be linear in each integration 5 420
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step. The method is computationally efficient compared to the static methods; however, it may lead to sub-optimal muscle activations (Stavness et al. 2012) .
Acoustic synthesiser
Articulatory speech synthesisers generate sound based on the biomechanics of speech in the upper airway. Vibration of the vocal folds under the expiratory pressure of the lungs is the source in the system. The vocal tract, consisting of the larynx, pharynx, oral and nasal cavities, constitutes the filter where sound frequencies are shaped. A widely used physical acoustic model for the vocal tract is a 1D tube, described by an area function Aðx; tÞ; where 0 # x # L is the distance from the glottis on the tube axis and t denotes the time. Letp,û andr denote the physical quantities of the pressure, air velocity and air density in the tube, respectively. As described by (van den Doel and Ascher, 2008), we define the pressure deviation, pðx; tÞ ¼p=r 0 2 1, and the volume velocity, uðx; tÞ ¼ Aû=c, where r 0 is the average mass density of the air, c is the speed of sound. We solve for uðx; tÞ and pðx; tÞ in the tube using the equation of continuity (5a) in conjunction with the linearised Navier -Stokes Equation (5b):
subject to : uð0; tÞ ¼ u g ðtÞ; pðL; tÞ ¼ 0:
The right-hand side of Equation (5a) denotes the damping loss of the system. (van den Doel and Ascher 2008) used dðAÞ ¼ d 0 A 23=2 and DðAÞ ¼ D 0 A 23=2 with the coefficient d 0 ¼ 1.6 ms 21 and D 0 ¼ 0.002 m 3 s 21 being empirically set to match the loss function of a hard-wall circular tube in the frequency range of the speech: 250 Hz # f # 2000 Hz. Equation (5c) indicates the boundary conditions of the system where the volume velocity u equals to the prescribed volume velocity source u g at the glottis and the pressure deviation p equals to zero at outside the lips. Equation (5) was solved for a dynamic tube using a fast finite volume method, which was shown to be as accurate as a full solution.
We couple the vocal tract to a two-mass glottal model proposed by (Ishizaka and Flanagan 1972) , which calculates the volume velocity u g in response to lung pressure and tension parameters in the vocal cords. The model was extended to include a lip radiation and a wall vibration model. Solving Equation (5) in the frequency domain will lead to UðwÞ ¼ TðwÞU g ðwÞ; where the Fourier transform is denoted by capitalisation, e.g. the Fourier transform of u is U with w the radial frequency. fTðwÞ is the transfer function of the resonating tube which is represented as a digital ladder filter defined based on the cross-sectional areas of 20 segments of the vocal tract. We refer to (van den Doel and Ascher 2008) for full details on the implementation. The approach is similar to the one proposed by (Birkholz 2005) but uses a different numerical integration method.
The frequencies associated with the peaks in kTðwÞk, known as formants, are used to define distinct phonemes of speech. In particular, the value of the first(F 1 )/second(F 2 ) formant is mainly determined by the height/backnessfrontness of the tongue body. This means that F 1 has a higher frequency for an open vowel (such as /a/) and a lower frequency for a close vowel (such as /i/); and the second formant F 2 has a higher frequency for a front vowel (such as /i/) and a lower frequency for a back vowel (such as /u/) (Ladefoged 2001 ).
In our model, we manipulate the shape of the vocal tract using the muscle activations computed from the inverse simulation. To define Aðx; tÞ, we calculate the intersections of our deformable vocal tract with 20 planes evenly distributed along the airway from below the epiglottis (#1) to the lips (#20). We update the centre line position and make sure that the planes stay orthogonal to it during the simulation. Note that we refer to the plan located (see Figure 1 ).
Results and discussion
In our experiments, we compare the performance of our model using the two versions of the subject-specific tongue model FE reg and FE high that we described in Section 1. We evaluate our simulation results from three perspectives: morphology, activations and acoustics. We used 21 and 28 target points for FE reg and FE high ; respectively, in the left half of the tongue, while enabling bilateral symmetric muscle excitation. Our proposed distribution of the target points provides adequate tracking information for each individual muscle, and does not overly constrain a single element. Our average tracking error, defined as the distance between the position of the target points in our simulation and in the tagged-MRI, was 1:15 mm^0:632 using FE reg and 1:04 mm^0:44 using FE high ; which in both cases is within the accuracy range of the tagged-MRI. Figure 5 shows the estimated muscle activations of the tongue (FE high ), jaw and hyoid for the speech utterance /@gis/. The motion from /@/ to /g/ requires the jaw to close and the tongue body to move upward in a large excursion. The jaw muscles move mostly in unison consistent with closing the jaw for /g/, slightly opening it for /i/ and closing it again for /s/. The model identifies several tongue muscles as active for the motion into /g/ and /i/, including 6 421 Computer Methods in Biomechanics and Biomedical Engineering: Imaging & Visualization GGa,b, VRTa,b, STYa,p and TRNS(exc-d) , all of which help to elevate the tongue body. With the activation of STYp decreasing and GGb increasing, the tongue moves forward for /i/. The motion into the /s/ provides an interesting muscle activation pattern. Motion from /i/ to /s/ mostly involves lowering and moving the tongue body down and back, unlike motion from a low vowel position into /s/. Thus GGb, which is the most active muscle during /i/, completely deactivates for /s/ allowing the posterior tongue to relax backward into the pharynx. This motion is checked by GGa, and VRTa, which increases activation during /s/ to ensure that there is not too much backing of the tongue root into the pharynx, especially as the subject is lying supine.
Muscle activation
Several activations appear to occur in order to counteract the effects of gravity in this supine position. VRTa,b and GGc are active throughout the entire word, which pulls the pharyngeal tongue and root forward, possibly to overcome the effects of gravity in this supine position. Similarly, TRNS is active throughout the word and increases for the /s/. Combined with VRT, TRNS stiffens, and protrudes the tongue, which would further protect the airway from too much tongue backing. Similarly, MH begins activation only for the /s/; it elevates the entire tongue and keeps it from lowering too much.
To form a proper /s/ a continuous groove needs to form along the centre of the tongue, and to narrow anteriorly. GGa creates a groove in the tongue root, to funnel the air anteriorly. The activation of VRTa may facilitate maintenance of a wide groove in this region. GGd pulls down the mid-line tongue dorsum in the palatal region, but it is not accompanied by VRTc or d. The use of GGd only is consistent with the narrowing of the central groove as the air is channelled forward and medially. TRNS also prevents too wide a groove in the tongue by pulling in the lateral margins of the tongue assuring contact with the palate and channelling of the air forward onto the front teeth for /s/. New muscle activations, arising after /s/ begins, continue refining the tongue position by elevating and moving the tongue anteriorly for the upcoming inhalation; these muscles are MH, GH, SL and STYa. Table 1 provides a summary of main active muscles in the utterance a-geese using FE high and FE reg . Note that both FE high and FE reg are using the same fibre definition for the functional segments of each muscle. Both simulations result in a similar pattern of activations with exception to some muscles such as VRTc-e and TRNSd. Considering the lack of a verified ground truth to compare to, we conclude that the results corroborate each other and hence a lower resolution tongue model is sufficient for the fidelity of our dynamic image data.
Acoustics
The vocal folds oscillate during vowels and voiced constants (e.g. /m/ or /n/), but are wide open and of no effect in fricatives (e.g. /s/) and stops like /g/. Constrictions or obstructions at certain points in the tract create turbulence that generates high-frequency noise responsible for making the fricatives and stops. The synthesis of fricatives depends highly on lung pressure and noise characteristics of the system. Due to the lack of voicing information, we solely focus our acoustic analysis on synthesis of the vowels, specifically /i/ in /@-gis/. The reduced vowel /@/ is only used to help the subject put his tongue in a neutral posture at the start of the speech utterance. Figure 6 shows the acoustic profile and spectrum of a single repetition of /@-gis/ as spoken by our subject. As the ground truth, we measure the formant frequencies at the mid-point of the time interval /i/ of the audio signal. We also use the acoustic measurements of the vocal tract mesh that we manually segment from 17th time frame of the cine-MRI data (corresponding to /i/). Table 2 compares the formant frequencies of our simulations with those of the cine-MRI and audio data. Note that the F 2 value calculated from the cine-MRI data is 9:5% less than the value measured from the audio signal. Possible reasons include ambiguity in MRI segmentation of the vocal tract (close to the teeth, and at posterior pharyngeal side branches) as well as error caused by the speech synthesiser due to its simplified 1D fluid assumption.
Finally, Figure 7 shows the normalised area profile along the vocal tract at /i/ in our simulation compared to the cine-MRI data. Note how both FE reg and FE high tongue models are able to capture the expected shape of the vocal tract. The noticeable mismatches happen at the areas that are influenced by lips, soft palate and epiglottis which were not included in our model.
These quantitative results suggest that FE reg and FE high do not show an appreciable difference in acoustic performance for the simulation of the utterance /@-gis/ using our source-filter-based speech synthesiser teDoel2008. Thus we conclude that the ArtiSynth generic tongue model proposed by (Buchaillard et al., 2009) provides sufficient resolution for subject-specific modelling of this utterance at this level of acoustic fidelity and cine-MRI resolution.
Conclusion
In this paper, we proposed a framework for subjectspecific modelling and simulation of the oropharynx in order to investigate the biomechanics of speech production such as motor control. Our approach for creating the tongue model combines the meshing and registration techniques to benefit from a state-of-the-art generic model (Buchaillard et al. 2009 ) while providing the opportunity to adjust the resolution and modify the muscle definitions. We further coupled our biomechanical model with a source-filter-based speech synthesiser using a skin mesh for the vocal tract. We showed that our model is able to follow the deformation of the tongue tissue in tagged-MRI data, estimating plausible muscle activations, along with acceptable acoustic responses. Our quantitative acoustic results did not show appreciable difference between our low and high resolution FE tongue models; and both models resulted in similar activation patterns.
We believe, however, that our approach for generating FE high offers benefits that can be fully investigated in the future. First, we suggest that a higher resolution tongue model provides the opportunity to simulate more complex and longer speech utterances that exhibit more variability in tongue shape. Swallowing is another example where more local tongue motions are observed. Second, our proposed approach offers structural independence between the configuration of muscle fibres and FEs. Hence, it enables the user to modify, add or delete individual muscle fibres to accommodate more subtlety in neural innervation, as suggested by Slaughter et al. (2005) for IL, SL and by (2000) for GG. A finer fibre structure is also useful in studying different languages where sounds are similar, but not identical. In addition, being able to edit the fibres is beneficial for simulation of speech in disorders such as glossectomy, where the innervation pattern varies based on the missing tissue (Chuanjun et al. 2002) . Finally, as resolution of dynamic MRI data improves, we will be able to capture finer shapes of the tongue and, hence, our model should be positioned to present more details.
Mu and Sanders
In addition, we suggest that a more advanced speech synthesiser that would solve a set of 3D fluid equations would better account for the acoustics differences between our low-and high-resolution FE tongue models.
In the future, we plan to adapt the generic ArtiSynth models of the lips, soft palate and epiglottis into our subject-specific platform and perform more inter-and intrasubject experiments using different speech utterances.
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