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Abstract
Multidisciplinary analysis is necessary to reach physically meaningful optimum designs. For aero-structural shape optimization
this means coupling two disciplines—aerodynamics and structural mechanics. In this paper, the sensitivity evaluation for aero-
dynamic shape optimization is considered, while taking into account the static aeroelastic effects introduced by the variations in
the aerodynamic forces, which are associated with changes in the aerodynamic shape. Due to the high computational cost of a
ﬁnite difference evaluation step for such a coupled problem, an extension of the adjoint approach to aeroelasticity is necessary for
an efﬁcient calculation of the sensitivities. The implementation, validation and application of such a method in the MDO context
described above are presented.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Recently, a large research effort has been devoted to develop efﬁcient optimization strategies for industrial aerody-
namic aircraft design. Here, aero-structural analysis is necessary to reach physicallymeaningful optimumwing designs.
This is due to the intrinsically linked nature of the optimization problem, where a cost function is implicitly dependent
on both the sets of design variables, aerodynamics (shape) and structure. The use of single disciplinary optimizations
applied in sequence is not only inefﬁcient but in some cases has been shown to lead to wrong, non-optimal designs
[7]. Although multidisciplinary optimization is possible with classical approaches for sensitivity evaluation by means
of ﬁnite differences, this method is extremely expensive in terms of calculation time, requiring the reiterated solution
of the coupled problem for every design variable. A new approach that allows the evaluation of the gradient with low
computational cost comes from the adjoint formulation [8,7]. In Section 2, we present the theory and validation of
the single disciplinary adjoint approach, which was previously developed at the DLR and was the starting point for
the work presented in this paper. Then, in Section 3, we describe the adjoint approach and its implementation for the
evaluation of the sensitivities for coupled aero-structure optimization problems. Here, we restrict ourselves to aerody-
namic optimization with aeroelastic constraints as a ﬁrst step towards multidisciplinary optimization. For brevity and
symmetry reasons, the derivations in Sections 2 and 3 are done in 2D although the implementation is done for 3D.
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2. Single discipline adjoint formulation
2.1. General derivation of the adjoint formulation
Let X = (Xi)i=1,...,n ∈ Rn denote the vector of design variables. Furthermore, X determines the shape geometry
C(X) and its physics , where w ∈ Rd is the vector of state variables. Furthermore, w is assumed to be the solution of
the governing equations
R(X,w) = 0. (1)
If the shape geometry is now perturbed from C(X) to C(X + X), it still holds
R(X + X,w(X + X)) = 0. (2)
Now expanding (2) in its Taylor series at the point (X,w) and subtracting on both sides, one ends up with
R = R
X
X + R
w
w + O(‖X‖2) = 0, (3)
while w = (w/X)X.
Let now I (X,w) denote the cost function of the optimization problem. For a gradient-based optimization procedure,
we have to determine the gradient of the cost function:
∇I = dI
dX
= I
X
+ I
w
w
X
, (4)
or, in terms of ﬁnite increments:
dI = I
X
X + I
w
w. (5)
In order to determine the gradient of the cost function with the ﬁnite differences method, using
∇I =
(
lim
Xi→0
I (Xi + Xi) − I (Xi)
Xi
)
i=1,...,n
, (6)
one has to solve Eq. (1) once and Eq. (2) n times. Alternatively, if we add now Eq. (3), multiplied by an arbitrary
Lagrangian multiplier = (i )i=1,...,d ∈ Rd , to Eq. (5), we get
dI = I
X
X + I
w
w + T
(
R
X
X + R
w
w
)
, (7)
which can be resorted as
dI =
(
I
X
+ T R
X
)
X +
(
I
w
+ T R
w
)
w. (8)
Now we choose  such that the adjoint equation holds
I
w
+ T R
w
= 0. (9)
Then,  is called the vector of adjoint variables and ﬁnally we get
∇I = dI
dX
= I
X
+ T R
X
. (10)
In order to evaluate the gradient with the adjoint formulation (10), we have to solve Eq. (1) once and the adjoint
Eq. (9) once—independently of the number of design variables. Now we present the continuous adjoint Euler equations
and the adjoint formulations of the gradients of the cost functions for drag, lift and pitching moment. For convenience
reasons, the following analysis is restricted to the 2D Euler equations, whereas later on the implementation is also done
for 3D.
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2.2. Continuous adjoint Euler equations
The 2D (quasi-unsteady) Euler equations can be written as
w
t
+ f
x
+ g
y
= 0, (11)
where the normal projection of velocity must fulﬁll nT (u
v
)= 0 on C = C(X) and
w =
⎛
⎜⎝

u
v
E
⎞
⎟⎠ , f =
⎛
⎜⎝
u
u2 + p
uv
uH
⎞
⎟⎠ , g =
⎛
⎜⎝
v
vu
v2 + p
vH
⎞
⎟⎠ . (12)
On the far ﬁeld, free stream conditions are assumed. For a perfect gas,
p = (− 1)(E − 12 (u2 + v2)) (13)
holds for the pressure, and CP , CD ,CL and CM are deﬁned as
Cp = 2(p − p∞)
M2∞p∞
, (14)
CD = 1
Cref
∫
C
Cp(nx cos + ny sin ) dl, (15)
CL = 1
Cref
∫
C
Cp(ny cos − nx sin ) dl, (16)
Cm = 1
C2ref
∫
C
Cp(ny(x − xm) − nx(y − ym)) dl. (17)
The continuous adjoint 2D Euler equations can be derived via the previous Lagrangian multiplier ansatz as
(
f
w
)T 
x
+
(
g
w
)T 
y
= 0 (18)
in the ﬂow domain D, with boundary conditions
nx2 + ny3 = −d(I ) (19)
on the airfoil C and x, . . . , y =0, w=0 on the far ﬁeld. Here, (, ) are the grid points in body ﬁtted coordinates.
The right-hand side d(I ) of the wall boundary condition of the adjoint Euler equations is dependent on the cost function
I. The components of the gradient ∇XI = (iI )i=1,...,n can now be determined via integration over the adjoint solution
and the metric sensitivities x, . . . , y and
I = −
∫
C
p(−2y + 3x) dl + K(I) (20)
−
∫
D
T (yf − xg) + T (−yf + xg) dA (21)
is obtained, where K(I) is again a term dependent on the cost function I. For the gradient of the drag, the following
right-hand side adjoint boundary on C is used
d(CD) = 2
M2∞p∞Cref
(nx cos + ny sin ) (22)
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and to get the corresponding gradient, K(I) is
K(CD) = 1
Cref
∫
C
Cp(nx cos + ny sin ) dl. (23)
For the gradient of the lift,
d(CL) = 2
M2∞p∞Cref
(ny cos − nx sin ) (24)
and
K(CL) = 1
Cref
∫
C
Cp(ny cos − nx sin ) dl (25)
are used, for the gradient of the pitching moment
d(Cm) = 2
M2∞p∞C2ref
(ny(x − xm) − nx(y − ym)) (26)
and
K(Cm) = 1
C2ref
∫
C
Cp(ny(x − xm) − nx(y − ym)) dl (27)
are used. A solver for the adjoint Euler equations has been implemented in the block-structured parallel Navier–Stokes
solver FLOWer, which has been developed within the MEGAFLOW project [6] before. The CFD code FLOWer is
intensively used byDLR, aircraft industry and universities. Formore details on the derivation and theoretical background
of the adjoint Euler equations and the implementation of the adjoint Euler solver FLOWer ADJOINT, see [4].
2.3. Validation of single discipline adjoint gradients for aerodynamics
The ﬁrst test case for the validation of the adjoint Euler solver FLOWer and the computation of the gradient is the
transonic RAE2822 airfoil. The ﬂight conditions are M∞ = 0.73 and  = 2◦ as Mach number and angle of attack,
respectively.
The validation of the adjoint gradient is obtained by a comparison of the gradients of the drag, lift and pitchingmoment
with those obtained by ﬁnite differences. Here, the design variables are 50 control points of a B-spline parameterization.
The ﬁnite difference gradients are provided by forward differencing. Thus, 51 Euler solutions are required to get the
complete gradients. In order to avoid noise in the evaluation of the aerodynamic coefﬁcients, a convergence of 10 orders
of magnitude in RMS is achieved for each computation. For the adjoint approach just one Euler and three adjoint Euler
solutions are necessary. The adjoint gradients are obtained after a convergence of 10 orders of magnitude for the ﬂow
solution and just 3 orders for each adjoint ﬂow solution. This comparably low convergence of the adjoint solutions is
sufﬁcient for accurate gradients in the sense that any further increase of the adjoint ﬂow convergence has no further
inﬂuence (see also [8]).
Figs. 1–3 show the components of the gradients of the drag, lift and pitching moment, respectively, according to
the design variables. The 50 design variables span from the leading edge to the trailing edge along ﬁrst the upper side
and then the lower side. All three ﬁgures show a very good conformity of ﬁnite differences and adjoint gradients. As
expected, the CPU time is signiﬁcantly reduced with the adjoint approach. While with ﬁnite differences one needs
510min on a NEC-SX5, only 40min are required with the adjoint approach in order to obtain all three gradients.
Based on this test case, an optimization has been carried out, as described in [2].
As test case for a 3D calculation the AMP wing [5] has been chosen. Its mesh for aerodynamics is made of a
2-block structured grid of about 140.000 nodes each. The gradient has been evaluated based on primal and adjoint
Euler solutions both converged by 7 orders of magnitude. To build the gradient from the adjoint solution, one has to
evaluate expression (10), which takes the form
dI
dX
= I
X
+
∫
V
(
T
R
X
)
dV . (28)
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Fig. 1. Gradient of the drag for the RAE2822 airfoil (50 B-spline parameters—M∞ = 0.73, = 2◦).
n-th Design Variable
-
ΔC
L
0 10 20 30 40 50
-18
-16
-14
-12
-10
-8
-6
-4
-2
0
2
Adjoint
Finite Differences
Fig. 2. Gradient of the lift for the RAE2822 airfoil (50 B-spline parameters—M∞ = 0.73, = 2◦).
The ﬁrst term is the effect of the mesh perturbation associated to a shape variation on the cost function, keeping the ﬂow
ﬁeld constant. The second term represents the integral of the scalar product of the adjoint ﬁeld and the partial derivative
of the ﬂow operator with respect to a mesh perturbation, keeping the ﬂow ﬁeld constant. It has been evaluated by making
use of the ﬁnite volume formulation and residual ﬂuxes implemented in the solver FLOWer or by implementation of
an alternative formulation that reduces the volume integral in (28) to a surface integral [3]. As design variables the
coefﬁcients of a set of bump functions were used for the upper and lower surface independently. The bump functions
were Bernstein polynomials in the indices (i, j ), spanning the surface mesh. Both results, together with a forward
step ﬁnite difference, are shown in Fig. 4. As can be expected, the volume integration is more exact than the surface
integration from [3], however, is also much more computationally expensive.
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Fig. 3. Gradient of the pitching moment for the RAE2822 airfoil (50 B-spline parameters—M∞ = 0.73, = 2◦).
Fig. 4. Gradient of the drag (3 × 5 Bernstein bump functions, M∞ = 0.78, = 2.83◦).
3. Adjoint formulation for aeroelastic coupled problem
3.1. General derivation of the adjoint formulation
The derivation of the adjoint equations in case of a multidisciplinary problem is similar to what has been carried out
for the pure aerodynamic case, with the difference that we will end up with a dual adjoint variable for each set of state
variables of the problem. An adjoint formulation is possible for any problem involving the calculation of the gradient
of a function of one or more sets of variables obeying one or more constraint equations. We will restrict ourselves
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to the case of two sets: one represents the ﬂow variables, the other the structure nodal displacement. As already seen
I (X,w,Z) denotes the cost function of the optimization problem, dependent now also on the displacement ﬁeld Z, the
solution of the structural problem. Following the notation in Eq. (4), the gradient will take the form
∇I = dI
dX
= I
X
+ I
w
w
X
+ I
Z
Z
X
, (29)
or, in terms of differentials
dI = I
X
X + I
w
w + I
Z
Z. (30)
The ﬁelds (w,Z) are the solution of the system of partial differential equations
R(X,w,Z) = 0, (31)
S(X,w,Z) = 0, (32)
being (31) the ﬂow and (32) the structural equations. Just like in Eq. (3), we take the ﬁrst variation of the PDEs
R = R
X
X + R
w
w + R
Z
Z = 0, (33)
S = S
X
X + S
w
w + S
Z
Z = 0. (34)
We multiply Eqs. (33) and (34) with the Lagrange multipliers  and 	, respectively, and add the result to the expression
for the differential increment of I in terms of the differentials of the independent set (X,w,Z), obtaining
dI =
(
I
X
+ T R
X
+ 	T S
X
)
X +
(
I
w
+ T R
w
+ 	T S
w
)
w +
(
I
Z
+ T R
Z
+ 	T S
Z
)
Z. (35)
Since we want to avoid recalculation of the (w,Z) ﬁelds, we cancel the terms in w and Z from dI by imposing
the ﬁelds 	 and , to be the solution of the equations(
I
w
+ T R
w
+ 	T S
w
)
= 0, (36)
(
I
Z
+ T R
Z
+ 	T S
Z
)
= 0. (37)
These are the adjoint equations for the problem of coupled aeroelasticity. After their solution, the gradient can be
recovered from the expression
dI =
(
I
X
+ T R
X
+ 	T S
X
)
X. (38)
3.2. Continuous adjoint formulation for the Euler equations coupled with linear elasticity
We can assume the cost function to be a functional in the form
I (X,w,Z) =
∫
V
i(X,w,Z) dV , (39)
with
i(X,w,Z) = Cp
CR
(nx cos + ny sin )(), (40)
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where () being the Dirac delta function and =0 the equation deﬁning the airfoil shape in the body ﬁtted coordinates
(, ). For the Dirac delta function under integration, the following equation holds:∫
()f () d= f (0). (41)
In the context of Eq. (39), it reduces the volume integral to a surface integral. We suppose that the ﬂuid obeys the Euler
equations already deﬁned in (11), which in body ﬁtted coordinates take the form
F

+ G

= 0, (42)
where the transformed F,G are appropriate combinations of f, g:
F = J 
x
f + J 
y
g =
⎡
⎢⎢⎢⎢⎢⎣
U
uU + 
x
p
vU + 
y
p
HU
⎤
⎥⎥⎥⎥⎥⎦ . (43)
Since our cost function I is of the form shown in Eq. (39), as ﬁrst step we have to formulate Eqs. (36) and (37) in an
appropriate way, using the following property:
I (X,w,Z) =
∫
V
i(X,w,Z) dV =
∫
V
(
i(X,w,Z)
X
X + i(X,w,Z)
w
w + i(X,w,Z)
Z
Z
)
dV . (44)
The derivation is identical to what has already been seen, and gives the adjoint equations∫
V
(
i
w
+ T R
w
+ 	T S
w
)
dV = 0, (45)
∫
V
(
i
Z
+ T R
Z
+ 	T S
Z
)
dV = 0. (46)
And for the gradient
I (X,w,Z) =
∫
V
(
i(X,w,Z)
X
X + T R(X,w,Z)
X
X + 	T S(X,w,Z)
X
X
)
dV . (47)
It can be shown that Eq. (45) is equivalent to the equation
∫
V
((


)T F
w
+
(


)T G
w
)
dV = 0 (48)
and the boundary condition (in the case of the drag)
2nx + 3ny + nx cos() + ny sin() − nT	= 0. (49)
Note that the structural adjoint variables appear only in the boundary condition (49), while the adjoint ﬂow (48) is
unchanged with respect to the uncoupled result (18). This implies that in order to implement the coupling, only the
boundary condition treatment in the FLOWer code has to be modiﬁed. Eq. (37) represents the structural adjoint equation
and its boundary conditions. The structural equation reads in the case of linear elasticity
S(X,w,Z) = KZ − a = 0, (50)
where K is the symmetric stiffness matrix and a is the aerodynamic force. The derivative S/Z in (37) can be thus
replaced by K and the product 	TK by K	. In this way, the same solver can be used for the structural direct and
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adjoint equation, with different boundary conditions, given by the ﬁrst and second term in Eq. (37). The ﬁrst term is
reduced to a surface integral by the presence of the Dirac delta function, giving a vector deﬁned by
Vi = 
∫
S
I (X,w,Z) dS
Zi
, (51)
that is the derivative of the cost function with respect to a structural degree of freedom. The second term, namely∫
V
(
T
R
Z
)
dV , (52)
represents the integral of the scalar product of the adjoint ﬁeld and the partial derivative of theﬂowoperatorR(X,w,Z)
with respect to a structural degree of freedom, thus keeping the ﬂow ﬁeld and the design variables constant. Like the
integral term in Eq. (28), it has been evaluated making use of the ﬁnite volume formulation implemented in FLOWer.
A similar term appears in the expression for gradient (47), which explicitly becomes
dI
dX
= I
X
+
∫
V
(
T
R
X
)
dV +
∫
V
(
	T
S
X
)
dV . (53)
We already know how to evaluate the ﬁrst two terms. The third term reduces to the surface integral of the adjoint ﬁeld
	 scalar multiplied by the term
S
X
= K
X
Z − a
X
. (54)
Of the two terms on the right-hand side, the ﬁrst has been neglected, which is equivalent to assuming that shape
deformations do not act on the structural mesh and thus on the stiffness matrix.
4. Direct and adjoint coupled sensitivities evaluations
4.1. Implementation
In order to solve the coupled equations of the aero-structural system, a sequential staggered method has been
implemented, where forces are transferred from the ﬂow mesh to the structure mesh and give the nodal loads, and
deﬂections are transferred back from the structure mesh to the ﬂow mesh which is consequently deformed. The ﬂow
around the body described by the Euler equation is solved by the DLR solver FLOWer, while the structural problem
is solved by MSC Nastran. The transfer of information between the two meshes is managed by a module developed
in-house based on B-spline volume interpolation [1]. Typically, 20 exchanges of information between the two codes
are more than enough to reach a converged aeroelastic solution, as shown in Fig. 5.
The same staggered scheme has been used to solve the systems of the coupled adjoint equations, with the difference
that now only adjoint deﬂections are interpolated from the structural mesh to the ﬂow mesh, in order to evaluate the
boundary condition (49) for the new adjoint ﬂow computation. Each 100 steps of the adjoint ﬂow solver, boundary
conditions coming from the coupling are exchanged and updated, as shown in Fig. 6.
4.2. Validation
The validation of both the theory and the implementation of the adjoint formulation for the aeroelastic system has
been achieved by comparison with the ﬁnite difference method as in the rigid case.
As test case for the validation the AMP wing has been chosen. The structure has been modelled with a simpliﬁed
model of 126 nodes, all lying on the wing surface, connected by 422 tria/quad shell and 198 beam elements. Such a
model, unlike its ﬂuid counterpart, is not state of the art, but is sufﬁcient to demonstrate the features of the method. In
order to underline the effect of aeroelasticity, the thickness of the beam elements of the wing has been tuned to reach
a deﬂection of about 10% of the wing span at the wing tip (Fig. 7).
Making use of the ﬁnite difference method, the gradient of the drag with respect to the shape parameters already
deﬁned in Section 2.3 has been calculated, this time including the effect of aeroelastic interaction. This means that
A. Fazzolari et al. / Journal of Computational and Applied Mathematics 203 (2007) 548–560 557
Fig. 5. Plot of residual (log scale) of ﬂow equation during coupled computation (multigrid is used): AMP wing, M∞ = 0.78,  = 2.83◦, 2-block
structured grid of about 140.000 nodes each.
Fig. 6. Plot of residual (log scale) of adjoint ﬂow equation during coupled computation: AMP wing, M∞ = 0.78, = 2.83◦, 2-block structured grid
of about 140.000 nodes each. Each 100 iterations, the boundary conditions of the adjoint ﬂow solver are updated.
after a deformation of the jig shape (undeﬂected shape), an aeroelastic coupling was called and a stationary state was
reached, as shown in Fig. 5. This operation was repeated for every design parameter.
On the other hand, after the solution of the coupled adjoint equations, both the ﬂow and structural adjoint ﬁelds
have been used to reconstruct the gradient according to Eq. (53). The comparison of both methods is shown in Fig. 8,
together with the gradient obtained when neglecting the aeroelastic coupling.
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Fig. 7. Wing structure model.
Fig. 8. Gradient of drag after aeroelastic coupling from ﬁnite difference and adjoint methods. Also the gradient for rigid wing is shown.
5. Optimization test cases
The strategy described above for the computation of the gradient in presence of aeroelasticity has been applied, as
ﬁrst test case, to the drag minimization of the AMP wing at ﬂight conditions M∞ = 0.78 and  = 2.83◦, keeping the
structure model unchanged and the lift constant. In a ﬁrst optimization run, Bernstein polynomials have been chosen
as bumping functions. The bumping functions have been evaluated using the (i, j ) indexing of the nodes of the wing
surface, in order to concentrate the bumping in the median zone of the wing, keeping the planform ﬁxed. This also
avoids the alteration of zones which are known to be “critical”. Later experience has shown that this restriction is not
necessary, and that the gradient is robust enough to also treat leading and trailing edge alterations. The number of
functions was 60 for each side of the wing, centered on a 6 × 10 grid shaped like the wing surface grid, giving a total
of 120 design variables. As optimizer an implementation of the method of feasible directions has been used. After 33
state evaluations and 6 gradient evaluations, the wing showed a decrease of about 6.5% in drag, with a decrease of
0.03% in lift, which corresponds to the amount of constraint violation allowed by the optimization algorithm (Fig. 9).
As second optimization run, the same baseline has been chosen, but an implementation of the free form deformation
method [9] has been used to deform the shape. This approach is based on a rectangular 3D grid of control points
surrounding the shape. The displacement of such points generates a volumetric deformation in the whole domain.
In this case, the grid was 6 × 2 × 5 points along the x, y and z (spanwise) directions. The control points were
allowed to move on the (x, y) plane, giving again a total of 120 design variables. The optimization history is shown
in Fig. 10.
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Fig. 9. Optimization history for drag reduction with constant lift, method of feasible directions and surface bumping.
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Fig. 10. Optimization history for drag reduction with constant lift, method of feasible directions and free form deformation.
After 48 state evaluations and 7 gradient evaluations, the drag has been decreased by about 8.5%, while the lift
remained constant within a bound of 0.03%. The FFD approach has thus been more efﬁcient in reducing the drag for
this transonic proﬁle.
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6. Conclusions and outlook
A method to efﬁciently compute gradients suitable for an optimization process in both rigid and coupled aeroelastic
cases has been presented. From the convergence histories shown in Figs. 5 and 6, one can directly conclude that the
adjoint approach is more efﬁcient if one has more than 10 design variables and much more efﬁcient for a very high
number of design variables, which are necessary for an effective optimization. The optimization test case shown in
Section 5 took about 6 days on a Linux/Intel system with Pentium 4 processor, whereas the same would have required
74 days using the ﬁnite difference method.Work is in progress to complete the implementation of the method (including
all terms in (54)), and to carry out a shape/structure optimization. Despite its relative complexity, this method can be a
powerful tool for performing high ﬁdelity, detailed optimization, not only for developing non-standard designs (highly
elastic wings) but also for all the cases where a multidisciplinary optimization is needed.
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