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Robust topology optimization using a posteriori error
estimator for the finite element method
Pimanov, Vladislav · Oseledets, Ivan
Abstract In our work, we consider the classical density-based approach to the topology
optimization. We propose to modify the discretized cost functional using a posteriori error
estimator for the finite element method. It can be regarded as a new technique to prevent
checkerboards. It also provides higher regularity of solutions and robustness of results.
Keywords topology optimization · heat conduction · finite element method · a posteriori
error estimation · checkerboards.
1 Introduction
In our study, we consider the classical density-based approach to topology optimization
problems which consists in distributing of material inside a fixed domain and assumes the
material is modeled as a piece-wise constant on a fixed finite element mesh function. The
topology optimization problem is reduced to the minimization of the cost functional on
the specified set of admissible designs. Computation of the cost functional for any fixed
design requires a boundary value problem (BVP) to be solved, and we actually deal with its
numerical approximation. When the finite element method (FEM) is used, it can be shown
(Section 3) that for many problems encountered in practice including the model problem
considered in our work, the true value of the cost functional is always greater than its discrete
value, and the error of the functional is straightforwardly determined by the error of the
finite element solution of the underlying BVP. The main difficulty is that discontinuity and
strong heterogeneity of the coefficients, relevant to topology optimization problems, often
lead to a poor approximation of solutions in the standard finite element subspaces of piece-
wise polynomial functions. So, small values of the discrete cost functional often do not lead
to small values of the true cost functional. In particular, checkerboard-like designs [36,7]
clearly demonstrate such a “false minima” problem, since their formation is exactly due to
a poor numerical modeling by lower order finite elements and can not be interpreted as a
kind of optimal porous microstructure [33,7]. We propose a new technique that builds upon
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the ideas of [21]. During the minimization process, we also take into account the FEM error
using a posteriori error estimator. We modify the discrete cost functional by an additional
correction term that penalizes designs with a large FEM error. Specifically, it can be regarded
as a new technique to prevent checkerboards. In a broader sense, it intends to avoid “false
minima” and to provide robust results.
Main contributions of our paper are:
– We show the relation between true and discrete cost functionals through the FEM ap-
proximation error by a new interpretation of classical results of the FEM theory (Section
3)
– In Section 6, we propose the modification of the discrete cost functional, which is based
on a posteriori error estimator presented in Section 5
– For the heat conduction model problem, we demonstrate that the minimization of this
modified cost functional prevents formation of checkerboards and provides robust re-
sults (Section 7).
2 Heat conduction model problem
In our paper, the model problem and results are expounded with respect to the two-dimensional
heat conduction problem. From the mathematical point of view, it is similar to the problem
of the compliance optimization of the variable thickness sheet [29,5], which is very well
studied in the field of structural design. The choice of such a model problem is primarily
justified by its simplicity, even so, it is sufficient to illustrate the basic concepts.
The optimization task is to find optimal distribution of isotropic material inside a given
domain to get the design with the maximal thermal response. The design variable is the
coefficient of thermal conductivity, and the cost functional that we consider is the ther-
mal compliance. Let Ω ⊂ R2 be the polygonal Lipschitz domain with boundary ∂Ω =
Γu∪Γn, Γu ∩Γn = /0, where zero temperature is prescribed along the boundary Γu, and zero
heat flux is prescribed along the boundary Γn. We define the solution space, denoted asH ,
which is a subspace of the usual Sobolev space H1(Ω):
H = {u ∈ H1(Ω) ∣∣ u = 0 on Γu}.
We consider the following set of admissible designs, denoted as Kad , that admits intermedi-
ate values of the coefficients:
Kad(Ω) =
{
k ∈ L∞(Ω) ∣∣ γ ≤ k ≤ 1 a.e. in Ω ; ∫
Ω
k = V
}
,
where V is the volume constraint, and 0 < γ  1 represents the conductivity of an ersatz
material. The cost functional, denoted as Φ(k), is the functional of the temperature distri-
bution u = u(k) ∈H , hence its computation for any fixed design k ∈ Kad requires solving
the underlying boundary value problem (BVP). The Topology Optimization problem looks
as follows: 
Minimize Φ(k),
(k,u) ∈ Kad×H
Subject to:
Φ(k) = `(u(k)),
ak(u,v) = `(v), ∀v ∈H ,
(TO)
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where ak(·, ·) :H ×H → R is a coercive symmetric continuous bi-linear form, associated
with the design k ∈ Kad , and `(·) :H → R is a bounded linear form. In the case of heat
conduction, these forms are given as follows:
ak(u,v) =
∫
Ω
kp∇u ·∇v,
l(v) =
∫
Ω
f v,
(1)
where f ∈ L2(Ω) is a heat source, and p≥ 1 is a penalization factor that penalizes interme-
diate values of the coefficients, following the classical SIMP (Solid Isotropic Material with
Penalization) approach [4,31].
It is a known fact that the (TO) problem generally has no solution when p> 1 [5]. Gen-
eral ideas to deal with non-existence of solution are to reduce the set of admissible designs
by some sort of global or local restrictions on the variation of the coefficients [36]. For ex-
ample, perimeter constrained [3,13] or slope constrained [20] sets of admissible designs can
be considered. In practice, regardless of whether a problem possesses a well-posed contin-
uum formulation, designs are always discretized, and the existence issue does not arise in
the case of finite dimensionality. In the classical approach, the optimization model and the
finite element model are strongly coupled in the sense that the designs are approximated by
the functions which are piece-wise constant on the same FEM mesh that is used for solv-
ing the underlying BVP. There are several fundamental theoretical studies dedicated to this
approach. For example, the convergence results for the variable thickness sheet problem
without penalization are presented in [22], and the convergence study in the case of slope
constrained set of admissible designs is considered in [23].
In our work, we distinguish the model grid, denoted as MH , consisting of ground el-
ements intended for the designs representation, from the computational grid, denoted as
Th, intended for the temperature field approximation. Thus, the index H denotes the char-
acteristic model size, when the index h denotes the actual FEM mesh size. Such notation
is motivated by the desire to be able to refine the FEM mesh for a fixed problem. We de-
note the set of piece-wise constant on MH functions as KH and define the discretized set of
admissible designs:
KHad = Kad ∩KH .
Then the discretized (TO) problem looks as follows:
Minimize Φ(k),
(k,u) ∈ KHad×H
Subject to:
Φ(k) = `(u(k)),
ak(u,v) = `(v), ∀v ∈H .
(TOH )
This (TOH ) problem is the one we actually want to study. The lack of well-posedness of the
(TO) problem leads to the mesh-dependency phenomena [36], when the (TOH ) problem has
qualitatively different solutions for different model grids, so we can not discuss any conver-
gence when H goes to zero. However, for any fixed model grid MH , it can be considered as
a completely independent and rather complicated task.
When we solve the (TOH ) problem in practice, we always deal with a discrete approxi-
mation of the true cost functional:
Φh(k) = `(uh(k)),
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where uh(k)∈Hh is a finite element approximation of the true solution u(k)∈H , andHh⊂
H is a finite element subspace. In our work, we consider customary Lagrange quadrilateral
finite elements with standard conforming piece-wise bi-linear and piece-wise bi-quadratic
approximations:
H lh (Th) =
{
vh ∈C(Ω)
∣∣∣ vh|T ∈ Ql(T ), ∀T ∈ Th}∩H , l = {1,2}. (2)
The finite element discretization of the (TOH ) problem with the discretized solution space
looks as follows: 
Minimize Φh(k),
(k,uh) ∈ KHad×Hh
Subject to:
Φh(k) = `(uh(k)),
ak(uh,vh) = `(vh), ∀vh ∈Hh.
(TOHh )
Such separation of the (TOHh ) and the (TO
H ) problems is primarily motivated by the desire
to clearly designate that, in fact, we are interested in solving the (TOH ) problem but not
the (TOHh ) problem, as it can be misunderstood in the case of a coupled discretization of
the solution and the admissible designs spaces on the same mesh. We show in Section 7.3
that the approximation properties of the standard finite element subspaces (2) are often not
satisfactory to ensure the solution of the (TOHh ) problem to be close to the solution of the
(TOH ) problem. In the following Section we present the corresponding result of our study.
3 Relation with the FEM error
Since the bi-linear form ak(·, ·) is symmetric and coercive, it defines the energy inner prod-
uct (·, ·)a with the corresponding energy norm ‖ · ‖a = ak(·, ·)1/2. We have the following
interpretation of the classical results from the FEM theory (the Corollary of Theorem 1.1 in
[37]) that establishes the relation between the true and the discrete cost functionals:
Theorem 1 For an arbitrary designs k ∈ Kad , let u(k) ∈ H be the true solution of the
underlying BVP and uh(k) ∈Hh be its finite element approximation, then we have:
`(u(k)) = `(uh(k))+‖u(k)−uh(k)‖2a,
or the same in the context of the considered topology optimization problem:
Φ(k) =Φh(k)+‖u(k)−uh(k)‖2a.
The following apparent corollary holds:
Corollary 1 Φ(k)≥Φh(k).
Thus, small values of Φh(k) can be achieved due to a large FEM error. We refer this phe-
nomena as the “false minima” problem. In particular, checkerboards clearly demonstrate the
“false minima” problem since their formation is explained by a poor numerical modeling
and their optimality is artificial.
A natural way to get checkerboard-free designs is to improve approximation proper-
ties of the discrete solution space Hh. For example, using higher order finite elements in
each ground element or more than one finite element per ground element usually helps to
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avoid checkerboards [30,35]. Another approach is to use special-type finite elements. In the
field of topology optimization, non-conforming finite elements providing checkerboard-free
results were studied in [15,16].
Remark 1 Theorem 1 is formulated in the terms of general forms ak(·, ·) and `(·), so it holds
for a wide class of all self-adjoint (i.e. the cost functional is strongly connected with the
right-hand side: Φ(k) = `(u(k))) topology optimization problems, where design variables
are the coefficients of linear elliptic equations. Moreover, it can be generalized to the case of
non-self-adjoint problems. For an arbitrary bounded linear cost functional Φ(·) :H → R,
it holds that Φ(k) = Φh(k)+ (u(k)− uh(k),z(k))a, where z(k) ∈H is the solution of the
corresponding adjoint BVP:
ak(z,v) =Φ(v), ∀v ∈H .
4 FEM convergence results and quasi-monotonicity condition
The aim of this Section is to show how the FEM performs in the case of piece-wise con-
stant coefficients relevant to topology optimization problems. All the results presented in
this Section can be found in details in the exhaustive theoretical study [24]. Generally, the
asymptotic convergence rate of the FEM depends on the global regularity of the true solution
u ∈H and on the approximation properties of the finite element subspaceHh. We discuss
the regularity of solutions using Sobolev spaces of fractional order Hs(Ω), s ∈R as defined
in [1] and denote its seminorm as | · |Hs(Ω).
Regularity results from [17] show that, for an arbitrary design k ∈ KHad , it holds that
u(k) ∈ H1+s(Ω) for a certain s > 0. In the case of a uniform computational grid Th, the
approximation error can be measured in the terms of the grid size h. For the piece-wise
bi-linear finite element solution uh(k) ∈H 1h , we have:
‖u−uh‖2a ≤Ch2s|u|2H1+s(Ω), (3)
where the constant C only depends on shape regularity of Th. The bad news is that the regu-
larity parameter s, which depends on a certain design k ∈ KHad , can be arbitrarily small when
the conductivity of the erzats material γ tends to zero. Furthermore, the worst convergence
rate takes place at 1-node connected hinges (Fig. 1a) which form the checkerboard patterns
(Example 2.2 in [24]).
Satisfactory global regularity can be achieved by imposing quasi-monotonicity [8] con-
dition on the coefficients. We say the design k ∈KHad is quasi-monotonic at the node m∈MH
if and only if it has only one local maximum in a small circle around the node m (identifying
all maxima lying in the same ground element). We say the design k is quasi-monotonic if and
only if it is quasi-monotonic at each node m ∈MH . Quasi-monotonicity condition is quite a
natural restriction in the case of topology optimization problems. For example, for 0-1 de-
signs only 1-node connected hinges violate this condition. Similarly, a non-quasi-monotonic
node for designs k ∈ KHad is presented in Fig 1b. It is important that the quasi-monotonicity
condition guarantees that u(k) ∈H1+1/4(Ω) independently of k (Theorem 2.12, Section 2.5
in [24]).
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(a) (b)
Fig. 1: Examples of non quasi-monotonic nodes a) 1-node connected hinge b) analog of
1-node connected hinge for designs admitting intermediate values, assuming k1 < k2,k3 and
k4 < k2,k3.
5 A posteriori error estimator
A priori error estimate (3) describes the asymptotic error behaviour. However, we are inter-
ested in a technique that would allow us to a posteriori estimate the error for a given finite
element solution uh. In our work, we utilize the estimator considered in [24]. It is nothing
but a generalization of the estimator for 2D Poisson’s equation proposed in [40] to the case
of piece-wise constant coefficients.
Let Eh be the set of all edges from Th and ωE be the union of elements that have an edge
E ∈ Eh in common. We denote by kT the value of the coefficient for the element T ∈ Th
and kE = ∑T⊂ωE kT . For any interior edge E ∈ Eh and T,T ′ ⊂ ωE , we denote by nT and nT ′
the outward normals of E ⊂ ∂T and E ⊂ ∂T ′ respectively. Given the finite element solution
uh(k), the discrete heat flux k∇uh is a discontinuous across edges Eh function. We define the
jump of k∇uh across an interior edge E as follows:
[k∇uh]E = kT
∂uh
∂nT
+ kT ′
∂uh
∂nT ′
,
assuming the normal derivative operator is applied within corresponding elements. In the
case of homogeneous Neumann boundary condition, the jump of the discrete heat flux across
an exterior Neumann edge E ⊂ Γn is defined as follows:
[k∇uh]E =−kT ∂uh∂nE ,
where nE is the outward normal of E.
Finally, we present the a posteriori error estimator, denoted as Eapost(k;uh(k)), which
consists of the sum of local error estimators ηT :
Eapost(k;uh(k)) = ∑
T∈Th
η2T ,
η2T =
h2
kT
‖ f +∇ · k∇uh‖2L2(T )+ ∑
E⊂∂T/Γu
h
kE
‖[k∇uh]E‖2L2(E).
(4)
It should be noted, that the operator∇ ·k∇(·) is also applied within elements, and the term∇ ·
k∇uh vanishes for the piece-wise bi-linear solution uh(k)∈H 1h , whereas Eapost(k;u(k)) = 0
for the true solution u(k) ∈H since the strong residual f +∇ · k∇u vanishes almost every-
where in Ω , and the heat flux k∇u is a continuous function. We also formulate a sufficient
condition leading to the robustness of such estimator (Theorem 3.5 in [24]):
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Theorem 2 If the coefficient k ∈KHad is quasi-monotonic, then the estimator Eapost(k;uh(k))
is robust, that is:
‖u(k)−uh(k)‖2a ≤CEapost(k;uh(k)), (5)
where the constant C only depends on shape regularity of Th.
Thus, in the case of quasi-monotonic coefficients, such a posteriori error estimator can be
regarded as the robustness indicator, in the sense that if Eapost(k;uh(k))→ 0 when h→ 0
then Φh(k)→Φ(k).
6 Modification of the discrete cost functional using a posteriori error estimator
Most of practically used optimization methods for solving topology optimization problems
are based on the sensitivity analysis: following the SIMP approach, they perform continuous
gradient-driven minimization of the discrete cost functional and require only the computa-
tion of its derivatives with respect to the design variables (so-called sensitivities). Different
approaches can be used: the Optimality Criteria methods [5], Sequential Linear Program-
ming (SLP) methods, the Method of Moving Asymptotes (MMA) [38] and other methods
for large-scale non-linear constrained optimization.
If we directly minimize the discrete cost functional and do not specifically care about the
approximation error, then it is quite natural that optimization algorithms at each particular
gradient step give preference to the ”false minima” points (designs).
Consider the modification of the discrete cost functional motivated by Theorems 1, 2:
ΦCh (k) =Φh(k)+CEapost(k;uh(k)), (6)
then, the following apparent corollary holds:
Corollary 2 Let the design k ∈ KHad be quasi-monotonic, and the constant C is chosen such
that (5) holds. Then the modified cost functional ΦCh (k) is the upper bound for the true cost
functional Φ(k).
In order to eliminate the ’false minima’ problem, we propose to minimize this modified
functional ΦCh (k): we do want to minimize Φh(k), but we do not want the FEM error to be
too large. The corresponding modified (TOHh ) problem looks as follows:
Minimize ΦCh (k),
(k,uh) ∈ KHad×Hh
Subject to:
ΦCh (k) = `(uh(k))+CEapost(k;uh(k)),
ak(uh,vh) = `(vh), ∀vh ∈Hh.
(modified TOHh )
Such functional modification can be considered as a more accurate evaluation of the true cost
functional Φ(k) since it does not affect the solution of the (TOH ) problem. It is also worth
noting that the constant C from (5) can be found analytically for a certain grid Th. However,
we do not require the designs to be quasi-monotonic during the optimization procedure. We
consider C as the correction parameter and investigate the dependence on it in Section 7.2.
We highlight our main observations on solving of the (modified TOHh ) problem for the
considered heat conduction model problem and discretization. Although we do not have
theoretical justification of these facts, they are confirmed by our numerical experiments
presented in Section 7.2.
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Fig. 2: Design domain and boundary conditions.
– Checkerboard patterns completely disappear already at the small values of the correction
parameter C ≈ 0.01
– With a certain choices of the parameter C, we have managed to get the designs which
are very close to the designs obtained using more accurate (and more expensive) finite
element approximations
– The most important observation is that solving of the (modified TOHh ) problem with C
being large enough gives designs which are very close to the quasi-monotonic ones. This
fact is quite surprising and requires further study since the smallness of the estimate does
not imply the quasi-monotonicity condition
It should also be noted that the computation of the sensitivity of Eapost(k;uh(k)) requires the
solution of the adjoint BVP:
dEapost(k;uh)
dk
=
∂Eapost(k;uh)
∂k
−λT ∂A
∂k
uh,
Aλ =
∂Eapost(k;uh)
∂uh
,
where A denotes the stiffness matrix for the primal BVP. The complexity in this case nearly
doubles, if iterative solvers are used (the same preconditioner can be reused for the adjoint
problem).
7 Numerical experiments
7.1 Setting up the problem
We explore the model problem that was previously considered in [10]. The reference unit
square design domain Ω with the corresponding boundary conditions is presented in Fig. 2.
The following set of parameters is used:
– The heat source is design-independent and uniform over domain, f ≡ 10−2 in Ω .
– γ = 10−3 represents conductivity of the erzats material.
– The volume constraint is fixed at V = 0.4.
– We use the penalization parameter p = 4, some results for p = 3 are also given for the
comparison purposes.
– We always start the optimization procedure from the uniform distribution of the material.
We implement the task using several open source software packages: we use Firedrake pack-
age [28] for the finite element analysis and IPOPT [41] solver (that implements primal-dual
interior-point method) for the optimization.
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(b) N = 128
Fig. 3: The dependence of the a posteriori error and the discrete cost functional value on the
correction parameter C.
7.2 Dependence on the correction parameter
In this Subsection, we study the dependence of the optimization procedure results on the
error estimator multiplier C (6). We consider the (TOH ) problem with the uniform model
grids MH , H = 1N , N ∈ {64,128}. We solve its (modified TOHh ) discretization using piece-
wise bi-linear approximations on the computational grid that coincides with the model grid
(Hh =H 1h , h = H). The dependence of the a posteriori error and the cost functional on
the correction parameter C is shown in Fig. 3, where each resulting design is also evalu-
ated using fine computational grid Th, h = 1512 for the verification purposes. We examine
the quasi-monotonicity condition using the characteristic function QM(k) presented in the
Appendix A: if QM(k) = 0 for the design k ∈ KHad then k does not contain 1-node connected
hinges and the quasi-monotonicity condition is satisfied. The number of iterations until the
optimization procedure converges and the quasi-monotonicity values are shown in Fig. 4.
Varying the parameter C, a lot of qualitatively different designs were obtained, some of
which are presented in Figs. 5 and 6.
Below we highlight the main observations that are valid for the considered problem
and discretization. Although we do not have theoretical justification of these facts, they are
confirmed by our numerical experiments:
– The error decreases when increasing the correction parameter until C ≈ 1.5
– The decrease in the error naturally leads to the eventual elimination of the checkerboard
patterns when C ' 0.09
– Following Fig. 4, we can observe that the quasi-monotonicity condition is automatically
provided when C ' 0.6 that implies the values obtained using the fine computational
grid are robust. As mentioned above, this fact is quite surprising since whereas it is true
that the quasi-monotonicity condition implies the robustness of the estimate, it should
be emphasized that the smallness of the a posteriori estimate does not imply the quasi-
monotonicity condition
– Another important result is that, with certain choices of the parameter C, we have man-
aged to get the designs which are very close (both visually and by the value of the cost
functional) to the designs obtained using more accurate (and more expensive) approx-
imations. For example, the design in Fig. 5a is very close to the design obtained using
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Fig. 4: The dependence of the number of iterations and the quasi-monotonicity value on the
correction parameter C .
(a) C = 0.013 (b) C = 0.2 (c) C = 0.4
(d) C = 0.8 (e) C = 3.0
Fig. 5: Designs for different correction parameters C, N = 64
once-refined computational grid (Fig. 8b), when the design in Fig. 5b is very close to
the design obtained using bi-quadratic finite element approximation (Fig. 8c)
The correction implies the increase in the regularity parameter s (3) since the designs
become quasi-monotonic. The decrease in the error can be also explained by the straight-
ening of the “streaks” of the designs, since the number of singular nodes (corners) in the
design k directly determines the term |u(k)|2H1+s .
The choice of the optimal correction parameter is not entirely clear since even small
changes in the parameter can lead to the falling into different local minima. However, we are
encouraged by the fact that the values of the parameter at which the checkerboards disappear
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(a) C = 0.0 (b) C = 0.1 (c) C = 0.3
(d) C = 0.4 (e) C = 0.9
Fig. 6: Designs for different correction parameters C, N = 128.
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Fig. 7: The convergence of the cost functional and the a posteriori error. N = 64.
and the quasi-monotonicity condition is provided are very close for the different model sizes.
Based on our experiments, we can conclude that the choice C ≈ 1.0 is appropriate for the
considered model problem.
In Fig. 7 we compare the convergence of the optimization procedure for the fixed pa-
rameters C = 0.0 and C = 1.0. It is clearly seen how the correction helps to suppress the
error in the later case. We also provide the designs for some intermediate iterations of the
optimization process (Fig. 13).
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(a) (b) (c)
(d) (e) (f)
Fig. 8: a) typical checkerboard b) once-refined computational grid c) bi-quadratic finite ele-
ments d) small-radius sensitivity filter e) large-radius sensitivity filter f) proposed functional
modification, C = 1.2
7.3 Demonstration of the “false minima” problem
All presented in Fig. 8 designs are the solutions of the (TOH ) problem with the fixed model
grid MH , N = 64 obtained using different approximations:
– Fig. 8a shows the design where the checkerboard problem is clearly traced. It is obtained
solving the (TOHh ) problem with the standard piece-wise bi-linear approximation on the
computational grid that coincides with the model grid (Hh =H 1h , h = H)
– Figs. 8b and 8c show the designs obtained solving (TOHh ) problem using once-refined
computational grid (Hh =H 1h , 2h = H) and bi-quadratic finite element approximation
(Hh =H 2h , h = H) respectively
– We also consider the designs obtained using the classical sensitivity filter [34,5] that is
widely used to prevent both the checkerboard problem and the mesh-dependency phe-
nomena. In Fig. 8d the filter radius is chosen so that only checkerboards are removed,
and in Fig. 8e the radius is large enough to provide mesh-independency
– Finally, we present the design obtained solving the (modified TOHh ) problem withHh =
H 1h and h = H. The optimal parameter C = 1.2 is chosen by inspecting the dependence
shown in Fig. 3a. The design resembles a lamellar needle structure that correlates with
the work [45] on the non-optimality of tree-like structures for heat conduction problems.
For each resulting design we investigate the behaviour of the discrete cost functional
and the a posteriori error on the family of conformal computational grids {Thi}, hi = 1ni ,
ni ∈ {64,128,256,512}, where the coarsest one coincides with the model grid MH . On each
grid we use piece-wise bi-linear approximationsH 1h . The corresponding refinement results
are shown in Fig. 9: the dependence of the relation Φhi(k)/Φh1(k) on the computational grid
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Fig. 9: Refinement results: a) typical checkerboard b) once-refined computational grid c)
bi-quadratic finite elements d) small-radius sensitivity filter e) large-radius sensitivity filter
f) proposed functional modification, C = 1.2
(a) (b) (c) (d) (e) (f)
Φh1 (k) 4.57e-05 4.46e-05 4.72e-05 5.04e-05 6.24e-05 4.63e-05
Φh4 (k) 5.25e-05 4.80e-05 5.03e-05 5.49e-05 6.45e-05 4.76e-05
Eapost(uh1 (k)) 2.57e-05 1.66e-05 1.65e-05 2.25e-05 1.83e-05 4.79e-06
Eapost(uh4 (k)) 1.21e-05 3.46e-06 2.35e-06 6.04e-06 6.72e-07 3.20e-07
QM(k) 107.06 82.21 50.04 7.13 3e-3 2e-6
Table 1: Refinement results: a) typical checkerboard b) once-refined computational grid c)
bi-quadratic finite elements d) small-radius sensitivity filter e) large-radius sensitivity filter
f) proposed functional modification, C = 1.2
size ni from the left, and the dependence of the a posteriori error Eapost(k;uhi(k)) from the
right. The error and the cost functional values on the finest and the coarsest meshes as well
as the quasi-monotonicity value QM(k) are presented in Table 1.
As it was expected for the checkerboard-like design 8a, we can observe the significant
increase in the cost functional when refining the computational grid. The improved approxi-
mations (8b, 8c) help to avoid checkerboard patterns, however they do not completely solve
the “false minima” problem since even after 8 times refinement, the error is still of the same
order as the functional, and the values Φh4(k) are expected to increase further. Moreover,
we can not sharply estimate their upper bounds since they are not quasi-monotonic and the
a posteriori error estimates are not robust. The design in Fig. 8e is quasi-monotonic so the
error estimate is robust. However, smoothing effect of the filter imposes a very significant
restriction on the original set of admissible designs that entails a much larger value of the
cost functional. Finally, the proposed modification also provides the quasi-monotonicity and
the small error together with the small and robust cost functional value.
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Fig. 10: The dependence of cost functional and a posteriori error on model grid size, C = 1.0
7.4 Model grid refinement study
In this Subsection, we present the model grid refinement study for the fixed correction pa-
rameter C = 1.0. We consider the (TOH ) problems using the family of model grids {MHi},
i ∈ {1, . . . ,8}, Ni = 32 · i. We solve the (modified TOHh ) problems using piece-wise bilinear
approximationsHhi =H
1
hi , hi = Hi. The dependence of the cost functional and the a poste-
riori error on the model grid size is shown in Fig. 10. Some resulting designs are presented
in Fig. 12. The results are mesh-dependent. All obtained designs are quasi-monotonic. As it
was expected, when refining the model grid, we can observe the decrease in the cost func-
tional, although it is stabilized at the value 3.75×10−5, and the results do not improve when
Ni > 160.
7.5 Comparison of results
In this Subsection, we show some designs for the penalization parameter p = 3 (Fig. 11).
The discrete cost functional value and the a posteriori error estimate computed on the fine
computational grid (n = 512) using piece-wise bi-linear approximationsHh =H 1h can be
found in Table 2. The designs are quasi-monotonic hence the presented values are robust.
It should be noted that, even although the continuation approach [5] was not adopted in our
study, we were able to get better value of the cost functional than it was reported in [10]
where the design with the value 3.82×10−5 for N = 128 was given.
8 Discussion and related works
Despite the simplicity of the considered heat conduction model problem, the idea can be
extended to the other objectives as well as other elliptic problems. The proposed functional
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(a) C = 1.1,N = 64 (b) C = 0.8,N = 128
Fig. 11: The best obtained designs for the penalization parameter p = 3.
Fig. 11a Fig. 11b
Φh(k) 3.94e-05 3.62e-05
Eapost(uh(k)) 3.29e-07 4.08e-07
Table 2: Penalization parameter p= 3. Robust cost functional and a posteriori error estimate
computed on the fine mesh for the designs presented in Fig. 11.
modification can be incorporated with any approach whenever the standard piece-wise poly-
nomial finite element approximations are used. It is quite interesting whether this idea can
give any significant advantages in solving of more complicated three-dimensional problems.
It should be also clarified, that although the a posteriori error estimator Eapost(k;uh(k)) (4)
contains a non-differentiable jump operator, it is actually smoothed due to the squaring. The
level set method [39,32,42,2] should also be mentioned, since most of the level set based
approaches also operate with erzats materials and fixed domains and can be considered as
a modification of the classical density-based approach [35]. A higher accuracy in the case
of discontinuous coefficients also can be achieved by improving the approximation proper-
ties of the standard piecewise polynomial finite element spaces by enriching it with special
functions that better approximate a priori known local singularities of the solutions. For ex-
ample, the extended finite element method (X-FEM) along with the level set approach was
considered in [43], whereby considerably more accurate results around the interfaces were
achieved. The advantages of the X-FEM were also demonstrated in [12] together with a new
Moving Morphable Components (MMC) based framework [11,46]. The implementation of
the ESO (Evolutionary Structural Optimization) method [44,14,19] for steady heat conduc-
tion was presented in [18], another related work with a similar model problem is [9], where
the BESO (Bi-directional ESO) method [26,27] was used. Also, the implementations of the
level-set method for the heat conduction problems were considered in [47,6].
A Quasi-monotonicity characteristic function
A simple scheme providing the quasi-monotonicity condition to prevent checkerboards and 1-node connected
hinges was considered in [25], where the characteristic function that detects non-quasi-monotonic designs was
presented. In the case of square design domain Ω , assuming the model grid MH consists of N×N ground
elements, this characteristic function looks as follows:
QM(k) =
N−1
∑
j=1
N−1
∑
i=1
qm(ki, j,ki+1, j,ki, j+1,ki+1, j+1),
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(a) N = 32 (b) N = 64
(c) N = 96 (d) N = 128
Fig. 12: Model grid refinement results, C = 1.0.
(a) 15 iteration (b) 22 iteration (c) 28 iteration
(d) 47 iteration (e) 80 iteration
Fig. 13: Intermediate designs, C = 1.0, N = 64.
where ki, j denotes the value of the coefficient in the corresponding ground element Mi, j ∈ MH , and local
function qm is a function of four ground elements surrounding a node in the interior of the design:
qm(a,b,c,d) = m(a,b,c) ·m(a,c,d) ·m(b,a,c) ·m(b,d,c),
m(a,b,c) = |b−a|+ |c−b|− |c−a|.
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