An online method for rapidly learning the inverse kinematics of a redundant robotic arm is presented addressing the special requirements of active vision for visual inspection tasks. The system is initialized with a model covering a small area around the starting position, which is then incrementally extended by exploration. The number of motions during this process is minimized by only exploring configurations required for successful completion of the task at hand. The explored area is automatically extended online and on demand.
Introduction
A popular approach to active vision is to mount cameras at the end effector of a robotic arm. In such systems, the desired camera pose is expressed as position and orientation in a Cartesian coordinate system. Finding joint configurations resulting in a requested pose of the end effector (camera) is known as inverse kinematics.
Several methods for inverse kinematics, based on physical modeling [16] or learning [5] , have been proposed in the literature, but these ignore the special requirements of active vision applications. In active vision, the system requests images from certain camera poses and the requested poses have a tendency to reoccur close to previously visited poses. One example of such an application is active visual inspection, Fig. 1 , where the system usually views the inspected objects from roughly the same positions, but occasionally may need additional views to successfully inspect a particular object. Monitoring plants is a good example requiring explorative learning, since plants might leave the assumed shape or size range, thus forcing the robot to move outside the expected area.
Using learning approaches for robot control has advantages such as the ability to adapt to changes in the robot which could be induced by e.g. wear or maintenance. General learning controllers for robotic arms aim to build an accurate model of the arm either in the whole reachable space [2] , or along the trajectories where the arm is supposed to move [13] . Such controllers, directly applied in an active vision context, thus waste many iterations of arm movements to learn precise models of the robotic arm in areas where high accuracy is not needed.
In active vision applications, the images acquired by the camera can be used to iteratively approach a desired pose by reducing the pose error in a closed visual servoing loop. Obviously emphasis is on accurately reaching the desired pose with as few iterations of moving the robotic arm as possible.
The main contribution of this paper is the combination of a machine learning method, such as LWPR [18] , with a numerical optimization method, such as LM [8] . Machine learning provides a possibility to directly return to previously visited areas while optimization enables efficient explorative learning and automatic training data generation. Initial solutions for the optimization is provided by the learning algorithm. We demonstrate the benefits of such a combination by proposing a method for achieving high control accuracy to relevant poses with few iterations. A direct combination of the two methods already performs well but as each of the two algorithms internally generates information that would be useful for the other, performance is expected to improve in a tight integration of both methods. In this paper, these two approaches are compared. The paper is structured as follows: Section 2 provides an overview over existing methods, Section 3 explains our proposed approach, Section 4 describes the evaluation method with the results reported in Section 5, and Section 6 concludes the paper.
Previous Work
To the best of our knowledge, there has not been any proposed solutions to the inverse kinematics learning for active vision problem in the literature. Proposed solutions to related inverse kinematics problems are presented in this section. The deterministic way of solving inverse kinematic problems uses handcrafted geometric models of the robots. The accuracy depends on the complexity of the model and any changes of the robot behavior due to wear are disregarded.
Control models based on learning systems have the possibility to adapt to individual differences between robots of the same manufacturer and type as well as being able to learn different robot setups. By retraining the system, also changes in the robot can be handled. Different variations of neural networks have been popular approaches to this problem [11] . The results have been improved by using modular neural networks [9, 10] , where several different neural networks are trained and the output from the locally most suitable network is used.
The neural network approaches mostly use offline training and require training points in the order of millions. Depending on the physical layout of the robotic arm, the mapping can be decomposed into one mapping from orientation of the end effector to a subset of the joints and another mapping from position to the remaining joints [1] . Changes in the robot still require offline retraining.
Online Learning
With online learning methods, the robot model can adapt to changes while the robot is in use. This has shown to be useful, especially in cases where the robotic arm tends to change properties within short time frames such as in [6] .
Online learning requires the system to be able to measure the resulting pose when a given configuration has been commanded. In vision applications the pose may be deduced from the captured images. This is fundamental in visual servoing and in combination with online kinematics learning this enables continuous improvement of the kinematics model. If a (possibly low accuracy) geometric model is available, it may be used to initialize the learnt model as proposed in [4] .
Pure learning methods encounter problems when not previously visited poses are requested. Motor babbling is a popular approach where random motions around the current configuration are carried out. In some cases this would provide information on how to proceed towards the desired pose, but as described in [14] , falling down might not tell us much about the forces needed in walking. That is, motor babbling may generate training data that does not affect the predictions of the learnt model.
Active Learning
Active learning generally means that the learning algorithm can affect the generation or selection of training data. The term is not clearly defined but [15] provides a survey. In our case, the system has the possibility to actively control the robot. This can be used to generate training data that maximizes information gain given the current state of the model. Furthermore, these strategies can be combined with motor babbling as in [12] or [2] where goals are used to direct the babbling and exploration of the available motion space. To some extent, this addresses the problem of generating useful training data present in pure motor babbling methods. Goals are automatically generated to explore the whole space. [3] presents a more general and theoretical framework for this type of active learning, on a statistical foundation.
When the space of possible movements is large, exploring the whole space can be very time consuming and depending on the application, only a small subset of these movements may be used. The Shifting Setpoint Algorithm [13] is a method where models are built along tubes in the motion space between desired points. As the name suggests, a setpoint is shifted towards the desired point and motor babbling is carried out around it. When the model is good enough locally (as determined by the algorithm), the setpoint is shifted again. This solves a similar problem but robot movement iterations and time are unnecessarily spent generating accurate models in between desired poses.
Numerical Optimization Methods
Viewing the inverse kinematics problem as minimizing a distance between the current and desired poses enables the use of algorithms from the large field of optimization [17] .
Numerical optimization methods geared towards reaching a minimum using as few iterations as possible will avoid unnecessary movements of the robot.
If the kinematics of the robotic arm is not known, a numerical method has to be used. This implies iterative or grid based methods, where the former is expected to require fewer movements of the arm. One popular numerical algorithm is the Levenberg-Marquardt method [8] . For fast convergence, the algorithm requires a good initial solution and the derivative of the distance function at the iteration points. One possibility is to use the current pose of the robot as initial solution and estimating the derivatives using finite differences. As will be shown, there are better ways of choosing the initial solution as well as obtaining derivatives.
In Gauss-Newton optimization, the update q ∆ in each step is obtained by solving a linearized problem
where J is the Jacobian at the current point and e is the current residual vector. In LM, the joint space update q ∆ in each step is obtained by solving
where J is the Jacobian at the current configuration q, x(q) is the pose of the current configuration and x d is the desired pose. The method is a weighted (by λ) combination of Gauss-Newton and weighted gradient descent.
Forward and Inverse Kinematics
For a serial robotic arm such as in Fig. 1 , the forward kinematics is injective and a rigid body model can be deduced from the physical layout of the arm. Most methods, learning or geometric, model the forward kinematics and use some algorithm to solve the inverse kinematic problem.
For these serial manipulators, the mapping from pose space to joint space, the inverse kinematics, is not injective as different joint configurations may result in the same pose of the end effector. As stated in [5] , it is not possible to learn the full inverse mapping using methods which generate averages of different configurations resulting in the same pose. However, if the learning system is only exposed to one solution, this issue do not arise.
Locally Weighted Projection Regression
Locally Weighted Projection Regression [18] , LWPR, has successfully been applied to learning both forward kinematics [13] , and direct inverse kinematics with spatial localization [5] . The general idea is to use the output from several local linear models weighted together to form the output.
The output y dk for each local model k for dimension d consists of r k linear regressors
along different directions u dki in the input space. Each projection direction and corresponding regression parameter β dki and bias β 0 dk are adjusted online to fit the training examples. Variations in the input explained by each regression i is removed from the input x generating the input to the next regressor x dk(i+1) .
The total predictionŷ d in one output dimension d
depends on the distance from the center c dk of each of the local models. Normally a Gaussian kernel is used, generating the weights
where the metric D dk is updated while the model centers c dk remain constant. An advantage of LWPR which will be used later, is the possibility to derive analytic Jacobians of the learnt model [7] .
Proposed Method
By combining an online learning approach with a numerical optimization method, the desired pose is reached quicker on average. The current learnt model can be used to provide an initial solution as well as estimated Jacobians as required by numerical optimization methods. In return, the iterations of the numerical method serves as excellent training data along the lines of active learning.
In this paper, a combination of LWPR and LevenbergMarquardt, LM, is evaluated. The proposed integration of both methods is compared with a naïve combination of the two algorithms. In the baseline implementation, only outputs from the two algorithms are used. For the integrated method, internal data is shared.
Initial Solution
In the LWPR algorithm, a weight threshold w cut is used to determine which local models should be used in (4). This can also be used to determine where reasonable predictions can be expected. Given the weight of each local model (5), using the notation of (5), reasonable predictions can be expected within the set
as at least one local model k in each output dimension d should provide a useful prediction. Given a desired pose x d it is thus possible to find an initial pose x t ∈ X p such that no other pose x ∈ X p is closer to the desired pose. An approximation of the optimal initial pose x t still within X p can easily be found by starting in the desired pose x d and using gradient ascent on
to improve the dimension with the worst response of the best fitting model. The ascent is continued until the value of the expression reaches w cut where the learnt inverse kinematics model is expected to be accurate enough. The model can then be used to move the arm directly close to this pose. As the initial pose may be on the border of X p (the set of poses where inverse kinematic predictions can be made) the accuracy of the inverse kinematics model can not be expected to be perfect. If the robotic arm has previously moved close to the desired pose, the initial pose will be very close to the desired pose. In areas where the inverse kinematics model is accurate, the desired pose will be reached directly.
Pose Optimization
The desired pose can be reached by directly minimizing the pose error e(x d − x(q)) with current pose x(q)) and desired pose x d using LM, (2) . Visited poses are available as training data for LWPR. As the robot kinematics is not known, the Jacobian has to be estimated or otherwise obtained. Using LM blindly, it is estimated using finite differences, but in the proposed integrated method, it is obtained from the LWPR model without moving the robot.
Using the regularization parameter λ of LM, the step length can be limited as done in trust region methods. This is useful to prevent the robotic arm from maneuvering outside safe areas. As a side effect, if the desired pose cannot be reached, the optimization will result in a pose that is as close to the desired pose as the robot can get, where close is defined by the used pose distance measure.
Evaluation
As common in literature [4, 10, 7, 17] , the presented methods are evaluated on a simulated, planar robotic arm. The arm has three joints and the desired pose is the two dimensional position of the tip of the last link. The evaluated method controls the arm by specifying the three joint angles and the simulation return the position of the final link with added Gaussian noise.
The direct difference between the current position and the desired position is used in the quadratic error function of the Levenberg-Marquardt algorithm implemented as lsqnonlin in Matlab. For LWPR, the implementation by Klanke, Vijayakumar and Schaal is used [18] . An initial training set with 15 points distributed in a small area of the possible movement area of the robot is generated. Evaluation points are generated in four clusters with 50 points in each cluster. The training and evaluation points are shown in Fig. 2b . For evaluation, each LWPR model is trained using the training points. Each method is then used to move to the first evaluation point in the first cluster and the number of iterations required to reach the point is counted. This is repeated for the first point in the second cluster and so on until all evaluation points are reached.
When the first evaluation point in a cluster far from the training data is to be reached, the system is expected to require some iterations to move from the closest previously visited area to the desired position. When the arm is supposed to return to the second point within the same cluster, the number of iterations required is expected to be lower. After visiting a few points within the cluster, the system is expected to be able to move directly to the desired pose.
This behavior is expected both for systems using numerically estimated Jacobians and for systems using Jacobians from the learnt model. For the Jacobians from the learnt model, the accuracy is expected to be low during the first runs but increasing as more points are visited within each cluster. For the numerically estimated Jacobians, the arm has to be moved for Jacobian estimation. Thus, if the system does not move the arm to the correct position in the first iteration, at least four additional movements of the arm are required. Three of which are required to estimate the Jacobian.
In contrast to the learning approaches, using a numerical optimization method alone, always starting at the current arm pose, the number of iterations required to reach each point could be expected to stay constant as no information regarding the behavior of the robot is kept.
Results
The evaluation results are shown in Fig. 4 . The graphs show the number of iterations required to reach each test point for the naïve combination and the proposed integrated method respectively. We expect real measurements to be noisy so independent zero mean Gaussian noise with stan- dard deviation 0.03 was added to the position estimates. This corresponds to 0.2% of the diameter of the space reachable by the robot. The shown results are the average of ten runs. As expected, the number of iterations required to reach a point decays with increasing number of visited points in the same cluster.
If the Jacobians from the learnt model were perfect, the method using these should require about one fourth of the iterations required by the naïve method. Using Jacobians from the learnt model requires significantly fewer iterations than using numerically estimated Jacobians, but the theoretically possible reduction is not achieved. This is due to errors in the learnt model and to the implementation of the numerical solver not needing to estimate the Jacobian at every step.
Additionally, to assess the effect of the noise, simulations were run with reduced and increased amount of noise. Reducing the standard deviation to one sixth of the original noise, the results in Fig. 5 are obtained. In Fig. 6 the standard deviation of the noise is doubled.
In the case of reduced noise, both methods perform bet-ter. The integrated method is better than using numerically estimated Jacobians. Increasing the noise, the numerical method performs significantly worse. Here, the averaging introduced by the learning method is a great advantage. In Fig. 3 evaluation results for the last 100 points in each session are presented more compactly. For each noise level, t-tests on this data indicate sigificant improvements (p H0 < 0.01) where H 0 : Equal mean error for naïve and integrated methods. One example of reaching a desired pose is shown in Fig. 2a .
Conclusions
We have presented a method for active inverse kinematics learning, geared towards active vision and visual inspection. While earlier methods have aimed for models with high precision in large parts of the reachable area of the robot, visual inspection only requires high precision on isolated small islands.
Since methods previously described in literature are not aimed towards the active visual inspection scenario, these methods would need modifications for a fair comparison. Numbers and results reported in the literature indicate that learning the whole pose space requires tens or hundreds of thousands of iterations. Methods limited to paths in pose space require tens of iterations around each of several points along these paths [13] . As we have shown, the proposed method can step through large distances in pose space in just a few iterations and concentrate the learning where a precise model is needed.
By close integration of state of the art methods, in particular by sharing the Jacobian, the average number of iterations required to reach a given pose is reduced significantly compared to blindly combining the same methods. We have shown this in a series of synthetic experiments, as usual in the literature on learning kinematics, but we have also used our learning method successfully on a real robotic arm.
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