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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1

Introduction
Due to the destructive potential to life and property that tornadoes pose, there

is little surprise that they remain one of the most studied atmospheric phenomenon.
Despite this there are still substantial deficiencies in the tornado warning process,
such as a propensity for false alarms and potential for unwarned tornadoes, that may
hamper the e↵orts of meteorologists to warn the public of the dangers that tornadoes present. While numerous technological advances such as the implementation of
the NEXRAD nationwide Doppler radar network, and more recently the advent of
polarimetric weather radar, have assisted in determining the tornadic threat that a
given storm may pose, they are still limited by factors such as beam spreading and
the increase in height of the radar beam with respect to range. Combining these
limitations with the notion that in most cases, radar is not able to directly sample rotation within a tornado given the spatial scale at which it occurs being finer than the
resolution o↵ered by radar, implies that there are technical limitations that inhibit
tornado detection using radar alone.

1

Given the challenges that are inherent in using radar alone as a means of
tornado detection, alternative sources of information are often vital in ensuring that
adequate warnings for the public are issued. One alternative source of information
that may shed additional insight as to whether or not a storm will produce a tornado
is through the detection of infrasound. Prior studies have suggested that infrasound,
or the range of acoustic frequencies below 20 Hz, may be correlated with the tornadic
potential of storms or emitted by tornadic vortices. However, these studies largely
su↵er from being subjected to both a lack of fundamental understanding of the processes that produce tornadoes, as well as technological limitations given the era in
which they occurred. As a result, the lack of understanding of the role and sources of
infrasound within convection ultimately precluded widespread study into the sources
of infrasound in convection and the role it may play in the tornado detection process.
In order to gauge the utility of infrasound, and in particular the utilization of
arrays of infrasound detecting arrays, a comprehensive analysis will be undertaken
in hopes to refine and evaluate prior hypotheses regarding the relationship between
infrasound and tornadoes. This analysis will focus on clarifying the relationship of
infrasound to tornadoes, as well as attempt to elucidate other processes that may
generate infrasound, which will ultimately dictate the efficacy and utility of infrasound detection arrays. Furthermore, issues regarding the use of acoustic waves as a
remote sensing medium, in addition to atmospheric propagation e↵ects, will briefly
be evaluated in the context of the implications these limitations may have on using
infrasound as a means of tornado detection.

2

1.2

Background
Infrasound consists of the range of acoustic frequencies below 20 Hz, which

is inaudible to human hearing. Typical sources of infrasound include a plethora
of natural and man-made hazards, including nuclear explosions, volcanoes, severe
weather, lightning, avalanches, earthquakes, and meteors (Bedard and Georges 2000).
Compared to higher frequency acoustic waves, infrasound has the unique ability to
travel long ranges through the atmosphere with minimal attenuation (Figure 1.1).
As a result of the usually hazardous sources of infrasound, and its ability to travel
long distances and remain detectable, the bulk of research regarding on infrasound
has focused on its usage in passive long-range remote sensing. With large scale
infrasound monitoring arrays becoming more commonplace globally, partially as a
result of the signing of the Comprehensive Nuclear-Test-Ban Treaty (CTBT) and
subsequent implementation of the International Monitoring System (IMS) (Christie
and Campus 2010), there has been renewed interest in the study of infrasonics and
long-range acoustic propagation. Recent studies have shown that apart from defense
uses, infrasound can also be utilized as a means through which upper-air wind patterns
can be determined (Le Pichon et al. 2005), hurricanes tracked through the generation
of microbaroms (Waxler and Gilbert 2006), and potentially as a means of tornado
detection (Bedard 2005).
Perhaps the first published association of infrasound to thunderstorms, Bowman and Bedard (1971), hereafter BB71, supplied the hypothesis that thunderstorms
could be a potential source of low frequency acoustic energy as detected by micro-
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Figure 1.1: Atmospheric absorption in dB/100m in a 20 C atmosphere for a range
of acoustic frequencies/pressures and relative humidity values. Adapted from Bass
et al. (1990).

barographs located in Washington DC. The study, which analyzed ten years worth
of microbarograph array data capable of detecting the minute pressure fluctuations
associated with infrasound, applied signal processing techniques such that a directional estimate of the source of infrasound could be determined. This acoustic data
was then compared to available radar data, through which bearing estimates from
the source of infrasound were found to be temporally and spatially correlated with
severe thunderstorms. Ultimately, it was concluded that certain severe thunderstorms
were determined to be emitters of infrasound, and that arrays of infrasound detection
elements may have utilization as a means of thunderstorm tracking and monitoring.
At the time of the BB71, though the technology for pulsed Doppler radar existed, its
implementation was still in the early phases and its usage in meteorology was still
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experimental (Whiton et al. 1998). Weather radar at the time largely consisted of Sand C-band radar systems capable of depicting only back-scattered electromagnetic
energy from hydrometeors. These systems were limited in use to detect convective
storms at long ranges due to a relatively wide (1.6 degree for C-band, 2.0 degree for Sband) 3 dB beamwidths, with further limitations in place for the C-band radars given
the tendency for radar at this frequency range to experience substantial attenuation
in heavy precipitation. As a result, the findings that indicated the potential ability
for an infrasound sensor array to monitor and track severe convection at substantial
ranges was a catalyst for additional research into the theory.
Given the results put forth by prior studies, Georges (1973) examined the
feasibility of infrasound sensors to track severe convection, by first examining and
compounding the results from numerous prior studies. Compiling the results of these
prior studies and performing an analysis of them as a whole yielded adequate evidence for further research into the topic, but also indicated a lack of knowledge
regarding what processes were responsible for the observed infrasound from thunderstorms. Up to this point studies had proclaimed numerous potential sources and
processes that could plausibly induce an observable infrasound signal, with the most
prevalent cited sources being vortex-induced infrasound (Abdullah 1966) and that
from electro-mechanical relaxation inside thunderstorms resultant from lightning discharges (Dessler 1973). It should be noted that lightning generated infrasound that
is being discussed here is separate from that generated from thunder, which occurs as
a result of a rapid expansion of superheated air resultant from dielectric breakdown
along a lightning channel followed by a rapid contraction as the air cools (Rakov and
5

Uman 2003). Given the considerable spread in ideas regarding the cause of thunderstorm infrasound, Georges et al. (1976) conducted experiments examining a number
of proposed generation mechanisms and finally concluded that the most likely source
that agreed with prior observations was that generated from vortices within thunderstorms. This notion of a relationship between storm-scale vortices and thunderstorm
emitted infrasound was reinforced by Georges and Greene (1975), hereafter referenced
as GG75, in which infrasound signals were observed prior to reported tornadoes in
around 65% of cases analyzed from a year-long study taking place during 1973 in the
Great Plains.
Despite the somewhat promising results put forth in GG75, research into the
relationships between infrasound and severe convection began to stagnate. Concurrently, Doppler radars became more commonplace in meteorology and advancement
into the field of radar meteorology proceeded significantly. With Doppler radar, features previously not identifiable by the previous radar network due to attenuation and
lack of Doppler velocity information were now able to be observed, leading to a rapid
increase in the understanding of severe convective storms and the mechanisms are
responsible for tornado formation. Radar features such as velocity couplets depicting
a thunderstorm mesocyclone were now able to be more distinctly related to the potential for tornado formation, leading to an increase in the ability for an operational
meteorologist to identify thunderstorms capable of producing tornadoes (Brown et al.
1978). The benefits that a nationwide network of Doppler radars could have in both
the operational and research branches of meteorology were subsequently investigated,
leading to the creation and roll-out of the Next-Generation Radar (NEXRAD) nation6

wide network of S-band Doppler Weather Surveillance Radar-88 Doppler (WSR-88D)
weather radars (Sta↵ 1979).
While Doppler radar and the advent of NEXRAD did have a substantial impact on the means through which tornadoes and tornado producing storms could
be monitored, tracked ,and warned for, the mechanisms responsible for tornadogenesis were still somewhat ambiguous. Further research into tornadogenesis determined
that while tornadoes, in particular those produced by supercell storms, are inherently related to the storm-scale mesocyclone (Lemon and Doswell 1979), they usually
occur at levels either below the height of the radar beam or on scales smaller than
that directly resolvable by the weather radar (Burgess et al. 2013). As a result, even
though Doppler radar greatly assisted in the diagnosis of potentially tornadic storms
through the identification of features such as the mid- and low-level mesocyclone, the
fact that not every storm that has these features produces a tornado implies considerable uncertainty as to whether or not a thunderstorm was producing a tornado when
solely using radar data. In reality, only around a quarter of supercell thunderstorms
that feature a mesocyclone go on to produce tornadoes (Trapp et al. 2005). From an
operational perspective, this inability to use Doppler radar as a binary indicator of
tornado occurrence may provide impediments to the tornado warning process, and
conveys the need for additional data to provide more accurate tornado warning decisions. Given the results put forth in GG75 and the desire for additional information
to be utilized in tandem with radar observations, interest in the relationship between
storm-generated infrasound and tornadoes was renewed, leading to motivation for ad-

7

ditional research to investigate the potential link between storm-generated infrasound
and tornadoes.
With a more refined understanding and the adequate means through which
storm-scale rotation could be compared to infrasound data, the hypotheses placed
forth by prior studies between infrasound and tornadogenesis could now be approached with more rigor than what was previously possible. Bedard (2005) compared
infrasound signatures with radial velocity data, and discovered a distinct temporal
o↵set between low-level rotation and the detection of infrasonic signals such that the
signal was present before the confirmed tornado formed, albeit after a low-level circulation was present. Furthermore, the study also determined that the infrasound
signals observed were only present with a tornado producing storm and not present
in two other hail producing storm in the same vicinity, and that signals within a range
of infrasound from 0.5-5 Hz were deemed to be most likely associated with tornadoes
and tornadic processes. Additional studies (Frazier et al. 2014; Rinehart et al. 2012)
have seemingly reinforced the notion that a portion of the infrasound spectrum can
be used for direct detection of tornadoes, however both of these studies come with
the caveat that the tornadoes examined were large, violent (>EF3), and long-tracked
tornadoes.
Although the relationships relating infrasound to severe convective storms presented thus far have seemingly displayed a significant link between infrasound and
tornadoes, there are still considerable questions regarding its utility as a means of direct tornado detection. Placing the results from prior studies in the context of what
we now know about tornadoes and their formation presents an important question
8

that must be answered before infrasound monitoring can be utilized for determination
of tornado occurrence. If in fact infrasound signals are observed as early as an hour
before tornadogenesis as claimed by the many of the previously mentioned studies,
the possibility that the infrasound signal itself is more related to the mid-level mesocyclone, which usually precedes tornadogenesis by a similar time frame (Markowski
and Richardson 2009) or even thunderstorm updrafts which precede and maintain the
mesocyclone (Doswell and Burgess 1993), must be examined more thoroughly. Exploration of these theories has largely been limited by a lack of a comprehensive dataset
containing a wide range of tornadoes, including those from di↵ering convective modes
(supercells, quasi-linear convective systems, etc.), strengths, and formation mechanisms, all of which may have a potential impact on both the strength of the signal as
well as the amount of lead-time an infrasound signal can provide.
Along similar lines, older hypotheses relating infrasound to various storm-scale
processes were inherently limited by the technologies available at the time. As a result, contributions from these processes to storm-generated infrasound may have been
either under-represented, or not have been fully realized given more datasets available
for analysis. For example, GG76 largely discredited the means through which lightning and electrostatic discharge produce infrasound, even though recent studies utilizing more efficient and e↵ective lightning detection devices such as lightning mapping
arrays, have been able to associate sources of infrasound with lightning discharges
even at substantial distances (Farges and Blanc 2010; Arechiga et al. 2014; Lamb
et al. 2018), subsequently refuting the notion that the infrasound pulses associated
with lightning is largely oriented in the vertical direction. Substantial improvements
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in numerical models have also enabled the exploration of additional hypotheses relating infrasound to convection. One such modeling study performed by Schecter
(2011), found that in simulations that although vortices do emit infrasound, the intensity pales in comparison to infrasound generated from the water phase transitions
within convection. It is also possible that the generation mechanisms in for infrasound in convection may be inextricably linked such that they are difficult to identify
directly, a theory that must also be explored.
As a whole, the science linking severe convection, in particular tornadoes, to
infrasonic emissions is still largely debated. The cause for debate lies partially in the
difficulty in diagnosing and quantifying many of the proposed sources of infrasound,
but also as a result of a lack of comprehensive datasets available for analysis. Thus in
order to clarify and possibly expand upon the hypotheses placed forth in prior studies,
a long-term comprehensive dataset including a variety of observations ranging from
tornadic to non-tornadic storms, and including a variety of instruments capable of
obtaining metrics of the aforementioned sources of infrasound is required.
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CHAPTER 2

DATA AND METHODOLOGY

2.1

Domain of Study and Case Selection
In order to study the proposed relationships between tornadoes and tornadic

storms to infrasound emissions, The University of Alabama in Huntsville - Severe
Weather Institute Radar and Lightning Laboratories (UAH-SWIRLL) in collaboration with General Atomics - Electromagnetics Systems (GA-EMS) deployed arrays of
sensors capable of detecting infrasound alongside those deployed by researchers from
the National Center for Physical Acoustics at the University of Mississippi (NCPA).
This array network, consisting of both static and mobile infrasound arrays, was located across northern Alabama concurrent with years 2 and 3 of the VORTEX-SE field
campaign, which took place from March through May in 2017 and 2018. The impetus
for the placement of the infrasound arrays within this region was a combination of
both the relative frequency of tornadoes in the Southeastern United States (Coleman
and Dixon 2014), and the presence of a pre-existing dense meteorological observing
network. The Doppler radar network consists of the C-Band Advanced Radar for
Meteorological Research and Observations (ARMOR), the Mobile Alabama X-Band
Polarimetric radar (MAX), and two NEXRAD WSR-88D radars (KHTX, KGWX),
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the presence of which allows for ample low-level coverage across most of North Alabama. In addition to a dense radar network, numerous ground-based remote sensing
platforms including the Mobile Integrated Profiling System (MIPS), Rapidly Deployable Atmospheric Profiling System (RaDAPS), Mobile Doppler Lidar and Sounding
system (MoDLS) were also present. This network was further enhanced during intensive operation periods throughout the VORTEX-SE Field Campaign, during which
time supplementary observing platforms were deployed to North Alabama. These
platforms included the NOAA P-3, National Severe Storms Laboratory Collaborative
Lower Atmospheric Profiling System (NSSL-CLAMPS), C-Band Shared Mobile Atmospheric Research and Teaching Radar (SMART-R), and numerous weather balloon
soundings.
As a result of a relatively inactive Spring within the domain during the second
year of the VORTEX-SE field campaign in Spring of 2017, this study will focus on Intensive Operations Period 3.5B (IOP3.5B) which occurred on April 22, 2017. During
this event a total of four brief tornadoes formed across north Alabama, alongside numerous damaging wind and hail reports throughout the afternoon hours (Figure 2.1)
(NCEI 2017). Although IOP3.5B went on to become one of the most extensive
datasets collected during VORTEX-SE year 2, lack of forecast confidence in the days
prior prevented a full scale deployment of VORTEX-SE resources and prevented large
domain operations. As a result, more limited operations were performed using UAHSWIRLL assets and collection platforms were limited to the MAX located in Sylvania,
AL, RaDAPS approximately 7 miles northwest of Hollywood, AL, MIPS operational
at the UAH-SWIRLL location, MoDLS located at Northeast Alabama Community
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College in Rainesville, AL, with RaDAPS and MoDLS accompanied by sounding
teams (Figure 2.1s,Table 2.1).

Figure 2.1: Overview of events and instrument locations for 22 April 2017 (IOP
3.5B) severe weather event. Blue dots indicate severe wind reports (> 65 kt), green
dots indicate large hail reports ( 2 inch), and red triangles indicate confirmed tornado reports. The infrasound arrays are denoted by a yellow diamond, WSR-88D
radars by a black star, and MoDLS, MAX, and RaDAPS by coral, cyan, and purple hexagons respectively. MoDLS and RaDAPS locations were supplemented with
radiosonde launches.
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Platform
MAX

Location
Sylvania, AL

MoDLS

Rainesville, AL

RaDAPS

Hollywood, AL

MIPS

Huntsville, AL

Instruments
X-Band Polarimetric Doppler Radar (Mobile)
Surface Observations
Halo-Photonics Doppler Wind Lidar
Radiometrics 12-Channel Microwave Profiling Radiometer
Surface Observations
DeTECT 915 MHz Wind Profiler
Vaisala CL-51 Laser Ceilometer
Radiometrics 35-Channel Microwave Profiling Radiometer
Surface Observations
Vertically Pointing X-Band Radar (XPR)
915 MHz Doppler Wind Profiler
Radiometrics 35-Channel Microwave Profiling Radiometer
Vaisala CL-51 Laser Ceilometer
Surface Observations

Upper Air Soundings?
N
Y

Y

Y

Table 2.1: Description of mobile observation platforms, locations, instrumentation
available at each site, and whether or not supplementary upper air weather balloon
launches were present for IOP3.5B.

2.2
2.2.1

Infrasound Data Collection and Processing
UAH/GA-EMS Infrasound Arrays
One set of infrasound observing sensors used in this analysis as part of the

collaboration between UAH SWIRLL and GA-EMS was the General Atomics - Infrasound Collection Element (GA-ICE). These sensors are characterized as having low
self-noise, a flat frequency response across the infrasound acoustic range, as well as featuring substantial weatherproofing and low power draw that make them well suited
for field deployment. Prior to long-term deployment, a series of calibrations were
performed on all GA-ICE sensors within an anechoic chamber across a range of atmospheric conditions and acoustic frequencies such that a sensor calibration constant
was adequately resolved. This calibration constant accounts for minute di↵erences
in the construction and assembly of each sensor and enables them to be utilized as
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a larger array. The frequency response of a single GA-ICE element is provided in
Figure 2.2.

Figure 2.2: Sensitivity of GA-ICE sensor used in the UAH/GA Infrasound arrays
for a range of frequencies.

Due to the lack of a non-board digitizer, data storage, and power, a custom
framework for the usage of GA-ICE units as an array was developed by the author.
In order to maintain modularity of the arrays, as well as lend some degree of mobility
and ease of use, it was decided that each element of the array would be connected to
the same power supply, digitizer, and data logging computer such that problems in
the field could be more easily diagnosed. Furthermore, simultaneous data logging of
all array elements on one computer mitigates the potential for time-drift across array
elements - an error that requires correction before analysis can take place.
The low-noise floor and high sensitivity of the GA-ICE sensors necessitated a
24-bit analog to digital converter to ensure that the measured voltage can be ade-
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quately resolved digitally for analysis. To accomplish this, the National Instruments
NI-9239 analog to digital converter was used as a digitizer for all of the arrays deployed
by UAH SWIRLL. The NI-9239 is capable of providing 24-bit digital outputs with a
voltage range of ± 10 Volts for four channels at a sample rate of 50 kHz per channel,
while also providing adequate channel isolation and over-voltage protection. Each
module connects to the datalogging computer via either the NI cDAQ-9174 chassis,
which can interface with a maximum of four NI-9239 modules (16 channels maximum) or the NI cDAQ-9171 chasses which is only able to interface with one NI-9239
module (4 channel maximum). The chassis are the means through which the NI-9239
ADC interfaces with the computer, and thus control the timing and synchronization
of data collected from each array element.
To control the data collection process, a custom Labview application was written to minimize the need for user interference, encourage modularity as it relates to
varying array designs, and provide basic diagnostic tools for troubleshooting in the
field. The application, SWIRLL-IS, interfaces with the NI-DAQmx library such that
once the user plugs in the NI-DAQ Chassis, all that is needed to record data is to
open the application, select the channels desired from a drop-down menu, and select
the run button. Once selected, data from each array element is logged to a binary
Hierarchical Data Format (HDF) file at the desired sample rate alongside optional
array metadata. Data is also streamed to live plots of the signal waveform and power
spectral density, allowing for quick visual confirmation of proper datalogging. Additional options to change the sample rate, array dimensions, file location, and notes
are also available.
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The UAH SWIRLL-IS array, located adjacent to the UAH surface observations
berm, consists of seven GA-ICE sensors with 6 placed within a 6 meter circular
geometry with one element in the center of the circle (Figure 2.3). Due to the presence
of vegetation in the array location, there was no supplementary wind noise abatement
for the array sensors. While mobile arrays have been designed, for the event which
this analysis will focus on, they were not in operation.

Figure 2.3: Array configuration and dimensions of the UAH SWIRLL-IS infrasound
detection array located adjacent to the UAH surface observations berm.

2.2.2

NCPA Infrasound Arrays
In conjunction with the sensors deployed by UAH, sensors from the University

of Mississippi National Center for Physical Acoustics (NCPA) were also deployed.
The NCPA acoustic infrasound microphones used for the arrays are characterized
by having a flat response throughout the infrasound band (Figure 2.3), a nominal
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sensitivity of around 25 mV Pa 1 , low noise floor, low seismic sensitivity, and low
thermal susceptibility. Unlike the array solution put forth by UAH, the NCPA sensors
allow for independent operation without the need for a common datalogger, digitizer,
and power supply thus allowing for larger baselines between array elements. Each
sensor contains a 24-bit on-board analog to digital converter, data storage, Wi-Fi for
connectivity, and are connected to a 12-Volt battery charged by a small solar panel. To
mitigate time drift across elements, each element also contains a GPS antenna through
which the system clock is set to ensure proper timing and consistent sample collection.
Before deployment, each sensor was also calibrated across a range of environmental
conditions such that calibration constants and sensitivities could be calculated. Unlike
the UAH SWIRLL arrays, additional calibration was also performed after deployment
in an attempt to estimate sensor calibration drift such that accurate analyses could
be performed. Additional quality control took place on the data collected from each
event, which consisted of a time-consistency check across array elements, removal of
time periods through which sensors were not operational due to issues such as a loss
of power, and re-sampling the data from its original sample rate of 1000 Hz to 500
Hz.
The NCPA array configuration consists of six-sensors in a nested triangle geometry with a large outer array encompassing a smaller inner array. The inner array
was characterized as having three elements placed in a triangle with sides of approximately 3 m, while the larger array consisted of a three-element triangle with a side
length of approximately 100 m (Figure 2.4). Each sensor element was encompassed
by a water-resistant fabric dome to mitigate wind noise contamination of the signal,
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Figure 2.4: Sensitivity of the infrasound sensors used in the NCPA Infrasound arrays
for a range of frequencies. Adapted from Frazier et al. (2014)

though with heavy precipitation the fabric cannot repel all water and resulting in
attenuation of the acoustic signal. For this analysis, bearing estimates were computed utilizing the larger aperture array such that bearing estimates with sufficient
azimuthal resolution could be computed, while retaining the ability to utilize a reasonable portion of the infrasound band. As a general rule of thumb, it is desirable to
have an array aperture larger than the maximum wavelength for the frequency band
of interest. As a result, the larger array is clearly more viable for the detection of
signals within the infrasound regime, while the smaller aperture array is better suited
for higher frequency analyses (Olson and Szuberla 2008).
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Figure 2.5: Array configuration and dimensions of the National Center for Physical
Acoustics infrasound arrays. For this study, only the outer triangle was utilized.

2.2.3

Bearing Estimation of Infrasound Signals using Least-Squares Beamforming
Although a single infrasound collection element can provide information re-

garding the spectral content of a series of observations and the power within a frequency band of interest, placing multiple elements within a specific geometric configuration allows the determination of the angle of arrival of a signal as it crosses the
array of sensors. Thus, if the focus of this study is to attempt to attribute infrasound
signals to features such as thunderstorms and tornadoes, a suitable means through
which this bearing is estimated must be utilized.
Given a priori information regarding the locations of an acoustic sensor, a
simple means through which the direction of a propagating acoustic wave can be determined is through the least-squares beamformer provided appropriate assumptions
are made (Olson and Szuberla 2008). For this technique of backazimuth estimation,
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one must assume far-field emission such that the acoustic wave propagates as a plane
wave across the array. As the plane wave travels across an array of (M ) sensors with
some velocity (v) and azimuth (✓), there is an associated time delay (⌧ ) between the
arrival of the wave between a pair of sensors i and j (⌧ ij ), which is a function of
both the sensor location relative to one another as well as the velocity of the wave.
Calculation of the time delay for each pair of sensors leaves us with M (M

1)/2

equations, which can take the form of:

⌧ = Xf + ✏

(2.1)

where ⌧ represents the vector of time di↵erence of the arrival of an acoustic wave
between each element pair of the array as:

⌧ = (⌧12 , ⌧13 , ..., ⌧(M

1)M )

T

,

(2.2)

X represents the distance between sensors for each pair of sensors in the array:

X = (r12 , r13 , ..., r(M

1)M )

T

,

(2.3)

f represents the speed and relative direction of propagation of the acoustic wave:

1
1
f = ( sin(⇥), cos(⇥))T ,
v
v
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(2.4)

and ✏ represents a vector containing the residual errors. From this over-determined
system of equations, a least-squares solution can be applied such that we are left with
the following equation for f̂ :

f̂ = (X T X) 1 X T ⌧ ,

(2.5)

from which, the velocity of the acoustic signal (v) and direction of arrival (⇥) can be
retrieved by the following equations:

v=

1

,

(2.6)

fˆ1
).
fˆ2

(2.7)

f̂

⇥ = tan 1 (

For the analysis presented, the non-linear least squares beamformer was applied on data collected from each array used in the analysis. Once a matrix containing
information on the location of each sensor in the array was determined, the data was
band-pass filtered from 2-8 Hz using a sixth order Butterworth filter such that the
extraneous signals outside of this range would not impact the bearing estimation.
From this filtered data, five second chunks of signal padded with 2.5 seconds of data
were taken from each sensor in the array, and cross-correlations calculated between
each possible pair of signals (Cooley and Tukey 1965; Jones et al. 2001). From the
maximum cross-correlation value, the time-lags for each sensor pair were then calculated, which were then used in conjunction with the array matrix to yield a direction

22

of arrival (DOA, or backazimuth) and trace velocity of the acoustic signal. A simple
flowchart of this process is shown in Figure 2.6.

Figure 2.6: Flowchart depicting the methodology for which infrasound array data
is processed and bearing estimates retrieved.

Although the algorithm performs reasonably well in directional location of a
persistent acoustic source, ambient noise and transient signals may make interpretation more difficult to perform. Additional thresholding can help remove these spurious
DOA estimates using information that the Least-Squares Beamformer provides, such
as the trace velocity. Given the assumptions invoked in the derivation of the leastsquares beamformer, mainly assuming plane wave propagation of the acoustic signal,
the trace velocity calculated by the algorithm should be relatively close to the speed
of sound in the atmosphere ( 330 ms 1 ) with some variance expected due to the
assumptions made regarding plane-wave propagation that may not always be true
in reality. After applying this methodology, all bearing estimates were subsequently
filtered such that all bearing estimates with an associated trace velocity of less than
330 ms

1

were removed from the analysis, and retaining only the estimates that have

a residual error (✏) of less than 0.5. While this high-pass filter of the dataset will
include signals that have trace velocities much higher than the speed of sound, the
relationship between the time at which each array element receives the acoustic signal
and the elevation of the acoustic source enables a rough approximation as to what
the elevation of the acoustic source is relative to the array. As the source of sound
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comes from a higher elevation angle, the wave front will intercept the sensors much
faster than it would at a shallower angle. Thus, one can infer that signals with a
higher trace velocity are likely following a propagation path from above the array.
Additional quality of the control was also performed on the data to remove instances
of precipitation occurring at the array location as the impact of raindrops on the
wind-filters (if present) contributes substantial noise to the signal and may cause
erroneous bearing estimates due to a decrease in signal coherence across the array.
For a measure of the veracity of the storm-tracks generated by the observed
infrasound data, the actual or true storm track was needed. To develop the true
storm track, data from the WSR-88D radar closest to the array was obtained and the
azimuth angles of the centroid of the storm of interest relative to the center of the
infrasound array were recorded. In instances during which a storm split occurred, the
bearing estimates were referenced to determine which storm track to follow as that
storm was deemed to be the dominant emitter of infrasound at that time.

2.3

Determination of Storm-Scale Rotation and Tornado Occurrence
To test the relationship between storm-scale vortices and tornadoes with ob-

served infrasound signals, data from the nearest NEXRAD radar site closest to the
storm that was detected and tracked by the infrasound array was retrieved from the
NCEI database. Utilizing the retrieved Level 2 radar data, dealiasing of radial velocity fields and quality control of the data was performed utilizing the the Warning
Decision Support System-Integrated Information (WDSSII) program (Lakshmanan
et al. 2007). Next, the azimuthal shear was calculated for the storm of interest uti24

lizing the local least squares derivative (LLSD) algorithm (Smith and Elmore 2004;
Newman et al. 2012) through the w2circ algorithm included in WDSSII and used
as a proxy for rotational velocity within the storm. Compared to other estimates
of rotational velocity from Doppler radar, such as simply taking the minimum and
maximum of radial velocity within a rotating feature, the LLSD algorithm is advantageous in that its utilization of the derivative of radial velocity to calculate shear
limits the impacts of noisy values. Furthermore, the usage of the LLSD algorithm
as a means of estimating azimuthal shear is also advantageous to other methods, as
it is also insensitive to the radar viewing angle and orientation of the feature relative to the radar (Smith and Elmore 2004). In an attempt to resolve which scale of
storm rotation may be correlated with observed infrasound emissions, the maximum
azimuthal shear values at the 0-2 km and 3-6 km levels were calculated for the radar
time series and recorded such that they could be compared with observed infrasound
data. These levels hold importance operationally, as the 0-2 km field is often used as
a tool to diagnose the more transient low-level mesocyclone, while the 3-6 km level is
an indicator of the more stable, broad mid-level mesocyclone (Smith et al. 2016) and
thus serves as a proxy for their intensity.
To compare the azimuthal shear data to that collected by the infrasound arrays, the infrasound-generated storm tracks were used to determine which storm to
perform the analysis on. Through the time of which the infrasound array was able to
determine the direction of the storm relative to the array with reasonable accuracy,
the 0-2 km, 3-6 km azimuthal shear fields were utilized in conjunction with radar reflectivity and radial velocity to determine the maximum azimuthal shear value at each
25

level that was present alongside traditional indicators of rotation such as a couplet in
the radial velocity fields. In the case of the development of a new mesocyclone, particularly relating to the low-level mesocyclone, the maximum azimuthal shear value
present between the two was recorded.
While this methodology works well for diagnosing most scales of rotation,
the small spatial scales upon which most tornadoes occur typically prevent Doppler
radar from directly sampling their circulation (Brown et al. 1978). Thus to identify
tornadoes within our domain of interest, a series of damage surveys were performed to
determine to a reasonable approximation both the strength of the tornado as defined
by the Enhanced-Fujita scale (Tech 2006), as well as the time period through which
the tornado occurred. The presence of polarimetric Doppler radar also provides a
reasonable approximation of tornado-occurrence through its ability to detect debris
lofted into the air by a tornadic circulation, a polarimetric radar signature known as
the tornadic debris signature (Ryzhkov et al. 2005) with acceptable error. Through
a combination of these metrics, accurate depictions of the tornadic circulation were
retrieved and utilized for comparison with the recorded infrasound data.

2.4

Radar Estimates of Storm-Scale Turbulence
The challenges in quantitatively determining the amount of turbulence within

a convective storm are largely the result of the complex thermodynamic and kinematic
processes occurring simultaneously across a wide range of temporal and spatial scales
(Knupp and Cotton 1982; Warner 1970; Donaldson and Wexler 1968). While storm
penetrating aircraft have been used to measure turbulence directly within convec26

tive clouds with success (MacPherson and Isaac 1977), the lack of data from stormpenetrating aircraft for this dataset precludes its use. Thus, with only remotely sensed
data available to retrieve characteristics regarding the flow with thunderstorms in this
analysis, a di↵erent means through which storm-scale turbulence can be estimated
must be derived.
Doppler velocity spectrum width ( v ) is one of three moments recorded by the
NEXRAD WSR-88D, and is defined as the square root of the second spectral moment
about the mean velocity (Doviak and Zrnic 2006). It is typically used to quantify
the spread in the observed Doppler spectra, and as such represents the variance of
target radial velocities within the radar illumination volume. Because of the ability
of spectrum width to provide a quantitative estimate of the variability of motions
within a radar range gate, it has received considerable attention in recent years as
a means to identify regions of enhanced turbulence within thunderstorm as well as
clear air environments such as tornadoes (Zrnić et al. 1985; Bluestein et al. 1993),
gust fronts (Klingle et al. 1987), and various clear-air turbulent features (Karan and
Knupp 2009).
Despite the utilization of spectrum width as a method of turbulence detection,
it has several drawbacks that prohibits its use as a pure metric of turbulence. In addition to turbulence, spectrum width measurements are also impacted by wind shear
occurring across the radar illumination volume ( s ), the variation in hydrometeors
within the radar volume and their associated fall speeds ( d2 ), changes in the orientation or oscillations of hydrometeors ( o ), and turbulence ( t ) (Doviak and Zrnic
2006). Thus, it is more appropriate that spectrum width be denoted as the sum of
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its constituent variables:

v

=

s

which includes an additional term (

+

↵)

d

+

o

+

t

+

↵

(2.8)

to include the contribution to spectrum width

that results from the rotational velocity of a dish such as that of a scanning Doppler
radar. Given these additional contributors to Doppler spectrum width measurements
that are separate from the e↵ects of turbulence, utilization of spectrum width alone
as a metric of storm-scale turbulence is discouraged. As a result, a link between
spectrum width and a variable capable of defining turbulence must be established.
To derive a metric that can directly relate spectrum width to turbulence assumptions about the nature of the turbulence must first be made. Through the utilization of Kolmogorov’s similarity hypothesis (Kolmogorov 1941), it can be assumed
that turbulence can be depicted as existing on a spectrum through which energy tends
to dissipate from large eddies, down through to increasingly smaller eddies until the
energy is dissipated into heat as viscous forces and friction dominate. This spectrum
through which this energy cascades is known as the inertial subrange, and owing to
its simplicity can be described by:

2

E(k) = A" 3 k

5
3

(2.9)

where A is the Kolmogorov constant which ranges from 1.53-1.68 (unitless) , " is
defined as the eddy dissipation rate or rate of dissipation of turbulence kinetic energy,
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and k is the wavenumber. The

5
3

scaling of wavenumber also implies that the slope

of the inertial subrange will follow a

5
3

power law, the scaling of which has since

been reinforced through numerous modeling and observational studies of turbulence.
Of the variables that can be resolved using the Kolmogorov theory of turbulence, the one that provides the most information regarding the transfer of energy
through the inertial subrange, is the eddy dissipation rate. Formally, eddy dissipation
rate (✏, m2 s 3 ) represents the rate through which energy is transported from large
eddies to small eddies through the inertial subrange and eventually converted to heat
in the viscous subrange. As a result of its ability to adequately describe the intensity
of turbulence in a simple manner, eddy dissipation rate is often used as an analog for
the intensity of turbulence (MacCready 1962). In order to derive the eddy dissipation
rate from spectrum width, further assumptions must be made regarding the nature of
the turbulence being sampled, mainly that the turbulence within the radar resolution
volume is both isotropic and that the radar resolution volume occupies the inertial
subrange (Frisch and Cli↵ord 1974).
Following the procedure put forth in Bohne (1982) to derive eddy dissipation
rate (EDR) from Doppler spectrum width, we first assume a two-way beam illumination function similar to (Frisch and Cli↵ord 1974), such that the beamwidth (↵) and
pulse volume length ( ) can be approximated as:

↵=

R✓
(8ln(4)).5

(2.10)

=

L
(8ln(4)).5

(2.11)
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where R is the range from the radar, ✓ is the 3 dB beamwidth, and L is the gate
spacing. Due to the relationship between the inertial scale of turbulence being measured and the increase in radar sample volume that increases with range, the eddy
dissipation rate relationship will consist of a set of two equations. The first, applicable
for when the radial resolution is greater than the azimuthal resolution (i.e., for close
ranges) is:
2
t

2
2
1
5
⇡ A ( )(✏ ) 3 F ( , 2; ; (1
3
3
2

where A is the Kolmogorov constant,

↵2
2

))

is the gamma function,

(2.12)

v

is the Doppler

spectrum width, and F represents the hyper-geometric Gaussian function. At long
ranges from the radar, where the radial dimension is smaller than the azimuthal
dimension, this relationship is:
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To minimize the contributions of factors unrelated to turbulence in the measured radar spectrum width and the associated errors generated through its conversion
to eddy dissipation rate, a fuzzy-logic approach was used similar to that found in the
NCAR Turbulence Detection Algorithm (NTDA) (Williams et al. 2004). Briefly, the
fuzzy-logic algorithm used in this case works by taking a group of variables through
which membership functions are developed, which are then aggregated and used to
determine a value that in our implementation is used to determine a weight to apply
to the data. To implement this for the determination of how much spectrum width
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is being influenced by processes other than turbulence, the input variables into this
fuzzy-logic algorithm include the estimated signal to noise of the radar bin of analysis, a metric determining the local variance of the spectrum width bin relative to
its surroundings, the range of the observation from the radar and associated radar
beamwidth at that range, and the reflectivity at the lowest elevation angles. Utilizing the fuzzy-logic derived weighting for each radar range gate a new estimate of the
spectrum width, one that is more representative of the spectrum width resulting from
turbulence, is determined for a given azimuth radar sweep.
For this analysis, the methodology presented above for converting Doppler
spectrum width was utilized using methods from the Python Turbulence Detection Algorithm (PyTDA) library (https://github.com/nasa/PyTDA), alongside the Python
ARM-Radar Toolkit (Py-ART) (Helmus and Collis 2016) software library. Before
such calculations could be applied however, data needed to be retrieved and quality
controlled. Using the NCEI NEXRAD Archive (NOAA National Weather Service
1991), level 2 radar data from the desired NEXRAD site and time period of interest
was retrieved. Next, the data were quality controlled using the solo3 radar editing software (https://www.eol.ucar.edu/software/solo3) to ensure the removal
of features such as second-trip echoes that may impact spectrum width fields. Following quality control, the radar volumes were edited by way of a Python script to
remove split-cut radar scans, such as those associated with the NEXRAD Supplemental Adaptive Intra-Volume Low-Level Scan (SAILS) technique, so that there is
only one sweep present per elevation angle in each radar volume.
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After quality control of the radar data, the eddy dissipation rate and was
calculated assuming the Kolmogorov constant to be approximately 1.6 (Browning
January 1984) using the short-and long-range equations developed previously for each
azimuth sweep of the radar volume. The data were then gridded to a 165x165x10 km
Cartesian grid with a 550 m horizontal and 500 m vertical resolution utilizing a Barnes
weighting scheme (Barnes 1964) alongside a composite reflectivity field consisting of
the maximum horizontal reflectivity values at each height level. Using this gridded
data, an interactive Python script was written such that a lasso could be drawn
around the storm of interest and the data within the selected region could be retrieved
for analysis. The use of this lasso tool was necessary to remove unwanted regions
associated with elevated eddy dissipation rate, such as outflow boundaries, ground
clutter, and noise within weak reflectivity, that was present after initial automated
filtering. Using the selected data a volume of eddy dissipation rate was then calculated
and the process repeated such that a time series of volumes of specific values of EDR
were computed.
To define the range of values used to calculate the EDR volume, a subjective
analysis was performed as to minimize impacts of the the baseline EDR that was
associated with a uniform precipitation field on the time series of EDR volume, while
also minimizing the erroneously high values of EDR that were not filtered out by the
filtering algorithm. Though it should be noted that the lower threshold is perhaps
more important, as due to the small area that these higher values of EDR tend to
have, they tend to not have a large impact on the resultant EDR volume calculation.
Meanwhile if the lower threshold of the EDR range is too small, the resultant EDR
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volume calculation will tend to appear more similar to the overall volume occupied by
precipitation. After performing several analyses, it was determined that the optimal
range for a volume calculation of EDR is (0.5-0.8 m2 s 3 ), with the lower bound being
above the mean EDR for a uniform precipitation field as determined by subjective
analysis, and the upper bound being constrained by maximum expected values of
EDR found from a climatology of radar estimated EDR (Sharman et al. 2014).

2.5

Lightning Data Analysis
The North Alabama Lightning Mapping Array (NALMA) consists of a network

of 11 antennas across northern Alabama capable of detecting very high frequency
(VHF) radiation (Rison et al. 1999; Goodman et al. 2005) associated with dielectric
breakdown of an electric field on the scale of around 1 meter. Each antenna is
capable of determining both the magnitude of a VHF source, as well as an accurate
time of arrival enabled by means of GPS time synchronization. By combining the
time of arrival (TOA) and magnitude information of a detected VHF signal from each
detecting element within the array of antennas, an accurate depiction of the time of
the emission, as well as its location in three-dimensions, can be inferred (Thomas et al.
2004; Koshak et al. 2004). It should be clarified that while lightning mapping arrays
are capable of detecting electromagnetic emissions associated with lightning flashes,
the scale at which the dielectric breakdown responsible for VHF emission occurs
relative to the size of a lightning flash insinuates that each flash consists of numerous
VHF sources. Thus lightning mapping arrays do not detect a lightning flash directly,
but instead detect a sub-process associated with a lightning flash (Bitzer et al. 2016).
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As a result, the source data retrieved by a lightning mapping array such as NALMA
must undergo processing based on temporal and spatial variables in order to associate
the identified VHF sources with a lightning flash.
Though there is much debate as to what constitutes a flash of lightning, the
definition of a flash is ultimately limited to the instrumentation used to observe the
many processes and sub-processes that as a whole are responsible for said lightning.
As we are using lightning mapping array data in this study, it is only fitting that we
base what will be called a flash from hereafter relative to the previously mentioned
processes that lightning mapping arrays are capable of detecting (VHF radiation
sources) and information regarding the sources (time and location) that can be derived. As a result, flash-sorting algorithms for VHF source data typically utilize
the time at which a source is detected and the range between consecutive sources
to develop a flash. In this study, a data clustering algorithm known as the Density
Based Spatial Clustering of Applications with Noise (DBSCAN) was utilized (Ester
et al. 1996). The advantages of the DBSCAN algorithm relative to other flash sorting
algorithms, such as those presented in McCaul et al. (2009); Thomas et al. (2004),
mainly lie in the fact that the DBSCAN algorithm was specifically designed to be
utilized for applications characterized as having numerous data points within close
proximity, while also containing significant erroneous points that can be classified as
noise. An implementation of the open-source code for the DBSCAN algorithm also
enables reproducibility of results without the need to obtain proprietary software,
another benefit and reason for its usage. Prior studies comparing the results from
the DBSCAN algorithm to more commonly used algorithms (Fuchs et al. 2015) have
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found flash rates calculated by DBSCAN to be within 10-15% of others, thus providing justification for its application to sorting VHF sources to flashes given adequate
information regarding typical flash size and temporal extent.
For this study, lightning mapping array data from NALMA were retrieved
for the time period through which analysis was to take place, and subsequently
processed using the open-source Python package LMATools (https://github.com/
deeplycloudy/lmatools). Source data from NALMA was first filtered to only include sources with
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values between 0 and 1 and those detected by at least 6 stations.

After initial filtering, remaining source points were then sorted into clusters using the
DBSCAN algorithm (Pedregosa et al. 2011), utilizing thresholds for time and space
established by for consistency to filter clustered data into flashes. A flash was defined
as a cluster of no less than 10 VHF sources occurring within a .3 second time threshold and with a maximum distance of 3-km between any two sources, and a maximum
flash duration of 3 seconds (McCaul, 2009). Using sorted flashes, the flash area was
then calculated using a convex hull and gridded to a 150x150x20 km grid.
Once flashes were sorted and gridded, they were then attributed to a thunderstorm of interest subjectively through a synthesis of radar and processed LMA
data. Utilizing the gridded composite reflectivity referenced in prior sections, a custom Python tool was created such that a storm could be identified using data from
the nearest NEXRAD radar, and a lasso drawn around the storm of interest creating
a boundary to be applied to the sorted flash data. Using this tool with the flash
initiation point, that is the first VHF source to be detected within an identified flash,
flash initiation points located within the vicinity of the bounded region as defined by
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the lasso were used to identify the flashes associated with the thunderstorm. From
the selected flashes, the five minute flash rate was then calculated and flash metadata
such as mean flash length recorded such that a time-series of thunderstorm lightning
properties could be created for comparison to infrasound data.

2.6

Estimation of the Impacts from Atmospheric Parameters on Acoustic
Propagation
To account for the e↵ects of vertical variations in atmospheric wind speed,

wind direction, temperature, and moisture within the atmosphere on the acoustic
signal detected by the infrasound arrays, the acoustic propagation software package
GeoAC was utilized (https://github.com/LANL-Seismoacoustics/GeoAc). GeoAc
is a C++ software package that is used to solve the equations that govern acoustic
propagation in the atmosphere given vertical profiles of various atmospheric parameters (Blom and Waxler 2017). For this study the ”GeoAc3D” subroutine was selected
for use, in part due to its simplicity and ability to propagate an acoustic ray in three
dimensions. The GeoAc3D subroutine assumes a horizontally stratified atmosphere,
such that a single atmospheric profile represents the entire domain through which the
acoustic ray is propagated. While this is not necessarily the most robust assumption
regarding the state of the atmosphere, particularly in severe weather environments
such as the ones studied here that are characterized by considerable heterogeneity,
the assumption serves to create a first-order approximation of the e↵ects of the atmosphere in our case to compare to the observed acoustic signals.
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In order to create the atmospheric profile to be utilized in the GeoAc model,
data capable of representing the larger scale atmospheric condition were needed. For
this study the atmospheric profile was synthesized from multiple sources with real
observations (such as those retrieved from wind profilers, radiometers, surface observations, and radiosondes) where possible, supplemented with model data to capture
the environment beyond what could be sampled by ground-based systems. Once
data was collected, quality control of the data was performed to ensure that no glaring inaccuracies in the dataset were present, followed by interpolation of the data to
remove any discontinuities that may have occurred between data sources. Given sufficient atmospheric data, the acoustic model was then run by positioning an acoustic
source with a frequency of 3 Hz at various altitudes, and ray traces being calculated
at all azimuth angles from 0-360 degrees at .5 degree increments, and all elevation
angles from -45 to 45 degrees at .5 degree increments with a maximum number of five
bounces. The rays were then allowed to propagate to a range of 400 km, at which
point calculations ceased.
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CHAPTER 3

RESULTS

Due to the placement of the infrasound arrays presented for analysis relative to
the locations of the tornadoes and storm reports, the analysis will split the two main
areas activity into two domains (Figure 2.1). The western domain, which featured
three EF-0 tornadoes and one EF-1 tornado amongst numerous severe wind reports,
will utilize data collected by one sole infrasound array located at the Courtland airport
in Courtland, AL. The eastern domain, which will utilize data collected from the
UAH-SWIRLL IS array and the array located at the WFM Office in Fackler, AL,
consisted of one confirmed tornado (EF0) and numerous severe wind and hail reports.
Although the western domain featured more tornadoes than the eastern domain, the
proximity of the storms to the arrays located in the eastern domain in conjunction
with the presence of atmospheric observations taken from the Vortex-SE assets in
the area provides a more comprehensive dataset for which analysis can be performed.
As a result, additional analyses were performed on the dataset collected from the
eastern domain, such as those pertaining to the propagation of the infrasound and
comparisons to metrics describing potential generation mechanisms, that were not
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performed in the western domain owing in part to a lack of proximity environmental
data.

3.1
3.1.1

Eastern Domain Analysis
WFM and SWIRLL Infrasound Array Results
Although the UAH-SWIRLL array was successful in estimating the direction

of arrival of acoustic waves in the infrasound regime in prior test cases (Appendix A),
for this case no such bearing estimates were able to be retrieved. This was most likely
the result of wind noise lowering the signal to noise ratio of the infrasonic signals,
which ultimately prevented detection and retrieval of coherent signal. Thus, it is
reasonable to believe that the lack of wind noise abatement for the SWIRLL array
prevented its ability to extract bearing estimates in this event.
Processing of the data from the array located near Fackler, AL (WFM Array),
which was approximately 25.6 km at 130 azimuth from KHTX, for acoustic bearing estimates reveals a time series characterized by a large amount of spread in the
bearing estimates until around 2140 UTC (Figure 3.1). At this time the bearing estimates converge to an azimuth of approximately 300 relative to the array, and with
the exception of a time period lasting 10 minutes from around 2215-2225 UTC, the
bearing estimates remain consistent until approximately 2250 UTC. At 2250 UTC,
the bearing estimates begin to exhibit increased spread until 2300 UTC at which
point no discrete cluster of bearings could be determined. Comparing this time series
of bearing estimates to the time series of estimated trace velocity, this time period
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from 2215 to 2250 UTC depicts a trace velocity of approximately 345 ms

1

for most

of the estimates in that time frame indicating the presence of an acoustic signal. It
should also be noted that as the bearing estimates increase in spread towards 2300
UTC, the trace velocity increases to values exceeding that expected for acoustic waves
which implies that the source of the acoustic signal was intercepting the array at an
elevation angle high enough for the wave to intercept the array elements faster than
the speed of sound. Given the relationship between the spread of the acoustic bearing estimates and the estimated trace velocity, the data can be filtered based on the
trace velocity to increase the signal to noise ratio of the bearing estimates to assist
in relating the observed infrasound signals to thunderstorms in the area for further
analysis.
Upon comparing the radar data from KHTX to the approximate direction from
which the infrasound signal was coming from (Figure 3.2), a clear candidate for the
infrasound emissions was a severe thunderstorm that formed in western Tennessee.
This storm subsequently produced a series of several damaging wind and hail reports
in south central Tennessee before crossing the border into Alabama where it produced
one confirmed tornado (Figure 2.1). Using radar data from KHTX, the azimuth of the
storm relative to the array and its distance from the array was retrieved and used to
compare to infrasound array data. In this case, the presence of a temporally consistent
mid-level mesocyclone provided an adequate target for which the tracking of the storm
could be based on. This information revealed that the thunderstorm was traveling
from approximately the same direction as depicted by the array (Figure 3.7), and
that the storm subsequently passed directly over the array at the same time at which
40
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Figure 3.1: Results from application of least squares beamforming algorithm from 2-8 Hz for the WFM Array in Fackler, AL.
The top plot contains the raw bearing estimates, the middle plot depicts the trace velocity for each acoustic bearing retrieved,
and the bottom plot features the bearing estimates filtered to only include bearings with a trace velocity greater that 340 ms 1
and a residual error of less than 0.5.

the bearing estimates increased in spread and the trace velocity indicated an acoustic
source that was located at a high elevation angle relative to the plane of the array.
As a result, the preponderance of evidence leaves little doubt in the attribution of
the observed infrasound to this thunderstorm that will enable the following analyses.

Figure 3.2: KHTX derived distance and azimuth of the infrasound emitting storm
relative to the WFM array.

3.1.2

Radar Overview of Storm Evolution in the Eastern Domain
The storm that produced the numerous severe reports in the eastern domain

and emitted a prominent infrasound signal had its origins in western Tennessee as
isolated convection initiated by a surface boundary. As the storm propagated across
south central Tennessee, the storm quickly intensified around 2000 UTC and began
producing its first of several severe wind reports. The storm continued its intensification trend, and around 2026 UTC developed rotation aloft and began to produce
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Figure 3.3: KHTX radar overview of horizontal reflectivity (dBZH ) and radial velocity (ms 1 ) of the storm detected by the WFM array during its non-tornadic stage
from approximately 2036 to 2206 UTC. Abscissae indicate distance in kilometers from
KHTX.

substantial wind damage in south central Tennessee where multiple trees as large as
18 inches were toppled.
As the storm continued moving through southern Tennessee, it continued its
trend of intensification and organization with low-level rotation rapidly intensifying
through 2100 UTC. By this time, the storm had assumed a more classic supercell
structure with the development of a weak echo region and horizontal reflectivity (ZH )
core with values in excess of 60 dBZ. Further indications of an overall intensification
of the storm were seen shortly following this time, as the previously mentioned weak
echo region transitioned to a bounded weak echo region, and low-level rotation became
more pronounced as the storm reached a mature stage. It was also at this time that the
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storm became a prolific hail producer, which is reinforced by the co-location of very
high Ze values ( >70 dBZH ) (note that Ze is equivalent to ZH , however the presence
of hail implies Ze is a more appropriate variable), di↵erential reflectivity (ZDR ) values
as low as -3 dB, and a lowering of correlation coefficient (⇢hv ) values to below 0.9.
In combination with the location that these signatures occur in the storm, these
values are indicative of either substantial attenuation associated with hydrometeors
in Mie resonance or e↵ects from three-body scattering (Figure 3.4) (Hubbert and
Bringi 2000). It should be noted that the prolific nature of hail production in this
storm is not necessarily reflected in the storm reports, which is possibly the result of
inadequate reporting given the sparse population in the region. Prior studies relating
the presence of the aforementioned supercellular characteristics to hail production
(Blair et al. 2017), provide reasonable evidence to make this assumption.
Although the supercell had produced numerous wind and hail reports and
featured a substantial mid- and low-level mesocyclone, the storm was non-tornadic
up to this point. As the supercell storm crossed the Tennessee-Alabama border around
2150 UTC, it began a period of complex evolution as convection to the south initiated,
and a series of mergers occurred. These cell mergers were associated with rapid
upscale growth of the supercell, after which the storm lost its supercell structure as
the low-level mesocyclone quickly dissipated, thus implying a decrease in the tornadic
potential of the storm.
Shortly following the rapid upscale growth of the supercell into and demise
of the low-level mesocyclone, the storm began to feature a region of low-level rotation on the southern flank of the convection displaced from the still-present mid-level
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Figure 3.4: KHTX four-panel plot of horizontal reflectivity (dBZH ), radial velocity
(ms 1 ), di↵erential reflectivity (dB), and correlation coefficient at 214012 UTC, depicting substantial evidence for prolific hail production despite an overall lack of hail
reports for the storm. Abscissae indicate distance in kilometers from KHTX.

mesocyclone. This area of concentrated rotation became apparent at around 2225
UTC, when rotation was strong enough to perturb the low-level precipitation field.
The storm intensified at 2230 UTC to the point at which the area of low-level rotation was collocated with the appendage evident in ZH , which was also spatially
correlated with a distinct region of suppressed ZDR (⇡ 0 dB) and⇢hv values as low as
.58 (Figure 3.5).
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Figure 3.5: KHTX four-panel plot of horizontal reflectivity (dBZH ), radial velocity
(m s 1 ), di↵erential reflectivity (dB), and correlation coefficient depicting a tornado
debris signature (TDS) for the circulation preceding the Skyline tornado. While this
circulation is not included in official storm reports as a tornado, given compelling
radar and ground survey evidence it will be considered a tornado for this study.

Despite meeting the qualifications for being considered a tornado debris signature (TDS) (Ryzhkov et al. 2005; Van Den Broeke 2015; Schultz et al. 2012), this
circulation was not officially declared a tornado after a post-event survey and as a
result, was not labeled in the storm reports as such. However, more intensive postevent surveys of the region performed by UAH-SWIRLL teams found a narrow swath
of tree damage collocated with the feature depicted on radar. While there are numerous challenges inherent to the identification of tornado damage, particularly when

46

it occurs at small scales as is the case here, the narrow aspect ratio of the damage
observed in concert with the lack of indications of a larger-scale wind field that could
have caused the damage provides confidence that at the very least a small-scale transient vortex was producing damage at the surface at this time. Furthermore, the
ability for debris to be lofted to radar beam height as indicated by the presence of the
TDS provides complementary evidence that the vortex was associated with an area
of strong vertical motion. Taking into account all of these factors, there is compelling
evidence that this radar-indicated circulation was a tornado, and will be treated as
one for the purposes of this study.
Following the identification of the tornadic debris signature at 2230 UTC, the
circulation continued to maintain intensity and subsequently produce a confirmed
EF0 tornado near Skyline, AL with a path length of 3.52 km and width of 200 m
that lasted from approximately 2240 to 2245 UTC. While it is possible that the
official tornado was a continuation of the TDS-indicated tornado prior, the inability
to survey along the radar indicated path precludes a definitive answer. As a result,
for comparison to infrasound data the entire time-period from 2230-2250 UTC will be
considered to be a time through which it is possible a tornado was present. After this
tornado, the storm passed over the WFM array and then produced one final weak
circulation with no damage reports before weakening. A time series of the tornadic
portion of this storm is presented in Figure 3.6.
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Figure 3.6: KHTX radar time-series of horizontal reflectivity (dBZ), radial velocity
(m s 1 ) from 2223 to 2253 UTC during the tornadic stage of the storm tracked by
the WFM IS array. Abscissae indicate distance from KHTX in kilometers.

3.1.3

Evaluation of Potential Infrasound Sources
Given the strong agreement between the filtered bearing estimates from WFM

array data and the derived radar track, there is clear evidence that the storm was
producing infrasound signals that were distinct from background noise. As seen in
Figure 3.7, the onset of coherent infrasound began at approximately 2140 UTC and
persisted until 2250 UTC, the time at which the storm passed over the array. As the
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storm passed over the array, bearings were no longer able to be retrieved, likely due to
the inability to resolve bearings using the methodology used to compute the bearing
estimates, an overall decrease in signal to noise ratio given raindrops impacting the
wind-filters, or both. Fortunately, the extended time period through which the signal
was coherent enables analyses to be performed to examine metrics associated with
infrasound for this storm.
Operating on the hypothesis that infrasound is purely a result of tornadoes,
such that the tornado is the sole (or dominant) emitter of infrasound within a storm as
some studies have claimed, there should reasonable temporal agreement between the
onset of coherent infrasound signal and the occurrence of tornadoes. As previously
mentioned, the time at which the storm was tornadic was roughly between 2223
and 2250 UTC. Comparing this time to the time at which the infrasound became
coherent, which was at approximately 2140 UTC, reveals that infrasound signals
were present almost 45 minutes prior to the time at which the storm displayed signs
of tornadogenesis. While it is possible that the tornado did emit a signal that is
either obscured by other infrasound generating processes within the storm, or not
able to be identified as readily as the storm was still tornadic when precipitation
contaminated the dataset, the presence of infrasound preceding the formation of the
tornado provides ample support for the notion that tornadoes are not the sole source
of infrasound within tornadic storms. Given this result, alternative storm-related
sources of infrasound were investigated to evaluate this hypothesis.
Due to the extended time period through which the WFM infrasound array
near Fackler, AL was able to correctly locate the thunderstorm with minimal devia49
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Figure 3.7: WFM array filtered bearing estimates (black points) with KHTX derived time-series of storm azimuth (orange
dashed line) and null-case (dashed blue line). Bearing estimates were filtered such that only bearing estimates with a residual
error of less than 0.5, and with a speed of greater than 340 m s 1 were retained. Times through which a tornado was ongoing
are indicated by green shading.

tion, it is an ideal candidate for which metrics of turbulence, rotation, and lightning
activity can be compared to in order to test various hypotheses regarding infrasound
generation separate from that emitted directly from tornadoes. Making the assumption that the dominant contributor of the infrasound detected at the WFM array
through the time period from 2140 to 2250 UTC is the storm that the array is tracking, a comparison between the integrated power in the 2-8 Hz band and metrics
describing infrasound generation mechanisms can be performed. To do this, acoustics data from this time frame was retrieved alongside the time-series of the volume
of 0.5-0.8 m2 s

3

eddy dissipation rate values, 0-2, 3-6 km azimuthal shear, flash rate,

and mean flash area that were also restricted to this time range. Using the acoustics
data, the bandpower was then calculated using the Welch periodogram method with
a Hanning window applied on five minute chunks of data (Welch 1967). Five-minute
chunks of data were used so that the comparisons between the two variables were
on the same 5-minute temporal scales of the radar derived products, while also minimizing the e↵ects of the varying speed of sound as the storm moved closer to the
array. While the time delay resultant from the speed of sound and the distance of the
storm will have an impact on the analysis, particularly at the beginning of the time
series, as the storm gets closer and the travel time lessens these impacts will become
less and less prominent. It is also acknowledged that while a 5 minute window is
rather coarse for lightning data, it was chosen and used both for consistency and for
the reasons mentioned prior. To compute a metric of correlation, the bandpower was
detrended to account for the increase in power as the storm approached the array,

51

and the Pearson correlation coefficient computed for the variables from 2140 to 2250
UTC.
To evaluate the relationships between lightning activity and infrasound, the 5
minute mean flash rate and flash size were used for comparison with 2-8 Hz bandpower. The flash rate, which is indicative of the overall lightning activity within the
storm, exhibits a moderately anti-correlated pattern with bandpower (Figure 3.8),
which is reflected in its Pearson’s correlation coefficient value of -0.567 and 2-tailed
p-test value of 0.027. The mean flash size, which was selected such that relationships between larger flashes and infrasound detections could be tested, displayed very
weak anti-correlation (Figure 3.9) with a Pearson’s correlation coefficient of -0.123
and p-value of 0.662. Thus, while the flash size did not have a strong correlation with
bandpower, the flash rate featured a moderate correlation such that the flash rate was
inversely related to the bandpower. This provides an interesting result as it is clear
that the flash rate, which can be linked to processes such as updraft intensity and
potentially the rotational velocity of the mesocyclone (Stough et al. 2017), may have
some impact on observable infrasound emissions and may provide more clarification
on the dominant processes of infrasound generation in thunderstorms.
The 0.5-0.8 m2 s

3

volume of the eddy dissipation rate, which is used to repre-

sent for the hypothesized generation of infrasound from storm-generated turbulence,
depicts a moderately anti-correlated pattern with bandpower similar to that of the
flash rate (Figure 3.10). For eddy dissipation rate, the Pearson’s correlation coefficient
was found to be -0.417 and a p-value of 0.12.
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Figure 3.8: Comparison between the 2-8 Hz bandpower (dB, black line) for five
minute intervals and the five minute average flash rate (blue line). Red shaded regions
indicate time periods through which no coherent infrasound signal was present.

Utilizing the 0-2 km azimuthal shear as a proxy for the intensity of the lowlevel mesocyclone, comparisons to the 2-8 Hz bandpower reveal a weak correlation
visible between the two variables (Figure 3.11). This weak correlation is reflected in
the results of the Pearson’s correlation coefficient for this time period, which yielded
a value of 0.181 and a 2-tailed p-value of 0.521. The 3-6 km azimuthal shear, used
as a proxy for the intensity of the mid-level mesocyclone, depicts a similar behavior
as the 0-2 km azimuthal shear (Figure 3.12), albeit with a comparatively stronger
correlation indicated by a Pearson’s correlation coefficient of 0.327 and p-value of
0.245.
Because the only substantial positive linear relationship present between the
bandpower in the 2-8 Hz band was the weak correlations seen with the intensity of
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Figure 3.9: Comparison between the 2-8 Hz bandpower (dB, black line) for five
minute intervals and the mean flash length (km, blue line). Red shaded regions
indicate time periods through which no coherent infrasound signal was present.

the mid- and low-level mesocyclone, there is reasonable evidence to hypothesize that
the source of infrasound is that being generated by these features. If this hypothesis
is true then the onset of infrasound signals should be correlated with the onset of rotation within the storm or shortly after when accounting for acoustic travel time. As
seen in Figure 3.13, this is clearly not the case as there are comparably high, and in
some cases higher, values of mid- and low-level rotation in times preceding the onset
of the coherent infrasound signal. Overall, there is generally a trend that the storm
was perhaps at its most severe intensity at time periods prior to the onset of coherent
infrasound detection. This dichotomy between storm severity and detection of coherent infrasound supplies ambiguity to the determination of a dominant infrasound
source, and provides further impetus for additional case collection and analysis.
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Figure 3.10: Comparison between the 2-8 Hz bandpower (dB, black line) for five
minute intervals and the 0.5-0.8 m2 s 3 volume of eddy dissipation rate (m3 , blue
line) within the storm. Red shaded regions indicate time periods through which no
coherent infrasound signal was present.

Figure 3.11: Comparison between the 2-8 Hz bandpower (dB, black line) for five
minute intervals and the 0-2 km azimuthal shear (s 1, blue line). Red shaded regions
indicate time periods through which no coherent infrasound signal was present.
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Figure 3.12: Comparison between the 2-8 Hz bandpower (dB, black line) for five
minute intervals and the 3-6 km azimuthal shear (s 1, blue line). Red shaded regions
indicate time periods through which no coherent infrasound signal was present.

Figure 3.13: Comparison between the 0-2 km (blue line) and the 3-6 km azimuthal
shear (red line). Green shaded regions indicate time periods through which coherent
infrasound signals were present.
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3.1.4

Propagation E↵ects
The absence of a significant correlation between the onset of coherent infra-

sound signals and changes in storm attributes produces complications in this analysis
as seen in the prior section. While this may be the result of simply selecting the wrong
variable for analysis, it is possible that the rapid onset of infrasound signals may have
been the result of acoustic propagation e↵ects that prevented acoustic radiation from
reaching the array.To diagnose the e↵ects of acoustic propagation, to at least a basic
approximation, the aforementioned acoustic model was run through a horizontally
homogeneous environment at source heights of 1, 3, 5, and 10 km AGL and rays
emitted from 100 to 120 degrees azimuth, which would result in a raypath towards
the WFM array. The azimuthal spread used for this analysis was selected such that
the acoustic rays that were propagated would represent the rays propagated from the
storm that were received at the WFM IS array. The atmospheric conditions for ray
propagation were derived from a synthesis of observational and model data, including
a sounding taken at 2100 UTC at the RaDAPS location, stratospheric wind data from
the 1800 UTC run of the GFS model valid at 2100 UTC, and surface observations
taken by the RaDAPS surface station (Figure 3.14). While the horizontally homogeneous assumption used for this model is not necessarily valid given the substantial
boundary layer variability that is typically present in severe storm environments, this
model was only used to determine if propagation e↵ects may have any potential role
in the inability to determine a significant correlation between the onset of infrasound
signals and changes in storm attributes. Thus while these results are far from conclu-
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sive, they do provide a starting point from which more robust propagation modeling
frameworks can be used to analyze detection efficacy of thunderstorm infrasound.
At the 1 and 3 km AGL source heights (Figures 3.15 and 3.16), the majority
of the acoustic waves are trapped in the 0-4 km layer by a wave duct, potentially the
result from wind shear within this 0-4 km layer. As a result of this duct, acoustic
energy will likely be able to propagate for long distances, implying that a source
within this region will detectable at substantial ranges. Comparing this to the data
from the WFM array, if this run were representative of the acoustic ray propagation
pattern and the storm were emitting infrasound before it was detected by the array,
then it is likely that the array would have been able to retrieve coherent signal prior
to the time it was observed.
Analysis of model results for a 5 km AGL source altitude shows that the
acoustic waves are not subject to the ducting seen in the 1, 3 km source altitude runs
(Figure 3.17). Instead, as the acoustic rays impact the surface, the angle of their
reflection enables them to pass through this duct out into the free atmosphere. This
initial reflection of acoustic energy from the surface, which occurs at a maximum 48
km, would imply that in this environment the WFM array would not have detected
infrasound until later in the time-series when the storm was within the range of the
first bounce. While it is possible that acoustic reflections could happen later on and
result in acoustic energy being redirected to the surface, the range of their occurrence
would likely be much further than what is seen in this case.
In the 10 km source altitude run, there is much more variability in the acoustic
ray paths compared to the alternative runs (Figure 3.18). Similar to the 5 km source
58
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Figure 3.14: Composite sounding at 21 UTC at the Hollywood, AL RaDAPS location derived from surface observations, 21
UTC radiosonde, and GFS model output to be used to represent atmospheric conditions for the acoustic propagation model.

Figure 3.15: Acoustic ray paths plotted from a 3 Hz acoustic source at 1 km altitude
consisting of rays emitted from 100 to 120 degrees (azimuth) from the source. Black
dashed line indicates the distance at which the WFM array began detecting coherent
infrasound signals (77 km).

altitude run, the low-level trapping of acoustic energy that was present in lower altitude runs is not present. As a result, the absolute maximum distance for acoustic
energy to reach the surface before being reflected back into the atmosphere is at approximately 65 km. Of all the model runs, this run shows the most consistency with
observations. Given the 77 km source distance from the storm, and keeping in mind
that this is only a very basic approximation of the actual environment, the 65 km
threshold for detection is fairly reasonable. This feasible detection range is further
reflected in the plots of atmospheric attenuation as a function of range (Appendix B).
These plots reinforce the notion that the attenuation of acoustic energy due to atmospheric absorption is relatively negligible at these ranges in the infrasound regime,
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Figure 3.16: Acoustic ray paths plotted from a 3 Hz acoustic source at 3 km altitude
consisting of rays emitted from 100 to 120 degrees (azimuth) from the source. Black
dashed line indicates the distance at which the WFM array began detecting coherent
infrasound signals (77 km).

leading further credence to the assumption that propagation path, not necessarily
atmospheric absorption, is the limiting factor for maximum detectable range. Consequently, these results indicate that for an acoustic source to be detected at the ranges
that the WFM array began its detection of coherent infrasound, that the source would
likely be higher in altitude than the sources directly associated with tornadoes such
as the low-level mesocyclone.
Utilizing the results from this acoustic model, mainly the determination that
for coherent infrasound to reach a sensor array at ground level the source must be
located at an altitude of greater than approximately 5 km, the source generation
mechanisms that would be present are limited to the mid-level mesocyclone or light-
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Figure 3.17: Acoustic ray paths plotted from a 3 Hz acoustic source at 5 km altitude
consisting of rays emitted from 100 to 120 degrees (azimuth) from the source. Black
dashed line indicates the distance at which the WFM array began detecting coherent
infrasound signals (77 km).

ning within the storm. Examination of a time-height plot of the VHF sources for the
storm detected by the WFM array, it can be seen that the majority of the sources
are present in the region above 5 km (Figure 3.19). Therefore if lightning is a process
that is capable of generating infrasound as previously hypothesized, there is substantial agreement between the anticipated altitude of the source of infrasound and
the altitude of lightning activity. Taking into account that the highest correlation
with bandpower of any of the variables analyzed is the flash rate, provides further
justification for the notion that it is possible that lightning (or processes related to
lightning and its formation) may be a significant contributor to the observed infrasound emissions. While it is noted that lightning mapping arrays are more sensitive
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Figure 3.18: Acoustic ray paths plotted from a 3 Hz acoustic source at 10 km
altitude consisting of rays emitted towards 100 to 120 degrees (azimuth) from the
source. The black dashed line indicates the distance at which the WFM array began
detecting coherent infrasound signals (77 km).

to the negative breakdowns that occur in the positive charge region, which is largely
made up of ice crystals in the upper portions of the cloud, the results here at the very
least enable the inference that numerous dielectric breakdowns are occurring aloft in
this storm.

3.2

Western Domain Analysis
Processing the results from the Courtland, AL array in the western domain,

which was approximately 120 km away from the KGWX radar at 47 azimuth, yields
a time-series of infrasound bearings that features more overall variability than that
seen in the eastern domain, with short time periods of coherent signals present (Fig-
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Figure 3.19: Two-Dimensional histogram of NALMA observed VHF sources within
the severe storm tracked by the WFM array. The horizontal axis denotes UTC time,
and the vertical axis depicts the height above ground level in kilometers.

ure 3.20). The most consistent of these signals, which occurs from 1930-2050 UTC
and translates from an azimuth of approximately 270 to 250 , had a trace velocity
of around 360 m s

1

which is close enough to acoustic propagation speed to assume

the presence of an acoustic signal. Filtering the dataset to eliminate bearings with a
trace velocity below 340 m s

1

makes the track stand out through filtering of tran-

sient bearing estimates, and through comparisons with the KGWX WSR-88D radar
a storm following a similar track was found and was deemed to be the storm that the
array was tracking during this time (Figure 3.21).

3.2.1

Radar Overview of Storm Evolution in the Western Domain
Convection in the western domain began as a discrete convection initiated by

a boundary draped across north Mississippi, with the dominant convective cell that
would go on to emit infrasound quickly strengthening into a supercell by around 1900
UTC. At this point, a broad mesocyclone had developed and the characteristic hook
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Figure 3.20: Results from application of the least squares beamforming algorithm from 2-8 Hz for the Courtland Array in
Courtland, AL. The top plot contains the raw bearing estimates, the middle plot depicts the trace velocity for each acoustic
bearing retrieved, and the bottom plot features the bearing estimates filtered to only include bearings with a trace velocity
greater that 340 ms 1 and with a residual error of less than 0.5.

Figure 3.21: KGWX derived distance and azimuth of the infrasound emitting storm
relative to the Courtland array.

echo structure indicative of a precipitation wrapping around the rotating updraft
began to take shape. By 1930 UTC the storm had further matured and displayed
radar characteristics typical of a strong supercell, including the presence of both a
mid- and low-level mesocyclone, bounded weak echo region (BWER), and maximum
horizontal reflectivity values in the forward flank downdraft approaching 60 dBZ.
Around this time the storm produced confirmed severe hail, with golf ball sized hail
reported in far eastern Mississippi at approximately 1945 UTC.
As the storm continued to intensify and developed low-level rotation, it produced its first confirmed tornado at approximately 1945 UTC. The tornado, which
was rated as an EF1 with peak winds of 90 mph, had a path length of around 10.4
km and average width of 200 m, and persisted for approximately 10 minutes. As
the first tornado dissipated, the low-level mesocyclone also weakened and lost some
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of its structure. This weakening in rotation was only temporary however, as shortly
after, at approximately 2005 UTC, the low-level mesocyclone reformed and intensified
rapidly leading up to the second tornado. This tornado occurred from approximately
2020 to 2028 UTC, was rated EF0 with a maximum estimated wind speed of 80 mph,
and featured a path length of 4.3 km and width of 100 m.
Following the second tornado, the supercell maintained its low-level mesocyclone and rapidly produced a third tornado near Red Bay, AL on the MississippiAlabama border. This tornado, which occurred from 2031 to approximately 2039
UTC and had an estimated path width and length of 200 m and 10.17 km, was subsequently rated EF-0. Unlike the previous tornadoes, this tornado lofted debris to
radar beam height and produced a tornado debris signature (TDS) that persisted
throughout the majority of its lifecycle.
During the time period following the demise of the third tornado, the supercell
became less discrete as convection initiated in its vicinity, causing a series of complex
mergers and weakening of the low-level mesocyclone. Despite this, the now embedded
supercell was still readily identifiable through the presence of its mid-level mesocyclone, however the weakening of low-level rotation and unfavorable thermodynamics
within the inflow of the cell diminished the tornadic potential of the storm. As a
result, while the storm had somewhat maintained intensity and had periods through
which the low-level mesocyclone was more readily identified, its impacts were limited
to sporadic wind and hail reports between 2100 and 2240 UTC. Around this time the
unorganized cluster of convection produced a final tornado near Cullman, AL in north
central Alabama. This tornado proved to be the strongest of the day with a rating
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of EF-1 and maximum estimated wind speeds of 100 mph and width of 200 m, and
persisted for a path length totaling 7.07 miles, and was confirmed via a storm spotter
with photographic evidence. An abbreviated time series of this storm is displayed in
Figure 3.22.

Figure 3.22: KGWX radar time-series of horizontal reflectivity (dBZ), radial velocity
(ms 1 ) from 1906 to 2243 UTC depicting the lifecycle of the storm detected from the
Courtland array. Abscissae indicate distance from KHTX in kilometers.
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3.2.2

Comparison to Infrasound Results
Comparing the infrasound bearings to the actual bearings of the storm, it is

clear that there is more variability between the two when compared to the results
seen from the WFM array in the eastern domain (Figure 3.23). There is a general
trend from around 1930 to 2100 UTC through which the bearing estimates match
up with the actual storm azimuth relative to the array. While the variability in the
derived infrasound track from this storm presents challenges and reduces confidence
in performing a more comprehensive analysis similar to that performed in the eastern
domain, rudimentary comparisons and observations can still be made.
Analysis of the time-series of the infrasound derived storm bearings to the
overall radar presentation of the storm depicts a correlation between the onset of
infrasound detection and the general time at which the storm began to display supercell characteristics at 1930 UTC. Despite this, as the storm produced its first tornado
at around 1945 the variability in the bearing estimates increased and became less
pronounced, indicating a less coherent signal. In the time following the first tornado,
the bearing estimates were much more dispersed and a coherent track could not be
derived. This time period of enhanced variability and sparsity of bearing estimates
persists until shortly after the formation of the second tornado at 2020 UTC, at which
point the number of bearing estimates increases while the spread in the bearings remains somewhat high. Shortly after the demise of the third tornado at approximately
2050 UTC, there is a rapid increase in the spread of the bearing estimates to the point
at which a track is not discernible from noise and transient signals. From 2115 to

69

70

Figure 3.23: Courtland array filtered bearing estimates (black points) with KGWX derived time-series of storm azimuth
(orange dashed line) and null-case (dashed blue line). Bearing estimates were filtered such that only bearing estimates with
a trace velocity of greater than 340 ms 1 were retained. Times through which a tornado was ongoing are indicated by green
shading.

2140 UTC the bearing estimates converge one final time to form a track similar to
the previous storm track, though at this time the storm was non-tornadic. The presence of a coherent infrasound signal during the non-tornadic portion of the storm is
similar to that which occurred in the eastern domain, and provides further evidence
of infrasound signals that may be emitted from non-tornadic processes.

3.3

Evidence of Infrasound from Non-Severe Storms
Although both the eastern and western domains both featured tornado pro-

ducing storms that produced relatively accurate infrasound bearing estimates, they
also featured instances in which non-tornadic and non-severe storms also produced
bearings that are somewhat coherent and indicative of infrasound generation. Given
the lack of prior studies focusing on these null events, there is little known as to why
some storms produce infrasound and others do not. Thus, it is necessary that they
be documented and analyzed due to their possible source of false-alarms when using
infrasound as a tornado detection methodology.
In the eastern domain, one time period through which a non-severe thunderstorm emitted a detectable infrasound signal was from approximately 2215 to 2225.
During this time, the bearings portray a rapid shift to a more northerly direction
with time indicating a storm tracking from the west to north relative to the array.
Comparisons with radar data reveal that these bearing estimates were correlated with
a thunderstorm showing some signs of organization including low-level rotation, and
strong low-level ZH gradient (Figure 3.24). Around the time that the track begins,
the 20 dBZH echo tops for the storm had just reached approximately 5.2 km with spo71

Figure 3.24: Non-tornadic (and non-severe) thunderstorm that was responsible for
the slight deviation in the bearing estimates from the WFM array from 2215 to 2225
UTC. Black star indicates the location of the WFM array relative to the storm,
abscissae indicate distance in kilometers from KHTX.

radic lightning activity present (Figure 3.25) consistent with the presence of a mixed
phase precipitation region in the storm. As the storm continued on its northeasterly
track, its signal abruptly ended and the track shifted back to the larger thunderstorm
to the west shortly after 2025 UTC.
In the western domain, a similar happening occurred as a convective cell
tracked towards the northeast relative to the Courtland array at around 2345 UTC
(Figure 3.26). During this time, bearing estimates began to cluster at approximately
300 in agreement with the storm path (Figure 3.23). Similar to the eastern domain
this storm was non-severe at the time of infrasound detection, featured echo tops approaching 6.7 km, and also featured sporadic lightning activity (Figure 3.27). What
di↵ers from the null event in the eastern domain from this case is weaker intensity
and lack of rotation.
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Figure 3.25: NALMA VHF sources for the non-severe ”null-case” storm tracked by
the WFM array from appriximately 2215 to 2225 UTC. The location of the WFM
array is denoted by the red star.
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Figure 3.26: Non-tornadic (and non-severe) thunderstorm that was responsible for
the slight deviation in the bearing estimates from the Courtland array from 2340 to
2350 UTC. Black star indicates the location of the Courtland array relative to the
storm, abscissae indicate distance in kilometers from KGWX.
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Figure 3.27: NALMA VHF sources for the non-severe ”null-case” storm tracked
by the Courtland array from appriximately 2215 to 2225 UTC. The location of the
Courtland array is denoted by the red star.
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CHAPTER 4

DISCUSSION AND CONCLUSIONS

4.1

Discussion
Analysis of data from both the WFM and Courtland arrays reveals that infra-

sound signals can be temporally and spatially correlated with severe convection with
reasonable accuracy. The agreement between the infrasound-derived bearing estimate
of the storm and the location of the storm indicated by radar provides conclusive evidence to conclude that severe convection produces infrasound signals. Although there
was not any specific change in any of the storm variables analyzed that could be used
to identify a potential source of infrasound in these storms, or from which could be
correlated with the onset of coherent infrasound signals, there is a general agreement
that these signals were occurring within time periods through which these storms
produced severe reports and had radar characteristics indicating robust convection.
The results of the correlation analysis found that while relationships were
apparent between infrasound 2-8 Hz bandpower and storm-scale turbulence, the intensity of the mid- and low-level mesocyclones, and flash rate and mean flash-size,
these relationships were overall very weak. The strongest correlations present with
the 2-8 Hz bandpower were associated the mid-level mesocyclone and the flash rate,
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which are both linked to the updraft. This result would seem to imply that the
sources of infrasound generation in this case were more likely the result of larger
storm-scale processes, than smaller-scale processes that would be more directly related to tornadogenesis like the low-level mesocyclone. It should be noted that there
are obvious shortcomings in this analysis resultant from the small sample size for
which correlations could be computed, which leaves some ambiguity to these results.
While prior studies (Bedard 2005; Bowman and Bedard 1971) have suggested
that infrasound signals may be a precursor to tornadic processes, the results of the
correlation analysis casts some doubt to these hypotheses. If infrasound were to
be a direct precursor to tornadogenesis, such that its generation was the result of
one of the processes that would result in imminent tornadogenesis such as a rapid
increase in low-level mesocyclone intensity, it would is reasonable to believe that in
this case the infrasound signal would be more highly correlated with the low-level
mesocyclone than the mid-level mesocyclone as was present. This doubt on the
idea of infrasound being a potential tornadic precursor is amplified by the temporal
o↵set between when infrasound signals were detected and when the tornado occurred.
In the case of the tornado in the eastern domain, coherent infrasound signals were
detected approximately 40 minutes before the storm generated radar detectable lowlevel rotation, and almost an hour before tornado production. Taking into account
the dependence of tornado formation with low-level rotation, if there were low-level
rotation present that the infrasound array were able to detect, it would likely have also
been detected by KHTX given its close range of under 30 km and radar beam height
of 0.4 km AGL at the time of coherent infrasound detection. Thus, this disagreement
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between the time at which low-level rotation developed and the temporal onset of
coherent signal does not support the notion that infrasound generation is unique to
tornadic processes.
In regards to direct-detection of tornadoes, this study presents findings that
are largely inconclusive owing to the small dataset utilized, the presence of other
storm-generated infrasound signals, and the basic signal processing methods used to
determine the bearing estimates. In the 2-8 Hz band, there was no distinct clustering
of bearing estimates to indicate a tornado, nor was there any unique signature in
the bandpower correlated with tornadic activity. However, it should be noted that
the lack of a unique ”tornado-indicating” infrasound signature does not necessarily
imply that one does not exist, which is a hypothesis that necessitates a further exploration. As previously stated, there is reasonable evidence to believe that infrasound
is not unique to tornadic processes which would imply that if there was a speicific frequency for which tornadoes emit infrasound, it is embedded in the larger storm-scale
infrasound signal and not discernible with the methods used here.
Performing a basic analysis on the e↵ects of acoustic propagation in this case
reveals that the altitude of the acoustic source may have some impact on when the
signal was detected at the WFM array, providing additional insight on the source of
the infrasound emissions in this case. In order for acoustic energy to reach the ranges
seen by the WFM infrasound array (77 km) the signal would have to be emitted from
an altitude greater than 5 km AGL. Taking into account that a tornado is largely a
boundary layer phenomenon, this result would invalidate the association of infrasound
directly to tornadoes. Association of the height of this signal to a storm-scale process
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would imply that the signal is more likely related to the mid-level mesocyclone or infrasonic generation by electrostatic processes, rather than a tornado. This hypothesis
comes with the caveat that the propagation analysis was very basic, thus it is possible
that in a simulation with a range-dependent atmosphere a much di↵erent outcome
could be observed. Despite this, compared to the correlation analysis, this result
seems to be somewhat consistent in that both analyses indicated that the source of
infrasound originates from a higher altitude than that of tornadoes. If this is the case,
it is possible that the sources of infrasound seen in prior studies at ranges in excess of
100 km were likely the result of infrasound generation mechanisms other than tornadoes, while also reinforcing the idea that there may be range limitations inherent to
detecting a source emitted from the near surface layer which would ultimately impact
the detection efficacy of tornadoes with infrasound.
Though the most coherent infrasound signals originated from severe convection noted in the eastern and western domains, there were brief time-periods through
which non-severe convection produced infrasound signals from which bearing estimates could be derived. What separates these storms from the severe convection was
largely that their infrasound derived bearing estimates were either more sporadic in
nature, characterized by less spread, and were overall more transient than that seen
in the severe convection. The common denominator between these storms seems to
be that they were characterized by echo tops higher than the environmental freezing
height indicative of the presence of mixed-phase hydrometeors, and had displayed
sporadic lightning in the time periods through which the signals were observed. It
should be noted that while both of the storms produced infrasound, only one dis79

played rotation which presents some ambiguity and disagreement with the results of
the correlation analysis, which revealed a weak relationship between mid-level rotation and infrasound bandpower. As a result, it is possible that the contributions to
infrasound from mid-level rotation within the storm are less impactful than larger
scale contributions.

4.2

Conclusions and Future Work
Synthesizing the results from a network of infrasound detection arrays and

utilizing the data for analyses consisting of radar comparisons, time-series correlations, and a rudimentary propagation model reveals that thunderstorms are capable
of producing temporally coherent signals in the infrasound regime both before and
after tornadogenesis occurs. Furthermore, it is shown that bearing estimates can
be derived from these signals and correlated with storms with reasonable accuracy
within a severe thunderstorm environment, despite the presence of large low-level
environmental wind shear and instability. Thus, from a feasibility standpoint, there
is reasonable evidence to believe that infrasound can be used with success to identify
and detect sources of infrasound within environments typically associated with severe
weather. This result validates prior studies hypothesizing the links between infrasound and severe weather, and thus provides additional justification to the claims
that thunderstorms are capable of producing detectable infrasound at substantial
ranges.
Ultimately, the outcome of this analysis reveals that while the tornado producing storms in this case did emit infrasound as previous studies (Bedard 2005; Bowman
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and Bedard 1971; Georges 1973) have suggested, the correlation of infrasound directly
to tornadoes was not apparent. Instead, it was able to be determined with high confidence that processes separate, but not wholly unrelated, to those responsible for
tornado formation were likely responsible for generation of infrasound in the thunderstorms analyzed. Processes that can be related to the updraft intensity, such as
the flash rate, tended to show the strongest correlations with the bandpower, which
implies that the dominant infrasound generation mechanism detected in past studies
may have been more related to overall storm intensity as opposed to tornadoes. This
notion is further reinforced by the results of a simplified propagation analysis that
determined that in the environment in which this event occurred, sources would have
to be present at altitudes greater than that at which tornadoes occur in order to be
detected at the observed ranges. The presence of infrasound and its attribution to
non-severe thunderstorms as seen in two cases here also supports this hypothesis, and
shows conclusively that infrasound is not a binary indicator of tornadic potential, nor
one of severe potential for thunderstorms. As a result, in order to use infrasound
as a means of tornado detection, further work must be done to establish what role
tornadoes may have in the production of infrasound in thunderstorms, and if there is
one, how it can be discriminated from other sources of infrasound within the storm.
Regardless of the ability of infrasound arrays to detect storms, there are still
questions as to whether or not the generation mechanisms that create the detected
infrasound are the result of a process that would either depict imminent tornadogenesis, or the result of tornadoes themselves. While the latter cannot be answered by this
study, the analyses presented thus far can shed some light on the former. Synthesis
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of the analyses presented in previous sections implies that the infrasound detected
was not a direct pre-cursor to tornadogenesis, but instead more related to overall
storm energetics. This idea is reinforced by the presence of two null cases from which
infrasound derived bearing estimates could be resolved, one with and one without
rotation present, that displayed commonalities with the tornadic cases in that they
all displayed regions of mixed-phase precipitation and lightning which relates to the
strength of the updraft and subsequent releases of energy into the system through
latent heating processes. Further justification for this notion is provided by the identification of coherent infrasound signals well before low-level rotation was present,
which would be the most likely precursor to tornadic processes. If infrasound were
able to be used as a pre-cursor to tornadogenesis, it is likely that it would have a much
stronger relationship to the low-level mesocyclone than what was depicted. However,
it should be noted that the lack of correlations with the low-level mesocyclone may
have been a result of the wide frequency band (2-8 Hz) upon which this analysis is
based. As a result, it is possible that the frequency (or frequencies) that would be
most correlated with tornadoes and the processes that drive tornado formation may
have been overwhelmed by the storm-total infrasound signal.
Though this study su↵ered from a lack of cases available to be analyzed, the
results provide a platform for which prior hypotheses relating infrasound to thunderstorms and tornadogenesis can be reevaluated. From these results, it becomes clear
that it is likely that the past hypotheses were developed with ideas and technologies
surrounding tornadoes and their detection that have since been refined significantly.
Thus, while infrasound may have provided information in the past surrounding the
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overall intensity of a storm that was not available given technologies at the time, the
advent of a nationwide polarimetric radar network such as NEXRAD and satellite
based technologies such as the geostationary lightning mapper (GLM) and advanced
baseline imager (ABI) on the GOES-16,17 satellites may provide information that
renders infrasound arrays obsolete comparatively. This one case is not enough to
make that argument either way and further work is necessary to evaluate whether or
not the additional information a↵orded by infrasound arrays is worthwhile.
To provide more substantial results from which the utility of infrasound sensing of storms can be properly evaluated, the priority of future work should focus
on establishing a more comprehensive dataset to analyze. This dataset should place
emphasis on characterizing the spectrum of tornadic events, ranging from weak, transient tornadoes commonly seen in quasi-linear convective systems, to larger long-track
tornadoes associated with intense supercells. Such a dataset may more likely be able
to answer the question of whether or not tornadoes emit a unique signal, and through
its wide-range of tornado types be used to explore if the frequency and magnitude of
the observed infrasound signal is related to tornado intensity. To evaluate the contributions and elucidate potential sources of non-tornadic thunderstorm infrasound
emissions, the dataset should also consist of convective events in environments ranging from those characterized by featuring high instability and low wind shear to ones
with limited instability and high wind shear. Such a comparison would hopefully
clarify the impacts of processes such as the electrostatic infrasound generation mechanisms, or at a more simple level updraft intensity, that were not explored much in
this study. Such an analysis should utilize dual-Doppler radar analyses to evaluate
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variables that would be more correlated with overall storm energetics such as the
storm updraft mass flux.
Future work should also break down the analyses into smaller frequency bands,
as this is an acknowledged shortcoming of this study. It is possible that tornadoes emit
at a specific acoustic frequency, or perhaps at a frequency lower than the ones analyzed
here (Bedard 2005), which would partially explain the inability to correlate tornadoes
to infrasound in this case. Along similar lines, the signal processing methodology
employed here was relatively basic, and implementation of more robust direction of
arrival algorithms is desirable for future studies.
Another avenue recommended for future studies is to perform a more robust
acoustic propagation analysis that takes into account spatial variations in kinematic
and thermodynamic environmental variables, as opposed to the simplified analysis
performed in this study. This is necessary to provide an accurate depiction of acoustic propagation due to the extensive environmental mesoscale variability that is commonly present in severe storms environments. It is likely that performing an analysis
that can operate in a spatially-varying range-dependent framework will provide results di↵ering from the ones depicted here, and are necessary in order to truly evaluate
whether or not infrasound is a reliable means of tornado detection.
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APPENDIX A

SWIRLL ARRAY PROOF OF CONCEPT

Figure A.1: Bearing estimation results from a fireworks display taking place on
4 July 2017. The actual azimuth of the fireworks display relative to the array is
approximately 220 , which agrees with the estimates recorded from the array.

Although the SWIRLL array was unable to resolve bearing estimates during
the 22 April 2017 severe weather event, the array was able to adequately resolve
infrasound bearings in prior cases lending credence to the notion that this failure was
the result of substantial wind noise being present at the array. Taking advantage of
a known source of infrasound on 4 July 2017 from fireworks display at the US Space
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and Rocket Center, processing of the data in the 1-10 Hz range depicts a spread in
the bearing estimates until the fireworks display begins at approximately 2100 UTC
(Figure A.1). At 2100 UTC, the bearing estimates converge on an azimuth of around
220 , which is the actual azimuth of the fireworks display relative to the array.
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APPENDIX B

EFFECTS ON INFRASOUNUD DETECTION FROM ATMOSPHERIC
ABSORPTION

Figure B.1: Atmospheric acoustic propagation from acoustic raypaths originating
from a 3 Hz acoustic source at 1 km altitude consisting of rays emitted towards 100 to
120 degrees (azimuth) from the source. The black dashed line indicates the distance
at which the WFM array began detecting coherent infrasound signals (77 km).
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Figure B.2: Atmospheric acoustic propagation from acoustic raypaths originating
from a 3 Hz acoustic source at 3 km altitude consisting of rays emitted towards 100 to
120 degrees (azimuth) from the source. The black dashed line indicates the distance
at which the WFM array began detecting coherent infrasound signals (77 km).
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Figure B.3: Atmospheric acoustic propagation from acoustic raypaths originating
from a 3 Hz acoustic source at 5 km altitude consisting of rays emitted towards 100 to
120 degrees (azimuth) from the source. The black dashed line indicates the distance
at which the WFM array began detecting coherent infrasound signals (77 km).
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Figure B.4: Atmospheric acoustic propagation from acoustic raypaths originating
from a 3 Hz acoustic source at 10 km altitude consisting of rays emitted towards
100 to 120 degrees (azimuth) from the source. The black dashed line indicates the
distance at which the WFM array began detecting coherent infrasound signals (77
km).
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