In an asynchronous direct-sequence code-division multiple access (DS-CDMA) communication system the parameter estimation problem, i.e., estimating the propagation delay, attenuation and phase shift of each users' transmitted signal, may be complicated by the so-called near-far problem. The near-far problem occurs when the amplitudes of the users' received signals are very dissimilar, as the case might be in many important applications. In particular, the standard method for estimating the propagation delays will fail in a near-far situation. Several new estimators, the maximum likelihood, an approximative maximum likelihood and a subspace based estimator, are therefore proposed and are shown to be robust against the near-far problem. No knowledge of the transmitted bits is assumed and the proposed estimators can thus be used for both acquisition and tracking. In addition, the Cram er-Rao bound is derived for the parameter estimation problem.
Introduction
Direct-Sequence Code-Division Multiple Access (DS-CDMA) is by many considered to be a promising technology for future wireless communication networks, e.g., cellular telephony. In DS-CDMA, all users concurrently use the same bandwidth as opposed to frequencydivision and time-division multiple access. Users are distinguished by assigning each user a unique code sequence upon which the data sequence to be transmitted is overlayed. Therefore, the received signal will be the sum of all transmitted signals and noise. The standard receiver is simply a bank of lters, each matched to a speci c user's code, which is optimum in the single-user case, or if all the code sequences are orthogonal. We dismiss the single-user case, which obviously is of little interest in a multi-user system, and note that orthogonality in general cannot be achieved in an asynchronous system. In spite of this, the standard detector works reasonably well in a multiuser environment if there are few users with almost orthogonal code sequences and the received powers from di erent users are equal. However, when the received powers become unequal, the standard detector becomes almost useless. This is known as the near-far problem.
Since the received power levels often varies drastically in a wireless environment, we will face a serious near-far problem. This can be alleviated somewhat by using power control schemes, but this is not a simple task. Instead, there has been a great interest in nearfar resistant receivers. The optimum receiver, assuming a known channel, was found by Verd u 18], and was later followed by a number of sub-optimum near-far resistant detection schemes by other authors, e.g., 20, 3, 17] . All these schemes require exact knowledge of one or several parameters such as propagation delay for each user, received power level and carrier phase. In a practical system, these parameters need to be estimated and will therefore be subject to estimation errors. Recently, there has been some work done in the area of joint signal detection and parameter estimation, e.g., Iltis 2] , who uses an Extended Kalman Filter to obtain parameter estimates in the single user case. Another approach has been taken by Radovi c and Aazhang in 8], were the EM-algorithm and the multistage detector is combined in order to obtain parameter and bit estimates in a near-far multiuser environment.
The standard method of code acquisition (initial propagation delay estimation, typically before data transmission) is the sliding correlator and modi cations thereof, e.g., 6, 9] and references therein. Just like the standard detector, these methods are single-user algorithms and works reasonably well in a multiuser environment if the received powers are similar, but fails in a near-far environment 4]. Another approach to code acquisition is the MARASE algorithm 5], which is a multiuser algorithm. These algorithms assume transmission of a known bit sequence during acquisition and cannot be used for tracking (propagation delay estimation during data transmission).
The main contribution of this paper is the treatment of the full problem, i.e., estimation of the propagation delay, phase and amplitude for all users in a DS-CDMA system. Most of the algorithms proposed in this paper, however, deal with propagation delay estimation. Obtaining accurate propagation delay estimates is a di cult problem and there exist a multitude of algorithms for (sub-optimally) estimating the remaining parameters given reliable estimates of the propagation delays 7, 19, 1, 13] . Furthermore, no knowledge of the data sequences are required by the proposed algorithms. This means that the algorithms are applicable to both the acquisition and tracking problems.
In Section 2, the system model is presented. Section 3 formulates the parameter estimation problem and presents the Cram er-Rao Bound (CRB), which is a bound on the estimation accuracy. Four di erent estimators, the classical sliding correlator and three new algorithms, an ML estimator, an approximative ML (AML) estimator and a subspace based estimator, are introduced in Section 4. The algorithms are compared in Section 5 and some conclusions are drawn in Section 6.
System Model
The system under consideration is modeled as an asynchronous K-user DS-CDMA system operating over an additive white Gaussian noise (AWGN) channel. The modulation scheme is BPSK with bit duration T and chip duration T c = T=N, where N is an integer. The code waveforms are assumed to be periodic with period T. As a general rule, a subscript k implies that the subscripted quantity is due to the k th user. For instance, a period of the k th user's code waveform is denoted by b k (t), where b k (t) = 0 for t = 2 0; T).
The baseband signal, s k (t), is formed by pulse amplitude modulating the data stream, d k (m) 2 f+1; ?1g, with a period of the code waveform, i.e.,
The transmitted signal is formed by multiplying s k (t) with the carrier p 2P k cos(! c t + 0 k ), where P k is the power and 0 k is the random carrier phase uniformly distributed in 0; 2 ). We assume, without loss of generality, that P 1 = 1 and T c = 1.
The received signal may be written as
where k 2 0; T) is the unknown propagation delay and k = 0 k ? ! c k . The noise waveform, n(t), is a white Gaussian noise waveform with two-sided power spectral density N 0 =2. The receiver front-end consist of a standard IQ-mixing stage followed by a integrateand-dump section as shown in Figure 1 . The integration time, T i , is de ned as T i = T c =Q where Q is an integer and is referred to as the oversampling factor.
Ignoring double frequency terms, the equivalent complex received sequence, r(l) = r I (l) + jr Q (l), can be expressed as
where n(l) is a zero-mean white complex Gaussian sequence with variance 2 = E jn(l) all possible values of . This is obviously desirable for a DS-CDMA system since users otherwise can cancel each others transmissions. The B matrix will be of full rank if P k > 0 for all k, which obviously is the case. The nal complex discrete-time vector model is depicted in Figure 2 .
We will consider the parameter vectors , and to be unknown and deterministic. Furthermore, it is assumed that the data streams consist of equally likely, independent bits, and that the noise is independent of the data streams. We note that R is symmetric and is positive de nite if 2 > 0.
Since ASA is real symmetric and has rank 2K, there is an eigenvalue decomposition of ASA such that
where E s 2 IR QN 2K and E n 2 IR QN (QN?2K) are such that E s E n ] 2 IR QN QN is orthogonal, and where~ = diag( 1 ; 2 ; : : : ; 2K ) 2 IR 2K 2K is a diagonal matrix of the 2K non-zero positive eigenvalues of ASA . We de ne the signal subspace to be the subspace spanned by the columns of A, denoted by range(A). The noise subspace is de ned as the orthogonal complement to the signal subspace. It follows that range(A) = range(ASA ) = range(E s ) and that the noise subspace is consequently range(E n ).
From (6) 
We will, however, concentrate our e orts on estimating the propagation delay vector . In fact, we will not discuss the estimation of the noise variance at all. Nevertheless, we will still assume that the elements of are unknown deterministic parameters that are xed during the interval for which we observe the received vector. The CRB is a lower bound on the covariance matrix of any unbiased estimator 11]. Since the derivation is somewhat lengthy we defer the details to Appendix A. Suppose^ is an unbiased estimator of a vector of deterministic unknown parameters (i.e., Ef^ g = ) then the estimator's covariance matrix is satis es 4 Ef(^ ? )(^ ? ) T 
where J 2 IR (1+3K) (1+3K) is the Fisher information matrix and ln L(r) is the log-likelihood function of the observed data r with respect to . In our case, the observed data is the received vector r(m) for m = 1; 2; : : : ; M, hence, r = r T (1) r T (M) ] T 2 C MQN . In order to make the problem tractable, we condition the likelihood function on the transmitted bits, or, equivalently, on z(m). The resulting CRB may be interpreted as the CRB on estimators that are given knowledge of z(m).
However, the algorithms proposed below will not assume this knowledge. Nevertheless, the CRB presented here will still be a valid (although maybe not a tight) bound on the performance of estimators based on the model (5) .
Since the noise is complex Gaussian, the ( 
In order to calculate J, the partial derivative with respect to the parameter vector is needed. It is seen from (3) and (4) that @=@ k A might not exist when k = 0. Therefore, in order to proceed, we will assume that k 6 = 0 for k = 1; : : : ; K. This rather mild restriction means that we are not sampling in perfect synchronization with any of the K users and, furthermore, the algorithms proposed below are not dependent on this assumption.
The information matrix can be written as 
The power matrix is de ned as P = diag(P 1 ; P 2 ; : : : ; P K ) 2 IR K K .
It is possible to invert the asymptotic information matrix analytically since all blocks are diagonal. Furthermore, the structure of the asymptotic information matrix is such that we can compute bounds on the error variance for unbiased estimators of k , k and k that are independent of the parameters for all other users. In particular, the expression for the error variance of an estimator of 1 carries no dependence on P k for k = 2; 3; : : : ; K. This is important since it gives us hope that there indeed may exist estimators that are near-far resistant. Practical advantages with the asymptotic expression is that it is independent of the realization of z(m) and is (much) less expensive to compute than the nite sample expression. Finally, as indicated in Section 5, the nite sample information matrix approaches the asymptotic expression for rather modest values of M. 9 4 Estimation Algorithms
Maximum-Likelihood
A maximum-likelihood (ML) estimator of can be found by maximizing the log-likelihood function as stated in (10) over . As seen from (10), the optimization problem is separable with respect to 2 . That is, we can x 2 and maximize the log-likelihood function with respect to , and .
Maximizing the log-likelihood function is equivalent to minimizing the negative \log-likelihood" function. Thus, the maximum likelihood estimates^ ML (20) Note that the maximum-likelihood algorithm estimates , , and z simultaneously. It is important to realize that the log-likelihood function is conditioned on z(m) which, in turn, is de ned by the transmitted bits from all users. Therefore, in order to use the maximum-likelihood algorithm as stated in (20) we need to maximize (20) for all possible bit sequences. This estimator exploits the full structure of the problem and will achieve the CRB.
The maximization over z(m) is unfortunate since we are facing a mixed type optimization problem with both continuous and discrete parameters. The problem is solvable in principle but the complexity becomes overwhelming as the number of users or the observation interval grows.
Approximative Maximum Likelihood
As mentioned above, the problem with the ML estimator is that we need to test all possible transmitted bit sequences in order to perform a true maximum-likelihood estimation of the unknown parameters. However, we can make an approximation that in essence allows us to \forget" that we have a mixed optimization problem. Note that in this procedure, we are not using the full structure of s(m). We therefore expect (21) to yield worse estimates than (20) . The AML algorithm nds estimates of all the delays simultaneously.
MUSIC
The foundation to the MUSIC (MUltiple SIgnal Classi cation) algorithm 12], initially formulated for array processing, is the observation that the columns of A are contained in the signal subspace for the true values of . This means that fa 1 ; : : : ; a 2K g are orthogonal to any vector in the noise subspace, range(E n ). For instance, E n a k = 0 for k = 1; : : : ; 2K. Recall that a 2k?1 and a 2k are functions of k and are independent of j for j 6 = k. Hence, if we had perfect knowledge of the noise subspace, we could nd k as the solution to E n a 2k?1 ( ) = 0. Moreover, under the assumption that A has full rank for all possible realizations of and the number of users 2K < QN, the solution is unique.
The noise subspace is de ned in terms of the eigenvalue decomposition (8) 
As seen from (3) and (4) 
By substituting these expressions into (23), and noting that, if n is an integer, ka 2k?1 (nT i )k 2 = ka 2k (nT i )k 2 
where we have de ned s = =T i , t 0 = pT i and t 1 = (p + 1)T i . Note that J k;MU ( ) is a rational function of two fourth degree polynomials, which suggests an e cient search procedure. Consider the equation
If there exist a solution 0 for (27) such that 0 is real and 0 2 (t 0 ; t 1 ), then we add the extreme point J k;MU ( 0 ) to the set of possible minimas T . This is repeated for all QN bins (t 0 ; t 1 ). Since J k;MU ( ) is not di erentiable for k = nT i , where n is an integer, we need to add the points J k;MU (nT i ), n = 0; 1; : : : ; QN ? 1 to T . Now the global minimum is guaranteed to be in T , and we consequently choose^ MU k to be the corresponding to the smallest element of T .
Note that the MUSIC algorithm estimates only the propagation delays sequentially as opposed to the ML and AML estimators.
Sliding Correlator
we note the resulting numerator is of degree two. The solution to dJ k;C ( )=d = 0 can therefore be found analytically and the search for a global minima can be carried out in the same manner as in Section 4.3.
Note that neither the MUSIC, ML nor the AML algorithms assume that d k (m) = 1. This gives the correlation algorithm some extra side information and the comparisons made in Section 5 are therefore biased in the correlator's favor.
Numerical Results
The performance of the AML, MUSIC and correlator algorithms formulated above is evaluated in this section for some simulated scenarios.
The simulated system is a 10-user system with N = 31 chips per bit, T c = 1, operating over an AWGN channel with SNR 1 = 2E b;1 =N 0 = 15 dB. The code sequences are Gold sequences 10] generated by the polynomials g 1 (x) = x 4 + x + 1 and g 2 (x) = x 5 + x 4 + x 3 + x 2 + 1. Oversampling was not used, i.e., Q = 1.
Each Monte-Carlo run represents a particular realization of the noise and data sequences. Throughout all the simulations, the delays, received amplitudes and phases were xed. The measure of performance is the sample standard deviation, std(^ 1 ), where 500 Monte-Carlo runs were done for each simulation. The absolute performance of the timing estimators (in terms of standard deviation) is of course dependent on the particular for which the simulations are done. However, the relative performance of the estimators proved to be roughly independent of the delays.
The near-far ratio is de ned as P 2 =P 1 where all interfering users have the same received power, P k = P 2 for k = 3; 4; : : : ; 10. The Cram er-Rao bound serves as a lower bound on the standard deviation. Since the data sequences were changed between Monte-Carlo runs and the CRB is dependent on the data sequences, the asymptotic expression as given in Section 3 was used. For our simulated case, the actual CRB was very close to the asymptotic expression for an observation interval M > 20. Furthermore, the estimators turned out to be approximately unbiased and, hence, the sample standard deviation is an appropriate measure of performance.
The optimization of the cost functions for the MUSIC and sliding correlator estimators was done as described is Sections 4.3 and 4.4, respectively, in order to guarantee the global 14 minimum to be found. Since we are searching for the global minimum, we can sometimes nd estimates which are more than one chip duration away from the true delay. Such an estimate is called an outlier and was excluded from the data before the standard deviation was calculated. This was done in order to make the comparison with the CRB meaningful.
An outlier error is of course disastrous in the acquisition phase, however, in the tracking phase, we will probably limit the search of the cost function to be in the vicinity (say, plus minus T c =2) of the the previous estimate. This is reasonable since the propagation delays typically are slowly varying.
The MUSIC estimator produced no outliers, not even in a near-far situation, when su ciently many vector samples, about M = 100, were observed. For shorter observation intervals the number of outliers increased to about 20 % at M = 50 and a near-far ratio of 20 dB. The sliding correlator had a high number of outliers in a near-far situation, even when the observation interval was long. For a near-far ratio of 20 dB the outlier ratio was 50 % at M = 100 and decreased to 13 % when M = 400.
In case of the AML algorithm, the optimization was carried out by a numerical search started in the true point. Therefore, we are not guaranteed to nd the global minimum in this case and the performance of the AML algorithm shown here is therefore slightly optimistic.
In Figure 3 the standard deviation is plotted as a function of the number of observed vectors for the AML, MUSIC and correlation based algorithms for two di erent near-far ratios. Figure 4 shows the standard deviation for the di erent estimators as function of the near-far ratio.
The results presented here are obtained with an SNR of 15 dB. The MUSIC estimator seems to be more noise sensitive than the correlator and AML algorithms. Thus, with power control and where the SNR is low, the correlator works as good as or better than the MUSIC and AML estimators. However, recall that the correlator algorithm requires knowledge of transmitted bits, as opposed to the AML and MUSIC algorithms, and therefore, cannot be used for tracking. Where the SNR is low and near-far ratio is high, the AML is probably the method of choice. Where the SNR of the desired user's signal is reasonably high and the interference signi cant, the MUSIC algorithm is attractive since it has a much lower computational complexity than the AML method.
6 Conclusions
The standard algorithm for estimating propagation delays in an asynchronous DS-CDMA system works satisfactory when the multiuser interference is low. However, in a near-far situation, the performance is severely degraded.
The structure of the asymptotic CRB indicates it is possible to nd good, near-far resistant propagation delay estimators. The two proposed algorithms, the AML and MU-SIC, are shown to be robust against multiuser interference. Furthermore, they place no constraints on the data sequence and can therefore be used for tracking as well. Recursive formulations are also possible, which lower the computational complexity. 
