Age-specific mortality rates are often disaggregated by different attributes, such as sex, state and ethnicity. Forecasting age-specific mortality rates at the national and sub-national levels plays an important role in developing social policy. However, independent forecasts at the sub-national levels may not add up to the forecasts at the national level. To address this issue, we consider reconciling forecasts of age-specific mortality rates, extending the methods of Hyndman et al. (2011) to functional time series, where age is considered as a continuum. The grouped functional time series methods are used to produce point forecasts of mortality rates that are aggregated appropriately across different disaggregation factors. For evaluating forecast uncertainty, we propose a bootstrap method for reconciling interval forecasts. Using the regional age-specific mortality rates in Japan, obtained from the Japanese Mortality Database, we investigate the one-to ten-step-ahead point and interval forecast accuracies between the independent and grouped functional time series forecasting methods. The proposed methods are shown to be useful for reconciling forecasts of agespecific mortality rates at the national and sub-national levels. They also enjoy improved forecast accuracy averaged over different disaggregation factors. Supplemental materials for the article are available online.
Introduction
Functional time series often consist of random functions observed at regular time intervals.
Depending on whether or not the continuum is also a time variable, functional time series can be grouped into two categories. On one hand, functional time series can arise by separating an almost continuous time record into natural consecutive intervals such as days, months or years (see Hörmann & Kokoszka 2012) . Examples include daily price curves of a financial stock (Kokoszka & Zhang 2012) , and monthly sea surface temperature in climatology ). On the other hand, functional time series can also arise when observations in a time period can be considered together as finite realizations of an underlying continuous function; for example, annual age-specific mortality rates in demography (e.g., Hyndman & Ullah 2007 , Chiou & Müller 2009 ).
In either case, the functions obtained form a time series {X t , t ∈ Z}, where each X t is a (random) function X t (z) and z ∈ I represents a continuum bounded within a finite interval.
We refer to such data structures as functional time series.
There has been a rapidly growing body of research on functional time series forecasting methods. From a parametric viewpoint, Bosq (2000) proposed the functional autoregressive (FAR) process of order 1 and derived one-step-ahead forecasts that are based on a regularized form of the Yule-Walker equations. proposed the functional moving average (FMA) process and introduce an innovations algorithm to obtain the best linear predictor. proposed the FARMA process where a dimension reduction technique was used to reduce an infinite-dimensional object to a finite dimension, and then principal component scores can be modeled by vector autoregressive models. From a nonparametric perspective, Besse et al. (2000) proposed functional kernel regression to measure the temporal dependence via a similarity measure characterized by neighborhood distance (also known as semi-metric), kernel function and bandwidth. From a semi-parametric viewpoint, Aneiros-Pérez & Vieu (2008) put forward a semi-functional partial linear model that combines parametric and nonparametric models, and this semi-functional partial linear model allows us to consider additive covariates and to use a continuous path in the past to predict future values of a stochastic process.
Among many modeling techniques, functional principal component analysis (FPCA) has been used extensively for dimension reduction for a functional time series. As a data-driven basis function decomposition, FPCA can collapse an infinite-dimensional object to a finite di-mension, without losing much information. Hyndman & Ullah (2007) In this paper, we also use functional principal component regression as a forecasting technique, applied to a large multivariate set of functional time series with rich structure. There have been relatively few research contributions dealing with multivariate functional time series forecasting (see for example, Chiou et al. 2015 , Kowal et al. 2016 ). To our knowledge, there has been no study that takes account of aggregation constraints within multivariate functional time series forecasting. This is the gap we wish to address.
To be specific, we consider age-specific mortality rates observed annually as an example of a functional time series, where the continuum is the age variable. These age-specific mortality rates can be observed at the national level, and can be disaggregated by various attributes such as sex, state or ethnicity. Forecasts are often required for national mortality, as well as sub-national mortality disaggregated by different attributes. When a functional forecasting method is applied to each subset, the sum of the forecasts will not generally add up to the forecasts obtained by applying the method to the aggregated national data.
This problem is known as forecast reconciliation, which has been addressed for univariate time series forecasting. Sefton & Weale (2009) considered forecast reconciliation in the context of national account balancing, while Hyndman et al. (2011) demonstrated the usefulness of forecast reconciliation methods in the context of tourist demand. In this paper, we develop reconciliation methods tailored for multivariate functional time series.
We put forward two statistical methods, namely bottom-up and optimal combination methods, to reconcile point and interval forecasts of age-specific mortality, and potentially improve the point and interval forecast accuracies. The bottom-up method involves forecasting each of the disaggregated series and then using simple aggregation to obtain forecasts for the aggregated series (Kahn 1998) . This method works well where the bottom-level series have high signal-to-noise ratio. For highly disaggregated series, this does not tend to work well as the series become too noisy; also, any relationships between series are ignored. This motivated the development of an optimal combination method , where forecasts are obtained independently for all series at all levels of disaggregation and then a linear regression model is used with a generalized least-squares estimator to optimally combine and reconcile these forecasts. We propose a modification of this approach for use with functional time series.
Using the national and sub-national Japanese age-specific mortality rates from 1975 to 2013, we compare the point and interval forecast accuracies among the independent forecasting, bottom-up and optimal combination methods. For evaluating the point forecast accuracy, we consider the mean absolute forecast and root mean squared forecast errors, and found that the bottom-up method gives the most accurate overall point forecasts. For evaluating the interval forecast accuracy, we use the mean interval score, and again found that the bottom-up method gives the most accurate overall interval forecasts.
The rest of this paper is structured as follows. In Section 2, we describe the motivating data set, which is Japanese national and sub-national age-specific mortality rates. In Section 3, we describe the functional principal component regression for producing point and interval forecasts, then introduce grouped functional time series forecasting methods in Section 4.
We evaluate and compare point and interval forecast accuracies between the independent and grouped functional time series forecasting methods in Sections 5 and 6, respectively.
Conclusions are presented in Section 7, along with some reflections on how the methods presented here can be further extended.
Japanese age-specific mortality rates for 47 prefectures
In many developed countries such as Japan, increases in longevity and an aging population have led to concerns regarding the sustainability of pensions, health and aged care systems (see, for example, Coulmas 2007 , OECD 2013 . These concerns have resulted in a surge of interest amongst government policy makers and planners in accurately modeling and forecasting age-specific mortality rates. Sub-national forecasts of age-specific mortality rates are useful for informing policy within local regions. Any improvement in the forecast accuracy of mortality rates will be beneficial for determining the allocation of current and future resources at the national and sub-national levels.
We study Japanese age-specific mortality rates from 1975 to 2013, obtained from the Japanese Mortality Database (2015) . We consider ages from 0 to 99 in single years of age, while the last age group contains all ages at and beyond 100. The structure of the data is displayed in Table 1 where each row denotes a level of disaggregation. At the top level, we have total age-specific mortality rates for Japan. We can split these total mortality rates by sex, by region, or by prefecture. There are eight regions in Japan, which contain a total of 47 prefectures. The most disaggregated data arise when we consider the mortality rates for each combination of prefecture and sex, giving a total of 47 × 2 = 94 series. In total, across all levels of disaggregation, there are 168 series. Figure 1 shows rainbow plots of the female and male age-specific log mortality rates in Japan from 1975 to 2013 (Hyndman & Shang 2010) . The time ordering of the curves follows the color order of a rainbow, where curves from the distant past are shown in red and the more recent curves are shown in purple. The figures show typical mortality curves for a developed country, with rapidly decreasing mortality rates in the early years of life, followed by an increase during the teenage years, a plateau for young adults, and then a steady increase from about the age of 30. Females have lower mortality rates than males at all ages.
Rainbow plots
From Figures 1a and 1b , the observed mortality rates are not smooth across age due to observational noise. To obtain smooth functions and deal with possible missing values, we consider a penalized regression spline smoothing with monotonic constraint, described in Section 3.2. It takes into account the shape of log mortality curves (see also Hyndman & Ullah 2007 , D'Amato et al. 2011 , Shang 2016b . Figures 1c and 1d demonstrate smooth age-specific mortality rates for Japanese females and males, and we apply smoothing to all series at different levels of disaggregation. We have developed a Shiny app (Chang et al. 2016) in R (R Core Team 2016) to allow interactive exploration of the smoothing of all the data; this is available in the online supplement.
From the rainbow plots in Figure 1 , the age-specific mortality rates observed over years are not stationary, since the mean function changes over time. We implemented the stationarity test of Horváth et al. (2014) to confirm this, and found that mortality rates for both sexes in all prefectures were significantly non-stationary at the 5% level (results not shown).
Image plots
Another visual perspective of the data is shown in the image plots of Figure 2 . Here we graph the log of the ratio of mortality rates for each prefecture to mortality rates for the whole country, thus allowing relative mortality comparisons to be made. A divergent color palette is used with blue representing positive values and orange denoting negative values. The prefectures are ordered geographically from north to south, so the most northerly prefecture (Hokkaidō) is at the top of the panels, and the most southerly prefecture (Okinawa) is at the bottom. Prefectures are numbered geographically from north to south.
The top row of panels shows mortality rates for each prefecture and age, averaged over all years. Several striking features become apparent. There are strong differences between the prefectures for children, especially females; this is possibly due to socio-economic differences, and accessibility of health services. The most southerly prefecture of Okinawa has particularly low mortality rates for older people; this is consistent with the extreme longevity for which Okinawa is famous (see for example, Takata et al. 1987 , Suzuki et al. 2004 , Willcox et al. 2007 ).
The bottom row of panels shows mortality rates for each prefecture and year, averaged over all ages. Here there is less information to be seen, but three outliers are highlighted. In 2011, in prefectures 44 (Miyagi) and 45 (Iwate) there was a large increase in mortality compared to other prefectures. These are northern coastal regions, and the inflated relative mortality is due to the tsunami of 11 March 2011. There is a corresponding decrease in relative mortality in some other provinces. In 1995, there is an increase in mortality for prefecture 20 (Hyōgo). This corresponds with the Kobe (Great Hanshin) earthquake of 17 January 1995.
Also evident is the decreased female mortality in Okinawa up until 1990, suggesting a recent decline in the relative mortality advantages enjoyed by residents in this region.
Methodology

Functional principal component analysis
Let (X t : t ∈ Z) be an arbitrary functional time series. It is assumed that the observations X t are elements of the Hilbert space H = L 2 (I) equipped with the inner product w, v = I w(z)v(z)dz, where z represents a continuum and I represents the function support range. Each function is a square integrable function satisfying X t 2 = I X 2 t (z)dz < ∞ and associated norm. All random functions are defined on a common probability space (Ω, A, P).
for all y, z ∈ I. The covariance function c X (y, z) in (1) allows the covariance operator of X , denoted by K X to be defined as
and a non-increasing sequence λ k of positive number, such that
By the separability of Hilbert spaces, the Karhunen-Loève expansion of a stochastic process X (z) can be expressed as
,
dz is an uncorrelated random variable with a mean of zero and a unit variance. The principal component scores
As a widely used dimension reduction technique, the FPCA summarizes the main features of an infinite-dimensional object by its finite key elements, and forms a base of functional principal component regression. For theoretical, methodological, and applied aspects of FPCA, consult the survey articles by Hall (2011 ), Shang (2014 , Wang et al. (2016) and Reiss et al. (2016) .
When the function time series (X t ) is non-stationary, the principal components are not consistently estimated in this decomposition. However, the span of the basis functions is consistent (Liebl 2013 ) and since our aim is to forecast linear combinations of the functions, this decomposition works even for non-stationary time series. In this way, our approach is similar to that of Hyndman & Ullah (2007) , Lansangan & Barrios (2009 ), Shen (2009 and others, all of whom use a functional principal components decomposition with non-stationary data. We assume that there are underlying L 2 continuous and smooth functions X t (z) such that
Nonparametric smoothing technique
where Y t (z j ) denotes the raw log mortality rates, {ε t,j } are independent and identically distributed (iid) random variables across t and j with a mean of zero and a unit variance, and σ t (z j ) allows for heteroskedasticity. We observe that measurement errors are realized only at those time points z j where measurements are being taken. As a result, these errors are treated as discretized data ε t,j . However, in order to estimate the variance σ 2 t (z j ), we assume that there is a latent smooth function σ 2 (z) observed at discrete time points.
be the observed central mortality rates for age z j in year t and define E t (z j ) to be the population of age z j at 30 June in year t (often known as the "exposureat-risk"). The observed mortality rate follows a Poisson distribution with estimated variance
For modeling age-specific log mortality, Hyndman & Ullah (2007) advocated the application of weighted penalized regression splines with a monotonic constraint for ages above 65, where the weights are equal to the inverse variances, w t (z j ) = 1/ σ 2 t (z j ). For each year t,
where z j represents different ages (grid points) in a total of M grid points, λ represents a smoothing parameter, θ denotes the first derivative of smooth function θ, which can be both 
Functional principal component regression
By using FPCA, a time series of smoothed functions X (z) = {X 1 (z), . . . , X n (z)} is decomposed into orthogonal functional principal components and their associated principal component scores, given by
where µ(z) is the mean function; {φ 1 (z), . . . , φ K (z)} is a set of the first K functional principal components; β 1 = (β 1,1 , . . . , β 1,n ) and {β 1 , . . . , β K } denotes a set of principal component scores and β k ∼ N(0, λ k ) where λ k is the kth eigenvalue of the covariance function in (1); e t (z)
denotes the model truncation error function with a mean of zero and a finite variance; and K < n is the number of retained components. Expansion (2) facilitates dimension reduction as the first K terms often provide a good approximation to the infinite sums, and thus the information contained in X (z) can be adequately summarized by the K-dimensional vector
Although it can be a research topic on its own, there are several approaches for selecting K: (1) scree plots or the fraction of variance explained by the first few functional principal components (Chiou 2012) ; (2) pseudo-versions of Akaike information criterion and Bayesian information criterion (Yao et al. 2005) ; (3) predictive cross validation leaving out one or more curves (Rice & Silverman 1991) ; (4) bootstrap methods (Hall & Vial 2006) . Here, the value of K is chosen as the minimum that reaches a certain level of the proportion of total variance explained by the K leading components such that
where δ = 90%, 1 { λ k >0} is to exclude possible zero eigenvalues, and 1{·} represents the binary indicator function.
In a dense and regularly spaced functional time series, the mean function µ(z) = 1 n ∑ n t=1 X t (z) and covariance function c X (y, z) can be empirically estimated and they are shown to be consistent under the weak dependency (Hörmann & Kokoszka 2010) . From the empirical covariance function, we can extract empirical functional principal component functions B = φ 1 (z), . . . , φ K (z) using singular value decomposition. Conditioning on the smoothed functions X (z) = {X 1 (z), . . . , X n (z)} and the estimated functional principal components B, the h-step-ahead point forecast of X n+h (z) can be obtained as
where β n+h|n,k represents the time series forecasts of the kth principal component scores, which can be obtained by using a univariate time series forecasting method, which can handle non-stationarity of the principal component scores. Hyndman & Shang (2009) considered a univariate time series forecasting method to obtain β n+h|n,k , such as autoregressive integrated moving average (ARIMA) model. This univariate time series forecasting method is able to model non-stationary time series containing a stochastic trend component. Since the yearly age-specific mortality rates do not contain seasonality, the ARIMA has a general form of
A univariate time series forecasting method
where α represents the intercept, (ψ 1 , . . . , ψ p ) denote the coefficients associated with the autoregressive component, (θ 1 , . . . , θ q ) denote the coefficients associated with the moving average component, B denotes the backshift operator, d denotes the differencing operator, and w k = {w 1,k , . . . , w n,k } represents a white-noise error term. We use the automatic algorithm of Hyndman & Khandakar (2008) to choose the optimal orders of autoregressive p, moving average q and difference order d. The value of d is selected based on successive KwiatkowskiPhillips-Schmidt-Shin (KPSS) unit-root tests (Kwiatkowski et al. 1992) . KPSS tests are used for testing the null hypothesis that an observable time series is stationary around a deterministic trend. We first test the original time series for a unit root; if the test result is significant, then we test the differenced time series for a unit root. The procedure continues until we obtain our first insignificant result. Having determined d, the orders of p and q are selected based on the optimal Akaike information criterion (AIC) with a correction for small sample sizes (Akaike 1974 , Hurvich & Tsai 1989 . Having identified the optimal ARIMA model, maximum likelihood method can then be used to estimate the parameters.
Grouped functional time series forecasting techniques
Notation
For ease of explanation, we will introduce the notation using the Japanese example. The generalization to other contexts should be apparent. The Japanese data follow a multi-level geographical hierarchy coupled with a sex grouping variable. The hierarchy is shown in Figure 3 . Japan is split into eight regions, which in turn can be split into 47 prefectures.
Figure 3: The Japanese geographical hierarchy tree diagram, with eight regions and 47 prefectures.
The data can also be split by sex. So each of the nodes in the geographical hierarchy can also be split into both males and females. We refer to a particular disaggregated series using the notation X*S meaning the geographical area X and the sex S, where X can take the values shown in Figure 3 and S can take values M (males), F (females) or T (total). For example: R1*F denotes females in Region 1; P1*T denotes females and males in Prefecture 1; Japan*M denotes males in Japan; and so on.
Let E X*S,t (z) denote the exposure-at-risk for series X*S in year t and age z, and let D X*S,t (z)
be the number of deaths for series X*S in year t and age z. Then the age-specific mortality rate is given by R X*S,t (z) = D X*S,t (z)/E X*S,t (z). To simplify expressions, we will drop the age argument (z). Then for a given age, we can write
or R t = S t b t where R t is a vector containing all series at all levels of disaggregation, b t is a vector of the most disaggregated series, and S t shows how the two are related. 
Bottom-up method
One of the commonly used methods to forecasting grouped time series is the bottom-up method (e.g., Dangerfield & Morris 1992 , Zellner & Tobias 2000 . This method involves first generating base forecasts for each of the most disaggregated series and then aggregating these to produce all required forecasts. For example, let us consider the Japanese data. We first generate h-step-ahead base forecasts for the most disaggregated series, namely b n+h = R P1*F,n+h , R P1*M,n+h , R P2*F,n+h , R P2*M,n+h , . . . , R P47*F,n+h , R P47*M,n+h .
Then the historical ratios that form the S t summing matrix are forecast using an automated ARIMA algorithm (Hyndman & Khandakar 2008) . That is, let p t = E X*S,t /E Y*W,t be a non-zero element of S t . We forecast each time series {p 1 , . . . , p n } for h-step-ahead to obtainp n+h . These are then used to form the matrix S n+h . Thus we obtain reconciled forecasts for all series:
The bottom-up method has the agreeable feature that it is simple and intuitive, and always results in series that are "aggregate consistent" (i.e., that the resulting forecasts satisfy the same aggregation constraints as the original data). The method performs well when the signal-tonoise ratio is relatively strong for the most disaggregated series. On the other hand, it may lead to inaccurate forecasts of the top-level series, in particular when there are missing or noisy data at the bottom level (see for example, Shlifer & Wolff 1979 , Schwarzkopf et al. 1988 , in the univariate time series context).
Optimal combination method
Instead of considering only the bottom-level series, Hyndman et al. (2011) proposed a method in which base forecasts for all aggregated and disaggregated series are computed indepen-dently, and then the resulting forecasts are reconciled so that they satisfy the aggregation constraints. As the base forecasts are independently generated, they will not usually be "aggregate consistent". The optimal combination method combines the base forecasts through linear regression by generating a set of revised forecasts that are as close as possible to the base forecasts but that also aggregate consistently within the group. The method is derived by writing the base forecasts as the response variable of the linear regression
where R n+h is a matrix of h-step-ahead base forecasts for all series, stacked in the same order as for original data;
is the unknown mean of the forecast distributions of the most disaggregated series; and ε n+h represents the reconciliation errors.
To estimate the regression coefficients, Hyndman et al. (2011) and Hyndman et al. (2016) proposed a weighted least squares solution which we adapt to our problem as follows:
where W is a diagonal matrix containing the one-step-ahead forecast variances for each series.
Then the revised forecasts are given by
By construction, these are aggregate consistent and involve a combination of all the base forecasts. They are also unbiased since E[R n+h ] = S n+h β n+h .
Constructing uniform and pointwise prediction intervals
To assess the forecast uncertainty, we adapt the method of Aue et al. (2015) for computing uniform and pointwise prediction intervals. The method can be summarized in the following steps:
1. Using all observed data, compute the K-variate score vectors (β 1 , . . . , β K ) and the sample functional principal components φ 1 (z), . . . , φ K (z) . Then, we can construct in-sample
where ( β ζ+h,1 , . . . , β ζ+h,K ) are the elements of the h-step-ahead prediction obtained from (β 1 , . . . , β K ) by a means of univariate time-series forecasting method, for ζ ∈ {K, . . . , n − h}.
2. With the in-sample forecasts, we calculate the in-sample forecast errors
where ω ∈ {1, 2, . . . , M} and M = n − h − K + 1.
3. Based on these in-sample forecast errors, we can sample with replacement to obtain a series of bootstrapped forecast errors, from which we obtain lower and upper bounds, denoted by γ l (z) and γ u (z), respectively. We then seek a tuning parameter ϕ α such that α × 100% of the residual functions satisfy
The residuals 1 (z), . . . , M (z) are expected to be approximately stationary and, by the law of large numbers, to satisfy
Note that Aue et al. (2015) calculate the standard deviation of [ 1 (z), . . . , M (z)], which leads to a parametric approach of constructing prediction intervals. Here we consider a nonparametric approach, as it allows us to reconcile bootstrapped forecasts among different functional time series in a hierarchy.
Step 3 can easily be extended to pointwise prediction interval, where we determine a tuning parameter π α such that α × 100% of the residual data points satisfy
where j symbolizes discretized data points. Then, the h-step-ahead pointwise prediction intervals are given as
Results of the point forecasts
Point forecast evaluation
An expanding window analysis of a time series model is commonly used to assess model and parameter stabilities over time. It assesses the constancy of a model's parameter by computing parameter estimates and their forecasts over an expanding window of a fixed size through the sample (see Zivot & Wang 2006 , Chapter 9 for details). Using the first 29 observations from 1975 to 2003 in the Japanese age-specific mortality rates, we produce one-to ten-step-ahead point forecasts. Through an expanding window approach, we re-estimate the parameters in the univariate time series forecasting models using the first 30 observations from 1975 to 2004.
Forecasts from the estimated models are then produced for one to nine-step-ahead. We iterate this process by increasing the sample size by one year until reaching the end of data period in 2013. This process produces 10 one-step-ahead forecasts, 9 two-step-ahead forecasts, . . . , and 1 ten-step-ahead forecast. We compare these forecasts with the holdout samples to determine the out-of-sample point forecast accuracy.
To evaluate the point forecast accuracy, we use the mean absolute forecast error (MAFE) and root mean squared forecast error (RMSFE). They measure how close the forecasts are in comparison to the actual values of the variable being forecast. For each series k, and they can be written as
where X k n+ς (z j ) represents the actual holdout sample for the jth age and ςth curve of the forecasting period in the kth series, while X k n+ς (z j ) represents the point forecasts for the holdout sample.
By averaging MAFE k (h) and RMSFE k (h) across the number of series within each level of disaggregation, we obtain an overall assessment of the point forecast accuracy for each level within the collection of series, denoted by MAFE(h) and RMSFE(h). They are defined as
where m k denotes the number of series at the kth level of disaggregation, for k = 1, . . . , K.
For 10 different forecast horizons, we consider two summary statistics to evaluate point forecast accuracy between the methods for national and sub-national population. The summary statistics chosen are the mean and median values due to their suitability for handling squared and absolute errors (Gneiting 2011) . They are given by
where [5] and [6] represent the 5th and 6th terms after ranking MAFE(h) for h = 1, 2, . . . , 10 from smallest to largest.
Point forecast comparison
Averaging over all series at each level of the Japanese data hierarchy, Tables 2 and 3 present MAFE(h) and RMSFE(h) values using the independent functional time series and two grouped functional time series forecasting methods. The bold entries highlight the method that performs the best for each level of the hierarchy and each forecast horizon, based on the smallest forecast error. In the short-term forecast horizon, the independent functional time series forecasting and optimal combination methods generally have the smaller forecast errors than the bottom-up method. As the forecast horizon increases from h = 3 to h = 10, the bottom-up method performs the best with the smallest forecast errors. At the bottom level, it is not surprising that the independent functional time series and bottom-up methods produce the same forecast accuracy. Averaged over all levels of a hierarchy, it is advantageous to use the grouped functional time series forecasting methods over the independent functional time series forecasting method. For this example, we recommend the bottom-up method.
Comparison with moving functional median
As a comparison, we consider a moving functional median method to produce point forecasts.
The functional median allows us to rank a sample of curves based on their location depth;
i.e., the distance from the functional median (the deepest curve). This leads to the notion of functional depth (see, e.g., Cuevas et al. 2006 Cuevas et al. , 2007 .
We briefly describe one functional depth measure, namely Fraiman & Muniz's (2001) depth.
For each z ∈ I, let F n,z be the empirical sample distribution of {X 1 (z), X 2 (z), . . . , X n (z)} and let Z i (z) be the univariate depth of function X i (z), given by
and the values of I i provide a way of ranking curves from inward to outward. Thus, the functional median is the deepest curve with the maximum I i value.
Using the expanding window approach, we compute the moving functional median and report one to ten-step-ahead point forecast accuracy in Table 4 . Since all the functional time series considered are non-stationary in nature, the functional median cannot rapidly capture Table 2 : MAFEs (×100) in the holdout sample between the independent functional time series forecasting and two grouped functional time series forecasting methods applied to the Japanese age-specific mortality rates. The bold entries highlight the method that performs best for each level of the hierarchy and each forecast horizon, as well as summary statistic. the dynamic changes in the underlying patterns, and thus does not perform as well as the proposed functional time series method. 6 Results of the interval forecasts
Interval forecast evaluation
In order to evaluate pointwise interval forecast accuracy, we utilize the interval score of Gneiting & Raftery (2007) (see also Gneiting & Katzfuss 2014) . For each year in the forecasting period, the h-step-ahead prediction intervals were calculated at the 100(1 − α)% nominal coverage probability. We consider the common case of the symmetric 100(1 − α)% prediction interval, with lower and upper bounds that are predictive quantiles at α/2 and 1 − α/2, denoted by X l n+h (z j ) and X u n+h (z j ). As defined by Gneiting & Raftery (2007) , a scoring rule for the pointwise interval forecast at time point z j is
where α denotes the level of significance, customarily α = 0.2. The interval score rewards a narrow prediction interval, if and only if the true observation lies within the prediction interval.
The optimal interval score is achieved when X n+h (z j ) lies between X l n+h (z j ) and X u n+h (z j ), and the distance between X l n+h (z j ) and X u n+h (z j ) is minimal. For different time points in a curve and different days in the forecasting period, the mean interval score is defined by
where S α X l n+ς (z j ), X u n+ς (z j ); X n+ς (z j ) denotes the interval score at the ςth curve of the forecasting period.
For 10 different forecast horizons, we consider two summary statistics to evaluate interval forecast accuracy. The summary statistics chosen are the mean and median values, given by
Interval forecast comparison
In Table 5 , we present the mean interval scores for one-step-ahead to ten-step-ahead forecasts, using the independent and two grouped functional time series forecasting methods. The independent functional time series generally gives the most accurate interval forecasts at the national level, while the grouped functional time series forecasting methods demonstrate superior forecast accuracy for the sub-national level. The bottom-up method gives the most accurate interval forecasts at the region level, while the optimal combination method gives the most accurate interval forecasts at the prefecture level. Based on the overall mean interval scores, the bottom-up methods outperform the independent functional time series forecasting and optimal combination methods, in terms of interval forecast accuracy. Thus, the bottom-up method is recommended for this example. 
Conclusion
We have extended two grouped time series forecasting methods, namely the bottom-up and optimal combination methods, from univariate to functional time series. These grouped functional time series forecasting methods were derived by coupling grouped univariate time series forecasting methods with functional time series analysis.
The bottom-up method models and forecasts data series at the most disaggregated level, and then aggregates the results using the summing matrix. In that summing matrix, each element is forecast from the historical data using univariate time series models.
The optimal combination method combines the base forecasts obtained from independent functional time series forecasting methods using linear regression. It generates a set of revised forecasts that are as close as possible to the base forecasts, but that also aggregates consistently with the known grouping structure. Under some mild assumptions, the regression coefficient can be estimated by ordinary least squares.
Using age-specific mortality rates at the national and sub-national levels in Japan, we compare the one-step-ahead to ten-step-ahead forecast accuracy between the independent functional time series forecasting method and the two proposed grouped functional time series forecasting methods. We found that the grouped functional time series forecasting methods produced more accurate point and interval forecasts than those obtained by the independent functional time series forecasting method. In addition, the grouped functional time series forecasting methods produce forecasts that obey the natural group structure, thus giving forecast mortality rates at the sub-national levels that add up to the forecast mortality rates at the national level.
We have also presented a way of constructing uniform and pointwise prediction intervals for grouped functional time series using bootstrapping. The method calculates in-sample forecast errors between the in-sample holdout data and their reconstruction by functional principal component regression. By sampling with replacement from the bootstrapped insample errors, we obtain lower and upper bounds, and then find an optimal tuning parameter for achieving uniform or pointwise nominal coverage probability. With this tuning parameter, out-of-sample uniform or pointwise prediction intervals are obtained.
There are a few ways in which the paper can be further extended and we briefly outline four. First, due to the ready availability of suitable data, we have considered disaggregation of mortality by sex and geography. However, mortality rates can be further disaggregated with the inclusion of other factors, such as cause-of-death considered in Murray & Lopez (1997) , Girosi & King (2008) and Gaille & Sherris (2015) , and socioeconomic status inter alia (Bassuk et al. 2002 , Singh et al. 2013 . With the appropriate data, it would be straightforward to extend our approach to take into account these further disaggregation factors. Second, coherent forecasting methods can be used to jointly model and forecast age-specific mortality rates from two or more populations (see for example, Li & Lee 2005 , Hyndman et al. 2013 . These methods could also be applied in the functional data context to ensure that related populations have non-diverging forecasts. Third, the proposed methodology can be applied to other application areas. To give just one example, university performance is commonly measured by student completion rates. The university-wide completion rates observed over years can be be disaggregated by age, sex, faculty, domestic or international status, and other factors.
These disaggregations give us a group structure to constrain the forecasts of the age-specific completion rates, and to measure the effect of factors that may contribute to completions.
Finally, since the presence of outliers can seriously affect the modeling and forecasting of principal component scores, a robust functional principal component decomposition (such as proposed in Bali et al. 2011 ) and robust time series methods (such as proposed in Gelper et al. 2010 ) can be adapted to our grouped functional time series methods. We leave each of these potential extensions to future research.
