Abstract. In this paper we prove the C ∞ -well posedness of the Cauchy problem for quasilinear hyperbolic equations of second order with coefficients non-Lipschitz in t ∈ [0, T ] and smooth in x ∈ R n .
0. Introduction. In this paper we consider Cauchy problems for quasi-linear hyperbolic equations with coefficients non-Lipschitz in the time variable and smooth in spatial variables. Our goal is to prove C ∞ -well posedness for the Cauchy problem (CP1)
a jk (t, x; u, u t , ∇u)u x j x k + ρ(t, x; u, u t , ∇u) = 0 for (t, x) ∈ (0, T ) × R n , u = ϕ(x), u t = ψ(x) at t = 0.
(0.1)
The paper [2] is devoted to the study of Cauchy problems for second order hyperbolic equations with coefficients depending on the time variable of the form
a jk (t)u x j x k + where a jk (t) = a kj (t) are non-Lipschitz coefficients in the following sense:
|a t (t; η)| ≤ C t |η| 2 , a(t; η) := n j,k=1 a jk (t)η j η k (0. 3) for all η = (η, . . . , η n ) ∈ R n . The authors proved that the Cauchy problem is C ∞ -well posed, where its solution possesses the property of regularity loss of derivatives in x. On the other hand, the condition (0.3) can be weakened to the optimal condition |a t (t, η)| ≤ C t log 1 t |η| 2 , t ∈ (0, T ], (0. 4) to guarantee C ∞ -well posedness for the Cauchy problem (0.2). This is shown in [3] for the model Cauchy problem u tt − a(t)u xx + b(t)u x = 0, u(0, x) = ϕ(x), u t (0, x) = ψ(x) (see also Remark 3.3 from [3] ). A more general model with optimal non-Lipschitz condition of C ∞ -and Gevrey-type is studied in [5] . Recently, [1] considered the linear Cauchy problem of the same type as (0.2) with coefficients depending on time and spatial variables. There the elliptic term satisfies a condition like (0.3). The C ∞ -well posedness of the Cauchy problem was proved by using pseudo-differential operators based on an argument used in [2] . Finally, in the recent paper [7] the question for C ∞ -well posedness was studied for the Cauchy problem for all k, β and (t, x) ∈ (0, T ] × R n , where T is sufficiently small and γ ≥ 0. A C ∞ -well posedness result was proved after construction of parametrix and the proof of existence of a cone of dependence.
In this paper we consider the general quasi-linear Cauchy problem (CP1). Our approach is quite different from those from [2] and [1] . Actually, according to [9] , making use of solutions of a family of nonlinear ordinary differential equations associated with (0.1), we reduce (CP1) to some Cauchy problem with special asymptotic behaviour in t on the right-hand side. During this procedure we only lose regularity in x without any loss of regularity in t. Then, by a standard way, we can derive the time local existence of smooth solutions.
Finally, by proving the domain of dependence property we obtain C ∞ -well posedness of (CP1).
To explain our assumptions we define multi-indices
We make the following assumptions with D x = (∂ x 1 , . . . , ∂ x n ) and D ξ = (∂ ξ 0 , . . . , ∂ ξ n+1 ):
133
(A-I) (strict hyperbolicity) There exists a positive constant C 0 such that n j,k=1
(A-II) (regularity properties)
(A-III) (asymptotic behaviour near t = 0) We assume
r with a fixed 0 ≤ r < 1 and for all multi-indices α and β,
with a fixed 0 ≤ q < 1 and for all multi-indices α and β with |α| ≥ 0 and |β| > 0.
Throughout this paper we use the following notation. By H m (R n ) with a non-negative integer m we denote the usual Sobolev space with the norm · m . Sometimes we denote (·, ·)
We define for 0 < t ≤ T the function space
With a positive parameter κ and with L 0 := n 2 + 2 we introduce
From now on, κ is taken sufficiently small that (g, g t , ∇g) ∈ K for g ∈ Π κ . Moreover, we introduce the energies
for any integer m ≥ 0. Finally, we sometimes use the notation h (α) (t,
ξ h(t, x; ξ) and Λu = (u, u t , ∇u). The main results of our paper are given in the following theorems. 
Moreover, the solution possesses the domain of dependence property.
Theorem 0.2 (C ∞ -well posedness). Assume that (A-I) to (A-III) hold and that
, where the solution possesses the domain of dependence property.
1. Reduction scheme. In this section we reduce (CP1), this problem implies the finite loss of derivatives for its solutions, by a finite family (Qj), j = 0, 1, . . . , l, of Cauchy problems for nonlinear ordinary differential equations to an auxiliary Cauchy problem (CP3), which is of strict hyperbolic type, see [8] . We follow ideas according to [9] . Let us consider the next Cauchy problems in a strip [0, T ] × R n :
and in general
for ≥ 2, where we use the abbreviations
, we obtain the following results.
Proof. It is easily seen that (1.5) can be written in the form
and that
Hence the proof is complete. Lemma 1.2. The Cauchy problem (CP2) with v and
is equivalent to the following Cauchy problem for w = v:
where the coefficients b jk , b j , b 0 and b satisfy the following conditions:
and with C 0 from (A-I).
(B-II) (regularity properties) The regularity behaviour of coefficients can be described in the following way:
(B-III) (asymptotic behaviour near t = 0) The asymptotic behaviour of coefficients near t = 0 can be described in the following way:
and for all multi-indices α and β.
Proof. It follows from (1.1)-(1.4) that
We substitute U ( ) tt in (1.5) by the right-hand side of the above equality. Then we have to study the following four terms to get the properties (B-I) to (B-III):
By the mean value theorem it is seen that b j , b 0 and b are determined by i) and iii) and that f l is determined by ii)-iv). This helps us to understand that the assumptions (A-I) to (A-III) are transferred to (B-I) to (B-III). Hence the proof is complete. Now we cite some auxiliary results.
Then there exists a constant C, which depends on
Corollary 1.1. Suppose that the functions v = v(t, x) and z = z(t, x) belong
(1.8)
. Let us be given the differential inequality
Under the assumptions
every solution of the differential inequality belonging to
Let us now investigate the asymptotic behaviour of the solutions u (0) , . . . , u ( ) to the Cauchy problems (Q0),. . . ,(Q ), respectively.
, ∇ϕ(x)) ∈ K, and l is a fixed nonnegative integer, then there exists a solution u (s) := u (s) (t, x) of the problem (Qs) and a joint life span [0,
Proof. The time local solvability of the problem (Qs),
) follows from the assumptions (A-II) and (A-III) and the nonlinear ordinary differential equation in (Qs), 0 ≤ s ≤ l, by using (A-II)ii). Let us derive the above estimates.
First, we deal with the problem (Q0). By the standard energy method we have
Integrating over (0, t), t ∈ [0, T 1 ], we have for sufficiently small T 1
From (1.11) it follows immediately that
Differentiating m times with respect to x both sides of the equation from (1.1), m ≥ [ n 2 ] + 1, we obtain, by following the same procedure from (1.10) to (1.12), by using Lemma 1.3 and taking into account property (A-II)ii), the inequality
In fact, for |α| ≤ m we have
Multiplying both sides by exp −C m t 0 ρ (m) (τ ) dτ with a sufficiently large positive C m we have from (1.11) and (1.12) in the same manner
, we arrive at (1.13). From (1.13) it is clear that a sufficiently
Now we consider problem (Q1). We apply in (1.2) the mean value theorem to
t , ∇ϕ . Then using Lemma 1.3 we obtain for the solution of (1.2) the estimate
The application of (A-III) yields
(t) , (1.14)
where ν = min{1 − q, 1 − r}. Hence for sufficiently small T 1 we obtain
In the same way as (1.13) we have
Therefore there exists a positive constant T 1 (eventually we have to choose a smaller one than in the previous step) such that the inequalities (1.16) hold for t ∈ [0,
Finally, we sketch how to handle (Q2). In (1.3) we apply the mean value theorem to
t , ∇u (0) , and n j,k=1
Taking account of (1.16), in the same way as (1.14) we obtain
where C depends on U (1) 2 and U (1) t
. A sufficiently small t gives
In the same manner as (1.16) we have
Thus taking T 1 small enough, we obtain (1.18) and (U (2) , U
Repeating the above procedure, we can find a positive constant T 1 such that the following properties hold for t ∈ [0, T 1 ], m ≥ 0, and 2 ≤ s ≤ l:
This completes the proof.
Remark 1.1. In each step of the previous proof we have shown that ΛU (s) ⊂ K, s = 0, 1, . . . , l, for (t, x) ∈ [0, T 1 ] × R n . Therefore we can take κ and T 1 so small that for every g ∈ Π κ ,
Remark 1.2. By using the mean value theorem the right-hand side f l of the auxiliary Cauchy problem (CP3) can be represented with |α| = 1 and with constants θ α , θ β ∈ (0, 1) in the following way:
Taking account of Proposition 1.1 and conditions (A-III) we deduce that sufficiently small T 1 and κ imply
Thus we have explained the asymptotic behaviour of f l near t = 0 and use in the following a fixed κ.
From now on, we put (without loss of generality, since the general case max{q, r} < 1 can be studied in the same way) q = r = 1 2 , therefore ν = 1 2 , for our convenience.
Energy estimates.
In this section we derive energy estimates for the solution v of the auxiliary problem (CP3). 
Basic energy estimate
Proof. Taking account of our partial differential equation we have
the last equality can be derived by integration by parts. Taking account of
we see that
Therefore it follows from the above equality that
On the other hand,
, using (B-III) we then deduce that
Note that according to (1.19 ) the function f l can be written in the form
3)
where F ν,l and F ν ,l are appropriate functions satisfying (B-III)ii) for h = F ν,l . Then we have with a positive parameter ε
where C depends on
Differentiating m times with respect to x both sides of (1.6), 0 ≤ m ≤ [ 
Therefore applying the same way as for deriving (2.2) to the left-hand side, we have using Lemma 1.3 with a constant C 1,n > C 1 the energy estimate
Take an integer l 0 so that l 0 /2 > C 1,n . The application of Lemma 1.4 yields for l≥ l 0 the energy estimate
Since l/2 ≥ C 1,n , taking ε sufficiently small we get
.
Recalling Proposition 1.1 with ν = 1 2 and (A-III) we conclude that
Therefore we arrive at (2.1). 
Proof. We will prove (2.1) by induction after replacing L 0 − 1 by m. Suppose that we have with constants C l,p , 0 ≤ p ≤ m − 1, the estimates
In the same way as in the proof of Proposition 2.1 we derive for |α| = m and with a positive parameter ε the estimate
Analogously to the derivation of (2.4), by using Lemma 1.3 we have
Finally, it follows from (B-III)ii) that
. Summarizing (2.7) to (2.9) and taking ε so small that l 0 /2 (> C 1,n ) > C 1 + ε we obtain for l ≥ l 0 the inequality
(2.10)
By applying Lemma 1.4 we conclude that A m (τ ) dτ is bounded for t ∈ [0, T ]. Taking ε sufficiently small, in the same way as in the derivation of (2.5) we conclude that
and with (2.6)
Thus the proof is complete.
Remark 2.1. From both propositions we conclude immediately that
3. Linear problem. In this section we consider the following linear Cauchy problem (LP) corresponding to (CP3) in (0, T ) × R n : 
Proposition 3.1. There exists a natural number l 1 such that the Cauchy problem (LP) with l ≥ l 1 has a uniquely determined solution v ∈ C 1 [0, T ]; H ∞ (R n ) satisfying for every integer s ≥ 0 the energy estimate
Proof. For a positive parameter ε we consider the following ε-shifted problem (LP) ε of (LP) in (0, T − ε) × R n :
where for any function h = h(t, x) defined in (0, T ) × R n we write h ε = h ε (t, x) := h(t + ε, x). It is well-known that there exists a smooth solution v ε of (LP ) ε belonging to 
On the same way as for (2.5) we can show that there exists an integer l 1 such that
for all l ≥ l 1 and ε ∈ (0, ε 0 ]. Therefore E s [v ε ](t) are uniformly bounded in ε. We consider a sequence {v ε i } ∞ i=0 of solutions of (LP) ε i with a sequence {ε i }, ε i > ε i+1 and ε i → 0 for i → ∞. The difference
For a fixed s ≥ n 2 + 1 we obtain, using the uniform boundedness of E s+1 [v ε ](t) with respect to ε and following the approach to derive (2.5), the energy estimate 4) where the constant C i depends on
. . , n, b 0 and b. Thus we can choose ε i in such a way that C i ≤ 2 −i because of (B-III). Consequently, {v ε i } i≥0 is a Cauchy sequence in
The limit element v is the uniquely determined solution of (LP) belonging to
Repeating this approach for all s with suitable sequences {ε i,s } gives immediately the
4. H ∞ -well posedness for (CP3). The results from the previous sections allow us now to study the quasi-linear Cauchy problem (CP3). 
for each s ≥ n 2 + 1 and with a fixed l ≥ l 0 .
Proof. The proof will be divided into several steps.
1. An iteration scheme. In order to prove the time local existence of solution to (CP3), we consider for i = 1, 2, . . . the following iteration scheme in (0, T ) × R n : 
where C s is independent of i.
Proof. Let us start our iteration scheme with v 0 ≡ 0. Then the application of Proposition 3.1 gives a solution
, where T ≤ T 1 . Here we used Remark 1.2. Due to (3.2) this solution satisfies the energy estimate
Together with Remark 1.2 again we see that 
n the linear Cauchy problem
Then we will prove the next result.
Lemma 4.2. There exists a positive constant C s 0 such that for t ∈ [0, T s 0 ] and fixed l ≥ l 0 the differences w i+1 and w i , i = 0, 1, 2, . . ., satisfy
where C s 0 depends on 
Consequently,
for all t ∈ [0, T * ], where we take T * (≤ T s 0 ) so small that C s 0 (T * ) (l+1)/2 ≤ 2 −1 . This gives the Cauchy sequence property for {v i } i≥0 in 1 j=0 C j [0, T * ]; H s 0 +1−j (R n ) . The limit element v represents the uniquely determined solution of (CP3) with w = v.
3.
A continuation argument. Finally, we will show that the solution v of (CP3) with w = v belongs to C 2 [0, T * ]; H ∞ (R n ) with T * taken as above.
Following the above reasoning we show that there exists a constant T * s ≤ T * such that (CP3) with w = v has the solution v ∈ 1 j=0 C j [0, T * s ]; H s+1−j (R n ) for any fixed s > s 0 . By the well-known continuation theorem for solutions of Cauchy problems for quasi-linear strictly hyperbolic equations (see [10] ) it is easily seen that the solution v persists in [0, T * ]. Here we use that the life span of solutions depends only on a lower order energy. Thus we have v ∈ Proof. Let u 1 , u 2 be solutions of (CP1) belonging to 
