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NON-TRIVIAL SOLUTIONS OF LOCAL AND NON-LOCAL NEUMANN
BOUNDARY-VALUE PROBLEMS
GENNARO INFANTE, PAOLAMARIA PIETRAMALA, AND F. ADRIA´N F. TOJO
Abstract. We prove new results on the existence, non-existence, localization and multi-
plicity of nontrivial solutions for perturbed Hammerstein integral equations. Our approach
is topological and relies on the classical fixed point index. Some of the criteria involve a
comparison with the spectral radius of some related linear operators. We apply our results
to some boundary value problems with local and nonlocal boundary conditions of Neumann
type. We illustrate in some examples the methodologies used.
1. Introduction
In this paper we discuss the existence, localization, multiplicity and non-existence of non-
trivial solutions of the second order differential equation
(1.1) u′′(t) + h(t, u(t)) = 0, t ∈ (0, 1),
subject to (local) Neumann boundary conditions (BCs)
(1.2) u′(0) = u′(1) = 0,
or to non-local BCs of Neumann type
(1.3) u′(0) = α[u], u′(1) = β[u],
where α[·], β[·] are linear functionals given by Stieltjes integrals, namely
α[u] =
∫ 1
0
u(s) dA(s), β[u] =
∫ 1
0
u(s) dB(s).
The local BVP (1.1)-(1.2) has been studied by Miciano and Shivaji in [35], where the authors
proved the existence of multiple positive solutions, by means of the quadrature technique;
using Morse theory, Li [33] proved the existence of positive solutions and Li and co-authors
[34] continued the study of [33] and proved the existence of multiple solutions. Multiple
positive solutions were also investigated by Boscaggin [4] via shooting-type arguments.
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Note that, since λ = 0 is an eigenvalue of the associated linear problem
u′′(t) + λu(t) = 0, u′(0) = u′(1) = 0,
the corresponding Green’s function does not exist. Therefore we use a shift argument similar
to the ones in [16, 44, 56] and we study two related BVPs for which the Green’s function
can be constructed, namely
(1.4) − u′′(t)− ω2u(t) = f(t, u(t)) := h(t, u(t))− ω2u(t), u′(0) = u′(1) = 0,
and (with an abuse of notation)
(1.5) − u′′(t) + ω2u(t) = f(t, u(t)) := h(t, u(t)) + ω2u(t), u′(0) = u′(1) = 0.
The BVPs (1.4) and (1.5) have been recently object of interest by a number of authors, see
for example [3, 9, 12, 41, 43, 45, 46, 47, 58, 59, 60, 61, 62]; in Section 5 we study in details
the properties of the associated Green’s functions and we improve and complement some
estimates that occur in earlier papers, see Remark 5.2.
The formulation of the nonlocal BCs in terms of linear functionals is fairly general and
includes, as special cases, multi-point and integral conditions, namely
α[u] =
m∑
j=1
αju(ηj) or α[u] =
∫ 1
0
φ(s)u(s)ds.
Wemention that multi-point and integral BCs are widely studied objects. The study of multi-
point BCs was, as far as we know, initiated in 1908 by Picone [39]. Reviews on differential
equations with BCs involving Stieltjes measures has been written in 1942 by Whyburn [57]
and in 1967 by Conti [8]. We mention also the (more recent) reviews of Ma [32], Ntouyas [37]
and Sˇtikonas [40] and the papers by Karakostas and Tsamatos [27, 28] and by Webb and
Infante [53].
One motivation for studying nonlocal problems in the context of Neumann problems is
that they occur naturally when modelling heat-flow problems.
For example the four point BVP
u′′(t) + h(t, u(t)) = 0, u′(0) = αu(ξ), u′(1) = βu(η), ξ, η ∈ [0, 1],
models a thermostat where two controllers at t = 0 and t = 1 add or remove heat according
to the temperatures detected by two sensors at t = ξ and t = η. Thermostat models of this
type were studied in a number of papers, see for example [7, 10, 18, 19, 25, 29, 38, 48, 49, 50]
and references therein. In particular Webb [50] studied the existence of positive solutions of
the BVP
u′′(t) + h(t, u(t)) = 0, u′(0) = α[u], u′(1) = −β[u].
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The methodology in [50] is somewhat different from ours and relies on a careful rewriting
of the associated Green’s function, due to the presence of the term −β[u] in the BCs. The
existence of solutions that change sign have been investigated by Fan and Ma [10], in the
case of the BVP
u′′(t) + h(t, u(t)) = 0, u′(0) = αu(ξ), u′(1) = −βu(η), ξ, η ∈ [0, 1],
and in [7, 21, 25] for the BVP
u′′(t) + h(t, u(t)) = 0, u′(0) = −α[u], u′(1) = −βu(η), η ∈ [0, 1].
A common feature of the papers [7, 10, 21, 25] is that a direct construction of a Green’s
function is possible due to the term −βu(η).
In Section 2 we develop a fairly general theory for the existence and multiplicity of non-
trivial solutions of the perturbed Hammerstein integral equation of the form
(1.6) u(t) = γ(t)α[u] + δ(t)β[u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds,
that covers, as special cases, the BVP (1.1), (1.3) and the BVP (1.1)- (1.2) when α and β
are the trivial functionals. We recall that the existence of positive solutions of this type of
integral equations has been investigated by Webb and Infante in [53], under a non-negativity
assumption on the terms γ, δ, k, by working on a suitable cone of positive functions that
takes into account the functionals α, β.
In Section 3 we provide some sufficient conditions on the nonlinearity f for the non-
existence of solutions of the equation (1.6), this is achieved via an associated Hammerstein
integral equation
u(t) =
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds,
whose kernel kS is allowed to change sign and is constructed in the line of [53], where the
authors dealt with positive kernels.
In Section 4 we provide a number of results that link the existence of nontrivial solutions of
the equation (1.6) with the spectral radius of some associated linear integral operators. The
main tool here is the celebrated Krein-Rutman Theorem, combined with some ideas from
the paper of Webb and Lan [55]; here due to the non-constant sign of the Green’s function
the situation is more delicate than the one in [55] and we introduce a number of different
linear operators that yield different growth restrictions on the nonlinearity f .
In Section 6 we illustrate the applicability of our theory in three examples, two of which
deal with solutions that change sign. The third example is taken from an interesting paper
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by Bonanno and Pizzimenti [3], where the authors proved the existence, with respect to the
parameter λ, of positive solutions of the following BVP
−u′′(t) + u(t) = λteu(t), u′(0) = u′(1) = 0.
The methodology used in [3] relies on a critical point Theorem of Bonanno [2]. Here we
enlarge the range of the parameters and provide a sharper localization result. We also prove
a non-existence result for this BVP.
Our results complement the ones of [53], focusing the attention on the existence of solutions
that are allowed to change sign, in the spirit of the earlier works [22, 23, 25]. The approach
that we use is topological, relies on classical fixed point index theory and we make use of
ideas from the papers [7, 23, 52, 53, 55].
2. Nonzero solutions of perturbed Hammerstein integral equations
In this Section we study the existence of solutions of the perturbed Hammerstein equations
of the type
(2.1) u(t) = γ(t)α[u] + δ(t)β[u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds := Tu(t),
where
α[u] =
∫ 1
0
u(s) dA(s), β[u] =
∫ 1
0
u(s) dB(s),
and A and B are functions of bounded variation. If we set
Fu(t) :=
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds
we can write
Tu(t) = γ(t)α[u] + δ(t)β[u] + Fu(t),
that is, we consider T as a perturbation of the simpler operator F .
We work in the space C[0, 1] of the continuous functions on [0, 1] endowed with the usual
norm ‖w‖ := max{|w(t)|, t ∈ [0, 1]}.
We make the following assumptions on the terms that occur in (2.1).
(C1) k : [0, 1]× [0, 1]→ R is measurable, and for every τ ∈ [0, 1] we have
lim
t→τ
|k(t, s)− k(τ, s)| = 0 for almost every s ∈ [0, 1].
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(C2) There exist a subinterval [a, b] ⊆ [0, 1], a function Φ ∈ L∞[0, 1], and a constant
c1 ∈ (0, 1] such that
|k(t, s)| ≤ Φ(s) for t ∈ [0, 1] and almost every s ∈ [0, 1],
k(t, s) ≥ c1Φ(s) for t ∈ [a, b] and almost every s ∈ [0, 1].
(C3) gΦ ∈ L1[0, 1], g(s) ≥ 0 for almost every s ∈ [0, 1], and
∫ b
a
Φ(s)g(s) ds > 0.
(C4) The nonlinearity f : [0, 1] × (−∞,∞) → [0,∞) satisfies Carathe´odory conditions,
that is, f(·, u) is measurable for each fixed u ∈ (−∞,∞) , f(t, ·) is continuous for
almost every t ∈ [0, 1], and for each r > 0, there exists φr ∈ L∞[0, 1] such that
f(t, u) ≤ φr(t) for all u ∈ [−r, r], and almost every t ∈ [0, 1].
(C5) A,B are functions of bounded variation and KA(s), KB(s) ≥ 0 for almost every
s ∈ [0, 1], where
KA(s) :=
∫ 1
0
k(t, s) dA(t) and KB(s) :=
∫ 1
0
k(t, s) dB(t).
(C6) γ ∈ C[0, 1], 0 ≤ α[γ] < 1, β[γ] ≥ 0.
There exists c2 ∈ (0, 1] such that γ(t) ≥ c2‖γ‖ for t ∈ [a, b].
(C7) δ ∈ C[0, 1], 0 ≤ β[δ] < 1, α[δ] ≥ 0.
There exists c3 ∈ (0, 1] such that δ(t) ≥ c3‖δ‖ for t ∈ [a, b].
(C8) D := (1− α[γ])(1− β[δ])− α[δ]β[γ] > 0.
From (C6)-(C8) it follows that, for λ ≥ 1,
Dλ := (λ− α[γ])(λ− β[δ])− α[δ]β[γ] ≥ D > 0.
We recall that a cone K in a Banach space X is a closed convex set such that λ x ∈ K for
x ∈ K and λ ≥ 0 and K ∩ (−K) = {0}. The assumptions above allow us to work in the
cone
K := {u ∈ C[0, 1] : min
t∈[a,b]
u(t) ≥ c‖u‖, α[u], β[u] ≥ 0}
where c = min{c1, c2, c3}.
Note that we have
K = K0 ∩ {u ∈ C[0, 1] : α[u] ≥ 0} ∩ {u ∈ C[0, 1] : β[u] ≥ 0},
where
K0 := {u ∈ C[0, 1] : min
t∈[a,b]
u(t) ≥ c‖u‖}.
The functions in K0 are positive on the subset [a, b] but are allowed to change sign in [0, 1].
The cone K0 is similar to a cone of non-negative functions first used by Krasnosel’ski˘ı, see
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e.g. [30], and D. Guo, see e.g. [15]. K0 has been introduced by Infante and Webb in [23] and
later used in [6, 7, 10, 13, 14, 17, 20, 21, 22, 24, 25, 36]. The cone K allows the use of signed
measures, taking into account two functionals. In the case of one functional this has been
done in [7], where the authors dealt also with nontrivial solutions of the perturbed integral
equation
(2.2) u(t) = γ(t)α[u] +
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds.
In [7] the authors work in the cone K0∩{u ∈ C[0, 1] : α[u] ≥ 0}, extending earlier the results
in [25] to the case of signed measures and the ones from [54] to the context of nontrivial
solutions. Clearly (2.2) is a special case of (2.1) and, by considering β the trivial functional,
we have K = K0 ∩ {u ∈ C[0, 1] : α[u] ≥ 0}.
A similar observation holds for the Hammerstein case
(2.3) u(t) =
∫ 1
0
k(t, s)g(s)f(s, u(s)) ds,
studied in [17, 22, 23] by means of the cone K = K0. We mention that multiple solutions
of (2.3) were investigated in the case of symmetric, sign changing kernels by Faraci and
Moroz [11] by variational methods.
We also stress that, if we denote by P the cone of positive functions, namely
P := {u ∈ C[0, 1] : u(t) ≥ 0, t ∈ [0, 1]},
and consider K∩P , we regain the cone of positive functions introduced by Webb and Infante
in [53].
First of all we prove that T leaves K invariant and is compact.
Lemma 2.1. The operator (2.1) maps K into K and is compact.
Proof. Take u ∈ K such that ‖u‖ ≤ r. First of all, we observe that Tu(t) ≥ 0 for t ∈ [a, b].
We have, for t ∈ [0, 1],
|Tu(t)| ≤ |γ(t)|α[u] + |δ(t)|β[u] +
∫ 1
0
|k(t, s)|g(s)f(s, u(s)) ds,
therefore, taking the supremum on t ∈ [0, 1], we get
‖Tu‖ ≤ ‖γ‖α[u] + ‖δ‖β[u] +
∫ 1
0
Φ(s)g(s)f(s, u(s)) ds,
and, combining this fact with (C2), (C6) and (C7),
min
t∈[a,b]
Tu(t) ≥ c2‖γ‖α[u] + c3‖δ‖β[u] + c1
∫ 1
0
Φ(s)g(s)f(s, u(s)) ds
≥ c‖Tu‖.
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Furthermore, by (C3) and (C5)-(C7),
α[Tu] = α[γ]α[u] + α[δ]β[u] +
∫ 1
0
KA(s)g(s)f(s, u(s)) ds ≥ 0
and
β[Tu] = β[γ]α[u] + β[δ]β[u] +
∫ 1
0
KB(s)g(s)f(s, u(s)) ds ≥ 0.
Hence we have Tu ∈ K.
Moreover, the map T is compact since it is sum of three compact maps: the compactness
of F is well-known and, since γ and δ are continuous, the perturbation γ(t)α[u] + δ(t)β[u]
maps bounded sets into bounded subsets of a finite dimensional space. 
For ρ > 0 we define the following open subsets of K:
Kρ := {u ∈ K : ‖u‖ < ρ}, Vρ := {u ∈ K : min
t∈[a,b]
u(t) < ρ}.
We have Kρ ⊂ Vρ ⊂ Kρ/c.
We recall some useful facts concerning real 2× 2 matrices:
Definition 2.2. [53] A 2 × 2 matrix Q is said to be order preserving (or non-negative) if
p1 ≥ p0, q1 ≥ q0 imply
Q
(
p1
q1
)
≥ Q
(
p0
q0
)
,
in the sense of components.
We have the following property, as stated in [53], whose proof is straightforward.
Lemma 2.3. Let
Q =
(
a −b
−c d
)
with a, b, c, d ≥ 0 and detQ > 0. Then Q−1 is order preserving.
Remark 2.4. It is a consequence of Lemma 2.3 that if
N =
(
1− a −b
−c 1− d
)
,
satisfies the hypotheses of Lemma 2.3, p ≥ 0, q ≥ 0 and µ > 1 then
N−1µ
(
p
q
)
≤ N−1
(
p
q
)
,
where
Nµ =
(
µ− a −b
−c µ− d
)
.
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The next Lemma summarises some classical results regarding the fixed point index, for
more details see [1, 15]. If Ω is a open bounded subset of a cone K (in the relative topology)
we denote by Ω and ∂Ω the closure and the boundary relative to K. When Ω is an open
bounded subset of X we write ΩK = Ω ∩K, an open subset of K.
Lemma 2.5. Let Ω be an open bounded set with 0 ∈ ΩK and ΩK 6= K. Assume that
F : ΩK → K is a compact map such that x 6= Fx for all x ∈ ∂ΩK . Then the fixed point
index iK(F,ΩK) has the following properties.
(1) If there exists e ∈ K \ {0} such that x 6= Fx + λe for all x ∈ ∂ΩK and all λ > 0,
then iK(F,ΩK) = 0.
(2) If µx 6= Fx for all x ∈ ∂ΩK and for every µ ≥ 1, then iK(F,ΩK) = 1.
(3) If iK(F,ΩK) 6= 0, then F has a fixed point in ΩK .
(4) Let Ω1 be open in X with Ω1 ⊂ ΩK . If iK(F,ΩK) = 1 and iK(F,Ω1K) = 0, then F has
a fixed point in ΩK \Ω1K . The same result holds if iK(F,ΩK) = 0 and iK(F,Ω1K) = 1.
The following Proposition will be useful in the sequel, we give the proof for completeness.
Proposition 2.6. Let ω ∈ L1[0, 1] and denote
ω+(s) = max{ω(s), 0}, ω−(s) = max{−ω(s), 0}.
Then we have ∣∣∣∣
∫ 1
0
ω(s)ds
∣∣∣∣ ≤ max
{∫ 1
0
ω+(s)ds,
∫ 1
0
ω−(s)ds
}
≤
∫ 1
0
|ω(s)|ds.
Proof. Observing that, since ω = ω+ − ω−,
∫ 1
0
ω(s)ds =
∫ 1
0
ω+(s)ds−
∫ 1
0
ω−(s)ds ≤
∫ 1
0
ω+(s)ds,
−
∫ 1
0
ω(s)ds =
∫ 1
0
ω−(s)ds−
∫ 1
0
ω+(s)ds ≤
∫ 1
0
ω−(s)ds,
we get the first inequality, the second comes from the fact that |ω| = ω+ + ω−. 
We now give a sufficient condition on the growth of the nonlinearity that provides that
the index is 1 on Kρ.
Lemma 2.7. Assume that
8
(I1ρ) there exists ρ > 0 such that
(2.4) f−ρ,ρ
(
sup
t∈[0,1]
{( |γ(t)|
D
(1− β[δ]) + |δ(t)|
D
β[γ]
)∫ 1
0
KA(s)g(s) ds
+
( |γ(t)|
D
α[δ] +
|δ(t)|
D
(1− α[γ])
)∫ 1
0
KB(s)g(s) ds
+max
{∫ 1
0
k+(t, s)g(s) ds,
∫ 1
0
k−(t, s)g(s) ds
}})
< 1.
where
(2.5) f−ρ,ρ := ess sup
{f(t, u)
ρ
: (t, u) ∈ [0, 1]× [−ρ, ρ]
}
.
Then we have iK(T,Kρ) = 1.
Proof. We show that Tu 6= λu for all λ ≥ 1 when u ∈ ∂Kρ, which implies that iK(T,Kρ) = 1.
In fact, if this does not happen, then there exist u with ‖u‖ = ρ and λ ≥ 1 such that
λu(t) = Tu(t), that is
(2.6) λu(t) = γ(t)α[u] + δ(t)β[u] + Fu(t).
Therefore we obtain
λα[u] = α[γ]α[u] + α[δ]β[u] + α[Fu]
and
λβ[u] = β[γ]α[u] + β[δ]β[u] + β[Fu].
Thus we have
(2.7)
(
λ− α[γ] −α[δ]
−β[γ] λ− β[δ]
)(
α[u]
β[u]
)
=
(
α[Fu]
β[Fu]
)
.
Note that the matrix that occurs in (2.7) satisfies the hypothesis of Lemma 2.3, so its inverse
is order preserving. Then, applying its inverse matrix to both sides of (2.7), we have(
α[u]
β[u]
)
=
1
Dλ
(
λ− β[δ] α[δ]
β[γ] λ− α[γ]
)(
α[Fu]
β[Fu]
)
.
By Remark 2.4, we obtain that
(2.8)
(
α[u]
β[u]
)
≤ 1
D
(
1− β[δ] α[δ]
β[γ] 1− α[γ]
)(
α[Fu]
β[Fu]
)
.
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Hence, from (2.6) and (2.8) we get
λ|u(t)| ≤|γ(t)|
D
((1− β[δ])α[Fu] + α[δ]β[Fu])
+
|δ(t)|
D
((1− α[γ])β[Fu]) + β[γ]α[Fu]) + |Fu(t)|.
Taking the supremum over [0, 1] gives
λρ ≤ ρf−ρ,ρ
(
sup
t∈[0,1]
{( |γ(t)|
D
(1− β[δ]) + |δ(t)|
D
β[γ]
)∫ 1
0
KA(s)g(s) ds
+
( |γ(t)|
D
α[δ] +
|δ(t)|
D
(1− α[γ])
)∫ 1
0
KB(s)g(s) ds
+max
{∫ 1
0
k+(t, s)g(s) ds,
∫ 1
0
k−(t, s)g(s) ds
}})
.
From (2.4) we obtain that λρ < ρ, contradicting the fact that λ ≥ 1. 
Remark 2.8. In similar way as in [53] (where the positive case was studied) we point out
that a stronger (but easier to check) condition than (I1ρ) is given by the following.
f−ρ,ρ
[(‖γ‖
D
(1− β[δ]) + ‖δ‖
D
β[γ]
)∫ 1
0
KA(s)g(s) ds
+
(‖γ‖
D
α[δ] +
‖δ‖
D
(1− α[γ])
)∫ 1
0
KB(s)g(s) ds+ 1
m
]
< 1.
where
1
m
:= sup
t∈[0,1]
{
max
{∫ 1
0
k+(t, s)g(s) ds,
∫ 1
0
k−(t, s)g(s) ds
}}
.
Note that, since max{k+, k−} ≤ |k|, the constant m provides a better estimate on the
growth of the nonlinearity f than the constant
sup
t∈[0,1]
∫ 1
0
|k(t, s)|g(s) ds,
used in [6, 7, 10, 13, 14, 17, 20, 21, 22, 24, 25, 36].
Remark 2.9. If the functions γ, δ, k are non-negative, we can work within the cone K ∩ P ,
regaining the condition given in [53], namely
f 0,ρ
(
sup
t∈[0,1]
{(γ(t)
D
(1− β[δ]) + δ(t)
D
β[γ]
) ∫ 1
0
KA(s)g(s) ds
+
(γ(t)
D
α[δ] +
δ(t)
D
(1− α[γ])) ∫ 1
0
KB(s)g(s) ds+
∫ 1
0
k(t, s)g(s) ds
})
< 1,
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where
f 0,ρ := ess sup
{f(t, u)
ρ
: (t, u) ∈ [0, 1]× [0, ρ]
}
.
Lemma 2.10. Assume that
(I0ρ) There exists ρ > 0 such that
(2.9) fρ,ρ/c
(
inf
t∈[a,b]
{(
γ(t)
D
(1− β[δ]) + δ(t)
D
β[γ]
)∫ b
a
KA(s)g(s) ds
+
(
γ(t)
D
α[δ] +
δ(t)
D
(1− α[γ])
)∫ b
a
KB(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
})
> 1,
where
(2.10) fρ,ρ/c := ess inf
{
f(t, u)
ρ
: (t, u) ∈ [a, b]× [ρ, ρ/c]
}
.
Then we have iK(T, Vρ) = 0.
Proof. Let e(t) =
∫ 1
0
k(t, s) ds for t ∈ [0, 1]. Then, according to (C2), (C3) and (C5), we have
e ∈ K \ {0}. We show that u 6= Tu + λe for all λ ≥ 0 and u ∈ ∂Vρ which implies that
iK(T, Vρ) = 0. In fact, if this does not happen, there are u ∈ ∂Vρ (and so for t ∈ [a, b] we
have min u(t) = ρ and ρ ≤ u(t) ≤ ρ/c) , and λ ≥ 0 with
u(t) = Tu(t) + λe(t) = γ(t)α[u] + δ(t)β[u] + Fu(t) + λe(t).
Applying α and β to both sides of the previous equation we get
(2.11)
(
1− α[γ] −α[δ]
−β[γ] 1− β[δ]
)(
α[u]
β[u]
)
=
(
α[Fu] + λα[e]
β[Fu] + λβ[e]
)
≥
(
α[Fu]
β[Fu]
)
.
Note that the matrix that occurs in (2.11) satisfies the hypothesis of Lemma 2.3, so its
inverse is order preserving. Then, applying the inverse matrix to both sides of (2.11), we
have (
α[u]
β[u]
)
≥ 1
D
(
1− β[δ] α[δ]
β[γ] 1− α[γ]
)(
α[Fu]
β[Fu]
)
.
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Therefore, for t ∈ [a, b], we obtain
u(t) ≥
(
γ(t)
D
(1− β[δ]) + δ(t)
D
β[γ]
)
α[Fu] +
(
γ(t)
D
α[δ] +
δ(t)
D
(1− α[γ])
)
β[Fu]
+ Fu(t) + λe(t)
≥
(
γ(t)
D
(1− β[δ]) + δ(t)
D
β[γ]
)∫ b
a
KA(s)g(s)f(s, u(s)) ds
+
(
γ(t)
D
α[δ] +
δ(t)
D
(1− α[γ])
)∫ b
a
KB(s)g(s)f(s, u(s)) ds
+
∫ b
a
k(t, s)g(s)f(s, u(s)) ds.
Taking the infimum for t ∈ [a, b] then gives
ρ = min u(t) ≥ ρfρ,ρ/c
(
inf
t∈[a,b]
{(
γ(t)
D
(1− β[δ]) + δ(t)
D
β[γ]
)∫ b
a
KA(s)g(s) ds
+
(
γ(t)
D
α[δ] +
δ(t)
D
(1− α[γ])
)∫ b
a
KB(s)g(s) ds+
∫ b
a
k(t, s)g(s) ds
})
,
contradicting (2.9). 
Remark 2.11. We point out, in similar way as in [53], that a stronger (but easier to check)
condition than (I0ρ) is given by the following.
(2.12) fρ,ρ/c
((c2‖γ‖
D
(1− β[δ]) + c3‖δ‖
D
β[γ]
)∫ b
a
KA(s)g(s) ds
+
((c2‖γ‖
D
α[δ] +
c3‖δ‖
D
(1− α[γ])
)∫ b
a
KB(s)g(s) ds+ 1
M(a, b)
)
> 1,
where
1
M(a, b)
:= inf
t∈[a,b]
∫ b
a
k(t, s)g(s) ds.
We now combine the results above in order to prove a Theorem regarding the existence of
one, two or three nontrivial solutions. The proof is a direct consequence of the properties of
the fixed point index and is omitted. It is possible to state a result for the existence of four
or more solutions, we refer to Lan [31] for similar statements.
Theorem 2.12. The integral equation (2.1) has at least one non-zero solution in K if one
of the following conditions holds.
(S1) There exist ρ1, ρ2 ∈ (0,∞) with ρ1/c < ρ2 such that (I0ρ1) and (I1ρ2) hold.
(S2) There exist ρ1, ρ2 ∈ (0,∞) with ρ1 < ρ2 such that (I1ρ1) and (I0ρ2) hold.
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The integral equation (2.1) has at least two non-zero solutions in K if one of the following
conditions holds.
(S3) There exist ρ1, ρ2, ρ3 ∈ (0,∞) with ρ1/c < ρ2 < ρ3 such that (I0ρ1), (I1ρ2) and (I0ρ3)
hold.
(S4) There exist ρ1, ρ2, ρ3 ∈ (0,∞) with ρ1 < ρ2 and ρ2/c < ρ3 such that (I1ρ1), (I0ρ2)
and (I1ρ3) hold.
The integral equation (2.1) has at least three non-zero solutions in K if one of the following
conditions holds.
(S5) There exist ρ1, ρ2, ρ3, ρ4 ∈ (0,∞) with ρ1/c < ρ2 < ρ3 and ρ3/c < ρ4 such that (I0ρ1),
(I1ρ2), (I
0
ρ3
) and (I1ρ4) hold.
(S6) There exist ρ1, ρ2, ρ3, ρ4 ∈ (0,∞) with ρ1 < ρ2 and ρ2/c < ρ3 < ρ4 such that
(I1ρ1), (I
0
ρ2), (I
1
ρ3) and (I
0
ρ4) hold.
3. Some non-existence results
We now consider the auxiliary Hammerstein integral equation
(3.1) u(t) =
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds := Su(t),
where the kernel kS is given by the formula
kS(t, s) =
γ(t)
D
[(1− β[δ])KA(s) + α[δ]KB(s)]
+
δ(t)
D
[β[γ]KA(s) + (1− α[γ])KB(s)] + k(t, s).
The operator S shares a number of useful properties with T , firstly the cone invariance and
compactness, the proof follows directly from (C1)-(C8) and is omitted.
Lemma 3.1. The operator (3.1) maps K into K and is compact.
A key property that is also useful is the one given by the following Theorem; the proof is
similar to the one in [53, Lemma 2.8 and Therem 2.9] and is omitted.
Lemma 3.2. The operators S and T have the same fixed points in K. Furthermore if u 6= Tu
for u ∈ ∂DK , then iK(T,DK) = iK(S,DK).
We define the constants
1
mS
:= sup
t∈[0,1]
{
max
{∫ 1
0
k+S (t, s)g(s) ds,
∫ 1
0
k−S (t, s)g(s) ds
}}
,
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1MS(a, b)
=
1
MS
:= inf
t∈[a,b]
∫ b
a
kS(t, s)g(s) ds,
and we prove the following non-existence results.
Theorem 3.3. Assume that one of the following conditions holds:
(1) f(t, u) < mS |u| for every t ∈ [0, 1] and u ∈ R\{0},
(2) f(t, u) > MSu for every t ∈ [a, b] and u ∈ R+.
Then the equations (2.1) and (3.1) have no non-trivial solution in K.
Proof. In view of Lemma 3.2 we prove the Theorem using the operator S.
(1) Assume, on the contrary, that there exists u ∈ K, u 6≡ 0 such that u = Su and let
t0 ∈ [0, 1] such that ‖u‖ = |u(t0)|. Then we have
‖u‖ =|u(t0)| =
∣∣∣∣
∫ 1
0
kS(t0, s)g(s)f(s, u(s))ds
∣∣∣∣
≤max
{∫ 1
0
k+S (t0, s)g(s)f(s, u(s)) ds,
∫ 1
0
k−S (t0, s)g(s)f(s, u(s)) ds
}
<max
{∫ 1
0
k+S (t0, s)g(s)mS|u(s)| ds,
∫ 1
0
k−S (t0, s)g(s)mS|u(s)| ds
}
≤max
{∫ 1
0
k+S (t0, s)g(s) ds,
∫ 1
0
k−S (t0, s)g(s) ds
}
mS‖u‖ ≤ ‖u‖,
a contradiction.
(2) Assume, on the contrary, that there exists u ∈ K, u 6≡ 0 such that u = Su and let
η ∈ [a, b] be such that u(η) = mint∈[a,b] u(t). For t ∈ [a, b] we have
u(t) =
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds ≥
∫ b
a
kS(t, s)g(s)f(s, u(s))ds
>MS
∫ b
a
kS(t, s)g(s)u(s)ds.
Taking the infimum for t ∈ [a, b], we have
min
t∈[a,b]
u(t) > MS inf
t∈[a,b]
∫ b
a
kS(t, s)g(s)u(s) ds.
Thus we obtain
u(η) > MSu(η) inf
t∈[a,b]
∫ b
a
kS(t, s)g(s) ds = u(η),
a contradiction. 
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4. Eigenvalue criteria for the existence of nontrivial solutions
In this Section we assume the additional hypothesis that the functionals α and β are given
by positive measures.
In order to state our eigenvalue comparison results, we consider the following operators
on C[0, 1].
Lu(t) :=
∫ 1
0
|kS(t, s)|g(s)u(s) ds, L˜ u(t) :=
∫ b
a
k+S (t, s)g(s)u(s) ds.
By similar proofs of [53, Lemma 2.6 and Theorem 2.7], we study the properties of those
operators.
Theorem 4.1. The operators L and L˜ are compact and map P into P ∩K.
Proof. Note that the operators L and L˜ map P into P (because they have a positive integral
kernel) and are compact. We now show that they map P into P ∩ K. We do this for the
operator L, a similar proof works for L˜.
Firstly we observe that
|kS(t, s)| ≤|γ(t)|
D
((1− β[δ])KA(s) + α[δ]KB(s))
+
|δ(t)|
D
(β[γ]KA(s) + (1− α[γ])KB(s)) + |k(t, s)|
≤‖γ‖
D
((1− β[δ])KA(s) + α[δ]KB(s)) + ‖δ‖
D
(β[γ]KA(s) + (1− α[γ])KB(s))
+ |k(t, s)|
≤Υ(s) + Φ(s) =: Ψ(s),
where
Υ(s) =
‖γ‖
D
((1− β[δ])KA(s) + α[δ]KB(s)) + ‖δ‖
D
(β[γ]KA(s) + (1− α[γ])KB(s)) .
Moreover, we have, for t ∈ [a, b],
|kS(t, s)| = kS(t, s) ≥c2‖γ‖
D
[(1− β[δ])KA(s) + α[δ]KB(s)]
+
c3‖δ‖
D
[β[γ]KA(s) + (1− α[γ])KB(s)] + c1Φ(t) ≥ cΨ(s),
and thus
(4.1) min
t∈[a,b]
kS(t, s) ≥ cΨ(s).
15
Also we have gΨ ∈ L1[0, 1] and we obtain that, for u ∈ P and t ∈ [0, 1],
Lu(t) ≤
∫ 1
0
Ψ(s)g(s)u(s) ds,
in such a way that, taking the supremum on t ∈ [0, 1], we get
‖Lu‖ ≤
∫ 1
0
Ψ(s)g(s)u(s) ds.
On the other hand,
min
t∈[a,b]
Lu(t) ≥ c
∫ 1
0
Ψ(s)g(s)u(s) ds ≥ c‖Lu‖.
Furthermore, since α and β are given by positive measures,
α[Lu] =
∫ 1
0
∫ 1
0
|kS(t, s)|g(s)u(s) ds dA(t) ≥ 0
and
β[Lu] =
∫ 1
0
∫ 1
0
|kS(t, s)|g(s)u(s) ds dB(t) ≥ 0.
Hence we have Lu ∈ K. 
We recall that λ is an eigenvalue of a linear operator Γ with corresponding eigenfunction ϕ
if ϕ 6= 0 and λϕ = Γϕ. The reciprocals of nonzero eigenvalues are called characteristic values
of Γ. We will denote the spectral radius of Γ by r(Γ) := limn→∞ ‖Γn‖ 1n and its principal
characteristic value (the reciprocal of the spectral radius) by µ(Γ) := 1/r(Γ).
The following Theorem is analogous to the ones in [53, 55] and is proven by using the facts
that the considered operators leave P invariant, that P is reproducing, combined with the
well-known Krein-Rutman Theorem. The condition (C3) is used to show that r(L) > 0.
Theorem 4.2. The spectral radius of L is non-zero and is an eigenvalue of L with an
eigenfunction in P . A similar result holds for L˜.
Remark 4.3. As a consequence of the two previous theorems, we have the above mentioned
eigenfunction is in P ∩K.
We utilize the following operator on C[a, b] defined by, for t ∈ [a, b],
L¯u(t) :=
∫ b
a
k+S (t, s)g(s)u(s) ds
and the cone P[a,b] of positive functions in C[a, b].
In the recent papers [51, 52], Webb developed an elegant theory valid for u0-positive linear
operators relative to two cones. It turns out that our operator L¯ fits within this setting and,
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in particular, satisfies the assumptions of Theorem 3.4 of [52]. We state here a special case
of Theorem 3.4 of [52] that can be used for L¯.
Theorem 4.4. Suppose that there exist u ∈ P[a,b] \ {0} and λ > 0 such that
λu(t) ≥ L¯u(t), for t ∈ [a, b].
Then we have r(L¯) ≤ λ.
We define the following extended real numbers.
f 0 = lim
u→0
ess sup
t∈[0,1]
f(t, u)
|u| , f0 = limu→0+
ess inf
t∈[a,b]
f(t, u)
u
,
f∞ = lim
|u|→+∞
ess sup
t∈[0,1]
f(t, u)
|u| , f∞ = limu→+∞
ess inf
t∈[a,b]
f(t, u)
u
.
(4.2)
In order to prove the following Theorem, we adapt some of the proofs of [55, Theorems
3.2-3.5] to this new context.
Theorem 4.5. We have the following.
(1) If 0 ≤ f 0 < µ(L), then there exists ρ0 > 0 such that iK(T,Kρ) = 1 for each
ρ ∈ (0, ρ0].
(2) If 0 ≤ f∞ < µ(L), then there exists R0 > 0 such that iK(T,KR) = 1 for each
R > R0.
(3) If µ(L˜) < f0 ≤ ∞, then there exists ρ0 > 0 such that iK(T,Kρ) = 0 for each
ρ ∈ (0, ρ0].
(4) If µ(L˜) < f∞ ≤ ∞, then there exists R1 > 0 such that iK(T,KR) = 0 for each
R ≥ R1.
Proof. We show the statements for the operator S instead of T , in view of Lemma 3.2.
(1) Let τ be such that f 0 ≤ µ(L) − τ . Then there exists ρ0 ∈ (0, 1) such that for all
u ∈ [−ρ0, ρ0] and almost every t ∈ [0, 1] we have
f(t, u) ≤ (µ(L)− τ)|u|.
Let ρ ∈ (0, ρ0]. We prove that Su 6= λu for u ∈ ∂Kρ and λ ≥ 1, which implies iK(S,Kρ) = 1.
In fact, if we assume otherwise, then there exists u ∈ ∂Kρ and λ ≥ 1 such that λu = Su.
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Therefore,
|u(t)| ≤λ|u(t)| = |Su(t)| =
∣∣∣∣
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds
∣∣∣∣
≤
∫ 1
0
|kS(t, s)|g(s)f(s, u(s))ds ≤ (µ(L)− τ)
∫ 1
0
|kS(t, s)|g(s)|u(s)|ds
=(µ(L)− τ)L|u|(t).
Thus, we have, for t ∈ [0, 1],
|u(t)| ≤(µ(L)− τ)L[(µ(L)− τ)L|u|(t)]
= (µ(L)− τ)2L2|u|(t) ≤ · · · ≤ (µ(L)− τ)nLn|u|(t),
thus, taking the norms, 1 ≤ (µ(L)− τ)n‖Ln‖, and then
1 ≤ (µ(L)− τ) lim
n→∞
‖Ln‖ 1n = µ(L)− τ
µ(L)
< 1,
a contradiction.
(2) Let τ ∈ R+ such that f∞ < µ(L) − τ . Then there exists R1 > 0 such that for every
|u| ≥ R1 and almost every t ∈ [0, 1]
f(t, u) ≤ (µ(L)− τ)|u|.
Also, by (C4) there exists φR1 ∈ L∞[0, 1] such that f(t, u) ≤ φR1(t) for all u ∈ [−R1, R1] and
almost every t ∈ [0, 1]. Hence,
(4.3) f(t, u) ≤ (µ(L)− τ)|u|+ φR1(t) for all u ∈ R and almost every t ∈ [0, 1].
Denote by Id the identity operator and observe that Id−(µ(L)−τ)L is invertible since (µ(L)−
τ)L has spectral radius less than one. Furthermore, by the Neumann series expression,
[Id−(µ(L)− τ)L]−1 =
∞∑
k=0
[(µ(L)− τ)L]k
therefore, [Id−(µ(L)− τ)L]−1 maps P into P , since L does.
Let
C :=
∫ b
a
Φ(s)g(s)φR1(s)ds and R0 := ‖[Id−(µ(L)− τ)L]−1C‖.
Now we prove that for each R > R0, Su 6= λu for all u ∈ ∂KR and λ ≥ 1, which implies
iK(S,KR) = 1. Assume otherwise: there exists u ∈ ∂KR and λ ≥ 1 such that λu = Su.
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Taking into account the inequality (4.3), we have for t ∈ [0, 1]
|u(t)| ≤ λ|u(t)| = |Su(t)| =
∣∣∣∣
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds
∣∣∣∣
≤
∫ 1
0
|kS(t, s)|g(s)f(s, u(s))ds ≤ (µ(L)− τ)
∫ 1
0
|kS(t, s)|g(s)|u(s)|ds+ C
= (µ(L)− τ)L|u|(t) + C,
which implies
[Id−(µ(L)− τ)L]|u|(t) ≤ C.
Since (Id−(µ(L)− τ)L)−1 is non-negative, we have
|u|(t) ≤ [Id−(µ(L)− τ)L]−1C ≤ R0.
Therefore, we have ‖u‖ ≤ R0 < R, a contradiction.
(3) There exists ρ0 > 0 such that for all u ∈ [0, ρ0] and all t ∈ [a, b] we have
f(t, u) ≥ µ(L˜)u.
Let ρ ∈ (0, ρ0]. Let us prove that u 6= Su+λϕ1 for all u in ∂Kρ and λ ≥ 0, where ϕ1 ∈ K∩P
is the eigenfunction of L˜ with ‖ϕ1‖ = 1 corresponding to the eigenvalue 1/µ(L˜). This implies
that iK(S,Kρ) = 0.
Assume, on the contrary, that there exist u ∈ ∂Kρ and λ ≥ 0 such that u = Su+ λϕ1.
We distinguish two cases. Firstly we discuss the case λ > 0. We have, for t ∈ [a, b],
u(t) =
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds+ λϕ1(t) ≥
∫ b
a
k+S (t, s)g(s)f(s, u(s))ds+ λϕ1(t)
≥µ(L˜)
∫ b
a
k+S (t, s)g(s)u(s)ds+ λϕ1(t) = µ(L˜)L˜u(t) + λϕ1(t).
Moreover, we have u(t) ≥ λϕ1(t) and then L˜u(t) ≥ λL˜ϕ1(t) ≥ λ
µ(L˜)
ϕ1(t) in such a way that
we obtain
u(t) ≥ µ(L˜)L˜u(t) + λϕ1(t) ≥ 2λϕ1(t), for t ∈ [a, b].
By iteration, we deduce that, for t ∈ [a, b], we get
u(t) ≥ nλϕ1(t) for every n ∈ N,
a contradiction because ‖u‖ = ρ.
Now we consider the case λ = 0. Let ε > 0 be such that for all u ∈ [0, ρ0] and almost
every t ∈ [a, b] we have
f(t, u) ≥ (µ(L˜) + ε)u.
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We have, for t ∈ [a, b],
u(t) =
∫ 1
0
kS(t, s)g(s)f(s, u(s))ds ≥
∫ b
a
k+S (t, s)g(s)f(s, u(s))ds ≥ (µ(L˜) + ε)L˜u(t).
Since L˜ϕ1(t) = r(L˜)ϕ1(t) for t ∈ [0, 1], we have, for t ∈ [a, b],
L¯ϕ1(t) = L˜ϕ1(t) = r(L˜)ϕ1(t),
and we obtain r(L¯) ≥ r(L˜). On the other hand, we have, for t ∈ [a, b],
u(t) ≥ (µ(L˜) + ε)L˜u(t) = (µ(L˜) + ε)L¯u(t).
where u(t) > 0. Thus, utilizing Theorem 4.4, we have r(L¯) ≤ 1
µ(L˜) + ε
and therefore
r(L˜) ≤ 1
µ(L˜) + ε
. This gives µ(L˜) + ε ≤ µ(L˜), a contradiction.
(4) Let R1 > 0 such that
f(t, u) > µ(L˜)u
for all u ≥ cR1, c as in (4.1), and all t ∈ [a, b].
Let R ≥ R1. We prove that u 6= Su + λϕ1 for all u in ∂KR and λ ≥ 0, which implies
iK(S,KR) = 0.
Assume now, on the contrary, that there exist u ∈ ∂KR and λ ≥ 0 such that u = Su+λϕ1.
Observe that for u ∈ ∂KR, we have u(t) ≥ c‖u‖ = cR ≥ cR1 for t ∈ [a, b]. Hence, we
have f(t, u(t)) > µ(L˜)u(t) for t ∈ [a, b]. This implies, proceeding as in the proof of the
statement (3) for the case λ > 0, that
u(t) ≥ µ(L˜)L˜u(t) + λϕ1(t) ≥ 2λϕ1(t), for t ∈ [a, b].
Then, for t ∈ [a, b], we have u(t) ≥ nλϕ1(t) for every n ∈ N, a contradiction because
‖u‖ = R. The proof in the case λ = 0 is treated as in the proof of the statement (3). 
The following Theorem, in the line of [53, 56], applies the index results in Lemmas 2.7
and 2.10 and Theorem 4.5 in order to get some results on existence of multiple nontrivial
solutions for the equation (2.1).
Theorem 4.6. Assume that conditions (C1)-(C8) hold with α, β given by positive measures.
The integral equation (2.1) has at least one non-trivial solution in K if one of the following
conditions holds.
(H1) 0 ≤ f 0 < µ(L) and µ(L˜) < f∞ ≤ ∞.
(H2) 0 ≤ f∞ < µ(L) and µ(L˜) < f0 ≤ ∞.
The integral equation (2.1) has at least two non-trivial solutions in K if one of the following
conditions holds.
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(Z1) 0 ≤ f 0 < µ(L), fρ,ρ/c > MS(a, b) for some ρ > 0, and 0 ≤ f∞ < µ(L).
(Z2) µ(L˜) < f0 ≤ ∞, f−ρ,ρ < mS for some ρ > 0, and µ(L˜) < f∞ ≤ ∞.
The integral equation (2.1) has at least three non-trivial solutions in K if one of the following
conditions holds.
(T1) There exist 0 < ρ1 < ρ2 <∞, such that
µ(L˜) < f0 ≤ ∞, f−ρ1,ρ1 < mS, fρ2,ρ2/c > MS(a, b), 0 ≤ f∞ < µ(L).
(T2) There exist 0 < ρ1 < cρ2 <∞, such that
0 ≤ f 0 < µ(L), fρ1,ρ1/c > MS(a, b), f−ρ2,ρ2 < mS, µ(L˜)1 < f∞ ≤ ∞.
It is possible to give criteria for the existence of an arbitrary number of nontrivial solutions
by extending the list of conditions. We omit the routine statement of such results.
The following Lemma sheds some light on the relation between some of these constants.
Lemma 4.7. The following relations hold
MS(a, b) ≥ µ(L˜) ≥ µ(L) ≥ mS.
Proof. The fact that µ(L) ≥ mS essentially follows from Theorem 2.8 of [55]. The comment
that follows after Theorem 3.4 of [55] also applies in our case, giving µ(L˜) ≥ µ(L).
We now prove MS(a, b) ≥ µ(L˜). Let ϕ ∈ P ∩K be a corresponding eigenfunction of norm
1 of 1/µ(L˜) for the operator L˜, that is ϕ = µ(L˜)L˜(ϕ) and ‖ϕ‖ = 1. Then, for t ∈ [a, b] we
have
ϕ(t) = µ(L˜)
∫ b
a
kS(t, s)g(s)ϕ(s)ds ≥ µ(L˜) min
t∈[a,b]
ϕ(t)
∫ b
a
kS(t, s)g(s)ds.
Taking the infimum over [a, b], we obtain
min
t∈[a,b]
ϕ(t) ≥ µ(L˜) min
t∈[a,b]
ϕ(t)/MS(a, b),
that is MS(a, b) ≥ µ(L˜). 
In order to present an index zero result of a different nature, we introduce the following
operator
L+ u(t) :=
∫ 1
0
k+S (t, s)g(s)u(s) ds,
for which a result similar to Theorems 4.1 and 4.2 holds.
In the next Theorem we use the following notation, with c as in (4.1),
(4.4) f˜0 = lim
u→0
ess inf
t∈[0,1]
f(t, u)
|u| , c˜ :=
1
c
sup
t∈[0,1]
∫ 1
0
k−S (t, s)g(s)ds∫ b
a
k+S (t, s)g(s)ds
.
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Theorem 4.8. If µ(L+) < f˜0 − c˜ f 0, then there exists ρ0 > 0 such that for each ρ ∈ (0, ρ0],
if u 6= Tu for u ∈ ∂Kρ, it is satisfied that iK(T,Kρ) = 0.
Proof. Firstly, since u ∈ K we have, for t ∈ [0, 1],∫ 1
0
k−S (t, s)g(s)|u(s)|ds ≤
∫ 1
0
k−S (t, s)g(s)‖u‖ds ≤ c˜
∫ b
a
k+S (t, s)g(s)c‖u‖ds
≤c˜
∫ b
a
k+S (t, s)g(s)|u(s)|ds ≤ c˜ L+|u|(t).
Observe that the hypothesis µ(L+) < f˜0 − c˜ f 0 implies f˜0, f 0 <∞. Let ρ0 > 0 such that
f(t, u) ≥ (µ(L+) + c˜ f 0)|u| and f(t, u) ≤ (f 0 + µ(L+)/2)|u|
for all u ∈ [−ρ0, ρ0] and almost all t ∈ [0, 1].
Let ρ ≤ ρ0. We will prove that u 6= Su+ λϕ+ for all u in ∂Kρ and λ > 0 where ϕ+ ∈ K is
an eigenfunction of L+ related to the eigenvalue 1/µ(L+) such that ‖ϕ+‖ = 1.
Assume now, on the contrary, that there exist u ∈ ∂Kρ and λ > 0 such that u(t) =
Su(t) + λϕ+(t) for all t ∈ [0, 1]. Hence, we have
u(t) = −
∫ 1
0
k−S (t, s)g(s)f(s, u(s)) ds+
∫ 1
0
k+S (t, s)g(s)f(s, u(s)) ds+ λϕ+(t).
On one hand, we have
u(t) +
∫ 1
0
k−S (t, s)g(s)f(s, u(s))ds ≤|u(t)|+ [f 0 + 12µ(L+)]
∫ 1
0
k−S (t, s)g(s)|u(s)|ds
≤ |u(t)|+ c˜[f 0 + 1
2
µ(L+)]L+|u|(t).
On the other hand, we have∫ 1
0
k+S (t, s)g(s)f(s, u(s)) ds+ λϕ+(t) ≥ (µ(L+) + c˜ f 0)L+|u|(t) + λϕ+(t).
Therefore, we obtain
(µ(L+) + c˜ f
0)L+|u|(t) + λϕ+ ≤ |u(t)|+ c˜ [f 0 + 12µ(L+)]L+|u|(t),
or, equivalently,
1
2
µ(L+)L+|u|(t) + λϕ+(t) ≤ |u(t)|.
Hence we get
λϕ+(t) ≤ |u(t)|.
Reasoning as in the proof of (3) of Theorem 4.5, we obtain
|u(t)| ≥ λ1
2
µ(L+)L+ϕ+(t) + λϕ+(t) =
3
2
λϕ+(t).
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By induction we deduce that |u(t)| ≥ (n
2
+ 1)λϕ+(t) for every n ∈ N, a contradiction since
‖u‖ = ρ. 
As in the Theorem (4.6), results on existence of multiple nontrivial solutions can be es-
tablished. We omit the statement of such results.
Remark 4.9. The hypothesis in the Theorem 4.8 imply that c˜ ∈ (0, 1). Also, if f˜0 = f 0 = f0
then the hypothesis in Theorem 4.8 is equivalent to µ(L+)/(1− c˜) < f˜0 <∞. Furthermore,
if [a, b] = [0, 1], then L = L+ = L˜ and the growth condition becomes µ(L) < f˜0 <∞, which
is condition (3) in Theorem 4.5 for f0 <∞.
5. Study of the Green’s functions of the BVPs (1.4)-(1.5)
In this Section we study the properties of the Green’s function of the BVP
ǫu′′(t) + ω2u(t) = y(t), u′(0) = u′(1) = 0,
where y ∈ L1[0, 1], ǫ = ±1 and ω ∈ R+. We discuss separately two cases.
5.1. CASE ǫ = −1. The Green’s function k of BVP
−u′′(t) + ω2u(t) = y(t), u′(0) = u′(1) = 0,
is given by (see for instance [46] or [59]),
ω sinhω k(t, s) :=

coshω(1− t) coshωs, 0 ≤ s ≤ t ≤ 1,coshω(1− s) coshωt, 0 ≤ t ≤ s ≤ 1.
Note that k is continuous, positive and satisfies some symmetry properties such as
k(t, s) = k(s, t) = k(1− t, 1− s).
Observe that
∂k
∂t
(t, s) < 0 for s < t and
∂k
∂t
(t, s) > 0 for s > t. Therefore we choose
Φ(s) := sup
t∈[0,1]
k(t, s) = k(s, s).
For a fixed [a, b] ⊂ [0, 1] we have
c(a, b) := min
t∈[a,b]
min
s∈[0,1]
k(t, s)
Φ(s)
=
min {coshωa, coshω(1− b)}
coshω
.
The choice of g ≡ 1 gives
1
m
= sup
t∈[0,1]
∫ 1
0
k(t, s) ds,
and, by direct calculation, we obtain that m = ω2.
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The constant M can be computed as follows
1
M(a, b)
:= inf
t∈[a,b]
∫ b
a
k(t, s)ds
=
1
ω2
− sup
t∈[a,b]
sinhωa coshω(1− t) + sinhω(1− b) coshωt
ω2 sinhω
.
Let ξ1(t) := sinhωa coshω(1− t) + sinhω(1− b) coshωt. Then we have ξ′′1 (t) = ω2ξ(t) ≥ 0.
Therefore the supremum of ξ1 must be attained in one of the endpoints of the interval [a, b].
Thus we have
1
M(a, b)
=
1
ω2
− max{ξ1(a), ξ1(b)}
ω2 sinhω
.
Note that
ξ1(b)− ξ1(a) = −2 sinh2
(
b− a
2
ω
)
sinhω(a+ b− 1),
and therefore, ξ1(b) ≥ ξ1(a) if and only if a + b ≤ 1. Hence we obtain
1
M(a, b)
=
1
ω2
− 1
ω2 sinhω

sinhωa coshω(1− b) + sinhω(1− b) coshωb, a + b ≤ 1,sinhωa coshω(1− a) + sinhω(1− b) coshωa, a+ b > 1.
5.2. CASE ǫ = 1. The Green’s function k of the BVP
u′′(t) + ω2u(t) = y(t), u′(0) = u′(1) = 0,
is given by
ω sinω k(t, s) :=

cosω(1− t) cosωs, 0 ≤ s ≤ t ≤ 1,cosω(1− s) cosωt, 0 ≤ t ≤ s ≤ 1.
In the following Lemma we describe the sign properties of this Green’s function with
respect to the parameter ω. A similar study has been done, for different BVPs, in [5,
Theorem 4.3] and [6, Lemma 5.2]. The proof is straightforward and is omitted.
Lemma 5.1. We have the following.
(1) k is positive for ω ∈ (0, π/2).
(2) k is positive for ω = π/2 except at the points (0, 0) and (1, 1) where it is zero.
(3) k is positive on the strip (1− π/(2ω), π/(2ω))× [0, 1] if ω ∈ (π/2, π).
(4) if ω > π, there is no strip of the form (a, b)× [0, 1] where k is positive.
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Consider ω ∈ (0, π). Fix s ∈ [0, 1] and note that ∂k
∂t
(t, s) never changes sign for t ∈ [0, s)
nor for t ∈ (s, 1]. Thus we can take
Φ(s) : = sup
t∈[0,1]
|k(t, s)| = max{|k(0, s)|, |k(1, s)|, |k(s, s)|}
=
max{| cosω(1− s)|, | cosωs|, | cosωs cosω(1− s)|}
ω sinω
=
max{cosω(1− s), cosωs}
ω sinω
.
The last equality holds because cos(ωs) ≥ − cosω(1 − s) ≥ 0 for s ≤ 1 − π/(2ω) and
cos(1− ωs) ≥ − cosωs ≥ 0 for s ≥ π/(2ω).
On the other hand, for [a, b] ⊂ (max{0, 1− π/(2ω)},min{1, π/(2ω)}), we have
inf
t∈[a,b]
k(t, s) =

min {k(a, s), k(b, s)} , s ∈ [0, 1]\[a, b],min {k(a, s), k(s, s), k(b, s)} , s ∈ [a, b].
Now, we study the three intervals [0, a), [a, b] and (b, 1] separately.
If s ∈ [0, a), we have
inf
s∈[0,a)
min {k(a, s), k(b, s)}
Φ(s)
= inf
s∈[0,a)
min {cosω(1− a) cosωs, cosω(1− b) cosωs}
max{cosω(1− s), cosωs}
= inf
s∈[0,a)
min
{
cosω(1− a), cosω(1− b), cosω(1− a) cosωs
cosω(1− s) ,
cosω(1− b) cosωs
cosω(1− s)
}
=min
{
cosω(1− a), cosω(1− b), cosωa, cosω(1− b) cosωa
cosω(1− a)
}
=min {cosω(1− a), cosω(1− b), cosωa} ,
where these equalities hold because
cosωs
cosω(1− s) is a decreasing function for s ∈ [max{0, 1−
π/(2ω)}, 1] and the function cosine is decreasing in [0, π].
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If s ∈ [a, b], we have
inf
s∈[a,b]
min {k(a, s), k(s, s), k(b, s)}
Φ(s)
= inf
s∈[a,b]
min {cosωa cosω(1− s), cosωs cosω(1− s), cosω(1− b) cosωs}
max{cosω(1− s), cosωs}
= inf
s∈[a,b]
min
{
cosωa, cosω(1− b), cosωs, cosω(1− s), cosωacosω(1− s)
cosωs
,
cosω(1− b) cosωs
cosω(1− s)
}
=min {cosωa, cosω(1− b), cosωb, cosω(1− a)} .
If s ∈ (b, 1]), we have
inf
s∈(b,1]
min {k(a, s), k(b, s)}
Φ(s)
= inf
s∈(b,1]
min {cosωa cosω(1− s), cosωb cosω(1− s)}
max{cosω(1− s), cosωs}
= inf
s∈(b,1]
min
{
cosωa, cosωb, cosωa
cosω(1− s)
cosωs
, cosωb
cosω(1− s)
cosωs
}
=min
{
cosωa, cosωb, cosωa
cosω(1− b)
cosωb
, cosω(1− b)
}
=min {cosωa, cosωb, cosω(1− b)} .
Therefore, taking into account these three infima, we obtain that
c(a, b) := inf
s∈[0,1]
inft∈[a,b] k(t, s)
Φ(s)
= min {cosωa, cosω(1− a), cosωb, cosω(1− b)} .
In order to compute the constant m we use Lemma 5.1 and the fact that k(t, s) = k(s, t) for
all t, s ∈ [0, 1].
If ω ∈ (0, π/2), the function k is positive and therefore
m = ω2.
If ω ∈ [π/2, π), we have
ζ(t) :=
∫ 1
0
k+(t, s) ds =


∫ 1
1− pi
2ω
k(t, s) ds =
1
ω2
cosωt
sinω
, t ∈ [0, 1− pi
2ω
),
1
ω2
, t ∈ [1− pi
2ω
, pi
2ω
],∫ pi
2ω
0
k(t, s) ds =
1
ω2
cosω(1− t)
sinω
, t ∈ ( pi
2ω
, 1].
Since
0 <
1
ω2
=
∫ 1
0
k(t, s) ds =
∫ 1
0
k+(t, s) ds−
∫ 1
0
k−(t, s) ds,
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we obtain that
∫ 1
0
k+(t, s) ds >
∫ 1
0
k−(t, s) ds, in such a way that
m = 1/ max
t∈[0,1]
ζ(t) = ω2 sinω.
Also we have
1
M(a, b)
=
1
ω2
− sup
t∈[a,b]
cosω(1− t) sinωa+ cosωt sinω(1− b)
ω2 sinω
.
Denote by
ξ3(t) := cosω(1− t) sinωa+ cosωt sinω(1− b),
and observe that
ξ3(t) = ω
2 sinω
(∫ 1
0
k(t, s)ds−
∫ b
a
k(t, s)ds
)
,
and therefore we have ξ3(t) ≥ 0 for t ∈ [a, b]. Then, we have
ξ′3(a)ξ
′
3(b) = −4ω2 cos
[ω
2
(2− a + b)
]
cos
[ω
2
(a + b)
]
sin2
[ω
2
(a− b)
]
sinω(1− b) sinωa.
Now, ξ′3(a)ξ
′
3(b) < 0 if and only if 2 − π/ω < a + b < π/ω, which is always satisfied for
[a, b] ⊂ (1− π/(2ω), π/(2ω)). In such a case, ξ3 has a maximum in [a, b], precisely at the
unique point t0 satisfying
sinωt0 =
sinω sinωa
cosω sinωα+ sinω(1− b) cosωt0.
Thus we obtain
ξ3(t0) = cosω cosωb cosωt0 + cosω sinωa cosωt0 − cosω sinωb cosωt0
+ sinω sinωa sinωt0
=
(
cosω cosωb+ cosω sinωa− cosω sinωb+ (sinω sinωa)
2
cosω sinωα+ sinω(1− b)
)
cosωt0
=
∣∣∣∣cosω cosωb+ cosω sinωa− cosω sinωb+ (sinω sinωa)2cosω sinωα+ sinω(1− b)
∣∣∣∣√(
sinω sinωa
cosω sinωα+ sinω(1− b)
)2
+ 1
Remark 5.2. In the particular case a+ b = 1, we have ξ3(t) = sinωa[cosω(1− t) + cosωt].
In this case, observe that ξ3(t) = ξ3(1 − t) and recall that ξ′′3 (t) = −ω2ξ3(t) ≥ 0 (ξ3 is not
constantly zero in any open subinterval). Therefore the maximum is reached at the only
point where t = 1− t, that is, t = 1/2. Hence we obtain
1
M(a, b)
=
1− 2 cos ω
2
sinωa
ω2 sinω
.
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Remark 5.3. The constantsm,M(a, b), c(a, b) and the function Φ improve and complement
some of the ones used in [41, 42, 43, 45, 46, 58, 59].
6. Examples
In this Section we present some examples in order to illustrate some of the constants that
occur in our theory and the applicability of our theoretical results. Note that the constants
that occur are rounded to the third decimal place unless exact.
In the first example we study the existence of multiple nontrivial solutions of a (local)
Neumann BVP.
Example 6.1. Consider the BVP
(6.1) u′′(t) +
(
7π
12
)2
u(t) =
τ1u
2(t)
1 + t2
e−τ2|u(t)|, t ∈ [0, 1], u′(0) = u′(1) = 0,
where τ1, τ2 > 0.
In this case ω = 7pi
12
and, by Lemma 5.1, the Green’s function is positive on the strip
(1/7, 6/7)× [0, 1]. We illustrate the Remark 5.2 by choosing [1/4, 3/4] ⊂ (1/7, 6/7) and we
prove, by means of Theorem 4.6, the existence of two nontrivial solutions of the BVP (6.1)
which are (strictly) positive on the interval [1/4, 3/4].
In order to do this, note that in our case we have f(t, u) =
τ1u
2
1 + t2
e−τ2|u| and f 0 = f∞ = 0.
Furthermore, using the results in the previous Section, we have
(6.2) c(1/4, 3/4) = cos
(
7π
16
)
=
1
2
√
2−
√
2 +
√
2 = 0.195,
and
M =M(1/4, 3/4) = 7.029.
Henceforth we work in the cone
K = {u ∈ C[0, 1] : min
t∈[1/4,3/4]
u(t) ≥ c‖u‖},
with c given by (6.2).
We set
fˆ0 := 2
c− 1
ln c
c
c
c−1M = 10.289.
We now prove that if τ1/τ2 > fˆ0, then the condition (Z1) is satisfied. Let
fˆ(u) := inf
t∈[0,1]
τ1u
2
1 + t2
e−τ2u =
1
2
τ1u
2e−τ2u, u ∈ [0,+∞).
Note that fˆ ′ only vanishes at 0 and 2/τ2, fˆ is strictly increasing in the interval (0,
2
τ2
) and
is strictly decreasing in the interval ( 2
τ2
,+∞). Thus fˆ assumes the maximum in the unique
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point 2/τ2 and, since fˆ(0) = 0 and limx→+∞ fˆ(x) = 0, the inverse image by fˆ of any strictly
positive real number different to fˆ( 2
τ2
) has either 2 or no points. Let for x ∈ [0,+∞)
l(x) := fˆ(x)− fˆ(x/c).
Take ε ∈ (0, 2c
τ2
) and note that l(ε) < 0 in view of the strict monotonicity of fˆ . Moreover, if
η > 2
τ2
, then l(η) > 0. Since the function l is continuous, there exists a point x¯ ∈ (ε, η) such
that l(x¯) = 0, that is, fˆ(x¯)=fˆ(x¯/c) = p. From the type of monotonicity of f , for x ∈ [x¯, x¯/c]
we have p ≤ fˆ(x). Hence we have
fˆ(x¯) = fˆ(x¯/c)⇒ x¯ = eτ2(x¯/c−x¯)x¯/c⇒ x¯ = 2c ln c
τ2(c− 1) , x¯/c =
2 ln c
τ2(c− 1) .
Thus, if we impose p > M x¯, we obtain
M
2c ln c
τ2(c− 1) = M x¯ < fˆ(x¯) = fˆ(x¯/c) = τ1
(
2 ln c
τ2(c− 1)
)2
c−
2
c−1 ,
that is, τ1/τ2 > fˆ0.
We now present an example for a BVP subject to two nonlocal BCs.
Example 6.2. Consider the BVP
(6.3)
u′′(t) + ω2u(t) = e−|u(t)|, t ∈ [0, 1],
u′(0) = u(0) + u(1),
u′(1) =
∫ 1
0
u(t) sin πtdt,
where ω ∈ (π/2, π). We rewrite the BVP (6.3) in the integral form
Tu(t) = γ(t)α[u] + δ(t)β[u] +
∫ 1
0
k(t, s)f(s, u(s)) ds,
where
γ(t) = cosω(1− t)/(ω sinω), δ(t) = cos(ωt)/(ω sinω),
α[u] =u(0) + u(1), β[u] =
∫ 1
0
u(t) sin πtdt.
In order to verify condition (S1) of Theorem 2.12, we take [a, b] ⊂ (1− π/(2ω), π/(2ω)) and
let f(u) = e−|u|.
Note that the condition f∞ = 0 implies that the condition (I1ρ) is satisfied for ρ sufficiently
large (hence iK(T,KR) = 1 for R big enough).
Now it is left to prove that iK(T, Vρ) = 0 for ρ small enough (condition (I
0
ρ)).
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We have
α[γ] =α[δ] =
√
2
sin
(
pi
4
+ ω
)
ω sinω
, β[γ] = β[δ] =
π cot
(
ω
2
)
π2ω − ω3 ,
D := D(ω) =
(π2ω − ω3) sin(ω/2)− (π + π2 − ω2) cos (ω
2
)
(π2ω − ω3) sin(ω/2) ,
KA(s) =cosωs+ cos(ω[1− s])
ω sinω
,
KB(s) =π cosωs cot(ω/2)− ω sin πs+ π sinωs
π2ω − ω3 .
Observe that α[γ], α[δ], β[γ], β[δ],KA(s),KB(s) ≥ 0 and α[γ], β[δ] < 1 for ω ∈ (π/2, π).
Also, we have D(ω) > 0 for ω ∈ (π/2, π). In fact, D(ω) is a strictly increasing function
(since D′(ω) > 0 for ω ∈ (0, π)), limω→0+ D(ω) = −∞ and D(π) = 1− 14pi > 0, so there is a
unique zero ω0 of D in (0, π) but ω0 = 1.507 < π/2.
Now, γ is increasing and δ is decreasing, therefore c2 = γ(a)/γ(1) = cos(ω[1 − a]), c3 =
δ(b)/δ(0) = cosωb. On the other hand, we have
fρ,ρ/c =f(ρ/c)/(ρ/c) = e
−ρ/cc/ρ,
c(a, b) =min{cosωa, cosω(1− a), cosωb, cosω(1− b)},∫ b
a
KA(s)ds =sinωb− sinωa+ sinω(1− a)− sinω(1− b)
ω2 sinω
,
∫ b
a
KB(s)ds =
π2
(
cot
(
ω
2
)
(sin(bω)− sin(aω)) + cos(aω)− cos(bω))
ω2 (π3 − πω2)
− ω
2(cos(πa) + cos(πb))
ω2 (π3 − πω2) .
Taking a + b = 1, we obtain
∫ b
a
KA(s)ds =
2 csc
(
ω
2
)
sin
(
1
2
(ω − 2aω))
ω2
,
∫ b
a
KB(s)ds =−
2
(
ω2 cos(πa)− π2 cos(aω) + π2 cot (ω
2
)
sin(aω)
)
ω2 (π3 − πω2) ,
c = cosωa.
Condition (I0ρ) is equivalent to
fρ,ρ/c · inf
t∈[a,b]
{
q(t, ω, a) +
∫ b
a
k(t, s)ds
}
> 1,
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where
q(t, ω, a) =
2 csc(ω)
(
π csc
(
ω
2
)
sin
(
1
2
(ω − 2aω)) (π cos(tω) + (π − ω)(ω + π) cos(ω − tω)))
πω2
(
(π − ω)ω(ω + π)− (−ω2 + π2 + π) cot (ω
2
))
− 2ω csc(ω) cos(πa)(sin(tω)− sin(ω − tω) + ω cos(tω))
πω2
(
(π − ω)ω(ω + π)− (−ω2 + π2 + π) cot (ω
2
)) .
Using Remark 2.11, it is enough to check
fρ,ρ/c ·
(
inf
t∈[a,b]
q(t, ω, a) +
1
M(a, b)
)
> 1.
It can be checked numerically that inft∈[a,b] q(t, ω, a) = q(a, ω, a). Hence, we need
e−ρ/ cos ωa cosωa
ρ
(
q(a, ω, a) +
1− 2 cos ω
2
sinωa
ω2 sinω
)
> 1.
Since limρ→0 e
−ρ/ cosωa/ρ = +∞, the inequality is satisfied for ρ small enough and, hence, we
have proved that the BVP (6.3) has at least a non trivial solution in the cone K.
We now study an example that occurs in an earlier article by Bonanno and Pizzimenti [3].
Example 6.3. Consider the BVP
(6.4) − u′′(t) + u(t) = λteu(t), t ∈ [0, 1], u′(0) = u′(1) = 0.
In [3] the authors establish the existence of at least one positive solution such that ‖u‖ < 2
for λ ∈ (0, 2e−2).
The BVP (6.4) is equivalent to the following integral problem
u(t) =
∫ 1
0
k(t, s)g(s)f(u(s))ds,
where
g(s) = s, f(u) = λeu
and
k(t, s) :=
1
sinh(1)

cosh(1− t) cosh s, 0 ≤ s ≤ t ≤ 1,cosh(1− s) cosh t, 0 ≤ t ≤ s ≤ 1.
The kernel k is positive, by the results Section 5 satisfies (C1)-(C8) with [a, b] = [0, 1]. Thus
we work in the cone
K = {u ∈ C[0, 1] : min
t∈[0,1]
u(t) ≥ c‖u‖},
where
c = c(0, 1) = 1/ cosh 1 = 0.648.
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We can compute the following constants
m =
e+ 1
2
= 1.859,
M(0, 1) =
e + 1
e− 1 = 2.163,
f 0,ρ =fρ,ρ/c = λe
ρ/ρ.
Taking ρ2 = 2 we have (I
1
ρ2
) is satisfied for λ < (e + 1)e−2, and taking 0 < ρ1 < c/2 we
have (I0ρ1) for λ > [(e + 1)/(e− 1)]ρ1e−ρ1 .
Hence, the condition (S1) of Theorem 2.12 is satisfied whenever
λ ∈
(
0,
e + 1
e2
)
⊃ (0, 2e−2).
Furthermore, reasoning as in [26], when λ =
1
4
the choice of ρ2 = 0.16 and ρ1 = 0.1 gives
the following localization for the solution
0.064 ≤ u(t) ≤ 0.16, t ∈ [0, 1].
An application of Theorem 3.3 gives that for
λ >
e+ 1
e(e− 1) = 0.797,
there are no solutions in K (the trivial solution does not satisfy the differential equation).
Furthermore note that T : P → K; this shows that there are no positive solutions for the
BVP (6.4) when λ >
e + 1
e(e− 1).
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