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DIGIT PATTERNS AND COLEMAN POWER SERIES
GREG W. ANDERSON
Abstract. Our main result is elementary and concerns the relationship be-
tween the multiplicative groups of the coordinate and endomorphism rings
of the formal additive group over a field of characteristic p > 0. The proof
involves the combinatorics of base p representations of positive integers in a
striking way. We apply the main result to construct a canonical quotient of
the module of Coleman power series over the Iwasawa algebra when the base
local field is of characteristic p. This gives information in a situation which
apparently has never previously been investigated.
1. Introduction
1.1. Overview and motivation. Our main result (Theorem 1.3 below) concerns
the relationship between the multiplicative groups of the coordinate and endomor-
phism rings of the formal additive group over a field of characteristic p > 0. Our
result is elementary and does not require a great deal of apparatus for its statement.
The proof of the main result involves the combinatorics of base p representations
of positive integers in a striking way. We apply our main result (see Corollary 2.2
below) to construct a canonical quotient of the module of Coleman power series
over the Iwasawa algebra when the base local field is of characteristic p. By Cole-
man power series we mean the telescoping power series introduced and studied in
Coleman’s classical paper [Co79].
Apart from Coleman’s [Co83] complete results in the important special case of
the formal multiplicative group over Zp, little is known about the structure of the
module of Coleman power series over the Iwasawa algebra, and, so far as we can tell,
the characteristic p situation has never previously been investigated. We undertook
this research in an attempt to fill the gap in characteristic p. Our results are far
from being as complete as Coleman’s, but they are surprising on account of their
“digital” aspect, and they raise further questions worth investigating.
1.2. Formulation of the main result. The notation introduced under this head-
ing is in force throughout the paper.
1.2.1. Rings and groups of power series. Fix a prime number p and a field K of
characteristic p. Let q be a power of p. Consider: the (commutative) power series
ring
K[[X ]] =
{
∞∑
i=0
aiX
i
∣∣∣∣∣ ai ∈ K
}
;
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the (in general noncommutative) ring
Rq,K =
{
∞∑
i=0
aiX
qi
∣∣∣∣∣ ai ∈ K
}
,
in which by definition multiplication is power series composition; and the subgroup
Γq,K =
{
X +
∞∑
i=1
aiX
qi
∣∣∣∣∣ ai ∈ K
}
⊂ R×q,K ,
where in general A× denotes the group of units of a ring A with unit. Note that
K[[X ]]× is a right Γq,K-module via composition of power series.
1.2.2. Logarithmic differentiation. Given F = F (X) ∈ K[[X ]]×, put
D[F ](X) = XF ′(X)/F (X) ∈ XK[[X ]].
Note that
(1) D[F (αX)] = D[F ](αX)
for all α ∈ K×. Note that the sequence
(2)
1→ K[[Xp]]× ⊂ K[[X ]]×
D
−→
{
∞∑
i=1
aiX
i ∈ XK[[X ]]
∣∣∣∣∣api = api for all i ∈ N
}
→ 0
is exact, where N denotes the set of positive integers.
1.2.3. q-critical integers. Given c ∈ N, let
Oq(c) = {n ∈ N|(n, p) = 1 and n ≡ p
ic mod q − 1 for some i ∈ N ∪ {0}}.
Given n ∈ N, let ordp n denote the exact order with which p divides n. We define
C0q =
{
c ∈ N ∩ (0, q)
∣∣∣∣(c, p) = 1 and c+ 1pordp(c+1) = minn∈Oq(c)∩(0,q) n+ 1pordp(n+1)
}
,
and we call elements of this set q-critical integers. In the simplest case p = q one
has C0p = {1, . . . , p− 1}, but in general the set C
0
q is somewhat complicated. Put
Cq =
⋃
c∈C0q
{qi(c+ 1)− 1|i ∈ N ∪ {0}},
noting that the union is disjoint, since the sets in the union are contained in different
congruence classes modulo q − 1. See below for informal “digital” descriptions of
the sets C0q and Cq.
1.2.4. The homomorphism ψq. We define a homomorphism
ψq : XK[[X ]]→ X
2K[[X ]]
as follows: given F = F (X) =
∑∞
i=1 aiX
i ∈ XK[[X ]], put
ψq[F ] = X ·
∑
k∈Cq
akX
k.
Note that the composite map
ψq ◦D : K[[X ]]
× →

 ∑
k∈Cq
akX
k+1
∣∣∣∣∣∣ ak ∈ K


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is surjective by exactness of sequence (2). Further, since the set {k + 1|k ∈ Cq}
is stable under multiplication by q, the target of ψq ◦D comes equipped with the
structure of left Rq,K-module. More precisely, the target of ψq ◦ D is a free left
Rq,K-module for which the set {Xk+1|k ∈ C0q } is a basis.
The following is the main result of the paper.
Theorem 1.3. The formula
(3) ψq[D[F ◦ γ]] = γ
−1 ◦ ψq[D[F ]]
holds for all γ ∈ Γq,K and F ∈ K[[X ]]×.
In §§3–5 we give the proof of the theorem. More precisely, we first explain in §3 how
to reduce the proof of the theorem to a couple of essentially combinatorial assertions
(Theorems 3.2 and 3.3), and then we prove the latter in §4 and §5, respectively. In
§2 we make the application (Corollary 2.2) of Theorem 1.3 to Coleman power series.
The application does not require any of the apparatus of the proof of Theorem 1.3.
1.4. Informal discussion.
1.4.1. “Digital” description of C0q . The definition of C
0
q can readily be understood
in terms of simple operations on digit strings. For example, to verify that 39 is
1024-critical, begin by writing out the base 2 representation of 39 thus:
39 = 1001112
Then put enough place-holding 0’s on the left so as to represent 39 by a digit string
of length ord2 1024 = 10:
39 = 00001001112
Then calculate as follows:
permute cyclically 00001001112
strike trailing 1’s and leading 0’s
−−−−−−−−−−−−−−−−−−−→ 1002
00010011102 ignore: terminates with a 0
00100111002 ignore: terminates with a 0
↓ 01001110002 ignore: terminates with a 0
10011100002 ignore: terminates with a 0
00111000012
strike trailing 1’s and leading 0’s
−−−−−−−−−−−−−−−−−−−→ 11100002
01110000102 ignore: terminates with a 0
11100001002 ignore: terminates with a 0
↓ 11000010012
strike trailing 1’s and leading 0’s
−−−−−−−−−−−−−−−−−−−→ 1100001002
10000100112
strike trailing 1’s and leading 0’s
−−−−−−−−−−−−−−−−−−−→ 100001002
Finally, conclude that 39 is 1024-critical because the first entry of the last column
is the smallest in that column. This numerical example conveys some of the flavor
of the combinatorial considerations coming up in the proof of Theorem 1.3.
1.4.2. “Digital” description of Cq. Given c ∈ C0q , let [c1, · · · , cm]p be a string of
digits representing c in base p. (The digit string notation is defined below in §3.)
Then each digit string of the form
[c1, . . . , cm, p− 1, . . . , p− 1︸ ︷︷ ︸
n ordp q
]p
represents an element of Cq. Moreover, each element of Cq arises this way, for
unique c ∈ C0q and n ∈ N ∪ {0}.
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1.4.3. Miscellaneous remarks.
(i) The set Cq is a subset of the set of magic numbers (relative to the choice
of q) as defined and studied in [Goss, §8.22, p. 309]. For the moment we do not
understand this connection on any basis other than “numerology”, but we suspect
that it runs much deeper.
(ii) A well-ordering of the set of positive integers distinct from the usual one,
which we call the p-digital well-ordering, plays a key role in the proof of Theo-
rem 1.3, via Theorems 3.2 and 3.3 below. In particular, Theorem 3.3, via Propo-
sition 3.4, characterizes the sets C0q and Cq in terms of the p-digital well-ordering
and congruences modulo q − 1.
(iii) The results of this paper were discovered by extensive computer experi-
mentation with base p expansions and binomial coefficients modulo p. No doubt
refinements of our results can be discovered by continuing such experiments.
(iv) It is an open problem to find a minimal set of generators for K[[X ]]× as
a topological right Γq,K-module, the topologies here being the X-adically induced
ones. It seems very likely that the module is always infinitely generated, even when
K is a finite field. Computer experimentation (based on the method of proof of
Proposition 3.5 below) with the simplest case of the problem (in which K is the
two-element field and p = q = 2) has revealed some interesting patterns. But still
we are unable to hazard any detailed guess about the solution.
2. Application to Coleman power series
We assume that the reader already knows about Lubin-Tate formal groups and
Coleman power series, and is familiar with their applications. We refer the less well-
versed reader to [LT65], [Co79], [Co83] and [Co89] to get started up the mountain
of literature.
2.1. Background. We review [LT65], [Co79] and [Co83] just far enough to fix a
consistent system of notation and to frame precisely the general structure problem
motivating our work.
2.1.1. The setting. Let k be a nonarchimedean local field with maximal compact
subring O and uniformizer π. Let q and p be the cardinality and characteristic,
respectively, of the residue field O/π. Let k¯ be an algebraic closure of k. Let H be
a complete unramified extension of k in the completion of k¯, let ϕ be the arithmetic
Frobenius automorphism of H/k, and let OH be the ring of integers of H . Let the
action of ϕ be extended coefficient-by-coefficient to the power series ring OH [[X ]].
2.1.2. Lubin-Tate formal groups. We say that formal power series with coefficients
in O are congruent modulo π if they are so coefficient-by-coefficient, and we say
they are congruent modulo degree 2 if the constant and linear terms agree. Let Fπ
be the set of one-variable power series f = f(X) such that
f(X) ≡ πX mod deg 2, f(X) ≡ Xq mod π.
The simplest example of an element of Fπ is πX +Xq. The general example of an
element of Fπ is πX + Xq + πX2e(X), where e(X) ∈ O[[X ]] is arbitrary. Given
f ∈ Fπ, there exists unique Ff = Ff (X,Y ) ∈ O[[X,Y ]] such that
Ff (X,Y ) ≡ X + Y mod deg 2, f(Ff (X,Y )) = Ff (f(X), f(Y )).
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The power series Ff (X,Y ) is a commutative formal group law. Given a ∈ O and
f, g ∈ Fπ, there exists unique [a]f,g = [a]f,g(X) ∈ O[[X ]] such that
[a]f,g(X) ≡ aX mod deg 2, f([a]f,g(X)) = [a]f,g(g(X)).
We write [a]f = [a]f (X) = [a]f,f (X) to abbreviate notation. The family
{[a]f(X)}a∈O is a system of formal complex multiplications for the formal group
law Ff (X,Y ). For each fixed f ∈ Fπ, the package
(Ff (X,Y ), {[a]f (X)}a∈O)
is a Lubin-Tate formal group. The formal properties of the “big package”(
{Ff (X,Y )}f∈Fπ , {[a]f,g(X)} a∈O
f,g∈Fπ
)
are detailed in [LT65, Thm. 1, p. 382]. In particular, one has
(4) [π]f (X) = f(X), [1]f (X) = X, [a]f,g ◦ [b]g,h = [ab]f,h
for all a, b ∈ O and f, g, h ∈ Fπ. We remark also that
(5) [ω]πX+Xq (X) = ωX
for all roots ω of unity in k of order prime to p.
2.1.3. Coleman power series. By Coleman’s theory [Co79] there exists for each
f ∈ Fπ a unique group homomorphism
Nf : OH [[X ]]
× → OH [[X ]]
×
such that
Nf [h](f(X)) =
∏
λ∈k¯
f(λ)=0
h(Ff (X,λ))
for all h ∈ OH [[X ]]×. Let
Mf = {h ∈ OH [[X ]]
×|Nf [h] = ϕh}.
We refer to elements of Mf as Coleman power series.
2.1.4. Natural operations on Coleman power series. The groupMf comes equipped
with the structure of right O×-module by the rule
(6) ((h, a) 7→ h ◦ [a]f ) :Mf ×O
× →Mf ,
and we have at our disposal a canonical isomorphism
(7) (h 7→ h ◦ [1]g,f ) :Mg →Mf
of right O×-modules for all f, g ∈ Fπ, as one verifies by applying the formal prop-
erties (4) of the big Lubin-Tate package in a straightforward way. We also have at
our disposal a canonical group isomorphism
(8) (h 7→ h mod π) :Mf → (OH/π)[[X ]]
×
as one verifies by applying [Co79, Lemma 13, p. 103] in a straightforward way. The
Iwasawa algebra (completed group ring) Zp[[O×]] associated to k acts naturally on
the slightly modified version
M0f = {h ∈ OH [[X ]]
×|h ∈ Mf , h(0) ≡ 1 mod π}
of Mf .
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2.1.5. The structure problem. Little seems to be known in general about the struc-
ture of the O×-moduleMf . To determine this structure is a fundamental problem
in local class field theory, and the problem remains open. Essentially everything
we do know about the problem is due to Coleman. Namely, in the special case
k = Qp = H, π = p, f(X) = (1 +X)
p − 1 ∈ Fπ,
Coleman showed [Co83] thatM0f is “nearly” a free Zp[[O
×]]-module of rank 1, and
in the process recovered Iwasawa’s result on the structure of local units modulo
circular units. Moreover, Coleman’s methods are strong enough to analyze M0f
completely in the case of general H , even though this level of generality is not
explicitly considered in [Co83]. So in the case of the formal multiplicative group
over Zp we have a complete and satisfying description of structure. Naturally one
wishes for so complete a description in the general case. We hope with the present
work to contribute to the solution of the structure problem.
Here is the promised application of Theorem 1.3, which makes the O×-module
structure of a certain quotient of Mf explicit when k is of characteristic p.
Corollary 2.2. Assume that k is of characteristic p and fix f ∈ Fπ. Then there
exists a surjective group homomorphism
Ψf :Mf →

 ∑
k∈Cq
akX
k+1
∣∣∣∣∣∣ ak ∈ OH/π


such that
(9) Ψf [h ◦ [ωu]f ] ≡ [(ωu)
−1]πX+Xq ◦Ψf [h] ◦ [ω]πX+Xq mod π
for all h = h(X) ∈ Mf , u ∈ 1 + πO and roots of unity ω ∈ O×.
Proof. If we are able to construct ΨπX+Xq with the desired properties, then in the
general case the map
Ψf = (h 7→ ΨπX+Xq [h ◦ [1]f,πX+Xq ])
has the desired properties by (4) and (7). We may therefore assume without loss
of generality that
f = πX +Xq,
in which case Ff (X,Y ) = X+Y , i. e., the formal group underlying the Lubin-Tate
formal group attached to f is additive. By (5) and the definitions, given a ∈ O and
writing
a =
∞∑
i=0
αiπ
i (αqi = αi),
in the unique possible way, one has
[a]f ≡
∞∑
i=0
αiX
qi mod π,
and hence the map a 7→ [a]f mod π gives rise to an isomorphism
θ : O
∼
→Rq,O/π
of rings. Let
ρ :Mf → (OH/π)[[X ]]
×
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be the isomorphism (8). We claim that
Ψf = ψq ◦D ◦ ρ
has all the desired properties. In any case, since ρ is an isomorphism and ψq ◦D
by (2) is surjective, Ψf is surjective, too. To verify (9), we calculate as follows:
ψq[D[ρ(h ◦ [ωu]f)]] = ψq[D[ρ(h ◦ [ω]f ◦ [u]f )]]
= ψq[D[ρ(h) ◦ θ(ω) ◦ θ(u)]]
= θ(u−1) ◦ ψq[D[ρ(h) ◦ θ(ω)]]
= θ(u−1) ◦ ψq[D[ρ(h)] ◦ θ(ω)]
= θ(u−1) ◦ θ(ω−1) ◦ ψq[D[ρ(h)]] ◦ θ(ω)
= θ((uω)−1) ◦ ψq[D[ρ(h)]] ◦ θ(ω)
The third and fourth steps are justified by (3) and (1), respectively. The remaining
steps are clear. The claim is proved, and with it the corollary. 
3. Reduction of the proof
We put Coleman power series behind us for the rest of the paper. We return to
the elementary point of view taken in the introduction. In this section we explain
how to reduce the proof of Theorem 1.3 to a couple of combinatorial assertions.
3.1. Digital apparatus.
3.1.1. Base p expansions. Given an additive decomposition
n =
s∑
i=1
nip
s−i (ni ∈ Z ∩ [0, p), n ∈ N),
we write
n = [n1, . . . , ns]p,
we call the latter a base p expansion of n and we call the coefficients ni digits.
Note that we allow base p expansions to have leading 0’s. We say that a base
p expansion is minimal if the first digit is positive. For convenience, we set the
empty base p expansion []p equal to 0 and declare it to be minimal. We always read
base p expansions left-to-right, as though they were words spelled in the alphabet
{0, . . . , p− 1}. In this notation the well-known theorem of Lucas takes the form(
[a1, . . . , an]p
[b1, . . . , bn]p
)
≡
(
a1
b1
)
· · ·
(
an
bn
)
mod p.
(For all n ∈ N ∪ {0} and k ∈ Z we set (nk) =
n!
k!(n−k)! if 0 ≤ k ≤ n and (
n
k) = 0
otherwise.) The theorem of Lucas implies that for all integers k, ℓ,m ≥ 0 such that
m = k+ ℓ, the binomial coefficient (mk ) does not vanish modulo p if and only if the
addition of k and ℓ in base p requires no “carrying”.
3.1.2. The p-core function κp. Given n ∈ N, we define
κp(n) = (n/p
ordp n + 1)/pordp(n/p
ordp n+1) − 1.
We call κp(n) the p-core of n. For example, κp(n) = 0 iff n = p
k−1(pℓ− 1) for some
k, ℓ ∈ N. The meaning of the p-core function is easiest to grasp in terms of minimal
base p expansions. One calculates κp(n) by discarding trailing 0’s and then discard-
ing trailing (p−1)’s. For example, to calculate the 3-core of 963 = [1, 0, 2, 2, 2, 0, 0]3,
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first discard trailing 0’s to get [1, 0, 2, 2, 2]3 = 107, and then discard trailing 2’s to
get κ3(963) = [1, 0]3 = 3.
3.1.3. The p-defect function δp. For each n ∈ N, let δp(n) be the length of the
minimal base p representation of κp(n). We call δp(n) the p-defect of n. For
example, since as noted above κ3(963) = [1, 0]3, one has δ3(963) = 2.
3.1.4. The p-digital well-ordering. We equip the set of positive integers with a well-
ordering ≤p by declaring m ≤p n if
κp(m) < κp(n)
or
κp(m) = κp(n) and m/p
ordpm < n/pordp n
or
κp(m) = κp(n) and m/p
ordpm = n/pordp n and m ≤ n.
In other words, to verify m ≤p n, first compare p-cores of m and n, then in case
of a tie compare numbers of (p − 1)’s trailing the p-core, and in case of another
tie compare numbers of trailing 0’s. We call ≤p the p-digital well-ordering. In the
obvious way we derive order relations <p, ≥p and >p from ≤p. We remark that
δp(m) < δp(n)⇒ m <p n, m ≤p n⇒ δp(m) ≤ δp(n);
in other words, the function δp gives a reasonable if rough approximation to the
p-digital well-ordering.
3.1.5. The function µq. Given c ∈ N, let µq(c) be the unique element of the set
{n ∈ N|n ≡ pic mod q − 1 for some i ∈ N ∪ {0}}
minimal with respect to the p-digital well-ordering. Note that µq(c) cannot be
divisible by p. Consequently µq(c) may also be characterized as the unique element
of the set Oq(c) minimal with respect to the p-digital well-ordering.
3.1.6. p-admissibility. We say that a quadruple (j, k, ℓ,m) ∈ N4 is p-admissible if
(m, p) = 1, m = k + j(pℓ − 1),
(
k − 1
j
)
6≡ 0 mod p.
This is the key technical definition of the paper. Let Ap denote the set of p-
admissible quadruples.
Theorem 3.2. For all (j, k, ℓ,m) ∈ Ap, one has (i) k <p m, and moreover, (ii) if
κp(k) = κp(m), then j = (p
ordp k − 1)/(pℓ − 1).
We will prove this result in §4. Note that the conclusion of part (ii) of the theorem
implies ordp k > 0 and ℓ| ordp k.
Theorem 3.3. One has
(10) max
c∈N
µq(c) < q,
(11)
{(µq(c) + 1)q
i − 1 | i ∈ N ∪ {0}, c ∈ N}
=
{
c ∈ N
∣∣∣∣(c, p) = 1, κp(c) = minn∈Oq(c)κp(n)
}
.
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We will prove this result in §5. We have phrased the result in a way emphasizing
the p-digital well-ordering. But perhaps it is not clear what the theorem means in
the context of Theorem 1.3. The next result provides an explanation.
Proposition 3.4. Theorem 3.3 granted, one has
(12) C0q = {µq(c)|c ∈ N},
(13) Cq = {c ∈ N |(c, p) = 1, κp(c) = κp(µq(c))} .
Proof. The definition of C0q can be rewritten
C0q =
{
c ∈ N ∩ (0, q)
∣∣∣∣(c, p) = 1, κp(c) = minn∈Oq(c)∩(0,q)κp(n)
}
.
Therefore relation (10) implies containment ⊃ in (12) and moreover, supposing
failure of equality in (12), there exist c, c′ ∈ C0q such that
c = µq(c) 6= c
′, κp(c) = κp(c
′).
But c′ = qi(c + 1) − 1 for some i ∈ N by (11), hence c′ ≥ q, and hence c′ 6∈ C0q .
This contradiction establishes equality in (12) and in turn containment ⊂ in (13).
Finally, (11) and (12) imply equality in (13). 
The following is the promised reduction of the proof of Theorem 1.3.
Proposition 3.5. If Theorems 3.2 and 3.3 hold, then Theorem 1.3 holds, too.
Before turning to the proof, we pause to discuss the groups in play.
3.6. Generators for K[[X ]]×, D[K[[X ]]×] and Γq,K . Equip K[[X ]]
× with the
topology for which the family {1+XnK[[X ]]|n ∈ N} is a neighborhood base at the
origin. Then the set
{1 + αXk|α ∈ K×, k ∈ N} ∪K×
generates K[[X ]]× as a topological group. Let Fp be the residue field of Zp. Let
Ep = Ep(X) ∈ Fp[[X ]] be the reduction modulo p of the Artin-Hasse exponential
exp
(
∞∑
i=0
Xp
i
pi
)
∈ (Q ∩ Zp)[[X ]],
noting that
D[Ep] =
∞∑
i=0
Xp
i
.
Since Ep(X) = 1 +X +O(X
2), the set
{Ep(αX
k) | α ∈ K×, k ∈ N, (k, p) = 1} ∪K[[Xp]]×
generates K[[X ]]× as a topological group. For each k ∈ N such that (k, p) = 1 and
α ∈ K×, put
Wk,α =Wk,α(X) = k
−1D[Ep(αX
k)] =
∞∑
i=0
αp
i
Xkp
i
∈ XK[[X ]].
Equip D[K[[X ]]×] with the relative X-adic topology. The set
{Wk,α|k ∈ N, (k, p) = 1, α ∈ K
×}
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generates D[K[[X ]]×] as a topological group, cf. exact sequence (2). Equip Γq,K
with the relative X-adic topology. Note that
(X + βXq
ℓ
)−1 =
∞∑
i=0
(−1)iβ
qℓi−1
qℓ−1 Xq
ℓi
∈ Γq,K
for all ℓ ∈ N and β ∈ K×. The inverse operation here is of course understood in
the functional rather than multiplicative sense. The set
{X + βXq
ℓ
| β ∈ K×, ℓ ∈ N}
generates Γq,K as a topological group.
3.7. Proof of the proposition. It is enough to verify (3) with F and γ ranging
over sets of generators for the topological groups K[[X ]]× and Γq,K , respectively.
The generators mentioned in the preceding paragraph are the convenient ones. So
fix α, β ∈ K× and k, ℓ ∈ N such that (k, p) = 1. It will be enough to verify that
(14) ψq[Mk,α,ℓ,β] =


αXk+1 +
∑
ℓ|f∈N
(−1)f/ℓαq
f
β
qf−1
qℓ−1 Xq
f (k+1) if k ∈ Cq,
0 otherwise,
where
(15)
Mk,α,ℓ,β = Mk,α,ℓ,β(X) = k
−1D[Ep(α(X + βX
qℓ)k)]
= Wk,α +
∞∑
i=0
∞∑
j=1
(
pik − 1
j
)
αp
i
βjXp
ik+j(qℓ−1).
By Theorem 3.2, many terms on the right side of (15) vanish, and more precisely,
we can rewrite (15) as follows:
(16)
Mk,α,ℓ,β ≡ αX
k +
∑
m∈Oq(k)
m>pk

 ∑
i∈N∪{0},j∈N
(j,pik,ordp q
ℓ,m)∈Ap
(
pik − 1
j
)
αp
i
βj

Xm
modXpK[[Xp]].
By Theorem 3.3 as recast in the form of Proposition 3.4, along with formula (16)
and the definitions, both sides of (14) vanish unless k ∈ Cq. So now fix c ∈ C0q and
g ∈ N ∪ {0} and put
k = (c+ 1)qg − 1 ∈ Cq
for the rest of the proof of the proposition. Also fix f ∈ N ∪ {0} and put
m = qf (k + 1)− 1 = (c+ 1)qf+g − 1 ∈ Cq
for the rest of the proof. It is enough to evaluate the coefficient of Xm in (16). By
part (ii) of Theorem 3.2, there is no term in the sum on the right side of (16) of
degree m unless ℓ|f , in which case there is exactly one term, namely(
qfk − 1
qf−1
qℓ−1
)
αq
f
β
qf−1
qℓ−1 Xm,
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and by the theorem of Lucas, the binomial coefficient mod p evaluates to (−1)f/ℓ.
Therefore (14) does indeed hold. 
3.8. Remarks.
(i) By formula (16), the p-digital well-ordering actually gives rise to a Γq,K-
stable complete separated filtration of the quotient K[[X ]]×/K[[Xp]]× distinct
from the X-adically induced one. Theorem 1.3 merely describes the structure of
K[[X ]]×/K[[Xp]]× near the top of the “p-digital filtration”.
(ii) Computer experimentation based on formula (15) was helpful in making the
discoveries detailed in this paper. We believe that continuation of such experiments
could lead to further progress, e.g., to the discovery of a minimal set of generators
for K[[X ]]× as a topological right Γq,K -module.
4. Proof of Theorem 3.2
Lemma 4.1. Fix (j, k, ℓ,m) ∈ Ap. Put
e = ordp(m+ 1), f = ordp k, g = ordp(k/p
f + 1).
Then there exists a unique integer r such that
(17) 0 ≤ r ≤ e+ ℓ− 1, r ≡ 0 mod ℓ, j ≡
pr − 1
pℓ − 1
mod pe,
and moreover
(18) f + g ≥ e,
(19) κp(m) ≥ κp(k).
This lemma is the key technical result of the paper.
4.2. Completion of the proof of the theorem, granting the lemma. Fix
(j, k, ℓ,m) ∈ Ap. Let e, f, g, r be as defined in Lemma 4.1. Since the number of
digits in the minimal base p expansion of k cannot exceed the number of digits in
the minimal base p expansion of m, one has
(20) δp(k) + f + g ≤ δp(m) + e.
Combining (18) and (20), one has
(21) δp(k) = δp(m)⇒ f + g = e.
Now in general one has
m+ 1 = (κp(m) + 1)p
e, k + pf = (κp(k) + 1)p
f+g,
and hence
κp(k) = κp(m)⇒
(
j =
pf − 1
pℓ − 1
and e > g
)
via (21). Theorem 3.2 now follows via (19) and the definition of the p-digital well-
ordering. 
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4.3. Proof of Lemma 4.1. Since e is the number of trailing (p−1)’s in the minimal
base p expansion of m, the lemma is trivial in the case e = 0. We therefore assume
that e > 0 for the rest of the proof.
Let
m = [m1, . . . ,mt]p (t > 0, m1 > 0, mt > 0)
be the minimal base p expansion of m. For convenience, put
d = δp(m) ≥ 0, mν = 0 for ν < 1.
Then
t = e+ d, md+1 = · · · = md+e = p− 1, md < p− 1.
By hypothesis (
k − 1
j
)
=
(
m− jpℓ − 1 + j
m− jpℓ − 1
)
> 0,
hence
m > jpℓ,
and hence the number of digits in the minimal base p of expansion of jpℓ does not
exceed that of m. Accordingly,
t > ℓ
and one has a base p expansion for j of the form
j = [j1, . . . , jt−ℓ]p,
which perhaps is not minimal. For convenience, put
jν = 0 for ν < 1 and also for ν > t− ℓ.
This state of affairs is summarized by the “snapshot”
m = [m1, . . . ,mt] = [m1, . . . ,md, p− 1, . . . , p− 1︸ ︷︷ ︸
e
]p, κp(m) = [m1, . . . ,md]p,
jpℓ = [j1, . . . , jt]p = [j1, . . . , jt−ℓ, 0, . . . , 0︸ ︷︷ ︸
ℓ
]p,
which the reader should keep in mind as we proceed.
We are ready now to prove the existence and uniqueness of r. One has
m− jpℓ − 1 = k − 1− j = [m′1, . . . ,m
′
d, p− 1− jd+1, . . . , p− 1− jt−1, p− 2]p,
where the digits m′1, . . . ,m
′
d are defined by the equation
(22) κp(m)− [j1, . . . , jd]p = [m
′
1, . . . ,m
′
d]p.
By hypothesis and the theorem of Lucas, the addition of k − 1− j and j in base p
requires no “carrying”, and hence
(23)
k−1 =
{
[m′1 + j1−ℓ, . . . ,m
′
d + jd−ℓ,
p− 1− jd+1 + jd+1−ℓ, . . . , p− 1− jd+e−1 + jd+e−1−ℓ, p− 2 + jd+e−ℓ]p.
From the system of inequalities for the last e+ ℓ digits of the base p expansion of
jpℓ implicit in (23), it follows that there exists r0 ∈ N ∪ {0} such that
(24) jpℓ = [j1−ℓ, . . . , jd−ℓ,
e+ℓ︷ ︸︸ ︷
0, . . . , 0, 1, 0, . . . , 0︸ ︷︷ ︸
ℓ
, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
ℓ︸ ︷︷ ︸
r0 blocks
, 0]p.
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Therefore r = r0ℓ has the required properties (17). Uniqueness of r is clear. For
later use, note the relation
(25) r ≥ e⇔ [jd−ℓ+1, . . . , jd]p 6= 0⇒ [jd−ℓ+1, . . . , jd]p = p
r−e,
which is easy to see from the point of view adopted here to prove (17).
By (17) one has
(26) k + pr − (m+ 1) + j′pe(pℓ − 1) = 0 for some j′ ∈ N ∪ {0},
and hence one has
(27) r ≥ min(f, e), f ≥ min(r, e).
This proves (18), since either one has f ≥ e, in which case (18) holds trivially, or
else f < e, in which case r = f by (27), and hence (18) holds by (26).
Put
k − 1 = [k′1, . . . , k
′
d+e]p, 1r≥e =
{
1 if r ≥ e,
0 if r < e.
Comparing (23) and (24), we see that the digits k′d+1, . . . , k
′
d+e are all (p−1)’s with
at most one exception, and the exceptional digit if it exists is a p− 2. Further, one
has
k′d+1 = · · · = k
′
d+e = p− 1⇔ f ≥ e⇔ 1r≥e = 1
by (27). Therefore one has
κp(k) ≤ [k
′
1, . . . , k
′
d] + 1r≥e.
Finally, via (22), (23) and (25), it follows that
κp(k) ≤ [m
′
1 + j1−ℓ, . . . ,m
′
d + jd−ℓ]p + 1r≥e
= κp(m)− [j1, . . . , jd]p + [j1−ℓ, . . . , jd−ℓ]p + 1r≥e
= κp(m)− [j1−ℓ, . . . , jd]p + [j1−ℓ, . . . , jd−ℓ]p + 1r≥e
= κp(m)− [jd−ℓ+1, . . . , jd]p + 1r≥e
−[j1−ℓ, . . . , jd−ℓ, 0, . . . , 0︸ ︷︷ ︸
ℓ
]p + [j1−ℓ, . . . , jd−ℓ]p
= κp(m)− 1r≥e(pr−e − 1)− (pℓ − 1)[j1−ℓ, . . . , jd−ℓ]p
≤ κp(m).
Thus (19) holds and the proof of the lemma is complete. 
5. Proof of Theorem 3.3
5.1. Further digital apparatus. Put λ = ordp q. For each c ∈ N, let
〈c〉q = min{n ∈ N|n ≡ c mod q − 1}, τp(c) = c/p
ordp c.
Note that
0 < 〈c〉q < q, 〈c〉q = 〈c
′〉q ⇔ c ≡ c
′ mod q − 1
for all c, c′ ∈ N. Given c ∈ N, and writing 〈c〉q = [c1, . . . , cλ]p, note that
{c1, . . . , cλ} 6= {0}, 〈pc〉q = [c2, . . . , cλ, c1]p,
〈c〉q ≥ τp(〈c〉q) = [c1, . . . , cmax{i|ci 6=0}]p ≥ κp(〈c〉q).
Lemma 5.2. 〈pic〉q ≤ pi − 1⇒ τp(〈c〉q) ≤ 〈pic〉q for c ∈ N and i ∈ N ∩ (0, λ).
Lemma 5.3.
λ−1
min
i=0
τp(〈p
ic+ 1〉q) = 1 +
λ−1
min
i=0
κp(〈p
ic〉q) = 1 + κp(µq(c)) for c ∈ N.
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Lemma 5.4. i 6≡ 0 mod λ⇒ pi(µq(c) + 1)− 1 6∈ Oq(c) for i, c ∈ N.
5.5. Completion of the proof of the theorem, granting the lemmas. Rela-
tion (10) holds by Lemma 5.3. Relation (11) holds by Lemma 5.4. 
5.6. Proof of Lemma 5.2. Write 〈c〉q = [c1, . . . , cλ]p. By hypothesis
〈pic〉q = [0, . . . , 0︸ ︷︷ ︸
λ−i
, c1, . . . , ci]q, c = [c1, . . . , ci, 0, . . . , 0︸ ︷︷ ︸
λ−i
]p,
and hence τp(c) ≤ 〈pic〉q. 
5.7. Proof of Lemma 5.3. Since
µq(c) = (κp(µq(c)) + 1)p
g − 1 ∈ Oq(c),
for some g ∈ N ∪ {0}, one has
κp(µq(c)) + 1 ≥
λ−1
min
i=0
λ−1
min
j=0
〈pi(pjc+ 1)〉q.
One has
τp(〈n+ 1〉q) ≥ 1 + κp(〈n〉q)
for all n ∈ N, as can be verified by a somewhat tedious case analysis which we omit.
Clearly, the inequalities ≥ hold in the statement we are trying to prove. Therefore
it will be enough to prove that
λ−1
min
i=0
λ−1
min
j=0
〈pi(pjc+ 1)〉q ≥
λ−1
min
j=0
τp(〈p
jc+ 1〉q).
Fix i = 1, . . . , λ− 1 and j = 0, . . . , λ− 1. It will be enough just to prove that
(28) 〈pi(pjc+ 1)〉q < τp(〈p
jc+ 1〉q)⇒ 〈p
i(pjc+ 1)〉q ≥ τp(〈p
i+jc+ 1〉q).
But by the preceding lemma, under the hypothesis of (28), one has
pi − 1 < 〈pi(pjc+ 1)〉q
and hence
〈pi(pjc+ 1)〉q = 〈p
i+jc+ 1〉q + p
i − 1 ≥ τp(〈p
i+jc+ 1〉q).
Thus (28) is proved, and with it the lemma. 
5.8. Proof of Lemma 5.4. We may assume without loss of generality that
0 < i < λ and c = µq(c). By the preceding lemma c < q. Write c = [c1, . . . , cλ]p
and define ck for all k by enforcing the rule ck+λ = ck. Supposing that the desired
conclusion does not hold, one has
pλ−i[c1, . . . , cλ, p− 1, . . . , p− 1︸ ︷︷ ︸
i
]p ≡ [c1, . . . , cλ, p− 1, . . . , p− 1︸ ︷︷ ︸
i
, 0, . . . , 0︸ ︷︷ ︸
λ−i
]p
≡ [c1, . . . , cλ]p + [p− 1, . . . , p− 1︸ ︷︷ ︸
i
, 0, . . . , 0︸ ︷︷ ︸
λ−i
]p
≡ [c1, . . . , cλ]p − [0, . . . , 0︸ ︷︷ ︸
i
, p− 1, . . . , p− 1︸ ︷︷ ︸
λ−i
]p
≡ [c1+m, . . . , cλ+m]p = 〈p
mc〉q
for some integer m, where all the congruences are modulo q − 1. It is impossible
to have c1 = · · · = ci = 0 since this would force the frequency of occurrence of the
digit 0 to differ in the digit strings c1, . . . , cλ and c1+m, . . . , cλ+m, which after all are
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just cyclic permutations one of the other. Similarly we can rule out the possibility
ci+1 = · · · = cλ = p− 1. Thus the base p expansion of c takes the form
c = [0, . . . , 0︸ ︷︷ ︸
α
, •, . . . , •︸ ︷︷ ︸
β
, p− 1, . . . , p− 1︸ ︷︷ ︸
γ
]p,
where
α < i, β > 0, γ < λ− i, α+ β + γ = λ,
and the bullets hold the place of a digit string not beginning with a 0 and not
ending with a p− 1. Then one has
1 + κp(c) = (c+ 1)/p
γ
> (c+ 1− pλ−i)/pγ + 1 (strict inequality!)
≥ τp(c+ 1− pλ−i) + 1
= τp(〈p
mc〉q) + 1
≥ κp(〈pmc〉q) + 1
in contradiction to the preceding lemma. This contradiction finishes the proof. 
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