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Abstract
We prove some heavy-traffic limit theorems for processes which encompass the fractionally integrated
random walk as well as some FARIMA processes, when the innovations are in the domain of attraction of
a non-Gaussian stable distribution.
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1. Introduction
The purpose of this paper is to study some heavy traffic approximations for some linear,
nonstationary processes with long range dependence, whose innovations are in the domain of
attraction of a stable distribution. Those processes include some fractional autoregressive in-
tegrated moving average (FARIMA) processes as a special case. The motivations for such a
study revolve around approximating the distribution of functionals of processes such as the
overall maximum, the time spent over a boundary, etc. We refer to the books by Resnick
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[20, Chapter 8] and Whitt [25, Chapter 5] for the motivations behind heavy traffic approxima-
tions. Further discussion and details which have been omitted here can be found in the preprint
version of this paper, available as arXiv:1101.4437.
Throughout this paper, we use the letter c for a generic constant whose value may change
from one occurrence to another.
We use the symbol . between two sequences, as in say an . bn , to signify that an 6 bn
1+ o(1) as n tends to infinity.
2. Main result
The processes which we will be dealing with are defined through a series
g(x) =

i>0
gi x
i
whose radius of convergence is at least 1, and a distribution function F on the real line. These
two pieces of data allow us to build a (g, F)-process (Sn)n>0 defined as follows: let (X i )i>1 be
a sequence of independent and identically distributed random variables all having distribution
function F ; define S0 = 0 and
Sn =

06i<n
gi Xn−i , n > 1.
Setting X i = 0 if i is negative, and writing B for the backward shift operator acting on sequences,
that is B X i = X i−1, we see that the above expression for Sn amounts to
Sn = g(B)Xn .
If g(x) = 1/(1 − x), then (Sn) is the partial sum process of the X i . If g is a rational function
continuous on [ −1, 1 ], then a (g, F)-process is an autoregressive moving average (ARMA)
one. If g is (1 − Id)−d times a rational function continuous on [ −1, 1 ], then a (g, F)-process is
a FARIMA one.
We will use the notation
g[0,n) =

06i<n
gi .
Our heavy traffic approximations yield the limiting behavior of maxn>0 Sn and other functionals
of the process as the expected value of X1 tends to 0 from below. This amounts to assuming that
the innovations are centered and seek the asymptotic behavior of maxn>0(Sn−ag[0,n)) as a tends
to 0 from above.
We will assume that there exists some γ greater than 1 and some positive c and ϵ such that
gn = cnγ−1

1+ o(n−ϵ) (2.1)
as n tends to infinity. Writing Id for the identity function, it can be seen that this assumption
holds when g is (1 − Id)−γ times a rational function continuous on [ 0, 1 ] and hence holds for
fractionally integrated random walks and explosive FARIMA processes.
As far as the innovations are concerned, we assume that they have a mean but no variance,
and, more precisely, that
F is centered and in the domain of attraction of a stable distribution of index
α in (1, 2). (2.2)
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Whenever G is a cumulative distribution function, we write G for 1 − G. We write F∗ for
the distribution function of |X1|. Assumption (2.2) implies that one of the tails of F is regularly
varying of index −α and that F is tail balanced, meaning the following. Write M−1 F for the
distribution function of −X . Then F∗ coincides with F +M−1 F on the positive half-line when
F is continuous. The tail balance condition is that F ∼ pF∗ andM−1 F ∼ q F∗ at infinity where
p and q are nonnegative numbers which add to 1. For simplicity, we consider throughout the
paper and without mentioning it any further that p does not vanish.
Writing
F←(u) = inf{ x : F(x) > u }
for the ca`gla`d quantile function associated to F , (2.2) implies that F←(1 − 1/Id) is regularly
varying of index 1/α; if q does not vanish, (M−1 F)←(1− 1/Id) is regularly varying of the same
index 1/α. We assume that F belongs to the so-called Hall–Weissman [10] model, meaning that
there exist positive c and ϵ such that
F(t) = ct−α1+ o(t−ϵ). (2.3)
It is likely that our need for (2.3) is an artifact of the technique used in the proof, and that our
result holds in a much greater generality. This issue is discussed in the technical report version
of this paper.
Concerning the lower tail we will assume either an analogue of (2.3), namely,
M−1 F(t) = ct−α

1+ o(t−ϵ) (2.4)
or
M−1 F(t) 6 cF(t log t) log t ultimately. (2.5)
Note that c and ϵ in (2.4) may have different values than those in (2.3). Assumption (2.4) is
relevant when q does not vanish while assumption (2.5) forces q to vanish.
While assumptions (2.4) and (2.5) do not cover all possible distributions, most classical
distributions which satisfy (2.3) satisfy either (2.4) or (2.5).
A Le´vy measure ν is associated to the tail index of the distribution function F ; it is defined
by its density with respect to the Lebesgue measure λ,
dν
dλ
(x) = pαx−α−11(0,∞)(x)+ qα(−x)−α−11(−∞,0)(x).
It induces a Le´vy stable process L0 with Le´vy measure ν, that is a self-similar process with
independent increments, such that, under (2.2),
Eei t L0(1) = exp

(ei t x − 1− i t x) dν(x)

.
The subscript 0 is to indicate that this process is centered. A fractional Le´vy stable process is
defined through the Riemann–Liouville integral
L(γ−1)0 (t) = γ
 t
0
(t − u)γ−1 dL0(u).
Ph. Barbe, W.P. McCormick / Stochastic Processes and their Applications 122 (2012) 1276–1303 1279
We will use the function
k(t) = t
F←∗ (1− 1/t)
.
It is regularly varying of positive index 1− 1/α.
Our main heavy traffic approximation is the following.
Theorem 2.1. Assume that γ is greater than 1 and that (2.1)–(2.3) hold. If either (2.4) or (2.5)
hold, then the distribution of
1
ag

1− 1/k←(1/a) supn>1(Sn − ag[0,n))
converges weakly* to that of
sup
t>0

L(γ−1)0 (t)− tγ

as a tends to 0. Moreover, the random variable supt>0

L(γ−1)0 (t)− tγ

is almost surely finite.
As suggested by a referee and the editor, the proof of this heavy traffic approximation, and
in particular (3.6) and its proof, gives a wealth of other results in the following two directions
which we state as remarks.
Remark. Theorem 2.1 states a heavy traffic approximation for the overall maximum of the
process. Following Braverman et al. [4], our proof, and in particular (3.4), shows that similar
heavy traffic approximations hold for other functionals. For instance, to parallel all the examples
in [4], it is straightforward to deduce from our proof of Theorem 2.1 that the following
convergence in distributions hold as a tends to 0:
(i) time spent over the boundary ag[0,n):
1
k←(1/a)

n>0
1{ Sn > ag[0,n) } →
 ∞
0
1{ L(γ−1)0 (t) > tγ } dt;
(ii) last time over the boundary ag[0,n):
1
k←(1/a)
sup{ n : Sn > ag[0,n) } → sup{ t : L(γ−1)0 (t) > tγ };
(iii) sum of a power of positive part of the process:
1
a pg p[0,k←(1/a))k←(1/a)

n>0
|Sn − ag[0,n)|p+ →
 ∞
0
|L(γ−1)0 (t)− tγ |p+ dt;
(iv) supremum of the sums of the process:
1
ag[0,k←(1/a))k←(1/a)
max
m>0

06n6m
(Sn − ag[0,n))→ sup
t>0
 t
0

L(γ−1)0 (s)− sγ

ds.
Remark. Assume only that (2.2) holds (and not necessarily that (2.3)–(2.5) do). Let (hn) be a
regularly varying sequence of index η. Our proof of Propositions 3.1.1 and 3.2.1, and, when q
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vanishes, inequality (3.3.7) in [1], show that
P{ |Sn| > hn i.o. } =

0 if η > γ − 1+ 1/α,
1 if η < γ − 1+ 1/α. (2.6)
This implies that the invariance principle in [1] can be strengthened as follows. Let
Ωη = { x ∈ D[ 0,∞), lim
t→∞ x(t)/t
η = 0 }
be equipped with the weighted uniform norm |x |η = supt>0 |x(t)|/(1+ tη). It follows from (2.6)
that the process t → S⌊nt⌋ suitably rescaled converges in distribution to L(γ−1)0 , as processes
in the space Ωη for all η > γ − 1 + 1/α and in no space Ωη whenever η < γ − 1 + 1/α.
The relevance to such result in applied probability can be seen in the papers by Ganesh and
O’Connell [7], Dieker [6], and Chapter 5 of Ganesh et al. [8].
3. Proof of Theorem 2.1
For the classical random walk, there exists two ways of proving a heavy traffic approximation:
one based on the Wiener–Hopf factorization proposed by Kingman [12–14] and one based on a
functional limit theorem proposed by Prohorov [17]. We follow Prohorov’s approach.
Throughout the proof, we will use many times the following form of Karamata’s theorem for
power series (see [3, Corollary 1.7.3]). If (gn) is regularly varying of positive index γ − 1, it is
asymptotically equivalent to an increasing sequence and
gn ∼ γ g[0,n)n ∼
g(1− 1/n)
nΓ (γ )
(3.1)
as n tends to infinity.
To proceed with the proof, up to an asymptotic equivalence, defineΛ = Λ(1/a) by the relation
ak(Λ) ∼ 1 (3.2)
as a tends to 0. It follows from [1] Theorem 5.2 that, in the sense of weak* convergence
of distribution of stochastic processes in D[ 0,∞) endowed with the topology of uniform
convergence on compactas,
k(Λ)
g[0,Λ)
S⌊ΛId⌋
d−→ L(γ−1)0
as Λ tends to infinity. Since (2.1) implies that (g[0,n)) is a regularly varying sequence of index γ ,
(3.2) implies that we have the convergence of stochastic processes
k(Λ)
g[0,Λ)
(S⌊ΛId⌋ − ag[0,ΛId)) d−→ L(γ−1)0 − Idγ . (3.3)
Consequently, for any positive T ,
k(Λ)
g[0,Λ)
sup
06n6ΛT
(Sn − ag[0,n)) d−→ sup
06t6T

L(γ−1)0 (t)− tγ

as a tends to 0.
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Since sup06t6T

L(γ−1)0 (t)− tγ

is nondecreasing in T , it converges almost surely as T tends
to infinity, possibly to infinity. Hence, to prove Theorem 2.1, it suffices to show that
lim
T→∞ lim supa→0
P{ ∃n > ΛT : Sn > ag[0,n) } = 0 (3.4)
and supt>0

L(γ−1)0 (t)− tγ

is almost surely finite.
As pointed out by Shneer and Wachtel [21], or differently in [24], the main difficulty in
proving a heavy traffic approximation for sums is to show that the maximum of the process does
not occur too far in time, that is, in our case proving (3.4). In the context of (g, F)-processes this
task is far more involved than for ordinary random walks, mostly because there is no analogue
of Kolmogorov’s maximal inequality. In order to explain our proof, that is, the remainder of this
paper, we need to make a preliminary study of (3.4).
Given (3.2), we see that (3.4) is equivalent to
lim
T→∞ lim supΛ→∞
P{ ∃n > ΛT : Sn > g[0,n)/k(Λ) } = 0. (3.5)
Substituting Λ for ΛT , using that k(Λ/T ) ∼ T (1/α)−1k(Λ) as Λ tends to infinity, and using that
1− 1/α is positive, substituting T for T 1−1/α , we obtain that (3.5) is equivalent to
lim
T→∞ lim supΛ→∞
P{ ∃n > Λ : Sn > T g[0,n)/k(Λ) } = 0. (3.6)
We can now explain how to prove Theorem 2.1. The proof has four main steps. The first two
aim at showing that instead of considering all n exceeding Λ in (3.6), we can reduce the range to
all n between Λ and Λ1+ϵ , where ϵ is positive but can be chosen as one wishes. This is achieved
by showing in the first step that the innovations coming from the central part of the distribution
can be ignored. In the second step, a simple bound on the contribution of the largest innovations
permits us to show that if the event involving Sn in (3.6) occurs, it is very likely that n is less than
Λ1+ϵ . Being able to concentrate on the range of n between Λ and Λ1+ϵ , the third step consists
in showing a result similar to that of the first step, namely that the innovations not too large can
be ignored; while this mid-range depends on n in the first step, this dependence will be, in some
sense, less so in the third step. The fourth step, by far the most complicated, consists in showing
that the contribution of the extreme innovations to Sn , properly rescaled, can be approximated
by a fractional Le´vy process, uniformly in the range of n between Λ and Λ1+ϵ . While this shares
some similarity with (3.3) and will be proved with a technique inspired by our proof of (3.3),
this is more difficult than proving (3.3). The reason is that in (3.3) we approximate the process
Sn on [ 0,Λ ], which is Λ times the fixed compact set [ 0, 1 ]. In contrast in our problem, the
set [Λ,Λ1+ϵ ] should be thought as Λ times [ 1,Λϵ ], that is Λ times an interval whose length
diverges with Λ. This forces us to develop a sequential analogue of the representation used in [1].
A fifth step concludes the proof, mostly taking care of the lower tail of the distribution and doing
some bookkeeping.
In the proof we will use the following equivalent forms of (2.1) and (2.3) (the proof of this
equivalence can be found in the technical report version of this paper): there exists a positive δ
such that
lim
n→∞ n
δ sup
n−δ6i/n61
 gign −

i
n
γ−1 = 0 (3.7)
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and there exists a positive κ such that
lim
t→∞ t
κ sup
t−κ6λ6tκ
 F←(1− λ/t)F←(1− 1/t) − λ−1/α
 = 0. (3.8)
Similarly, (2.4) is equivalent to the existence of a positive κ such that
lim
t→∞ t
κ sup
t−κ6λ6tκ
 (M−1 F)←(1− λ/t)(M−1 F)←(1− 1/t) − λ−1/α
 = 0. (3.9)
3.1. Step 1
We first consider the part of the process (Sn) made from the not too large innovations. In order
to set up the proper thresholds, let (an) and (bn) be two sequences of real numbers such that
lim
n→∞ an = −∞ and limn→∞ bn = +∞.
Since F obeys a tail balance condition and we suppose that p does not vanish, it is convenient to
assume that
lim
n→∞ bn/(−an) is positive or infinite.
We define the variance of the truncated innovations,
σ 2n = Var

X1[an ,bn ](X)

,
and the centered and standardized ‘middle’ innovations,
Zi,n = X i1[an ,bn ](X i )− EX1[an ,bn ](X)
σn
, 1 6 i 6 n.
The ‘middle’ part of Sn is then
Mn = σn

06i<n
gi Zn−i,n .
Given that we use (an) and (bn) to truncate the innovations and that we will use a quantile
transformation, it is convenient, as in [1], to take both sequences as quantiles. Since both
sequences are constructed in similar fashion, we explain that of (bn). We consider a sequence
(mn) which is regularly varying of positive index β less than 1. We set bn = F←(1 − mn/n).
Setting mn = nF(bn), the sequence
(mn) is regularly varying of index β
as well. We then take
bn = F←(1− mn/n).
Since (mn) is a regularly varying sequence of index β, the sequence (bn) is regularly varying of
index (1− β)/α.
This construction ensures that (mn) is regularly varying of index β and 1 − mn/n is in the
range of F . This ensures that the inequality F←(1 − u) > bn is equivalent to u < mn/n (see
[23, Section 1, pp. 5–7]). It is implicit that a similar construction is made for (an), switching the
tails.
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In order to avoid heavy subscripts and many integer parts brackets, we will sometimes use the
function m(·) defined by m(x) = m⌊x⌋. We will also write mx for m⌊x⌋.
Our next proposition asserts that the middle part can be neglected in our problem. Recall that
the parameter β regulates the growth of our truncation sequence used to define Mn .
Proposition 3.1.1. For any β positive and less than 1, for any positive T ,
lim
Λ→∞
P{ ∃n > Λ : Mn > T g[0,n)/k(Λ) } = 0.
Proof. Lemma 2.1.1 in [1] asserts that
σn ∼ cbn

F(bn) ∼ cF←(1− mn/n)

mn/n
as n tends to infinity. Inequality (2.2.1) in [1] implies that for any positive integer r there exists a
constant cr such that for any positive n,E

Mn
σn
√
n
r  6 crn 
16i6n
|gi |r ∼ cr |gn|r
 1
0
ur(γ−1) du,
the asymptotic equivalence being as n tends to infinity. Using Markov’s inequality and (3.1), for
any positive integer r ,
P{ Mn > T g[0,n)/k(Λ) } 6 cgrn

k(Λ)σn
√
n
T g[0,n)
r
6 c

k(Λ)
T n
F←(1− mn/n)√mn
r
∼ c
T r
m−r/2n

k(Λ)
k(n/mn)
r
(3.1.1)
as Λ tends to infinity and uniformly in n > Λ. Since α is less than 2, let η be a positive real
number so that (1/2) − (1/α) + η is negative. Using Potter’s bound, (3.1.1) is of order at most
(c/T r )mr((1/2)−(1/α)+η)n

k(Λ)/k(n)
r . For T and Λ large enough, this bound is less than 1 since
(1/2)− (1/α)+η is negative, r is positive, and k is regularly varying of positive index. Applying
Bonferroni’s inequality, we obtain
P{ ∃n > Λ : Mn > T g[0,n)/k(Λ) } 6 cT m
r((1/2)−(1/α)+η)
Λ k(Λ)
r

n>Λ
k(n)−r . (3.1.2)
Taking r greater than α/(α − 1) ensures that the series of generic term k(n)−r converges and
that

n>Λ k(n)
−r is of order Λk(Λ)−r as Λ tends to infinity. In this case, (3.1.2) is of order
mr((1/2)−(1/α)+η)Λ Λ. This bound is regularly varying in Λ of index βr

(1/2) − (1/α) + η + 1.
This index is negative whenever r is large enough. 
3.2. Step 2
We consider the contribution of the extreme innovations to Sn ,
T+n =

06i<n
gi Xn−i1(bn ,∞)(Xn−i ).
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In order to understand precisely the role of (3.8) we introduce a slight refinement. Let ξ
be an ultimately increasing slowly varying function, diverging to infinity at infinity, such that
ξ(n2) ∼ cξ(n) as n tends to infinity, and
n>1
1
nξ(n)
<∞. (3.2.1)
One could take ξ(x) to be (log x)1+η or (log x)(log log x)1+η for some positive η; one may
simply replace ξ(n) by log2 n when reading the remainder of the proof. However, having
introduced the function ξ will allow us to understand the role of (3.8). Sometimes we will write
ξn instead of ξ(n). The key requirement, (3.2.1), is equivalent to the assertion that the smallest of
n independent random variables uniformly distributed over [ 0, 1 ] is greater than 1/(nξn) almost
surely for n large enough (see [9,11]); the other conditions are of technical nature.
We introduce the following variant of (3.8): there exists a real number ρ greater than 1 such
that
lim sup
n→∞
mρn sup
1/mn6λ6mn
 F←(1− λ/n)F←(1− 1/n) − λ−1/α
 <∞, (3.2.2)
as well as the condition
lim inf
n→∞ mn/ξn > 0. (3.2.3)
Note that if (mn) is regularly varying of positive index β less than κ , then (3.8) implies (3.2.2)
and (3.2.3); indeed, (3.8) implies
lim
n→∞ n
κ sup
1/mn6λ6mn
 F←(1− λ/n)F←(1− 1/n) − λ−1/α
 = 0,
and, considering the indices of regular variation, we can take ρ to be any number greater than 1
and less than κ/β. In what follows will rely solely on the combination (3.2.2) and (3.2.3), and,
except specified otherwise, not on the positivity of the index of regular variation β of (mn). In
particular, if β is allowed to vanish, (mn) is allowed to be slowly varying. Ultimately, this will
inform us on the role of (3.8). A further discussion is presented in the preprint version of this
paper.
Proposition 3.2.1. Let ϵ be a positive real number. If
β <

ϵ
1+ ϵ
α − 1
α

∧ κ
then for any positive T ,
lim
Λ→∞
P{ ∃n > Λ1+ϵ : |T+n − ET+n | > T g[0,n)/k(Λ) } = 0.
In order to prove Proposition 3.2.1, we need the following estimates on the expectation
µ+n = EX1[bn ,∞)(X).
Lemma 3.2.2. If (3.2.2) holds, then
lim sup
n→∞
k(n)µ+n − αα − 1m1−1/αn
 <∞.
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Proof. Note that
nµ+n
F←(1− 1/n) = n
 mn/n
0
F←(1− u)
F←(1− 1/n) du =
 mn
0
F←(1− v/n)
F←(1− 1/n) dv.
Splitting the integral into one between 1/mn and mn and one between 0 and 1/mn , the result
follows from (3.2.2) and Potter’s bounds. 
Note that Lemma 3.2.2 implies, as n tends to infinity,
µ+n ∼
α
α − 1
m1−1/αn
k(n)
. (3.2.4)
Proof of Proposition 3.2.1. The proof has two steps. In the first one we prove that, almost surely,
T+n cannot exceed g[0,n)/k(Λ) whenever n exceeds Λ1+ϵ and Λ is large enough. In the second
one, we prove a similar assertion on the expectation ET+n . Recall that since (gn) is regularly
varying of positive index, it is asymptotically equivalent to a nondecreasing sequence.
Step 1. Let (Ui )i>1 be a sequence of independent random variables, uniformly distributed on
[ 0, 1 ]. There is no loss of generality in assuming that X i = F←(1 − Ui ). Since we use
the ca`gla`d version of the quantile function and 1 − mn/n is in the range of F , the inequality
F←(1−U ) > F←(1−mn/n) occurs if and only if U < mn/n (see [23, Section I.1, pp. 5–7]).
Therefore, writing Un for the empirical distribution function of (Ui )16i6n and (Ui,n)16i6n for
the order statistics of (Ui )16i6n , we have, for any n large enough,
T+n =

06i<n
gi F
←(1−Un−i )1{Ui 6 mn/n }
6 2gn F←(1−U1,n)nUn(mn/n). (3.2.5)
From Theorem 1 in [11] we deduce that U1,n > 1/nξn almost surely for n large enough, and
from Theorem 2 in [22], we conclude thatUn 6 ξnId almost surely for n large enough. Therefore,
using (3.1), (3.2.5) is ultimately at most
2gn F←

1− 1
nξn

mnξn ∼ cg[0,n) mnξ
2
n
k(nξn)
. (3.2.6)
Recall that m(·) is the function such that m(x) = m⌊x⌋. Provided β is less than 1 − 1/α, the
function mnξ2n /k(nξn) is regularly varying in n of negative index β − 1+ (1/α). Thus, (3.2.6) is
at most
cg[0,n)
m(Λ1+ϵ)ξ2(Λ1+ϵ)
k

Λ1+ϵξ(Λ1+ϵ)

in the range of n at least Λ1+ϵ and for any Λ large enough. Considering the index of regular
variation, this upper bound is ultimately less than g[0,n)/k(Λ) in the range of β given in the
proposition.
Step 2. Using (3.2.4),
ET+n ∼
α
α − 1 g[0,n)
m1−1/αn
k(n)
(3.2.7)
as n tends to infinity. Potter’s bound to compare k(n) and k(nξn) shows that (3.2.7) is less than
(3.2.6), and therefore less than g[0,n)/k(Λ) in our range of n and Λ of interest. 
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Combining Propositions 3.1.1 and 3.2.1, we see that, ignoring for the time being the lower
tail of F , Theorem 2.1 will be proved if we show that for some ϵ positive,
lim
T→∞ lim supΛ→∞
P{ ∃n ∈ (Λ,Λ1+ϵ) : |T+n − ET+n | > T g[0,n)/k(Λ) } = 0. (3.2.8)
As can be seen in the remainder of the proof, the fact that the innovations are kept in T+n if they
exceed a threshold bn in which mn depends on n creates some complications. So, it is better to
backtrack from (3.2.8), and instead, still using Propositions 3.1.1 and 3.2.1, to argue that, still
ignoring the problem of the lower tail of F for the time being, Theorem 2.1 can be proved by
showing that for any positive ϵ,
lim
T→∞ lim supΛ→∞
P{ ∃n ∈ (Λ,Λ1+ϵ) : |Sn| > T g[0,n)/k(Λ) } = 0. (3.2.9)
In the next step we show that we can now consider only the extreme values larger than some bn,Λ
calculated with a sequence mΛ instead of mn .
3.3. Step 3
We now concentrate on the range of n between Λ and Λ1+ϵ . Imitating the notation used in
step 1, let
bn,Λ = F←

1− mΛ
n

and similarly for (an,Λ). We set
σ 2n,Λ = Var

X1[an,Λ,bn,Λ](X)

.
Using the same notation as in step 1, but for a slightly different quantity – note indeed that we
substitute an,Λ and bn,Λ for an and bn – consider the standardized middle innovations,
Zi,n = X i1[an,Λ,bn,Λ](X i )− EX1[an,Λ,bn,Λ](X)
σn,Λ
, 1 6 i 6 n.
Again, with a slight change of notation compared to step 1, the corresponding middle part of Sn
is then
Mn = σn,Λ

06i<n
gi Zn−i,n .
As in step 1, this middle part can be neglected in our problem.
Proposition 3.3.1. For any β positive and less than 1, for any positive ϵ and T ,
lim
Λ→∞
P{ ∃n ∈ (Λ,Λ1+ϵ) : Mn > T g[0,n)/k(Λ) } = 0.
Proof. The proof is analogous to that of Proposition 3.1.1. 
3.4. Step 4
We consider the contribution of the extreme innovations to Sn . We consider bn,Λ = F←(1 −
mΛ/n) as in the previous subsection. With again a slight change of notation compared to step 2,
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we set
T+n =

06i<n
gi Xn−i1(bn,Λ,∞)(Xn−i ).
Paralleling what we did in step 2, we seek to prove the following proposition.
Proposition 3.4.1. Let ϵ be a positive real number. If β is small enough, then
lim
T→∞ lim supΛ→∞
P{ ∃n ∈ (Λ,Λ1+ϵ) : |T+n − ET+n | > T g[0,n)/k(Λ) } = 0.
The proof of this proposition is far more difficult than that of Proposition 3.2.1. It first requires
several approximations of T+n . Our goal at the end of these approximations amounts to be able
to replace T+n − ET+n by about L(γ−1)0 (n)/k(n).
Given a positive ϵ as in Proposition 3.4.1, we introduce for notational simplicity
N = Λ1+2ϵ .
The exponent could as well be taken to be 1+ ϵ but adding an extra ϵ will slightly simplify some
of our arguments.
Following the construction in [1], let X1,N 6 X2,N 6 · · · 6 X N ,N be the order statistics
of the innovations (X i )16i6N . Let τ be the random permutation of { 1, 2, . . . , N } such that
Xτ(i) = X N−i+1,N . We set gi to be 0 if i is negative. For any n positive at most N , the equality
T+n =

16i6N
gn−τ(i)X N−i+1,N1(bn,Λ,∞)(X N−i+1,N )1{ τ(i) 6 n }
holds. Let (Vi )16i6N be a sequence of independent random variables uniformly distributed over
[ 0, 1 ], independent of (X i,N )16i6N . Let G N be their empirical distribution function,
G N (x) = N−1

16i6N
1{ Vi 6 x }.
Without any loss of generality, even if F is not continuous, we assume that τ(i) = N G N (Vi ),
giving
T+n =

16i6N
gn−N G N (Vi )X N−i+1,N1(bn,Λ,∞)(X N−i+1,N )1{ N G N (Vi ) 6 n }.
Let (ωi )i>1 be a sequence of independent random variables having a standard exponential
distribution. For any positive integer i we define the partial sum Wi = ω1 + · · · + ωi . Since
(Wi/WN+1)16i6N has the same distribution as the order statistics of N independent uniform
random variables (see [23, Chapter 8, Section 2]),
(X N−i+1,N )
d=

F←

1− Wi
WN+1

16i6N
.
Since we use the ca`gla`d version of the quantile function, the inequality F←(1 − u) > bn,Λ is
equivalent to u < mΛ/n. Therefore, introducing the random set
R1,n,N =

i : Wi
WN+1
6 mΛ
n
;G N (Vi ) 6 nN

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and the random variable
T+1,n,N =

i∈R1,n,N
gn−N G N (Vi )F←

1− Wi
WN+1

, (3.4.1)
we have (T+n )16n6N
d= (T+1,n,N )16n6N .
Let µ+n,Λ be EX1(bn,Λ,∞)(X), so that ET
+
n = g[0,n)µ+n,Λ. Our discussion shows that in order
to prove Proposition 3.4.1 it suffices to prove that
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ2+ϵ) : |T+1,n,N − g[0,n)µ+n,Λ| > T
g[0,n)
k(Λ)

= 0. (3.4.2)
This will be achieved by approximating T+1,n,N by a much simpler process. While the main
approximation scheme follows that in [1], a main difference lies in the sequential nature of the
event involved in (3.4.2); indeed, contrary to Barbe and McCormick [1] we need more than
an approximation of T+1,n,N valid for a range of n of comparable order, but for n between the
different orders Λ and Λ1+ϵ , that is over a much larger range. To make this approximation, it is
essential to have some understanding of the set R1,n,N .
The point process

i>1 δ(Wi ,Vi ) is a Poisson process of intensity the Lebesgue measure on[ 0,∞) × [ 0, 1 ]. Viewing this point process in a (w, v)-plane, we can think of R1,n,N as a
region in this plane given by
{ (w, v) : w 6 WN+1mΛ/n;G N (v) 6 n/N }.
So we will write about the ‘set’ R1,n,N when we think of it as a subset of the integers and about
the ‘region’ R1,n,N when we view it as a set of points in the (w, v)-plane.
Considering R1,n,N , if we replace WN+1 by its near expected value N and approximate G N
by its limit, the identity function on [ 0, 1 ], we should have Vi 6 n/N and Wi 6 mΛN/n. These
two inequalities force (Vi ,Wi ) to belong to the much simpler region { (v,w) : v 6 mΛ/w },
which is the subgraph of an hyperbola. The replacement of G N by its limit cannot be done at this
early stage and we will have to settle for less, bounding G N by a multiple of its limit. This leads
us to introduce, for any positive c, the region
RΛ,c =

(v,w) : v 6 c mΛ
w
;w 6 2N

.
Our next result asserts that provided c is large enough, it is very likely for the regions R1,n,N to
be included inRΛ,c, and that the minimum of the setR1,n,N is very likely to be at least N/nξN .
Lemma 3.4.2. For any positive η there exists a real number c such that for any Λ large enough,
P

Λ6n6Λ1+ϵ {R1,n,N ⊂ RΛ,c }

> 1− η.
Moreover, viewing R1,n,N as a set of integers and up to dividing the sequence (ξn) by some
positive number,
lim
Λ→∞
P

Λ6n6Λ1+ϵ

minR1,n,N > NnξN

= 1.
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Proof. Let η be an arbitrary positive real number. Inequality (2) in [22] (see also [23, Chapter
10, Section 3, inequality 1, p. 415]) and the strong law of large numbers ensure the existence of
c such that the event
ΩN =

16i6N

Vi,N 6 c
i
N

∩ {WN+1 6 2N }
has probability at least 1− η whenever N is large enough. On ΩN , if i belongs to R1,n,N ,
Vi 6 Vn,N 6 c
n
N
6 cmΛ
WN+1
Wi
1
N
6 2c mΛ
Wi
,
the first inequality coming from the condition G N (Vi ) 6 n/N , the second inequality from being
in ΩN , the third from the condition Wi/WN+1 6 mΛ/n, and the last from being in ΩN . Thus,
up to replacing c by twice as much, R1,n,N ⊂ RΛ,c on ΩN , proving the first assertion.
Given (3.2.1), Geffroy [9] or Kiefer’s [11, Theorem 1] imply that for c small enough the
event Ω =  i>1{ V1,i > c/ iξi } has probability at least 1 − η. If i belongs to R1,n,N and
ΩN occurs, Vi 6 cn/N , and, in particular, V1,i 6 cn/N . Therefore, on Ω ∩ ΩN we must have
1/(iξi ) 6 cn/N , that is, iξi > cN/n. In particular, i > cN/(nξi ). However, if i is in R1,n,N ,
then i is at most N , and since (ξn) is ultimately monotone, we obtain that i is at least cN/

nξN

.
We then substitute the sequence (ξn/c) for (ξn). 
As a consequence of Lemma 3.4.2, we can show that the region R1,n,N cannot contain too
many points if β is small.
Lemma 3.4.3. maxΛ6n6Λ2+ϵ ♯R1,n,N = OP (mΛ log N ).
Proof. Since Vi is uniform over [ 0, 1 ] the region RΛ,c can be restricted to
{ (v,w) : v 6 (cmΛ/w) ∧ 1; w 6 2N }.
The Lebesgue measure of this region is of order cmΛ log(2N ). The result follows since
i>1 δ(Vi ,Wi ) is a homogeneous Poisson process with mean intensity 1 and Lemma 3.4.2
holds. 
We will use the following lemma, which we state now for convenience.
Lemma 3.4.4. Let (Πi,n)16i6n be some Poisson random variables, possibly dependent, having
respective means (λi,n)16i6n , such that for some ϵ positive, max16i6n λi,n = o(n−ϵ). Then, for
k > 2/ϵ,
lim
n→∞P{ max16i6nΠi,n > k } = 0.
Proof. Combine Chernoff’s and Bonferroni’s inequalities. 
Since we will make repeated use of the following simple argument or obvious variants of it,
we state it as a lemma.
Lemma 3.4.5. Let (ϵn) be a bounded sequence of positive real numbers. There exists a positive
T such that for any n at least Λ and any Λ large enough,
F←(1− 1/n)gnϵn 6 T g[0,n)/k(Λ).
Proof. Given (3.1), the inequality amounts to ϵn < ck(n)/k(Λ). Since the function k is regularly
varying of positive index, limΛ→∞ infn>Λ k(n)/k(Λ) = 1, and the result follows. 
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Having made these observations on R1,n,N , we can start a long string of approximations of
T+1,n,N . Referring to (3.4.1), we first replace F←(1 − Wi/WN+1) by F←(1 − 1/n)
(nWi/WN+1)−1/α . Define
T+2,n,N = F←

1− 1
n

WN+1
n
1/α 
i∈R1,n,N
gn−N G N (Vi )W
−1/α
i .
Our next lemma shows that we can replace T+1,n,N by T
+
2,n,N in order to prove (3.4.2). Recall that
β refers to the index of regular variation of (mΛ) as a function of Λ, and that, except if specified
otherwise, we allow it to vanish under (3.2.2) and (3.2.3).
Lemma 3.4.6. If β is less than κ , then
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |T+1,n,N − T+2,n,N | > T
g[0,n)
k(Λ)

= 0.
Proof. Let i be an integer in R1,n,N . We have nWi/WN+1 6 mΛ. Lemma 3.4.2 implies that
except on a set whose probability can be made arbitrary small by taking N large enough, i is at
least N/nξN . Hence, the strong law of large numbers yields that Wi is at least N/2nξN provided
N is large enough. Then, nWi/WN+1 is at least 1/4ξN . Consequently, (3.2.2) and (3.2.3) yield,
for some ρ greater than 1,
F←

1− Wi
WN+1

= F←

1− 1
n

nWi
WN+1
−1/α
+ F←

1− 1
n

OP (m
−ρ
Λ ),
the OP (m
−ρ
Λ ) being uniform in i in R1,n,N . Since (gn) is asymptotically equivalent to a
nondecreasing sequence and Lemma 3.4.3 holds, we obtain
T+1,n,N = T+2,n,N + F←

1− 1
n

gnm
−ρ
Λ ♯R1,n,N OP (1)
= T+2,n,N + F←

1− 1
n

gnoP (1),
the oP -term being uniform in n between Λ and Λ1+ϵ . A variation on Lemma 3.4.5 implies the
result. 
In T+2,n,N , we replace WN+1 by N , setting
T+3,n,N = F←

1− 1
n

N
n
1/α 
i∈R1,n,N
gn−N G N (Vi )W
−1/α
i .
Lemma 3.4.7. If β is less than 1/2,
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |T+2,n,N − T+3,n,N | > T
g[0,n)
k(Λ)

= 0.
Proof. Taylor’s formula, the central limit theorem and the strong law of large numbers yield
W 1/αN+1 − N 1/α = N (1/α)−(1/2)OP (1) as N tends to infinity. Lemma 3.4.2 and the strong law of
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large numbers imply that if i is in R1,n,N , then W−1/αi 6 2

nξN/N
1/α whenever N is large
enough. Therefore, using Lemma 3.4.3,
|T+2,n,N − T+3,n,N | 6 F←

1− 1
n

N
n
1/α
N−1/2gn♯R1,n,N

nξN
N
1/α
OP (1)
= F←

1− 1
n

gn
mΛξ1/α(N )√
N
log N OP (1),
uniformly in n between Λ and Λ1+ϵ . The result follows by a simple adaptation of
Lemma 3.4.5. 
Seeking to replace R1,n,N by the slightly simpler set
R2,n,N =

i : Wi 6 mΛ Nn ;G N (Vi ) 6
n
N

,
we set
T+4,n,N = F←

1− 1
n

N
n
1/α 
i∈R2,n,N
gn−N G N (Vi )W
−1/α
i .
Lemma 3.4.8. For any β less than (1/2)− ϵ,
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |T+3,n,N − T+4,n,N | > T
g[0,n)
k(Λ)

= 0.
Proof. If i belongs to the symmetric differenceR1,n,N1R2,n,N , then G N (Vi ) 6 n/N , and either
mΛ
WN+1
n
6 Wi 6 mΛ
N
n
or mΛ
N
n
6 Wi 6 mΛ
WN+1
n
.
Thus, Wi lies in a region of width mΛn−1|WN+1 − N | = mΛn−1
√
N OP (1) with an endpoint
given by mΛN/n. In particular, i ∼ mΛN/n and (Vi ,Wi ) lies in a region of area of order at most
mΛn−1
√
N OP (1) = mΛΛ−(1/2)+ϵOP (1), the OP (1)-term being uniform in Λ 6 n 6 Λ1+ϵ .
In particular, taking β less than (1/2) − ϵ, this area tends to 0 at algebraic rate. Applying
Lemma 3.4.4, there exists a positive k such that
lim
Λ→∞
P

max
Λ6n6Λ1+ϵ
♯(R1,n,N1R2,n,N ) > k
 = 0.
Using again that all i inR1,n,N1R2,n,N are asymptotically equivalent to mΛN/n and using also
the strong law of large numbers, we obtain
|T+3,n,N − T+4,n,N | 6 F←

1− 1
n

N
n
1/α
gn max
i∈R1,n,N1R2,n,N
W−1/αi ♯(R1,n,N1R2,n,N )
6 F←

1− 1
n

gnm
−1/α
Λ OP (1).
The result then follows from Lemma 3.4.5. 
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Considering T+4,n,N , we seek to replace gn−N G N (Vi ) by g⌊n−N Vi ⌋. For simplicity, we will write
gn−N Vi for the latter. Therefore, we define
T+5,n,N = F←

1− 1
n

N
n
1/α 
i∈R2,n,N
gn−N Vi W
−1/α
i .
Lemma 3.4.9. For any β less than

(γ − 1) ∧ 1/4,
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |T+4,n,N − T+5,n,N | > T
g[0,n)
k(Λ)

= 0.
Proof. Let ϵ1 and η be two positive real numbers less than 1/2. Since the function

Id(1 −
Id)
(1/2)−η is a Chibisov–O’Reilly function (see for instance [5, Theorem 4.2.3]),
max
16i6N
√
N |G N (Vi )− Vi |
Vi (1− Vi )
(1/2)−η = OP (1)
as N tends to infinity. If i belongs to R2,n,N , then G N (Vi ) 6 n/N and, using Shorack and
Wellner’s [22, inequality (2)] linear bounds, Vi 6 cn/N with probability at least 1− ϵ1 provided
c is large enough. Thus,
max
i∈R2,n,N
N |G N (Vi )− Vi | 6
√
N

n
N
(1/2)−η
OP (1) (3.4.3)
where the OP (1)-term is uniform in n between Λ and N = Λ1+2ϵ .
For any integer r let
Ωn(r) = max
16i6n−r
|gi+r − gi |.
Inequality (3.4.3) implies that with probability at least 1− ϵ1 provided c is large enough,
max
i∈R2,n,N
|gn−N G N (Vi ) − gn−N Vi | 6 max
06r6cn(1/2)−ηNη
Ωn(r). (3.4.4)
Recall that (2.1) holds. According to whether γ is at least 2 or not, Lemmas 5.6 and 5.8 in [1]
imply that whenever θ is a positive real number less than (γ − 1) ∧ 1, the right hand side of
(3.4.4) is at most cgn(n−(1/2)−ηNη)θ . Since n is at least Λ in our range of interest, the right hand
side of (3.4.4) is of order gn times Λ at the power −θ/2+ O(η). Thus, if η is small and n and N
are large enough,
|T+4,n,N − T+5,n,N | 6 F←

1− 1
n

N
n
1/α
gn N
−θ/4 
i∈R2,n,N
W−1/αi OP (1)
6 F←

1− 1
n

N
n
1/α
gn N
−θ/4 max
i∈R2,n,N
W−1/αi ♯R2,n,N OP (1).
Lemma 3.4.2 with R2,n,N substituted for R1,n,N , the strong law of large numbers applied to the
sums (Wi )i>1 and Lemma 3.4.3 with R2,n,N substituted for R1,n,N shows that the above upper
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bound is, in probability, of order
F←

1− 1
n

N
n
1/α
gn N
−θ/4

nξN
N
1/α
mΛ log N
= F←

1− 1
n

gn N
−θ/4ξ1/αN mΛ log N .
Thus, if β is less than θ/4, Lemma 3.4.5 implies the result. 
Next, using the regular variation of the sequence (gn), we would like to replace gn−N Vi in
T+5,n,N by gn(1− N Vi/n)γ−1. This leads us to define
T+6,n,N = F←

1− 1
n

N
n
1/α
gn

i∈R2,n,N

1− N
n
Vi
γ−1
+
W−1/αi .
With regard to the next lemma, recall that δ was introduced in (3.7).
Lemma 3.4.10. If β is less than δ, then
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |T+5,n,N − T+6,n,N | > T
g[0,n)
k(Λ)

= 0.
Proof. To approximate T+5,n,N by T
+
6,n,N , we need to rely on assumption (3.7). With respect to
this assumption, we see that R2,n,N contains ‘good’ points, for which n−δ 6 (n − N Vi )/n 6 1,
guaranteeing that with (3.7) we can substitute gn(1 − N Vi/n)γ−1 for gn−N Vi , and ‘bad’ points,
for which either 0 6 (n − N Vi )/n 6 n−δ or Vi > n/N . We call B1,n,N the set of all bad points
for which 0 6 n − N Vi 6 n1−δ and B2,n,N the set of those for which Vi > n/N .
Let i be in B1,n,N . Since it belongs to R2,n,N , Lemma 3.4.2 shows that with probability
arbitrarily close to 1 provided N is large enough, i > N/nξN . Therefore, since i is in R2,n,N ,
with probability arbitrarily close to 1 provided N is large enough, N/(2nξN ) 6 Wi 6 mΛN/n.
And since i is a bad point in B1,n,N , (n − n1−δ)/N 6 Vi 6 n/N . When thinking of B1,n,N as a
region as we did with R1,n,N , we thus have with high probability,
B1,n,N ⊂

(v,w) : n − n
1−δ
N
6 v 6 n
N
; N
2nξN
6 w 6 mΛ
N
n

.
The area of this upper bound is of order (n1−δ/N )(mΛN/n) = mΛ/nδ and tends to
0 at an algebraic rate in Λ provided β is less than δ. Therefore, Lemma 3.4.4 implies
maxΛ6n6Λ1+ϵ ♯B1,n,N = OP (1) as Λ tends to infinity.
Considering the bad points in T+5,n,N , we have, since (gn) is equivalent to a nondecreasing
sequence,F←

1− 1
n

N
n
1/α 
i∈B1,n,N
gn−N Vi W
−1/α
i

6 F←

1− 1
n

N
n
1/α
gn1−δ max
i∈R2,n,N
W−1/αi ♯B1,n,N
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= F←

1− 1
n

N
n
1/α
gnn
−δ(γ−1)

nξN
N
1/α
OP (1). (3.4.5)
This upper bound is of order F←(1 − 1/n)gnn−δ(γ−1)ξ1/α(N ); since n is at least Λ and ξ is
slowly varying, it is of order at most F←(1− 1/n)gnn−δ(γ−1)/2. Lemma 3.4.5 then implies
lim
Λ→∞
P
 ∃n ∈ (Λ,Λ1+ϵ) : F←
1− 1
n
 N
n
1/α 
i∈B1,n,N
gn−N Vi W
−1/α
i > T g[0,n)/k(Λ)
 = 0.
(3.4.6)
Referring to T+6,n,N ,
F←

1− 1
n

N
n
1/α
gn

i∈B1,n,N

1− N
n
Vi
γ−1
+
W−1/αi
6 F←

1− 1
n

N
n
1/α
gnn
−δ(γ−1) max
i∈R2,n,N
W−1/αi ♯B1,n,N ,
which is the same bound as in (3.4.5). Therefore, the analogue of (3.4.6) holds when substituting
gn(1− N Vi/n)γ−1+ for gn−N Vi .
Dealing with the bad points in B2,n,N is easy because if Vi > n/N then gn−N Vi and
(1− N Vi/n)γ−1+ vanish. So those points do not contribute to T+5,n,N and T+6,n,N .
On the part of T+5,n,N made by the good points, assumption (3.7) and Lemma 3.4.3 yield, on
the range of n between Λ and Λ1+ϵ ,

i∈R2,n,N \(B1,n,N∪B2,n,N )
gn−N Vi − gn

1− N Vi
n
γ−1W−1/αi
6 n−δgn max
i∈R2,n,N
W−1/αi ♯R2,n,N
6 Λ−δgn

nξN
N
1/α
mΛ log N OP (1).
The bound obtained for the error in the approximation in T+5,n,N for the good points is then
F←

1− 1
n

gnξ
1/α
N Λ
−δmΛ log N OP (1).
If β is less than δ then ξ1/αN Λ
−δmΛ log N tends to 0 as Λ tends to infinity and Lemma 3.4.5 yields
the conclusion. 
We now replace R2,n,N in T+6,n,N by
R3,n,N =

i : Wi 6 mΛ Nn , Vi 6
n
N

,
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defining
T+7,n,N = F←

1− 1
n

N
n
1/α
gn

i∈R3,n,N

1− N
n
Vi
γ−1
+
W−1/αi .
Lemma 3.4.11. If β is less than (γ − 1)/2,
lim
T→∞ limΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |T+6,n,N − T+7,n,N | > T
g[0,n)
k(Λ)

= 0.
Proof. If i belongs to R2,n,N1R3,n,N , then either
Vi 6
n
N
6 G N (Vi ) or G N (Vi ) 6
n
N
6 Vi .
In the latter case, (1 − N Vi/n)+ vanishes and so those points do not contribute to T+6,n,N and
T+7,n,N . In the former case, arguing as in the proof of Lemma 3.4.9, for η positive and less
than 1/2,
Vi 6
n
N
6 G N (Vi ) 6 Vi + V
(1/2)−η
i√
N
OP (1)
6 Vi + n
(1/2)−η
N
NηOP (1),
the last inequality coming from the first one and the OP (1)-term being uniform over i in
R2,n,N1R3,n,N and n between Λ and Λ1+ϵ . In particular,1− Nn Vi
 6 n−(1/2)−ηNηOP (1).
Consequently, using Lemma 3.4.3 with R3,n,N substituted for R2,n,N ,
|T+6,n,N − T+7,n,N | 6 F←

1− 1
n

N
n
1/α
gn(n
−(1/2)−ηNη)γ−1

n
N
ξN
1/α
× ♯(R2,n,N1R3,n,N )OP (1)
6 F←

1− 1
n

gnξ
2/α
N (n
−(1/2)−ηNη)γ−1mΛ log N OP (1).
Note that n−(1/2)−ηNη is at most Λ−(1/2)−η+(1+2ϵ)η. Provided η is small enough,
−1
2
− η + (1+ 2ϵ)η

(γ − 1)+ β
is negative. We apply Lemma 3.4.5 to conclude. 
Having approximated all these T+i,n,N , we need to consider their expected values, a much
easier task. This requires us to have an estimate on how close g[0,n) is to ngn/γ and how large
µ+n,Λ is.
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Lemma 3.4.12. If (3.7) holds, then, as n tends to infinity,
γ g[0,n)
ngn
= 1+ o(n−δ).
Proof. We write γ g[0,n)/ngn as
γ
n

06i<n1−δ
gi
gn
+ γ
n

n1−δ6i<n
gi
gn
. (3.4.7)
Since (gn) is asymptotically equivalent to a monotone sequence, the first term in (3.4.7) is
at most O(1)n−δgn1−δ/gn = o(n−δ). Using (3.7) and that γ exceeds 1, the second term is
1+ o(n−δ). 
The proof of Lemma 3.2.2 shows that if β is small enough,
lim sup
n→∞
sup
Λ6n6Λ1+ϵ
k(n)µ+n,Λ − αα − 1m1−1/αΛ
 <∞. (3.4.8)
Lemma 3.4.13. If β < δα/(α − 1), there exists a positive T such that for any Λ large enough
and any n in (Λ,Λ1+ϵ),
|ET+1,n,N − ET+7,n,N | 6 T
g[0,n)
k(Λ)
.
Proof. Lemma 3.4.12 and (3.4.8) yield
ET+1,n,N −
ngn
γ
µ+n,Λ = ngnµ+n,Λo(n−δ) = gn F←

1− 1
n

m1−1/αΛ n
−δo(1). (3.4.9)
The sequence m1−1/αΛ Λ
−δ is regularly varying of index β(1−1/α)−δ, which is negative provided
β is small enough. Thus, Lemma 3.4.5 shows that we can replace ET+1,n,N by ngnµ
+
n,Λ/γ to prove
the current lemma.
The calculation of ET+7,n,N can be done by using that Wi has a gamma distribution with
parameter i , but an easier argument will show after our next lemma that
ET+7,n,N = F←

1− 1
n

gn
γ
α
α − 1m
1−1/α
Λ . (3.4.10)
Thus, it suffices to show that for any T large enough,
F←

1− 1
n

gn
γ

k(n)µ+n,Λ −
α
α − 1m
1−1/α
Λ

6 T g[0,n)/k(Λ).
This follows from (3.4.8) and Lemma 3.4.5. 
Combining Lemmas 3.4.6–3.4.11 and 3.4.13, we see that in order to prove Proposition 3.4.1,
it suffices to show that
lim sup
Λ→∞
P{ ∃n ∈ (Λ,Λ1+ϵ) : |T+7,n,N − ET+7,n,N | > T g[0,n)/k(Λ) } = 0. (3.4.11)
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Our next lemma will allow us to represent T+7,n,N as an integral of a Poisson process over the
quadrant [ 0,∞)2 and prove a valuable scaling property.
Lemma 3.4.14. We can construct a Poisson process Π on [ 0,∞)2 with mean intensity the
Lebesgue measure, such that the point process obtained by restricting Π to [ 0, 1 ] × [ 0,∞)
coincides with

i>1 δ(Vi ,Wi ).
Proof. Let N ′ be a homogeneous and unit intensity Poisson random measure on (1,∞)×[ 0,∞),
independent of the sequence (Vi ,Wi ). Define N as N ′ +i>1 δ(Vi ,Wi ). 
We then rewrite T+7,n,N as
F←

1− 1
n

gn

N
n
(1/α)+γ−1
i>1

n
N
− Vi
γ−1
+
W−1/αi 1

n
N
Wi 6 mΛ

.
In this expression, considering only the sum over i and thinking of n/N as a continuous variable
t , we are led to introduce the process
ΥΛ(t) =

i>1
(t − Vi )γ−1+ W−1/αi 1{ tWi 6 mΛ }
indexed by t in [ 0, 1 ]. Given Lemma 3.4.14, we can extendΥΛ to a process over the nonnegative
half-line
ΥΛ(t) =

(t − v)γ−1+ w−1/α1{ tw 6 mΛ } dΠ (v,w).
We then have
T+7,n,N = F←

1− 1
n

gn

N
n
(1/α)+γ−1
ΥΛ

n
N

. (3.4.12)
In particular, ET+7,n,N is indeed given by (3.4.10) since the intensity of Π being the Lebesgue
measure,
EΥΛ(t) =

(t − v)γ−1+ w−1/α1{ tw 6 mΛ } dv dw =
tγ−1+1/α
γ
m(α−1)/αΛ
α
α − 1 .
Given (3.4.12), in order to prove (3.4.11) it suffices to show that
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : F←

1− 1
n

gn

N
n
(1/α)+γ−1
|ΥΛ(n/N )− EΥΛ(n/N )| > T g[0,n)/k(Λ)

= 0. (3.4.13)
The scaling property we alluded to is the following.
Lemma 3.4.15. For any positive real number λ, the processes ΥΛ(λ · ) and λγ−1+(1/α)ΥΛ have
the same distribution.
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Proof. We rewrite ΥΛ(λt) as
(λt − v)γ−1+ w−1/α1{ λtw 6 mΛ } dΠ (v,w)
= λγ−1+1/α
 
t − v
λ
γ−1
+
(λw)−1/α1{ tλw 6 mΛ } dΠ (v,w).
The image of the Poisson random measure Π by the map (v,w) → (v/λ, λw) is a Poisson
random measure of intensity the Lebesgue measure, proving the lemma. 
In what follows we will use the following terminology. We say that a sequence of either
functions or random variables, ( fn), converges to f in L2(µ)-norm if limn→∞

( fn − f )2 dµ
converges to 0 as n tends to infinity. In our setting, ( fn) and f may not be in L2(µ) but fn − f is.
If µ is the underlying probability P, we will write L2 for L2(P); in that case, convergence of the
sequence of random variables ( fn) to f in L2-norm means that limn→∞ E( fn − f )2 = 0, again,
even though fn and f may not have finite variance but fn − f does.
Similarly, we will write that f = g in L2-norm, to mean E( f − g)2 = 0, even though f and
g may not be square integrable.
Writing n/N as (Λ/N )(n/Λ), Lemma 3.4.15 shows that, as a process indexed now by n in
(Λ,Λ1+ϵ),
ΥΛ

n
N

d=

Λ
N
γ−1+(1/α)
ΥΛ

n
Λ

.
Therefore, to prove (3.4.13) it suffices to show that
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : F←

1− 1
n

gn

Λ
n
(1/α)+γ−1
ΥΛ

n
Λ

− EΥ

n
Λ
 > T g[0,n)/k(Λ)

= 0,
or, equivalently, that
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) :
ΥΛ

n
Λ

− EΥΛ

n
Λ
 > T

n
Λ
(1/α)+γ−1
k(n)
k(Λ)

= 0.
Let η be a positive real number less than (α − 1)/2α and 1 − (α/2). Using Potter’s bound,
k(n)/k(Λ) & (n/Λ)1−(1/α)−η uniformly in n between Λ and Λ1+ϵ and as Λ tends to infinity.
Thus to prove (3.4.13) it suffices to show that
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) :
ΥΛ

n
Λ

− EΥΛ

n
Λ
 > T

n
Λ
γ−η 
= 0.
(3.4.14)
Setting
fΛ,t (v,w) = (t − v)γ−1+ w−1/α1{w 6 mΛ/t },
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we rewrite the centered version of ΥΛ as a compensated Poisson integral,
(ΥΛ − EΥΛ)(t) =

fΛ,t (v,w) d(Π − EΠ )(v,w).
As Λ tends to infinity, the function fΛ,t converges pointwise to
ft (v,w) = (t − v)γ−1+ w−1/α.
This convergence holds in L2( dv dw)-norm since
( fΛ,t − ft )2(v,w) dv dw =

(t − v)2(γ−1)+ w−2/α1{w > mΛ/t } dv dw
= t2(γ−1+1/α)m−(2/α)+1Λ
α
(2− α)(2γ − 1) . (3.4.15)
Recall that the compensated Poisson integral induces an isometry in the sense that for any
function f in L2( dv dw)
E

f d(Π − EΠ )
2
=

f 2(v,w) dv dw.
It then follows from (3.4.15) that limΛ→∞ΥΛ − EΥΛ exists pointwise in L2-norm and is the
compensated Poisson integral
Υ0(t) =

ft d(Π − EΠ ).
Our next lemma implies that we can replace ΥΛ − EΥΛ by its limit Υ0 in (3.4.14).
Lemma 3.4.16. Provided β is positive, we have
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) :
 ( fΛ,n/Λ − fn/Λ) d(Π − EΠ ) > T

n
Λ
γ−η
= 0.
Proof. Since ( ft − fΛ,t )(v,w) = (t − v)γ−1+ w−1/α1{w > mΛ/t } is in Lp( dv dw) for any p
greater than α, let
Mp = E

( fΛ,t − ft ) d(Π − EΠ )
p
.
In what follows, we restrict p to be an integer. Using Privault’s [15, Eq. 9] or [16, Eq. 2.9]
moment identity (see also [2]), we have for p at least 2,
Mp =

06k6p−2

p − 1
k

( fΛ,t − ft )p−k(v,w) dv dwMk . (3.4.16)
We now prove by induction that for some constant cp,
|Mp| 6 cpt p(γ−1+1/α)m−(p/α)+⌊p/2⌋Λ . (3.4.17)
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Indeed, M1 vanishes and, as shown in (3.4.15),
M2 = c2t2(γ−1+1/α)m−(2/α)+1Λ .
Assume that for any k less than p,
|Mk | 6 ck tk(γ−1+1/α)m−(k/α)+⌊k/2⌋Λ .
Since 
( ft − fΛ,t )p−k(v,w) dv dw = ct (p−k)(γ−1+1/α)m1−((p−k)/α)Λ ,
equality (3.4.16) and the induction hypothesis imply
|Mp| 6 c

06k6p−2
t (p−k)(γ−1+1/α)m1−(p−k)/αΛ t
k(γ−1+1/α)m−(k/α)+⌊k/2⌋Λ .
In this sum, bounding m−(k/α)+⌊k/2⌋Λ by m
−(k/α)+⌊(p−2)/2⌋
Λ yields (3.4.17).
We then take p to be an even integer. Applying Markov’s inequality for any n between Λ and
Λ1+ϵ and using (3.4.17),
P
  ( fΛ,n/Λ − fn/Λ) d(Π − EΠ ) > T

n
Λ
γ−η 
6 T−p

Λ
n
(γ−η)p
cp

n
Λ
p(γ−1+1/α)
m−(p/α)+⌊p/2⌋Λ
6 cpT−p

Λ
n
p(1−(1/α)−η)
m−p((1/α)−(1/2))Λ .
Applying Bonferroni’s inequality, the probability involved in the lemma is at most
cpT
−pΛp(1−1/α−η)m−p((1/α)−(1/2))Λ

Λ6n6Λ1+ϵ
n−p(1−(1/α)−η).
Taking p larger than 1/

1− (1/α)− η, this bound is of order
cT−pΛp(1−(1/α))m−p(1−(1/α)−(1/2))Λ Λ
1−p(1−(1/α)) = cT−pΛm−p((1/α)−(1/2))Λ .
This bound is regularly varying in Λ of index 1 − βp(α−1 − 2−1). Thus, taking p larger than
2α/

β(2− α), it tends to 0 as Λ tends to infinity, proving the lemma. 
Given Lemma 3.4.16, we see that to prove (3.4.14) it suffices to show that
lim
T→∞ lim supΛ→∞
P

∃n ∈ (Λ,Λ1+ϵ) : |Υ0(n/Λ)| > T (n/Λ)γ−η

= 0. (3.4.18)
Our next step is to identify the processΥ0 as a fractional integral of a spectrally positive Le´vy
stable process.
Consider the spectrally positive centered Le´vy stable process given by its Itoˆ representation
L+0 (t) =

1[0,t](v)w−1/α d(Π − EΠ )(v,w).
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This process is the pointwise limit in L2-norm of
L+0,ϵ(t) =

1[0,t](v)w−1/α1[0,1/ϵ](w) d(Π − EΠ )(v,w)
as ϵ tends to 0. Moreover, defining
L+(γ−1)0,ϵ (t) =

γ (t − v)γ−1+ dL+0,ϵ(v)
=

i>1

γ (t − Vi )γ−1+ W−1/αi 1[0,1/ϵ](Wi )− tγEW−1/αi 1[0,1/ϵ](Wi )

=

γ (t − v)γ−1+ w−1/α1[0,1/ϵ](w) d(Π − EΠ )(v,w),
we see that L+(γ−1)0,ϵ converges pointwise in L2-norm to γΥ0 as ϵ tends to 0. It follows that
pointwise in L2-norm,
Υ+0 (t) =

(t − v)γ−1+ dL+0 (v). (3.4.19)
Lemma 3.1.7 in [1] implies that the right hand side of (3.4.19) is almost surely continuous.
Considering the fractional integral
L+(γ−1)0 (t) =

γ (t − v)γ−1+ dL+0 (v),
and since Υ+0 (n/Λ) and L
+(γ−1)
0 (n/Λ)/γ coincide in L
2-norm for any integer n between Λ and
Λ1+ϵ , we see that in order to prove (3.4.18) and therefore Proposition 3.4.1, it suffices to show
the following.
Lemma 3.4.17. For any positive η sufficiently small,
lim
T→∞P{ ∃t > 1 : |L
+(γ−1)
0 (t)| > T tγ−η } = 0.
Proof. Note that L+0 vanishes at 0. For any nonnegative t , the function (t − Id)γ−1+ is
deterministic, differentiable on [ 0, t ], so that its quadratic covariation with L+0 vanishes on
[ 0, t ]. We then integrate by parts the integral defining L+(γ−1)0 (see [18, Chapter 2.6, Corollary
2]) as
L+(γ−1)0 (t) = γ (γ − 1)

L+0 (v)(t − v)γ−2+ dv.
It follows from [19] that there exists a constant c and a random v0 such that |L+0 (v)| 6 cv(1/α)+η
for any v at least v0. This implies that for t at least v0, t
v0
|L+0 (v)|(t − v)γ−2+ dv 6 ctγ−1+(1/α)+η.
Since  v0
0
|L+0 (v)|(t − v)γ−2+ dv 6 c sup
06v6v0
|L+0 (v)|tγ−1
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and −1 + (1/α) + 2η is negative for η small enough, limt→∞ t−γ+ηL+(γ−1)0 (t) = 0 almost
surely. The lemma follows. 
3.5. Concluding the proof
Having completed the proof of Proposition 3.4.1, we can complete that of Theorem 2.1.
First, we settle the assertion that
sup
t>0
L(γ−1)0 (t)− tγ is almost surely finite. (3.5.1)
Let L+(γ−1)0 be an independent copy of L+(γ−1)0 . It is shown in Section 3.3 of Barbe
and McCormick [1] that L(γ−1)0 has the same distribution as p1/αL
+(γ−1)
0 − q1/αL+(γ−1)0 .
Consequently, (3.5.1) follows from Lemma 3.4.17.
To complete the proof of Theorem 2.1, we set
T−n =

06i<n
gi Xn−i1{ Xn−i 6 an,Λ }.
Note that
T−n = −

06i<n
gi (−Xn−i )1{ Xn−i > −an,Λ }.
If assumption (3.9) hold, we substituteM−1 F for F in steps two, three and four to obtain that
lim
T→∞ lim supΛ→∞
P{ ∃n > Λ : |T−n − ET−n | > T g[0,n)/k(Λ) } = 0.
This, combined with Propositions 3.1.1, 3.2.1, 3.3.1 and 3.4.1 give our heavy traffic approxima-
tion under (3.9).
In order to prove Theorem 2.1 under (2.5) we use a coupling argument based on a
decomposition of the innovations into a part which is bounded from above and a part which
is bounded from below. The underlying idea is that the part bounded from above should not
contribute too much to the process Sn reaching the boundary ag[0,n). The details are omitted here
and can be found in the preprint version of this paper.
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