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Kurzfassung
Grundlegend fu¨r die Interpretation der Umgebung ist ein detailliertes Umfeldmo-
dell, welches neben der 3D-Geometrie der Szene zusa¨tzlich die Bewegungen von
Objekten beinhaltet. Sowohl die Geometrie der Szene als auch die vorhandenen Be-
wegungen ko¨nnen kamerabasiert bestimmt werden, wenn korrespondierende Bild-
punkte zwischen unterschiedlichen Ansichten der Szene bekannt sind.
Die Scha¨tzung der Bewegung einzelner Bildpunkte zwischen aufeinanderfolgenden
Ansichten einer Szene erfolgt ha¨ufig mithilfe globaler Scha¨tzverfahren. Der Vor-
teil dieser Verfahren besteht darin, dass dichte Bewegungsvektorfelder bestimmt
werden ko¨nnen, sodass auch in nahezu homogenen Bildbereichen Bewegungsin-
formation zur Verfu¨gung steht. Nachteilig wirkt sich jedoch aus, dass diese Ver-
fahren sehr rechenaufwendig sind und meist nur kleine Verschiebungen gescha¨tzt
werden ko¨nnen. Fu¨r Anwendungen, bei denen die Echtzeitfa¨higkeit der Algorith-
men von Bedeutung ist, oder wenn große Verschiebungen zu erwarten sind, sind
diese Verfahren ungeeignet.
In dieser Arbeit wird ein effizientes, regionenbasiertes Verfahren zur Scha¨tzung
nahezu dichter Bewegungsvektorfelder hergeleitet, wobei Annahmen u¨ber die Sze-
ne getroffen werden. Vorausgesetzt wird beispielsweise, dass die Bewegung in
der Bildebene lediglich durch die Bewegung der Kamera, nicht jedoch durch un-
abha¨ngig bewegte Objekte hervorgerufen wird. Aufgrund dieser Annahme ko¨nnen
geometrische Bedingungen, die sich aus der Epipolargeometrie ergeben, bei der
Scha¨tzung beru¨cksichtigt werden, um den Suchbereich zu reduzieren. Weiterhin
kommt ein Modell zur Beschreibung der Bewegung in der Bildebene zur Anwen-
dung. Die Scha¨tzung der Bewegung erfolgt mithilfe einer Maximum-a-posteriori-
Methode, die neben den Beobachtungen im Bild zusa¨tzlich die a-priori-Information
aus dem zugrunde liegenden Bewegungsmodell beru¨cksichtigt. Insgesamt ergibt
sich somit ein robuster Algorithmus zur zeiteffizienten Scha¨tzung nahezu dich-
ter Bewegungsvektorfelder fu¨r die statischen Bereiche der Szene, dessen Leis-
tungsfa¨higkeit anhand realer Bildsequenzen demonstriert wird.
Schlagworte: Optischer Fluss – Bewegungsvektorfeld – Visuelle Odometrie

Abstract
A fundamental prerequisite for scene understanding is a detailed model of the en-
vironment which contains the 3D geometry of the scene and the motion of objects.
Both, the scene geometry as well as the existing movements can be determined ba-
sed on camera images, when corresponding image points between different views
of the scene are available.
Usually, global approaches are used to estimate the apparent motion in the image
plane. The main advantage of those algorithms is their ability to estimate dense mo-
tion vector fields. Thus, motion information is also available in less textured image
regions. A drawback is, that these algorithms are computational demanding and
can usually be applied for small motion vectors only. Hence, these algorithms can-
not be used for applications with real-time requirements or in case of large optical
flow vectors.
In this thesis an efficient algorithm for estimating nearly dense motion vector fields
is presented, which makes assumptions about the scene to gain efficiency. It is as-
sumed, that the apparent motion in the image plane is caused merely by the ego-
motion of the camera but not by independently moving objects. Hence, geometric
constraints between different views, which arise from the epipolar geometry, can
be integrated into the optical flow estimation to reduce the search space for cor-
respondences. Furthermore, a model to describe the expected optical flow is used.
The estimation is performed using a maximum-a-posteriori-method which combi-
nes observations in the images with the a-priori-information caused by the motion
model. The resulting algorithm allows for a robust and time efficient estimation of
nearly dense motion vector fields for the static parts of the scene. The performan-
ce of the presented algorithm is demonstrated using challenging real world image
sequences.
Keywords: optical flow – motion vector field – visual odometry
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1 Einleitung
Moderne Fahrerassistenzsysteme helfen dabei, den Fahrzeugfu¨hrer bei seiner Fahr-
aufgabe zu entlasten und tragen somit entscheidend zur Sicherheit im Straßenver-
kehr bei [WHW09]. Wa¨hrend in der Vergangenheit hauptsa¨chlich passive Systeme
verwendet wurden, die den Fahrer in kritischen Fahrsituationen unterstu¨tzen und
somit die Schadensminimierung im Vordergrund steht, kommen zunehmend ak-
tive Fahrerassistenzsysteme zum Einsatz, die durch (teil-)autonome Eingriffe das
Auftreten von kritischen Situationen verhindern sollen [Bos03].
Insbesondere aktive Systeme bieten zahlreiche Mo¨glichkeiten um Verkehrsunfa¨lle
zu vermeiden und die Verkehrssicherheit zu erho¨hen. Hierfu¨r sind jedoch im Ver-
gleich zu passiven Systemen deutlich mehr Informationen erforderlich. Die meisten
aktiven Systeme, z. B. Notbrems- oder Ausweichassistenten, beno¨tigen neben der
Kenntnis des eigenen Fahrzustandes zusa¨tzliches Wissen u¨ber die lokale Umge-
bung des Fahrzeugs. Grundlegend fu¨r die zuverla¨ssige Arbeitsweise solcher Fah-
rerassistenzsysteme ist demnach ein detailliertes Modell der Fahrzeugumgebung.
Abha¨ngig von der Art des Systems muss dieses Umfeldmodell unterschiedliche
Informationen beinhalten. Wa¨hrend bei einigen Systemen die 3D-Geometrie der
Szene fu¨r eine zuverla¨ssige Funktionsweise ausreicht, sind beispielsweise bei Aus-
weichassistenten aufgrund der notwendigen Planung einer kollisionsfreien Aus-
weichtrajektorie zusa¨tzlich Informationen u¨ber bewegte Objekte im Nahbereich des
eigenen Fahrzeugs erforderlich. Bei sicherheitsrelevanten Systemen ist zudem die
Genauigkeit und Robustheit des Umfeldmodells sowie die Echtzeitfa¨higkeit der Al-
gorithmen von entscheidender Bedeutung.
Zur Erzeugung eines Modells der lokalen Fahrzeugumgebung stehen unterschied-
liche Sensoren zur Verfu¨gung. Wa¨hrend hierfu¨r zuna¨chst Ultraschall- und Radar-
sensoren verwendet wurden, kommen zunehmend kamerabasierte Systeme zur An-
wendung. Da das Verkehrsgeschehen auf die visuelle Erfassung hin ausgelegt ist,
bieten bildgebende Sensoren im Vergleich zu Ultraschall- und Radarsensoren zahl-
reiche Vorteile. Mithilfe von Kameras ist es beispielsweise mo¨glich, Verkehrszei-
chen oder Fahrbahnmarkierungen zu detektieren und zu interpretieren, was anhand
der Daten von Radarsensoren nicht mo¨glich ist. Weiterhin liefern Kameras detail-
lierte Modelle des Fahrzeugumfeldes, d. h. der Umfeldgeometrie sowie vorhande-
ner Objektbewegungen, anhand derer kritische Fahrsituationen fru¨hzeitig erkannt
und vermieden werden ko¨nnen.
2 1. Einleitung
(a) 3D-Struktur der Szene (b) Bewegte Objekte (entnommen aus [KRL10b])
Abbildung 1.1: Exemplarische Veranschaulichung einer 3D-Rekonstruktion der
Szene sowie bewegter Objekte im Nahbereich des Fahrzeugs.
Bei der Erzeugung eines Umfeldmodells anhand von visuellen Informationen spielt
insbesondere die beobachtbare Bewegung zwischen aufeinanderfolgenden Bildern
eine zentrale Rolle. Sind korrespondierende Punkte zwischen zeitlich aufeinan-
derfolgenden Bildern bekannt, ko¨nnen daraus Ru¨ckschlu¨sse u¨ber die Relativbewe-
gung der Kamera gezogen werden, wenn die mit den Bildpunkten korrespondieren-
den 3D-Szenenpunkte auf dem statischen Bereich der Umgebung liegen. Weiterhin
kann anhand der Relativbewegung der Kamera sowie der Verschiebungsvektoren
einzelner Punkte die 3D-Position der korrespondierenden Szenenpunkte rekonstru-
iert werden, wodurch sich ein 3D-Modell der statischen Umgebung ergibt. Bild-
punkte, deren Verschiebung zwischen aufeinanderfolgenden Bildern nicht durch
die Eigenbewegung der Kamera hervorgerufen wird, ko¨nnen ebenfalls detektiert
werden und deuten auf unabha¨ngig bewegte Objekte hin. Anhand der Verschie-
bung der Punkte zwischen zwei Bildern kann dementsprechend eine Segmentie-
rung dieser Objekte durchgefu¨hrt werden. Stehen anhand von Abstandssensoren
oder einem Stereokamerasystem zusa¨tzlich Informationen u¨ber die Position der
Objekte relativ zur Kamera zur Verfu¨gung, kann daraus die Bewegung der Objek-
te im Raum bestimmt werden. Abbildung 1.1 veranschaulicht exemplarisch eine
3D-Rekonstruktion sowie eine Detektion unabha¨ngig bewegter Objekte.
1.1 Einordnung der Arbeit
Die Verschiebung einzelner Punkte zwischen aufeinanderfolgenden Bildern, die
ha¨ufig auch als optischer Fluss bezeichnet wird, stellt die Grundlage zahlreicher
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Anwendungen dar (z. B. [Hei02, LMB02, OI08, OS10, SD12]). Zur Bestimmung
des optischen Flusses stehen unterschiedliche Ansa¨tze zur Verfu¨gung, die in der Li-
teratur beschrieben werden. Diese ko¨nnen in merkmalsbasierte, gradientenbasierte
und regionenbasierte Ansa¨tze untergliedert werden.
Merkmalsbasierte Ansa¨tze (z. B. [Low04, BETG08, TLF10]) liefern lediglich fu¨r
eine geringe Anzahl markanter Bildpunkte Informationen u¨ber deren Bewegung.
Hieraus resultiert eine effiziente Scha¨tzung robuster Bewegungsvektoren, die ge-
lieferten Informationen eignen sich jedoch nur eingeschra¨nkt zur Modellierung der
Szene. Im Wesentlichen ist es mit solchen Ansa¨tzen mo¨glich, die Eigenbewegung
der Kamera zu bestimmen (z. B. [NNB04]) oder unabha¨ngig bewegte Objekte im
Bild zu detektieren (z. B. [KRL10b]). Eine Segmentierung der einzelnen Objekte
sowie eine vollsta¨ndige Rekonstruktion der 3D-Geometrie des Umfeldes ist auf-
grund der geringen Anzahl von Punkten nicht mo¨glich.
Ist eine vollsta¨ndige Rekonstruktion der Umfeldgeometrie erforderlich, ist die
Kenntnis des optischen Flusses aller Bildpunkte notwendig. Dieser kann mithil-
fe von Variationsansa¨tzen bestimmt werden, bei denen die Scha¨tzung durch Mini-
mierung eines Energiefunktionals erfolgt (z. B. [HS81, BWS02, BBM09, XJM12]).
Prinzipbedingt ist es mit solchen globalen Scha¨tzverfahren mo¨glich, dichte Fluss-
felder zu bestimmen, sodass auch in schlecht texturierten Bildbereichen Bewe-
gungsinformation zur Verfu¨gung steht. Dies wird dadurch erreicht, dass Annah-
men u¨ber das resultierende Bewegungsvektorfeld getroffen werden. Diese basie-
ren meist auf der ra¨umlichen Koha¨renz benachbarter Bildpunkte und fordern,
dass benachbarte Punkte einen a¨hnlichen optischen Fluss aufweisen. Insbeson-
dere an Objektgrenzen ist diese Annahme jedoch verletzt, sodass in diesen Be-
reichen deutliche Fehler in den gescha¨tzten Bewegungsvektorfeldern auftreten. In
[NE86, Sch93, Sch94, Wei98, AWS00, PBB+06] werden Algorithmen beschrie-
ben, die durch zusa¨tzliche Annahmen u¨ber das resultierende Bewegungsvektorfeld
eine Reduktion des Scha¨tzfehlers an Objektgrenzen ermo¨glichen.
Nachteilig wirkt sich bei den globalen Scha¨tzverfahren jedoch aus, dass sie le-
diglich fu¨r kleine Bewegungsvektoren geeignet sind. Große Bewegungsvektoren,
wie sie in der Robotik oder in modernen Fahrerassistenzsystemen u¨blicherwei-
se auftreten, ko¨nnen mit diesen Algorithmen nur eingeschra¨nkt gehandhabt wer-
den [BBM09]. Zur Bestimmung großer Bewegungsvektoren werden in [BBPW04,
XJM12] Verfahren beschrieben, bei denen zur Scha¨tzung des Bewegungsvektor-
feldes Multiskalenansa¨tze verwendet werden. In [BM11] werden zusa¨tzlich be-
reits gegebene Merkmalskorrespondenzen zwischen den beiden Ansichten in den
Scha¨tzprozess integriert. Diese dienen als weiterer Term im zu optimierenden Ener-
giefunktional und ermo¨glichen eine zuverla¨ssigere Scha¨tzung großer Bewegungs-
vektoren, indem lokale Minima bei der Optimierung vermieden werden. Ein wei-
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teres Problem stellen Skalena¨nderungen zwischen den Ansichten dar. Diese treten
hauptsa¨chlich bei einer dominanten Bewegung der Kamera entlang ihrer optischen
Achse auf und fu¨hren dazu, dass ein Pixel in einem Bild auf mehrere Pixel im an-
deren Bild abgebildet werden kann und umgekehrt. Ein Ansatz, der dies bei der
Scha¨tzung beru¨cksichtigt, wird in [XDJ12] beschrieben.
Unabha¨ngig vom verwendeten Algorithmus weisen alle globalen Ansa¨tze den
Nachteil auf, dass bei der Scha¨tzung des optischen Flusses hochdimensionale Glei-
chungssysteme gelo¨st werden mu¨ssen. Fu¨r Echtzeitanwendungen sind die genann-
ten Algorithmen somit nicht geeignet [Bru06].
Eine weitere Mo¨glichkeit zur Scha¨tzung dichter Bewegungsvektorfelder, die nicht
auf der Annahme kleiner Flussvektoren beruht, sondern prinzipiell beliebig große
Bewegungsvektoren erlaubt, sind die regionenbasierten Verfahren, bei denen die
Scha¨tzung durch Vergleich einzelner Bildbereiche erfolgt. Nachteilig wirkt sich
bei diesen Verfahren aus, dass eine zuverla¨ssige Bestimmung der Bewegung nur
in ausreichend texturierten Bildbereichen mo¨glich ist. In homogenen Bereichen
ist aufgrund zahlreicher Mehrdeutigkeiten keine zuverla¨ssige Scha¨tzung des opti-
schen Flusses mo¨glich. Weiterhin steigt der Aufwand bei diesen Verfahren mit der
La¨nge der zu erwartenden Bewegungsvektoren. Um eine effizientere Scha¨tzung zu
ermo¨glichen, werden in [CP02, JC04, JPF+09] Suchstrategien beschrieben, wo-
durch die Anzahl mo¨glicher Kandidaten reduziert wird. Aufgrund der daraus re-
sultierenden Unterabtastung des Suchbereichs kann jedoch nicht garantiert werden,
dass das globale Optimum gefunden wird.
Werden nur die statischen Bereiche der Szene bei der Scha¨tzung beru¨cksichtigt,
ko¨nnen hieraus weitere Modellannahmen getroffen werden, um die Genauigkeit
der resultierenden Bewegungsvektorfelder zu verbessern und den Aufwand zu re-
duzieren. In [VBW08] wird beispielsweise ein Algorithmus vorgestellt, welcher
einen globalen Variationsansatz zur Scha¨tzung des optischen Flusses verwendet.
Die sich aus der Epipolargeometrie zwischen zwei Ansichten einer Szene ergeben-
den geometrischen Bedingungen korrespondierender Bildpunkte werden bei die-
sem Ansatz als zusa¨tzlicher Regularisierungsterm innerhalb des zu optimierenden
Energiefunktionals beru¨cksichtigt, sodass eine gleichzeitige Scha¨tzung des opti-
schen Flusses sowie der Epipolargeometrie erfolgt. Ein a¨hnlicher Scha¨tzalgorith-
mus wird in [WPB+08] beschrieben. Bei diesem Ansatz werden die geometrischen
Zusammenha¨nge korrespondierender Punkte im Datenterm des zu optimierenden
Energiefunktionals beru¨cksichtigt, wobei vorausgesetzt wird, dass die Fundamen-
talmatrix bereits aus einem vorverarbeitenden Schritt bekannt ist.
Wa¨hrend die Integration der geometrischen Zusammenha¨nge korrespondierender
Bildpunkte bei den oben genannten globalen Scha¨tzverfahren durch zusa¨tzliche
Terme im Energiefunktional erfolgt, wird in [KRL10a] ein Algorithmus beschrie-
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ben, bei dem diese Bedingungen innerhalb eines regionenbasierten Verfahrens
beru¨cksichtigt werden. Hierbei wird ausgenutzt, dass sich der Suchbereich fu¨r kor-
respondierende Merkmalspunkte anhand der zugrunde liegenden Epipolargeome-
trie stark einschra¨nken la¨sst. Die eigentliche Korrespondenzsuche erfolgt nur noch
in einem kleinen Bereich um die Epipolarlinie, wodurch deutlich weniger Kandi-
daten u¨berpru¨ft werden mu¨ssen, was in einer Reduktion des Aufwandes resultiert.
Weiterhin fu¨hrt die Einschra¨nkung des Suchbereichs dazu, dass nicht plausible
Kandidaten verworfen werden, wodurch genauere Scha¨tzergebnisse erzielt werden
ko¨nnen.
Die Einschra¨nkung des Suchbereichs auf eine Linie liefert jedoch nach wie vor
zahlreiche Kandidaten, die bei der Korrespondenzsuche u¨berpru¨ft werden mu¨ssen.
Weiterhin kann anhand der Epipolargeometrie keine Auflo¨sung der Mehrdeutigkei-
ten in nahezu homogenen Bildbereichen erfolgen. Hierzu sind zusa¨tzliche Annah-
men erforderlich, die zu einer weiteren Einschra¨nkung des Suchbereichs fu¨hren.
1.2 Zielsetzung
Im Rahmen dieser Arbeit soll ein effizientes Verfahren zur Scha¨tzung dichter Be-
wegungsvektorfelder hergeleitet werden, dessen Hauptanwendungsgebiet die Um-
feldwahrnehmung fu¨r Fahrerassistenzsysteme darstellt. Aufgrund dessen ergeben
sich zahlreiche Herausforderungen, die bei den u¨blicherweise verwendeten Al-
gorithmen zur Scha¨tzung des optischen Flusses entweder zu ungenauen Scha¨tz-
ergebnissen fu¨hren oder einen aufwendigen Scha¨tzprozess erfordern. Zum einen
sind bei Anwendungen im automobilen Umfeld große Flussvektoren zu erwarten,
sodass globale Scha¨tzverfahren nur eingeschra¨nkt anwendbar sind. Zum anderen
ergeben sich zusa¨tzliche Herausforderungen aufgrund der wechselnden Beleuch-
tungsverha¨ltnisse zwischen den unterschiedlichen Ansichten der Szene, sowie we-
nig texturierter Bereiche, wie sie beispielsweise auf der Fahrbahnoberfla¨che oder
auf Ha¨userfassaden zu erwarten sind. Die klassischen regionenbasierten Verfahren
liefern in diesem Fall schlechte Scha¨tzergebnisse, sodass die Bewegungsvektorfel-
der nicht als Grundlage fu¨r weitere Algorithmen verwendet werden ko¨nnen.
Um eine effiziente und zuverla¨ssige Scha¨tzung dichter Bewegungsvektorfelder,
auch im Falle großer Bewegungsvektoren und in nahezu homogenen Bildberei-
chen gewa¨hrleisten zu ko¨nnen, werden bei dem hier vorgestellten Verfahren An-
nahmen hinsichtlich der in der Szene auftretenden Bewegungen getroffen. Es wird
angenommen, dass die in der Bildebene sichtbare Bewegung lediglich durch die Ei-
genbewegung des Fahrzeugs hervorgerufen wird und keine unabha¨ngig bewegten
Objekte vorhanden sind. Weiterhin wird angenommen, dass die sichtbare Bewe-
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Abbildung 1.2: Schematische Darstellung der einzelnen Schritte des vorgestellten
Algorithmus.
gung in der Bildebene stu¨ckweise durch ein Bewegungsmodell beschrieben werden
kann. Hierdurch ist eine Einschra¨nkung des Bereiches fu¨r die Korrespondenzsuche
mo¨glich. Anhand der Epipolargeometrie zwischen den beiden Ansichten reduziert
sich der Suchbereich auf eine Linie, sodass sich die Anzahl mo¨glicher Kandida-
ten reduziert. In nahezu homogenen Bildbereichen reicht diese Einschra¨nkung je-
doch nicht fu¨r eine zuverla¨ssige Korrespondenzsuche aus. Hierfu¨r dient das Bewe-
gungsmodell, welches anhand initialer Merkmalskorrespondenzen bestimmt wer-
den kann. Beide Informationen werden innerhalb einer Maximum-a-posteriori-
Methode (MAP) kombiniert, um das Bewegungsvektorfeld zu scha¨tzen. Die sche-
matische Vorgehensweise hierzu ist in Abbildung 1.2 dargestellt.
Insgesamt soll mit dem in dieser Arbeit vorgestellten Algorithmus eine zeiteffizien-
te Scha¨tzung nahezu dichter Bewegungsvektorfelder fu¨r die statischen Bereiche der
Szene ermo¨glicht werden, die auch im Falle großer Flussvektoren und in nahezu
homogenen Bildbereichen eine robuste Scha¨tzung ermo¨glicht.
1.3 Aufbau der Arbeit
Die vorliegende Arbeit ist wie folgt gegliedert:
• Die grundlegenden Zusammenha¨nge zwischen 3D-Szenenpunkten in der
Welt und deren korrespondierenden Punkten im Bild werden in Kapitel 2
mithilfe des Lochkameramodells beschrieben. Werden mehrere solcher Ka-
meras als multiokulare Kamerasysteme verwendet, ergeben sich hierdurch
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geometrische Bedingungen fu¨r korrespondierende Bildpunkte in den ver-
schiedenen Ansichten der Szene. Diese Bedingungen werden sowohl fu¨r bi-
nokulare als auch fu¨r trinokulare Kamerasysteme kurz dargestellt.
• Kapitel 3 beschreibt die Grundlagen der Bewegungsanalyse in Bildsequen-
zen. Neben der Entstehung der Bewegung wird deren Repra¨sentation durch
den optischen Fluss erla¨utert. Darauf aufbauend werden die u¨blicherweise
getroffenen Annahmen zur Scha¨tzung dichter Bewegungsvektorfelder kurz
vorgestellt sowie ha¨ufig verwendete Scha¨tzverfahren beschrieben.
• In Kapitel 4 wird ein Verfahren zur Scha¨tzung der Kameraeigenbewegung
basierend auf einem binokularen Kamerasystem hergeleitet, wobei Merk-
malskorrespondenzen zwischen den Ansichten fu¨r die Bewegungsscha¨tzung
verwendet werden. Zuna¨chst wird untersucht, wie sich die Lage der 3D-
Szenenpunkte bei einer fehlerhaften Kamerapose auf den Ru¨ckprojektions-
fehler im Bild auswirkt. Hierdurch kann eine Aussage daru¨ber getroffen wer-
den, welche Merkmale fu¨r eine genaue Scha¨tzung der Bewegungskompo-
nenten erforderlich sind. Basierend auf dieser Analyse wird eine Redukti-
on der Merkmalskorrespondenzen durchgefu¨hrt, um den Aufwand fu¨r die
Scha¨tzung zu reduzieren. Die verbleibenden Merkmalskorrespondenzen die-
nen als Beobachtungen fu¨r ein Bayes’sches Filter, anhand dessen die Bewe-
gung der Kamera rekursiv gescha¨tzt wird. Um Fehlzuordnungen zwischen
den Merkmalspunkten sowie Punkte auf unabha¨ngig bewegten Objekten bei
der Scha¨tzung beru¨cksichtigen zu ko¨nnen wird ein robuster Innovations-
schritt verwendet. Dieser ermo¨glicht auch in dynamischen Umgebungen eine
genaue Scha¨tzung der Bewegungsparameter.
• Aufbauend auf der Epipolargeometrie zwischen zwei Ansichten, die anhand
der Kamerabewegung bestimmt werden kann, wird in Kapitel 5 ein effizi-
entes Verfahren zur Scha¨tzung nahezu dichter Bewegungsvektorfelder fu¨r
die statischen Bereiche der Szene vorgestellt. Die Integration der Epipolar-
geometrie in den Scha¨tzprozess fu¨hrt dazu, dass die Anzahl mo¨glicher Kan-
didaten bei der Korrespondenzsuche reduziert werden kann, wodurch eine
effizientere und genauere Scha¨tzung des Bewegungsvektorfeldes ermo¨glicht
wird. Eine weitere Steigerung der Effizienz sowie eine erhebliche Verbesse-
rung der Genauigkeit wird erreicht, indem ein Modell zugrunde gelegt wird,
das die Bewegung zwischen aufeinanderfolgenden Bildern beschreibt. Die
Aufteilung des Bildes in die einzelnen Bewegungsbereiche erfolgt hierbei
anhand initialer Merkmalskorrespondenzen, die weiterhin dazu genutzt wer-
den, die Modellparameter zu bestimmen. Die anschließende Korrespondenz-
suche erfolgt basierend auf den bereitstehenden Informationen lediglich in
einem kleinen Bereich um den Punkt, der sich aus dem Bewegungsmodell
8 1. Einleitung
ergibt. Das modellbasierte Bewegungsvektorfeld dient weiterhin als a-priori-
Information fu¨r eine Maximum-a-posteriori-Scha¨tzung des Bewegungsvek-
torfeldes, wodurch sich auch in nahezu homogenen Bereichen zuverla¨ssige
Scha¨tzergebnisse ergeben.
• In Kapitel 6 erfolgt eine Evaluierung der in dieser Arbeit vorgestellten Al-
gorithmen. Die Algorithmen werden hierbei auf realen Daten erprobt und
hinsichtlich ihrer Leistungsfa¨higkeit bewertet.
• Kapitel 7 fasst die wesentlichen Ergebnisse dieser Arbeit kompakt zusam-
men und gibt einen Ausblick auf mo¨gliche Erweiterungen des vorgestellten
Verfahrens.
2 Kameramodellierung
Grundlegend fu¨r die meisten Bildverarbeitungsalgorithmen ist eine geeignete Mo-
dellierung des Abbildungsprozesses der dreidimensionalen Umgebung auf die
zweidimensionale Bildebene der Kamera. Dieser Prozess wird in Kapitel 2.1 ma-
thematisch anhand des Lochkameramodells beschrieben. Die Linsenverzeichnung-
en realer Optiken werden hierbei nicht weiter beru¨cksichtigt, da diese durch eine
geeignete Entzerrung nachtra¨glich weitestgehend kompensiert werden ko¨nnen. Fu¨r
die weiteren Verarbeitungsschritte ist es somit ausreichend das ideale Lochkame-
ramodell zu verwenden [Bar10].
Die Projektion der 3D-Struktur der Szene auf die Bildebene geht mit einem wesent-
lichen Informationsverlust einher. Die Koordinaten der Bildpunkte repra¨sentieren
lediglich Verha¨ltnisse zwischen den 3D-Koordinaten einzelner Objektpunkte, so-
dass aus dem Bild einer einzelnen Kamera weder die Entfernung noch die Gro¨ße
von Objekten rekonstruiert werden kann [Ja¨h05]. Sind diese Informationen von
Interesse, mu¨ssen multiokulare Kamerasysteme verwendet werden. Die geometri-
schen Beziehungen binokularer Kamerasysteme werden in Kapitel 2.2 erla¨utert,
Kapitel 2.3 beschreibt die geometrischen Beziehungen trinokularer Kamerasyste-
me.
2.1 Modell einer monokularen Kamera
Eine Kamera bildet einen dreidimensionalen Objektpunkt auf eine zweidimensi-
onale Bildebene ab. Zur Beschreibung dieses Abbildungsprozesses stehen unter-
schiedliche Kameramodelle zur Verfu¨gung, wobei meist die ideale Lochkamera
verwendet wird (vgl. [FL04, Ja¨h05, HZ08]). Diese besteht aus einer infinitesimal
kleinen Lochblende, die als Projektionszentrum dient und von allen Lichtstrahlen
passiert werden muss, bevor diese auf die Bildebene der Kamera treffen. Weiterhin
bildet die Lochblende den Ursprung des euklidischen Kamerakoordinatensystems
C, dessen ZC-Achse als optische Achse bezeichnet wird und senkrecht auf der
Bildebene steht. Sie schneidet diese im Kamerahauptpunkt c, der den Ursprung des
Sensorkoordinatensystems S definiert. Der Abstand ZC = f zwischen dem Pro-
jektionszentrum der Kamera und der Bildebene wird als Brennweite bezeichnet.
Abbildung 2.1 veranschaulicht die geometrischen Beziehungen am Lochkamera-
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Abbildung 2.1: Projektion eines dreidimensionalen Weltpunktes XW auf die zwei-
dimensionale Bildebene einer Kamera, deren Position und Orientierung im Raum
durch die extrinsischen Kameraparameter {R, t} gegeben ist.
modell sowie den Abbildungsprozess eines Objektpunktes auf die Bildebene, der
im Folgenden na¨her beschrieben werden soll.
U¨blicherweise werden Objektpunkte XW = (XW , YW , ZW )T im ortsfesten Welt-
koordinatensystem W beschrieben, welches sich im Allgemeinen vom Kamerako-
ordinatensystem C unterscheidet. Die Transformation von Punkten aus dem Welt-
koordinatensystem mit Ursprung O in das Kamerakoordinatensystem mit Ursprung
C, dem sogenannten optischen Zentrum, kann durch eine euklidische Transforma-
tion bestehend aus einer Rotation R ∈ R3×3 und einer Translation t ∈ R3 gema¨ß
XC = R · (XW −C) = R ·XW + t (2.1)
beschrieben werden. Hierbei wird die Position und Orientierung der Kamera im
Raum durch die sogenannten extrinsischen Kameraparameter {R, t} bezeichnet.
Eine kompaktere Darstellung dieser Abbildung kann im projektiven Raum (vgl.
Anhang A.1) erfolgen. Durch die Verwendung homogener Koordinaten kann die
Transformation eines Punktes vom Welt- ins Kamerakoordinatensystem durch eine
Matrixmultiplikation der Form
XC =
[
R t
0T 1
]
· XW (2.2)
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dargestellt werden. Fu¨r den Fall, dass Welt- und Kamerakoordinatensystem iden-
tisch sind, gilt R = I und t = 0.
Die Abbildung eines dreidimensionalen Punktes, gegeben im Kamerakoordinaten-
system C, auf die zweidimensionale Bildebene der Kamera la¨sst sich mithilfe der
perspektivischen Projektion beschreiben. Der mit dem Objektpunkt XC korrespon-
dierende Punkt xS = (xS , yS)T im Sensorkoordinatensystem S der Kamera ergibt
sich zu:
xS = f · XC
ZC
(2.3)
yS = f · YC
ZC
(2.4)
Ha¨ufig wird eine Bildebene im Abstand ZC = 1 verwendet, die als normalisierte
Bildebene bezeichnet wird. Werden homogene Koordinaten verwendet, ergibt sich
die Position des Bildpunktes xS,N auf der normalisierten Bildebene gema¨ß:
xS,N ∼=
1 0 0 00 1 0 0
0 0 1 0
 · XC (2.5)
Im Anschluss an die perspektivische Projektion mu¨ssen die Bildpunkte vom
metrischen Sensorkoordinatensystem in das diskrete Bildkoordinatensystem1 I
u¨berfu¨hrt werden. Hierbei sind im Wesentlichen zwei Punkte zu beru¨cksichtigen.
Zum einen liegt der Ursprung des Bildkoordinatensystems in der linken oberen
Ecke (vgl. Abbildung 2.1), sodass eine Verschiebung des Koordinatenursprungs
durchgefu¨hrt werden muss. Zum anderen tritt eine Skalierung entlang der Koordi-
natenachsen auf. Diese Koordinatentransformation kann in homogenen Koordina-
ten durch eine affine Transformation der Form
xI = K · xS,N (2.6)
dargestellt werden, wobei die Kalibriermatrix
K =
fx s cx0 fy cy
0 0 1
 (2.7)
die sogenannten intrinsischen Parameter der Kamera beinhaltet. Im Einzelnen sind
dies die Position c = (cx, cy)T des Kamerahauptpunktes bezogen auf den Ursprung
1Um eine u¨bersichtlichere Darstellung gewa¨hrleisten zu ko¨nnen, wird der Index I fu¨r Bildkoordina-
ten im Folgenden nicht weiter beru¨cksichtigt. D. h. es gilt x = xI , wenn das Koordinatensystem nicht
explizit angegeben ist.
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des Bildkoordinatensystems sowie die Brennweiten fx bzw. fy der Kamera, jeweils
gemessen in Pixeln. Eine Unterscheidung der Brennweiten entlang der beiden Ko-
ordinatenachsen muss erfolgen, weil Kameras nicht notwendigerweise quadratische
Pixel aufweisen. Dies fu¨hrt zu unterschiedlichen Skalierungen entlang der Koordi-
natenachsen, was durch unterschiedliche Brennweiten beschrieben werden kann.
Der Parameter s (engl. skew) quantifiziert den Winkel zwischen den Koordinaten-
achsen des Bildkoordinatensystems. Rechtwinkelige Pixel fu¨hren zu s = 0, was
u¨blicherweise angenommen werden kann [Sch05].
Die Kenntnis der Kalibriermatrix K stellt eine wichtige Voraussetzung fu¨r zahl-
reiche Anwendungen dar, insbesondere wenn metrische 3D-Informationen aus den
Bilddaten rekonstruiert werden sollen. Zur Scha¨tzung der intrinsischen Kamerapa-
rameter stehen verschiedene Algorithmen (z. B. [Tsa87, Zha00]) zur Verfu¨gung,
die neben den intrinsischen Kalibrierparametern meist auch die Verzerrungspara-
meter2 der verwendeten Optik mitscha¨tzen.
Sind sowohl die intrinsischen Kameraparameter als auch die Lage der Kamera im
Raum bekannt, kann ein geschlossener Zusammenhang zwischen einem Weltpunkt
und dessen Korrespondenz im Bild hergestellt werden. Dieser Zusammenhang er-
gibt sich durch Zusammenfassen der Gleichungen 2.2, 2.5 und 2.6 zu:
xI =
uIvI
wI
∼= K · [R|t] · XW = P · XW (2.8)
Die Matrix P ∈ R3×4 wird hierbei als Projektionsmatrix bezeichnet und stellt
einen, bis auf die Skale, eindeutigen Zusammenhang zwischen einem Punkt im
Weltkoordinatensystem und dessen Korrespondenz im Bild her.
Ha¨ufig werden die Koordinaten eines Punktes jedoch im euklidischen Bildkoor-
dinatensystem beno¨tigt. Diese ergeben sich durch Normieren der homogenen Ko-
ordinaten auf den letzten Eintrag (vgl. Anhang A.1), was im Folgenden durch die
abku¨rzende Schreibweise
xI =
(
xI
yI
)
= Π (XW ) =
(
uI/wI
vI/wI
)
(2.9)
dargestellt werden soll. Umgekehrt kann bei gegebenem Bildpunkt xI nur der
Sichtstrahl, auf dem der korrespondierende Objektpunkt liegt, angegeben werden,
2Die Verzerrungsparameter beschreiben die durch die verwendeten Linsen hervorgerufene Abwei-
chung vom idealen Lochkameramodell. Sie sind no¨tig um die Bilder derart umzurechnen als wa¨ren sie
mit einer idealen Lochkamera aufgenommen worden. Im Rahmen dieser Arbeit wird angenommen, dass
die geometrischen Verzerrungen korrigiert wurden und mit dem idealen Lochkameramodell gerechnet
werden kann.
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nicht jedoch dessen Entfernung zur Kamera. Die Bestimmung der 3D-Position ei-
nes Objektpunktes wird erst durch die Verwendung mehrerer Ansichten der glei-
chen Szene ermo¨glicht.
2.2 Modell eines binokularen Kamerasystems
Wie im vorherigen Kapitel dargestellt wurde, handelt es sich bei der Projektion
eines dreidimensionalen Weltpunktes auf die zweidimensionale Bildebene der Ka-
mera um eine nicht bijektive Abbildung. Um die Position eines Objektpunktes zu
bestimmen sind somit mehr Informationen no¨tig als sie von einer unbewegten, mo-
nokularen Kamera geliefert werden ko¨nnen.
Ha¨ufig werden zur Rekonstruktion der Szene binokulare Kamerasysteme einge-
setzt, die die Szene aus unterschiedlichen Positionen aufnehmen. Sind keine be-
wegten Objekte vorhanden, ist es hierbei unerheblich, ob die beiden Bilder mit
zwei Kameras zum gleichen Zeitpunkt, einem sogenannten Stereokamerasystem
(vgl. [Sch05]), oder mit einer bewegten Kamera zu unterschiedlichen Zeitpunk-
ten aufgenommen werden, was in der Literatur als Struktur aus Bewegung (engl.
Structure-from-Motion (SFM)) bezeichnet wird (vgl. [DSTT00, VH08]). Wichtig
ist lediglich, dass die relative Lage der beiden Kameras zueinander sowie korres-
pondierende Punkte in beiden Bildern bekannt sind. Ist dies der Fall, kann die Geo-
metrie der Szene durch Triangulation rekonstruiert werden.
Im Folgenden sollen die geometrischen Beziehungen zwischen zwei unterschied-
lichen Ansichten einer statischen Szene sowie die sich daraus ergebenden Be-
dingungen fu¨r korrespondierende Bildpunkte zusammengefasst werden. Weite-
re Details sowie die Herleitung dieser Zusammenha¨nge sind beispielsweise in
[FL04, Sch05, HZ08] zu finden.
Binokulare Kamerasysteme bestehen aus zwei nicht notwendigerweise identischen
Kameras, welche im Folgenden durch die IndizesA undB gekennzeichnet werden
sollen. Jede dieser Kameras kann, wie in Kapitel 2.1 dargestellt, durch ihre Projek-
tionsmatrix PA bzw. PB beschrieben werden. Fu¨r den allgemeinsten Fall zweier
Kameras mit unterschiedlicher intrinsischer Kalibrierung und beliebiger Position
und Orientierung im Raum ergeben sich diese zu:
PA = KA · [RA|tA] (2.10)
PB = KB · [RB |tB ] (2.11)
Ohne Beschra¨nkung der Allgemeinheit wird zur Beschreibung der geometrischen
Beziehungen zwischen den beiden Kameras die Annahme getroffen, dass das Ko-
ordinatensystem von Kamera A mit dem Weltkoordinatensystem u¨bereinstimmt.
14 2. Kameramodellierung
Abbildung 2.2: Epipolargeometrie eines binokularen Kamerasystems. Die beiden
Projektionszentren der Kameras {CA,CB}, der Objektpunkt XW sowie die bei-
den Bildpunkte xA bzw. xB liegen in der gemeinsamen Epipolarebene.
Dies liefert die vereinfachte Projektionsmatrix PA = KA · [I|0], die extrinsischen
Parameter {RB , tB} beschreiben in diesem Falle die Lage von Kamera B relativ
zum Koordinatensystem von Kamera A.
Die geometrischen Beziehungen zwischen zwei Ansichten der gleichen statischen
Szene werden vollsta¨ndig durch die sogenannte Epipolargeometrie beschrieben.
Die sich daraus ergebenden Bedingungen fu¨r korrespondierende Bildpunkte sind
unabha¨ngig von der Struktur der Szene und ha¨ngen lediglich von den intrinsischen
Kameraparametern sowie der relativen Lage beider Kameras zueinander ab (vgl.
[Res03, HZ08]).
Aus Abbildung 2.2 ist ersichtlich, dass der Verbindungsvektor zwischen den bei-
den Kameras, die sogenannte Basislinie, die Bildebenen schneidet. Die sich hierbei
ergebenden Schnittpunkte werden als Epipole eA bzw. eB bezeichnet. Ihre Lage
ist lediglich von der relativen Anordnung der Kameras zueinander, nicht jedoch
vom betrachteten Objektpunkt, abha¨ngig3. Weiterhin ist ersichtlich, dass die bei-
den Kamerazentren und ein beliebiger Objektpunkt XW eine gemeinsame Ebene,
die sogenannte Epipolarebene, aufspannen. Die Schnittgeraden zwischen der Epi-
polarebene und den beiden Bildebenen werden als Epipolarlinien le,A bzw. le,B
bezeichnet. Unabha¨ngig vom betrachteten Weltpunkt, beinhaltet die Epipolarebe-
ne stets die Basislinie zwischen den beiden Kamerazentren. Daraus resultiert, dass
alle Epipolarlinien durch die jeweiligen Epipole verlaufen mu¨ssen. Da sich die
Sichtstrahlen zwischen dem Objektpunkt und den beiden Kamerazentren ebenfalls
3Je nach verwendeter Kamerakonfiguration schneidet die Basislinie die Bildebenen nicht. Die resul-
tierenden Epipole liegen in diesem Fall außerhalb des sichtbaren Bildbereichs.
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in der Epipolarebene befinden, mu¨ssen die mit dem Weltpunkt korrespondierenden
Bildpunkte auf den Epipolarlinien liegen.
Die Epipolargeometrie liefert dementsprechend einen Zusammenhang xA 7→ le,B
bzw. xB 7→ le,A zwischen einem Punkt in einem der beiden Bilder und dessen
korrespondierender Epipolarlinie im jeweils anderen Bild der Szene.
Eine algebraische Beschreibung der Epipolargeometrie kann im Falle kalibrierter
Kameras, d. h. bei bekannten intrinsischen Kameraparametern, durch die soge-
nannte essentielle Matrix erfolgen. Anhand dieser kann ein impliziter Zusammen-
hang gema¨ß
xTS,B ·E · xS,A = 0 (2.12)
zwischen zwei korrespondierenden Punkten xS,A ↔ xS,B in den Sensorkoordina-
tensystemen der beiden Kameras definiert werden, wobei E = [tB ]× ·RB ∈ R3×3
die essentielle Matrix bezeichnet. Diese kann berechnet werden, wenn die relati-
ve Lage der beiden Kameras zueinander bekannt ist. Hierbei spielt die La¨nge des
Translationsvektors keine Rolle, sodass sich insgesamt fu¨nf Freiheitsgrade erge-
ben. Umgekehrt kann bei gegebener essentieller Matrix die relative Lage der bei-
den Kameras zueinander rekonstruiert4 werden. Aufgrund der Tatsache, dass die
essentielle Matrix eine Gro¨ße des projektiven Raumes darstellt und deshalb nur bis
auf einen Skalierungsfaktor definiert ist, kann jedoch lediglich die Richtung, nicht
aber die La¨nge des Translationsvektors bestimmt werden [Sch05].
Eine a¨hnliche Beziehung kann auch fu¨r den unkalibrierten Fall, d. h. den Fall dass
die Punkte im Bildkoordinatensystem gegeben sind, hergeleitet werden. Zwischen
Punkten im Sensorkoordinatensystem der Kamera und Punkten im Bildkoordina-
tensystem besteht der nach Gleichung 2.6 definierte Zusammenhang. Wird dieser in
Gleichung 2.12 eingesetzt, ergibt sich fu¨r korrespondierende Bildpunkte xA ↔ xB
die Epipolarbedingung [HZ08]:
xTB · F · xA = 0 (2.13)
Hierin bezeichnet F = K−TB ·E·K−1A ∈ R3×3 die Fundamentalmatrix, welche eine
vollsta¨ndige Beschreibung der Epipolargeometrie in Pixelkoordinaten ermo¨glicht.
Gleichung 2.13 dru¨ckt aus, dass der zu einem Bildpunkt in einer Ansicht korrespon-
dierende Punkt in der anderen Ansicht der Szene auf der korrespondierenden Epi-
polarlinie liegen muss. Sind Bildpunkte gegeben, ko¨nnen die zugeho¨rigen Epipolar-
linien im jeweils anderen Bild mithilfe der Fundamentalmatrix gema¨ß le,B = F·xA
bzw. le,A = FT · xB berechnet werden [HZ08].
4Die Zerlegung der essentiellen Matrix liefert vier mo¨gliche Anordnungen fu¨r die beiden Kameras
(vgl. [HZ08]). Eine einzelne Punktkorrespondenz zwischen den beiden Ansichten reicht jedoch aus, um
die Anordnung der beiden Kameras eindeutig (bis auf die Skale) zu rekonstruieren.
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Hauptanwendungsgebiet der Epipolargeometrie ist die Stereoanalyse von Bildern
zur Rekonstruktion der Struktur der Szene. Hierbei wird ausgenutzt, dass korres-
pondierende Bildpunkte die Epipolarbedingung erfu¨llen mu¨ssen, wodurch sich der
Suchraum fu¨r Korrespondenzen auf eine Dimension, entlang der Epipolarlinie, re-
duziert. Eine weitere Vereinfachung der Korrespondenzsuche kann durch die Ver-
wendung rektifizierter Stereokamerasysteme erreicht werden. Hierbei handelt es
sich um achsparallele Systeme, bei denen die beiden Kameras lediglich horizon-
tal verschoben sind und identische intrinsische Parameter aufweisen. Die Korres-
pondenzsuche wird in diesem Falle dahingehend vereinfacht, dass korrespondie-
rende Punkte in der gleichen Bildzeile liegen und somit nur in horizontaler Rich-
tung nach Korrespondenzen gesucht werden muss. Die resultierende Verschiebung
korrespondierender Punkte zwischen den beiden Ansichten wird als Disparita¨t be-
zeichnet und repra¨sentiert die Tiefe des korrespondierenden 3D-Punktes.
In der Praxis sind solche Anordnungen allerdings nur schwer umsetzbar. Sind die
intrinsischen und extrinsischen Kameraparameter bekannt, ist es jedoch mo¨glich
die Eingangsbilder derart umzurechnen, als wa¨ren sie mit einem rektifizierten Ka-
merapaar aufgenommen worden (vgl. [LZ99, Ora01]). Bei einer planaren Rektifi-
zierung ha¨ngt die Gro¨ße der resultierenden Bilder jedoch von der Lage der Epi-
pole in den Ursprungsbildern ab. Je na¨her sich die Epipole am sichtbaren Be-
reich des Bildes befinden, desto gro¨ßer werden die rektifizierten Bilder. Befinden
sich die Epipole innerhalb des sichtbaren Bildbereiches, ist mit solchen Ansa¨tzen
keine Rektifizierung mo¨glich, da dies zu unendlich großen Bildern fu¨hren wu¨rde
[PKG99, Ora01, LTL08]. Hieraus resultieren Einschra¨nkungen in der Anwendbar-
keit zahlreicher Algorithmen, da ha¨ufig rektifizierte Kamerabilder vorausgesetzt
werden.
2.3 Modell eines trinokularen Kamerasystems
Die geometrischen Beziehungen zwischen drei Ansichten einer statischen Szene
werden vollsta¨ndig durch die sogenannte Trifokalgeometrie beschrieben, welche
als Erweiterung der Epipolargeometrie angesehen werden kann. Ist die Trifokal-
geometrie zwischen den Ansichten bekannt, lassen sich einerseits Bedingungen fu¨r
korrespondierende Punkte in den drei Kamerabildern aufstellen. Andererseits ist
es mo¨glich synthetische Bilder der Szene zu erzeugen, ohne die Struktur der Sze-
ne explizit zu bestimmen. Hierzu sind lediglich die Projektionsmatrizen der drei
Kameras sowie korrespondierende Punkte in zwei der drei Ansichten notwendig.
Im Folgenden werden die geometrischen Beziehungen, die sich zwischen drei An-
sichten einer statischen Szene ergeben, kurz zusammengefasst. Eine detaillierte
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Abbildung 2.3: Veranschaulichung der Trifokalgeometrie zwischen drei Ansichten
einer Szene. Unter Beru¨cksichtigung der Epipolargeometrie kann fu¨r eine Punkt-
korrespondenz xA ↔ xB der korrespondierende Bildpunkt xC in der dritten An-
sicht bestimmt werden.
Beschreibung dieser Zusammenha¨nge sowie deren Herleitung ist beispielsweise
[Res03, HZ08, Nor11] zu entnehmen.
Abbildung 2.3 zeigt exemplarisch drei Kameras in allgemeiner Anordnung, welche
im Folgenden durch die Indizes A, B und C unterschieden werden sollen und ver-
schiedene Ansichten einer statischen Szene liefern. Die geometrischen Beziehun-
gen zwischen jeweils zwei der drei Ansichten ko¨nnen durch die zugrunde liegende
Epipolargeometrie beschrieben werden. Anhand dieser ist es mo¨glich, fu¨r einen
Punkt in einer Ansicht dessen Epipolarlinie in der jeweils anderen Ansicht der Sze-
ne zu bestimmen und somit eine Aussage u¨ber die Lage des korrespondierenden
Bildpunktes in dieser Ansicht zu treffen.
Basierend auf der Epipolargeometrie zwischen zwei Ansichten kann die Lage des
korrespondierenden Punktes jedoch nur auf eine Linie beschra¨nkt werden. Um eine
eindeutige Bestimmung des Bildpunktes zu ermo¨glichen sind demnach zusa¨tzliche
Informationen erforderlich. Diese ergeben sich beispielsweise durch Beru¨cksichti-
gung einer dritten Ansicht der Szene, wodurch die Lage des Punktes weiter ein-
geschra¨nkt wird. Die sich daraus ergebenden Zusammenha¨nge korrespondierender
Bildpunkte in drei Ansichten sind exemplarisch in Abbildung 2.3 veranschaulicht.
Hierbei stellen die beiden Punkte xA und xB die Projektionen des Objektpunktes
XW auf die Bildebenen der beiden Kameras A und B dar. Ist die Epipolargeome-
trie zwischen den Ansichten bekannt, ko¨nnen die Epipolarlinien le,CA und le,CB
dieser beiden Punkte in der dritten Ansicht der Szene bestimmt werden. Der mit
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dem Objektpunkt XW korrespondierende Bildpunkt in dieser Ansicht ist demnach
durch den Schnittpunkt xC = le,CA×le,CB der beiden Epipolarlinien gegeben (vgl.
Abbildung 2.3). Somit kann bei gegebener Epipolargeometrie der mit einer Punkt-
korrespondenz in zwei Ansichten korrespondierende Punkt in der dritten Ansicht
bestimmt werden, ohne zuvor den 3D-Objektpunkt XW zu rekonstruieren.
Dieser als Epipolartransfer (engl. epipolar transfer) bezeichnete Prozess versagt je-
doch, wenn die optischen Zentren der Kameras entlang einer Linie angeordnet sind.
Ein weiterer degenerierter Fall tritt auf, wenn der 3D-Objektpunkt XW in der trifo-
kalen Ebene liegt, die durch die Projektionszentren {CA,CB ,CC} der Kameras
aufgespannt wird (vgl. Abbildung 2.3). Fu¨r solche Punkte ergeben sich im Bild
der dritten Kamera identische Epipolarlinien, sodass kein eindeutiger Schnittpunkt
berechnet werden kann [FL04].
Diese Singularita¨ten bei der Bestimmung des korrespondierenden Bildpunktes
ko¨nnen durch die Verwendung des sogenannten Trifokaltensors vermieden werden.
Ist dieser bekannt, kann der Bildpunkt in der dritten Ansicht bei einer gegebenen
Punktkorrespondenz zwischen den beiden anderen Ansichten fu¨r beliebige Kame-
raanordnungen bestimmt werden [HZ08].
Die Bestimmung des Trifokaltensors kann hierbei auf unterschiedliche Weise er-
folgen. Zum einen kann dieser anhand korrespondierender Bildpunkte zwischen
den drei Ansichten gescha¨tzt werden. Zum anderen la¨sst sich der Trifokaltensor
basierend auf den Projektionsmatrizen
PA = KA · [RA|tA] (2.14)
PB = KB · [RB |tB ] (2.15)
PC = KC · [RC |tC ] (2.16)
der Kameras berechnen. K bezeichnet hierbei die intrinsischen Kameraparameter,
die Position und Orientierung der Kamera im Raum ist durch die extrinsischen
Parameter {R, t} definiert.
Sind die Projektionsmatrizen der drei Kameras bekannt, ko¨nnen die einzelnen
Komponenten des Trifokaltensors T ∈ R3×3×3 gema¨ß
T qrl = (−1)l+1 · det
¬PlAPqB
PrC
 (2.17)
mit q, r, l ∈ {1, 2, 3} bestimmt werden. Hierin bezeichnet ¬PlA die Matrix, die
sich ergibt wenn aus der Projektionsmatrix PA die l-te Zeile entfernt wird. PqB
und PrC repra¨sentieren die q-te Zeile der Projektionsmatrix PB bzw. die r-te Zeile
der Matrix PC (vgl. [HZ08]).
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Abbildung 2.4: Transfer einer Punktkorrespondenz xA ↔ xB in das Kamerabild
der dritten Ansicht unter der Annahme, dass der Trifokaltensor T zwischen den
drei Ansichten bekannt ist.
Bei gegebenem Trifokaltensor ko¨nnen geometrische Gro¨ßen (z. B. Punkte oder Li-
nien) zwischen den einzelnen Ansichten transferiert werden. Abbildung 2.4 ver-
anschaulicht exemplarisch den Transfer einer Punktkorrespondenz xA ↔ xB in
die dritte Ansicht der Szene. Dieser Transfer erfolgt, indem eine beliebige Linie lB
durch den Bildpunkt xB in den dreidimensionalen Raum zuru¨ckprojiziert wird. Die
sich daraus ergebende Ebene induziert eine Homografie zwischen den Ansichten
A und C anhand derer der Transfer erfolgen kann [HZ08].
Algebraisch kann der Zusammenhang zwischen einer Punktkorrespondenz xA ↔
xB in zwei Ansichten sowie deren korrespondierendem Bildpunkt xC in der dritten
Ansicht der Szene durch
xrC = x
l
A · lB,q · T qrl (2.18)
mit q, r, l ∈ {1, 2, 3} beschrieben werden. Die Linie lB durch den Bildpunkt xB
wird hierbei meist so gewa¨hlt, dass sie senkrecht zur Epipolarlinie ausgerichtet ist.
Ein a¨hnlicher Zusammenhang kann auch aufgestellt werden, um korrespondieren-
de Linien zwischen den Ansichten zu transferieren. Dieser ist der Literatur (z. B.
[HZ08]) zu entnehmen und soll hier nicht weiter betrachtet werden.
Mo¨gliche Anwendungen der Trifokalgeometrie bestehen beispielsweise in der Re-
konstruktion der dreidimensionalen Struktur der Szene. In [Fal97] wurde gezeigt,
dass die Genauigkeit des Umfeldmodells gegenu¨ber einer Rekonstruktion anhand
eines Stereokamerasystems deutlich verbessert werden kann, wenn die Informa-
tionen dreier Kameras bei der Rekonstruktion beru¨cksichtigt werden. Weiterhin
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ermo¨glicht die Trifokalgeometrie die Erzeugung synthetischer Ansichten einer
Szene anhand einer zuvor durchgefu¨hrten Stereoanalyse zwischen zwei Bildern
[Sch05].
3 Bewegungsanalyse in
Bildsequenzen
Neben der 3D-Geometrie spielt die Bewegung eine wichtige Rolle bei der Interpre-
tation der Umgebung. Daher basieren, insbesondere in der Robotik, zahlreiche Ver-
fahren zur Umfeldwahrnehmung auf der Analyse der Bewegung in der Bildebene.
Diese la¨sst Ru¨ckschlu¨sse u¨ber die eigene Bewegung, die Bewegung von Objekten
sowie die Geometrie des Umfeldes zu. Wa¨hrend Anwendungen wie die Eigenbe-
wegungsscha¨tzung bereits mit wenigen Bewegungsvektoren gute Ergebnisse lie-
fern, sind dichte Bewegungsvektorfelder fu¨r die Rekonstruktion der Szene mithilfe
einer bewegten, monokularen Kamera von entscheidender Bedeutung. Basierend
auf der Umfeldgeometrie sowie den vorhandenen Bewegungen kann beispielswei-
se zwischen statischen und dynamischen Objekten unterschieden werden, was eine
wichtige Voraussetzung fu¨r die kollisionsfreie Navigation autonomer Roboter in
unbekannten Umgebungen darstellt.
Zur Analyse dynamischer Prozesse reicht die Betrachtung einzelner Bilder nicht
aus. Sollen Bewegungen detektiert und analysiert werden ist demnach die Betrach-
tung von Bildsequenzen erforderlich. Die Entstehung von Bewegungsvektorfel-
dern sowie deren Repra¨sentation durch den optischen Fluss wird in Kapitel 3.1
na¨her beschrieben. Weiterhin werden Probleme erla¨utert, die bei der Analyse von
Bewegungen in Bildsequenzen auftreten ko¨nnen. Kapitel 3.2 beschreibt die zur
Scha¨tzung des optischen Flusses u¨blicherweise getroffenen Annahmen. Darauf auf-
bauend werden die grundlegenden Verfahren zur Bewegungsanalyse kurz darge-
stellt sowie deren jeweilige Vor- und Nachteile erla¨utert. Abschließend werden in
Kapitel 3.3 die wichtigsten Eigenschaften der Verfahren kurz zusammengefasst.
3.1 Grundlagen der Bewegungsanalyse
Die Bewegung von Objekten sowie die Eigenbewegung der Kamera fu¨hren
zu einem 3D-Bewegungsvektorfeld im Raum. Dieses wird durch die Kame-
ra auf die Bildebene projiziert und liefert dort ein korrespondierendes 2D-
Bewegungsvektorfeld. Eine direkte Beobachtung der Bewegung in der Bildebene
ist jedoch nicht mo¨glich. Vielmehr fu¨hrt die Bewegung von Punkten zu einer zeit-
lichen A¨nderung der Grauwerte I (x, k), welche im Bild beobachtet werden kann.
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(a) Punktmerkmal (b) Kante (c) Homogene Fla¨che
Abbildung 3.1: Veranschaulichung des Aperturproblems. Punktmerkmale ko¨nnen
in aufeinanderfolgenden Bildern eindeutig wiedergefunden werden (3.1a). Bei
Punkten auf Kanten (3.1b) bzw. in homogenen Bildbereichen (3.1c) ist hingegen
keine eindeutige Zuordnung von Punkten zwischen den beiden Bildern mo¨glich
(angelehnt an [Bru06]).
Basierend auf diesen Grauwerta¨nderungen, kann die in der Bildebene sichtbare Be-
wegung eines Punktes x zwischen aufeinanderfolgenden Zeitschritten k und k+ 1
bestimmt werden, die in der Literatur als optischer Fluss bezeichnet wird [Ja¨h05].
Der Grauwert eines Bildpunktes sowie die A¨nderung des Grauwertes zwischen
aufeinanderfolgenden Bildern werden jedoch nicht nur durch Bewegungen son-
dern auch durch zahlreiche weitere Faktoren (z. B. die Beleuchtung der Sze-
ne) beeinflusst. Im Allgemeinen muss somit zwischen dem optischen Fluss und
dem tatsa¨chlichen Bewegungsvektorfeld unterschieden werden. Dies kann am Bei-
spiel einer rotierenden Kugel mit homogener Oberfla¨che veranschaulicht werden
[Hor86]. Die Rotation einer nicht texturierten Kugel um eine beliebige Achse
durch ihr Zentrum ruft in der Bildebene keinen optischen Fluss hervor, obwohl
eine Bewegung stattfindet. Umgekehrt fu¨hrt eine Positionsa¨nderung der Lichtquel-
le bei ruhender Kugel zu einer Beleuchtungsa¨nderung, welche in der Bildebene
als optischer Fluss beobachtbar ist. Sind die Objektoberfla¨chen gut texturiert, ap-
proximiert der optische Fluss die reale Bewegung jedoch ausreichend gut (vgl.
[Bla92, Cam94]). Im Folgenden wird deshalb vorausgesetzt, dass die Bilder aus-
reichend texturiert sind und somit nicht explizit zwischen dem optischen Fluss und
dem zugrunde liegenden Bewegungsvektorfeld unterschieden werden muss.
Zur Bestimmung des optischen Flusses mu¨ssen korrespondierende Punkte in aufei-
nanderfolgenden Bildern bestimmt werden. U¨blicherweise wird hierbei die Annah-
me getroffen, dass sich der Grauwert eines Bildpunktes entlang seiner Trajektorie
nicht a¨ndert. Wird bei der Korrespondenzsuche jedoch lediglich eine kleiner Be-
reich des Bildes betrachtet, fu¨hrt dies ha¨ufig zum sogenannten Aperturproblem,
welches in Abbildung 3.1 veranschaulicht ist. Je nach Inhalt des betrachteten Bild-
ausschnittes ist demnach keine eindeutige Zuordnung korrespondierender Punk-
te mo¨glich, wie es beispielsweise bei Punkten auf Kanten (vgl. Abbildung 3.1b)
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oder in homogenen Bildbereichen (vgl. Abbildung 3.1c) der Fall ist. Merkmale mit
ausreichender Textur, wie beispielsweise Grauwertecken, ko¨nnen hingegen eindeu-
tig wiedererkannt werden (vgl. Abbildung 3.1a). Ein weiteres Problem, welches
auch in stark texturierten Bereichen auftreten kann ist das sogenannte Korrespon-
denzproblem. Sind mehrere nicht unterscheidbare Bereiche (z. B. die Ecken eines
Schachbrettes) in einem Bild vorhanden, kann ebenfalls keine eindeutige Zuord-
nung korrespondierender Punkte erfolgen.
3.2 Scha¨tzverfahren
Zur Scha¨tzung dichter Bewegungsvektorfelder stehen unterschiedliche Methoden
zur Verfu¨gung. Den meisten dieser Methoden liegen verschiedene Modellannah-
men zugrunde, die in der Realita¨t nicht immer erfu¨llt sind. Basierend auf diesen
Annahmen lassen sich jedoch Bedingungen ableiten, die bei der Scha¨tzung des op-
tischen Flusses beru¨cksichtigt werden ko¨nnen. Im Wesentlichen werden folgende
Annahmen getroffen [Bru06]:
• Grauwertkonstanz: Korrespondierende Bildpunkte stellen definitions-
gema¨ß die Projektionen eines Raumpunktes auf die Bildebenen zweier Ka-
meras dar. Wird angenommen, dass einfallendes Licht von der Oberfla¨che
eines Objektes diffus reflektiert wird, ist auch dessen Helligkeit konstant. Fu¨r
die Bildpunkte, die mit dem betrachteten Objektpunkt korrespondieren, kann
somit ebenfalls angenommen werden, dass sich ihre Grauwerte entlang der
Bewegungstrajektorie nicht a¨ndern. Eine wesentliche Bedingung fu¨r diese
Annahme ist jedoch, dass die Beleuchtung der Szene zwischen den Aufnah-
mezeitpunkten konstant ist. Bei transparenten oder spiegelnden Oberfla¨chen
ist diese Annahme nicht erfu¨llt.
• Ra¨umliche Koha¨renz: Benachbarte Punkte im Bild korrespondieren mit be-
nachbarten Punkten in der Welt. Diese liegen meist auf der gleichen Ober-
fla¨che und weisen somit a¨hnliche Bewegungen auf. Fu¨r den optischen Fluss
bedeutet dies, dass benachbarte Flussvektoren a¨hnlich sind und sich das
Bewegungsvektorfeld in o¨rtlicher Richtung nur langsam a¨ndert. Besonders
an Objektgrenzen, an denen benachbarte Bildpunkte nicht auf der gleichen
Oberfla¨che liegen, ist diese Annahme jedoch verletzt.
Im Folgenden werden zuna¨chst die ga¨ngigsten Verfahren zur Scha¨tzung dichter Be-
wegungsvektorfelder kurz vorgestellt. Im Wesentlichen sind dies gradientenbasier-
te Verfahren sowie regionenbasierte Verfahren. Im Anschluss daran wird noch kurz
auf die merkmalsbasierten Verfahren eingegangen. Bei der Beschreibung sollen
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hauptsa¨chlich die zugrunde liegenden Annahmen sowie die Vor- und Nachteile der
jeweiligen Algorithmen erla¨utert werden. Eine ausfu¨hrlichere U¨bersicht sowie ein
Vergleich der verschiedenen Verfahren hinsichtlich ihrer Anwendbarkeit bei unter-
schiedlichen Umgebungsbedingungen ist in [BFB94, GMN+98, SK99, BSL+11]
zu finden.
3.2.1 Gradientenbasierte Verfahren
Grundlage der gradientenbasierten Verfahren zur Scha¨tzung des optischen Flus-
ses ist die Annahme, dass sich der Grauwert eines Punktes entlang seiner Bewe-
gungstrajektorie in der Bildebene nicht a¨ndert. U¨blicherweise ist diese Annahme
nur na¨herungsweise erfu¨llt, da Beleuchtungsa¨nderungen sowie Verdeckungen nicht
modelliert werden, was fu¨r die folgenden Betrachtungen jedoch vernachla¨ssigt wer-
den soll.
Die Modellannahme, dass der Grauwert eines Punktes zwischen zwei aufeinander-
folgenden Aufnahmezeitpunkten k und k + 1 konstant bleibt, kann durch
I (x, y, k) = I (x+ u, y + v, k + 1) (3.1)
ausgedru¨ckt werden. Hierbei bezeichnet x = (x, y)T die Position des betrachteten
Punktes im Bild und u = (u, v)T dessen Verschiebung zwischen aufeinanderfol-
genden Bildern. Wird vorausgesetzt, dass lediglich kleine Bewegungen auftreten,
sodass sich der Grauwert eines Bildpunktes in o¨rtlicher und zeitlicher Richtung
nur langsam a¨ndert, kann die rechte Seite von Gleichung 3.1 durch eine Taylorrei-
he erster Ordnung approximiert werden, sodass sich der Zusammenhang
I (x, k) ≈ I (x, k) + ∂I (x, k)
∂x
· u+ ∂I (x, k)
∂y
· v + ∂I (x, k)
∂k
+ ︸ ︷︷ ︸
≈I(x+u,y+v,k+1)
(3.2)
ergibt [Bru06].  bezeichnet hierbei Terme ho¨herer Ordnung, die im Folgenden
nicht weiter beru¨cksichtigt werden.
Werden fu¨r die ra¨umlichen Ableitungen des Grauwertes die abku¨rzenden Schreib-
weisen Ix bzw. Iy und fu¨r die zeitliche Ableitung die Abku¨rzung Ik eingefu¨hrt,
kann Gleichung 3.2 vereinfacht als
Ix (x, k) · u+ Iy (x, k) · v + Ik (x, k) = 0 (3.3)
dargestellt werden. Dieser Zusammenhang wird meist als Kontinuita¨tsgleichung
des optischen Flusses (engl. motion constraint equation [SK99] bzw. optical flow
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constraint equation [Hor86]) bezeichnet und stellt die Grundlage zahlreicher Ver-
fahren zur Scha¨tzung dichter Bewegungsvektorfelder dar.
Die zur Auswertung von Gleichung 3.3 no¨tigen ra¨umlichen und zeitlichen Ablei-
tungen des Grauwertes ko¨nnen direkt aus dem Bild bestimmt werden. Problema-
tisch wirkt sich hierbei jedoch das Rauschen des Kamerasensors aus, da dieses
durch die Ableitungen versta¨rkt wird. Um dieses Problem zu reduzieren, werden
die Bilder vor der Berechnung der Ableitungen meist mithilfe eines Gauß-Filters
gegla¨ttet. Die Tiefpasswirkung dieses Filters reduziert das hochfrequente Rauschen
und erlaubt somit eine robustere Bestimmung der Ableitungen. Eine zu starke
Gla¨ttung der Bilder kann jedoch dazu fu¨hren, dass relevante Strukturen zersto¨rt
werden und somit Details im resultierenden Bewegungsvektorfeld nicht mehr sicht-
bar sind [XJM12].
Anhand der Kontinuita¨tsgleichung des optischen Flusses kann das Aperturproblem
leicht veranschaulicht werden. Wird lediglich ein Pixel betrachtet, ergibt sich eine
Bedingungsgleichung fu¨r den optischen Fluss an diesem Punkt. Eine eindeutige Be-
stimmung beider Komponenten des Bewegungsvektors ist somit nicht mo¨glich. Bei
nicht verschwindenden Gradienten kann lediglich die Flusskomponente senkrecht
zur Grauwertkante bestimmt werden. Verschwindet der Gradient, beispielsweise
in homogenen Bildbereichen, kann keine Aussage u¨ber den optischen Fluss an der
jeweiligen Stelle im Bild getroffen werden (vgl. [HS81, Ja¨h05]).
Um beide Komponenten des optischen Flusses eindeutig bestimmen zu ko¨nnen,
sind demnach weitere Annahmen no¨tig. Wie bereits erwa¨hnt wird hierbei meist
angenommen, dass benachbarte Punkte a¨hnliche Flussvektoren aufweisen. An-
hand dieser zusa¨tzlichen Annahme kann fu¨r ausreichend texturierte Bildbereiche
durch gleichzeitige Betrachtung mehrerer benachbarter Bildpunkte eine eindeutige
Scha¨tzung des optischen Flusses gewa¨hrleistet werden. Abha¨ngig von der Gro¨ße
der betrachteten Nachbarschaft ko¨nnen die resultierenden Algorithmen in lokale
Verfahren und globale Verfahren eingeteilt werden.
3.2.1.1 Lokale Verfahren
Bei den lokalen Verfahren (z. B. [LK81]) wird angenommen, dass der optische
Fluss innerhalb eines kleinen BereichesR um den betrachteten Bildpunkt konstant
ist. Innerhalb dieses Bereiches kann die Kontinuita¨tsgleichung fu¨r jeden Punkt auf-
gestellt und ausgewertet werden. Im Allgemeinen stehen somit mehr Gleichungen
als Unbekannte zur Verfu¨gung, sodass ein u¨berbestimmtes Gleichungssystem ent-
steht, anhand dessen der unbekannte Bewegungsvektor bestimmt werden kann.
Die Annahme konstanter Flussvektoren innerhalb des betrachteten Bereiches ist
jedoch nur na¨herungsweise erfu¨llt. U¨blicherweise steigt der Fehler im optischen
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Fluss zwischen dem betrachteten Punkt und den verbleibenden Bildpunkten inner-
halb der Nachbarschaft mit zunehmendem Abstand der Punkte zum Zentrum. Um
dies bei der Scha¨tzung zu beru¨cksichtigen, wurde in [LK81] vorgeschlagen den Ein-
fluss der Punkte innerhalb der betrachteten Nachbarschaft in Abha¨ngigkeit von ih-
rem Abstand zum Zentrum zu gewichten. Hierfu¨r wird die Maskew (x) eingefu¨hrt,
die die Gewichte der einzelnen Pixel beinhaltet. Die Scha¨tzung des Flussvektors er-
gibt sich somit als Lo¨sung des Minimierungsproblems
û = minimize
u
{∑
x∈R
w2 (x) · [Ix (x, k) · u+ Iy (x, k) · v + Ik (x, k)]2
}
. (3.4)
Dieses Optimierungsproblem kann derart umgeformt werden, dass sich eine in den
zu optimierenden Parametern {u, v} lineare Gleichung ergibt, deren Lo¨sung mit-
hilfe der Methode der kleinsten Fehlerquadrate geschlossen bestimmt werden kann
[BFB94, SKHD05].
Abha¨ngig von der Grauwertstruktur innerhalb des betrachteten Bereiches tritt wei-
terhin das Aperturproblem auf. Liegt die betrachtete Region auf einer Kante oder
in einem homogenen Bildbereich, la¨sst die beschriebene Methode keine eindeutige
Scha¨tzung des optischen Flusses zu. Somit ist mit lokalen Verfahren im Allgemei-
nen keine Scha¨tzung dichter Bewegungsvektorfelder mo¨glich. Weiterhin gilt die in
Gleichung 3.2 durchgefu¨hrte Linearisierung nur fu¨r kleine Verschiebungen, typi-
scherweise kleiner als ein Pixel, sodass große Flussvektoren nur schwer handhabbar
sind.
Das Problem großer Flussvektoren kann reduziert werden, indem Multiskalen-
ansa¨tze verwendet werden. Hierbei wird zuna¨chst eine Bildpyramide erstellt, wel-
che eine Darstellung des Bildes im Skalenraum ermo¨glicht (vgl. [BA83]). Jede
Ebene der Pyramide repra¨sentiert eine Version des Bildes, wobei die Auflo¨sung
mit steigender Pyramidenstufe reduziert wird. Zur Berechnung neuer Pyramiden-
stufen ist es ausreichend, eine Unterabtastung der jeweils vorhergehenden Stufe
durchzufu¨hren. Hochfrequente Signalanteile im Bild mu¨ssen hierbei jedoch expli-
zit beru¨cksichtigt werden. Dies geschieht, indem das Bild vor der Unterabtastung
mit einem geeigneten Filter (z. B. Gauß-Filter) gegla¨ttet wird [Ja¨h05].
Bei der Scha¨tzung des optischen Flusses im Skalenraum werden zuna¨chst die Be-
wegungsvektoren fu¨r die gro¨bste Pyramidenstufe bestimmt, wobei davon ausgegan-
gen wird, dass die Flussvektoren in dieser Stufe ausreichend klein sind, sodass die
in Gleichung 3.2 durchgefu¨hrte Approximation gilt. Anhand dieser Flussvektoren
ko¨nnen die korrespondierenden Flussvektoren fu¨r die na¨chste Stufe berechnet und
basierend auf einer ho¨her aufgelo¨sten Version des Bildes verfeinert werden. Nach-
dem alle Stufen der Pyramide durchlaufen wurden, steht eine Flussscha¨tzung fu¨r
die Originalauflo¨sung des Bildes zur Verfu¨gung.
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U¨blicherweise ko¨nnen durch die Verwendung von Multiskalenansa¨tzen genauere
Flussvektoren bestimmt werden, als es ohne die Verwendung solcher Techniken
mo¨glich ist. Dies geht jedoch mit zahlreichen zusa¨tzlichen Verarbeitungsschritten
einher. Neben der Berechnung der Bildpyramide mu¨ssen fu¨r jede Ebene die Bewe-
gungsvektoren gescha¨tzt werden, wodurch sich der Aufwand erho¨ht.
3.2.1.2 Globale Verfahren
Eine weitere Klasse von Methoden zur Scha¨tzung des optischen Flusses sind die
sogenannten globalen Verfahren, die in [HS81] erstmals vorgestellt wurden. Im Ge-
gensatz zu den lokalen Verfahren, bei denen die Scha¨tzung des optischen Flusses
auf der Auswertung eines kleinen Bereiches um den betrachteten Bildpunkt beruht,
wird bei den globalen Verfahren ein Energiefunktional u¨ber den gesamten Bildbe-
reich Ω ⊂ R2 optimiert. Dieses besteht im Allgemeinen aus einem Datenterm ED
sowie einem Glattheitsterm ES , der ha¨ufig auch als Regularisierung bezeichnet
wird. Die Kombination beider Terme fu¨hrt zu einem Energiefunktional der Form
E (u) =
∫
Ω
ED (u) + α · ES (u) dx, (3.5)
wobei α einen Gewichtungsfaktor darstellt, der die Glattheit des resultierenden Be-
wegungsvektorfeldes beeinflusst. Die Scha¨tzung des Flussfeldes u basiert auf den
korrespondierenden Euler-Lagrange-Gleichungen, anhand derer mithilfe der Varia-
tionsrechnung eine numerische Minimierung des Energiefunktionals durchgefu¨hrt
werden kann.
Wa¨hrend dem Datenterm die Annahme zugrunde liegt, dass sich ein im Bild beob-
achtbares Merkmal (z. B. der Grauwert eines Bildpunktes) zwischen aufeinander-
folgenden Bildern nicht a¨ndert, repra¨sentiert der Glattheitsterm Modellannahmen
u¨ber das resultierende Flussfeld. U¨blicherweise wird hierbei, unter der Annahme
ra¨umlicher Koha¨renz, von ra¨umlich langsam vera¨nderlichen Bewegungsvektorfel-
dern ausgegangen [Bru06].
Basierend auf der Annahme, dass der Grauwert eines Bildpunktes entlang sei-
ner Bewegungstrajektorie konstant bleibt, kommt als Datenterm ha¨ufig die Konti-
nuita¨tsgleichung des optischen Flusses zur Anwendung. Hieraus resultieren jedoch
zwei wesentliche Nachteile. Zum einen gilt die Kontinuita¨tsgleichung nur fu¨r kleine
Verschiebungen, sodass große Verschiebungsvektoren mit globalen Ansa¨tzen nur
dann bestimmt werden ko¨nnen, wenn die in Kapitel 3.2.1.1 bereits beschriebenen
Multiskalenansa¨tze verwendet werden [BBM09]. Zum anderen ist die Annahme
konstanter Grauwerte ha¨ufig nur na¨herungsweise erfu¨llt.
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Generell besteht jedoch die Mo¨glichkeit, das Energiefunktional um beliebige
Terme zu erweitern. So wird beispielsweise in [BBPW04] ein Algorithmus be-
schrieben, bei dem neben der Grauwertkonstanz zusa¨tzlich gefordert wird, dass
die Grauwertgradienten an korrespondierenden Punkten a¨hnlich sind. Dies fu¨hrt
insbesondere bei wechselnden Beleuchtungsverha¨ltnissen zu besseren Ergebnis-
sen. Ein a¨hnlicher Ansatz zur Verbesserung der Robustheit gegenu¨ber Beleuch-
tungsa¨nderungen wird in [MRR+11] beschrieben. Anstatt im Energiefunktional
konstante Grauwerte korrespondierender Pixel zu fordern, werden hier die Census-
Deskriptoren (vgl. Kapitel 3.2.3) innerhalb des Datenterms verwendet.
Allgemein erlauben globale Verfahren die Scha¨tzung dichter Flussfelder, sodass
auch in homogenen Bildbereichen, in denen mit lokalen Verfahren kein optischer
Fluss bestimmt werden kann, Bewegungsinformation zur Verfu¨gung steht. Dies
wird durch die Verwendung der Regularisierungsterme ermo¨glicht. Anhand derer
ko¨nnen Flussvektoren die in ausreichend texturierten Bildbereichen bestimmt wer-
den konnten, in untexturierte Bereiche propagiert werden.
Durch die Glattheitsterme ergeben sich jedoch auch wesentliche Nachteile globa-
ler Verfahren. Die u¨blicherweise verwendeten Regularisierungsterme modellieren
eine konstante Bewegung benachbarter Bildpunkte. Abweichungen von dieser Mo-
dellannahme resultieren in einem Einfluss auf das zu minimierende Energiefunktio-
nal. Benachbarte Bildpunkte weisen beispielsweise dann eine konstante Bewegung
auf, wenn sich eine zur Bildebene frontoparallele Ebene rein translatorisch entlang
derXC- bzw. YC-Achse des Kamerakoordinatensystems bewegt. Bewegt sich diese
Ebene hingegen auf die Kamera zu oder von der Kamera weg, resultiert daraus ein
nicht konstantes Bewegungsvektorfeld im Bild. Hieraus ergibt sich, dass die ver-
wendeten Regularisierungsterme meist nicht gu¨ltig sind und zu einer Bestrafung
zula¨ssiger Bewegungen in der Bildebene fu¨hren [KTW08].
Wesentlich sta¨rker wirkt sich die Annahme na¨herungsweise konstanter Flussfel-
der jedoch an Objektgrenzen aus. Hier sind typischerweise starke A¨nderungen im
Bewegungsvektorfeld vorhanden. Diese Diskontinuita¨ten im Bewegungsvektorfeld
werden durch die verwendeten Regularisierungsterme ha¨ufig nur unzureichend mo-
delliert. Aufgrund der daraus resultierenden Gla¨ttung sind bei Verwendung globa-
ler Verfahren fehlerhafte Bewegungsvektoren entlang von Objektgrenzen zu erwar-
ten.
Um das Problem der Gla¨ttung an Objektgrenzen zu reduzieren stehen verschiedene
Verfahren zur Verfu¨gung, die weitere Annahmen u¨ber die Glattheit der Bewegungs-
vektorfelder treffen, wodurch sich unterschiedliche Regularisierungsterme ergeben
(z. B. [Sch93, Sch94, Wei98, AWS00, PBB+06]). Diese Verfahren ko¨nnen in die
beiden Klassen datengetrieben und flussgetrieben eingeteilt werden, auf die hier
nicht weiter eingegangen werden soll. Eine ausfu¨hrliche U¨bersicht ha¨ufig verwen-
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deter Daten- und Glattheitsterme sowie eine Evaluation der daraus resultierenden
Scha¨tzverfahren ist beispielsweise in [WBBP06] zu finden.
3.2.2 Regionenbasierte Verfahren
Die im vorherigen Kapitel beschriebenen gradientenbasierten Verfahren zur Be-
stimmung des optischen Flusses weisen im Wesentlichen zwei Nachteile auf. Zum
einen wird die numerische Berechnung der o¨rtlichen und zeitlichen Ableitungen
stark durch das Rauschen des Sensors beeinflusst, was sich insbesondere bei den
globalen Verfahren negativ auf die Genauigkeit der Scha¨tzung auswirkt [BWS02].
Zum anderen eignen sich diese Ansa¨tze lediglich zur Scha¨tzung kleiner Flussvekto-
ren. Große Flussvektoren, wie sie im Bereich der Robotik auftreten, ko¨nnen mit den
beschriebenen Verfahren nur unter Verwendung von Multiskalenansa¨tzen gescha¨tzt
werden.
Ein weiterer Nachteil der globalen Verfahren besteht darin, dass bei der Minimie-
rung des Energiefunktionals hochdimensionale Gleichungssysteme gelo¨st werden
mu¨ssen [AWS00]. Der damit einhergehende Aufwand ist insbesondere bei Anwen-
dungen, bei denen die Echtzeitfa¨higkeit der Algorithmen eine wichtige Rolle spielt,
von entscheidender Bedeutung. In solchen Anwendungsfa¨llen stellt die Verwen-
dung regionenbasierter Verfahren eine Alternative zu den gradientenbasierten Ver-
fahren dar.
Bei den regionenbasierten Verfahren (ha¨ufig auch als Block- oder Template-
Matching bezeichnet) wird bei der Korrespondenzsuche ein Vergleich der Grau-
werte einzelner Bildpunkte durchgefu¨hrt. Der Grauwert eines einzelnen Punktes
ist als Beschreibungsmerkmal fu¨r die Korrespondenzsuche jedoch ungeeignet. Ein
aussagekra¨ftigeres Merkmal stellt die Grauwertstruktur um den betrachteten Punkt
dar [Sch05]. Deshalb wird bei der Bewegungsanalyse u¨blicherweise ein rechtecki-
ger BlockR um den jeweiligen Bildpunkt betrachtet. Innerhalb dieses Blocks wird
angenommen, dass alle Bildpunkte einen identischen Bewegungsvektor aufweisen.
Bei der Wahl der Blockgro¨ße muss jedoch beru¨cksichtigt werden, dass diese An-
nahme mit zunehmender Gro¨ße sta¨rker verletzt wird. Andererseits steigt der Infor-
mationsgehalt des Blocks mit seiner Gro¨ße, wodurch eine eindeutigere Zuordnung
korrespondierender Bildpunkte mo¨glich wird.
Bei der Korrespondenzsuche werden die Grauwerte innerhalb des zuvor definier-
ten Blocks mit den Grauwerten unterschiedlicher Blo¨cke im Folgebild verglichen.
Anstatt alle mo¨glichen Bildpunkte zu u¨berpru¨fen werden hierbei, basierend auf der
Annahme eines begrenzten optischen Flusses u, nur die Punkte innerhalb eines zu-
vor festgelegten Bildbereiches B untersucht. Dieser Suchbereich ist u¨blicherweise
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als rechteckiger Block um die Koordinate des Referenzpunktes im vorherigen Bild
definiert.
Zur Bewertung der A¨hnlichkeit zweier Bildregionen stehen unterschiedliche Ver-
gleichsmaße zur Verfu¨gung [WL08]. Wa¨hrend die Verschiedenheit zweier Blo¨cke
beispielsweise durch die Summe der absoluten Differenzen (engl. sum of absolute
differences)
SAD (u) =
∑
x∈R
|I1 (x)− I2 (x + u)| (3.6)
oder die Summe der quadratischen Differenzen (engl. sum of squared differences)
SSD (u) =
∑
x∈R
(I1 (x)− I2 (x + u))2 (3.7)
beschrieben werden kann, beschreibt der normierte Kreuzkorrelationskoeffizient
(engl. normalized cross-correlation coefficient)
NCC (u) =
∑
x∈R I1 (x) · I2 (x + u)√∑
x∈R I1 (x)
2 ·∑x∈R I2 (x + u)2 (3.8)
die A¨hnlichkeit zweier Bildregionen. Die Scha¨tzung des optischen Flusses erfolgt
durch Bewertung aller Kandidaten innerhalb des vorgegebenen Suchbereichs B.
Der Verschiebungsvektor zwischen dem zu untersuchenden Bildpunkt und dem
Kandidaten, der die ho¨chste A¨hnlichkeit aufweist entspricht dem optischen Fluss
des betrachteten Punktes.
U¨blicherweise werden die oben genannten Vergleichsmaße direkt auf den Inten-
sita¨tswerten der Bilder ausgewertet. Insbesondere bei sich a¨ndernden Beleuch-
tungsbedingungen kann dies jedoch zu fehlerhaften Flussscha¨tzungen fu¨hren. Eine
robustere Bestimmung des optischen Flusses kann meist erreicht werden, wenn die
Vergleichsmaße auf vorgefilterten Bildern ausgewertet werden. Im Falle additiver
Helligkeitsa¨nderungen ko¨nnen beispielsweise die Gradientenbilder verwendet wer-
den. Stehen Farbbilder fu¨r die Korrespondenzsuche zur Verfu¨gung, kann dies die
Robustheit ebenfalls positiv beeinflussen [ZL00].
Gegenu¨ber den gradientenbasierten Verfahren besteht der Hauptvorteil der regio-
nenbasierten Verfahren darin, dass prinzipiell beliebig große Verschiebungsvekto-
ren bestimmt werden ko¨nnen. Lediglich starke perspektivische Verzerrungen der zu
vergleichenden Bildblo¨cke, wie sie beispielsweise durch eine starke Bewegung der
Kamera oder durch Objektbewegungen hervorgerufen werden ko¨nnen, wirken sich
negativ auf das Scha¨tzergebnis aus. Weiterhin steigt der Aufwand mit der Gro¨ße der
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zu erwartenden Flussvektoren. In der Robotik, wo je nach Kameraauflo¨sung und
Bewegungsgeschwindigkeit Flussvektoren mit einer La¨nge bis zu ca. 100 Pixel auf-
treten ko¨nnen, wu¨rde ein quadratischer Suchbereich B zu ca. 40.000 Kandidaten
fu¨r jeden Bildpunkt fu¨hren, was nicht effizient berechenbar ist.
Zur Reduktion des Berechnungsaufwandes fu¨r die Korrespondenzsuche stehen
prinzipiell zwei Vorgehensweisen zur Verfu¨gung. Einerseits besteht die Mo¨glich-
keit die Berechnung des Vergleichsmaßes fu¨r jeden Punkt zu beschleunigen, wie
es beispielsweise in [CHF01, CCC03, SM03, WL08] vorgeschlagen wird. Anderer-
seits kann eine Erho¨hung der Effizienz durch eine Reduktion der mo¨glichen Kandi-
daten erreicht werden. Hierfu¨r werden ha¨ufig Suchstrategien (z. B. [PM96, JC04])
eingesetzt, die lediglich einen Teil der Kandidaten innerhalb des Suchfensters u¨ber-
pru¨fen. Somit kann bei diesen Verfahren nicht garantiert werden, dass das globale
Optimum innerhalb des Suchfensters gefunden wird.
3.2.3 Merkmalsbasierte Verfahren
Wa¨hrend die bisher beschriebenen Verfahren zur Bestimmung des optischen Flus-
ses eine Scha¨tzung dichter Bewegungsvektorfelder erlauben, kann mit merkmals-
basierten Verfahren lediglich die Bewegung markanter Bildpunkte bestimmt wer-
den. Die Beschra¨nkung auf wenige markante Punkte im Bild resultiert jedoch meist
in einer zeiteffizienten Scha¨tzung robuster Merkmalskorrespondenzen.
In der Literatur werden zahlreiche Verfahren zur Bestimmung von Merkmalskor-
respondenzen zwischen unterschiedlichen Ansichten beschrieben. Diese Verfahren
gliedern sich meist in zwei Teilschritte. Zuna¨chst mu¨ssen markante Punkte im Bild
detektiert werden. Anschließend werden die detektierten Punkte durch einen Merk-
malsdeskriptor beschrieben, der fu¨r die Korrespondenzsuche verwendet wird.
Die beiden Teilschritte der Korrespondenzsuche sollen in den folgenden Kapiteln
getrennt voneinander beschrieben werden.
3.2.3.1 Merkmalsdetektion
Zwei Eigenschaften sind fu¨r markante Punkte von entscheidender Bedeutung. Zum
einen mu¨ssen Merkmalspunkte eine hohe Wiederholrate aufweisen, d. h. die glei-
chen Bildpunkte mu¨ssen in unterschiedlichen Bildern zuverla¨ssig detektiert wer-
den ko¨nnen. Zum anderen muss der umgebende Bildbereich aussagekra¨ftige Eigen-
schaften besitzen, die eine robuste Zuordnung von Punkten ermo¨glichen [SMB00].
Idealerweise sollten sich diese Eigenschaften auch bei Blickwinkela¨nderungen oder
Rotationen nur geringfu¨gig a¨ndern.
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Merkmale, die die genannten Eigenschaften weitestgehend erfu¨llen, sind Ecken und
sogenannte Blobs. Wa¨hrend sich Ecken durch starke Gradienten in unterschiedli-
chen Richtungen auszeichnen, sind Blobs als Bildbereiche definiert, deren Grau-
werte sich stark von ihrer Umgebung abheben. Im Vergleich zu Grauwertecken
beschreiben Blobs meist markantere Bildbereiche, sodass selbst bei starken A¨nde-
rungen der Kameraposition die gleichen Merkmale zuverla¨ssig detektiert werden
ko¨nnen. Demgegenu¨ber steht der Nachteil, dass die Lokalisierungsgenauigkeit von
Blobs im Bild oft geringer ist als die von Ecken [AKB08, FS12].
In der Literatur werden zahlreiche Verfahren zur Detektion markanter Bildpunk-
te beschrieben. Diese liefern fu¨r jeden Bildpunkt ein Maß, anhand dessen beur-
teilt werden kann, ob es sich um einen markanten Bildpunkt handelt oder nicht.
Zur Bestimmung der Eckenartigkeit eines Punktes wird ha¨ufig der Grauwertstruk-
turtensor verwendet [HS88, ST94]. Eine weitere Mo¨glichkeit zur Detektion von
Grauwertecken besteht in der Auswertung kreisfo¨rmiger Bereiche um die potenti-
ellen Merkmalspunkte [TH98, RD06, RPD10]. Blobs werden u¨blicherweise durch
Faltung des Bildes mit speziellen Filtern, beispielsweise dem Laplacian of Gaus-
sian (LoG) Filter, detektiert. Diese Filterung ist rechenaufwendig, weshalb ha¨ufig
vereinfachte Filtermasken zur Approximation der LoG-Funktion verwendet wer-
den (vgl. [Low99, AKB08]), auf die hier jedoch nicht weiter eingegangen werden
soll.
Fu¨r weitere Ecken- und Blob-Detektoren, die hier nicht im Detail beschrieben wer-
den sollen, sowie einen Vergleich der unterschiedlichen Ansa¨tze hinsichtlich ih-
rer Leistungsfa¨higkeit bei variierenden Aufnahmebedingungen sei auf die Literatur
(z. B. [SMB00, GHT11]) verwiesen.
3.2.3.2 Merkmalsbeschreibung
Fu¨r eine effiziente Korrespondenzsuche muss eine kompakte und diskriminative
Beschreibung der Merkmalspunkte vorhanden sein. Diese ist meist durch Merk-
malsdeskriptoren gegeben, die die lokale Umgebung um die detektierten Punkte
charakterisieren. Die Korrespondenzsuche erfolgt anschließend durch Vergleich
der Deskriptoren unterschiedlicher Merkmalspunkte. Die ga¨ngigsten hierfu¨r ver-
wendeten Vergleichsmaße werden in [Hau10] beschrieben.
Die einfachste Form zur Beschreibung von Merkmalspunkten stellen die Grau-
werte in einer lokalen Umgebung um den betrachteten Merkmalspunkt dar. Ein
Vergleichsmaß ergibt sich fu¨r diese Art von Deskriptoren beispielsweise anhand
der Summe der absoluten Differenzen zweier Deskriptoren (vgl. Kapitel 3.2.2).
Die direkte Verwendung der Intensita¨tswerte ist jedoch anfa¨llig gegenu¨ber Hellig-
keitsa¨nderungen im Bild, da diese den resultierenden Deskriptor stark beeinflussen.
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Robustere Deskriptoren ergeben sich, wenn anstatt der Intensita¨tswerte die Ablei-
tungen der Intensita¨tswerte verwendet werden, wodurch eine Invarianz gegenu¨ber
additiven Beleuchtungseinflu¨ssen erreicht werden kann.
Ein weiterer beleuchtungsinvarianter und effizient zu berechnender Deskriptor ist
durch die Census-Transform gegeben (vgl. [ZW94]). Hierbei wird die Grauwert-
verteilung in der lokalen Nachbarschaft um das betrachtete Merkmal durch einen
bina¨ren Deskriptor beschrieben. Punkte in der Nachbarschaft, die heller als das
zentrale Pixel sind, liefern den Wert Eins im Deskriptor. Ist ein Punkt dunkler als
der betrachtete Bildpunkt, resultiert dies in einem Wert Null [Ste04]. Als Qualita¨ts-
maß fu¨r die Korrespondenzsuche wird in diesem Fall die Hamming-Distanz (vgl.
[Ste04]) verwendet, wodurch die resultierenden Merkmalsdeskriptoren effizient ge-
speichert und sehr schnell verglichen werden ko¨nnen.
Treten starke perspektivische Verzerrungen in den Bildern auf, wie sie beispiels-
weise durch große Absta¨nde zwischen den optischen Zentren zweier Kameras her-
vorgerufen werden ko¨nnen, a¨ndert sich die lokale Grauwertstruktur um die betrach-
teten Merkmalspunkte erheblich. Ist dies der Fall, sind die bisher beschriebenen
Verfahren fu¨r eine zuverla¨ssige Korrespondenzsuche ungeeignet.
Deskriptoren, die auch dann noch eine zuverla¨ssige Bestimmung von Punktkorres-
pondenzen ermo¨glichen, wenn starke A¨nderungen in der Skale bzw. Rotationen
vorhanden sind, basieren im Wesentlichen auf Histogrammen, die die Grauwert-
und Grauwertgradientenverteilung um einen Merkmalspunkt charakterisieren. Ein
mo¨gliches Beispiel fu¨r diese Art von Deskriptoren ist die Scale Invariant Feature
Transform (SIFT) [Low99, Low04]. Die Robustheit dieses Deskriptors gegenu¨ber
Rotationen und Skalena¨nderungen geht jedoch, aufgrund der zahlreichen vorverar-
beitenden Schritte, mit einer aufwendigen Berechnung einher.
Effizientere histogrammbasierte Deskriptoren sind beispielsweise durch SURF
[BETG08] und DAISY [TLF10] gegeben. Auf eine detaillierte Beschreibung die-
ser Deskriptoren soll in dieser Arbeit jedoch verzichtet werden, da selbst durch die
durchgefu¨hrten Optimierungen keine effiziente Berechnung dichter Deskriptorfel-
der fu¨r alle Bildpunkte mo¨glich ist, welche eine Voraussetzung fu¨r die Scha¨tzung
dichter Bewegungsvektorfelder darstellen. Weiterhin ist der Vergleich zweier Des-
kriptoren aufgrund ihrer Dimension sowie des verwendeten Vergleichsmaßes rela-
tiv rechenintensiv.
Eine weitere Mo¨glichkeit zur Beru¨cksichtigung von starken perspektivischen Ver-
zerrungen zwischen den Ansichten stellen bina¨re Deskriptoren dar, die als Erweite-
rung der Census-Transformation angesehen werden ko¨nnen. Beispiele hierfu¨r sind
der in [CLSF10] beschriebene BRIEF-Deskriptor, sowie der darauf aufbauende ro-
tationsinvariante ORB-Merkmalsdeskriptor der in [RRKB11] beschrieben ist. Wei-
tere bina¨re Deskriptoren werden beispielsweise in [LCS11, AOV12] beschrieben.
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Alle genannten bina¨ren Deskriptoren weisen im Gegensatz zu den histogrammba-
sierten Deskriptoren den Vorteil auf, dass sie anhand der Hamming-Distanz vergli-
chen werden ko¨nnen, wodurch u¨blicherweise eine deutlich effizientere Korrespon-
denzsuche ermo¨glicht wird.
Weitere Merkmalsdeskriptoren, auf die hier nicht weiter eingegangen werden soll,
werden in [GHT11] beschrieben und hinsichtlich ihrer Leistungsfa¨higkeit unter
verschiedenen Umgebungsbedingungen sowie ihrem Berechnungsaufwand unter-
sucht. Anhand dieser Evaluation ist ersichtlich, dass mit dem SIFT-Deskriptor ins-
gesamt gute Ergebnisse erzielt werden ko¨nnen, die Auswahl des Merkmalsvektors
im Allgemeinen jedoch problemspezifisch erfolgen sollte.
3.3 Vergleich der Verfahren
Jedes der beschriebenen Verfahren weist spezifische Vorteile sowie prinzipbedingte
Nachteile auf, die hier nochmals kompakt zusammengefasst werden sollen.
• Gradientenbasierte Verfahren: Diese Verfahren basieren auf der Auswer-
tung der Kontinuita¨tsgleichung des optischen Flusses zur Scha¨tzung des Be-
wegungsvektorfeldes. Sie ko¨nnen in die beiden Klassen lokale und globa-
le Verfahren eingeteilt werden, wobei dichte Bewegungsvektorfelder u¨bli-
cherweise nur mit globalen Verfahren bestimmt werden ko¨nnen. Die hierzu
no¨tigen Regularisierungsterme fu¨hren meist jedoch zu starken Gla¨ttungen an
Objektgrenzen. Weiterhin sind diese Verfahren ha¨ufig nur fu¨r kleine Bewe-
gungsvektoren geeignet und sehr rechenintensiv.
• Regionenbasierte Verfahren: Korrespondierende Punkte werden bei die-
sen Verfahren durch einen Vergleich der Intensita¨tswerte innerhalb kleiner
Bildbereiche gesucht. Probleme treten hierbei lediglich auf, wenn innerhalb
dieser Bereiche wenig Textur vorhanden ist oder starke perspektivische Ver-
zerrungen zwischen den beiden Ansichten vorhanden sind. Generell ko¨nnen
beliebig große Flussvektoren gescha¨tzt werden, der dafu¨r notwendige Auf-
wand steigt jedoch mit wachsender Gro¨ße des Suchbereichs an.
• Merkmalsbasierte Verfahren: Merkmalskorrespondenzen werden nur an
markanten Bildpunkten gesucht, sodass keine dichten Bewegungsvektorfel-
der bestimmt werden ko¨nnen. Diese Punkte werden zuna¨chst im Bild de-
tektiert und anschließend anhand eines Merkmalsdeskriptors beschrieben.
Aufgrund der geringen Anzahl Punkte ist u¨blicherweise eine zeiteffiziente
und robuste Bestimmung von Korrespondenzen mo¨glich. Zudem sind diese
Verfahren ha¨ufig rotations- und skaleninvariant.
4 Scha¨tzung der Kamerabewegung
In der Robotik spielt die Scha¨tzung der Fahrzeugeigenbewegung eine zentrale Rol-
le fu¨r weiterfu¨hrende Anwendungen. Neben zahlreichen Verfahren zur bildbasier-
ten Erkennung unabha¨ngig bewegter Verkehrsteilnehmer, wie sie beispielsweise in
[KRL10b, BBA11] beschrieben werden, ist die Kenntnis der eigenen Bewegung
eine wichtige Voraussetzung des in [GZS11] vorgestellten Algorithmus zur kame-
rabasierten Erzeugung von 3D-Karten gro¨ßerer Umgebungen aus einem fahrenden
Fahrzeug heraus.
Zur Scha¨tzung der Fahrzeugeigenbewegung stehen unterschiedliche Sensoren zur
Verfu¨gung, wobei ha¨ufig Drehzahlsensoren an den Ra¨dern, Inertialsensoren oder
GPS-Empfa¨nger verwendet werden. Die Genauigkeit der gelieferten Messdaten
ha¨ngt bei diesen Sensoren jedoch stark von den Umgebungsbedingungen ab. Rad-
drehzahlsensoren liefern beispielsweise dann ungenaue Scha¨tzergebnisse, wenn
Schlupf zwischen Reifen und Fahrbahn auftritt. Die Positionsbestimmung mittels
GPS ist in innersta¨dtischen Gebieten aufgrund der meist schlechten Sichtverbin-
dung zu den Satelliten, sowie der Mehrwegeausbreitung des GPS-Signals (engl.
multipath effect) ungenau. In manchen Bereichen (z. B. unter Wasser), ist mithilfe
von GPS u¨berhaupt keine Positionsbestimmung mo¨glich [SF11].
Aus den genannten Gru¨nden werden zunehmend kamerabasierte Verfahren zur
Scha¨tzung der Eigenbewegung des Fahrzeugs verwendet (z. B. [CMM06, MCM07,
DHS09]). Der Vorteil dieser Verfahren besteht darin, dass die Scha¨tzergebnisse
unabha¨ngig von den Umgebungsbedingungen sind. Lediglich eine ausreichend be-
leuchtete Szene sowie gut texturierte Oberfla¨chen sind fu¨r eine genaue Scha¨tzung
der Bewegung erforderlich. Sind diese Voraussetzungen erfu¨llt, liefern kamera-
basierte Verfahren meist Trajektorien mit einer ho¨heren Genauigkeit als sie bei-
spielsweise durch Auswertung der Raddrehzahlsensoren erreicht werden ko¨nnen
[HCC+04].
Die Grundlagen sowie die mo¨glichen Ansa¨tze zur inkrementellen Scha¨tzung der
Fahrzeugeigenbewegung anhand von visuellen Informationen werden in Kapi-
tel 4.1 na¨her beschrieben. Darauf aufbauend wird ein robustes Verfahren zur inkre-
mentellen Scha¨tzung der Fahrzeugbewegung hergeleitet, welches auch fu¨r Echtzeit-
anwendungen geeignet ist. Ausgangspunkt des vorgestellten Verfahrens sind, a¨hn-
lich wie bei den in [How08, KGL10, GZS11] beschriebenen Algorithmen, Merk-
malskorrespondenzen zwischen unterschiedlichen Ansichten einer Szene.
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Abbildung 4.1: Prinzip der inkrementellen Bewegungsscha¨tzung. Es werden je-
weils nur die relativen A¨nderungen der Fahrzeugpose zwischen zeitlich aufeinan-
derfolgenden Messungen bestimmt. Die Gesamttrajektorie des Fahrzeugs ergibt
sich durch Verkettung der einzelnen Bewegungsscha¨tzungen.
Fu¨r die weiteren Betrachtungen wird vorausgesetzt, dass Punktkorrespondenzen
bereits in einem vorverarbeitenden Schritt aus den Bildern extrahiert wurden. Zur
Reduktion der Rechenzeit wird aus diesen Korrespondenzen zuna¨chst eine Vor-
auswahl getroffen, wie sie in Kapitel 4.2 beschrieben wird. Ausgehend von den
verbleibenden Merkmalskorrespondenzen wird die rekursive Scha¨tzung der Fahr-
zeugbewegung in den Kapiteln 4.3 und 4.4 beschrieben. Darauf aufbauend veran-
schaulicht Kapitel 4.5 die Notwendigkeit der sorgfa¨ltigen Wahl des Scha¨tzverfah-
rens. Anschließend wird in Kapitel 4.6 eine Bewertung der Leistungsfa¨higkeit des
hergeleiteten Algorithmus anhand von simulierten Messdaten durchgefu¨hrt. Ab-
schließend wird in Kapitel 4.7 eine Erweiterung des Algorithmus vorgestellt, die
selbst in hochdynamischen Umgebungen, mit zahlreichen unabha¨ngig bewegten
Verkehrsteilnehmern, zuverla¨ssige Scha¨tzergebnisse ermo¨glicht.
4.1 Grundlagen der Bewegungsscha¨tzung
Zur Beschreibung der Bewegung eines Fahrzeugs durch seine Umgebung wird
ha¨ufig die aus der Bewegung resultierende Trajektorie verwendet. Diese repra¨sen-
tiert den vom Fahrzeug zuru¨ckgelegten Pfad innerhalb eines Referenzkoordinaten-
systems, abha¨ngig von der verstrichenen Zeit.
Aufgrund der zeitdiskreten Arbeitsweise der verfu¨gbaren Sensoren wird zur Re-
pra¨sentation der Trajektorie meist eine diskrete Menge aufeinanderfolgender Po-
sen verwendet. Jede dieser Posen beschreibt die Position und Orientierung des
Fahrzeugs im Referenzkoordinatensystem zu einem bestimmten Zeitpunkt k (vgl.
Abbildung 4.1). U¨blicherweise erlauben die verwendeten Sensoren jedoch keine
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Bestimmung der aktuellen Pose im Bezugskoordinatensystem sondern liefern le-
diglich die relative A¨nderung der Pose gegenu¨ber der vorhergehenden Messung.
Wird die Bewegung des Fahrzeugs zwischen aufeinanderfolgenden Zeitpunkten
k − 1 und k als Starrko¨rperbewegung beschrieben, kann die relative A¨nderung
der Position und Orientierung im dreidimensionalen Raum durch eine Translati-
on tk,k−1 ∈ R3 sowie eine Rotation Rk,k−1 ∈ R3×3 modelliert werden. Beide
Gro¨ßen lassen sich in einer Transformationsmatrix Tk,k−1 ∈ R4×4 der Form
Tk,k−1 =
[
Rk,k−1 tk,k−1
0T 1
]
(4.1)
zusammenfassen. Vereinfachend wird im Folgenden angenommen, dass das Fahr-
zeugkoordinatensystem mit dem Koordinatensystem der Kamera u¨bereinstimmt.
Ist dies der Fall, sind die von der Kamera gemessene Bewegung und die Bewegung
des Fahrzeugs identisch.
Ha¨ufig ist jedoch nicht die relative A¨nderung der Fahrzeugpose zwischen aufei-
nanderfolgenden Zeitpunkten von Interesse, sondern die zuru¨ckgelegte Trajektorie
des Fahrzeugs, d. h. der zeitliche Verlauf der Fahrzeugpose Tk innerhalb eines zu-
vor definierten Referenzkoordinatensystems. Die Pose zum Zeitpunkt k kann durch
Verkettung der einzelnen Transformationen gema¨ß
Tk =
[
Rk tk
0T 1
]
= Tk,k−1 ·Tk−1,k−2 · . . . ·T2,1 ·T1,0 ·T0 (4.2)
bestimmt werden. Hierbei beschreibt T0 die Pose des Fahrzeugs innerhalb des Re-
ferenzkoordinatensystems zum Zeitpunkt k = 0. Ha¨ufig wird diese so gewa¨hlt,
dass T0 = I gilt, d. h. das Referenzkoordinatensystem ist durch die Anfangspose
des Fahrzeugs definiert [SF11].
Ein Nachteil inkrementeller Verfahren zur Scha¨tzung der Eigenbewegung besteht
darin, dass sich die Fehler in den Einzelscha¨tzungen mit der Zeit aufakkumulieren.
Dies fu¨hrt insbesondere bei la¨ngeren Trajektorien zu einer erheblichen Drift und
somit zu einer immer sta¨rkeren Abweichung zwischen gescha¨tzter und tatsa¨chlicher
Trajektorie [ZOS+07]. U¨blicherweise bieten Scha¨tzverfahren, die auf der Auswer-
tung von Inertial- oder Drehzahlsensoren beruhen, keine Mo¨glichkeit diese Drift
zu reduzieren. Lediglich die Fusion von absoluten Positionsdaten (z. B. aus GPS-
Sensoren) in den Scha¨tzprozess kann die auftretende Drift verringern.
Durch Verwendung visueller Sensoren zur Scha¨tzung der Fahrzeugbewegung kann
die Drift zwar nicht vermieden werden, verschiedene Verfahren erlauben jedoch
eine deutliche Reduktion der Drift unter den in [DWB06, BDW06] genannten Vor-
aussetzungen. Auf diese Verfahren wird im Folgenden jedoch nicht weiter einge-
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gangen. Lediglich die Grundlagen der als visuelle Odometrie (engl. visual odome-
try [NNB04]) bezeichneten inkrementellen Scha¨tzverfahren werden beschrieben.
Das Ziel der inkrementellen Scha¨tzung der Fahrzeugeigenbewegung besteht darin,
die durch {Rk,k−1, tk,k−1} gegebene A¨nderung der Fahrzeugpose zwischen auf-
einanderfolgenden Zeitschritten anhand von Bilddaten zu bestimmen. In [YKN06]
wird hierfu¨r ein Verfahren beschrieben, welches aufeinanderfolgende Bilder einer
monokularen Kamera verwendet. U¨blicherweise finden jedoch binokulare Kame-
rasysteme Anwendung, da hierdurch die Scha¨tzung der Skale der translatorischen
Bewegung ermo¨glicht wird. Dies ist mit monokularen Ansa¨tzen nur dann der Fall,
wenn wie in [SS08, CJYC11, KRC+11] zusa¨tzliche Annahmen u¨ber die Geometrie
der Szene oder die Fahrzeugbewegung getroffen werden.
Neben den bereits genannten Algorithmen werden in der Literatur zahlreiche wei-
tere Ansa¨tze zur inkrementellen Scha¨tzung der Kamerabewegung beschrieben (vgl.
[SF11, FS12]). Eine Einteilung dieser Verfahren kann dahingehend vorgenommen
werden, ob Punkte in der Bildebene oder 3D-Szenenpunkte fu¨r die Scha¨tzung der
Bewegung verwendet werden.
Im Allgemeinen ist hierbei die Verwendung von Bildpunkten zu bevorzugen. Dies
kann dadurch begru¨ndet werden, dass die Lokalisierungsgenauigkeit von Bild-
punkten durch eine zweidimensionale Gauß-Verteilung angena¨hert werden kann.
Die Unsicherheit der korrespondierenden 3D-Szenenpunkte ist jedoch aufgrund
des nichtlinearen Triangulationsprozesses nicht mehr normalverteilt. Wa¨hrend ei-
ne Gauß’sche Approximation der Unsicherheit fu¨r nahe Punkte na¨herungsweise
erfu¨llt ist, weisen entfernte Punkte einen statistischen Bias auf, der sich negativ auf
die Genauigkeit der resultierenden Bewegungsscha¨tzung auswirkt [FG10].
Die in der Literatur beschriebenen Scha¨tzverfahren sollen im Folgenden kurz zu-
sammengefasst werden:
• 3D-3D: Bei diesen Verfahren basiert die Bestimmung der Kamerabewe-
gung auf einer Menge korrespondierender 3D-Punkte (vgl. [Bad04, MS06,
AK07]). Zur Scha¨tzung der Bewegung zwischen den beiden Punktwolken{
X1k−1, . . . ,X
N
k−1
}
und
{
X1k, . . . ,X
N
k
}
wird u¨blicherweise der Fehler
arg min
Rk,k−1,tk,k−1
∑
i
∥∥Xik −Rk,k−1 ·Xik−1 + tk,k−1∥∥2 (4.3)
minimiert. Sind die Punktkorrespondenzen im Voraus bekannt, kann die Be-
wegung durch Scha¨tzung der absoluten Orientierung geschlossen bestimmt
werden [Hor87]. Im Falle unbekannter Korrespondenzen ist hierzu ein itera-
tiver Algorithmus (z. B. [Zha94, RL01]) notwendig.
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• 3D-2D: Die 3D-2D-Verfahren zur Bewegungsscha¨tzung nutzen eine Men-
ge gegebener 3D-Szenenpunkte
{
X1k−1, . . . ,X
N
k−1
}
sowie deren korrespon-
dierende Punkte
{
x1k, . . . ,x
N
k
}
im folgenden Bild zur Scha¨tzung der Ka-
merabewegung. Die Szenenpunkte ko¨nnen hierbei entweder durch Triangu-
lation von Merkmalskorrespondenzen zwischen den beiden Ansichten ei-
nes Stereokamerasystems (vgl. [GZS11]) oder basierend auf den Bildern ei-
ner bewegten monokularen Kamera (vgl. [KRC+11]) bestimmt werden. Die
Scha¨tzung der Bewegung erfolgt, indem der Ru¨ckprojektionsfehler
arg min
Rk,k−1,tk,k−1
∑
i
∥∥xik −Π (Xik−1)∥∥2 (4.4)
zwischen beobachteten und erwarteten Bildpunkten minimiert wird.
• 2D-2D: Die Scha¨tzung der Bewegung anhand von Punktkorrespondenzen
in aufeinanderfolgenden Bildern basiert auf einer Scha¨tzung der Epipolar-
geometrie zwischen den Ansichten (vgl. Kapitel 2.2). Hierfu¨r stehen unter-
schiedliche Ansa¨tze zur Verfu¨gung, die entweder eine kalibrierte Kamera
voraussetzen (z. B. [Nis04]) oder Punktkorrespondenzen in unkalibrierten
Bildern verwenden (z. B. [WHD05]).
In den folgenden Kapiteln wird ein robuster Algorithmus zur visuellen Scha¨tzung
der Fahrzeugeigenbewegung hergeleitet, der auf der Auswertung von Punktkorres-
pondenzen zwischen aufeinanderfolgenden Stereobildpaaren basiert. Im Gegensatz
zu den in [How08, GZS11] beschriebenen Verfahren zur Bewegungsscha¨tzung,
bei denen rektifizierte Kamerabilder mit konstanter Kalibrierung vorausgesetzt
werden, erlaubt das hier vorgestellte Verfahren die Verwendung beliebiger, nicht
notwendigerweise rektifizierter, Kamerakonfigurationen. Vorausgesetzt wird ledig-
lich, dass eine vollsta¨ndige Kalibrierung fu¨r jeden Zeitpunkt vorhanden ist. Eine
zeitliche Konstanz der Kalibrierung ist nicht notwendig.
Die Bestimmung der Bewegungsparameter erfolgt rekursiv mithilfe eines
Bayes’schen Scha¨tzverfahrens. Hierdurch kann ein Modell der Fahrzeugbewegung
bei der Scha¨tzung beru¨cksichtigt werden, wodurch sich die Robustheit des Ver-
fahrens erho¨ht. Wa¨hrend beispielsweise in [CJYC11, Sca11] Modelle verwendet
werden die lediglich eine Bewegung in der Ebene erlauben, werden in dem hier
vorgestellten Verfahren alle sechs Parameter zur Beschreibung einer Bewegung im
dreidimensionalen Raum gescha¨tzt, sodass ein deutlich gro¨ßeres Anwendungsspek-
trum abgedeckt werden kann.
Bevor die einzelnen Schritte der Bewegungsscha¨tzung detailliert beschrieben wer-
den, wird zuna¨chst untersucht welche Merkmalskorrespondenzen ausgewa¨hlt wer-
den sollten um eine mo¨glichst genaue Scha¨tzung aller sechs Bewegungsparameter
gewa¨hrleisten zu ko¨nnen.
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Abbildung 4.2: Detektierte Merkmale im Bild, die fu¨r die visuelle Scha¨tzung der
Fahrzeugbewegung verwendet werden ko¨nnen. Fu¨r alle dargestellten Merkmals-
punkte konnten Korrespondenzen in beiden Stereobildpaaren gefunden werden.
4.2 Merkmalsauswahl
Eine wichtige Voraussetzung fu¨r die visuelle Scha¨tzung der Fahrzeugeigenbewe-
gung stellen Punktkorrespondenzen zwischen unterschiedlichen Ansichten einer
Szene dar. Hierbei kann im Allgemeinen zwischen zwei Kategorien von Korrespon-
denzen unterschieden werden. Zum einen mu¨ssen Punktzuordnungen zwischen den
beiden Bildern eines Stereokamerasystems gefunden werden, zum anderen sind
Korrespondenzen zwischen zeitlich aufeinanderfolgenden Bildern fu¨r die Bewe-
gungsscha¨tzung erforderlich.
In der Literatur werden zahlreiche Verfahren zur Bestimmung von Merkmalskor-
respondenzen zwischen unterschiedlichen Ansichten einer Szene beschrieben (vgl.
Kapitel 3.2.3), auf die hier nicht weiter eingegangen werden soll. Fu¨r die folgen-
den Verarbeitungsschritte wird deshalb vorausgesetzt, dass bereits Merkmalskor-
respondenzen xL,k−1 ↔ xR,k−1 ↔ xL,k ↔ xR,k vorhanden sind, die fu¨r die Be-
wegungsscha¨tzung verwendet werden ko¨nnen. Abbildung 4.2 zeigt exemplarisch
diejenigen Merkmalspunkte im Bild, fu¨r die Korrespondenzen in zwei aufeinan-
derfolgenden Stereobildpaaren gefunden werden konnten und somit zur visuellen
Scha¨tzung der Kameraeigenbewegung geeignet sind.
Die Verwendung aller im Bild detektierter Merkmalspunkte fu¨r die Scha¨tzung der
Eigenbewegung ist jedoch nicht notwendig, da ab einer bestimmten Menge beru¨ck-
sichtigter Bildpunkte keine relevante Verbesserung der Genauigkeit mehr erzielt
werden kann. Zudem steigt die beno¨tigte Rechenzeit mit der Anzahl vorhandener
Punktkorrespondenzen meist deutlich an. Deshalb ist es zweckma¨ßig, nur eine Teil-
menge der im Bild detektierten Merkmalspunkte bei der Scha¨tzung der Eigenbe-
wegung zu beru¨cksichtigen.
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Um eine geeignete Auswahl der zu verwendenden Punktkorrespondenzen treffen
zu ko¨nnen wird zuna¨chst untersucht, wie stark sich eine fehlerhafte Kamerapose
bei gegebenem Objektpunkt auf die Position des korrespondierenden Bildpunktes
auswirkt. Hierbei wird hauptsa¨chlich der Einfluss des Abstandes zwischen Kamera
und Objektpunkt auf den Fehler im Bild analysiert. Basierend auf dieser Analyse
kann eine Aussage daru¨ber getroffen werden, welche Punkte idealerweise fu¨r die
Bestimmung der Eigenbewegung beru¨cksichtigt werden sollten, um eine mo¨glichst
gute Scha¨tzung aller Bewegungsparameter zu erreichen.
Gema¨ß Gleichung 2.9 kann die Abbildung eines 3D-Objektpunktes XW auf die
Bildebene der Kamera durch x = Π (XW ) beschrieben werden. Der Abbildungs-
operator Π (·) selbst ha¨ngt hierbei von den intrinsischen Kameraparametern K so-
wie der Position und Orientierung der Kamera im Raum ab.
Fu¨r die weitere Betrachtung wird vorausgesetzt, dass die intrinsische Kalibrie-
rung der Kamera exakt bekannt ist und somit keinen Beitrag zum Abbildungs-
fehler leistet. Die Pose der Kamera wird durch den Parametervektor p =
(tX , tY , tZ ,Φ,Ψ,Θ)
T beschrieben, der sowohl die translatorische Position der Ka-
mera als auch deren Orientierung im Weltkoordinatensystem definiert. Dement-
sprechend kann die Abbildung eines Objektpunktes XW auf die Bildebene der
Kamera durch eine Funktion x = fΠ (XW ,K,p) beschrieben werden. Ein Fehler
∆p = (∆tX ,∆tY ,∆tZ ,∆Φ,∆Ψ,∆Θ)
T in der Kamerapose resultiert demnach
in einem Fehler ∆x = (∆x,∆y)T im Bild, welcher im Folgenden in Abha¨ngigkeit
des 3D-Objektpunktes untersucht wird.
Fu¨r kleine Fehler in der Kamerapose ist der resultierende Fehler des Bildpunktes
durch eine Approximation erster Ordnung gema¨ß
∆x ≈ JfΠ,p|p0 ·∆p
=
[
Jx,tX Jx,tY Jx,tZ Jx,Φ Jx,Ψ Jx,Θ
Jy,tX Jy,tY Jy,tZ Jy,Φ Jy,Ψ Jy,Θ
]∣∣∣∣
p0
·∆p (4.5)
gegeben. Hierin bezeichnet JfΠ,p ∈ R2×6 die Jacobi-Matrix der Abbildungsfunk-
tion fΠ (XW ,K,p) bzgl. der Posenparameter p (vgl. Anhang A.3). Der fu¨r die
Linearisierung betrachtete Arbeitspunkt ist durch p0 gegeben.
Der euklidische Fehler zwischen dem Bildpunkt, der bei einer exakten Pose der Ka-
mera zu erwarten ist, sowie dem Bildpunkt, der sich bei jeweils einem fehlerhaften
Posenparameter ergibt, kann fu¨r kleine Fehler gema¨ß
‖∆xP‖2 ≈
√
J2x,P + J
2
y,P︸ ︷︷ ︸
SP
·∆P (4.6)
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berechnet werden. Die Gro¨ße P ∈ {tX , tY , tZ ,Φ,Ψ,Θ} stellt hierbei den jeweils
betrachteten Parameter zur Beschreibung der Kamerapose innerhalb des Weltkoor-
dinatensystems dar. Die Empfindlichkeit des Fehlers im Bild in Abha¨ngigkeit des
jeweiligen Posenparameters ist durch die Gro¨ße SP definiert. Je gro¨ßer die Emp-
findlichkeit SP ist, desto sta¨rker wirken sich Fehler in der jeweiligen Komponente
P der Kamerapose auf den resultierenden euklidischen Fehler in der Bildebene aus.
Fu¨r die weitere Betrachtung des Fehlers werden Vereinfachungen vorgenommen,
die eine u¨bersichtlichere Herleitung der Fehlerterme ermo¨glichen. Es wird ange-
nommen, dass fu¨r die intrinsischen Parameter der Kamera s = 0 gilt und die Brenn-
weiten fx = fy = f in beiden Richtungen identisch sind (vgl. Kapitel 2.1). Wei-
terhin wird der betrachtete Arbeitspunkt als p0 = 0 definiert, d. h. das Koordina-
tensystem der Kamera stimmt mit dem Weltkoordinatensystem u¨berein.
Unter den genannten Voraussetzungen ergeben sich die in Gleichung 4.6 definier-
ten Empfindlichkeiten SP des Fehlers im Bild gegenu¨ber kleinen Fehlern in den
translatorischen Posenparametern fu¨r einen beliebigen 3D-Szenenpunkt XW =
(XW , YW , ZW )
T wie folgt:
StX =
f
ZW
(4.7)
StY =
f
ZW
(4.8)
StZ =
f
ZW
·
√
X2W + Y
2
W
Z2W
(4.9)
Der Einfluss von rotatorischen Fehlern in der Kamerapose auf den Fehler in der
Position des Bildpunktes ist durch die Empfindlichkeiten
SΦ =
√
f2 (X2WY
2
W + Z
4
W + 2Y
2
WZ
2
W + Y
4
W )
Z4W
(4.10)
SΨ =
√
f2 (X2WY
2
W + Z
4
W + 2X
2
WZ
2
W +X
4
W )
Z4W
(4.11)
SΘ =
√
f2 (X2W + Y
2
W )
Z2W
(4.12)
gegeben, welche von der Position des betrachteten Objektpunktes im Weltkoordi-
natensystem abha¨ngig sind.
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Im Folgenden wird untersucht, wie stark der Fehler eines Bildpunktes von einer feh-
lerhaften Kamerapose bei gegebener Position des korrespondierenden Weltpunktes
abha¨ngt. Hierzu werden ObjektpunkteXWYW
ZW
 = ZW ·
X˜Y˜
1
 (4.13)
entlang eines Sichtstrahls betrachtet. Die Gro¨ßen X˜ und Y˜ definieren die Rich-
tung des Sichtstrahls, ZW bezeichnet den Abstand des betrachteten Punktes zum
optischen Zentrum der Kamera. Wird der Zusammenhang aus Gleichung 4.13 in
die Gleichungen 4.7 – 4.12 eingesetzt und vereinfacht, ergeben sich die folgenden
Zusammenha¨nge fu¨r die Empfindlichkeiten:
StX =
f
ZW
SΦ = f ·
√
1 + X˜2Y˜ 2 + 2Y˜ 2 + Y˜ 4
StY =
f
ZW
SΨ = f ·
√
1 + X˜2Y˜ 2 + 2X˜2 + X˜4
StZ =
f
ZW
·
√
X˜2 + Y˜ 2 SΘ = f ·
√
X˜2 + Y˜ 2
Hieraus ist ersichtlich, dass der Einfluss translatorischer Fehler in der Kamerapo-
se von der Entfernung ZW eines Weltpunktes entlang des Sichtstrahls abha¨ngig
ist. Rotatorische Fehler in der Kamerapose sind hingegen fu¨r alle Punkte auf dem
Sichtstrahl, unabha¨ngig von ihrer Tiefe, konstant. Abbildung 4.3 veranschaulicht
den Einfluss der jeweiligen Posenparameter auf den Fehler im Bild fu¨r einen exem-
plarisch gewa¨hlten Sichtstrahl in Abha¨ngigkeit der Tiefe des korrespondierenden
Objektpunktes.
Unter der Annahme, dass die visuelle Scha¨tzung der Eigenbewegung dadurch er-
folgt, dass als Fehlerterm die Summe der euklidischen Ru¨ckprojektionsfehler zwi-
schen den im Bild beobachteten Merkmalspunkten sowie den anhand der Eigen-
bewegung erwarteten Punkten minimiert wird, wie es beispielsweise in [KGL10,
GZS11] der Fall ist, ko¨nnen hieraus folgende Ru¨ckschlu¨sse gezogen werden. Klei-
ne Fehler in den translatorischen Bewegungskomponenten fu¨hren bei Objektpunk-
ten, die sich direkt vor der Kamera befinden, zu großen Fehlern im Bild. Diese
Fehler nehmen mit zunehmendem Abstand zwischen Kamera und Objektpunkt ab
und verschwinden fu¨r unendlich weit entfernte Punkte. Der Einfluss rotatorischer
Fehler in der Bewegungsscha¨tzung auf den Ru¨ckprojektionsfehler der Punkte ist
hingegen nicht von der Tiefe der Objektpunkte sondern lediglich vom betrachteten
Sichtstrahl abha¨ngig.
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(a) Empfindlichkeit bzgl. tX (b) Empfindlichkeit bzgl. Φ
(c) Empfindlichkeit bzgl. tY (d) Empfindlichkeit bzgl. Ψ
(e) Empfindlichkeit bzgl. tZ (f) Empfindlichkeit bzgl. Θ
Abbildung 4.3: Veranschaulichung der EmpfindlichkeitenSP eines Bildpunktes in
Abha¨ngigkeit des Abstandes ZW des korrespondierenden Objektpunktes bei einer
fehlerhaften Bestimmung der Kamerapose.
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Fu¨r eine genaue Scha¨tzung der Translation ist es somit notwendig, Punkte im Nah-
bereich der Kamera zu verwenden. Kleine Fehler in der gescha¨tzten translatori-
schen Bewegung fu¨hren in diesem Fall zu einem großen Ru¨ckprojektionsfehler und
liefern einen dementsprechend großen Beitrag zum Fehlerterm. Fu¨r weit entfernte
Punkte dominiert der Fehler, der durch das Sensorrauschen entsteht, was zu ei-
ner fehlerhaften Scha¨tzung der translatorischen Bewegung fu¨hrt [CSNP05]. Fu¨r
die Scha¨tzung der Rotation sollten weit entfernte Punkte verwendet werden, da die
hierdurch hervorgerufenen Ru¨ckprojektionsfehler lediglich durch eine fehlerhafte
Scha¨tzung der rotatorischen Bewegungskomponenten, nicht jedoch durch eine un-
genaue Scha¨tzung der Translation beeinflusst werden.
Im Allgemeinen sollte somit fu¨r eine genaue Scha¨tzung aller sechs Freiheitsgrade
eine gleichma¨ßige Verteilung der 3D-Punkte in Tiefenrichtung vorhanden sein. Um
dies zu gewa¨hrleisten, wird das Kamerabild in mehrere, sich nicht u¨berschneiden-
de Rechtecke (engl. Buckets) aufgeteilt (vgl. [ZDFL95]). Abha¨ngig von der Lage
des jeweiligen Buckets im Bild sind die 3D-Objektpunkte, die mit den sich dort
befindlichen Merkmalspunkten korrespondieren, entweder eher im Nah- oder eher
im Fernbereich zu finden (vgl. Abbildung 4.4). In typischen innersta¨dtischen Sze-
nen korrespondieren Bildpunkte am linken und rechten Bildrand sowie im unteren
Bildbereich eher mit Punkten, die eine geringe Entfernung zur Kamera aufweisen.
Punkte die im Bildzentrum liegen, sind meist weit von der Kamera entfernt.
Zur Scha¨tzung der Kamerabewegung wird schließlich aus jedem dieser Buckets
eine maximale Anzahl von Punkten ausgewa¨hlt. Diese Auswahl erfolgt an-
hand der A¨hnlichkeit der Merkmalsdeskriptoren zwischen den Bildern. Inner-
halb jedes Buckets werden diejenigen Punktkorrespondenzen fu¨r die Eigenbewe-
gungsscha¨tzung verwendet, die bei der Korrespondenzsuche die beste U¨bereinstim-
mung liefern. Die verbleibenden Punktkorrespondenzen werden verworfen und bei
der Bewegungsscha¨tzung nicht weiter beru¨cksichtigt. Durch die Auswahl der Merk-
malskorrespondenzen anhand ihrer A¨hnlichkeit kann die Anzahl fehlerhafter Kor-
respondenzen innerhalb der gewa¨hlten Merkmalspunkte, die sich negativ auf das
Scha¨tzergebnis auswirken, reduziert werden, sodass eine zuverla¨ssige Scha¨tzung
mo¨glich ist. Abbildung 4.4 veranschaulicht die Merkmalsauswahl exemplarisch an-
hand eines Beispielbildes.
Neben der gleichma¨ßigen Verteilung der verwendeten Merkmalspunkte entlang
der optischen Achse der Kamera sowie der Merkmalsreduktion ergeben sich durch
das Bucketing weitere Vorteile fu¨r die Scha¨tzung der Kamerabewegung. Die re-
sultierende Gleichverteilung der Merkmalspunkte u¨ber der Bildfla¨che (vgl. Abbil-
dung 4.4b) fu¨hrt im Allgemeinen dazu, dass nicht alle Merkmalspunkte auf un-
abha¨ngig bewegten Objekten, sondern auch auf dem statischen Hintergrund der
Szene, liegen. Dies stellt insbesondere in dynamischen Umgebungen mit zahlrei-
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(a) Punktkorrespondenzen fu¨r die visuelle Scha¨tzung der Fahrzeugeigenbewegung.
(b) Verbleibende Punktkorrespondenzen nach der Merkmalsauswahl.
Abbildung 4.4: Veranschaulichung des Bucketings zur gleichma¨ßigen Verteilung
der Punktkorrespondenzen.
chen unabha¨ngig bewegten Objekten eine wichtige Voraussetzung fu¨r eine robuste
Bewegungsscha¨tzung dar, da diese auf der Auswertung statischer Objektpunkte be-
ruht. Weiterhin tritt ha¨ufig eine besonders starke Drift in der gescha¨tzten Kamera-
bewegung auf, wenn die verwendeten Merkmalspunkte im Wesentlichen auf einer
Seite des Bildes liegen. Diese kann durch die Gleichverteilung der Punkte u¨ber der
Bildfla¨che ebenfalls deutlich reduziert werden [KGL10].
Anhand der so ausgewa¨hlten Merkmalspunkte ist eine robuste visuelle Scha¨tzung
der Fahrzeugeigenbewegung mo¨glich. Die zugrunde liegende Modellierung des
Scha¨tzproblems wird in den folgenden Kapiteln hergeleitet.
4.3 Zeitdiskrete Modellierung des Scha¨tzproblems
Voraussetzung fu¨r eine rekursive Bayes’sche Scha¨tzung der Kamerabewegung ist
eine geeignete Modellierung des Systemverhaltens. Auf die in dieser Arbeit ver-
wendete zeitdiskrete Modellierung des Scha¨tzproblems wird in den folgenden Ka-
piteln detailliert eingegangen. Zuna¨chst wird der zu scha¨tzende Zustandsvektor ein-
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gefu¨hrt, der fu¨r die Parametrierung der Kamerabewegung verwendet wird. Darauf
aufbauend werden das System- sowie das Beobachtungsmodell hergeleitet, die die
zeitliche Entwicklung des Zustandes bzw. die Abha¨ngigkeiten zwischen System-
zustand und Beobachtungen beschreiben.
4.3.1 Bewegungsparametrierung
Grundlegend fu¨r die rekursive Scha¨tzung der nach Gleichung 4.1 definierten Trans-
formation zwischen aufeinanderfolgenden Posen ist eine geeignete Parametrierung
der Bewegung des Fahrzeugs. Hierbei muss insbesondere darauf geachtet wer-
den, dass die gewa¨hlte Parametrierung eine vollsta¨ndige Beschreibung des System-
verhaltens ermo¨glicht. Diese erlaubt die Modellierung des Systems als Markov-
Prozess erster Ordnung und stellt eine wichtige Voraussetzung fu¨r die rekursive
Bayes’sche Scha¨tzung des Systemzustandes dar (vgl. Anhang A.4).
In dieser Arbeit soll eine mo¨glichst allgemeine Beschreibung der Fahrzeugbewe-
gung ermo¨glicht werden. Vereinfachende Annahmen hinsichtlich eines zugrunde
liegenden Bewegungsmodells, z. B. der Bewegung des Fahrzeugs in einer Ebe-
ne, werden dementsprechend nicht getroffen. Deshalb ist es notwendig, alle sechs
Parameter, durch die eine allgemeine Bewegung im dreidimensionalen Raum be-
schrieben werden kann, bei der Parametrierung zu beru¨cksichtigen.
Im Folgenden wird vereinfachend angenommen, dass das Fahrzeugkoordinatensys-
tem mit dem Koordinatensystem der linken Kamera u¨bereinstimmt. Dementspre-
chend dient das Koordinatensystem der linken Kamera zum vorhergehenden Zeit-
schritt als Referenzkoordinatensystem fu¨r die Bewegungsscha¨tzung. Anhand dieser
Annahme ist es mo¨glich, sowohl die Pose der rechten Kamera zum Zeitschritt k−1
als auch die Posen beider Kameras der bewegten Stereoanordnung bezogen auf das
Referenzkoordinatensystem zu beschreiben (vgl. Abbildung 4.5).
Eine geeignete Parametrierung der translatorischen Fahrzeugbewegung ergibt sich
anhand der translatorischen Geschwindigkeiten {VX,k, VY,k, VZ,k} des Fahrzeugs.
Die rotatorische Fahrzeugbewegung kann durch die Winkelgeschwindigkeiten
{ωX,k, ωY,k, ωZ,k} dargestellt werden. Sind die genannten Bewegungsparameter
sowie die Zeitdifferenz ∆t zwischen zwei aufeinanderfolgenden Aufnahmezeit-
punkten bekannt, kann der Ursprung des Kamerakoordinatensystems zum aktuel-
len Zeitschritt k relativ zum Referenzkoordinatensystem aus dem vorhergehenden
Zeitschritt durch
Ck,k−1 = (VX,k ·∆t, VY,k ·∆t, VZ,k ·∆t)T (4.14)
beschrieben werden. Hierbei wird vereinfachend vorausgesetzt, dass die Bewe-
gungsparameter innerhalb des Zeitintervalls ∆t als konstant angenommen werden
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Abbildung 4.5: Veranschaulichung einer exemplarischen Kamerakonfiguration,
wie sie fu¨r die Eigenbewegungsscha¨tzung verwendet werden kann. Als Referenz-
koordinatensystem dient das Kamerakoordinatensystem der linken Kamera zum
Zeitpunkt k − 1. Ausgehend von diesem lassen sich die Posen der verbleibenden
Kameras durch die extrinsische Kalibrierung sowie die Bewegung beschreiben.
ko¨nnen. Diese Annahme ist na¨herungsweise erfu¨llt, wenn die Bilder mit einer aus-
reichend hohen Frequenz aufgenommen werden.
Die Orientierung des Koordinatensystems der linken Kamera zum aktuellen Zeit-
schritt gegenu¨ber dem Referenzkoordinatensystem ist durch
Rk,k−1 = R (ωX,k ·∆t, ωY,k ·∆t, ωZ,k ·∆t) (4.15)
gegeben (vgl. Anhang A.2). Hieraus und unter Beru¨cksichtigung von Glei-
chung 4.14 kann der Translationsvektor, der die relative Verschiebung des Koor-
dinatenursprungs aufgrund der Bewegung darstellt, gema¨ß
tk,k−1 = −Rk,k−1 ·Ck,k−1 (4.16)
bestimmt werden. Basierend auf den beiden Gro¨ßen {Rk,k−1, tk,k−1} ist somit
eine vollsta¨ndige Beschreibung der nach Gleichung 4.1 definierten Transformati-
on Tk,k−1 zwischen den beiden Koordinatensystemen in Abha¨ngigkeit von den
Bewegungsparametern des Fahrzeugs mo¨glich.
Zusammenfassend kann die Bewegung des Fahrzeugs im dreidimensionalen Raum
vollsta¨ndig anhand des Zustandsvektors
sk = (VX,k, VY,k, VZ,k, ωX,k, ωY,k, ωZ,k)
T (4.17)
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beschrieben werden, der sowohl die translatorischen als auch die rotatorischen Be-
wegungskomponenten beinhaltet.
Zur Modellierung der Unsicherheit des Systemzustandes, die fu¨r die Bayes’sche
Formulierung des Scha¨tzproblems erforderlich ist, wird vereinfachend angenom-
men, dass diese einer multivariaten Normalverteilung genu¨gt und durch die Wahr-
scheinlichkeitsdichtefunktion
p (sk) = N
(
sk|µs,k,Σs,k
)
(4.18)
beschrieben werden kann. Hierbei bezeichnet µs,k den Mittelwert und Σs,k die
Kovarianzmatrix des Systemzustandes sk zum Zeitschritt k.
Die gewa¨hlte Parametrierung der Fahrzeugbewegung anhand der translatorischen
und rotatorischen Geschwindigkeiten stellt die Grundlage fu¨r eine Bayes’sche
Scha¨tzung des Systemzustandes dar. Fu¨r eine rekursive Scha¨tzung der Bewegung
ist weiterhin die Definition eines System- sowie eines Beobachtungsmodells not-
wendig. Die in dieser Arbeit gewa¨hlte Modellierung wird in den folgenden Kapiteln
detailliert beschrieben.
4.3.2 Systemmodell
Basierend auf dem gewa¨hlten Systemmodell ist es mo¨glich, den Zustand sk des
Systems zum Zeitpunkt k vorherzusagen, wenn der Systemzustand zum Zeitpunkt
k − 1 bekannt ist. Im Allgemeinen kann dieser Zusammenhang gema¨ß
sk = g (sk−1) + vk (4.19)
dargestellt werden, wobei der Rauschterm vk Unsicherheiten in der modellierten
Systemdynamik beru¨cksichtigt. Fu¨r diese Unsicherheiten wird angenommen, dass
sie durch eine normalverteilte, weiße Rauschsequenz vk ∼ N (0,Σv,k) mit Mit-
telwert 0 und Kovarianz Σv,k beschrieben werden ko¨nnen.
Fu¨r Straßenfahrzeuge werden meist einschra¨nkende Annahmen hinsichtlich der
mo¨glichen Bewegungen eingefu¨hrt, die sich auf den resultierenden Zustandsu¨ber-
gang g (·) auswirken. Neben der Beschra¨nkung auf Bewegungen in der Ebene, wie
sie beispielsweise in [CJYC11] verwendet werden, werden in [CGDM09, Sca11]
die nichtholonomen Zwangsbedingungen (vgl. [SSVO09]) bei der Modellierung
des dynamischen Verhaltens beru¨cksichtigt.
Die Verwendung solcher Bewegungsmodelle fu¨hrt aufgrund der geringeren An-
zahl zu scha¨tzender Parameter zu einer Reduktion des Berechnungsaufwandes bei
der Bestimmung der Fahrzeugbewegung. Weiterhin fu¨hrt die Beru¨cksichtigung von
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Bewegungsmodellen, wie in [SRW08] gezeigt, zu einer Erho¨hung der Genauigkeit
sowie einer verbesserten Robustheit der Algorithmen gegenu¨ber Ausreißern in den
Beobachtungen, solange die Modellannahmen erfu¨llt sind.
Allerdings schra¨nkt die Beru¨cksichtigung von Bewegungsmodellen die Anwend-
barkeit der Algorithmen deutlich ein. Die Beschra¨nkung auf Bewegungen in der
Ebene fu¨hrt dazu, dass einige im Straßenverkehr vorkommende Bewegungsprofile
nicht korrekt behandelt werden ko¨nnen. So ist es unter den genannten Annahmen
beispielsweise nicht mo¨glich, Bru¨cken oder Steigungen zu befahren, ohne die Mo-
dellannahmen zu verletzen. Jede Verletzung der Modellannahmen resultiert letzt-
endlich jedoch in ungenauen Scha¨tzungen der Fahrzeugbewegung [CGDM09].
Aus den genannten Gru¨nden wird in dieser Arbeit eine mo¨glichst allgemeingu¨ltige
Beschreibung der Bewegung verwendet. Bei der Modellierung des dynamischen
Verhaltens des Systems wird von einer konstanten Geschwindigkeit des Fahrzeugs
sowohl in den translatorischen als auch in den rotatorischen Bewegungskomponen-
ten ausgegangen, wodurch sich ein Zustandsu¨bergang der Form
sk = g (sk−1) + vk = sk−1 + vk (4.20)
ergibt. Abweichungen von der gewa¨hlten Modellierung, wie sie beispielsweise
durch Brems- oder Beschleunigungsvorga¨nge auftreten, werden in den Rausch-
gro¨ßen vk beru¨cksichtigt. Diese werden als normalverteilt, mittelwertfrei und paar-
weise unkorreliert angenommen. Anhand dieser Annahmen ergibt sich die System-
kovarianzmatrix zu:
Σv,k = diag
(
σ2VX ,k, σ
2
VY ,k, σ
2
VZ ,k, σ
2
ωX ,k, σ
2
ωY ,k, σ
2
ωZ ,k
)
(4.21)
Diese wird fu¨r die weiteren Betrachtungen als gegeben vorausgesetzt.
4.3.3 Beobachtungsmodell
Um den Systemzustand scha¨tzen zu ko¨nnen, stehen unsicherheitsbehaftete Mess-
werte ẑk, im vorliegenden Fall Punktkorrespondenzen zwischen den Bildern eines
Stereokamerasystems, zur Verfu¨gung. Ein Zusammenhang zwischen dem System-
zustand und den Beobachtungen ist durch die Beobachtungsgleichung
ẑk = h (sk) + nk (4.22)
gegeben (vgl. [GA08]). Unsicherheiten in den Beobachtungen sind durch den
Rauschvektor nk definiert. Fu¨r diesen wird angenommen, dass er durch einen nor-
malverteilten, weißen Prozess gema¨ß nk ∼ N (0,Σn,k) mit Mittelwert 0 und Ko-
varianz Σn,k beschrieben werden kann.
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Der in Gleichung 4.22 definierte Zusammenhang h (·) zwischen der aktuellen Be-
wegung sk des Fahrzeugs und den zu erwartenden, optimalen Beobachtungen zk
wird im Folgenden hergeleitet.
Die Projektionsmatrizen der linken und rechten Kamera eines bewegten Stereoka-
merasystems zu den Zeitschritten k − 1 und k ko¨nnen gema¨ß
PL,k−1 = KL,k−1 · [I|0] (4.23)
PR,k−1 = KR,k−1 · [RR,k−1|tR,k−1] (4.24)
PL,k = KL,k · [RL,k|tL,k] (4.25)
PR,k = KL,k · [RR,k|tR,k] (4.26)
dargestellt werden, wobei davon ausgegangen wird, dass das Koordinatensystem
der linken Kamera zum Zeitschritt k−1 das Referenzkoordinatensystem repra¨sen-
tiert (vgl. Abbildung 4.5). Die intrinsischen Parameter der beiden Kameras zu
den Zeitpunkten k − 1 und k werden durch die Gro¨ßen {KL,k−1,KL,k} bzw.
{KR,k−1,KR,k} definiert.
Die Position und Orientierung der linken Kamera zum Zeitschritt k ist lediglich
von der Bewegung des Fahrzeugs abha¨ngig, sodass die Pose dieser Kamera durch
RL,k = Rk,k−1 (4.27)
tL,k = tk,k−1 (4.28)
beschrieben werden kann. Die Rotationsmatrix Rk,k−1 sowie der Translationsvek-
tor tk,k−1, die durch die Bewegung hervorgerufen werden, ko¨nnen anhand von
Gleichung 4.15 bzw. 4.16 aus den Bewegungsparametern sk berechnet werden.
Zur Beschreibung der Pose der rechten Kamera im Referenzkoordinatensystem
kann die extrinsische Kalibrierung
RR,k−1 = RE,k−1 (4.29)
tR,k−1 = tE,k−1 (4.30)
zwischen den beiden Kameras der Stereoanordnung zum Zeitpunkt k−1 verwendet
werden.
Die Pose der rechten Kamera zum Zeitschritt k ergibt sich durch eine Verkettung
der Posena¨nderung, die durch die Bewegung der Kamera hervorgerufen wird, sowie
der extrinsischen Kamerakalibrierung {RE,k, tE,k} zum Zeitpunkt k gema¨ß
RR,k = RE,k ·Rk,k−1 (4.31)
tR,k = RE,k · tk,k−1 + tE,k. (4.32)
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Prinzipiell erlaubt es der hergeleitete Ansatz, dass sich sowohl die intrinsische als
auch die extrinsische Kalibrierung der Stereoanordnung zwischen aufeinanderfol-
genden Zeitpunkten a¨ndern kann, sodass der Algorithmus auch bei aktiven Stereo-
kamerasystemen eingesetzt werden kann. Vorausgesetzt wird lediglich, dass eine
vollsta¨ndige Kalibrierung der Stereoanordnung zu jedem Zeitschritt bekannt ist.
Um eine u¨bersichtlichere Herleitung der verbleibenden Zusammenha¨nge zu
ermo¨glichen wird im Folgenden angenommen, dass die Kalibrierung der Stereo-
anordnung im Voraus bestimmt wurde und sich mit der Zeit nicht a¨ndert. Fu¨r die
extrinsische Kalibrierung des Stereokamerasystems zu aufeinanderfolgenden Zeit-
punkten gilt demnach:
RE = RE,k−1 = RE,k
tE = tE,k−1 = tE,k
Die intrinsische Kalibrierung der linken und rechten Kamera der Stereoanordnung
ergibt sich vereinfachend zu:
KL = KL,k−1 = KL,k
KR = KR,k−1 = KR,k
Sind die Projektionsmatrizen aller Kameras bekannt, ko¨nnen die geometrischen
Zusammenha¨nge zwischen den beiden Kameraposen zum Zeitschritt k−1 und der
Pose jeweils einer Kamera der Stereoanordnung zum Zeitschritt k durch die beiden
Trifokaltensoren
TL,k = T (KL,KR,RE , tE ,RL,k, tL,k,∆t) (4.33)
TR,k = T (KL,KR,RE , tE ,RR,k, tR,k,∆t) (4.34)
dargestellt werden. Diese sind von der intrinsischen und extrinsischen Kalibrierung
des Stereokamerasystems abha¨ngig, welche wie bereits erwa¨hnt als konstant ange-
nommen wird.
Weiterhin ha¨ngen die beiden Trifokaltensoren u¨ber die Rotationsmatrizen RL,k
und RR,k sowie die Translationsvektoren tL,k und tR,k von den Bewegungspa-
rametern, d. h. dem zu scha¨tzenden Systemzustand sk, ab. Die Berechnung der
beiden Trifokaltensoren basierend auf den Projektionsmatrizen kann gema¨ß Glei-
chung 2.17 erfolgen.
Ein Zusammenhang zwischen den zu scha¨tzenden Bewegungsparametern sk sowie
den im Bild beobachteten Merkmalspunkten zk kann anhand der Transfereigen-
schaft des Trifokaltensors (vgl. Gleichung 2.18) hergestellt werden. Anhand dieser
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(a) Erwartete Merkmalspunkte im linken Bild zum Zeitpunkt k.
(b) Detektierte Punktkorrespondenzen im linken Bild zum Zeitpunkt k − 1.
Abbildung 4.6: Veranschaulichung des Zusammenhangs zwischen den Bewe-
gungsparametern und den Beobachtungen. Basierend auf Merkmalskorrespon-
denzen xL,k−1 ↔ xR,k−1 ko¨nnen die anhand der Bewegung erwarteten Punkte
zum Zeitschritt k bestimmt werden.
kann bei bekanntem Trifokaltensor der mit einer Punktkorrespondenz in zwei An-
sichten korrespondierende Bildpunkt in der dritten Ansicht der Szene berechnet
werden (vgl. Kapitel 2.3).
Fu¨r den konkreten Fall der Bewegungsscha¨tzung bedeutet dies, dass fu¨r eine Punkt-
korrespondenz xL,k−1 ↔ xR,k−1 zwischen dem linken und rechten Bild des
Stereokamerasystems zum Zeitschritt k − 1, der jeweils korrespondierende Bild-
punkt in den beiden Ansichten des bewegten Stereokamerasystems zum Zeitpunkt
k gema¨ß
xL,k = hL (TL,k,xL,k−1,xR,k−1) (4.35)
xR,k = hR (TR,k,xL,k−1,xR,k−1) (4.36)
bestimmt werden kann. Dieser Zusammenhang ist in Abbildung 4.6 exemplarisch
anhand eines Beispielbildes veranschaulicht. Der U¨bersichtlichkeit halber sind le-
diglich die linken Bilder der Stereoanordnung dargestellt, auf die Darstellung der
beiden rechten Kamerabilder wurde verzichtet.
54 4. Scha¨tzung der Kamerabewegung
Abbildung 4.6b zeigt Merkmalspunkte im linken Bild, fu¨r die Korrespondenzen
xL,k−1 ↔ xR,k−1 zwischen den beiden Bildern der Stereoanordnung zum Zeit-
punkt k − 1 gefunden werden konnten. Diese Punktkorrespondenzen werden an-
hand der gescha¨tzten Bewegungsparameter sowie der Transfereigenschaft des Tri-
fokaltensors in die beiden Bilder zum Zeitschritt k projiziert. Abbildung 4.6a zeigt
die Punkte zum Zeitpunkt k, die sich anhand dieses Transfers ergeben. Ersichtlich
ist hierbei, dass sowohl die detektierten Punkte im vorhergehenden Kamerabild
(vgl. Abbildung 4.6b) als auch die transferierten Punkte im aktuellen Bild (vgl.
Abbildung 4.6a) Abbildungen der selben Szenenpunkte darstellen.
Wurden in den vier Bildern des bewegten Stereokamerasystems N Punktkorres-
pondenzen xiL,k−1 ↔ xiR,k−1 ↔ xiL,k ↔ xiR,k mit i ∈ {1, . . . , N} gefunden,
ergibt sich der Beobachtungsvektor zk ∈ R4N durch Zusammenfassen aller Punkt-
korrespondenzen in den beiden Ansichten zum Zeitpunkt k gema¨ß
zk =
(
x1L,k,x
1
R,k,x
2
L,k,x
2
R,k, . . . ,x
N
L,k,x
N
R,k
)T . (4.37)
Zur Bestimmung der erwarteten Beobachtungen anhand des Zustandsvektors
genu¨gt es, die nach Gleichung 4.35 bzw. 4.36 definierten Zusammenha¨nge zwi-
schen dem Zustandsvektor und den Beobachtungen im jeweils linken und rechten
Bild zusammenzufassen. Fu¨r eine beliebige Punktkorrespondenz i ergibt sich somit
die Beobachtungsgleichung
zik =
(
xiL,k
xiR,k
)
= hi
(TL,k, TR,k,xiL,k−1,xiR,k−1)
=
hiL (TL,k,xiL,k−1,xiR,k−1)
hiR
(
TR,k,xiL,k−1,xiR,k−1
) . (4.38)
Eine gemeinsame Beobachtungsgleichung fu¨r alle N Punktkorrespondenzen, die
in den Bildern detektiert wurden, ist durch Zusammenfassen der einzelnen Beob-
achtungsgleichungen hi fu¨r i ∈ {1, . . . , N} gema¨ß
zk = h (sk) =

h1
(
TL,k, TR,k,x1L,k−1,x1R,k−1
)
h2
(
TL,k, TR,k,x2L,k−1,x2R,k−1
)
...
hN
(
TL,k, TR,k,xNL,k−1,xNR,k−1
)
 (4.39)
gegeben. Demnach ha¨ngen die erwarteten Beobachtungen zk lediglich von der
bekannten Kamerakalibrierung, den detektierten Punktkorrespondenzen zwischen
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linkem und rechtem Bild der Stereoanordnung zum Zeitpunkt k − 1 sowie den zu
scha¨tzenden Bewegungsparametern sk ab.
Unsicherheiten in den beobachteten Gro¨ßen werden durch die Kovarianzmatrix
Σn,k =

Σ1x,L,k 0 . . . 0
0 Σ1x,R,k
Σ2x,L,k
...
...
. . .
ΣNx,L,k 0
0 . . . 0 ΣNx,R,k

∈ R4N×4N (4.40)
beru¨cksichtigt, wobei angenommen wird, dass die detektierten Merkmalspunkte
paarweise unkorreliert sind. Die Lokalisierungsgenauigkeit eines einzelnen Bild-
punktes i im Bild der linken bzw. rechten Kamera wird hierbei durch dessen Ko-
varianzmatrix Σix,L,k bzw. Σix,R,k repra¨sentiert.
Anstatt die detektierten Merkmalspunkte in beiden Bildern als Beobachtungen fu¨r
die Bewegungsscha¨tzung zu verwenden, kann alternativ auch nur jeweils eines der
beiden Kamerabilder zum Zeitpunkt k ausgewertet werden. Abha¨ngig davon, ob fu¨r
die Scha¨tzung der Eigenbewegung die Merkmalspunkte im Bild der linken oder der
rechten Kamera verwendet werden, fu¨hrt dies zu einem reduzierten Beobachtungs-
vektor zk ∈ R2N der Form
zk =
(
x1C,k,x
2
C,k, . . . ,x
N
C,k
)T , (4.41)
wobei C ∈ {L,R} die verwendete Kamera der Stereoanordnung bezeichnet. Das
durch Gleichung 4.39 gegebene Beobachtungsmodell h (sk) sowie die nach Glei-
chung 4.40 definierte Kovarianzmatrix mu¨ssen entsprechend angepasst werden.
Die Verwendung der Merkmalspunkte in nur einem Kamerabild zum Zeitschritt
k fu¨hrt aufgrund der reduzierten Anzahl an Beobachtungen zu einem geringeren
Berechnungsaufwand, reduziert jedoch die Genauigkeit der Scha¨tzung, was in Ka-
pitel 4.6 gezeigt wird.
4.4 Rekursive Scha¨tzung der Kamerabewegung
Mit dem Zustandsvektor, dem Systemmodell sowie dem Beobachtungsmodell sind
alle Voraussetzungen fu¨r eine rekursive Scha¨tzung der Fahrzeugeigenbewegung ge-
geben. Aufgrund der Annahme normalverteilter Wahrscheinlichkeitsdichtefunktio-
nen fu¨r den Zustand, das System- sowie das Beobachtungsrauschen, kann fu¨r die
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Zustandsscha¨tzung ein Kalman-Filter (vgl. Anhang A.4) verwendet werden. Die
einzelnen Schritte des Scha¨tzprozesses werden in den folgenden Kapiteln na¨her
beschrieben.
4.4.1 Pra¨diktion
Bei der Pra¨diktion erfolgt eine zeitliche Vorhersage des Systemzustandes ŝ−k fu¨r
den aktuellen Zeitschritt k anhand einer bekannten Scha¨tzung ŝk−1 des Zustandes
aus dem vorhergehenden Zeitschritt k − 1. Maßgebend fu¨r den Pra¨diktionsschritt
ist das in Kapitel 4.3.2 definierte Systemmodell, welches das dynamische Verhalten
des Systems beschreibt.
Aufgrund des gema¨ß Gleichung 4.20 definierten linearen Zustandsu¨bergangs kann
im Pra¨diktionsschritt ein lineares Kalman-Filter (vgl. Anhang A.4) verwendet wer-
den. Hieraus resultiert eine optimale Scha¨tzung der Wahrscheinlichkeitsdichte-
funktion des pra¨dizierten Systemzustandes [GA08].
4.4.2 Innovation
Stehen neue Beobachtungen ẑk zur Verfu¨gung, kann eine Aktualisierung des
pra¨dizierten Systemzustandes ŝ−k erfolgen. Diese Aktualisierung basiert auf dem
in Kapitel 4.3.3 beschriebenen Beobachtungsmodell, welches einen Zusammen-
hang zwischen dem zu scha¨tzenden Systemzustand und den Beobachtungen lie-
fert. Der nichtlineare Zusammenhang zwischen diesen beiden Gro¨ßen muss bei
der Scha¨tzung jedoch explizit beru¨cksichtigt werden, weshalb im Innovationsschritt
kein lineares Kalman-Filter verwendet werden kann.
U¨blicherweise werden bei Nichtlinearita¨ten in der Modellierung erweiterte
Kalman-Filter oder samplingbasierte1 Filter (vgl. Anhang A.4) fu¨r die Zu-
standsscha¨tzung verwendet. Um ein erweitertes Kalman-Filter anwenden zu
ko¨nnen, muss die Beobachtungsgleichung am betrachteten Arbeitspunkt lineari-
siert werden. Dies erfordert die Berechnung der Jacobi-Matrix der Beobachtungs-
gleichung h (sk) bezu¨glich des Zustandsvektors sk. Es ist zwar meist mo¨glich die
Jacobi-Matrix der Beobachtungsgleichung analytisch zu bestimmen, die resultie-
rende Linearisierung liefert jedoch nicht immer ausreichend gute Ergebnisse. Wei-
terhin ist die Evaluation der Jacobi-Matrix ha¨ufig relativ rechenintensiv [GA08].
Bessere Scha¨tzergebnisse ko¨nnen im Allgemeinen erzielt werden, wenn samp-
lingbasierte Filter verwendet werden. Diese setzen keine Linearisierung der Be-
1Im Gegensatz zum Partikel-Filter, bei dem die Stichprobenelemente zufa¨llig gezogen werden, er-
folgt die Wahl der Stichprobenelemente beim UKF bzw. ISPKF deterministisch [MB11].
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Abbildung 4.7: Vorgehensweise bei der robusten Scha¨tzung der Bewegungspara-
meter. Zuna¨chst werdenH Bewegungshypothesen erzeugt und die Inlier bestimmt.
Abschließend erfolgt eine Scha¨tzung basierend auf der gro¨ßten Menge an Inliern.
obachtungsgleichung voraus, sondern verwenden direkt den nichtlinearen Zu-
sammenhang zwischen dem Systemzustand und den Beobachtungen um die a-
posteriori-Wahrscheinlichkeitsdichtefunktion, d. h. deren Mittelwert und Kovari-
anz, zu scha¨tzen (vgl. Anhang A.4) [MB11]. Eine Verbesserung der Scha¨tzergeb-
nisse, insbesondere im Falle hochgradig nichtlinearer Funktionen, kann ha¨ufig mit-
hilfe iterativer Scha¨tzverfahren erreicht werden [SSM06].
Im vorliegenden Anwendungsfall ist es zwar mo¨glich, die Jacobi-Matrix des in
Gleichung 4.38 definierten Beobachtungsmodells analytisch zu bestimmen. Bes-
sere Ergebnisse hinsichtlich der Genauigkeit der gescha¨tzten Bewegungsparameter
ko¨nnen jedoch durch Verwendung eines samplingbasierten Filters erzielt werden,
was in Kapitel 4.5 genauer analysiert wird.
4.4.3 Robuste Innovation
Neben der Genauigkeit der gescha¨tzten Bewegungsparameter spielt die Robust-
heit des Verfahrens gegenu¨ber nicht modellierten Einflu¨ssen eine weitere zentrale
Rolle. Werden fehlerhafte Merkmalskorrespondenzen oder Merkmalspunkte auf
unabha¨ngig bewegten Objekten bei der Bewegungsscha¨tzung beru¨cksichtigt, re-
sultiert dies in stark fehlerhaften Scha¨tzergebnissen, was in Kapitel 4.6 detailliert
untersucht wird. Um auch in diesen Fa¨llen eine zuverla¨ssige Scha¨tzung des System-
zustandes gewa¨hrleisten zu ko¨nnen, wird der Innovationsschritt erweitert, sodass
Ausreißer robust detektiert werden ko¨nnen. Fu¨r die eigentliche Scha¨tzung werden
lediglich diejenigen Punktkorrespondenzen verwendet, die nicht als Ausreißer klas-
sifiziert wurden, sogenannte Inlier.
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Zur Beru¨cksichtigung von Ausreißern kommt das in [FB81] vorgestellte Random
Sample Consensus (RANSAC)-Verfahren zum Einsatz. Hierbei werden aus der
gesamten Menge an Beobachtungen zufa¨llige Untermengen gezogen. Basierend
auf jeder dieser H Untermengen wird eine Modellhypothese generiert, d. h. ei-
ne Scha¨tzung des Systemzustandes durchgefu¨hrt. Alle Beobachtungen werden an-
schließend dahingehend u¨berpru¨ft, ob sie mit der aktuellen Hypothese u¨bereinstim-
men. Im letzten Schritt wird, basierend auf der gro¨ßten Menge von Beobachtungen,
die fu¨r eine getestete Hypothese als Inlier erkannt wurden, eine finale Scha¨tzung
durchgefu¨hrt (vgl. Abbildung 4.7). Alle anderen Punkte werden als Ausreißer klas-
sifiziert und verworfen.
Im konkreten Fall bedeutet dies, dass aus der Menge detektierter Punktkorrespon-
denzen mehrfach zufa¨llig eine Teilmenge ausgewa¨hlt wird. Basierend auf jeder
dieser Teilmengen wird ein Innovationsschritt gema¨ß Kapitel 4.4.2 durchgefu¨hrt.
Anhand der daraus resultierenden Bewegungsparameter werden alle Punktkorres-
pondenzen aus dem vorherigen Stereobildpaar in das aktuelle Bildpaar projiziert
und der Fehler zwischen projiziertem und beobachtetem Punkt ausgewertet. Ist der
euklidische Ru¨ckprojektionsfehler fu¨r eine Punktkorrespondenz in mindestens ei-
nem der beiden Bilder gro¨ßer als ein vorgegebener Schwellwert, wird der Punkt als
Ausreißer klassifiziert.
Fu¨r die finale Bewegungsscha¨tzung wird lediglich die gro¨ßte Menge an Inliern
verwendet, die restlichen Punktkorrespondenzen werden verworfen. Abbildung 4.8
zeigt die Auswahl der Merkmalspunkte fu¨r die finale Scha¨tzung exemplarisch an-
hand eines Beispielbildes.
4.5 Filterauswahl
Das vorgestellte Verfahren zur visuellen Scha¨tzung der Fahrzeugeigenbewegung
erlaubt die Verwendung beliebiger Bayes-Filter zur Bestimmung der a-posteriori-
Wahrscheinlichkeitsdichteverteilung und der sich daraus ergebenden optimalen
Scha¨tzung des zugrunde liegenden Zustandsvektors. Die Wahl des Filters beein-
flusst jedoch die erzielbare Genauigkeit des Scha¨tzergebnisses sowie die Laufzeit
des Algorithmus. In diesem Kapitel wird der Einfluss des gewa¨hlten Filters auf die
Genauigkeit der Scha¨tzung sowie die beno¨tigte Rechenzeit analysiert.
Aufgrund der Nichtlinearita¨ten in der Beobachtungsgleichung kommen fu¨r die
Scha¨tzung nur solche Filter in Frage, die diesen Umstand explizit beru¨cksichtigen.
Deshalb werden nur das erweiterte Kalman-Filter (EKF), das Unscented Kalman-
Filter (UKF) sowie deren iterative Versionen IEKF bzw. ISPKF untersucht (vgl.
Anhang A.4).
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Abbildung 4.8: Veranschaulichung der Merkmalsauswahl innerhalb des robusten
Innovationsschrittes. Die dargestellten Punkte sind Projektionen von Korrespon-
denzen xL,k−1 ↔ xR,k−1 in die Bilder zum Zeitschritt k (hier: linkes Bild), basie-
rend auf den gescha¨tzten Bewegungsparametern. Ist der euklidische Abstand zwi-
schen detektiertem und erwartetem Punkt zu groß (rot) werden die Punkte als Aus-
reißer betrachtet. Nur die Inlier (gru¨n) der besten Hypothese werden bei der finalen
Bewegungsscha¨tzung beru¨cksichtigt.
Zum Vergleich der unterschiedlichen Scha¨tzverfahren kommen simulierte Daten
zur Anwendung. Hierzu werden basierend auf gegebenen Bewegungsparametern2
sa¨mtliche Kameraposen der resultierende Trajektorie berechnet, wobei insgesamt
2000 Posen zur Verfu¨gung stehen. Fu¨r jede Pose innerhalb der Trajektorie werden
simulierte Szenenpunkte auf die Bildebenen der Kameras projiziert, welche als
Punktkorrespondenzen dienen.
Zur Simulation von Sensorrauschen sowie von Ungenauigkeiten in der Merkmals-
detektion werden die projizierten Punkte nachtra¨glich durch additives, mittelwert-
freies Gauß’sches Rauschen mit Standardabweichung σ verrauscht. Weiterhin wer-
den Ausreißer erzeugt, deren Position stark von der erwarteten Position abweicht.
Dies ist no¨tig, um den Einfluss von Fehlzuordnungen bei der Korrespondenzsuche
sowie Merkmalspunkte auf unabha¨ngig bewegten Objekten zu simulieren, welche
das Scha¨tzergebnis beeinflussen.
Um eine quantitative Aussage u¨ber die Qualita¨t der Scha¨tzung treffen zu ko¨nnen,
wird die auf die La¨nge der Trajektorie bezogene Drift zwischen der Referenztrajek-
torie und der gescha¨tzten Trajektorie sowie der mittlere quadratische Fehler (engl.
mean squared error (MSE))
MSEV =
1
K
·
K∑
k=1
(ŝV,k − sV,k)2 (4.42)
2Die verwendeten Bewegungsparameter entsprechen einer realen Fahrt, die mit dem in Kapitel 6.1
beschriebenen Versuchsfahrzeug durchgefu¨hrt wurde.
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(a) Einfluss des gewa¨hlten Scha¨tzalgorithmus auf
den MSE in den translatorischen Bewegungspa-
rametern.
(b) Einfluss des gewa¨hlten Scha¨tzalgorithmus auf
den MSE in den rotatorischen Bewegungspara-
metern.
Abbildung 4.9: Vergleich unterschiedlicher Bayes-Filter bezu¨glich ihrer Anwend-
barkeit zur visuellen Bewegungsscha¨tzung. Ausgewertet wird der MSE in den ein-
zelnen Bewegungskomponenten in Abha¨ngigkeit des Scha¨tzverfahrens.
der einzelnen Bewegungsparameter u¨ber alle betrachteten Bildpaare verwendet.
Hierbei bezeichnet K die Anzahl ausgewerteter Scha¨tzungen und sV mit V ∈
{VX , VY , VZ , ωX , ωY , ωZ} die ausgewerteten Bewegungsparameter.
Zum Vergleich der unterschiedlichen Filteralgorithmen wird eine Simulation
durchgefu¨hrt, bei der den Bildpunkten additives Gauß’sches Rauschen mit einer
Standardabweichung von 0,5 Pixel u¨berlagert wird. Zur Simulation von Fehlzuord-
nungen in den Merkmalskorrespondenzen sowie Merkmalspunkte auf unabha¨ngig
bewegten Objekten werden 10 % Ausreißer in den Punktkorrespondenzen erzeugt.
Die Ergebnisse fu¨r die erzielbaren Genauigkeiten in den Bewegungsparametern
bei Verwendung unterschiedlicher Filter sind exemplarisch in Abbildung 4.9 dar-
gestellt. Anhand dieser Abbildung ist ersichtlich, dass die nicht-iterativen Filter fast
ausnahmslos a¨hnliche Fehler in den Bewegungsparametern liefern, wobei das UKF
im Vergleich zum EKF eine geringfu¨gig schlechtere Scha¨tzung der translatorischen
Geschwindigkeit in Fahrzeugla¨ngsrichtung liefert.
Bei der Verwendung iterativer Scha¨tzverfahren ergeben sich abha¨ngig vom ver-
wendeten Filter unterschiedliche Ergebnisse. Die Durchfu¨hrung mehrerer Iterati-
onsschritte fu¨hrt beim IEKF sowohl zu einer Verbesserung als auch zu einer Ver-
schlechterung der Scha¨tzung einzelner Bewegungskomponenten im Vergleich zum
EKF. Insgesamt ist eine Verschlechterung der Bewegungsscha¨tzung zu beobachten,
wenn anstatt des EKF ein IEKF verwendet wird. Gegenu¨ber dem UKF liefert das
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ISPKF fu¨r alle Bewegungskomponenten eine bessere Scha¨tzung. Zudem sind mit
dem ISPKF die besten Ergebnisse unter allen getesteten Algorithmen zu erreichen.
Hinsichtlich des Konvergenzverhaltens der iterativen Filter ko¨nnen keine Un-
terschiede festgestellt werden. Beide getesteten Filter beno¨tigen durchschnittlich
drei Iterationen um auf einen Scha¨tzwert zu konvergieren. Die fu¨r die Scha¨tzung
beno¨tigten Rechenzeiten sind jedoch stark unterschiedlich. Im Vergleich zum
ISPKF beno¨tigt das IEKF etwa die fu¨nffache Rechenzeit fu¨r die gleiche Anzahl
Iterationsschritte.
Fu¨r den betrachteten Anwendungsfall liefert somit das Iterated Sigma-Point
Kalman-Filter die besten Ergebnisse hinsichtlich der Genauigkeit der gescha¨tzten
Parameter. Die folgende Analyse der Leistungsfa¨higkeit des vorgestellten Verfah-
rens basiert daher lediglich auf diesem Filter.
4.6 Bewertung der Leistungsfa¨higkeit
Abschließend wird die Leistungsfa¨higkeit des vorgestellten Algorithmus anhand
simulierter Daten quantitativ untersucht und hinsichtlich des resultierenden Scha¨tz-
fehlers bewertet. Verwendet werden hierbei die gleichen Daten wie sie bereits im
vorherigen Kapitel beschrieben wurden.
Zuna¨chst wird untersucht, wie stark sich Unsicherheiten in den Beobachtungen auf
die Genauigkeit des Scha¨tzergebnisses auswirken. Hierzu werden mehrere Simula-
tionen durchgefu¨hrt. In jeder Simulation wird den Merkmalskorrespondenzen ad-
ditives Gauß’sches Rauschen mit Mittelwert Null und variierender Standardabwei-
chung σ u¨berlagert. Die verbleibenden Parameter sind fu¨r alle durchgefu¨hrten Si-
mulationen identisch. Ausreißer in den Merkmalskorrespondenzen sind bei dieser
Untersuchung nicht vorhanden.
Die Ergebnisse dieser Simulation sind in den Abbildungen 4.10a und 4.10b dar-
gestellt. Ersichtlich ist hierbei, dass sich die mittleren quadratischen Fehler in den
Bewegungsparametern mit steigender Standardabweichung vergro¨ßern. Insgesamt
sind die auftretenden Fehler jedoch selbst bei einer Standardabweichung von 1,0 Pi-
xel relativ gering.
Ein qualitativer Vergleich der beiden dominanten Bewegungsparameter fu¨r die ers-
ten 100 Zeitschritte ist Abbildung 4.11 zu entnehmen. Dargestellt ist sowohl der
gescha¨tzte Verlauf der Bewegungsparameter als auch der Verlauf der Referenz-
bewegung. Die Standardabweichung des Rauschens betra¨gt bei dieser Simulation
0,5 Pixel. Zu erkennen ist anhand dieser Abbildung, dass der gescha¨tzte Verlauf der
Bewegung gut mit der Referenzbewegung u¨bereinstimmt.
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(a) MSE translatorisch (beide Kameras) (b) MSE rotatorisch (beide Kameras)
(c) MSE translatorisch (linke Kamera) (d) MSE rotatorisch (linke Kamera)
(e) MSE translatorisch (rechte Kamera) (f) MSE rotatorisch (rechte Kamera)
Abbildung 4.10: Evaluation des Scha¨tzfehlers bei unterschiedlich starkem Rau-
schen der Merkmalspunkte sowie bei Verwendung unterschiedlicher Ansichten.
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(a) Gescha¨tzte Translationsgeschwindigkeit VZ
im Vergleich zur Referenzgeschwindigkeit.
(b) Gescha¨tzte Rotationsgeschwindigkeit ωY im
Vergleich zur Referenzgeschwindigkeit.
Abbildung 4.11: Exemplarischer Verlauf der gescha¨tzten Bewegungsparameter fu¨r
die ersten 100 Frames der in Abbildung 4.12 dargestellten Trajektorie im Vergleich
zu den Referenzparametern. Fu¨r die Scha¨tzung werden simulierte Punktkorrespon-
denzen mit additivem Gauß’schen Rauschen (σ = 0,5 Pixel) verwendet.
Neben dem Einfluss des Bildrauschens wird zusa¨tzlich untersucht, wie sich die
Genauigkeit der Bewegungsscha¨tzung in Abha¨ngigkeit der beru¨cksichtigten Beob-
achtungen vera¨ndert. Hierbei werden entweder die beobachteten Merkmalspunkte
in beiden Kamerabildern der Stereoanordnung zum Zeitpunkt k verwendet. Oder
es werden lediglich die detektierten Merkmalspunkte in einem der beiden Bilder
zum Zeitpunkt k bei der Bewegungsscha¨tzung beru¨cksichtigt. Die bei der Simulati-
on zugrunde liegenden 3D-Objektpunkte sind jedoch in allen Fa¨llen identisch. Die
sich bei variierendem Rauschen der Merkmalskorrespondenzen ergebenden Fehler
in den einzelnen Bewegungsparametern sind in Abbildung 4.10 dargestellt.
Zu erkennen ist hierbei, dass die Fehler insgesamt gro¨ßer werden, wenn lediglich
die Merkmalspunkte in einem der beiden Kamerabilder verwendet werden. Damit
einhergehend erho¨ht sich auch die Drift der resultierenden Fahrzeugtrajektorie er-
heblich. Abbildung 4.12 zeigt die Trajektorien der unterschiedlichen Scha¨tzungen
im Vergleich zur Referenztrajektorie. Werden die Punktkorrespondenzen in beiden
Bildern bei der Scha¨tzung beru¨cksichtigt, resultiert dies in einer Drift von 1,31 %
bezogen auf die Gesamtla¨nge der Trajektorie. Die Verwendung der Merkmalspunk-
te im linken Kamerabild resultiert in einer Drift von 4,05 %, werden nur die Punkte
im rechten Bild verwendet, ergibt sich eine Drift von 5,82 %.
Neben der steigenden Abweichung zwischen gescha¨tzter Trajektorie und Referenz-
trajektorie ist anhand von Abbildung 4.12 weiterhin ersichtlich, dass die Drift in
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(a) Verwendung beider Kameras fu¨r die Bewe-
gungsscha¨tzung.
(b) Verwendung jeweils einer Kamera fu¨r die Be-
wegungsscha¨tzung.
Abbildung 4.12: Veranschaulichung des Einflusses der verwendeten Beobachtun-
gen auf die resultierende Trajektorie.
Richtung der verwendeten Kamera dominiert. D. h. wenn lediglich die Punktkor-
respondenzen im linken Bild der Stereoanordnung verwendet werden driftet die
Trajektorie deutlich nach links, werden die Merkmalspunkte im rechten Bild ver-
wendet driftet die Trajektorie erheblich nach rechts.
Eine weitere Fehlerquelle, die sich auf die Genauigkeit des Scha¨tzergebnisses aus-
wirkt, sind Fehlzuordnungen bei der Korrespondenzsuche sowie Merkmalspunkte
auf unabha¨ngig bewegten Objekten. Diese ko¨nnen nicht mehr durch normalver-
teiltes Rauschen erkla¨rt werden und stellen somit Ausreißer im Scha¨tzprozess dar.
Um den Einfluss solcher Korrespondenzen auf die Bewegungsscha¨tzung zu unter-
suchen, werden die simulierten Punktkorrespondenzen zum einen mit additivem
Gauß’schen Rauschen mit Standardabweichung 0,5 Pixel verrauscht. Zum anderen
wird ein definierter Prozentsatz an Punktkorrespondenzen erzeugt, deren Position
sehr stark von der erwarteten Position abweicht.
Zuna¨chst wird untersucht, wie stark sich Ausreißer auf die Bewegungsscha¨tzung
auswirken, wenn keine vorherige Ausreißerdetektion durchgefu¨hrt wird. Der hier-
durch resultierende mittlere quadratische Fehler in den gescha¨tzten Bewegungspa-
rametern ist in Abbildung 4.13 dargestellt. Zu beobachten ist, dass sich Ausreißer
in den Merkmalskorrespondenzen stark auf die gescha¨tzten Bewegungsparameter
auswirken, sodass ohne eine Detektion und Elimination von Ausreißern keine aus-
reichend genaue Scha¨tzung der Bewegung mo¨glich ist.
Speziell in innersta¨dtischen Szenarien mit zahlreichen unabha¨ngig bewegten Ver-
kehrsteilnehmern muss jedoch davon ausgegangen werden, dass nicht alle Merk-
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(a) Einfluss von Ausreißern auf den MSE in den
translatorischen Bewegungsparametern.
(b) Einfluss von Ausreißern auf den MSE in den
rotatorischen Bewegungsparametern.
Abbildung 4.13: Untersuchung des Einflusses von Ausreißern auf die gescha¨tzten
Bewegungsparameter, ohne vorherige Ausreißerdetektion.
(a) Einfluss von Ausreißern auf den MSE in den
translatorischen Bewegungsparametern.
(b) Einfluss von Ausreißern auf den MSE in den
rotatorischen Bewegungsparametern.
Abbildung 4.14: Untersuchung des Einflusses von Ausreißern auf die gescha¨tzten
Bewegungsparameter, bei Verwendung des robusten Innovationsschrittes.
malskorrespondenzen auf dem statischen Bereich der Szene liegen und somit
fu¨r die visuelle Bewegungsscha¨tzung geeignet sind. Eine zuverla¨ssige und ge-
naue Scha¨tzung der Fahrzeugbewegung ist dementsprechend nur dann mo¨glich,
wenn Ausreißer detektiert und von der Bewegungsscha¨tzung ausgeschlossen wer-
den. Dies ist mit dem in Kapitel 4.4.3 beschriebenen robusten Innovationsschritt
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Abbildung 4.15: Liegt ein Großteil der detektierten Merkmalspunkte auf einem
einzelnen unabha¨ngig bewegten Objekt, fu¨hren die Merkmale eine konsistente Be-
wegung durch. Die Eigenbewegungsscha¨tzung liefert in diesem Falle schlechte Er-
gebnisse, da nicht die Punkte auf der statischen Umgebung sondern die Punkte auf
dem Objekt die beste Hypothese innerhalb des RANSAC-Algorithmus liefern.
mo¨glich. Die resultierenden Ergebnisse sind in Abbildung 4.14 dargestellt. Hieraus
ist ersichtlich, dass durch die Verwendung des robusten Innovationsschrittes eine
deutlich ho¨here Genauigkeit erreicht werden kann, als es ohne die Detektion feh-
lerhafter Merkmalskorrespondenzen der Fall ist (vgl. Abbildung 4.13). Insgesamt
liefert der vorgestellte Algorithmus zur visuellen Scha¨tzung der Fahrzeugeigenbe-
wegung auch bei zahlreichen ungeeigneten Merkmalskorrespondenzen zuverla¨ssi-
ge Scha¨tzergebnisse.
In diesem Kapitel wurde ein Verfahren vorgestellt, welches selbst dann noch eine
robuste Scha¨tzung der Fahrzeugbewegung erlaubt, wenn in den Punktkorrespon-
denzen zahlreiche Fehlzuordnungen bzw. Punkte auf unabha¨ngig bewegten Objek-
ten vorhanden sind. Liegt ein Großteil der detektierten Punkte jedoch auf einem
einzelnen unabha¨ngig bewegten Objekt, wie es beispielsweise in Abbildung 4.15
der Fall ist, fu¨hren diese Punkte eine konsistente Bewegung durch. Dies kann dazu
fu¨hren, dass diese Punkte innerhalb des RANSAC-Algorithmus als gro¨ßte Men-
ge Inlier detektiert werden. Ist dies der Fall wird nicht die Fahrzeugeigenbewe-
gung sondern die Relativbewegung zwischen Objekt und Fahrzeug gescha¨tzt. Zur
Beru¨cksichtigung solcher Situationen wird das bisher vorgestellte Verfahren um
eine Klassifikation der Merkmalspunkte erweitert (vgl. [KMS10]), wie sie im fol-
genden Kapitel beschrieben wird.
4.7 Behandlung hochdynamischer Situationen
Um auch dann noch zuverla¨ssige Scha¨tzergebnisse liefern zu ko¨nnen, wenn große
Bereiche des Bildes durch unabha¨ngig bewegte Objekte verdeckt sind, wie es bei-
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(a) Klassifikationsergebnis
(b) Bucketing
Abbildung 4.16: Exemplarische Darstellung der Merkmalsklassifikation basierend
auf der Haar-Wavelet-Transformation der Merkmalspunkte, sowie das darauf auf-
bauende Bucketing (gru¨n: als statisch klassifiziert, rot: als mo¨glicherweise bewegt
klassifiziert).
spielsweise in Abbildung 4.15 der Fall ist, wird vor der Korrespondenzsuche ei-
ne Merkmalsauswahl basierend auf der Erscheinung der Merkmalspunkte im Bild
durchgefu¨hrt. Hierbei werden die Merkmalspunkte in die beiden Klassen statisch
oder mo¨glicherweise bewegt eingeteilt. Bei der Korrespondenzsuche werden an-
schließend nur noch die als statisch klassifizierten Merkmalspunkte beru¨cksichtigt.
Hierdurch kann zum einen die Zeit fu¨r die Korrespondenzsuche reduziert werden,
da Korrespondenzen fu¨r weniger Merkmalspunkte bestimmt werden mu¨ssen. Zum
anderen ko¨nnen Merkmalspunkte auf bewegten Objekten bereits vor der Eigenbe-
wegungsscha¨tzung eliminiert werden, sodass sich diese nicht negativ auf das Er-
gebnis der Bewegungsscha¨tzung auswirken.
Um die Klassifikation der detektierten Merkmalspunkte durchzufu¨hren, wer-
den diese zuna¨chst anhand eines Merkmalsdeskriptors beschrieben. In dieser
Arbeit kommt, aufgrund ihrer effizienten Berechenbarkeit, die Haar-Wavelet-
Transformation (vgl. [SDS95a, SDS95b]) zur Beschreibung der Merkmalspunk-
te zur Anwendung. Anschließend wird, basierend auf handsegmentierten Bildern,
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ein bina¨rer Klassifikator trainiert, der fu¨r die Einteilung der Merkmalspunkte in die
beiden gewa¨hlten Klassen verwendet wird. Zur Klassifikation der Merkmalspunkte
kommen die in [GEW06] beschriebenen extremely randomized decision trees zur
Anwendung. Fu¨r jeden zu klassifizierenden Merkmalspunkt liefern diese ein Kon-
fidenzmaß, anhand dessen entschieden werden kann, ob es sich bei dem betrach-
teten Punkt um einen Merkmalspunkt auf dem statischen Bereich der Szene oder
einem Punkt auf einem potentiell bewegten Objekt handelt. Das Ergebnis dieser
Klassifikation ist exemplarisch in Abbildung 4.16a veranschaulicht. Anschließend
werden, innerhalb der als statisch klassifizierten Punkte, Merkmalskorrespondenz-
en zwischen den unterschiedlichen Ansichten bestimmt, die fu¨r die Scha¨tzung der
Fahrzeugeigenbewegung verwendet werden.
Anhand der so bestimmten Punktkorrespondenzen, kann eine Scha¨tzung der
Fahrzeugeigenbewegung durchgefu¨hrt werden, wie sie bereits in Kapitel 4.4
beschrieben wurde. Die nach der Klassifikation verbleibenden Merkmalspunk-
te auf unabha¨ngig bewegten Objekten ko¨nnen durch den robusten Innovations-
schritt zuverla¨ssig gehandhabt werden. Um jedoch einzelne fehlerhaft klassifizier-
te Merkmalspunkte bereits vor der Bewegungsscha¨tzung zu eliminieren, wird der
Bucketing-Schritt basierend auf der durchgefu¨hrten Klassifikation durchgefu¨hrt.
Buckets, in denen ein gewisser Prozentsatz an Merkmalspunkten als mo¨glicher-
weise bewegt klassifiziert wurde, werden deaktiviert, d. h. die Merkmalspunkte
innerhalb dieser Buckets werden bei der Eigenbewegungsscha¨tzung nicht weiter
beru¨cksichtigt. Ein exemplarisches Ergebnis des adaptiven Bucketings ist in Abbil-
dung 4.16b veranschaulicht.
Die in diesem Kapitel beschrieben Erweiterung des Algorithmus erlaubt auch
dann noch eine robuste Scha¨tzung der Kameraeigenbewegung, wenn zahlreiche
unabha¨ngig bewegte Objekte vorhanden sind, sodass auch in innersta¨dtischen Sze-
narien gute Scha¨tzergebnisse zur Verfu¨gung stehen (vgl. [KMS10]).
5 Effiziente Scha¨tzung dichter
Flussfelder
In diesem Kapitel wird ein Verfahren hergeleitet, welches eine effiziente Scha¨tzung
nahezu dichter Bewegungsvektorfelder ermo¨glicht. Hauptanwendungsgebiet des
vorgestellten Verfahrens stellen Anwendungen in der Robotik sowie im automo-
bilen Umfeld dar, weshalb sehr große Flussvektoren zu erwarten sind. Gradienten-
basierte Verfahren ko¨nnen deshalb aufgrund der u¨blicherweise durchgefu¨hrten Li-
nearisierung (vgl. Kapitel 3.2.1) nur eingeschra¨nkt zur Scha¨tzung des Bewegungs-
vektorfeldes verwendet werden.
Das vorgestellte Verfahren beruht auf einem regionenbasierten Ansatz (vgl. Ka-
pitel 3.2.2), wobei Annahmen u¨ber die Szene getroffen werden um eine effizien-
te Scha¨tzung des Bewegungsvektorfeldes zu ermo¨glichen. Es wird beispielsweise
vorausgesetzt, dass der optische Fluss lediglich durch die Fahrzeugeigenbewegung,
nicht jedoch durch unabha¨ngig bewegte Objekte hervorgerufen wird. Ist dies der
Fall, ko¨nnen Suchraumeinschra¨nkungen, die sich aus der Epipolargeometrie zwi-
schen den beiden Ansichten ergeben (vgl. Kapitel 2.2), bei der Scha¨tzung des op-
tischen Flusses beru¨cksichtigt werden.
Die hieraus resultierende Reduktion des zweidimensionalen Suchbereichs auf eine
eindimensionale Linie liefert jedoch immer noch zahlreiche Kandidaten, die bei
der Korrespondenzsuche u¨berpru¨ft werden mu¨ssen. Weiterhin tritt innerhalb na-
hezu homogener Bildbereiche, wie sie im automobilen Umfeld u¨blicherweise auf
Ha¨userfassaden oder der Fahrbahnoberfla¨che zu erwarten sind, nach wie vor das
Aperturproblem auf (vgl. Kapitel 3.1). Mehrdeutigkeiten zwischen den Kandidaten
innerhalb des Suchbereichs ko¨nnen somit weder durch die Epipolargeometrie noch
das verwendete Gu¨temaß aufgelo¨st werden. Diese Mehrdeutigkeiten fu¨hren dazu,
dass klassische regionenbasierte Ansa¨tze zahlreiche Fehlzuordnungen liefern, da
das Gu¨temaß in homogenen Bereichen stark durch das Rauschen des Kamerasen-
sors beeinflusst wird.
Eine weitere Reduktion der mo¨glichen Kandidaten sowie eine Verminderung des
Aperturproblems in schlecht texturierten Bildbereichen kann erreicht werden, in-
dem ein Modell zur Beschreibung der in der Bildebene sichtbaren Bewegung ver-
wendet wird. Anhand dieses Modells ist es mo¨glich, fu¨r jedes Pixel im vorherigen
Bild dessen erwartete Position im aktuellen Bild zu bestimmen.
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In der vorliegenden Arbeit wird angenommen, dass das Bewegungsvektorfeld
stu¨ckweise durch ein Bewegungsmodell beschrieben werden kann. Die Aufteilung
des Bildes in die einzelnen Bewegungsbereiche erfolgt hierbei anhand von initialen
Merkmalspunkten, fu¨r die im Voraus robuste Korrespondenzen zwischen aufeinan-
derfolgenden Bildern bestimmt werden konnten. Wird angenommen, dass jeder in
der Bildebene gewa¨hlte Bewegungsbereich mit einer ebenen Fla¨che in der Welt
korrespondiert und die Bewegung der Kamera zwischen zwei aufeinanderfolgen-
den Aufnahmezeitpunkten ausreichend klein ist, kann die Bewegung in der Bild-
ebene na¨herungsweise durch eine affine Transformation beschrieben werden. Eine
genauere Analyse des entstehenden Modellfehlers wird in Kapitel 5.3 durchgefu¨hrt.
Sind die Punktkorrespondenzen sowie die Bewegungsbereiche bekannt, ko¨nnen fu¨r
jeden dieser Bereiche die Modellparameter berechnet werden. Anhand dieser kann
ein dichtes Bewegungsvektorfeld erzeugt werden, welches die aufgrund des ver-
wendeten Bewegungsmodells erwarteten Flussvektoren beinhaltet. Diese ko¨nnen
bei der Korrespondenzsuche zur Einschra¨nkung des Suchbereichs sowie zur Be-
wertung der Kandidaten innerhalb des Suchbereichs verwendet werden.
Die eigentliche Korrespondenzsuche erfolgt anschließend nur noch in einem klei-
nen Bereich, der sowohl durch den pra¨dizierten Bildpunkt als auch durch die Epipo-
larlinie definiert wird. Im Gegensatz zu klassischen regionenbasierten Verfahren,
bei denen die Korrespondenzsuche in einem rechteckigen Bereich erfolgt, kann
durch die Beschra¨nkung des Suchbereichs auf ein schmales Band um die Epipo-
larlinie eine Reduktion der Komplexita¨t erreicht werden. Die daraus resultieren-
de Reduktion der mo¨glichen Kandidaten fu¨hrt einerseits zu einer deutlichen Ver-
minderung des Aufwandes. Andererseits kann eine Erho¨hung der Genauigkeit des
gescha¨tzten Bewegungsvektorfeldes erreicht werden, indem nicht plausible Kandi-
daten, d. h. Kandidaten die beispielsweise zu weit von der erwarteten Epipolarlinie
oder dem pra¨dizierten Bildpunkt entfernt sind, bei der Korrespondenzsuche nicht
beru¨cksichtigt werden (vgl. Kapitel 6.4.2).
Zur Bestimmung der besten Korrespondenz kommt eine Maximum-a-posteriori-
Methode zur Anwendung, die neben der A¨hnlichkeit zweier Bildpunkte auch die
pra¨dizierte Position des Punktes als a-priori-Information beru¨cksichtigt. Hierdurch
ko¨nnen insbesondere in nahezu homogenen Bildbereichen, in denen anhand des
A¨hnlichkeitsmaßes keine zuverla¨ssige Bestimmung des korrespondierenden Bild-
punktes mo¨glich ist, Mehrdeutigkeiten bei der Korrespondenzsuche aufgelo¨st bzw.
reduziert werden.
U¨blicherweise sind Fahrzeuge und mobile Roboterplattformen mit Stereokamera-
systemen ausgestattet. Die durch das zusa¨tzliche Kamerabild gelieferten Informa-
tionen ko¨nnen dazu verwendet werden, die Scha¨tzung des Bewegungsvektorfeldes
zu vereinfachen. So ist es beispielsweise mo¨glich, anhand des Disparita¨tsbildes die
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Szenenstruktur zu rekonstruieren. Aus der Umfeldgeometrie sowie der Bewegung
der Kamera kann das resultierende Bewegungsvektorfeld vorberechnet und bei der
Flussscha¨tzung beru¨cksichtigt werden.
Zur Berechnung des Disparita¨tsbildes werden meist jedoch rektifizierte Kamerabil-
der vorausgesetzt, wodurch die mo¨glichen Kamerakonfigurationen eingeschra¨nkt
werden (vgl. Kapitel 2.2). Weiterhin wirkt sich die Zeit zur Bestimmung des Dispa-
rita¨tsbildes auf die Effizienz der Flussscha¨tzung aus. Eine effizientere Beru¨cksichti-
gung der Stereoinformation, die nicht auf der Annahme rektifizierter Kamerabilder
beruht, kann erreicht werden, indem ein Modell fu¨r die Verschiebung der Punkte
zwischen linkem und rechtem Bild der Stereoanordnung zugrunde gelegt wird, wie
es beispielsweise in [KL12] der Fall ist. Hierdurch ko¨nnen die Informationen aus
der zusa¨tzlichen Ansicht effizient in die Flussscha¨tzung integriert werden.
Die einzelnen Verarbeitungsschritte des vorgestellten Verfahrens sind schematisch
in Abbildung 5.1 dargestellt. Diese werden in den folgenden Kapiteln detailliert
beschrieben. Zuna¨chst wird in Kapitel 5.1 auf die Vorverarbeitung der initialen
Merkmalskorrespondenzen eingegangen. Darauf aufbauend beschreibt Kapitel 5.2
die Aufteilung des Bildes in die unterschiedlichen Bewegungsbereiche sowie die
Bestimmung der Modellparameter in den einzelnen Bereichen. Anhand dieser Mo-
dellparameter kann der korrespondierende Bildpunkt im aktuellen Bild sowie des-
sen Unsicherheit pra¨diziert werden, was in Kapitel 5.3 beschrieben wird. Die ei-
gentliche Strategie zur Korrespondenzsuche sowie das verwendete Gu¨temaß wer-
den in Kapitel 5.4 erla¨utert. Darauf aufbauend zeigt Kapitel 5.5 eine mo¨gliche
Erweiterung des Verfahrens, wodurch sich Informationen eines Stereokamerasys-
tems in den Scha¨tzprozess einbeziehen lassen. Abschließend veranschaulicht Ka-
pitel 5.6, dass die durchgefu¨hrte Fehlerfortpflanzung zur Bestimmung der Unsi-
cherheit des pra¨dizierten Bildpunktes eine ausreichend genaue Approximation der
tatsa¨chlichen Unsicherheit darstellt.
5.1 Vorverarbeitung
Wie in Kapitel 3.2.2 beschrieben, sind regionenbasierte Verfahren zur Scha¨tzung
dichter Bewegungsvektorfelder u¨blicherweise sehr rechenaufwendig. Insbesondere
wenn große Flussvektoren zu erwarten sind, ist auch die zu u¨berpru¨fende Bildre-
gion groß und die Anzahl mo¨glicher Kandidaten ist enorm. Um auch in diesen
Fa¨llen eine zeiteffiziente Scha¨tzung dichter Bewegungsvektorfelder gewa¨hrleisten
zu ko¨nnen ist es erforderlich den Suchbereich fu¨r Korrespondenzen stark einzu-
schra¨nken. Dies erfolgt in dem hier vorgestellten Ansatz durch ein modellbasier-
tes Bewegungsvektorfeld. Zur Bestimmung der Modellparameter kommen bekann-
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Abbildung 5.1: Schematische Darstellung der Vorgehensweise des vorgestellten
Algorithmus zur effizienten Flussscha¨tzung.
te Flussvektoren zur Anwendung, die an wenigen markanten Merkmalspunkten
bestimmt werden konnten und somit eine robuste Zuordnung korrespondierender
Punkte zwischen den beiden Kamerabildern erlauben. Zur Bestimmung dieser ini-
tialen Merkmalskorrespondenzen ko¨nnen die in Kapitel 3.2.3 beschriebenen Ver-
fahren verwendet werden. In dieser Arbeit kommen die in [GZS11] vorgestellten
Punktmerkmale und Merkmalsdeskriptoren zur Bestimmung der initialen Merk-
malskorrespondenzen zur Anwendung, auf die hier jedoch nicht weiter eingegan-
gen werden soll.
Fu¨r die weiteren Betrachtungen wird davon ausgegangen, dass eine Menge von N
Merkmalspunkten
Xk−1 =
{
x1k−1,x
2
k−1, . . .x
N
k−1
}
und deren korrespondierende Bildpunkte
Xk =
{
x1k,x
2
k, . . .x
N
k
}
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mit xik−1 ↔ xik sowie i ∈ {1, . . . , N} zwischen zwei aufeinanderfolgenden Bil-
dern gegeben sind.
Da basierend auf diesen Merkmalskorrespondenzen die Modellparameter bestimmt
werden, anhand derer der Bereich fu¨r die Korrespondenzsuche festgelegt wird,
ist es von entscheidender Bedeutung, dass die initialen Merkmalskorrespondenz-
en keine Ausreißer mehr beinhalten. Dies wu¨rde zu einem fehlerhaft pra¨dizierten
Suchbereich und somit letztendlich zu einer fehlerhaften Flussscha¨tzung fu¨hren.
Ausreißer treten beispielsweise dann auf, wenn die beiden PunktmengenXk−1 und
Xk fehlerhafte Merkmalskorrespondenzen beinhalten. Weiterhin mu¨ssen, durch die
Beschra¨nkung der Scha¨tzung auf die statischen Bereiche der Szene, Merkmalskor-
respondenzen auf unabha¨ngig bewegten Objekten als Ausreißer behandelt werden.
Um diese Ausreißer zu eliminieren, kommen geometrische Kriterien zwischen den
beiden Ansichten der Szene zur Anwendung. Diese ergeben sich, aufgrund der An-
nahme einer statischen Szene, bei der die Bewegung in der Bildebene lediglich
durch die Eigenbewegung der Kamera hervorgerufen wird, aus der Epipolargeo-
metrie zwischen den beiden Ansichten (vgl. Kapitel 2.2).
Zur Bestimmung der Epipolargeometrie, d. h. der Fundamentalmatrix F zwischen
den beiden Ansichten, kommt in dieser Arbeit das in Kapitel 4 beschriebene Ver-
fahren zur visuellen Scha¨tzung der Kameraeigenbewegung zur Anwendung. Ge-
genu¨ber einer Scha¨tzung der Fundamentalmatrix anhand korrespondierender Punk-
te in den beiden Ansichten (z. B. [Har97, WHD05]) ergeben sich hierdurch wesent-
liche Vorteile. Einerseits kann die Berechnung deutlich schneller erfolgen, sodass
der Gesamtaufwand zur Bestimmung des Bewegungsvektorfeldes reduziert wird.
Andererseits kann meist eine ho¨here Genauigkeit der Epipolargeometrie erreicht
werden, wenn die Fundamentalmatrix anhand der Kameraeigenbewegung sowie
der intrinsischen Kalibrierung der Kamera berechnet wird.
Steht eine Scha¨tzung der Epipolargeometrie zur Verfu¨gung, ko¨nnen Ausreißer in
den Merkmalskorrespondenzen detektiert werden. Eine Merkmalskorrespondenz
xik−1 ↔ xik wird genau dann als Ausreißer klassifiziert, wenn die Sampson-
Distanz (vgl. [HZ08]) zwischen den beiden Bildpunkten einen vordefinierten
Schwellwert u¨berschreitet. Alle als Ausreißer klassifizierten Merkmalskorrespon-
denzen werden verworfen und bei den folgenden Verarbeitungsschritten nicht wei-
ter beru¨cksichtigt.
5.2 Scha¨tzung der Modellparameter
Anhand der gegebenen ausreißerfreien Merkmalskorrespondenzen kann, basierend
auf einem zugrunde liegenden Bewegungsmodell, ein dichtes Bewegungsvektor-
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(a) Initiale Merkmalskorrespondenzen zwischen
aufeinanderfolgenden Bildern.
(b) Delaunay-Triangulation zwischen den Merk-
malspunkten Xk−1.
(c) Modellbasiertes Bewegungsvektorfeld basie-
rend auf den gescha¨tzten Parametern.
(d) Resultierendes Bild bei Anwendung der affi-
nen Transformation innerhalb jedes Dreiecks.
Abbildung 5.2: Veranschaulichung der Vorgehensweise zur Bestimmung eines
modellbasierten Bewegungsvektorfeldes basierend auf einer Menge von Merk-
malskorrespondenzen zwischen aufeinanderfolgenden Bildern.
feld berechnet werden. Das in dieser Arbeit verwendete Modell zur Beschreibung
der Bewegung von Bildpunkten zwischen aufeinanderfolgenden Ansichten der Sze-
ne wird im Folgenden na¨her beschrieben. Weiterhin wird auf die einzelnen Verar-
beitungsschritte zur Bestimmung der Modellparameter detailliert eingegangen. In
Abbildung 5.2 sind diese Verarbeitungsschritte schematisch dargestellt.
Basierend auf der durchgefu¨hrten Vereinfachung, dass eine statische Umgebung
vorliegt und das 3D-Bewegungsvektorfeld ausschließlich durch die Eigenbewe-
gung der Kamera hervorgerufen wird ergibt sich, dass lediglich Translationen und
Rotationen im Raum auftreten ko¨nnen. Wird weiterhin vereinfachend angenom-
men, dass die Umgebung durch eine Ebene beschrieben werden kann, resultiert
daraus ein 2D-Bewegungsvektorfeld zwischen zeitlich aufeinanderfolgenden Bil-
dern, welches bei kleinen A¨nderungen der Kamerapose na¨herungsweise durch ei-
ne Translation, eine Rotation sowie eine Skalierung der ins Bild projizierten Ob-
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jekte beschrieben werden kann (vgl. [GHN+10]). Dies ist exemplarisch in Abbil-
dung 5.2a veranschaulicht. Dargestellt ist die U¨berlagerung zweier Ansichten eines
Objektes sowie die initialen Flussvektoren, die an den Eckpunkten des Objektes
bestimmt werden konnten.
Die Beschreibung der Umgebung durch eine einzelne Ebene ist jedoch nicht
mo¨glich. In dieser Arbeit wird deshalb angenommen, dass die Umgebung durch ei-
ne endliche Anzahl unterschiedlicher, beliebig orientierter Ebenen modelliert wer-
den kann. Jede dieser Ebenen ist durch drei Punkte im Raum gekennzeichnet. Fu¨r
diese Punkte wird angenommen, dass sie im Bild als Merkmalspunkte detektiert
werden ko¨nnen.
U¨blicherweise gilt die Ebenenannahme in innersta¨dtischen Szenarien nur fu¨r weni-
ge Objekte, wie beispielsweise die Fahrbahnoberfla¨che oder Ha¨userfassaden. Fahr-
zeuge hingegen ko¨nnen nicht durch eine einzelne Ebene modelliert werden. Typi-
scherweise sind Fahrzeuge jedoch deutlich besser texturiert als die Fahrbahnebene,
sodass eine gro¨ßere Anzahl Merkmalspunkte auf diesen Objekten detektiert wer-
den kann (vgl. Abbildung 5.3a). Demnach ist eine sta¨rkere Segmentierung nicht
ebener Objekte zu erwarten. Fu¨r jedes dieser Segmente im Bild kann angenommen
werden, dass es eine na¨herungsweise planare Fla¨che in der Welt repra¨sentiert.
Die aufgrund der vorherigen Annahmen erwartete Bewegung eines Bildpunk-
tes zwischen aufeinanderfolgenden Ansichten der Szene, welche na¨herungswei-
se durch eine Translation, eine Rotation und eine Skalierung gekennzeichnet ist,
kann durch eine affine Transformation (vgl. [FL04, HZ08]) approximiert wer-
den. Der aufgrund dieser Vereinfachung entstehende Modellfehler, zwischen dem
tatsa¨chlich korrespondierenden Bildpunkt und dem anhand des Modells erwarteten
Punkt, ist fu¨r kleine Bewegungen der Kamera gering, was in Kapitel 5.3 detailliert
analysiert wird. Die durch den Modellfehler entstehende Abweichung von der Epi-
polargeometrie wird bei der Scha¨tzung beru¨cksichtigt, indem ein Toleranzband um
die Epipolarlinie betrachtet wird. Dieses beru¨cksichtigt neben dem Modellfehler
bei der Pra¨diktion zusa¨tzlich Fehler, die sich aus der Scha¨tzung der Epipolargeo-
metrie ergeben.
Unter den genannten Bedingungen kann der Zusammenhang korrespondierender
Punkte xk ↔ xk−1 zwischen aufeinanderfolgenden Bildern gema¨ßxkyk
1
 =
ax bx cxay by cy
0 0 1
 ·
xk−1yk−1
1
 (5.1)
dargestellt werden. Die Bestimmung der zuna¨chst unbekannten Modellparameter
{ax, bx, cx, ay, by, cy} kann erfolgen, wenn drei Punktkorrespondenzen zwischen
den beiden Bildern bekannt sind [HZ08].
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Zur Bestimmung der einzelnen Bewegungsbereiche sowie der daraus resultieren-
den Modellparameter ist es zuna¨chst erforderlich, das Bild entsprechend aufzutei-
len. Dies erfolgt automatisiert, indem die in [BCKO08] beschriebene Delaunay-
Triangulation fu¨r die initialen Merkmalspunkte Xk−1 bestimmt wird. Abbil-
dung 5.2b zeigt exemplarisch die resultierende Delaunay-Triangulation die auf den
Merkmalspunkten aus Abbildung 5.2a beruht.
Fu¨r jedes der resultierenden Dreiecke wird angenommen, dass die in der Bildebene
sichtbare Bewegung innerhalb des jeweiligen Dreiecks durch eine affine Transfor-
mation gema¨ß Gleichung 5.1 beschrieben werden kann. Die Bestimmung der un-
bekannten Modellparameter erfolgt anhand der bekannten Punktkorrespondenzen
an den Eckpunkten des jeweiligen Dreiecks. Werden die beiden Koordinatenrich-
tungen getrennt voneinander betrachtet, kann gema¨ß
xk (xk−1) = alx · xk−1 + blx · yk−1 + clx (5.2)
yk (xk−1) = aly · xk−1 + bly · yk−1 + cly (5.3)
fu¨r jedes Dreieck l ein Zusammenhang zwischen den Koordinaten korrespondie-
render Bildpunkte in den beiden Ansichten hergestellt werden. Die Bestimmung
der Modellparameter
{
alx, b
l
x, c
l
x
}
und
{
aly, b
l
y, c
l
y
}
erfolgt, indem fu¨r jede der bei-
den Koordinatenachsen ein lineares Gleichungssystem gelo¨st wird. Sind die Mo-
dellparameter fu¨r die einzelnen Bewegungsbereiche bekannt, ergibt sich daraus ein
Zusammenhang korrespondierender Punkte in aufeinanderfolgenden Bildern.
Basierend auf diesen Korrespondenzen kann ein Flussfeld bestimmt werden, wel-
ches die anhand des zugrunde liegenden Bewegungsmodells erwarteten Bewe-
gungsvektoren beinhaltet. Dieses Bewegungsvektorfeld ist in Abbildung 5.2c ex-
emplarisch fu¨r das Beispiel aus Abbildung 5.2a dargestellt. Fu¨r ein Bild, welches
in einer innersta¨dtischen Umgebung aufgenommen wurde, sind die Teilschritte zur
Bestimmung des modellbasierten Bewegungsvektorfeldes in Abbildung 5.3 veran-
schaulicht. Die zur Darstellung dichter Bewegungsvektorfelder verwendete, farb-
basierte Codierung ist Anhang A.5 zu entnehmen.
Dass die Bewegung zwischen aufeinanderfolgenden Bildern unter den genannten
Voraussetzungen stu¨ckweise durch eine affine Transformation angena¨hert werden
kann, ist anhand von Abbildung 5.2d ersichtlich. Dargestellt ist das synthetisch
erzeugte Bild zum Zeitpunkt k, welches durch Anwenden des modellbasierten
Flussfeldes auf das Bild zum vorherigen Zeitpunkt k − 1 entsteht. Zwischen dem
tatsa¨chlich aufgenommenen Bild (vgl. Abbildung 5.2a) und dem synthetisch er-
zeugten Bild sind nur geringfu¨gige Unterschiede zu erkennen. Eine quantitative
Auswertung des Modellfehlers, d. h. der Abweichung zwischen dem tatsa¨chlichen
Bildpunkt und dem anhand der affinen Transformation erwarteten Punkt im Folge-
bild, erfolgt im folgenden Kapitel anhand von simulierten Daten.
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(a) Detektierte Punktmerkmale im Bild (ohne Ausreißerdetektion) fu¨r die eine Korrespondenz im
Folgebild gefunden werden konnte.
(b) Aufteilung der Bildes in Bewegungsbereiche durch Delaunay-Triangulation aller Merkmalskor-
respondenzen, die die Epipolargeometrie zwischen den beiden Ansichten erfu¨llen.
(c) Interpoliertes Flussfeld basierend auf der Modellannahme eines stu¨ckweise affinen Bewegungs-
vektorfeldes.
Abbildung 5.3: Bestimmung eines modellbasierten a-priori-Bewegungsvektor-
feldes basierend auf einer Menge initial bekannter Punktkorrespondenzen zwischen
den beiden Ansichten der Szene. Die Aufteilung des Bildes in die einzelnen Bewe-
gungsbereiche erfolgt automatisiert, indem eine Delaunay-Triangulation der initi-
alen Merkmalspunkte durchgefu¨hrt wird.
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5.3 Korrespondenzpra¨diktion
Anhand des modellbasierten Bewegungsvektorfeldes kann fu¨r nahezu jeden Punkt
im vorherigen Bild dessen erwartete Korrespondenz im Folgebild bestimmt wer-
den. Lediglich fu¨r Bildpunkte außerhalb der konvexen Hu¨lle um die initialen Merk-
malskorrespondenzen kann mit dem in dieser Arbeit beschriebenen Verfahren kei-
ne Flussscha¨tzung durchgefu¨hrt werden, da in diesem Bereich keine Modellpara-
meter bestimmt werden ko¨nnen und somit keine Pra¨diktion des korrespondierenden
Bildpunktes mo¨glich ist (vgl. Abbildung 5.3).
Wird angenommen, dass die Bewegung der Kamera hauptsa¨chlich entlang ihrer
optischen Achse verla¨uft, wie es im automobilen Umfeld u¨blicherweise der Fall ist,
sind die Randbereiche bei der Scha¨tzung des Bewegungsvektorfeldes jedoch nicht
von Bedeutung. Punkte in diesen Bereichen verlassen den Sichtbereich der Kamera
meist zuerst und sind im Folgebild ha¨ufig nicht mehr abgebildet. Somit ko¨nnen die
Randbereiche des Bildes ohne Informationsverlust bei der dichten Korrespondenz-
suche vernachla¨ssigt werden.
Fu¨r die verbleibenden Bildbereiche wird in dieser Arbeit, a¨hnlich zu den in
[PM96, JC04] beschriebenen Verfahren, die Anzahl mo¨glicher Kandidaten inner-
halb des Suchbereichs reduziert, um eine zeiteffiziente Scha¨tzung des optischen
Flusses gewa¨hrleisten zu ko¨nnen. Im Gegensatz zu den genannten Verfahren, bei
denen die Auswahl der zu u¨berpru¨fenden Kandidaten mithilfe von Suchstrategien
erfolgt, wird bei dem hier vorgestellten Verfahren ausgenutzt, dass die Position x˘k
des korrespondierenden Bildpunktes anhand des zugrunde liegenden Bewegungs-
modells bereits na¨herungsweise bekannt ist. Lediglich Verletzungen in den Mo-
dellannahmen mu¨ssen bei der Korrespondenzsuche beru¨cksichtigt werden.
Prinzipiell genu¨gt es hierfu¨r, eine lokale Suche in einem kleinen Bereich um den
pra¨dizierten Bildpunkt x˘k durchzufu¨hren. Sowohl die Form als auch die Gro¨ße
des zu beru¨cksichtigenden Suchbereichs ha¨ngen hierbei im Wesentlichen von Ver-
letzungen der Modellannahmen ab. Bei der Bestimmung des modellbasierten Be-
wegungsvektorfeldes wurde angenommen, dass die im Bild sichtbare Bewegung
stu¨ckweise durch eine affine Transformation beschrieben werden kann. Zur Bestim-
mung der Modellparameter wurde weiterhin vorausgesetzt, dass die initialen Merk-
malskorrespondenzen exakt lokalisiert werden konnten. Der Fehler in der Position
des erwarteten Bildpunktes, der durch eine Verletzung der genannten Annahmen
entsteht, soll im Folgenden anhand simulierter Daten untersucht werden.
Um den Einfluss von Modellverletzungen zu untersuchen werden in einer ersten
Simulation Dreiecke mit beliebiger Gro¨ße und Orientierung im Raum erzeugt und
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(a) Einfluss von Modellfehlern (b) Einfluss von Lokalisierungsunsicherheiten
Abbildung 5.4: Analyse des Fehlers zwischen dem tatsa¨chlichen Punkt im aktuel-
len Bild sowie dem Punkt der sich anhand des modellbasierten Bewegungsvektor-
feldes ergibt. Untersucht wird sowohl der Einfluss von Modellfehlern als auch der
Einfluss von Lokalisierungsunsicherheiten der initialen Merkmalspunkte.
auf die Bildebenen zweier Kameras projiziert1. Angenommen wird hierbei, dass
die zweite Kamera gegenu¨ber der ersten Kamera eine dominante Vorwa¨rtsbewe-
gung (CZ = 1,0 m) sowie eine leichte Orientierungsa¨nderung Ψ um die Y -Achse
aufweist. Ein weiterer zufa¨llig erzeugter Punkt innerhalb des Dreiecks in der Welt
wird fu¨r die Evaluierung verwendet. Dieser Punkt wird ebenfalls auf die beiden
Bildebenen abgebildet und stellt die Grundwahrheit der Merkmalskorrespondenz
dar. Anschließend werden, basierend auf den Eckpunkten der Dreiecke, welche bei
dieser Untersuchung exakt bekannt sind, die Parameter des Bewegungsmodells be-
rechnet und die anhand der affinen Transformation erwartete Position des Referenz-
punktes bestimmt.
Abbildung 5.4a zeigt den dabei auftretenden mittleren euklidischen Fehler zwi-
schen Grundwahrheit und Pra¨diktion, in Abha¨ngigkeit vom euklidischen Abstand
zwischen dem zu untersuchenden Punkt im vorherigen Bild und dem na¨chstgelege-
nen Punkt des Dreiecks. Um eine Aussage u¨ber die Genauigkeit der durchgefu¨hr-
ten Approximation treffen zu ko¨nnen wird zuna¨chst untersucht, welcher euklidi-
sche Abstand u¨blicherweise zu erwarten ist. Hierzu werden die Trainingsdaten der
KITTI Vision Benchmark Suite (vgl. Kapitel 6.2) verwendet. Fu¨r jeden Bildpunkt
wird der euklidische Abstand zum na¨chstgelegenen Merkmalspunkt bestimmt. Im
1Insgesamt werden bei dieser Untersuchung 100.000 zufa¨llig erzeugte Dreiecke in der Welt verwen-
det. Sowohl die Position als auch die Orientierung der Dreiecke ist beliebig, es wird jedoch sichergestellt,
dass die Eckpunkte der Dreiecke auf den sichtbaren Bereich beider Bildebenen abgebildet werden.
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Mittel betra¨gt dieser Abstand ca. 9,57 Pixel, die Standardabweichung betra¨gt et-
wa 11,58 Pixel. 99 % der Punkte weisen somit einen euklidischen Abstand kleiner
als 55 Pixel zum na¨chstgelegenen Merkmalspunkt auf, sodass dieser Abstand als
relevanter Bereich definiert wird. Anhand von Abbildung 5.4a ist ersichtlich, dass
der Fehler zwischen Grundwahrheit und erwartetem Punkt mit zunehmendem Ab-
stand ansteigt, im relevanten Bereich jedoch relativ klein ist. Die Annahme, dass
die im Bild beobachtbare Bewegung stu¨ckweise durch eine affine Transformation
beschrieben werden kann, ist demnach fu¨r kleine Bewegungen der Kamera ausrei-
chend genau.
In einer weiteren Simulation wird untersucht, wie sich Lokalisierungsfehler der
initialen Merkmalskorrespondenzen auf die Lage des pra¨dizierten Punktes aus-
wirken. Hierfu¨r wird die oben bereits beschriebene Simulation durchgefu¨hrt. Den
ins Bild projizierten Eckpunkten der Dreiecke in beiden Bildern wird jedoch ad-
ditives, mittelwertfreies Gauß’sches Rauschen mit einer Standardabweichung von
1,0 Pixel u¨berlagert. Anhand der unsicherheitsbehafteten Punktkorrespondenzen2
werden anschließend die Modellparameter bestimmt und eine Pra¨diktion des Refe-
renzpunktes durchgefu¨hrt.
Ausgewertet wird der mittlere Fehler zwischen den pra¨dizierten Punkten die sich
bei fehlerfreien bzw. fehlerbehafteten Merkmalskorrespondenzen ergeben. Dieser
Fehler ist in Abbildung 5.4b in Abha¨ngigkeit des euklidischen Abstandes zwischen
dem Referenzpunkt und dem na¨chstgelegenen Punkt des Dreiecks dargestellt. Ge-
genu¨ber dem Modellfehler (vgl. Abbildung 5.4a) ist der Fehler durch die Lokali-
sierungsunsicherheit der initialen Merkmalspunkte innerhalb des als relevant defi-
nierten Bereichs bis 55 Pixel deutlich gro¨ßer und na¨herungsweise unabha¨ngig vom
Abstand zwischen dem zu pra¨dizierenden Punkt und dem na¨chstgelegenen Punkt
des Dreiecks.
Anhand der durchgefu¨hrten Analyse ergibt sich, dass die sichtbare Bewegung in der
Bildebene stu¨ckweise durch eine affine Transformation angena¨hert werden kann,
wenn die Dreiecke im Bild nicht zu groß sind und eine na¨herungsweise planare
Fla¨che in der Welt beschreiben. Diese Annahme ist weitestgehend erfu¨llt, da nicht
ebene Objekte ha¨ufig durch eine gro¨ßere Anzahl Merkmalspunkte gekennzeichnet
sind und dadurch eine sta¨rkere Segmentierung des Bildes erfolgt. Innerhalb der
einzelnen Segmente kann deshalb angenommen werden, dass den Dreiecken im
Bild eine planare Fla¨che in der Welt zugrunde liegt.
Bei exakt lokalisierten Merkmalspunkten reicht demnach eine lokale Suche in ei-
nem kleinen, rechteckigen Bereich um den pra¨dizierten Merkmalspunkt aus, um
2Fu¨r jedes der 100.000 erzeugten Dreiecke wurden jeweils 2.500 unterschiedlich verrauschte Merk-
malspunkte erzeugt und die damit korrespondierenden Modellparameter sowie die pra¨dizierten Bild-
punkte bestimmt.
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den wahren Bewegungsvektor zu bestimmen. Wie in Kapitel 3.2.3 bereits beschrie-
ben, treten jedoch Unsicherheiten in der Lokalisierung markanter Punkte auf. Diese
sind bei Grauwertecken relativ klein, bei Blobs hingegen ist die Lokalisierungsun-
sicherheit deutlich gro¨ßer [FS12]. Anhand der vorangegangenen Analyse ko¨nnen
diese Unsicherheiten bei der Korrespondenzsuche nicht vernachla¨ssigt werden. Die
Gro¨ße des Suchbereichs wird somit maßgeblich durch die Unsicherheiten der ini-
tialen Merkmalskorrespondenzen beeinflusst.
Sind die Lokalisierungsunsicherheiten der initialen Merkmalskorrespondenzen be-
kannt, kann die Unsicherheit in der Position des pra¨dizierten Punktes mittels Feh-
lerfortpflanzung bestimmt werden. Anhand der so bestimmten Unsicherheit ist es
mo¨glich, den Suchbereich fu¨r den korrespondierenden Bildpunkt festzulegen. Wei-
terhin kann die Unsicherheit des pra¨dizierten Punktes innerhalb des Gu¨temaßes bei
der eigentlichen Korrespondenzsuche verwendet werden (vgl. Kapitel 5.4). Im Fol-
genden soll untersucht werden, wie sich Unsicherheiten in den initialen Merkmals-
punkten auf die Unsicherheit des pra¨dizierten Bildpunktes auswirken.
Hierzu wird zuna¨chst ein beliebiges Dreieck im vorhergehenden Bild betrachtet,
welches durch seine Eckpunkte xA,k−1, xB,k−1 und xC,k−1 beschrieben ist (vgl.
Abbildung 5.5a). Die mit den Eckpunkten korrespondierenden Bildpunkte im ak-
tuellen Bild sollen durch die Gro¨ßen xA,k, xB,k und xC,k dargestellt werden (vgl.
Abbildung 5.5b). Anhand dieser Punktkorrespondenzen ist es mo¨glich, die in Glei-
chung 5.1 definierten Parameter des affinen Bewegungsmodells fu¨r das betrachtete
Dreieck zu bestimmen. Sind die Modellparameter bekannt, kann fu¨r einen beliebi-
gen Punkt xk−1 innerhalb des betrachteten Dreiecks dessen erwartete Position x˘k
im aktuellen Bild pra¨diziert werden.
Der Zusammenhang zwischen dem Referenzpunkt xk−1 und dessen erwartetem
Punkt x˘k im aktuellen Bild kann dementsprechend durch eine nichtlineare Funktion
der Form
x˘k = fx˘ (b,xk−1) (5.4)
beschrieben werden. Der Parametervektor
b = (xA,k−1,xB,k−1,xC,k−1,xA,k,xB,k,xC,k)
T ∈ R12 (5.5)
bezeichnet hierbei die initialen Merkmalskorrespondenzen zwischen den beiden
Bildern, die zur Bestimmung der Parameter des affinen Bewegungsmodells inner-
halb des betrachteten Dreiecks verwendet werden.
Wa¨hrend der Punkt xk−1, dessen erwartete Korrespondenz im aktuellen Bild be-
stimmt werden soll, per Definition exakt bekannt ist, sind die initialen Merkmals-
punkte, d. h. der Parametervektor b, unsicherheitsbehaftet. Fu¨r die weiteren Be-
trachtungen soll davon ausgegangen werden, dass die Lokalisierungsunsicherheit
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(a) Initiale Merkmalspunkte mit Kovarianzellip-
sen sowie zu pra¨dizierender Punkt xk−1 im vor-
herigen Bild.
(b) Initiale Merkmalspunkte mit Kovarianzel-
lipsen sowie unsicherheitsbehaftete Position des
pra¨dizierten Bildpunktes x˘k im aktuellen Bild.
Abbildung 5.5: Schematische Darstellung der Lokalisierungsunsicherheit des
pra¨dizierten Bildpunktes bei bekannten Unsicherheiten der detektierten Merkmals-
korrespondenzen.
der initialen Merkmalskorrespondenzen jeweils durch eine Normalverteilung be-
schrieben werden kann, deren Mittelwert durch die Position des Merkmalspunktes
selbst und deren Kovarianzmatrix durch Σx,E,k−1 ∈ R2×2 bzw. Σx,E,k ∈ R2×2
mit E = {A,B,C} gegeben ist. Die daraus resultierende Kovarianzmatrix des
Parametervektors b, anhand dessen die Modellparameter bestimmt werden, kann
somit durch eine Block-Diagonalmatrix der Form
Σb =

Σx,A,k−1 0 . . . 0
0 Σx,B,k−1
Σx,C,k−1
...
... Σx,A,k
Σx,B,k 0
0 . . . 0 Σx,C,k

(5.6)
beschrieben werden. Hierbei wird weiterhin angenommen, dass die Positionsunsi-
cherheiten zwischen den einzelnen Merkmalspunkten unkorreliert sind.
Aufgrund des nichtlinearen Zusammenhangs fx˘ (·) zwischen den initialen Merk-
malspunkten und dem erwarteten Punkt x˘k im aktuellen Bild muss Gleichung 5.4
zur Berechnung der Unsicherheit des pra¨dizierten Bildpunktes zuna¨chst bzgl.
des Parametervektors b linearisiert werden. Dies geschieht durch Auswerten der
Jacobi-Matrix Jfx˘,b am aktuellen Arbeitspunkt b0 (vgl. Anhang A.3), der durch
die Merkmalskorrespondenzen an den Eckpunkten des betrachteten Dreiecks defi-
niert ist.
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Basierend auf der durchgefu¨hrten Linearisierung, kann die Unsicherheit des er-
warteten Punktes ebenfalls durch eine Normalverteilung beschrieben werden. Der
Mittelwert dieser Verteilung ist der erwartete Punkt x˘k, die korrespondierende Ko-
varianzmatrix ist wie folgt gegeben [Sim06]:
Σx˘,k = Jfx˘,b|b0 ·Σb · Jfx˘,b|
T
b0
(5.7)
Abbildung 5.5 veranschaulicht schematisch den Zusammenhang zwischen den Lo-
kalisierungsunsicherheiten der initialen Merkmalspunkte und der daraus resultie-
renden Unsicherheit in der Position des pra¨dizierten Bildpunktes x˘k. Ist die Un-
sicherheit dieses Punktes bekannt, kann der Suchbereich entsprechend angepasst
werden. In dieser Arbeit wird der Suchbereich so gewa¨hlt, dass eine Korrespon-
denzsuche innerhalb der 99 %-Konfidenzellipse um den pra¨dizierten Punkt durch-
gefu¨hrt wird. Abbildung 5.6 zeigt beispielhaft den pra¨dizierten Bildpunkt sowie
den zu untersuchenden Bildbereich fu¨r eine reale Szene. Das zugrunde liegende
Flussfeld ist in Abbildung 5.2 dargestellt.
Aufgrund der Nichtlinearita¨ten, die sich anhand der Annahme eines affinen Bewe-
gungsmodells ergeben, liefert die durchgefu¨hrte Fehlerfortpflanzung lediglich eine
Approximation des zu erwartenden Fehlers. Eine weitere Mo¨glichkeit den erwar-
teten Fehler zu bestimmen besteht darin, anstatt der analytischen Linearisierung
mittels Jacobi-Matrizen, eine statistische Linearisierung durchzufu¨hren. Diese ba-
siert auf der in [JU97] beschriebenen Unscented Transform und liefert insbesonde-
re bei hochgradig nichtlinearen Systemen eine deutlich bessere Approximation des
Fehlers [MB11]. Fu¨r den hier betrachteten Fall sind die Unsicherheiten, die sich
anhand der beiden Verfahren ergeben, jedoch anna¨hernd identisch, sodass auf die
statistische Linearisierung nicht weiter eingegangen werden soll.
Dass der durch die Linearisierung hervorgerufene Fehler zwischen wahrer und ap-
proximierter Verteilung ausreichend klein ist, wird in Kapitel 5.6 gezeigt. Im fol-
genden Kapitel soll zuna¨chst jedoch die Beru¨cksichtigung der Informationen aus
dem modellbasierten Bewegungsvektorfeld bei der dichten Korrespondenzsuche
erla¨utert werden.
5.4 Dichte Korrespondenzsuche
Anhand des verwendeten Bewegungsmodells ist fu¨r nahezu alle Punkte im vorhe-
rigen Bild die erwartete Position x˘k des korrespondierenden Punktes im aktuel-
len Bild bekannt. Weiterhin kann anhand der durchgefu¨hrten Fehlerfortpflanzung
abgescha¨tzt werden, welche Positionsunsicherheit der pra¨dizierte Punkt im aktu-
ellen Bild aufweist (vgl. Kapitel 5.3). Basierend auf diesen beiden Informationen
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(a) Referenzpunkt xk−1 im vorherigen Bild (b) Pra¨dizierter Punkt x˘k und Konfidenzbereich
Abbildung 5.6: Veranschaulichung der Korrespondenzpra¨diktion anhand des zu-
grunde liegenden Bewegungsmodells. Dargestellt ist die erwartete Bildposition so-
wie die 99 %-Konfidenzellipse die sich anhand der Fehlerfortpflanzung ergibt. Um
eine bessere Visualisierung gewa¨hrleisten zu ko¨nnen, wurde die Konfidenzellipse
fu¨nffach vergro¨ßert dargestellt.
kann letztendlich eine zeiteffiziente Scha¨tzung des Bewegungsvektorfeldes zwi-
schen den beiden Bildern durchgefu¨hrt werden.
A¨hnlich zu dem in [GRU10] beschriebenen Ansatz zur Scha¨tzung dichter Dis-
parita¨tsbilder kommt in dieser Arbeit eine Maximum-a-posteriori-Methode (vgl.
[Bis06]) zur Bestimmung des Bewegungsvektorfeldes zur Anwendung. Die hierfu¨r
no¨tige probabilistische Modellierung des Scha¨tzproblems soll im Folgenden na¨her
beschrieben werden.
Ausgangspunkt fu¨r die Scha¨tzung des Bewegungsvektorfeldes ist eine Menge von
Punkten Xk−1 im vorherigen Bild sowie deren korrespondierende Merkmalspunk-
te Xk im aktuellen Bild, welche der Epipolargeometrie zwischen den beiden An-
sichten genu¨gen (vgl. Kapitel 5.1). Die Merkmalspunkte aus Xk−1 dienen bei den
weiteren Betrachtungen als Stu¨tzpunkte A = {a1, . . . ,aN} fu¨r die Scha¨tzung,
wobei N die Anzahl Korrespondenzen bezeichnet. Jeder dieser Stu¨tzpunkte wird
sowohl durch seine Position xik−1 im vorhergehenden Bild als auch durch seinen
Bewegungsvektor
ui = (ui, vi)T = xik − xik−1 (5.8)
beschrieben, der anhand der korrespondierenden Bildpositionen xik ↔ xik−1 be-
stimmt werden kann. Insgesamt sind die Stu¨tzpunkte demnach wie folgt definiert,
wobei i ∈ {1, . . . , N} gilt:
ai =
(
xik−1, y
i
k−1,u
i
)T (5.9)
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Die zur Scha¨tzung des Bewegungsvektorfeldes zur Verfu¨gung stehende Bildinfor-
mation wird im Folgenden durch Merkmalsvektoren f (x) ∈ RL beschrieben, wo-
bei L die Dimension des Merkmalsvektors bezeichnet. Jeder dieser Merkmalsvek-
toren beschreibt die lokale Umgebung um einen betrachteten Bildpunkt x, wodurch
eine Zuordnung korrespondierender Bildpunkte zwischen unterschiedlichen An-
sichten der Szene ermo¨glicht wird (vgl. Kapitel 3.2.3).
Basierend auf den Bildkoordinaten xj sowie dem an dieser Stelle extrahierten
Merkmalsvektor f
(
xj
)
, ergeben sich Beobachtungen, anhand derer das Bewe-
gungsvektorfeld gescha¨tzt werden kann. Diese sollen im Folgenden durch O ={
o1, . . . ,oM
}
bezeichnet werden, wobei M durch die Anzahl Punkte im Bild ge-
geben ist. Jede dieser Beobachtungen beinhaltet neben den Bildkoordinaten xj den
an der jeweiligen Stelle extrahierten Merkmalsvektor, sodass sich insgesamt Beob-
achtungsvektoren der Form
oj =
(
xj , yj , f
(
xj
))T (5.10)
mit j ∈ {0, . . . ,M} ergeben. Um die Beobachtungen zwischen den beiden Bildern
unterscheiden zu ko¨nnen, werden fu¨r die weiteren Betrachtungen die Bezeichnun-
gen ok−1 und ok fu¨r Merkmalsvektoren im vorhergehenden bzw. aktuellen Bild
verwendet.
Werden der Bewegungsvektor u, die einzelnen Beobachtungen ok−1 bzw. ok in
beiden Bildern sowie die Stu¨tzpunkte A als Zufallsvariablen interpretiert, kann
deren gemeinsame Verteilung wie folgt faktorisiert werden:
p (u,ok−1,ok,A) = p (u,ok|ok−1,A) · p (ok−1,A)
∝ p (u,ok|ok−1,A)
∝ p (u|ok−1,A) · p (ok|ok−1,A,u) (5.11)
Hierbei wird vereinfachend angenommen, dass die beiden Gro¨ßen ok−1 und A
konstant und gegeben sind.
Wird weiterhin angenommen, dass bei gegebenen Flussvektoren u eine bedingte
Unabha¨ngigkeit (vgl. [Bis06]) zwischen den beiden Beobachtungen und den Stu¨tz-
punkten A besteht, kann die gemeinsame Verteilung gema¨ß
p (u,ok−1,ok,A) ∝ p (u|ok−1,A) · p (ok|ok−1,u) (5.12)
vereinfacht werden (vgl. [GRU10]). Hierin bezeichnet p (u|ok−1,A) die a-priori-
Information aus dem zugrunde liegenden Bewegungsmodell und p (ok|ok−1,u)
die Likelihood, die sich anhand der Merkmalsvektoren aus der Bildinformation
ergibt.
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Analog zu dem in [GRU10] vorgestellten Verfahren zur Scha¨tzung dichter Dispa-
rita¨tskarten wird in dieser Arbeit angenommen, dass die a-priori-Information durch
eine abgeschnittene, zweidimensionale Normalverteilung der Form
p (u | ok−1,A) =
=
{
cP · exp
[
− 12 (u− u˘)T ·Σ−1x,k · (u− u˘)
]
falls xk ∈ KM
0 sonst
(5.13)
modelliert werden kann. Hierbei bezeichnet KM alle Bildpunkte die bei der Kor-
respondenzsuche beru¨cksichtigt werden, d. h. innerhalb des gewa¨hlten Konfidenz-
bereiches liegen. Die Normalisierungskonstante cP dient dazu, die Fla¨che unter der
Verteilungsdichtefunktion zu normieren. Die Gro¨ße
u˘ = x˘k − xk−1 = u (ok−1,A) (5.14)
stellt den erwarteten Flussvektor an der jeweiligen Stelle dar und verknu¨pft die
Stu¨tzpunkteA sowie die Position xk−1 im vorherigen Bild, fu¨r die eine Scha¨tzung
des Bewegungsvektors durchgefu¨hrt werden soll. Zur Bestimmung des erwarteten
Flussvektors u˘ dient die zugrunde liegende Modellierung der im Bild beobachtba-
ren Bewegung mittels einer affinen Transformation (vgl. Kapitel 5.2).
Um eine mo¨glichst effiziente Scha¨tzung gewa¨hrleisten zu ko¨nnen, werden nicht
plausible Kandidaten von der Korrespondenzsuche ausgeschlossen. Als Kriterium
hierfu¨r wird zum einen die 99 %-Konfidenzellipse um den pra¨dizierten Punkt ver-
wendet (vgl. Abbildung 5.7a), welche sich anhand der durchgefu¨hrten Fehlerfort-
pflanzung aus der Kovarianzmatrix Σx˘,k des pra¨dizierten Bildpunktes bestimmen
la¨sst. Aufgrund der Annahme einer statischen Szene werden zum anderen geometri-
sche Beziehungen, die sich aus der Epipolargeometrie zwischen den beiden Ansich-
ten ergeben, in der a-priori-Information beru¨cksichtigt. Punkte xk, deren senkrech-
ter Abstand d = d (le (xk−1) ,xk) zur Epipolarlinie le (xk−1) einen vordefinierten
Schwellwert de u¨berschreitet, werden bei der Flussscha¨tzung ebenfalls nicht weiter
beru¨cksichtigt. Die Menge aller Punkte innerhalb eines schmalen Bandes um die
Epipolarlinie wird durch die Gro¨ße KE repra¨sentiert.
Zusammenfassend wird die Menge aller Bildpunkte, die die genannten Kriterien
erfu¨llen, als K = KM ∩ KE bezeichnet. Alle Bildpunkte xk ∈ K liegen dem-
nach sowohl in einem durch die Kovarianzmatrix Σx˘,k definierten Bereich um den
erwarteten Punkt aus dem zugrunde liegenden Bewegungsmodell als auch in ei-
nem schmalen Band um die Epipolarlinie (vgl. Abbildung 5.7b). Zu u¨berpru¨fende
Flussvektoren, die zu einem Bildpunkt xk = xk−1 + u ∈ K fu¨hren, werden somit
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(a) Suchbereich der sich anhand der Unsicherheit
des erwarteten Bildpunktes ergibt.
(b) Suchbereich der durch Integration der Epipo-
largeometrie in den Scha¨tzprozess resultiert.
Abbildung 5.7: Bereich fu¨r die Korrespondenzsuche, der sich aus dem modell-
basierten Bewegungsvektorfeld sowie der zugrunde liegenden Epipolargeometrie
zwischen den beiden Ansichten ergibt.
bei der Scha¨tzung beru¨cksichtigt. Bewegungsvektoren die zu einem Bildpunkt xk
fu¨hren, der nicht Teil der Punktmenge K ist, werden bei der Scha¨tzung verworfen.
Zur Beschreibung der Likelihood einer Beobachtung ok im aktuellen Bild, bei ge-
gebener Beobachtung ok−1 im vorherigen Bild sowie gegebenem Bewegungsvek-
tor u, kommt in dieser Arbeit, analog zu dem in [GRU10] beschriebenen Verfahren,
eine Laplace-Verteilung (vgl. [KKP11]) gema¨ß
p (ok | ok−1,u) =
=
{
cL · exp [−β · |Q (fk, fk−1)|] falls xk = xk−1 + u
0 sonst
(5.15)
zur Anwendung. cL bezeichnet hierbei eine Normalisierungskonstante um zu ga-
rantieren, dass die Fla¨che unter der Verteilungsdichtefunktion den Wert Eins an-
nimmt. Die Gro¨ße β stellt einen konstanten Faktor dar, anhand dessen eine Ge-
wichtung zwischen der a-priori-Information sowie der Likelihood mo¨glich ist. Die
A¨hnlichkeit zweier Merkmalsvektoren wird mit Q bezeichnet und ha¨ngt vom ver-
wendeten Deskriptor sowie dem genutzten Vergleichsmaß ab.
In dieser Arbeit dient die Grauwertverteilung in einem 3× 3 Pixel großen Bereich
um den jeweils betrachteten Bildpunkt als Merkmalsdeskriptor. Als Vergleichs-
maß kommt die SAD (vgl. Kapitel 3.2.2) zwischen den Merkmalsdeskriptoren zur
Anwendung. In experimentellen Ergebnissen (vgl. Kapitel 6.4) hat sich gezeigt,
dass diese Kombination, unter Beru¨cksichtigung der resultierenden Genauigkeit
des gescha¨tzten Bewegungsvektorfeldes sowie der dafu¨r no¨tigen Rechenzeit, die
besten Ergebnisse unter allen untersuchten Kombinationen liefert.
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Anhand der vorangegangenen Modellierung kann bei gegebenen Bildern ein na-
hezu dichtes Bewegungsvektorfeld fu¨r die statischen Bereiche der Szene bestimmt
werden. Hierzu kommt eine Maximum-a-posteriori-Methode zur Anwendung, an-
hand derer sich der gescha¨tzte Flussvektor zu
û = arg max
u
{
p
(
u|A,ok−1,o1k, . . . ,oRk
)}
(5.16)
ergibt. Die Beobachtungen
{
o1k, . . . ,o
R
k
}
bezeichnen hierbei lediglich diejenigen
Punkte im Bild, die sowohl innerhalb der Konfidenzellipse als auch innerhalb ei-
nes kleinen Bereiches um die Epipolarlinie liegen, d. h. es gilt R = |K|. Alle an-
deren Punkte weisen einen verschwindenden Prior auf und mu¨ssen somit bei der
Flussscha¨tzung nicht weiter beru¨cksichtigt werden.
Die in Gleichung 5.16 definierte a-posteriori-Wahrscheinlichkeitsdichte kann unter
Beru¨cksichtigung des Satzes von Bayes gema¨ß
p (u | A,ok−1,o1k, . . . ,oRk
)
∝ p (o1k, . . . ,oRk |u,ok−1) · p (u|ok−1,A) (5.17)
faktorisiert werden, wobei erneut ausgenutzt wird, dass bei gegebenen Flussvek-
toren eine bedingte Unabha¨ngigkeit zwischen den beiden Beobachtungen und den
Stu¨tzpunkten besteht.
Aufgrund des deterministischen Zusammenhangs xk = xk−1+u korrespondieren-
der Bildpunkte bei gegebenem optischen Fluss u, ergibt sich aus Gleichung 5.15
lediglich fu¨r eine Beobachtung ok ∈
{
o1k, . . . ,o
R
k
}
eine von Null verschiedene
Wahrscheinlichkeit. Dieser deterministische Zusammenhang wird in Anlehnung
an den in [GRU10] beschriebenen Algorithmus gema¨ß
p
(
o1k, . . . ,o
R
k |u,ok−1
) ∝ R∑
i=1
p
(
oik|u,ok−1
)
∝ p (ok|u,ok−1) (5.18)
modelliert. Die Gro¨ße ok bezeichnet hierbei die mit dem Punkt xk = xk−1 + u
korrespondierende Beobachtung im aktuellen Bild.
Die mit der Beobachtung ok korrespondierende a-posteriori-Wahrscheinlichkeit er-
gibt sich durch Einsetzen der Gleichungen 5.13 und 5.15 in Gleichung 5.16 zu:
p (u|A,ok−1,ok) = p (u|ok−1,A) · p (ok|u,ok−1)
∝ exp
[
−1
2
(u− u˘)T ·Σ−1x˘,k · (u− u˘)
]
· exp
[
−β · |Q (fk, fk−1)|
]
(5.19)
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Abbildung 5.8: Resultierendes Bewegungsvektorfeld fu¨r das in Abbildung 5.3 dar-
gestellte Bild.
Zur Bestimmung des optimalen Flussvektors kann Gleichung 5.19 logarithmiert
und negiert werden (vgl. [GRU10]). Somit kann eine Scha¨tzung des Bewegungs-
vektors durch Minimierung von
û = arg min
u
{
β · |Q (fk, fk−1)|+ 1
2
(u− u˘)T ·Σ−1x˘,k · (u− u˘)
}
(5.20)
erzielt werden. Diese Gleichung kann fu¨r jeden Bildpunkt unabha¨ngig von den ver-
bleibenden Punkten ausgewertet werden. Hierdurch kann die Scha¨tzung des Bewe-
gungsvektorfeldes parallelisiert werden, wodurch die Rechenzeit weiter verku¨rzt
werden kann.
Fu¨r das Beispielbild aus Abbildung 5.3 liefert das vorgestellte Verfahren das in Ab-
bildung 5.8 dargestellte Bewegungsvektorfeld. Die fu¨r die Darstellung verwendete
Farbcodierung ist Anhang A.5 zu entnehmen. In den Randbereichen des Bildes ist
mit dem vorgestellten Algorithmus aufgrund der fehlenden a-priori-Information
keine Scha¨tzung der Bewegung zwischen aufeinanderfolgenden Bildern mo¨glich.
Fu¨r die verbleibenden Bildbereiche erlaubt der Algorithmus jedoch eine zeiteffi-
ziente Scha¨tzung eines dichten Flussfeldes. Eine quantitative Evaluierung der Ge-
nauigkeit des gescha¨tzten Bewegungsvektorfeldes erfolgt in Kapitel 6.4.2.
Die Wahl des Merkmalsdeskriptors f sowie das fu¨r die Scha¨tzung verwendete Ver-
gleichsmaß Q beeinflussen sowohl die Rechenzeit als auch die Robustheit des Al-
gorithmus’ gegenu¨ber nicht modellierten Umgebungseinflu¨ssen, beispielsweise ei-
ner A¨nderung der Beleuchtungsverha¨ltnisse zwischen den beiden Aufnahmezeit-
punkten. Somit stellt die Wahl des Deskriptors eine wichtige Voraussetzung fu¨r
die erzielbaren Ergebnisse dar.
Generell erlaubt die gewa¨hlte Formulierung die Verwendung beliebiger Merkmals-
deskriptoren sowie Vergleichsmaße fu¨r die Flussscha¨tzung. Es wird lediglich vor-
ausgesetzt, dass sich der Wert des VergleichsmaßesQ ≥ 0 mit steigender A¨hnlich-
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keit zweier Merkmalsvektoren reduziert. Eine quantitative Auswertung des Ein-
flusses des gewa¨hlten Merkmalsvektors auf das Scha¨tzergebnis sowie die beno¨tig-
te Rechenzeit erfolgt in Kapitel 6.4.2, wobei hauptsa¨chlich effizient berechenbare
Merkmalsvektoren bei der Evaluierung verwendet werden. Dies sind beispielswei-
se die Grauwerte in einer kleinen Umgebung um den betrachteten Bildpunkt oder
der Census-Deskriptor. Auf eine Untersuchung hochdimensionaler Merkmalsde-
skriptoren (z. B. SIFT, SURF) wird verzichtet, da diese nicht effizient fu¨r alle Punk-
te des Bildes berechnet werden ko¨nnen und sich somit nicht fu¨r die Scha¨tzung dich-
ter Bewegungsvektorfelder eignen.
Wie spa¨ter gezeigt wird (vgl. Kapitel 6.4.2), beno¨tigt die Berechnung der Unsi-
cherheit des pra¨dizierten Bildpunktes vergleichsweise viel Zeit bei der Scha¨tzung
des Bewegungsvektorfeldes. Auf die Berechnung der erwarteten Unsicherheit des
pra¨dizierten Punktes kann jedoch verzichtet werden, wenn fu¨r alle Bildpunkte ein
fester Suchbereich gewa¨hlt wird. Dieser ist so gestaltet, dass Korrespondenzen le-
diglich in einem kleinen quadratischen Bereich um den pra¨dizierten Bildpunkt x˘k
gesucht werden. Der Abstand zur Epipolarlinie wird bei der Bestimmung der Kan-
didaten jedoch weiterhin beru¨cksichtigt.
Als a-priori-Information wird in diesem Fall der euklidische Abstand zwischen dem
pra¨dizierten Punkt und dem zu u¨berpru¨fenden Kandidaten gewa¨hlt, welcher als
normalverteilt angenommen wird. Hierdurch wird die beno¨tigte Rechenzeit deut-
lich reduziert, der Fehler im resultierenden Bewegungsvektorfeld steigt jedoch ge-
ringfu¨gig an. Ein ausfu¨hrlicher Vergleich zwischen den beiden Suchstrategien, so-
wohl hinsichtlich der Genauigkeit des resultierenden Bewegungsvektorfeldes als
auch hinsichtlich der fu¨r die Scha¨tzung beno¨tigten Zeit, erfolgt in Kapitel 6.4.2.
5.5 Integration von Stereoinformationen
Ha¨ufig sind mobile Roboterplattformen mit Stereokamerasystemen ausgestattet.
Die durch das zusa¨tzliche Kamerabild gelieferte Information kann, unter der An-
nahme einer statischen Umgebung, bei der Flussscha¨tzung beru¨cksichtigt werden,
wodurch die Genauigkeit des resultierenden Bewegungsvektorfeldes weiter erho¨ht
werden kann (vgl. Kapitel 6.4.2).
Basierend auf dem Disparita¨tsbild zwischen dem linken und rechten Bild der Ste-
reoanordnung kann die 3D-Struktur der Szene rekonstruiert werden. In Kombina-
tion mit der bekannten Eigenbewegung des Fahrzeugs la¨sst sich hieraus das erwar-
tete Bewegungsvektorfeld vorberechnen. Die Scha¨tzung des Disparita¨tsbildes setzt
jedoch rektifizierte Kamerabilder voraus, wodurch die mo¨glichen Kamerakonfigu-
rationen eingeschra¨nkt sind (vgl. Kapitel 2.2). Weiterhin beeinflusst die beno¨tigte
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Abbildung 5.9: Pra¨diktion des korrespondierenden Bildpunktes im linken Bild
zum aktuellen Zeitschritt basierend auf einem approximierten Flussfeld sowie ei-
nem approximierten 2D-Verschiebungsvektorfeld (hier: Disparita¨tsbild) zwischen
den beiden Kameras der Stereoanordnung.
Rechenzeit fu¨r die Disparita¨tsscha¨tzung den Aufwand fu¨r die Scha¨tzung des Be-
wegungsvektorfeldes. Um eine Integration von Stereoinformationen auch bei be-
liebig angeordneten Kameras zu ermo¨glichen genu¨gt es, eine Approximation des
Verschiebungsvektorfeldes zwischen den beiden Kameras der Stereoanordnung zu
verwenden, die anhand eines zugrunde liegenden Modells effizient berechnet wer-
den kann.
Um eine Unterscheidung zwischen den unterschiedlichen Punkten gewa¨hrleisten
zu ko¨nnen, wird die folgende Notation eingefu¨hrt, wobei die Scha¨tzung des opti-
schen Flusses zwischen aufeinanderfolgenden Bildern der linken Kamera des Ste-
reokamerasystems durchgefu¨hrt wird. x˘FL,k bezeichnet den erwarteten Punkt im
Bild der linken Kamera zum aktuellen Zeitschritt, der sich aus dem zugrunde lie-
genden Bewegungsmodell gema¨ß Kapitel 5.3 ergibt. Der erwartete Bildpunkt der
sich anhand der Stereoinformation ergibt, wird mit x˘SL,k bezeichnet. x˘R,k−1 stellt
den Bildpunkt im rechten Bild der Stereoanordnung zum Zeitpunkt k − 1 dar, der
aus dem approximierten 2D-Verschiebungsvektorfeld zwischen den beiden Bildern
der Stereoanordnung resultiert.
A¨hnlich zu dem in Kapitel 5.2 beschriebenen Verfahren zur Modellierung des
erwarteten Bewegungsvektorfeldes anhand von initialen Flussvektoren, ko¨nnen
Merkmalskorrespondenzen zwischen den beiden Bildern der Stereoanordnung da-
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zu verwendet werden, ein modellbasiertes Verschiebungsvektorfeld zu bestimmen.
Dieses beinhaltet fu¨r jeden Punkt xL,k−1 im Bild der linken Kamera dessen er-
wartete Korrespondenz x˘R,k−1 im rechten Bild der Stereoanordnung und ist ex-
emplarisch in Abbildung 5.9 veranschaulicht. In dieser Arbeit wird hierfu¨r, ebenso
wie bei der Approximation des Bewegungsvektorfeldes, eine affine Transformati-
on zur Beschreibung der Verschiebung korrespondierender Punkte gewa¨hlt (vgl.
Kapitel 5.2).
Um eine explizite Rekonstruktion der 3D-Szenengeometrie zur Pra¨diktion des kor-
respondierenden Punktes x˘SL,k im Bild der linken Kamera zum Zeitschritt k zu ver-
meiden, wird in dieser Arbeit die Trifokalgeometrie zwischen dem vorhergehenden
Stereobildpaar sowie dem linken Kamerabild zum aktuellen Zeitschritt verwendet.
Diese wird durch den Trifokaltensor (vgl. Kapitel 2.3) beschrieben, der anhand der
intrinsischen und extrinsischen Kamerakalibrierung sowie der als bekannt ange-
nommenen Bewegung des Stereokamerasystems berechnet werden kann. Ist sowohl
der Trifokaltensor als auch eine Punktkorrespondenz xL,k−1 ↔ x˘R,k−1, welche
sich aus dem approximierten Verschiebungsvektorfeld ergibt, zwischen den beiden
Bildern des Stereokamerasystems gegeben, kann daraus basierend auf der Trans-
fereigenschaft des Trifokaltensors der mit dem Punkt xL,k−1 korrespondierende
Punkt x˘SL,k bestimmt werden. Fu¨r jeden Punkt im vorhergehenden Bild der linken
Kamera stehen somit, basierend auf der flussbasierten Pra¨diktion bzw. der Pra¨dik-
tion anhand des Verschiebungsvektorfeldes zwischen linker und rechter Kamera,
die beiden mo¨glichen Positionen x˘FL,k und x˘SL,k fu¨r den korrespondierenden Punkt
im aktuellen Bild zur Verfu¨gung. Exemplarisch ist dieser Zusammenhang in Ab-
bildung 5.9 dargestellt.
Zur Berechnung der Unsicherheit des pra¨dizierten Bildpunktes x˘SL,k, muss
zuna¨chst die Lokalisierungsunsicherheit des Punktes x˘R,k−1 im rechten Bild der
Stereoanordnung bestimmt werden. Diese ist lediglich von den initialen Merkmals-
korrespondenzen zwischen den beiden Bildern des Stereokamerasystems abha¨ngig
und berechnet sich mittels linearer Fehlerfortpflanzung analog zu der in Kapitel 5.3
beschriebenen Bestimmung der Lokalisierungsunsicherheit des Punktes x˘FL,k, der
sich anhand des zugrunde liegenden Bewegungsmodells ergibt. Fu¨r die weite-
ren Betrachtungen wird deshalb angenommen, dass die Position des Bildpunktes
x˘R,k−1 sowie dessen Positionsunsicherheit Σx˘,R,k−1 bekannt sind.
Stehen Informationen u¨ber die Unsicherheit der gescha¨tzten Bewegungsparameter
des Stereokamerasystems zur Verfu¨gung, ko¨nnen diese zur Bestimmung der Loka-
lisierungsunsicherheit des Punktes x˘SL,k verwendet werden. Im vorliegenden Fall
wird die Unsicherheit der Bewegungskomponenten durch die gescha¨tzte Kovari-
anzmatrix Σ̂s,k aus dem Kalman-Filter repra¨sentiert (vgl. Kapitel 4.4). A¨hnlich zur
Bestimmung der Positionsunsicherheit des pra¨dizierten Bildpunktes x˘FL,k anhand
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der initial bestimmten Bewegungsvektoren, kann die Lokalisierungsunsicherheit
des Punktes x˘SL,k, die sich aufgrund der gescha¨tzten Kamerabewegung sowie der
Punktkorrespondenz zwischen linkem und rechtem Bild der Stereoanordnung er-
gibt, mittels linearer Fehlerfortpflanzung berechnet werden. Hierzu wird zuna¨chst
der 8-dimensionale Parametervektor
b = (VX , VY , VZ , ωX , ωY , ωZ , x˘R,k−1)
T ∈ R8 (5.21)
definiert, der neben den gescha¨tzten Bewegungsparametern den erwarteten Punkt
x˘R,k−1 im rechten Bild der Stereoanordnung beinhaltet. Die Kovarianzmatrix die-
ses Parametervektors ergibt sich wie folgt:
Σb =
[
Σ̂s,k 0
0 Σx˘,R,k−1
]
∈ R8×8 (5.22)
Die Bestimmung des korrespondierenden Bildpunktes im linken Bild zum aktuel-
len Zeitschritt k basiert auf der Transfereigenschaft des Trifokaltensors, die gema¨ß
Gleichung 2.18 definiert ist. Hierfu¨r ist eine Punktkorrespondenz zwischen zwei
Bildern sowie der Trifokaltensor erforderlich, der im betrachteten Anwendungsfall
von der als exakt bekannt angenommenen Kamerakalibrierung (intrinsisch und ex-
trinsisch) als auch von der Bewegung des Kamerasystems abha¨ngig ist. Die erwar-
tete Korrespondenz x˘SL,k kann demnach durch eine nichtlineare Funktion der Form
x˘SL,k = fx˘ (K,RE , tE ,b,xL,k−1) (5.23)
beschrieben werden. Hierbei wurde vereinfachend angenommen, dass alle drei Ka-
meras die gleichen intrinsischen Kameraparameter K aufweisen, was jedoch nicht
vorausgesetzt werden muss.
Die Lokalisierungsunsicherheit des erwarteten Bildpunktes x˘SL,k, der sich anhand
der Stereoinformation ergibt, kann somit a¨hnlich zu der in Kapitel 5.3 durchgefu¨hr-
ten linearen Fehlerfortpflanzung zu ΣSx˘,L,k bestimmt werden, was hier nicht explizit
erla¨utert werden soll.
Insgesamt stehen somit fu¨r die Scha¨tzung des optischen Flusses neben den erwar-
teten Punktkorrespondenzen x˘FL,k und x˘SL,k aus dem modellbasierten Bewegungs-
vektorfeld sowie dem modellbasierten Verschiebungsvektorfeld die korrespondie-
renden Unsicherheiten ΣFx˘,L,k bzw. ΣSx˘,L,k zur Verfu¨gung.
Die beiden pra¨dizierten Bildpunkte ko¨nnen als Beobachtungen des erwarteten Kor-
respondenzpunktes aufgefasst werden, sodass sich der Beobachtungsvektor
zk =
(
x˘FL,k, x˘
S
L,k
)T ∈ R4 (5.24)
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ergibt. Die Unsicherheit dieses Beobachtungsvektors ist durch eine Kovarianzma-
trix der Form
Σz,k =
[
ΣFx˘,L,k 0
0 ΣSx˘,L,k
]
∈ R4×4 (5.25)
gegeben. Hieraus kann der pra¨dizierte Bildpunkt x˘k,L sowie dessen Unsicherheit
Σx˘,L,k mithilfe der Methode der kleinsten Fehlerquadrate (vgl. [Nie02]) bestimmt
werden. Anhand dieser Informationen kann eine Scha¨tzung des optischen Flusses
analog zum monokularen Fall durchgefu¨hrt werden (vgl. Kapitel 5.4).
Wa¨hrend das modellbasierte Verschiebungsvektorfeld zwischen den beiden An-
sichten der Szene effizient aus den initialen Merkmalskorrespondenzen berechnet
werden kann, ist der zusa¨tzliche Aufwand der durch die Bestimmung der Pra¨dik-
tionsunsicherheit des korrespondierenden Bildpunktes aus der Stereoinformation
sowie der Kombination beider Korrespondenzpunkte entsteht, erheblich. Aufgrund
dieser Tatsache wird der korrespondierende Bildpunkt x˘L,k im Folgenden als Mit-
telwert der beiden Punkte x˘FL,k und x˘SL,k berechnet. Auf eine Bestimmung der
Lokalisierungsunsicherheit wird verzichtet, sodass die Korrespondenzsuche, un-
abha¨ngig von der Unsicherheit, in einem kleinen rechteckigen Bereich um den
Punkt x˘L,k durchgefu¨hrt wird.
Im Vergleich zur Scha¨tzung des optischen Flusses ohne die Integration der Ste-
reoinformation, kann die Genauigkeit der Scha¨tzung durch Beru¨cksichtigung des
zusa¨tzlichen Kamerabildes geringfu¨gig verbessert werden. Dies wird in Kapi-
tel 6.4.2 anhand einer experimentellen Evaluation basierend auf realen Bildsequen-
zen gezeigt.
5.6 Unsicherheitsanalyse
Wie in Kapitel 5.3 beschrieben, ergibt sich der Suchbereich fu¨r den jeweils kor-
respondierenden Bildpunkt anhand der zu erwartenden Unsicherheit des pra¨dizier-
ten Bildpunktes x˘k. Unter der Annahme, dass die Unsicherheit des Parametervek-
tors b (vgl. Gleichung 5.5) durch eine multivariate Gauß-Verteilung mit Mittelwert
µb und Kovarianzmatrix Σb beschrieben werden kann, ergibt sich, aufgrund der
durchgefu¨hrten Linearisierung, fu¨r die Unsicherheit des pra¨dizierten Bildpunktes
ebenfalls eine Gauß-Verteilung, deren Kovarianzmatrix durch Σx˘,k gegeben ist.
Aufgrund des durch Gleichung 5.4 definierten nichtlinearen Zusammenhangs zwi-
schen den beiden korrespondierenden Bildpunkten, stellt die gescha¨tzte Vertei-
lungsdichtefunktion, welche durch N (x˘k|µx˘,k,Σx˘,k) gegeben ist, lediglich eine
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(a) Stichprobenelemente aus der wahren Wahr-
scheinlichkeitsverteilung.
(b) 99 %-Konfidenzellipse basierend auf der ap-
proximierten Wahrscheinlichkeitsverteilung.
Abbildung 5.10: Exemplarischer Vergleich zwischen einer Menge von Stichpro-
benelementen aus der Wahrscheinlichkeitsverteilung anhand des nichtlinearen Mo-
dells, sowie der Normalverteilung welche sich anhand der linearen Approximation
ergibt.
Approximation der wahren Verteilung dar. Dass die Approximation der Lokali-
sierungsunsicherheit des pra¨dizierten Bildpunktes x˘k durch eine Gauß-Verteilung
ausreichend genau ist, soll im Folgenden dargestellt werden. Dies ist insbeson-
dere deshalb von entscheidender Bedeutung, da anhand der resultierenden Kon-
fidenzellipse der Suchbereich festgelegt wird und die Verteilungsdichtefunktion
als a-priori-Information im Gu¨temaß verwendet wird (vgl. Kapitel 5.4). Wa¨re die
durchgefu¨hrte Approximation nicht gu¨ltig, wu¨rde dies sowohl zu einem fehlerhaf-
ten Suchbereich als auch zu einem Fehler in der a-priori-Information fu¨hren.
Abbildung 5.10 zeigt exemplarisch Stichprobenelemente aus der tatsa¨chlichen
Wahrscheinlichkeitsdichteverteilung des pra¨dizierten Bildpunktes (vgl. Abbil-
dung 5.10a) sowie die 99 %-Konfidenzellipse, die sich anhand der approximier-
ten Wahrscheinlichkeitsdichtefunktion ergibt (vgl. Abbildung 5.10b). Inwieweit
die tatsa¨chliche Verteilung mit der approximierten Verteilung u¨bereinstimmt, soll
zuna¨chst qualitativ untersucht werden. Hierfu¨r kommen simulierte Daten zur An-
wendung, wie sie bereits dazu verwendet wurden den Fehler in der Position des
pra¨dizierten Bildpunktes bei verrauschten Merkmalskorrespondenzen zu analysie-
ren (vgl. Kapitel 5.3).
Fu¨r diese Analyse werden zufa¨llig Dreiecke in der Welt erzeugt. Die Eckpunkte
dieser Dreiecke werden auf die Bildebenen zweier Kameras projiziert und dienen
als initiale Merkmalskorrespondenzen, anhand derer die Parameter des zugrunde
liegenden Bewegungsmodells bestimmt werden. Weiterhin wird ein Punkt inner-
halb des Dreiecks im Raum erzeugt, dessen Projektion xk−1 als Referenzpunkt
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dient und dessen korrespondierender Punkt x˘k im aktuellen Bild bestimmt wer-
den soll. Die Bestimmung des korrespondierenden Bildpunktes erfolgt anhand des
affinen Bewegungsmodells (vgl. Kapitel 5.2), welches durch einen nichtlinearen
Zusammenhang der Form
x˘k = fx˘ (b,xk−1) (5.26)
beschrieben werden kann. Der Parametervektor b ∈ R12 beinhaltet hierbei die
initialen Merkmalskorrespondenzen an den Eckpunkten der Dreiecke im Bild (vgl.
Kapitel 5.3).
Wird angenommen, dass die Unsicherheit des Parametervektors durch eine Gauß-
Verteilung mit Kovarianzmatrix Σb ∈ R12×12 beschrieben werden kann, dann
kann daraus, gema¨ß des in Gleichung 5.7 definierten Zusammenhangs, die Unsi-
cherheit Σx˘,k ∈ R2×2 des pra¨dizierten Punktes approximiert werden. Die appro-
ximierte Verteilung des Bildpunktes x˘k ist somit wie folgt definiert:
pl (x˘k) = N
(
x˘k|µx˘,k,Σx˘,k
)
(5.27)
Um die tatsa¨chliche Verteilung des Punktes im aktuellen Bild zu bestimmen wer-
den verrauschte Parametervektoren erzeugt. Die unsicherheitsbehaftete Position
des korrespondierenden Bildpunktes ist demnach durch
x̂k = x˘k + δ = f (b + ,xk−1) (5.28)
gegeben, wobei  ∼ N (0,Σb) gilt und δ die Abweichungen zwischen dem Punkt
x̂k und dem Punkt x˘k, der sich bei exakt lokalisierten Merkmalspunkten ergibt, be-
zeichnet. Die Menge
{
x̂1k, . . . , x̂
W
k
}
stellt hierbei die W Stichprobenelemente aus
der wahren Verteilung des korrespondierenden Punktes dar und soll im Folgenden
durch die Verteilungsdichtefunktion pr (x˘k) beschrieben werden.
Ein Vergleich zwischen der approximierten Verteilung und der tatsa¨chlichen Ver-
teilung des erwarteten Punktes x˘k ist Abbildung 5.11 zu entnehmen. Dargestellt
ist die 99 %-Konfidenzellipse, die sich aus der approximierten Wahrscheinlich-
keitsverteilung ergibt sowie die Stichprobenelemente, die die tatsa¨chliche Vertei-
lung repra¨sentieren. Anhand dieser Abbildung ist ersichtlich, dass die Mehrzahl
der Stichprobenelemente innerhalb des Konfidenzbereichs liegt, was auf eine gute
U¨bereinstimmung der beiden Wahrscheinlichkeitsverteilungen pl (x˘k) und pr (x˘k)
hindeutet. Dies wird durch Tabelle 5.1 besta¨tigt. Diese veranschaulicht den gewa¨hl-
ten Konfidenzbereich sowie den Prozentsatz an Stichprobenelementen, der inner-
halb dieses Bereichs liegt. Unabha¨ngig von der gewa¨hlten Standardabweichung des
Rauschens, stimmen die beiden jeweiligen Werte gut u¨berein.
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(a) σ = 0,5 Pixel (b) σ = 1,0 Pixel
Abbildung 5.11: Vergleich der Verteilung N (x˘k|µx˘,k,Σx˘,k), die sich aus der
linearen Approximation ergibt, sowie der tatsa¨chlichen Verteilung. Blau gefa¨rbte
Punkte liegen innerhalb der 99 %-Konfidenzellipse, rote Punkte außerhalb davon.
Linearisierung 10 % 30 % 50 % 70 % 99 %
Tatsa¨chlich (σ = 0,5 px) 10,1 % 30,1 % 50,7 % 69,9 % 98,8 %
Tatsa¨chlich (σ = 1,0 px) 10,1 % 30,1 % 49,9 % 69,8 % 98,6 %
Tabelle 5.1: Vergleich zwischen dem Konfidenzbereich aus der linearisierten Ko-
varianzmatrix und dem Prozentsatz an Stichprobenelementen aus der tatsa¨chlichen
Verteilung innerhalb der jeweiligen Konfidenzellipse.
Eine quantitative Aussage daru¨ber, inwieweit die approximative Wahrscheinlich-
keitsdichteverteilung mit der tatsa¨chlichen Wahrscheinlichkeitsverteilung u¨berein-
stimmt, kann mithilfe der in [KL51] beschriebenen Kullback-Leibler-Divergenz
(KL) erfolgen. Diese ist durch
KL (P ||Q) =
∫
p (x) · log p (x)
q (x)
dx ≥ 0 (5.29)
definiert und liefert ein Maß fu¨r die A¨hnlichkeit zweier Wahrscheinlichkeitsdichte-
funktionen p (x) und q (x). Fu¨r den Fall, dass beide Wahrscheinlichkeitsverteilun-
gen identisch sind, gilt KL (P ||Q) = 0.
Sind die beiden Wahrscheinlichkeitsdichtefunktionen p (x) und q (x) analytisch ge-
geben, kann die Kullback-Leibler-Divergenz gema¨ß Gleichung 5.29 durch numeri-
sche Integration bestimmt werden. Im hier vorliegenden Anwendungsfall ist jedoch
lediglich die approximierte Wahrscheinlichkeitsdichtefunktion q (x) = pl (x˘k)
analytisch gegeben, von der tatsa¨chlichen Verteilung p (x) = pr (x˘k) ist hinge-
gen nur eine Menge von Stichprobenelementen bekannt. In diesem Fall kann die
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(a) σ = 0,5 Pixel (b) σ = 1,0 Pixel
Abbildung 5.12: Kastengrafik der Kullback-Leibler-Divergenz in Abha¨ngigkeit
der relativen Lage beider Kameras zueinander sowie der Standardabweichung σ
der Lokalisierungsunsicherheit der Merkmalskorrespondenzen.
Kullback-Leibler-Divergenz anhand des in [PC08] vorgeschlagenen Verfahrens be-
stimmt werden, welches Stichprobenelemente3 beider Funktionen verwendet.
Wird angenommen, dass die Lokalisierungsunsicherheit der Eckpunkte der resul-
tierenden Dreiecke im Bild durch eine Gauß-Verteilung mit gegebener Standard-
abweichung σ beschrieben werden kann, kann hieraus gema¨ß der Gleichungen 5.4
und 5.7 der korrespondierende Punkt sowie dessen approximierte Kovarianzmatrix
bestimmt werden. Zur Bestimmung der tatsa¨chlichen Verteilung wird den Eckpunk-
ten der Dreiecke mittelwertfreies, Gauß’sches Rauschen mit Standardabweichung
σ additiv u¨berlagert und anhand von Gleichung 5.4 der jeweils korrespondierende
Punkt pra¨diziert.
Abbildung 5.12 zeigt die resultierende Kullback-Leibler-Divergenz in Abha¨ngig-
keit der relativen Lage der beiden Kameras zueinander (CZ = 1,0 m), in Form
einer Kastengrafik (vgl. [MTL78]), wobei auf eine Darstellung der Ausreißer ver-
zichtet wurde. Anhand dieser Abbildung ist ersichtlich, dass die Genauigkeit der
Approximation, d. h. die Kullback-Leibler-Divergenz zwischen tatsa¨chlicher und
3Um zu garantieren, dass der in [PC08] beschriebene Algorithmus die Kullback-Leibler-Divergenz
ausreichend gut approximiert, wurde die Anzahl der Stichprobenelemente fu¨r diese Untersuchung auf
10.000 erho¨ht.
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approximierter Verteilung, na¨herungsweise unabha¨ngig von der relativen Lage der
beiden Kameras zueinander ist. Weiterhin kann kein Einfluss zwischen der ange-
nommenen Lokalisierungsunsicherheit der Merkmalspunkte, d. h. der gewa¨hlten
Standardabweichung σ, und der resultierenden Kullback-Leibler-Divergenz beob-
achtet werden.
Um eine bessere Aussage u¨ber die Genauigkeit der Approximation treffen zu
ko¨nnen, wird zusa¨tzlich untersucht wie sich fehlerhafte Annahmen in den Loka-
lisierungsunsicherheiten auf die resultierende Kullback-Leibler-Divergenz auswir-
ken. Hierzu wird zuna¨chst gema¨ß Gleichung 5.5 ein Parametervektor b sowie ein
Referenzpunkt xk−1 gewa¨hlt. Fu¨r die Unsicherheiten des Parametervektors (vgl.
Gleichung 5.6) werden jedoch zwei verschiedene Annahmen getroffen. Zum einen
wird angenommen, dass Σb,1 = σ21 ·I gilt, zum anderen wird die Kovarianzmatrix
als Σb,2 = σ22 · I definiert. Anschließend wird fu¨r beide Konfigurationen der er-
wartete Bildpunkt sowie dessen Kovarianzmatrix basierend auf dem linearisierten
Modell bestimmt.
Unabha¨ngig von der gewa¨hlten Kovarianzmatrix ergibt sich der korrespondierende
Bildpunkt gema¨ß Gleichung 5.4 zu
x˘1,k = x˘2,k = fx˘ (b,xk−1) . (5.30)
Die resultierenden Lokalisierungsunsicherheiten dieses Bildpunktes sind hingegen
von der zuvor gewa¨hlten Kovarianzmatrix des Parametervektors abha¨ngig und er-
geben sich gema¨ß Gleichung 5.7 wie folgt:
Σx˘,1,k = Jfx˘,b|b0 ·Σb,1 · Jfx˘,b|
T
b0
∈ R2×2 (5.31)
Σx˘,2,k = Jfx˘,b|b0 ·Σb,2 · Jfx˘,b|
T
b0
∈ R2×2 (5.32)
Zwischen den beiden resultierenden Normalverteilungen
p1 (x˘k) = N
(
x˘k|µx˘,1,k,Σx˘,1,k
)
(5.33)
p2 (x˘k) = N
(
x˘k|µx˘,2,k,Σx˘,2,k
)
(5.34)
kann die Kullback-Leibler-Divergenz gema¨ß
KL (P1||P2) = 1
2
·
[
tr
(
Σ−1x˘,2,k ·Σx˘,1,k
)
+
(
µx˘,2,k − µx˘,1,k
)T ·Σ−1x˘,2,k · (µx˘,2,k − µx˘,1,k)
− ln
(
det (Σx˘,1,k)
det (Σx˘,2,k)
)
− n
]
(5.35)
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analytisch berechnet werden, wobei n = 2 die Dimension der resultierenden Ko-
varianzmatrizen bezeichnet.
Unter den Voraussetzungen, dass die beiden Mittelwerte der Gauß-Verteilungen
identisch sind und die Kovarianzmatrix Σb durch eine Diagonalmatrix der Form
Σb,1 = σ
2
1 · I bzw. Σb,2 = σ22 · I beschrieben werden kann, kann Gleichung 5.35
vereinfacht werden, sodass die Kullback-Leibler-Divergenz fu¨r den hier betrachte-
ten Fall lediglich von den gewa¨hlten Standardabweichungen abha¨ngt und wie folgt
definiert ist:
KL (P1||P2) = 1
2
·
[
2 · σ
2
1
σ22
− ln
(
σ41
σ42
)
− 2
]
(5.36)
Hieraus kann eine Genauigkeitsabscha¨tzung der durchgefu¨hrten Linearisierung er-
folgen. Wird beispielsweise angenommen, dass die Lokalisierungsgenauigkeit der
Merkmalspunkte durch eine Gauß-Verteilung mit einer Standardabweichung von
σ2 = 1,0 Pixel beschrieben werden kann, die tatsa¨chliche Standardabweichung der
Verteilung jedoch σ1 = 0,5 Pixel betra¨gt, resultiert hieraus eine Kullback-Leibler-
Divergenz von
KL (P1||P2) = 0,636.
Dieser Wert ist deutlich gro¨ßer als der Wert der durch die Linearisierung der nach
Gleichung 5.4 definierten Funktion hervorgerufen wird (vgl. Abbildung 5.12).
Anhand dieser Analyse ist ersichtlich, dass der Fehler, der durch die Linearisie-
rung von Gleichung 5.4 entsteht verha¨ltnisma¨ßig klein ist. Gegenu¨ber Modellfeh-
lern kann der Linearisierungsfehler somit vernachla¨ssigt werden, sodass die linea-
risierte Wahrscheinlichkeitsverteilung eine gute Approximation der tatsa¨chlichen
Wahrscheinlichkeitsverteilung darstellt.
6 Experimentelle Ergebnisse
Anhand von realen Bilddaten soll in diesem Kapitel die Praxistauglichkeit der vor-
gestellten Algorithmen sowie deren Leistungsfa¨higkeit unter schwierigen Umge-
bungsbedingungen gezeigt werden.
Die Evaluation1 der Algorithmen basiert im Wesentlichen auf der in [GLU12]
vorgestellten KITTI Vision Benchmark Suite2, anhand derer unterschiedliche ka-
merabasierte Algorithmen unter realen Umgebungsbedingungen getestet werden
ko¨nnen. Der zur Aufnahme dieser Daten verwendete Versuchstra¨ger sowie die zur
Verfu¨gung stehende Sensorik werden in Kapitel 6.1 beschrieben. Darauf aufbau-
end werden in Kapitel 6.2 die verwendeten Datensa¨tze kurz erla¨utert. Insbesondere
wird hierbei auf die Erzeugung der Referenzdaten fu¨r die quantitative Evaluation
der Algorithmen eingegangen.
In Kapitel 6.3 werden experimentelle Ergebnisse fu¨r das vorgeschlagene Verfah-
ren zur visuellen Scha¨tzung der Kameraeigenbewegung vorgestellt. Hierbei wird
gezeigt, dass die Verwendung der Trifokalgeometrie als Beobachtungsmodell fu¨r
ein Iterated Sigma-Point Kalman-Filter (ISPKF) gute Ergebnisse liefert und eine
echtzeitfa¨hige Scha¨tzung erlaubt.
Eine Evaluation des entwickelten Verfahrens zur Scha¨tzung dichter Bewegungsvek-
torfelder fu¨r die statischen Bereiche der Szene wird in Kapitel 6.4 vorgestellt. Es
wird gezeigt, dass die Beru¨cksichtigung der Epipolargeometrie sowie das zugrunde
liegende Bewegungsmodell zu genauen Bewegungsvektorfeldern fu¨hren und eine
zeiteffiziente Scha¨tzung ermo¨glichen.
6.1 Versuchstra¨ger
Zur experimentellen Evaluation der in dieser Arbeit vorgestellten Algorithmen wer-
den Videodaten verwendet, die mit dem in Abbildung 6.1a gezeigten Versuchs-
tra¨ger aufgenommen wurden. Neben einem Stereokamerasystem verfu¨gt das Ver-
suchsfahrzeug u¨ber weitere Sensorik, die zur Erzeugung der Referenzdaten verwen-
1Evaluationshardware: Laptop mit 2,5 GHz Prozessor
2Sofern innerhalb dieses Kapitels Tabellen verwendet werden die der Homepage zu [GLU12] ent-
nommen sind, basieren diese auf dem Stand vom 31.01.2013. Nicht vero¨ffentlichte Arbeiten wurden
nachtra¨glich aus den Tabellen entfernt.
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(a) Versuchstra¨ger (b) Stereokamerasystem
Abbildung 6.1: Darstellung des Versuchstra¨gers, mit dem die Messdaten zur Eva-
luation der vorgestellten Algorithmen aufgenommen wurden.
det wird. Zur Bestimmung der Fahrzeugposition und -geschwindigkeit ist ein hoch-
genaues GPS/IMU-Lokalisierungssystem verbaut. Ein auf dem Dach angebrachter
Velodyne HDL-64E Laserscanner dient zur Erzeugung eines dreidimensionalen
Umfeldmodells der Szene.
Das verwendete Stereokamerasystem (vgl. Abbildung 6.1b) besteht aus zwei Digi-
talkameras mit einem O¨ffnungswinkel von ca. 90◦ in horizontaler und ca. 35◦ in
vertikaler Richtung, welche mit einer Basisbreite von etwa 54 cm auf dem Dach
des Fahrzeugs montiert sind. Die beiden Kameras liefern Graustufenbilder mit ei-
ner Auflo¨sung von 1392 × 512 Pixel und einer Bildwiederholrate von ca. 10 Hz,
welche in einem vorverarbeitenden Schritt entzerrt und rektifiziert werden.
Eine detaillierte Beschreibung der Hardware des Versuchstra¨gers sowie der ver-
wendeten Softwarearchitektur ist [WGPS08, GLM+12] zu entnehmen.
6.2 Referenzdaten
Zur Evaluierung der Algorithmen werden die Daten der KITTI Vision Benchmark
Suite verwendet, die mit dem im vorherigen Kapitel beschriebenen Versuchstra¨ger
aufgenommen wurden. Neben den eigentlichen Bilddaten stehen Referenzdaten zur
Verfu¨gung um eine quantitative Evaluierung der Algorithmen zu ermo¨glichen. Auf
die verwendeten Datensa¨tze sowie die Erzeugung der Referenzdaten anhand der
Sensormesswerte soll im Folgenden kurz eingegangen werden. Eine ausfu¨hrliche
Beschreibung des verwendeten Datensatzes ist [GLU12] zu entnehmen.
Zum Vergleich der Algorithmen zur visuellen Scha¨tzung der Fahrzeugeigenbe-
wegung stehen insgesamt 22 Videosequenzen zur Verfu¨gung, die in innersta¨dti-
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schen Bereichen, in la¨ndlichen Umgebungen sowie auf Autobahnen aufgenom-
men wurden, sodass unterschiedliche Geschwindigkeitsbereiche abgedeckt werden
ko¨nnen. Fu¨r die Ha¨lfte dieser Bildsequenzen stehen die Referenzdaten der Kame-
rabewegung zu Trainingszwecken zur Verfu¨gung, die restlichen 11 Datensa¨tze die-
nen der Evaluation. Die Bestimmung der Referenzdaten basiert auf der Bewegung
des GPS/IMU-Lokalisierungssystems. Diese Bewegung kann, bei bekannter Ka-
librierung zwischen GPS-System und Kamera, vom Koordinatensystem des GPS-
Systems in das Kamerakoordinatensystem umgerechnet werden.
Fu¨r die Evaluierung von Algorithmen zur Scha¨tzung des optischen Flusses stehen
insgesamt 389 Stereobildpaare zur Verfu¨gung. Referenzdaten werden fu¨r 194 Bild-
paare bereitgestellt, die verbleibenden 195 Bildpaare werden fu¨r den Vergleich der
Algorithmen verwendet. Anhand der verbauten Sensorik ko¨nnen die Referenzdaten
fu¨r die Bewegungsvektorfelder nicht direkt bestimmt werden. Deshalb wird basie-
rend auf den Daten des Laserscanners zuna¨chst ein 3D-Umfeldmodell der Szene
erzeugt. Die sich hierbei ergebende Punktwolke kann anhand der bekannten Fahr-
zeugbewegung sowie der gegebenen Kalibrierung zwischen den Sensoren auf zeit-
lich aufeinanderfolgende Bilder projiziert werden. Basierend auf den Koordinaten
korrespondierender Punkte in den beiden Bildern kann anschließend das Referenz-
bewegungsvektorfeld bestimmt werden.
Im Gegensatz zu zahlreichen vergleichbaren Datensa¨tzen zur Evaluierung von Al-
gorithmen zur Scha¨tzung des optischen Flusses (z. B. [BSL+11]), welche entweder
aus synthetischen Bilddaten bestehen oder unter kontrollierten Umgebungsbedin-
gungen in einem Labor aufgenommen wurden, ergeben sich durch die Verwen-
dung realer Daten zusa¨tzliche Schwierigkeiten. Neben den verha¨ltnisma¨ßig großen
Flussvektoren beinhaltet der verwendete Datensatz Kamerabilder mit transparen-
ten und reflektierenden Oberfla¨chen sowie Bilder bei denen sich die Beleuchtung
der Szene zwischen aufeinanderfolgenden Zeitpunkten stark a¨ndert, was zusa¨tzli-
che Anforderungen an die Algorithmen stellt.
6.3 Eigenbewegungsscha¨tzung
In diesem Kapitel wird eine quantitative Evaluierung des vorgestellten Verfahrens
zur visuellen Scha¨tzung der Fahrzeugeigenbewegung durchgefu¨hrt.
Zuna¨chst wird die zur Evaluation der Algorithmen verwendete Bewertungsmetrik
kurz beschrieben. Darauf aufbauend wird die Leistungsfa¨higkeit des vorgestell-
ten Algorithmus anhand realer Bilddaten gezeigt sowie ein Vergleich gegenu¨ber
Verfahren aus der Literatur durchgefu¨hrt. Abschließend wird der in den translato-
rischen Bewegungskomponenten auftretende Scha¨tzfehler genauer untersucht.
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(a) Fahrzeugla¨ngsgeschwindigkeit (b) Gierrate
Abbildung 6.2: Vergleich zwischen der gescha¨tzten Fahrzeugeigenbewegung und
der Referenzbewegung aus dem GPS/IMU-Lokalisierungssystem.
6.3.1 Bewertungsmetrik
Wie beispielsweise in [KAS07] erfolgt die Bewertung von Algorithmen zur visu-
ellen Scha¨tzung der Fahrzeugeigenbewegung ha¨ufig anhand der prozentualen Drift
der Trajektorie, d. h. der Abweichung zwischen dem gescha¨tzten Endpunkt und dem
Endpunkt der Referenztrajektorie bezogen auf deren Gesamtla¨nge. Dieses Maß ist
jedoch nur wenig aussagekra¨ftig, da beispielsweise ein fru¨h auftretender Scha¨tzfeh-
ler in der Rotation einen deutlich gro¨ßeren Einfluss auf die Drift hat als ein Fehler,
der kurz vor Ende auftritt.
In dieser Arbeit kommen deshalb unterschiedliche Vergleichsmaße zur Anwen-
dung, die eine aussagekra¨ftigere Bewertung der zu untersuchenden Algorithmen er-
lauben. Stehen fu¨r die Bewegungskomponenten Referenzdaten aus dem GPS/IMU-
Lokalisierungssystem zur Verfu¨gung, erfolgt ein direkter Vergleich dieser Gro¨ßen.
Stehen diese Parameter nicht zur Verfu¨gung, erfolgt die Evaluierung anhand der in
[GLU12] beschriebenen Vergleichsmaße.
6.3.2 Ergebnisse
Abbildung 6.2 zeigt exemplarisch die Ergebnisse der visuellen Fahrzeugeigenbe-
wegungsscha¨tzung. Dargestellt ist der Verlauf der beiden dominanten Bewegungs-
komponenten, d. h. die La¨ngsgeschwindigkeit VZ sowie die Gierrate ωY des Fahr-
zeugs, fu¨r die ersten 400 Bilder einer beispielhaft gewa¨hlten Sequenz, die in einer
innersta¨dtischen Umgebung aufgenommen wurde. Um eine bessere Einscha¨tzung
6.3. Eigenbewegungsscha¨tzung 105
µ σ
Quergeschwindigkeit VX -0,032 m/s 0,153 m/s
Vertikalgeschwindigkeit VY 0,050 m/s 0,150 m/s
La¨ngsgeschwindigkeit VZ -0,061 m/s 1,008 m/s
Nickrate ωX -0,044 ◦/s 0,354 ◦/s
Gierrate ωY 0,055 ◦/s 0,660 ◦/s
Rollrate ωZ -0,008 ◦/s 0,300 ◦/s
Tabelle 6.1: Vergleich der mittleren Abweichungen zwischen der gescha¨tzten Fahr-
zeugbewegung sowie der Referenzbewegung.
der Genauigkeit zu ermo¨glichen, sind den gescha¨tzten Geschwindigkeiten die Be-
wegungsparameter aus dem GPS/IMU-System u¨berlagert.
Anhand dieser Abbildung ist ersichtlich, dass sowohl die gescha¨tzte Fahrzeugla¨ngs-
geschwindigkeit als auch die Gierrate sehr gut mit der Referenzbewegung des Fahr-
zeugs u¨bereinstimmen. Insbesondere bei der Gierrate kann in weiten Teilen der Se-
quenz lediglich ein geringer Unterschied zwischen der gescha¨tzten Bewegung und
der Referenzbewegung beobachtet werden.
Die Genauigkeit der gescha¨tzten Fahrzeugeigenbewegung kann anhand einer quan-
titativen Evaluation basierend auf den Trainingsdaten der KITTI Vision Benchmark
Suite besta¨tigt werden, anhand derer eine Evaluierung der Algorithmen in einem
breiten Geschwindigkeitsbereich mo¨glich ist. Die Absolutgeschwindigkeit in Fahr-
zeugla¨ngsrichtung reicht bei dieser Evaluation bis zu einem Maximalwert von ca.
30 m/s und betra¨gt im Mittel etwa 10 m/s. Der Betrag der Gierrate des Fahrzeugs
liegt im Mittel bei etwa 5 ◦/s und erreicht ein Maximum von etwa 50 ◦/s.
In Tabelle 6.1 sind die mittleren Abweichungen zwischen der visuell gescha¨tzten
Bewegung und der Referenzbewegung sowie die empirischen Standardabweichun-
gen fu¨r alle gescha¨tzten Bewegungsparameter dargestellt. Diese Auswertung zeigt,
dass die Abweichungen zwischen den visuell gescha¨tzten Bewegungsparametern
und der Referenzbewegung im Mittel sehr gering sind, was mit den Beobachtun-
gen aus Abbildung 6.2 u¨bereinstimmt.
Wa¨hrend die mittleren Abweichungen fu¨r die translatorischen Bewegungen die
gleiche Gro¨ßenordnung aufweisen, unterscheiden sich die Standardabweichungen
dieser Bewegungskomponenten deutlich. Die beiden translatorischen Bewegungen
senkrecht zur optischen Achse der Kamera, d. h. die beiden Gro¨ßen VX und VY ,
weisen deutlich geringere Unsicherheiten auf als es fu¨r die Bewegung VZ entlang
der optischen Achse der Fall ist. Bei den rotatorischen Bewegungsparametern sind
solche Unterschiede in den Unsicherheiten der einzelnen Parameter nicht zu beob-
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(a) Trajektorie bestehend aus 631 Posen. (b) Trajektorie bestehend auf 3281 Posen.
Abbildung 6.3: Ergebnis der visuellen Scha¨tzung der Fahrzeugeigenbewegung im
Vergleich zur Referenztrajektorie (Quelle: Homepage zu [GLU12]).
achten. Eine detaillierte Analyse der Unsicherheiten in den gescha¨tzten translato-
rischen Bewegungskomponenten wird in Kapitel 6.3.3 durchgefu¨hrt.
Trotz der verha¨ltnisma¨ßig geringen Abweichungen zwischen den gescha¨tzten Be-
wegungsparametern und der Referenzbewegung ergibt sich eine Drift in der Positi-
onsscha¨tzung des Fahrzeugs. Die Trajektorien zweier unterschiedlich langer Fahr-
ten sind in Abbildung 6.3 veranschaulicht. Anhand dieser Abbildung ist zu beob-
achten, dass fu¨r kurze Trajektorien lediglich eine geringe Drift zwischen wahrer
und gescha¨tzter Bewegungstrajektorie auftritt. Mit zunehmender La¨nge steigt die-
se Drift erwartungsgema¨ß jedoch deutlich an.
Anhand von Abbildung 6.3a ist weiterhin ersichtlich, dass die Fahrzeugla¨ngsge-
schwindigkeit etwas unterscha¨tzt wird. Im oberen Bereich der Trajektorie verla¨uft
der gescha¨tzte Pfad leicht unterhalb der Referenztrajektorie, im rechten Bereich
liegt der gescha¨tzte Pfad etwas links von der Referenz. Diese Beobachtung stimmt
mit der quantitativen Analyse aus Tabelle 6.1 u¨berein, anhand derer sich im Mit-
tel eine negative Abweichung zwischen der gescha¨tzten La¨ngsgeschwindigkeit und
der Referenzbewegung ergibt.
Abschließend soll noch ein Vergleich des vorgestellten Verfahrens mit verschie-
denen Algorithmen, die in der Literatur beschrieben sind, durchgefu¨hrt werden.
Hierfu¨r werden die Testdaten der KITTI Vision Benchmark Suite verwendet. Ta-
belle 6.2 zeigt die daraus resultierenden Ergebnisse. Anhand dieser Tabelle ist er-
sichtlich, dass das beschriebene Verfahren (TGVO) gute Ergebnisse hinsichtlich
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Rang Methode Translation Rotation Rechenzeit
1 D6DVO 2,10 % 0,0083 ◦/m 0,03 s
2 GT VO3pt 2,21 % 0,0117 ◦/m 1,26 s
3 VISO2-S 2,28 % 0,0154 ◦/m 0,05 s
4 TGVO 2,44 % 0,0105 ◦/m 0,06 s
5 VO3pt 2,93 % 0,0116 ◦/m 0,56 s
6 VO3ptLBA 3,17 % 0,0180 ◦/m 0,57 s
7 VOFS 4,21 % 0,0158 ◦/m 0,51 s
8 VOFSLBA 4,35 % 0,0189 ◦/m 0,52 s
9 VISO2-M 13,79 % 0,0372 ◦/m 0,1 s
Tabelle 6.2: Vergleich unterschiedlicher Verfahren zur visuellen Scha¨tzung der
Fahrzeugeigenbewegung (Quelle: Homepage zu [GLU12]; Stand: 31.01.2013).
der translatorischen sowie der rotatorischen Abweichungen liefert. Insbesondere
bei der Scha¨tzung der rotatorischen Bewegungskomponenten geho¨rt der beschrie-
bene Algorithmus zu den besten Verfahren.
Mit einer durchschnittlichen Rechenzeit von etwa 60 Millisekunden pro Frame ist
das vorgestellte Verfahren zudem fu¨r Anwendungen geeignet, bei denen die Echt-
zeitfa¨higkeit der Algorithmen von Bedeutung ist.
Das vorgestellte Verfahren erlaubt insgesamt eine robuste Scha¨tzung der Fahrzeug-
eigenbewegung in realen Verkehrsszenarien. Unabha¨ngig bewegte Objekte sowie
Fehlzuordnungen zwischen den Merkmalspunkten ko¨nnen aufgrund der durch-
gefu¨hrten Merkmalsauswahl mittels Bucketing sowie des robusten Innovations-
schrittes sehr gut behandelt werden, sodass auch in innersta¨dtischen Umgebun-
gen mit zahlreichen unabha¨ngig bewegten Objekten zuverla¨ssige Scha¨tzergebnisse
zur Verfu¨gung stehen. Lediglich wenn die Mehrzahl der Merkmalskorrespondenz-
en auf einem einzelnen unabha¨ngig bewegten Objekt liegt, ist keine zuverla¨ssige
Scha¨tzung der Bewegungsparameter mehr mo¨glich.
Gegenu¨ber Verfahren aus der Literatur ist das beschriebene Verfahren nicht auf
rektifizierte Stereokamerasysteme mit konstanter Kalibrierung beschra¨nkt, sondern
kann fu¨r nahezu beliebige Kamerakonfigurationen eingesetzt werden. Hierdurch
ko¨nnen deutlich mehr Anwendungsfa¨lle abgedeckt werden, als es beispielsweise
mit den in [How08, GZS11, HABR11] beschriebenen Verfahren der Fall ist.
6.3.3 Analyse des Scha¨tzfehlers
Anhand von Tabelle 6.1 ist ersichtlich, dass die mittlere Abweichung der transla-
torischen Bewegungskomponenten relativ gering ist und fu¨r alle Komponenten die
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gleiche Gro¨ßenordnung aufweist. Die Standardabweichungen der einzelnen Bewe-
gungskomponenten sind jedoch stark unterschiedlich. Dies soll im Folgenden de-
tailliert analysiert werden.
In Kapitel 4.2 wurde untersucht, wie stark sich eine fehlerhafte Kamerapose auf
den Ru¨ckprojektionsfehler eines 3D-Szenenpunktes auswirkt. Anhand dieser Un-
tersuchung konnte festgestellt werden, dass die Empfindlichkeiten des Ru¨ckprojek-
tionsfehlers im Bild gegenu¨ber der beiden translatorischen Bewegungskomponen-
ten senkrecht zur optischen Achse durch
StX = StY =
f
ZW
(6.1)
gegeben sind. Die Empfindlichkeit gegenu¨ber einer fehlerhaften Pose in Richtung
der optischen Achse ergibt sich fu¨r kleine Abweichungen zu:
StZ =
f
ZW
·
√
X2W + Y
2
W
Z2W︸ ︷︷ ︸
F
(6.2)
Der Ru¨ckprojektionsfehler bei einer fehlerhaften Scha¨tzung der Posenparameter
tX bzw. tY ha¨ngt demnach lediglich von der Entfernung ZW des betrachteten
Szenenpunktes ab. Eine fehlerhafte Scha¨tzung des Posenparameters tZ , parallel
zur optischen Achse, resultiert in einem Ru¨ckprojektionsfehler der sowohl von der
Entfernung des Szenenpunktes als auch von der Richtung des korrespondierenden
Sichtstrahls beeinflusst wird.
Die einzelnen Posenparameter ha¨ngen hauptsa¨chlich von den korrespondierenden
Bewegungsparametern ab (d. h. tX wird durch VX beeinflusst usw.). Wird neben
den in Kapitel 4.2 genannten Annahmen zusa¨tzlich davon ausgegangen, dass ∆t =
1 gilt, sind die Empfindlichkeiten der Posenparameter und der zugrunde liegenden
Bewegungsparameter identisch, d. h. es gilt:
SVX = SVY = StX = StY
SVZ = StZ
Eine große Unsicherheit in den gescha¨tzten Bewegungsparametern deutet darauf
hin, dass der durch eine fehlerhafte Scha¨tzung hervorgerufene Ru¨ckprojektionsfeh-
ler im Bild gering ist. Dies ist genau dann der Fall, wenn die Empfindlichkeit des
Ru¨ckprojektionsfehlers bezu¨glich der jeweils betrachteten Bewegungskomponente
klein ist.
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Ein Vergleich der Gleichungen 6.1 und 6.2 zeigt, dass sich die Empfindlichkeiten
lediglich durch den Faktor
F =
√
X2W + Y
2
W
Z2W
(6.3)
unterscheiden. Gilt F < 1, resultiert ein Fehler in der Scha¨tzung der Fahr-
zeugla¨ngsgeschwindigkeit in einem geringeren Ru¨ckprojektionsfehler als ein
gleich großer Scha¨tzfehler in jeweils einer der beiden Geschwindigkeitskomponen-
ten senkrecht zur optischen Achse. Dies ist genau dann der Fall, wenn folgender
Zusammenhang gilt:
X2W + Y
2
W < Z
2
W ⇐⇒
(
XW
ZW
)2
+
(
YW
ZW
)2
< 1 (6.4)
Dieser Zusammenhang kann in Abha¨ngigkeit des Punktes xS im Sensorkoordi-
natensystem der Kamera ausgedru¨ckt werden, der mit dem 3D-Szenenpunkt XW
korrespondiert (vgl. Kapitel 2.1). Gleichung 6.4 liefert somit fu¨r Punkte im Sen-
sorkoordinatensystem den Zusammenhang(
xS
f
)2
+
(
yS
f
)2
< 1. (6.5)
Wird weiterhin vorausgesetzt, dass f = 1 gilt, d. h. das Bild in der normalisierten
Bildebene liegt, vereinfacht sich Gleichung 6.5 zu:
x2S,N + y
2
S,N < 1 (6.6)
Anhand dieser Gleichung kann bei gegebener intrinsischer Kalibrierung fu¨r jeden
Punkt xS,N = K−1 · xI in der normalisierten Bildebene eine Aussage daru¨ber
getroffen werden, ob F < 1 gilt oder nicht. Abbildung 6.4 veranschaulicht die
einzelnen Bereiche exemplarisch anhand eines Beispielbildes.
Im grau dargestellten Bereich gilt F < 1. Fu¨r Merkmalspunkte in diesem Be-
reich ist demnach die Empfindlichkeit des Ru¨ckprojektionsfehlers bezu¨glich eines
Scha¨tzfehlers in der Fahrzeugla¨ngsgeschwindigkeit geringer als fu¨r die beiden Be-
wegungsparameter senkrecht zur optischen Achse der Kamera. Hieraus folgt, dass
der zu optimierende Fehlerterm sta¨rker durch die translatorischen Bewegungskom-
ponenten senkrecht zur optischen Achse beeinflusst wird als durch die Bewegung
in La¨ngsrichtung des Fahrzeugs. Lediglich in den Ecken des Bildes gilt F ≥ 1, so-
dass ein Fehler in der Fahrzeugla¨ngsgeschwindigkeit fu¨r Merkmalspunkte in diesen
Bereichen einen gro¨ßeren Einfluss auf den Ru¨ckprojektionsfehler aufweist als die
beiden verbleibenden translatorischen Bewegungskomponenten.
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Abbildung 6.4: Exemplarische Darstellung der Empfindlichkeiten des Ru¨ckpro-
jektionsfehlers. In grau dargestellten Bereichen gilt F < 1, d. h. Merkmalspunkte
in diesem Bereich haben bei einer fehlerhaften Scha¨tzung der Fahrzeugla¨ngsge-
schwindigkeit einen geringeren Einfluss auf den Ru¨ckprojektionsfehler als bei einer
fehlerhaften Scha¨tzung der Geschwindigkeitskomponenten senkrecht zur optischen
Achse. Innerhalb der blau dargestellten Ecken des Bildes gilt F ≥ 1.
In den blau dargestellten Bereichen sind u¨blicherweise jedoch keine Merkmals-
punkte vorhanden, die fu¨r die Scha¨tzung der Fahrzeugeigenbewegung verwendet
werden ko¨nnen. Alle beru¨cksichtigten Merkmalskorrespondenzen weisen somit ei-
ne gro¨ßere Empfindlichkeit gegenu¨ber Scha¨tzfehlern senkrecht zur optischen Ach-
se auf als es fu¨r Fehler entlang der optischen Achse der Fall ist. Demnach ist die
Scha¨tzung der Fahrzeugla¨ngsgeschwindigkeit weniger zuverla¨ssig, sodass sich ins-
gesamt eine gro¨ßere Unsicherheit in der gescha¨tzten translatorischen Bewegungs-
komponente parallel zur optischen Achse der Kamera ergibt.
6.4 Flussscha¨tzung
In diesem Kapitel wird eine quantitative Evaluierung des in dieser Arbeit vorge-
stellten Verfahrens zur Scha¨tzung dichter Bewegungsvektorfelder durchgefu¨hrt.
Zuna¨chst wird hierbei der Einfluss des gewa¨hlten Merkmalsdeskriptors auf das
Scha¨tzergebnis sowie die beno¨tigte Rechenzeit untersucht. Anhand dieser Evalu-
ierung wird ein Merkmalsvektor gewa¨hlt, der sowohl hinsichtlich der Genauigkeit
des gescha¨tzten Flussfeldes gute Ergebnisse liefert als auch eine effiziente Berech-
nung des Bewegungsvektorfeldes ermo¨glicht.
Basierend auf dem so gewa¨hlten Merkmalsdeskriptor wird anschließend ein Ver-
gleich des hier vorgestellten Algorithmus mit Verfahren aus der Literatur durch-
gefu¨hrt, um die Leistungsfa¨higkeit des entwickelten Algorithmus unter realen Um-
gebungsbedingungen zu zeigen.
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6.4.1 Bewertungsmetrik
Zur quantitativen Bewertung des vorgestellten Verfahrens sowie zum Vergleich un-
terschiedlicher Algorithmen zur Scha¨tzung des optischen Flusses wird, a¨hnlich wie
in [BSL+11, GLU12], der euklidische Fehler zwischen dem gescha¨tzten Bewe-
gungsvektor und dem Referenzfluss verwendet. Dieser Fehler wird in der Literatur
ha¨ufig auch als Endpoint-Error (EE) bezeichnet und berechnet sich zu:
EE =
√
(uest − uref )2 + (vest − vref )2 (6.7)
Hierin beschreibt {uest, vest} die beiden Komponenten des gescha¨tzten Flussvek-
tors, {uref , vref} repra¨sentiert den Referenzwert des Bewegungsvektors.
6.4.2 Ergebnisse
Die Scha¨tzung dichter Bewegungsvektorfelder erfolgt bei dem in dieser Arbeit
vorgestellten Algorithmus anhand eines regionenbasierten Ansatzes. Die hierbei
gewa¨hlte probabilistische Modellierung des Scha¨tzproblems (vgl. Kapitel 5) er-
laubt prinzipiell die Verwendung nahezu beliebiger Merkmalsvektoren f zur Be-
schreibung der Bildpunkte sowie VergleichsmaßeQ zur Bewertung der A¨hnlichkeit
zweier Vektoren. Die Wahl des Merkmalsvektors beeinflusst jedoch die beno¨tigte
Rechenzeit sowie das Ergebnis der Flussscha¨tzung deutlich.
Um eine quantitative Aussage u¨ber den Einfluss des gewa¨hlten Merkmalsvektors
auf die Qualita¨t des Scha¨tzergebnisses sowie die beno¨tigte Rechenzeit treffen zu
ko¨nnen, sollen zuna¨chst verschiedene Merkmalsvektoren hinsichtlich der beiden
genannten Kriterien verglichen werden. Die Auswertung erfolgt anhand der Trai-
ningsdaten der KITTI Vision Benchmark Suite. Als Vergleichsmaß dient der eukli-
dische Fehler zwischen den gescha¨tzten Bewegungsvektoren und dem Referenz-
fluss (vgl. Kapitel 6.4.1). Ausgewertet werden hierbei nur diejenigen Bildpunkte,
fu¨r die sowohl eine Scha¨tzung des optischen Flusses als auch ein Referenzbewe-
gungsvektor zur Verfu¨gung steht.
Bei der Auswahl der zu vergleichenden Merkmalsvektoren wird insbesondere
beru¨cksichtigt, dass diese effizient aus dem Bild extrahiert werden ko¨nnen, um eine
na¨herungsweise echtzeitfa¨hige Scha¨tzung der Bewegungsvektorfelder zu ermo¨gli-
chen. Aus diesem Grund beschra¨nkt sich die Auswertung auf Merkmalsvektoren,
die die Grauwerte in einer kleinen Umgebung R um den betrachteten Bildpunkt
beinhalten, sowie die Census-Transformation dieser Bildregion. Als Vergleichsmaß
Q dient die SAD (vgl. Kapitel 3.2.2) im Falle der Grauwerte sowie die Hamming-
Distanz (vgl. [Ste04]) im Falle der Census-Transformation. Um den Einfluss der
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(a) Kastengrafik der Rechenzeiten fu¨r die Extrak-
tion der Deskriptoren.
(b) Kastengrafik der Rechenzeiten fu¨r die dichte
Korrespondenzsuche.
Abbildung 6.5: Auswertung der Zeiten, die zur Berechnung eines dichten Deskrip-
torfeldes fu¨r beide Bilder beno¨tigt werden sowie die beno¨tigte Zeit fu¨r die Korres-
pondenzsuche in Abha¨ngigkeit des gewa¨hlten Deskriptors (GW: Grauwerte, CT:
Census-Transformation) und der gewa¨hlten Suchstrategie.
Deskriptordimension auf das Scha¨tzergebnis beurteilen zu ko¨nnen, werden die ge-
nannten Deskriptoren sowohl in einem 3×3 Pixel großen Fenster als auch in einem
Fenster der Gro¨ße 5×5 Pixel extrahiert. Auf eine Untersuchung hochdimensionaler
Merkmalsdeskriptoren (z. B. SIFT, SURF) wird verzichtet, da diese nicht effizient
fu¨r alle Bildpunkte berechnet werden ko¨nnen.
Zuna¨chst soll untersucht werden, wie groß der Aufwand zur Berechnung dichter
Deskriptorfelder in Abha¨ngigkeit des gewa¨hlten Merkmalsvektors ist. Hierfu¨r wer-
den fu¨r alle 194 Trainingsbildpaare, deren Auflo¨sung im Mittel 1237 × 374 Pi-
xel betra¨gt, die Deskriptorfelder fu¨r jeweils beide Bilder bestimmt und die dafu¨r
beno¨tigte Rechenzeit ermittelt. Diese ist in Abbildung 6.5a in Form einer Kasten-
grafik (vgl. [MTL78]) dargestellt.
Einerseits ist aus dieser Abbildung ersichtlich, dass sich der Aufwand fu¨r
die Extraktion der Deskriptoren erwartungsgema¨ß mit steigender Dimension
des Merkmalsvektors erho¨ht. Andererseits ist zu beobachten, dass die Census-
Transformation des Bildbereiches effizienter aus dem Bild extrahiert und gespei-
chert werden kann als die Grauwerte der einzelnen Pixel. Eine genauere Analyse
ergibt, dass insbesondere der Aufwand zum Speichern der extrahierten Deskripto-
ren bei den Grauwerten ho¨her ist als bei den bina¨ren Census-Deskriptoren.
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Ein a¨hnlicher Zusammenhang kann auch fu¨r die beno¨tigte Rechenzeit zur
Scha¨tzung des dichten Bewegungsvektorfeldes beobachtet werden, welcher eben-
falls auf der Auswertung der Trainingsdaten beruht. Abbildung 6.5b veranschau-
licht die Rechenzeit die fu¨r den letzten Schritt der Flussscha¨tzung, die dichte Kor-
respondenzsuche (vgl. Kapitel 5.4), beno¨tigt wird. Anhand dieser Abbildung ist
ersichtlich, dass die beno¨tigte Rechenzeit fu¨r den Deskriptorvergleich sowohl von
der Dimension des Merkmalsvektors als auch vom verwendeten Qualita¨tsmaß Q
abha¨ngig ist. Zum einen ist zu beobachten, dass der Aufwand zum Vergleich zwei-
er Bildpunkte mit zunehmender La¨nge des Merkmalsvektors ansteigt. Zum ande-
ren ist ersichtlich, dass die Hamming-Distanz zwischen zwei bina¨ren Deskripto-
ren u¨blicherweise effizienter berechnet werden kann als die Summe der absoluten
Grauwertdifferenzen.
Weiterhin ist anhand von Abbildung 6.5b der Einfluss der gewa¨hlten Suchstrate-
gie auf den Aufwand fu¨r die Scha¨tzung ersichtlich. Zu erkennen ist, dass der Auf-
wand bei Verwendung eines adaptiven Suchbereichs deutlich ho¨her ist, als im Fal-
le einer fest vorgegebenen Gro¨ße des Suchfensters. Dies ist insbesondere deshalb
erwa¨hnenswert, weil bei der adaptiven Suchstrategie pro Bildpunkt nur etwa 13
Kandidaten u¨berpru¨ft werden. Bei der Suche in einem festen Suchbereich B, der in
diesem Fall als 7× 7 Pixel großes Fenster um den pra¨dizierten Bildpunkt gewa¨hlt
wird, sind aufgrund der beru¨cksichtigten Epipolargeometrie zur Begrenzung des
Suchbereichs im Mittel etwa 29 Kandidaten pro Bildpunkt zu u¨berpru¨fen. Als Ur-
sache fu¨r diesen Unterschied kann die Auswertung der Jacobi-Matrix zur Bestim-
mung der Pra¨diktionsunsicherheit festgestellt werden, welche verha¨ltnisma¨ßig viel
Zeit erfordert.
Hinsichtlich der Genauigkeit des resultierenden Bewegungsvektorfeldes ist anhand
von Abbildung 6.6 zu beobachten, dass sich diese mit steigender Deskriptorla¨nge
erho¨ht. Dieser Einfluss ist bei einem adaptiv gewa¨hlten Suchfenster deutlicher aus-
gepra¨gt (vgl. Abbildung 6.6a) als es bei einem Suchbereich mit fest vorgegebener
Fenstergro¨ße der Fall ist (vgl. Abbildung 6.6b). Allgemein besta¨tigt sich somit die
Annahme, dass ein gro¨ßerer Deskriptor eine diskriminativere Beschreibung der
Bildregion erlaubt und somit eine robustere Korrespondenzsuche ermo¨glicht. Die
Auswertung zeigt auch, dass ein adaptiver Suchbereich gegenu¨ber einem fest vor-
gegebenen Suchbereich im Falle der Grauwerte zu einer deutlichen Reduktion des
resultierenden Fehlers fu¨hrt. Wird die Census-Transformation verwendet, ist zwi-
schen adaptivem und festem Suchbereich keine nennenswerte Reduktion des Feh-
lers festzustellen.
Die Tatsache, dass die Wahl des Merkmalsvektors bei fest vorgegebenem Such-
bereich lediglich einen geringen Einfluss auf die Genauigkeit des resultieren-
den Bewegungsvektorfeldes hat (vgl. Abbildung 6.6b), zeigt, dass die Pra¨dikti-
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(a) Kastengrafik des euklidischen Fehlers der Be-
wegungsvektoren bei adaptivem Suchbereich.
(b) Kastengrafik des euklidischen Fehlers der Be-
wegungsvektoren bei festem Suchbereich.
Abbildung 6.6: Auswertung des euklidischen Fehlers zwischen gescha¨tztem op-
tischen Fluss und Referenzfluss in Abha¨ngigkeit vom gewa¨hlten Merkmalsvektor
(GW: Grauwerte, CT: Census-Transformation) sowie der gewa¨hlten Suchstrategie.
Ausreißer sind der U¨bersichtlichkeit halber nicht dargestellt.
on des erwarteten Bildpunktes ausreichend genau ist. Die gewa¨hlte Modellierung
der im Bild sichtbaren Bewegung mittels einer stu¨ckweise affinen Transformati-
on (vgl. Kapitel 5.2) beschreibt demnach die tatsa¨chlich auftretende Bewegung
gut. Somit erlaubt das vorgestellte Verfahren die Verwendung niedrigdimensionaler
Merkmalsvektoren, wodurch eine effiziente Scha¨tzung der Bewegungsvektorfelder
ermo¨glicht wird.
Werden sowohl die beno¨tigte Rechenzeit als auch der Fehler in der Flussscha¨tzung
bei der Bewertung der getesteten Merkmalsdeskriptoren beru¨cksichtigt, ko¨nnen
insgesamt die besten Ergebnisse erzielt werden, wenn als Merkmalsdeskriptor die
Grauwerte innerhalb eines 3 × 3 Pixel großen Fensters gewa¨hlt werden und die
Korrespondenzsuche in einem fest vorgegebenen Bildbereich durchgefu¨hrt wird.
Gegenu¨ber einer adaptiven Wahl des Suchfensters ist der resultierende Fehler bei
festem Suchfenster nur geringfu¨gig ho¨her, die beno¨tigte Rechenzeit kann jedoch
deutlich reduziert werden. Die folgenden Betrachtungen basieren deshalb auf ei-
nem Vergleich der Grauwerte innerhalb eines 3 × 3 Pixel großen Fensters. Der
Bereich fu¨r die Suche des korrespondierenden Bildpunktes ist unabha¨ngig von der
Pra¨diktionsunsicherheit und hat eine Gro¨ße von 7× 7 Pixel, wobei Kandidaten de-
ren Abstand zur Epipolarlinie einen vorgegebenen Schwellwert u¨berschreitet von
der Korrespondenzsuche ausgeschlossen werden.
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Um einen quantitativen Vergleich des vorgestellten Algorithmus mit Verfahren
aus der Literatur durchzufu¨hren, werden ebenfalls die Daten der KITTI Vision
Benchmark Suite verwendet. Bevor detaillierter auf diese Evaluierung eingegangen
wird, soll zuna¨chst jedoch ein qualitativer Vergleich der unterschiedlichen Verfah-
rensklassen durchgefu¨hrt werden. Abbildung 6.7 zeigt hierzu die resultierenden Be-
wegungsvektorfelder sowie den Fehler zwischen gescha¨tztem optischen Fluss und
Referenzbewegung fu¨r den in dieser Arbeit vorgestellten Algorithmus, ein globa-
les Verfahren (vgl. Kapitel 3.2.1.2) sowie ein einfaches regionenbasiertes Verfahren
(vgl. Kapitel 3.2.2).
Anhand von Abbildung 6.7e ist ersichtlich, dass die Verwendung eines globa-
len Scha¨tzverfahrens zu einem dichten Bewegungsvektorfeld fu¨hrt. Dieses ist ins-
gesamt jedoch sehr stark gegla¨ttet und innerhalb des abgeschatteten Fahrbahn-
bereichs aufgrund der geringen Textur fehlerhaft (vgl. Abbildung 6.7f). Demge-
genu¨ber steht das in Abbildung 6.7g dargestellte Scha¨tzergebnis fu¨r einen einfa-
chen Block-Matching-Algorithmus, der in einem rechteckigen Suchbereich B um
den betrachteten Bildpunkt nach korrespondierenden Punkten sucht. Zu erkennen
ist, dass in diesem Fall keine genaue Scha¨tzung des optischen Flusses mo¨glich ist.
Insbesondere auf der wenig texturierten Fahrbahnoberfla¨che treten zahlreiche Fehl-
zuordnungen auf, die im Wesentlichen durch das Rauschen des Kamerasensors be-
dingt sind. Fehler bei der Korrespondenzsuche treten jedoch auch in sta¨rker tex-
turierten Bildbereichen auf (vgl. Abbildung 6.7h), sodass dieses Verfahren keine
zuverla¨ssige Flussscha¨tzung erlaubt.
Das in dieser Arbeit vorgestellte Verfahren liefert hingegen auch in den na¨herungs-
weise homogenen Bildbereichen auf der Fahrbahnoberfla¨che zuverla¨ssige Scha¨tzer-
gebnisse (vgl. Abbildung 6.7d), da Fehlzuordnungen durch das verwendete Scha¨tz-
kriterium sowie die Beru¨cksichtigung der Epipolargeometrie zwischen den Ansich-
ten reduziert werden ko¨nnen. Gro¨ßere Abweichungen zwischen gescha¨tztem Fluss
und Referenzbewegung sind in diesem exemplarisch gewa¨hlten Fall lediglich im
linken Randbereich festzustellen, da die Ebenenannahme auf den Stra¨uchern ver-
letzt ist.
Diese Beobachtungen ko¨nnen anhand der durchgefu¨hrten quantitativen Evaluie-
rung der unterschiedlichen Verfahren besta¨tigt werden. Hierfu¨r werden zuna¨chst
die Trainingsdaten der KITTI Vision Benchmark Suite mit gegebenen Referenzda-
ten verwendet. Ausgewertet wird der euklidische Fehler zwischen dem gescha¨tzten
Flussvektor und der Referenzbewegung basierend auf allen 194 Trainingsbildern.
Tabelle 6.3 zeigt die resultierenden Ergebnisse fu¨r das hier vorgestellte Verfahren,
zwei verschiedene globale Scha¨tzalgorithmen sowie den bereits erwa¨hnten Block-
Matching-Algorithmus, in Form des mittleren Fehlers µEE sowie dessen empiri-
scher Standardabweichung σEE. Hierbei wird die Auswertung lediglich an denje-
116 6. Experimentelle Ergebnisse
(a) Referenzbewegungsvektorfeld (b) Beispielbild
(c) Resultierendes Flussfeld bei Verwendung des
hier vorgestellten Verfahrens.
(d) Fehler zwischen gescha¨tztem optischen Fluss
und Referenzbewegung.
(e) Resultierendes Flussfeld bei Verwendung des
in [XJM12] vorgestellten globalen Scha¨tzverfah-
rens.
(f) Fehler zwischen gescha¨tztem optischen Fluss
und Referenzbewegung.
(g) Resultierendes Flussfeld bei Verwendung ei-
ner vollen Suche.
(h) Fehler zwischen gescha¨tztem optischen Fluss
und Referenzbewegung.
Abbildung 6.7: Resultierende Bewegungsvektorfelder bei Verwendung unter-
schiedlicher Verfahren zur Scha¨tzung des optischen Flusses sowie der jeweils re-
sultierende Fehler zwischen dem gescha¨tzten optischen Fluss und der Referenzbe-
wegung (gru¨n: geringer Fehler, rot: großer Fehler).
nigen Bildpunkten durchgefu¨hrt, fu¨r die eine Scha¨tzung zur Verfu¨gung steht. Die
Ergebnisse zeigen, dass der hier vorgestellte Algorithmus die besten Resultate unter
den betrachteten Scha¨tzverfahren liefert.
Anhand von Tabelle 6.3 ist zudem ersichtlich, wie stark das Scha¨tzergebnis durch
die Epipolargeometrie bzw. den pra¨dizierten Bildpunkt beeinflusst wird. Wird le-
diglich die Epipolargeometrie ausgenutzt, d. h. es werden nur diejenigen Kandi-
daten bei der Scha¨tzung beru¨cksichtigt, die in einem schmalen Band um die kor-
respondierende Epipolarlinie liegen, resultiert dies in sehr großen Fehlern. Basiert
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µEE σEE
Regionenbasiertes Verfahren (adaptiver Suchbereich) 1,45 px 3,17 px
Regionenbasiertes Verfahren (fester Suchbereich) 1,55 px 3,15 px
Regionenbasiertes Verfahren (nur pra¨dizierter Punkt) 1,75 px 3,61 px
Regionenbasiertes Verfahren (nur Epipolargeometrie) 31,15 px 41,30 px
Regionenbasiertes Verfahren (volle Suche) 58,13 px 41,95 px
Globales Verfahren aus [CP11] 4,66 px 13,85 px
Globales Verfahren aus [XJM12] 4,78 px 13,80 px
Tabelle 6.3: Vergleich des mittleren Fehlers in Pixel zwischen gescha¨tztem opti-
schen Fluss und Referenzbewegung fu¨r unterschiedliche Verfahrensklassen.
die Scha¨tzung lediglich auf dem pra¨dizierten Bildpunkt, d. h. es werden alle Kan-
didaten in einem kleinen rechteckigen Bereich um diesen Punkt betrachtet, kann
der Fehler deutlich reduziert werden. Wenn fu¨r diese Kandidaten zusa¨tzlich die
Epipolargeometrie beru¨cksichtigt wird, kann eine weitere Reduktion des mittleren
Fehlers erreicht werden, sodass mit dem vorgestellten Algorithmus insgesamt sehr
gute Ergebnisse erzielt werden ko¨nnen.
Des Weiteren wird ein Vergleich des hier vorgestellten Verfahrens mit zahlreichen
Verfahren aus der Literatur durchgefu¨hrt, wobei hierfu¨r die Testdaten der KITTI
Vision Benchmark Suite verwendet werden. Die resultierenden Ergebnisse sind in
Tabelle 6.4 dargestellt. Hierbei ist zu beachten, dass der Benchmark fu¨r die Evalua-
tion dichter Bewegungsvektorfelder bestimmt ist. Sind die Bewegungsvektorfelder
nicht dicht, werden die Flussvektoren an den fehlenden Pixeln durch Inter- bzw.
Extrapolation aus den gescha¨tzten Bewegungsvektoren bestimmt.
Der hier vorgestellte Algorithmus (GC-BM-Mono bzw. GC-BM-Bino) geho¨rt zu
den besten Verfahren, liefert jedoch mit einer mittleren Abweichung von ca. 5,0 Pi-
xel relativ große Fehler. Dies ist darauf zuru¨ckzufu¨hren, dass durch die Extrapola-
tion des Bewegungsvektorfeldes insbesondere in den Randbereichen der Bilder, in
denen mit dem vorgestellten Verfahren u¨blicherweise keine Bewegungsscha¨tzung
mo¨glich ist, große Fehler entstehen. Werden lediglich diejenigen Pixel bei der Eva-
luation betrachtet fu¨r die eine Flussscha¨tzung zur Verfu¨gung steht, liefert der hier
vorgestellte Algorithmus mit einem mittleren Fehler von 1,4 Pixel (mit Ausnut-
zung der approximierten Stereoinformation) bzw. 1,5 Pixel (ohne Ausnutzung der
Stereoinformation) sehr gute Scha¨tzergebnisse im Vergleich zu den verbleibenden
Algorithmen (vgl. Tabelle 6.5). Zudem kann die beno¨tigte Rechenzeit im Vergleich
zu den meisten Vergleichsalgorithmen deutlich reduziert werden.
Abschließend soll noch untersucht werden, inwieweit die Genauigkeit der gescha¨tz-
ten Bewegungsvektorfelder durch die Integration von Stereoinformationen (vgl.
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Rang Methode Ausreißer µEE Dichte Rechenzeit
1 fSGM 11,03 % 3,2 px 100,00 % 60 s
2 TGV2CENSUS 11,14 % 2,9 px 100,00 % 4 s
3 GC-BM-Bino 18,93 % 5,0 px 83,73 % 1,3 s
4 GC-BM-Mono 19,49 % 5,0 px 84,33 % 1,3 s
5 HS 19,92 % 5,8 px 100,00 % 180 s
6 RSRS-Flow 20,74 % 6,2 px 100,00 % 240 s
7 ALD 21,35 % 10,9 px 100,00 % 110 s
8 LDOF 21,86 % 5,5 px 100,00 % 60 s
9 C+NL 24,64 % 9,0 px 100,00 % 180 s
10 DB-TV-L1 30,75 % 7,8 px 100,00 % 16 s
11 GCSF 33,23 % 7,0 px 48,27 % 2,4 s
12 HAOF 35,76 % 11,1 px 100,00 % 16,2 s
13 RLOF 37,41 % 8,2 px 16,45 % 0,6 s
14 PolyExpand 47,54 % 17,2 px 100,00 % 1 s
15 OCV-BM 63,46 % 24,4 px 100,00 % 90 s
16 Pyramid-LK 65,74 % 21,7 px 99,90 % 90 s
Tabelle 6.4: Vergleich unterschiedlicher Verfahren zur Scha¨tzung des optischen
Flusses basierend auf den Testdaten der KITTI Vision Benchmark Suite unter
Beru¨cksichtigung aller Bildpunkte. Als Ausreißer werden diejenigen Bildpunkte
klassifiziert, deren Fehler einen Schwellwert von drei Pixeln u¨berschreitet (Quelle:
Homepage zu [GLU12]; Stand: 31.01.2013).
Kapitel 5.5) beeinflusst wird. Fu¨r diese Evaluation werden ebenfalls die Testdaten
verwendet und lediglich diejenigen Bildpunkte betrachtet, fu¨r die eine Scha¨tzung
des optischen Flusses zur Verfu¨gung steht. Anhand von Tabelle 6.5 ist ersichtlich,
dass die Verwendung beider Bilder des Stereokamerasystems (GC-BM-Bino) ei-
ne geringfu¨gige Reduktion des mittleren Fehlers im Vergleich zur monokularen
Scha¨tzung (GC-BM-Mono) ermo¨glicht.
Insgesamt liefert das vorgestellte Verfahren fu¨r die Scha¨tzung dichter Bewegungs-
vektorfelder selbst in realen Umgebungen gute Ergebnisse hinsichtlich der Genau-
igkeit des Flussfeldes. Große Bewegungsvektoren sowie eine Korrespondenzsu-
che in na¨herungsweise homogenen Bildbereichen ko¨nnen aufgrund des zugrun-
de liegenden Bewegungsmodells sowie der Beru¨cksichtigung der Epipolargeo-
metrie zwischen den Ansichten gut behandelt werden. Gegenu¨ber den Verfahren
aus der Literatur, bei denen große Flussvektoren u¨blicherweise zu fehlerhaften
Scha¨tzungen fu¨hren, ko¨nnen somit deutlich bessere Ergebnisse erzielt werden. Zu-
dem beno¨tigt das vorgestellte Verfahren selbst bei großen Bildern nur eine ver-
gleichsweise geringe Rechenzeit. Eine U¨bersicht der Rechenzeiten fu¨r die einzel-
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Rang Methode Ausreißer µEE Dichte Rechenzeit
1 RLOF 4,29 % 1,1 px 16,45 % 0,6 s
2 GC-BM-Bino 6,92 % 1,4 px 83,73 % 1,3 s
3 GC-BM-Mono 7,82 % 1,5 px 84,33 % 1,3 s
4 GCSF 7,84 % 1,8 px 48,27 % 2,4 s
5 fSGM 11,03 % 3,2 px 100,00 % 60 s
6 TGV2CENSUS 11,14 % 2,9 px 100,00 % 4 s
7 HS 19,92 % 5,8 px 100,00 % 180 s
8 RSRS-Flow 20,74 % 6,2 px 100,00 % 240 s
9 ALD 21,35 % 10,9 px 100,00 % 110 s
10 LDOF 21,86 % 5,5 px 100,00 % 60 s
11 C+NL 24,64 % 9,0 px 100,00 % 180 s
12 DB-TV-L1 30,75 % 7,8 px 100,00 % 16 s
13 HAOF 35,76 % 11,1 px 100,00 % 16,2 s
14 PolyExpand 47,54 % 17,2 px 100,00 % 1 s
15 OCV-BM 63,46 % 24,4 px 100,00 % 90 s
16 Pyramid-LK 65,71 % 21,5 px 99,90 % 90 s
Tabelle 6.5: Vergleich unterschiedlicher Verfahren zur Scha¨tzung des optischen
Flusses basierend auf den Testdaten der KITTI Vision Benchmark Suite unter
Beru¨cksichtigung derjenigen Bildpunkte fu¨r die eine Flussscha¨tzung zur Verfu¨gung
steht. Als Ausreißer werden diejenigen Bildpunkte klassifiziert, deren Fehler einen
Schwellwert von drei Pixeln u¨berschreitet (Quelle: Homepage zu [GLU12]; Stand:
31.01.2013).
Merkmalsextraktion und initiale Korrespondenzsuche 420 ms
Scha¨tzung der Epipolargeometrie (Visuelle Odometrie) 170 ms
Extraktion der Deskriptoren in beiden Bildern 60 ms
Delaunay-Triangulation der initialen Korrespondenzen 20 ms
Korrespondenzpra¨diktion anhand des Bewegungsmodells 10 ms
Dichte Korrespondenzsuche 460 ms
SUMME 1140 ms
Tabelle 6.6: U¨bersicht der Rechenzeiten fu¨r die einzelnen Schritte der Scha¨tzung.
nen Teilschritte der Flussscha¨tzung ist Tabelle 6.6 zu entnehmen. Exemplarisch
wurde hierfu¨r das in Abbildung 6.7b dargestellte Bild mit einer Auflo¨sung von
1241× 376 Pixeln verwendet.

7 Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde ein Verfahren zur effizienten Scha¨tzung nahezu
dichter Bewegungsvektorfelder fu¨r die statischen Bereiche der Szene, d. h. die Be-
reiche im Bild, deren Bewegung lediglich durch die Eigenbewegung der Kamera
hervorgerufen wird, beschrieben. Aufgrund der Beschra¨nkung auf die statischen
Bereiche konnten geometrische Beziehungen zwischen den unterschiedlichen An-
sichten der Szene bei der Scha¨tzung beru¨cksichtigt werden. Diese Beziehungen
ergeben sich aus der Epipolargeometrie zwischen zwei Ansichten einer Szene und
schra¨nken die Lage korrespondierender Punkte ein. Die Bestimmung der erforder-
lichen Epipolargeometrie basiert auf einem Verfahren zur visuellen Scha¨tzung der
Kameraeigenbewegung, welches ebenfalls in dieser Arbeit vorgestellt wurde.
Anhand von Experimenten konnte die Leistungsfa¨higkeit der beiden Teilsysteme
hinsichtlich ihrer Genauigkeit und Effizienz basierend auf realen Daten evaluiert
und bewertet werden.
Zur visuellen Scha¨tzung der Kameraeigenbewegung wurde in Kapitel 4 ein Verfah-
ren vorgestellt, welches auf der Auswertung von Punktkorrespondenzen zwischen
unterschiedlichen Ansichten einer Szene beruht, die von einem bewegten Stereoka-
merasystem geliefert werden. Gegenu¨ber Algorithmen aus der Literatur stellt das
hergeleitete Verfahren keine besonderen Anforderungen an die Stereoanordnung.
Insbesondere sind keine rektifizierten Kamerabilder fu¨r die Scha¨tzung erforderlich,
wie es bei den meisten in der Literatur beschriebenen Verfahren der Fall ist. Ledig-
lich eine vollsta¨ndige, d. h. intrinsische und extrinsische, Kalibrierung der beiden
Kameras muss fu¨r jeden Zeitpunkt vorhanden sein. Eine konstante Kalibrierung ist
jedoch nicht notwendig. Weiterhin ist es fu¨r die Korrespondenzsuche erforderlich,
dass ein ausreichend großer Bereich der Szene in beiden Kamerabildern sichtbar
ist.
Die Scha¨tzung der Kamerabewegung erfolgt rekursiv anhand von Merkmalspunk-
ten zwischen den unterschiedlichen Ansichten. Eine zeiteffiziente Scha¨tzung konn-
te durch eine Vorauswahl der detektierten Merkmalskorrespondenzen erreicht wer-
den. Hierfu¨r wurde zuna¨chst untersucht, wie sich die Lage der 3D-Szenenpunkte
bei einer fehlerhaften Kamerapose auf den Ru¨ckprojektionsfehler im Bild auswirkt.
Diese Analyse hat ergeben, dass fu¨r eine genaue Scha¨tzung der translatorischen Be-
wegungskomponenten Merkmalspunkte verwendet werden mu¨ssen, deren korres-
pondierende 3D-Szenenpunkte im Nahbereich der Kamera liegen. Fu¨r eine genaue
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Scha¨tzung der rotatorischen Bewegungsparameter sind hingegen Szenenpunkte er-
forderlich, die mo¨glichst weit von der Kamera entfernt sind.
Fu¨r typische innersta¨dtische Szenarien kann eine gleichma¨ßige Verteilung der
Punkte entlang der optischen Achse der Kamera erreicht werden, indem das Bild
in mehrere Rechtecke aufgeteilt wird. Aus jedem dieser Rechtecke wird eine ma-
ximale Anzahl Merkmalspunkte fu¨r die Bewegungsscha¨tzung verwendet, woraus
eine gleichma¨ßige Verteilung der korrespondierenden 3D-Szenenpunkte in Tiefen-
richtung resultiert. Weiterhin kann durch die Aufteilung des Bildes ausgeschlossen
werden, dass die Mehrheit der Merkmalspunkte auf unabha¨ngig bewegten Objek-
ten liegt und somit fu¨r die Eigenbewegungsscha¨tzung ungeeignet ist.
Um fehlerhafte Punktkorrespondenzen sowie Merkmalspunkte auf unabha¨ngig be-
wegten Objekten bei der Scha¨tzung beru¨cksichtigen zu ko¨nnen, wurde ein robustes
Verfahren basierend auf einem RANSAC-Algorithmus entwickelt. Hierdurch ist
es mo¨glich, selbst in innersta¨dtischen Szenarien mit zahlreichen unabha¨ngig be-
wegten Verkehrsteilnehmern eine genaue Scha¨tzung aller Bewegungsparameter zu
erreichen.
Basierend auf der gescha¨tzten Kamerabewegung kann die Epipolargeometrie zwi-
schen aufeinanderfolgenden Bildern bestimmt werden. Diese stellt die Grundla-
ge fu¨r den in Kapitel 5 beschriebenen Algorithmus zur Scha¨tzung nahezu dichter
Bewegungsvektorfelder fu¨r die statischen Bereiche der Szene dar. Zur Scha¨tzung
kommt ein regionenbasiertes Verfahren zur Anwendung, sodass prinzipiell belie-
big große Flussvektoren bestimmt werden ko¨nnen, solange die perspektivischen
Verzerrungen der zu vergleichenden Bildblo¨cke gering sind. Erhebliche Verzer-
rungen der zu vergleichenden Blo¨cke treten beispielsweise dann auf, wenn sich die
Pose der Kamera zwischen den Ansichten stark a¨ndert. Ist dies der Fall, ist keine
zuverla¨ssige Scha¨tzung des optischen Flusses mehr mo¨glich.
Mit steigender La¨nge der zu scha¨tzenden Bewegungsvektoren vergro¨ßert sich je-
doch der Suchbereich, was letztendlich zu einer Erho¨hung des Aufwandes fu¨hrt.
Um dies zu vermeiden, werden nur diejenigen Kandidaten bei der Korrespondenz-
suche beru¨cksichtigt, die die Epipolarbedingung zwischen den Ansichten der Szene
erfu¨llen. Die sich hierdurch ergebende Reduktion des zweidimensionalen Suchbe-
reichs auf eine Linie fu¨hrt jedoch immer noch zu zahlreichen Kandidaten, die bei
der Bewegungsscha¨tzung beru¨cksichtigt werden mu¨ssen. Zudem kann anhand der
Epipolargeometrie das Aperturproblem innerhalb nahezu homogener Bildbereiche
nicht vollsta¨ndig vermieden werden.
Eine weitere Reduktion der Kandidaten wurde durch die Beru¨cksichtigung eines
Modells zur Beschreibung der im Bild beobachtbaren Bewegung erreicht. Hierfu¨r
wurden initiale Merkmalskorrespondenzen verwendet, die an markanten Bildpunk-
ten bestimmt werden konnten. Anhand dieser Merkmalskorrespondenzen wurde
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das Bild zuna¨chst mittels Delaunay-Triangulation in einzelne Bewegungsbereiche
aufgeteilt. Anschließend wurden die Modellparameter der einzelnen Bereiche an-
hand der Korrespondenzen an den Eckpunkten des jeweiligen Dreiecks bestimmt.
Hierdurch ist es mo¨glich, ein dichtes Flussfeld zu bestimmen, welches die Bewe-
gung der Bildpunkte zwischen aufeinanderfolgenden Ansichten anhand des zu-
grunde liegenden Bewegungsmodells beschreibt. Somit steht fu¨r nahezu jeden
Punkt im Bild dessen erwartete Korrespondenz um Folgebild zur Verfu¨gung. Wei-
terhin kann anhand der Unsicherheiten der initialen Merkmalskorrespondenzen an
den Eckpunkten des Dreiecks die Unsicherheit des pra¨dizierten Bildpunktes be-
stimmt werden. Die eigentliche Korrespondenzsuche erfolgt anschließend lediglich
in einem kleinen Bereich um den pra¨dizierten Bildpunkt, der sich anhand der er-
warteten Lokalisierungsunsicherheit dieses Punktes sowie der Epipolargeometrie
ergibt.
Zur Bestimmung des korrespondierenden Bildpunktes kommt eine Maximum-a-
posteriori-Methode zur Anwendung, die neben der A¨hnlichkeit zweier Bildblo¨cke
zusa¨tzlich die erwartete Position des Bildpunktes, basierend auf dem zugrunde
liegenden Bewegungsmodell, beru¨cksichtigt. Hierdurch kann eine sehr effiziente
Scha¨tzung des Bewegungsvektorfeldes erreicht werden. Die Beru¨cksichtigung der
a-priori-Information fu¨hrt dazu, dass selbst in nahezu homogenen Bildbereichen,
wie beispielsweise der Fahrbahnoberfla¨che, eine zuverla¨ssige Scha¨tzung des Be-
wegungsvektorfeldes ermo¨glicht wird. Weiterhin kann durch die Integration der
Epipolargeometrie sowie des Bewegungsmodells eine genauere Scha¨tzung erzielt
werden, da nicht plausible Kandidaten, d. h. Punkte die beispielsweise zu weit von
der Epipolarlinie entfernt sind, von der Scha¨tzung ausgeschlossen werden.
Eine Bewertung der vorgestellten Algorithmen wurde in Kapitel 6 durchgefu¨hrt.
Diese hat gezeigt, dass mit den Algorithmen sowohl eine zuverla¨ssige Scha¨tzung
der Kameraeigenbewegung als auch eine zeiteffiziente Scha¨tzung nahezu dichter
Bewegungsvektorfelder mo¨glich ist. Insbesondere bei der Scha¨tzung dichter Be-
wegungsvektorfelder konnte neben einer deutlichen Reduktion der Rechenzeit eine
erhebliche Verbesserung der Genauigkeit gegenu¨ber zahlreichen Verfahren aus der
Literatur erreicht werden.
Obwohl mit dem vorgestellten Verfahren gute Ergebnisse sowohl hinsichtlich
der Genauigkeit als auch hinsichtlich der beno¨tigten Rechenzeit erreicht werden
ko¨nnen, sind trotzdem noch einige Verbesserungen vorstellbar:
• Die Integration der Epipolargeometrie in den Scha¨tzprozess fu¨hrt zu einer
Reduktion der Rechenzeit sowie zu einer Steigerung der Genauigkeit, erlaubt
jedoch nur die Scha¨tzung des optischen Flusses fu¨r die statischen Bereiche
der Szene. Der Algorithmus kann somit lediglich dafu¨r verwendet werden,
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ein 3D-Modell der Umgebung zu erstellen, eine Detektion unabha¨ngig be-
wegter Objekte ist derzeit nicht mo¨glich. Prinzipiell kann jedoch jede starre
Bewegung durch die Epipolargeometrie beschrieben werden. Fu¨r typische
Szenarien mit mehreren unabha¨ngig aber starr bewegten Objekten resultie-
ren daraus unterschiedliche Epipolargeometrien. Sind diese im Voraus be-
kannt, ist eine Integration in den Scha¨tzprozess denkbar, sodass auch starr
bewegte Objekte bei der Flussscha¨tzung beru¨cksichtigt werden ko¨nnen.
• Das in dieser Arbeit zugrunde liegende Modell fu¨r die Verschiebung von
Bildpunkten zwischen zeitlich aufeinanderfolgenden Ansichten der Szene ist
nicht dazu geeignet, beliebige Bewegungen zu repra¨sentieren, sodass die Ap-
proximation der Bewegung durch eine affine Transformation lediglich bei
kleinen A¨nderungen der Kamerapose gilt. Eine Erweiterung des zugrunde
liegenden Bewegungsmodells ist denkbar, um eine bessere Beschreibung der
Bewegung einzelner Punkte zwischen zwei Bildern zu ermo¨glichen.
• Aufgrund der Bewegung der Kamera treten insbesondere im Nahbereich star-
ke perspektivische Verzerrungen der zu vergleichenden Bildblo¨cke auf, die
eine zuverla¨ssige Korrespondenzsuche erschweren. Um dieses Problem zu
umgehen, sind Merkmalsdeskriptoren erforderlich, die invariant gegenu¨ber
solchen Verzerrungen sind und somit einen zuverla¨ssigeren Vergleich unter-
schiedlicher Blo¨cke erlauben.
A Anhang
A.1 Projektiver Raum
Innerhalb des projektiven Raumes ko¨nnen Koordinatentransformationen mathema-
tisch elegant mithilfe homogener Koordinaten formuliert werden. Hierbei werden
Punkte x = (x1, x2, . . . , xn)T aus dem n-dimensionalen euklidischen Raum Rn
durch einen (n+ 1)-dimensionalen Vektor im projektiven Raum Pn repra¨sentiert.
Der letzte Eintrag dient als Skalierungsfaktor, sodass nur noch die Richtung des
Vektors, nicht jedoch dessen La¨nge, von Bedeutung ist [Sch05]. D. h. alle Punkte
x = (λx1, λx2, . . . , λxn, λ)
T (A.1)
beschreiben fu¨r jedes beliebige λ 6= 0 den selben Punkt. Weiterhin gilt fu¨r zwei
Punkte x und y in homogenen Koordinaten, dass sie identisch sind, wenn
x∼= y⇐⇒ ∃λ 6= 0 : x = λy (A.2)
gilt [FL04]. Die Identita¨t bis auf die Skale wird durch den Operator∼= gekennzeich-
net. Umgekehrt kann aus einem Punkt im Pn dessen Darstellung im Rn berechnet
werden, indem der Vektor auf den letzten Eintrag normiert wird [Sch05]:
x = (x1, x2, . . . , xn, xn+1)
T
=⇒ x =
(
x1
xn+1
,
x2
xn+1
, . . . ,
xn
xn+1
)T
(A.3)
In homogenen Koordinaten ko¨nnen Koordinatentransformationen mithilfe einer
einzigen Transformationsmatrix dargestellt werden. Die Verkettung unterschied-
licher Koordinatentransformationen ergibt sich durch Multiplikation der einzelnen
Transformationsmatrizen.
A.2 Repra¨sentation von Rotationen
Zur Darstellung von Rotationen des Koordinatensystems stehen unterschiedliche
Methoden zur Verfu¨gung. Neben der in [Lee09] beschriebenen Repra¨sentation von
Rotationen mittels Quaternionen werden Drehungen u¨blicherweise durch Rotati-
onsmatrizen dargestellt, wie es in dieser Arbeit der Fall ist.
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Fu¨r den dreidimensionalen Raum sind Rotationsmatrizen durch R ∈ R3×3 defi-
niert. Ist ein Punkt X im Ausgangskoordinatensystem gegeben, ergibt sich dessen
Position Y im gedrehten Koordinatensystem durch einfache Matrixmultiplikation
gema¨ß Y = R ·X.
Abha¨ngig von der Drehachse ergeben sich die Rotationsmatrizen wie folgt:
• Rotation um die X-Achse um den Winkel Φ:
RX (Φ) =
1 0 00 cos Φ sin Φ
0 − sin Φ cos Φ
 (A.4)
• Rotation um die Y -Achse um den Winkel Ψ:
RY (Ψ) =
cos Ψ 0 − sin Ψ0 1 0
sin Ψ 0 cos Ψ
 (A.5)
• Rotation um die Z-Achse um den Winkel Θ:
RZ (Θ) =
 cos Θ sin Θ 0− sin Θ cos Θ 0
0 0 1
 (A.6)
Drehungen um mehrere Achsen ko¨nnen durch Verkettung der Einzeldrehungen re-
pra¨sentiert werden. Hierbei spielt jedoch die Reihenfolge eine entscheidende Rolle.
In dieser Arbeit wird die Reihenfolge der Drehungen wie folgt festgelegt:
R (Φ,Ψ,Θ) = RZ (Θ) ·RX (Φ) ·RY (Ψ) (A.7)
A.3 Berechnung der Jacobi-Matrix
Ha¨ufig mu¨ssen nichtlineare Zusammenha¨nge an einem bestimmten Punkt lineari-
siert werden. Im eindimensionalen Fall geschieht dies durch Berechnung der Ab-
leitung des nichtlinearen Zusammenhangs.
Soll eine mehrdimensionale Funktion f : RN 7→ RM approximiert werden, ge-
schieht dies durch die sogenannte Jacobi-Matrix [Bro96]:
Jf,x =
∂f (x)
∂x
=

∂f1(x)
∂x1
. . . ∂f1(x)∂xN
...
. . .
...
∂fM (x)
∂x1
. . . ∂fM (x)∂xN
 (A.8)
A.4. Dynamische Zustandsscha¨tzung 127
Die Auswertung der Jacobi-Matrix einer Funktion f (x) an einem vorgegebenen
Arbeitspunkt x0 wird in dieser Arbeit wie folgt dargestellt:
Jf,x|x0 =
∂f (x)
∂x
∣∣∣∣
x0
(A.9)
A.4 Dynamische Zustandsscha¨tzung
Bei zahlreichen Anwendungen soll ein zeitlich vera¨nderlicher Systemzustand sk
zu diskreten Zeitpunkten k bestimmt werden. Ha¨ufig ist der Zustand jedoch nicht
direkt beobachtbar, sodass dieser aus einer Menge unsicherheitsbehafteter oder un-
vollsta¨ndiger Beobachtungen z1:k = {z1, z2, . . . , zk} gescha¨tzt werden muss.
Eine allgemeine Formulierung dieses Scha¨tzproblems kann mithilfe statistischer
Bayes-Filter erfolgen. Hierbei wird der zu scha¨tzende Systemzustand als Zufalls-
variable modelliert, die durch ihre a-posteriori-Wahrscheinlichkeitsdichtefunktion
p (sk|z1:k) repra¨sentiert wird. Anhand dieser ko¨nnen unterschiedliche Scha¨tzwerte,
die je nach verwendetem Gu¨temaß optimal sind, definiert werden. Beispiele solcher
Scha¨tzwerte sind der Erwartungswert oder das Maximum der Wahrscheinlichkeits-
dichtefunktion. Weiterhin ist basierend auf dieser Modellierung eine Aussage u¨ber
die Unsicherheit des Scha¨tzwertes mo¨glich [AMGC02, Stu¨04].
Im Allgemeinen steigt der Aufwand zur Berechnung der a-posteriori-Wahrschein-
lichkeitsdichte aufgrund der steigenden Anzahl zu beru¨cksichtigender Beobach-
tungen exponentiell mit der Zeit an [FHL+03]. Deshalb spielen in der Praxis vor
allem rekursive Verfahren zur Scha¨tzung der Wahrscheinlichkeitsdichte eine wich-
tige Rolle, bei denen die Beobachtungen sequenziell verarbeitet werden.
Eine im Bayes’schen Sinne optimale Scha¨tzung der a-posteriori-Wahrscheinlich-
keitsdichtefunktion basierend auf allen bisherigen Beobachtungen kann mithil-
fe rekursiver Bayes-Filter erfolgen. Hierbei wird eine vorhandene Scha¨tzung der
Wahrscheinlichkeitsdichtefunktion verbessert, sobald neue Beobachtungen zk zur
Verfu¨gung stehen. Aufgrund der sequenziellen Verarbeitung der Messwerte werden
die vorherigen Beobachtungen fu¨r die Verbesserung der Wahrscheinlichkeitsdichte
nicht beno¨tigt, sodass eine effiziente Scha¨tzung erfolgen kann.
Um ein rekursives Verfahren zur Scha¨tzung der a-posteriori-Wahrscheinlichkeits-
dichtefunktion p (sk|z1:k) basierend auf den aktuellen Beobachtungen zk herleiten
zu ko¨nnen, wird diese zuna¨chst basierend auf dem Satz von Bayes gema¨ß
p (sk|z1:k) = p (z1:k|sk) · p (sk)
p (z1:k)
=
p (zk, z1:k−1|sk) · p (sk)
p (zk, z1:k−1)
(A.10)
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umgeformt. Durch weiteres Umformen der bedingten Wahrscheinlichkeiten und er-
neutes Anwenden des Satzes von Bayes ergibt sich hieraus der Zusammenhang
p (sk|z1:k) = p (zk|z1:k−1, sk) · p (sk|z1:k−1)
p (zk|z1:k−1) . (A.11)
Fu¨r die weitere Herleitung wird angenommen, dass das betrachtete System die
sogenannte Markov-Eigenschaft erfu¨llt. Ist dies der Fall, beschreibt der aktuelle
Zustand die gesamte Vergangenheit des Systems. Die Kenntnis des Zustandes sk
zum Zeitpunkt k reicht dementsprechend aus, um die erwarteten Beobachtungen
zk pra¨dizieren zu ko¨nnen [TBF05]. Somit gilt p (zk|z1:k−1, sk) = p (zk|sk) und
Gleichung A.11 vereinfacht sich zu:
p (sk|z1:k) = p (zk|sk) · p (sk|z1:k−1)
p (zk|z1:k−1) (A.12)
Hierin beschreibt p (sk|z1:k−1) die A¨nderung des Zustandes aufgrund der dynami-
schen Eigenschaften des Systems. Dieser Term kann basierend auf der Chapman-
Kolmogorov-Gleichung gema¨ß
p (sk|z1:k−1) =
∫
p (sk|sk−1) · p (sk−1|z1:k−1)dsk−1 (A.13)
umgeformt werden. Bei dieser Umformung wurde erneut vorausgesetzt, dass das
System einen Markov-Prozess erster Ordnung beschreibt und der aktuelle Zustand
sk lediglich vom vorherigen Zustand abha¨ngig ist [AMGC02]. Hieraus ergibt sich
die Gleichung des rekursiven Bayes-Filters zu
p (sk|z1:k) = C · p (zk|sk)︸ ︷︷ ︸
h(sk)
·
∫
p (sk|sk−1)︸ ︷︷ ︸
g(sk−1)
· p (sk−1|z1:k−1)︸ ︷︷ ︸
sk−1
dsk−1, (A.14)
wobei die NormalisierungskonstanteC als Evidenz bezeichnet wird und garantiert,
dass
∫
p (sk|z1:k)dsk = 1 gilt.
Gleichung A.14 stellt eine allgemeine Form zur rekursiven Scha¨tzung des System-
zustandes basierend auf einer Menge an Beobachtungen dar. Fu¨r die Anwendung
des rekursiven Bayes-Filters auf ein konkretes Problem mu¨ssen jedoch noch wei-
tere Zusammenha¨nge definiert werden.
Zum einen ist es no¨tig, die Dynamik des betrachteten Systems zu beschreiben. Die-
se definiert die A¨nderung des Systemzustandes mit der Zeit und wird durch das
Systemmodell g (·) beschrieben. Zum anderen ist es erforderlich, einen Zusam-
menhang zwischen dem aktuellen Systemzustand und den sich daraus ergebenden
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Beobachtungen zu definieren. Dies geschieht anhand des sogenannten Mess- oder
Beobachtungsmodells h (·) [GA08].
Sind die genannten Zusammenha¨nge bekannt, kann die Berechnung der a-posteri-
ori-Wahrscheinlichkeitsdichte anhand von Gleichung A.14 in einem zweistufigen
Prozess erfolgen. Das Integral kann ausgewertet werden, wenn eine Scha¨tzung des
vorhergehenden Systemzustandes ŝk−1 sowie die Systemdynamik bekannt sind.
Dieser Schritt wird als Pra¨diktion bezeichnet und vergro¨ßert die Unsicherheit des
gescha¨tzten Zustandes aufgrund der Unsicherheiten in der Systemdynamik. So-
bald eine neue Messung zur Verfu¨gung steht, kann die pra¨dizierte Wahrschein-
lichkeitsdichtefunktion basierend auf dem Messmodell und den neuen Beobach-
tungen durch die sogenannte Innovation aktualisiert werden. Die Unsicherheit des
gescha¨tzten Zustandes reduziert sich in diesem Fall aufgrund der zusa¨tzlichen In-
formationen, die durch die neue Messung zur Verfu¨gung stehen [AMGC02].
Fu¨r beliebig parametrierte Wahrscheinlichkeitsdichtefunktionen kann Glei-
chung A.14 im Allgemeinen nicht analytisch gelo¨st werden. Werden jedoch ein-
schra¨nkende Annahmen hinsichtlich der Wahrscheinlichkeitsdichten getroffen,
ist oft eine geschlossene Berechnung des optimalen Scha¨tzwertes mo¨glich (vgl.
[AMGC02, TBF05]). Im Folgenden sollen unterschiedliche Bayes’sche Filter kurz
beschrieben werden, bei denen die Wahrscheinlichkeitsdichtefunktion als unimo-
dale, multivariate Gauß-Verteilung repra¨sentiert wird.
• Kalman-Filter: Das Kalman-Filter (KF) (vgl. [Kal60]) stellt eine effiziente
Implementierung eines rekursiven Bayes’schen Scha¨tzalgorithmus dar. Vor-
ausgesetzt wird hierbei, dass ein linearer Zusammenhang sowohl zwischen
aufeinanderfolgenden Zusta¨nden als auch zwischen dem aktuellen System-
zustand und den Beobachtungen besteht. Sind diese Voraussetzungen erfu¨llt,
liefert das Kalman-Filter die beste lineare Lo¨sung des in Gleichung A.14 de-
finierten Scha¨tzproblems (vgl. [TBF05, Sim06]).
• Erweitertes Kalman-Filter: Das erweiterte Kalman-Filter (EKF) (vgl.
[EW99]) stellt eine Erweiterung des linearen Kalman-Filters fu¨r nichtlinea-
re Systeme dar. Die nichtlinearen Zusammenha¨nge zwischen aufeinanderfol-
genden Systemzusta¨nden sowie zwischen dem aktuellen Systemzustand und
den erwarteten Beobachtungen werden beim erweiterten Kalman-Filter mit-
hilfe einer Taylor-Approximation um den momentanen Arbeitspunkt lineari-
siert. Aufgrund der hierdurch entstehenden Abweichungen zwischen realem
und linearisiertem Modell liefert das erweiterte Kalman-Filter jedoch keine
optimale Scha¨tzung des Systemzustandes.
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• Unscented Kalman-Filter: Eine weitere Mo¨glichkeit zur Beru¨cksichtigung
von Nichtlinearita¨ten in der Modellierung stellt das in [JU97] beschrie-
bene Unscented Kalman-Filter (UKF) dar. Im Gegensatz zum erweiterten
Kalman-Filter, bei dem die Wahrscheinlichkeitsdichten anhand der lineari-
sierten Funktionen propagiert werden, erfolgt die Scha¨tzung beim Unscented
Kalman-Filter basierend auf einer Menge von Sigma-Punkten, die die Wahr-
scheinlichkeitsdichte repra¨sentieren. Diese werden anhand der nichtlinearen
Zusammenha¨nge propagiert, wodurch Linearisierungseffekte reduziert wer-
den ko¨nnen. Anschließend wird anhand der transformierten Sigma-Punkte
die resultierende Wahrscheinlichkeitsdichte bestimmt [Mer04].
Die beim erweiterten Kalman-Filter sowie beim Unscented Kalman-Filter auftre-
tenden Linearisierungsfehler ko¨nnen durch Verwendung iterativer Verfahren redu-
ziert werden. Insbesondere bei hochgradig nichtlinearen Systemen ko¨nnen hier-
durch deutlich bessere Scha¨tzergebnisse erzielt werden [SSM06]. In [TK06] wird
das Iterative Erweiterte Kalman-Filter (IEKF) als Erweiterung des EKFs vorge-
stellt. [SSM06] beschreibt das Iterated Sigma-Point Kalman-Filter (ISPKF), wel-
ches eine Erweiterung des UKFs darstellt.
A.5 Darstellung dichter Flussfelder
Zur Darstellung dichter Bewegungsvektorfelder wird in dieser Arbeit eine farbba-
sierte Codierung verwendet. Die Richtung des optischen Flusses an einem Bild-
punkt wird hierbei durch die Farbe des jeweiligen Bildpunktes repra¨sentiert. Die
Sa¨ttigung eines Bildpunktes beschreibt die La¨nge des korrespondierenden Bewe-
gungsvektors. Der verwendete Farbkreis ist in Abbildung A.1 dargestellt.
Abbildung A.1: Farbkreis zur Codierung des optischen Flusses.
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eine grundlegende Voraussetzung für die zuverlässige funktion moderner 
fahrerassistenzsysteme stellt in detailliertes umfeldmodell dar. dieses sollte 
neben der 3d-geometrie der Szene zusätzlich die Bewegungen von objek-
ten beinhalten. Beide Informationen können kamerabasiert bestimmt werden, 
wenn korrespondierende Bildpunkte zwischen unterschiedlichen ansichten 
einer Szene bekannt sind.
In der vorliegenden arbeit wird ein Verfahren zur Schätzung der Bewegung 
von Bildpunkten zwischen zwei unterschiedlichen ansichten einer Szene 
hergeleitet. hierbei werden annahmen über die Szene getroffen, um eine 
effiziente Schätzung zu ermöglichen. Vorausgesetzt wird, dass die in der Bild-
ebene sichtbare Bewegung lediglich durch die eigenbewegung der kamera, 
nicht jedoch durch unabhängig bewegte objekte, hervorgerufen wird. die 
daraus resultierenden geometrischen Bedingungen korrespondierender Bild-
punkte werden in den Schätzprozess integriert. Weiterhin kommt ein Modell 
zur Beschreibung der Bewegung in der Bildebene zur anwendung, sodass 
eine deutliche einschränkung des Suchbereichs möglich ist. die Schätzung der 
Bewegung erfolgt anschließend mithilfe einer Maximum-a-posteriori-Metho-
de, die neben den Beobachtungen im Bild zusätzlich die a-priori-Information 
aus dem zugrunde liegenden Bewegungsmodell berücksichtigt. Insgesamt 
ergibt sich somit ein robuster algorithmus zur zeiteffizienten Schätzung 
nahezu dichter Bewegungsvektorfelder für die statischen Bereiche der Sze-
ne, dessen leistungsfähigkeit anhand realer Bildsequenzen demonstriert wird.
