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In the paper I study the gradient ﬁeld of a harmonic function f in
R
3 in a neighborhood of a critical point 0. I show that the ﬂow of
∇ f , as a mapping between level sets of f , is a stratiﬁed mapping
– that gives, in our case, an answer to the problem of stratifying
the space of orbits of the ﬁeld ∇ f posed by R. Thom. I also show
that the trajectories of ∇ f having 0 as a limit point satisfy the
ﬁniteness conjecture and have generalized tangents at 0.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Take f :U ⊂ Rn → R an analytic function; I will additionally suppose that 0 ∈ U , f (0) = 0 and
∇ f (0) = 0.
I study the trajectories of the gradient system
x˙= ∇ f (1.1)
and the gradient ﬂow of ∇ f considered as a mapping between level sets of f :
h : V−ε = {x ∈ U : f (x) = −ε} → V0 = {x ∈ U : f (x) = 0}. (1.2)
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The mapping h is deﬁned as follows: as a consequence of Theorem 3.1, for ε suﬃciently small a
trajectory γx of (1.1) originating in x ∈ V−ε either intersects V0 at a single point, or the limit set
ω(γx) consists of a single point – we set h(x) to be this intersection point, see Fig. 1.
In the paper I suppose that f is a harmonic function in R3 with respect to the Euclidean metric
( f = 0).
The study of analytic gradient vector ﬁelds originates in the work of Stanisław Łojasiewicz and
René Thom around 1960. Łojasiewicz proved Theorem 3.1 showing that if a trajectory of (1.1) has a
limit point in U , then its length is ﬁnite. An easy consequence of this fact is [14,19] that, if addition-
ally f is non-positive in the neighborhood of 0, the ﬂow of ∇ f gives us a retraction of a suﬃciently
small neighborhood V ⊂ U of 0 onto Sing f ∩ V .
These two theorems show the two directions that the study of system (1.1) took: one of them is
the study of a behavior of a single trajectory of (1.1), the other is analysis of the ﬂow of ∇ f .
Analysis of behavior of a single trajectory has long history and it is centered mostly around the
so-called Thom’s gradient conjecture [2,15,21]:
Conjecture 1 (Thom’s gradient conjecture). Let x(t) be a trajectory of (1.1) such that x(t) → x0 ∈ U . Then x(t)
has a tangent at x0 , i.e. there exists a limit of secants
lim
t→∞
x(t) − x0
|x(t) − x0| .
This conjecture has been proved in 1996 by K. Kurdyka and T. Mostowski [10]; they published a
much simpliﬁed proof, with A. Parusin´ski, in 2000 [11]. Partial results have been obtained earlier by
X.L. Hu [8] and R. Thom, J. Martinet and N. Kuiper (see [16]).
A by-product of the study of Thom’s conjecture is a whole hierarchy of conjectures on trajectories
of (1.1), including
Conjecture 2 (Generalized Thom’s gradient conjecture). (See [9].) Suppose the hypotheses of Conjecture 1 hold.
Then there exists a limit of tangents to x(t) at x0 , i.e.
lim
t→∞
x˙(t)
|x˙(t)| .
Conjecture 3 (Existence of iterated tangents). (See [11,12,18].) Suppose the hypotheses of Conjecture 1 hold.
Then for every sequence of blowing-ups of the point x0 the lifting (strict transform) of the trajectory x(t) has
exactly one limit point.
If a trajectory satisﬁes the above conjecture, we say that it possesses all iterated tangents.
Conjecture 4 (Analytic ﬁniteness conjecture for gradient). (See [9].) Let A be an analytic subset of Rn. Then
x(t) either stays in A, or intersects it at a ﬁnite number of points.
If a trajectory of a vector ﬁeld satisﬁes the thesis of Conjecture 4, we say that it is non-oscillating
with respect to A; we call it non-oscillating if it is non-oscillating with respect to any analytic A.
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gradient conjecture. In the case of n = 2 all these conjectures are true (an easy proof of Finiteness
Conjecture (Conjecture 4) is given in [11]). In dimension 3, as it has been proved by P. Fortuny and
F. Sanz, Conjectures 4 and 3 are equivalent [5].
In 1998 F. Sanz proved [12,18] that Conjecture 4 is true for n = 3 if corank D2 f (x0) 2. The main
theorem of his paper is quoted in Section 3.
The behavior of the ﬂow of ∇ f and of mapping h is much less studied. Easy examples show that
h is not, in general, injective, nor it is Hölder continuous; such examples might be constructed even
in the special case we deal with in this paper – when f is a harmonic function in R3. It suﬃces to
take f (x, y, z) = f1(x, y, z) = x3 − y2 − z2(3x − 1) for the ﬁrst property, f (x, y, z) = − f1(x, y, z) for
the second.
A principal motivation for the study of the ﬂow of ∇ f is a question posed by R. Thom at Nuﬃc
Summer School on Manifolds in 1970 [20]: to give a stratiﬁcation of the set of orbits of a dynamical
system given by (1.1), or, equivalently, a stratiﬁcation of a stable set of a given critical point of f
(i.e. the set of all points in U that the ﬂow transports into that critical point), with, possibly, some
regularity conditions on the stratiﬁcation.
R. Moussu has proved [16] the existence of ﬂow-invariant analytic curves, passing through critical
points of f . An interesting result has been obtained by A. Nowel and Z. Szafraniec [17] – they proved
that for a given critical point P the set of trajectories having P as a limit point has the same Cˇech
cohomology as the Milnor ﬁber of f at P .
T. Mostowski has speciﬁed Thom’s question in a following manner: is the function h, deﬁned
above, a morphism of stratiﬁed spaces? In other words: do there exist such stratiﬁcations of level
sets V−ε and V0 that h transforms strata to strata and on a given stratum of V−ε it is either a
diffeomorphism, or a projection onto a stratum of smaller dimension? What are the natural regularity
conditions for these stratiﬁcations?
This problem remains unsolved in the general case, there are no partial results either. The paper
gives a construction of the desired stratiﬁcation in the case of f harmonic in R3 with respect to
Euclidean metric. I prove also that in this case all Conjectures 2–4 hold.
This particular case might be of special interest: ﬁrst, the ﬂow of a harmonic function in R3 is
conformal – thus it preserves volume. Second, it admits nice physical interpretation: the trajectories
of (1.1) are the current lines in a given electrostatic potential f . The geometric properties of such
electrostatic ﬁelds near their critical points have been recently studied by e.g. F. Gonzales-Gascon and
D. Peralta-Salas [6].
2. Results
I will denote the set of critical points of f in V0 by S0:
S0 =
{
x ∈ U : f (x) = 0, ∇ f (x) = 0}⊂ V0,
its counterimage with respect to h in V−ε by S−ε:
S−ε = h−1(S0) ⊂ V−ε.
The mapping
h : V−ε − S−ε → V0 − S0
is, of course, a diffeomorphism (the gradient vector ﬁeld is locally rectiﬁable between V−ε and V0).
In the paper I prove the following theorem:
Theorem 2.1. Let f :U ⊂ R3 → R be a harmonic function with respect to the Euclidean metric. Then
1. the set S0 is an analytic set of dimension at most 1;
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S0 =
⊔
i
ﬁnite
Γ0,i unionsq {P1, . . . , Pν},
S−ε =
⊔
k
ﬁnite
Γ−ε,k unionsq {Q 1, . . . , Qμ},
where Γ0,i are semi-analytic arcs, Γ−ε,k – smooth arcs, Pα and Q β – isolated points, such that h acts on
S−ε and S0 as a mapping of stratiﬁed spaces, more precisely
h−1(Γ0,i) =
⊔
k∈K (i)
Γ−ε,k,
and h :Γ−ε,k → Γ0,i is a diffeomorphism,
h−1(Pi) =
⊔
k∈L(i)
Γ−ε,k unionsq {Q j} j∈ J (i);
3. the arcs Γ−ε,k cannot form a border cycle in V−ε;
4. two such arcs might have an inﬁnite order of tangency in V−ε , in particular the stable set of a ﬁxed critical
point of f is not necessarily a subanalytic set;
5. the trajectories of (1.1) satisfy the ﬁniteness conjecture (and thus also Conjectures 2 and 3).
The proof is organized as follows: in Section 3 I present the main tools used in the proof. In
Section 4.1 I analyze the structure of S0 (assertion 1) and construct its stratiﬁcation. Then I construct
the stratiﬁcation of S−ε , studying the counterimages of strata of V0, ﬁrst of arcs (Section 4.2), then of
isolated points (Section 5) – thus proving assertion 2. Assertion 5 is a by-product of this construction
– each time we show that in proper coordinate system (i.e. after a series of blow-ups) the system
(1.1) does have a non-vanishing linearization and the ﬁniteness conjecture follows from the theorem
of Sanz (Theorem 3.6). In Section 6 I prove assertion 3 and construct an example of function f , for
which two arcs Γ−ε,k have inﬁnite order of contact.
3. Tools
3.1. Łojasiewicz theorem
S. Łojasiewicz proved around 1960 the following theorem [13,14]:
Theorem 3.1. Let f :U ⊂ Rn → R be an analytic function, x(t) – a trajectory of the system x˙ = ∇ f . If x(t)
has a limit point x0 , i.e. x(tk) → x0 for some sequence {tk} → ∞ (we denote it by x0 ∈ ω(x)), then the length
of x(t) is ﬁnite. Thus x(t) → x0 as t → ∞.
It is clear that x0 is a critical point of f , otherwise one could prolong the trajectory x(t) beyond x0.
I will use the following easy generalization of Łojasiewicz theorem:
Theorem 3.2. Suppose that x(s) is a arc-length parameterized curve in some neighborhood U of 0, U ⊂ Rn,
0 ∈ ω(x), and that the angle between x˙(s) and ∇ f (x(s)) is for all s less than some constant α < π/2. Then
the length of x is ﬁnite.
The proof of this theorem is almost identical to that of Theorem 3.1 and it is widely known. One
can ﬁnd it for example in [11].
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By γ (r) = (γ1(r), γ2(r), r) we will denote a semi-analytic arc tangent to the r axis. The set
H = {(x, y, r) ∈ R3: ∥∥(x, y) − (γ1(r), γ2(r))∥∥ C |r|N}
will be called a horn around γ . The width of H is the exponent N = w(H) (N ∈ Q, N > 1).
For r suﬃciently small H carries a natural coordinate system. We introduce it as follows: we
choose in the (x, y) plane (orthogonal to the r axis) an orthonormal basis 	v1, 	v2. The coordinates are
deﬁned by the blowing up to a cylinder:
(r,u) = (r,u1,u2) 
→ γ (r) + rN(u1	v1 + u2	v2).
The expressions for ∇ and  in these coordinates depend on whether γ is the r axis, or an arc with
non-zero order of contact with this axis.
3.2.1. A horn around straight line
Consider an arc of width N around the positive semi-axis (0,0, r). We have
H : (r,u1,u2) 
→ (0,0, r) + rN(u1	v1 + u2	v2) ∈ R3,
where 	v1,	v2 form an orthonormal basis in the r = 0 plane. Standard calculation shows that
∇ =
(
∂
∂r
− Nr−1
(
u1
∂
∂u1
+ u2 ∂
∂u2
)
,
−u1Nr−1 ∂
∂r
+ (r−2N + u21N2r−2) ∂∂u1 + u1u2N2r−2
∂
∂u2
,
−Nr−1u2 ∂
∂r
+ u1u2N2r−2 ∂
∂u1
+ (r−2N + u22N2r−2) ∂∂u2
)
, (3.1)
 = ∂
2
∂r2
+ (r−2N + u21N2r−2) ∂
2
∂u21
+ (r−2N + u22N2r−2) ∂
2
∂u22
− 2N
r
(
u1
∂
∂u1
+ u2 ∂
∂u2
)
∂
∂r
+ u1u2N2r−2 ∂
2
∂u1∂u2
+ o(r−1) ∂
∂r
+ o(r−2N)
(
∂
∂u1
+ ∂
∂u2
)
. (3.2)
3.2.2. A horn around an arc
Take a horn of width N around an arc γ (r) = (arλ +· · · ,brμ +· · · , r), with a = 0, 1< λ < μ, λ < N .
Contrary to the straight line case I give up the condition that 	v1 and 	v2 are orthogonal to γ and I
ﬁx a constant orthonormal basis 	v1, 	v2 in the x, y plane (	v1 = (ψ,β,0), 	v2 = (−β,ψ,0)).
As before,
H : (r,u1,u2) 
→ γ (r) + rN(u1	v1 + u2	v2)
leads to
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(
∂
∂r
− aλr−N+λ−1
(
ψ
∂
∂u1
− β ∂
∂u2
)
,o
(
r−2N
) ∂
∂r
+ r−2N ∂
∂u1
+ o(r−2N) ∂
∂u2
,
o
(
r−2N
) ∂
∂r
+ o(r−2N) ∂
∂u1
+ r−2N ∂
∂u2
)
+ · · · ,
 = ∂
2
∂r2
+ r−2N
(
∂2
∂u21
+ ∂
2
∂u22
)
+ o(r−N) ∂
∂u1
∂
∂r
+ o(r−N) ∂
∂u2
∂
∂r
+ o(r−2N) ∂
∂u1
∂
∂u2
+ o(r−1) ∂
∂r
+ o(r−2N) ∂
∂u1
+ o(r−2N) ∂
∂u2
+ · · · .
3.3. Invariant manifolds
We consider a real system (i.e. x, y, z are real vectors) of equations
x˙= Ax+ X(x, y, z) (3.3)
y˙ = By + Y (x, y, z) (3.4)
z˙ = Cz + Z(x, y, z), (3.5)
with square matrices A, B , C in Jordan canonical form; the eigenvalues of A, B and C have re-
spectively negative, zero and positive real parts; X , Y and Z are Ck functions in a neighborhood of
(0,0,0), both X , Y , Z and their ﬁrst derivatives vanish at (x, y, z) = (0,0,0).
We have [1]
Theorem 3.3. Under the above hypotheses, for k 3, there exist invariant manifolds:
• Ms (stable), tangent to the y = z = 0 subspace,
• Mu (unstable), tangent to the x= y = 0 subspace,
• Mcs (central-stable), tangent to the z = 0 subspace,
• Mcu (central-unstable), tangent to the x= 0 subspace,
• Mc (central), tangent to the x= z = 0 subspace.
The manifolds Ms and Mu are, as germs, unique, and are of class Ck−2 , while the manifolds Mc, Mcs and Mcu
are of class Ck−1 , but they need not be unique. If the functions X, Y and Z are analytic, then Ms and Mu are
analytic as well.
A similar theorem on the existence of stable and unstable manifolds holds for non-autonomous
systems, with an additional condition that the system is hyperbolic (i.e. all the real parts of eigenval-
ues are non-zero). We analyze the system
y˙ = Ay + p(t, y). (3.6)
Suppose that A ∈ Mn×n has l eigenvalues with positive and n− l with negative real part (we may of
course take A = diag(B1, B2) with all the eigenvalues of B1 having positive and these of B2 negative
real parts); p is continuous at (t, y) for t  0 and |y| suﬃciently small. Moreover, suppose that for
any ε > 0 there exist δ > 0 and T such that for t > T we have |p(t, y1) − p(t, y2)|  ε|y1 − y2| for
|y1|, |y2| < δ. The following theorem ([4], Theorem 4.1, Chapter 13) holds:
Theorem 3.4. For t0 suﬃciently large (t0 > T ) there exists an l-dimensional manifold Mst0 , 0 ∈ Mst0 , such that
if a solution φ of (3.6) satisﬁes φ(t0) ∈ Mst0 , then φ(t) → 0with t → ∞. Moreover, if φ(t0) is suﬃciently close
to 0 (i.e. in a suﬃciently small neighborhood UT of 0), but φ(t0) /∈ Mst , then φ(t) cannot stay for inﬁnitely0
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p is analytic for small x and all t  0, then the manifolds Mst0 are also analytic.
The important fact is that the set UT does not depend on t0, that is for any (suﬃciently large) T
there exists UT such that for all t0 > T the above theorem holds.
By analyzing the vector ﬁeld given by (3.6) in the augmented phase space R+ × Rn  (t, y) (that is
the ﬁeld X(t, y) = (1, Ay+ p(t, y))) we notice that the manifolds Mst “glue” together in the augmented
phase space to a manifold invariant with respect to the ﬂow of X(t, y). Let us denote this ﬂow
by gτ . Clearly gτ Mst0 ∩ UT ⊂ Mst0+τ and gτ is a diffeomorphism onto its image. Having a map on
the manifold Mst0 we might get (by composition with g
τ ) a map on Nt0 =
⋃
τ>0 g
τ Mst0 ∩ UT ; in such
a way we construct an atlas on Ms =⋃t0>T Nt0 =⋃t0>T Mst0 , which, by construction, is an invariant
manifold (as before, I will refer to it as to the stable manifold).
If a trajectory y(t) of (3.6) falls into 0, then for t suﬃciently large we have (t, y(t)) ∈ Ms .
By reversing the direction of time ﬂow we prove the existence of the unstable manifold Mu .
3.4. Waz˙ewski theorem
The following theorem has been proved by T. Waz˙ewski (cf. [7], Theorem 3.1, p. 282):
Consider a system of equations
y˙ = f (t, y), (3.7)
with f (t, y) continuous on an open set Ω ⊂ R × Rn , with the following properties:
• There exist functions u j and vi continuous on Ω and
Ω0 = {u j(t, y) < 0, j = 1, . . . ,k, vi(t, y) < 0, i = 1, . . . , l}⊂ Ω.
• Denote
Uα = {uα = 0, u j  0, j = 1, . . . ,k, j = α, vi  0, i = 1, . . . , l},
Vβ = {u j  0, j = 1, . . . ,k, vβ = 0, vi  0, i = 1, . . . , l, i = β}.
Let L be the Lie derivative along the solutions of (3.7). Suppose that Luα > 0 on Uα , Lvβ < 0
on Vβ . This means that at the points of Vβ the trajectories of (3.7) “enter” Ω0, while at the
points of Uα they “leave” Ω0. The set (
⋃
Uα −⋃ Vβ) will be denoted by Ω0e .• The solutions of (3.7) are uniquely determined in Ω by their initial conditions.
Theorem 3.5. If S is a non-empty subset of Ω0 ∪ Ω0e such that S ∩ Ω0e is not a retract of S, but is a retract of
Ω0e , then there exists a solution y(t) of (3.7)with an initial condition (t0, y0) ∈ S such that the arc {(t, y(t))},
prolonged rightwards (i.e. for t  t0) onto the maximal interval on which y(t) is deﬁned, is contained in Ω0 .
3.5. Theorem of F. Sanz
In the paper [18] F. Sanz has given a list of suﬃcient conditions for all the trajectories of an
analytic vector ﬁeld that tend to a critical point P to be non-oscillating, under a condition that the
vector ﬁeld has a non-vanishing linearization at P (see Conjecture 3).
Let M be a three-dimensional real analytic manifold. We denote by SR(M, P ) the set of all the
analytic vector ﬁelds w on M such that w(P ) = 0, with all the eigenvalues of the linearization of w
at P real and not all equal to 0. We have
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of the following conditions holds:
A. the dimension c(v, P ) of the central manifold of v at P is 0 (hyperbolic case),
B. c(v, P ) = 1 and
B-1. there is no analytic central manifold for v at P ,
or
B-2. the two non-zero eigenvalues are different, or they are positive and equal,
or
B-3. v has at P an analytic central manifold W , the linearization of v at P has a double negative eigen-
value and there exists a non-singular germ of an analytic manifold N ⊃ W such that any trajectory
γ with ω(γ ) = P is non-oscillating with respect to N,
C. c(v, P ) = 2 and there exists a central manifold W such that any trajectory γ ⊂ W satisfying ω(γ ) = P
has a well deﬁned tangent at P (i.e. it satisﬁes the Thom’s gradient Conjecture 1).
Thanks to the result of Kurdyka, Mostowski and Parusinski mentioned in the introduction, for
analytic gradient vector ﬁelds we may simplify condition C:
C′ . c(v, P ) = 2.
4. Stratiﬁcation of the ﬂow
This section, containing the main results, is divided into several parts. The ﬁrst one describes
the required stratiﬁcation of V0 – the 0-level set of f . The second part is devoted to the study of
counterimages of strata of V0, at ﬁrst of the 1-dimensional strata Γ0,i , then of the 0-dimensional
strata P j . In all the cases the main idea is to introduce analytic coordinates, in which the gradient
system does possess invariant manifolds. This is done with the use of the so-called éclate divisée
(divided blow-up, see e.g. [16]). A more detailed study of the stable or central-stable manifold shows
that the set of points in such a manifold attracted by 0 can intersect with a nearby regular level-set
of f (V−ε) either at a point, or along a C∞ arc.
The analysis of h−1(P j) requires an inductive procedure, which is described in further detail at the
beginning of the proper subsection.
4.1. Stratiﬁcation of V0
Lemma 1. The set S0 has no components of dimension 2.
Proof. Suppose the opposite – that S0 has a two-dimensional component E . Then in a small neigh-
borhood of a given regular point e ∈ E we have f = ugN , with u invertible, N  2 and g a local
generator of E in the neighborhood of e (thus ∇g = 0).
Easy calculation shows that
 f = N(N − 1)u|∇g|2gN−2 + gN−1(. . .)
= gN−2[N(N − 1)u|∇g|2 + g(. . .)] ≡ 0.  (4.1)
By the above lemma the analytic set S0 = { f = 0,∇ f = 0} is a locally ﬁnite (in fact ﬁnite, as our
study of the ﬂow is local) family of analytic arcs and points. The subset of singular points S0,sing is of
dimension < 1, so it consists of isolated points.
The decomposition of V0:
V0 = (V0 − S0) unionsq S0,reg unionsq S0,sing (4.2)
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analytic arcs) and S0,sing as 0-dimensional strata (isolated points). For our needs this stratiﬁcation
must be further decomposed.
The two-dimensional stratum remains unchanged.
Take a single arc Γ in S0 − S0,sing. By m(p), we denote the multiplicity of f at p ( f ∈ mm(p) −
mm(p)+1, where m is the maximal ideal in the local ring Op). The function m(p) is locally constant
on Γ , so it might change its value only at a ﬁnite number of points. These points, together with the
points of S0,sing, form the 0-dimensional strata of our stratiﬁcation; we denote them by {P1, . . . , Pν}.
The set S0 − {P1, . . . , Pν} is a ﬁnite sum of disjoint semi-analytic arcs – the 1-dimensional strata of
our stratiﬁcation, denoted by {Γ0,1, . . . ,Γ0,μ}.
4.2. Description of h−1(Γ0,i)
Let us denote the natural (arc length) parameter on Γ0 = Γ0,i by s. We choose a coordinate system
in a neighborhood of 0 ∈ Γ parameterized by s = 0 in a following way: we ﬁx an orthonormal basis
u1,u2 in the normal space to Γ at 0 and use its parallel transport along Γ for s suﬃciently small.
This gives a coordinate system (s,u) in a neighborhood of 0. The multiplicity of f along Γ0 is constant
and equal to m.
We develop f into a homogeneous series with respect to the u variables:
f (s,u) =
∑
jm
f j(s,u), fm ≡ 0,
where f j(s,u) is j-homogeneous polynomial of u1 and u2. Easy calculation shows that
0=  f = u fm(s,u) + om−2(u);
om−2(u) denotes terms of homogeneity degree higher than m − 2, thus u fm(s,u) = 0. The leading
order term fm(s,u), being both homogeneous of degree m and harmonic, is of the form
fm = 
(
a(s)zm
)
, z = u1 + iu2 = ρeiθ ;
taking a(s) = A(s)eiα(s) we obtain
f (s,u) = fm(s,u) + · · · = Aρmcos(mθ + α) + · · · .
The gradient system in ρ, θ, s coordinates is:
ρ˙ = Amρm−1 cos(mθ + α) + · · ·
θ˙ = −Amρm−2 sin(mθ + α) + · · ·
s˙ = ρm(. . .) (4.3)
(only leading order terms are displayed). We may reparameterize the trajectory by introducing τ such
that dτ = ρm−2 dt . For simplicity, differentiation with respect to τ is also denoted by a dot. The
system (4.3) after reparameterization becomes:
ρ˙ = Amρ cos(mθ + α) + · · ·
θ˙ = −Am sin(mθ + α) + · · ·
s˙ = ρ2(. . .). (4.4)
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This is the so-called divided blow-up, or éclate divisée. What are the critical points of this system? On
Γ0 we have A > 0 (the multiplicity of f is constant), thus ρ0 = 0, sin(mθ0 +α(s0)) = 0, so cos(mθ0 +
α(s0)) = ±1. If cos(mθ0 + α(s0)) = 1, then for ρ suﬃciently small ρ˙ > 0 and no trajectory tends to a
point on Γ0, therefore we may take cos(mθ0 + α(s0)) = −1.
By a rotation of the u basis we may assume α(s0) = 0. Putting θ for θ − θ0 we get at these critical
points the following linearization:
ρ˙ = −A(s0)mρ
θ˙ = A(s0)m2θ
s˙ = 0. (4.5)
At each of these points we obtain thus invariant manifolds: one-dimensional stable Ws (due to
the negative eigenvalue −A(s0)m), one-dimensional unstable Wu (A(s0)m2 eigenvalue), and a two-
dimensional central-stable Wcs (negative and zero eigenvalue). The situation satisﬁes hypothesis B-2
of Theorem 3.6.
Any trajectory that stays, for t > 0, in a small neighborhood of 0 ∈ Γ0 lies in Wcs . Łojasiewicz
theorem (3.1) implies that such a trajectory falls into a critical point, thus into a point of Γ0. In
particular all the points of Γ0 suﬃciently close to 0, being constant trajectories, are in Wcs .
The manifold Wcs intersects a regular level set V−ε transversally (it is transversal to V0) along a
curve Γ 0−ε . We also have at any point x ∈ Γ0 a one-dimensional stable manifold Wcx ⊂ Wcs , transversal
to Γ0 (due to the non-zero eigenvalue in the ρ direction), thus there exists at least one trajectory in
Wcs falling into x. Take two points x0, x1 ∈ Γ0 with 0 between them (Fig. 2). The area in Wcs bounded
by curves Γ0, Γ 0−ε , Wcx0 and W
c
x1 is transformed by the ﬂow into points of Γ0, therefore the segment
of Γ 0−ε bounded by the points y0 = Γ 0−ε ∩ Wcx0 and y1 = Γ 0−ε ∩ Wcx1 is in h−1(Γ0).
This implies that the central-stable manifold (at least the interesting part – the gray-shaded area
in Fig. 2) is unique (it is a subset of any central-stable manifold of (4.4) through this critical point),
thus it is a C∞ manifold. The curve Γ 0−ε , being a transversal intersection of two C∞ manifolds, is also
of class C∞ .
A standard prolongation argument (0 is an arbitrary point of Γ0) allows us to describe the coun-
terimage of the whole Γ0 (the curves Γ x−ε overlap, so they glue into a smooth curve Γ−ε).
The above analysis has been applied to a single critical point of (4.4) though; we have seen that
for any point of Γ0 we have m different critical points (θ0 = 2k−1m π , k = 1,2, . . . ,m) – the analysis of
any of them yields a different central-stable manifold and thus m different curves Γ−ε,k , k = 1, . . . ,m.
This gives the full description of the counterimage of Γ0.
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This section consists of four parts.
In the ﬁrst one we analyze the gradient system in the cases, when the behavior of the ﬂow can
be determined by the leading terms of the expansion of our system in spherical coordinates – i.e. by
the leading term of the homogeneous expansion of f .
In the second, we deal with the case when the spherical part F0 of f ( f = rmF0(θ)+· · ·) has non-
isolated critical points (the construction given in Part 4 requires that the critical points are isolated).
In the third one we study the possible behavior of our system in horn coordinates (r,u). We prove
our claim in all the possible cases, provided the trajectory stays in the area where the leading order
terms in (r,u)-expansion of (1.1) dominate the higher order terms.
In the fourth part we construct a ﬁnite family H of horns such that any trajectory (that has not
been dealt with in Parts 1 and 2) satisﬁes the condition from the previous part (i.e. it stays in one
of the horns for t suﬃciently large, in the area where the leading order terms of (1.1) dominate the
remaining terms).
In this part we need to address several issues. We start by giving a ﬁrst approach to the con-
struction of H. Next, we need to prove its ﬁniteness (which leads to a correction of the original
construction). Third, we need to show that a trajectory cannot oscillate with respect to a boundary of
a given horn from our construction (i.e. it cannot enter and leave a horn continually, for t arbitrarily
large).
Part 1
Let us suppose, for the sake of simplicity, that P j = 0. We develop f in a homogeneous series
f = F0 + F1 + · · · , F0 ≡ 0,
and note that F0 is a harmonic function (and so are the Fk terms). In spherical coordinates (r, θ) we
may write
F0 = rm F˜0(θ).
By harmonicity of F0 we know that F˜0 = const (otherwise F0 would have a local extremum at 0),
unless we deal with the trivial case of f ≡ 0. By the same reason no other homogeneous term can be
of the form rk .
We may thus write the gradient system as:
r˙ =mrm−1 F˜0(θ) + · · ·
θ˙ = rm−2∇θ F˜0(θ) + · · · (5.1)
which, after rescaling, gives (cf. (4.3) and (4.4))
r˙ =mr F˜0(θ) + · · · (5.2a)
θ˙ = ∇θ F˜0(θ) + · · · . (5.2b)
At the points where ∇θ F˜0(θ) is a dominating term on the right-hand side of (5.2b), the equation
for θ coordinate is a perturbed gradient equation, thus, by the generalization of Łojasiewicz theorem
(Theorem 3.2), θ tends to the critical points of F˜0(θ). In this part we shall address only that case.
Suppose θ0 is a critical point of F˜0(θ) (for simplicity we set θ0 = 0= (0,0)). If F˜0(0) > 0, we have
f (r, θ0) > 0 and no trajectory originating in the neighborhood of (r, θ0) tends to the points of V0,
because f is increasing on trajectories. We may thus suppose that F˜0(0) 0.
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F˜0(θ) = F˜0(0) + ρkΦ(φ) + · · · , (5.3)
with θ = (θ1, θ2) = ρ(cosφ, sinφ), k > 1. Moreover
0=  f =m(m− 1)rm−2 F˜0(θ) + 2mrm−2 F˜0(θ) + rm−2θ F˜0(θ) + · · · ,
and
θ F˜0 = −m(m+ 1) F˜0(θ). (5.4)
In the (ρ,φ) coordinates we have θ = ∂2ρ + cotρ ∂ρ + sin−2 ρ ∂2φ , therefore (5.3) can be written as
k(k − 1)ρk−2Φ(φ) + k cotρ ρk−1Φ(φ) + ρ
k
sin2 ρ
Φ ′′(φ)
= −m(m+ 1) F˜0(0) −m(m+ 1)ρkΦ(φ) + · · · .
By developing the left-hand side into a series in ρ , I obtain
k(k − 1)ρk−2Φ(φ) + kρk−2Φ(φ) + ρk−2Φ ′′(φ)
= −m(m+ 1) F˜0(0) −m(m+ 1)ρkΦ(φ) + · · · .
We have here two possibilities, which require separate analysis: either k = 2, or k > 2.
If k> 2 , the above implies F˜0(0) = 0 and k2Φ(φ) = −Φ ′′(φ), thus
Φ(φ) = A cos(k(φ − φ0)).
I may, of course, choose the ρ,φ coordinates in such a way as to ensure φ0 = 0, which gives
Φ(φ) = A cos(kφ), with A  0, thus F˜0(ρ,φ) = Aρk cos(kφ) + · · · and the gradient system (5.2) has
the form
r˙ = Arρk cos(kφ) + · · · (5.5a)
ρ˙ = Akρk−1 cos(kφ) + · · · (5.5b)
φ˙ = −Akρk−2 sin(kφ) + · · · . (5.5c)
One would wish to reparameterize the trajectories and get rid of the recurring term Aρk−2, but in
order to do so, we must be sure that all the remaining (contained in . . .) terms are divisible by ρk−2.
This is clear for the terms that appeared due to the development of F˜0(ρ,φ) in ρ . The remaining
terms originate in the development of functions Fl(r, θ) = rm+l F˜l(θ) and their gradients. Note, how-
ever, that – by the assumption – the term ∇ F0 is dominating in θ˙ in the whole neighborhood of 0
in our case. This can only happen if the orders of vanishing of Fl are not less than the order of ∇θ F˜0
(cf. the analysis after (5.51)). Thus the only terms that could pose a problem in (5.5a) are the terms
independent of ρ (they have no effect on ∇θ F˜l). If such a term would exist on the right-hand side
of (5.5a), it would mean that one of the Fl functions does not depend on θ , thus it is of the form
Crm+l . This cannot happen though, as Fl is harmonic.
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r˙ = rρ2 cos(kφ) + · · ·
ρ˙ = kρ cos(kφ) + · · ·
φ˙ = −k sin(kφ) + · · · . (5.6)
This system has critical points at φ = φ0 = π/k for  ∈ {0,1, . . . ,2k − 1}, ρ = 0, r arbitrary. In the
neighborhood of the k critical points, for which cos(kφ) = 1, the linearization of (5.6) is
r˙ = 0
ρ˙ = kρ
φ˙ = −k2φ.
At the remaining k critical points the linearization has the form
r˙ = 0
ρ˙ = −kρ
φ˙ = k2φ.
In both cases we obtain a central-stable manifold Wcs and a central manifold Wc that is tangent to
the r axis. The system satisﬁes the B-2 hypothesis of Theorem 3.6. What points in Wcs are transported
by the ﬂow into P j = 0?
• Either nothing (if, for example, r˙ > 0 for r < r0),
• or a single trajectory – then its (transversal) intersection with V−ε is a single point,
• or at least 2 trajectories, but then the whole area of Wcs bounded by these trajectories is trans-
ported by the ﬂow into P j (cf. Figs. 2 and 3), intersecting with V−ε along an arc. The set of points
that fall into P j is a subset of a Cν manifold Wcs for any ν , thus it is C∞-smooth and so is the
arc along which it intersects V−ε .
For k= 2 , we have 4Φ(φ) + Φ ′′(φ) = −m(m + 1) F˜0(0); m  2, thus Φ(φ) = A cos(2φ) −
m(m+1)
2 F˜0(0); F˜0(r, φ) = F˜0(0) + ρ2Φ(φ) + · · · .
If F˜0(0) = 0, this case is the same as the previous one (k > 2), only the reparameterization (5.5)
⇒ (5.6) is unnecessary.
If F˜0(0) < 0, the gradient system takes the form
r˙ =mF˜0(0)r +mrρ2Φ(φ) + · · · =mF˜0(0)r + · · ·
ρ˙ = 2Aρ cos(2φ) + · · ·
φ˙ = −2A sin(2φ) + · · · .
This system has critical points at φ ∈ {0,π/2,π,3π/2}, ρ = 0, r = 0. Each of these points is hy-
perbolic (all eigenvalues of linearization are non-zero), thus it satisﬁes condition A of Theorem 3.6.
For φ = 0 and φ = π this linearization is equal to
r˙ =mF˜0(0)r
ρ˙ = 2Aρ
φ˙ = −4Aφ,
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and the trajectories leave the neighborhood of the critical point). This stable manifold intersects V−ε
at a single point Q i .
At φ = π/2 and φ = 3π/2 the linearization is
r˙ =mF˜0(0)r
ρ˙ = −2Aρ
φ˙ = 4Aφ.
At each of these points we have thus a two-dimensional (smooth) stable manifold attracted to 0. This
manifold intersects V−ε transversally along a smooth arc Γ−ε,i .
Part 2
In this part we analyze the behavior of (1.1) in the case when the critical point θ = (0,0) of F˜0 is
non-isolated. In other words, let ∇ F˜0 vanish along an arc Λ on the sphere, with Λ passing through
θ = (0,0); for the sake of simplicity suppose that Λ is tangent to the θ1 direction. This means that
∇ F0 is orthogonal to the sphere (and equal to mrm−1 F˜0(0)) along Λ.
If F˜0(0) = 0, then on the whole cone over Λ (that is on the set {rΛ: r > 0}) both F0 and ∇ F0
vanish. This is, however, impossible, because F0 is a harmonic function and the set {F0 = 0,∇ F0 = 0}
has no 2-dimensional components (Lemma 1).
What if F˜0(0) = 0?
The only interesting case for us is F˜0(0) < 0 (otherwise, by (5.2a), r is increasing along the trajec-
tories in the neighborhood of θ = 0, therefore no point from the neighborhood of θ = 0 is attracted
by P j).
Moreover, F0 = rm−2(m(m − 1) F˜0(θ) + 2mF˜0(θ) + θ F˜0(θ)), thus θ F˜0(θ) = −m(m + 1) F˜0(θ).
Thus Tr D2 F˜0(0) = θ F˜0(0) > 0. On the other hand, ∇ F˜0 vanishes along Λ, so the direction tangent
to Λ is an eigendirection of D2 F˜0(0) with eigenvalue 0, hence the other eigenvalue must be positive.
Developing the right-hand side of (5.2b) in a power series of θ I obtain
θ˙ = D2 F˜0(0)θ + ∇ F˜1(0)r + · · · ,
with dots containing all the non-linear terms in r and θ . The gradient system (5.2) has the following
form:
d
dt
(
r
θ
)
=
(
mr F˜0(0) 0
∇ F˜1(0) D2 F˜0(0)
)(
r
θ
)
+ · · · . (5.7)
The linearization of this system does not vanish, it has one negative (r), one zero and one positive
eigenvalue; although the eigendirections do depend on ∇ F˜1(0), the eigenvalues do not. Hence, the
system has a two-dimensional central-stable manifold, with either a single point (the intersection of
the stable manifold with V−ε), or a whole arc in V−ε attracted by the ﬂow into 0; this situation is
analogous to the one in Fig. 3.
Part 3
In this part I analyze the possible behavior of (1.1) for f harmonic in the horn coordinates (r,u),
in the region, where the leading order term (of the horn–coordinate expansion) of u˙ does dominate
all the remaining terms. I obtain a list of 6 possible behaviors – three for a horn around a straight
semi-line, three for a horn around an arc. The cases IV, V and VI around an arc are counterparts of
cases I, II and III around a straight semi-line, but a difference in metric on these two types of horns
makes it necessary to study these cases separately. In all the cases we are able to show the existence
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type II and V the leading order terms must dominate in the whole horn. In the other cases, it turns
out that the condition of domination might be violated only within smaller horns, which are again of
type I–VI. The procedure of passing to these smaller horns and its ﬁniteness is described in Part 4.
To start with, let take a horn Hi , with w(Hi) = N and coordinates (r,u), centered around a semi-
line (see Section 3.2.1). We can develop f in the horn coordinates, obtaining
f (r,u) = −crp + · · ·︸ ︷︷ ︸
terms independent of u
+ rmF (u) + · · · . (5.8)
To have any points of the horn (for r suﬃciently small) attracted into P = 0, we must have c  0
(otherwise f is positive for small r, while f (0) = 0).
In the series (5.8) we set the following convention: either c > 0 and p <m, or the terms indepen-
dent of u are treated as u-dependent and we write
f (r,u) = rmF (u) + · · · .
We have (cf. (3.2))
 f = ∂2r f + r−2Nu f + · · · = −cp(p − 1)rp−2 + rm−2Nu F + · · · = 0. (5.9)
This, in particular, implies that
1. p − 2m− 2N (we need to compensate the term −cp(p − 1)rp−2),
2. if p − 2=m− 2N , then F satisﬁes u F = cp(p − 1),
3. if c = 0 or p − 2>m− 2N , then F is a harmonic function of u (u F = 0).
We have thus three cases to consider, with the following form of the gradient system (the equa-
tions are already reparameterized, in order to get rid of excess powers of r):
I. c > 0, p − 2>m− 2N
r˙ = −cpr1+χ + · · · (5.10a)
u˙ = ∇ F + · · · , (5.10b)
with F harmonic and χ = p − 1− (m− 2N) > 0.
II. c > 0, p − 2=m− 2N
r˙ = −cpr + · · · (5.11a)
u˙ = ∇G + · · · , (5.11b)
with G(u) = F (u) + 12Ncp|u|2 (thus uG = cp(N + p − 1) = const > 0).
III. c = 0
r˙ = r2N−1
[
mF − N
(
u1
∂ F
∂u1
+ u2 ∂ F
∂u2
)]
+ · · · (5.12a)
u˙ = ∇ F + · · · , (5.12b)
with F harmonic.
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obtain the same conditions on c, m, N and p (the form of (5.9) remains unchanged, cf. Section 3.2.2)
and we have to deal with the following cases:
IV. c > 0, p − 2>m− 2N . The gradient system takes the form
r˙ = −cprp−1 − aλrm−N+λ−1〈(ψ,−β),∇ F (u)〉+ · · · (5.13)
u˙ = rm−2N∇ F (u) + · · · . (5.14)
We can ask: which term in r˙ is dominating? Depending on the answer, we divide this case into
3 subcases:
(IVa) p − 1<m− N + λ − 1, then
r˙ = −cprp−1 + · · · (5.15)
u˙ = rm−2N∇ F (u) + · · · (5.16)
after reparameterization
r˙ = −cpr1+χ + · · · (5.17)
u˙ = ∇ F (u) + · · · , (5.18)
with χ = p − 2− (m− 2N) > 0, F (u) = 0;
(IVb) p − 1=m− N + λ − 1, then
r˙ = rp−1(−cp − aλ〈(ψ,−β),∇ F (u)〉)+ · · · (5.19)
u˙ = rm−2N∇ F (u) + · · · (5.20)
after reparameterization
r˙ = r1+χ (−cp − aλ〈(ψ,−β),∇ F (u)〉)+ · · · (5.21)
u˙ = ∇ F (u) + · · · , (5.22)
with, as before, χ = p − 2− (m− 2N) > 0, F (u) = 0;
(IVc) p − 1>m− N + λ − 1, then
r˙ = −aλrN+λ−1〈(ψ,−β),∇ F (u)〉+ · · · (5.23)
u˙ = rm−2N∇ F (u) + · · · (5.24)
after reparameterization
r˙ = −r1+χaλ〈(ψ,−β),∇ F (u)〉+ · · · (5.25a)
u˙ = ∇ F (u) + · · · , (5.25b)
with χ = N + λ − 2, F (u) = 0.
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form
r˙ = −cprp−1 + · · · (5.26)
u˙ = rm−2N∇ F (u) + · · · . (5.27)
Moreover, since p  2, F (u) = cp(p − 1) > 0. After reparameterization, I obtain
r˙ = −cpr + · · · (5.28)
u˙ = ∇ F (u) + · · · . (5.29)
VI. c = 0. We obtain the following form of the gradient system:
r˙ = −aλrN+λ−1〈(ψ,−β),∇ F (u)〉+ · · · (5.30)
u˙ = rm−2N∇ F (u) + · · · , (5.31)
with F (u) = 0. This is exactly the same system as in the case (IVc).
5.0.1. Case I
Let us develop F into a homogeneous series:
F = F0 + F1 + F2 + · · · .
As in Section 4.2, we see that F0 is harmonic, and, being both harmonic and homogeneous, is of the
form F0 = a(zk) with z = u1 + iu2 = ρeiθ . We can rewrite (5.10) in the coordinates (r,ρ, θ):
r˙ = −cpr1+χ + · · · (5.32a)
ρ˙ = akρk−1 cos(kθ) + · · · (5.32b)
θ˙ = −akρk−2 sin(kθ) + · · · . (5.32c)
We shall introduce a new variable s = r−χ . We have drds = − 1χ s−
1
χ −1 = − 1χ r1+χ , thus
s˙ = −χr−1−χ r˙ = χcp + · · · .
This means that s is a good substitute for the time variable t . Using this intuition we reformu-
late (5.32) in the following way:
dρ
ds
= dρ
dr
dr
ds
= −akρ
k−1
cpr1+χ
(coskθ + · · ·) r
1+χ
−χ =
ak
cpχ
ρk−1(coskθ + · · ·), (5.33a)
dθ
ds
= dθ
dr
dr
ds
= − ak
cpχ
ρk−2(sinkθ + · · ·). (5.33b)
Reparameterizing (cf. (4.3) and (4.4)) the trajectories to get rid of akcpχ ρ
k−2 we obtain
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θ ′ = − sinkθ + · · · , (5.34b)
where ′ denotes differentiation with respect to s. Like in (4.4), we obtain a system with non-
degenerate linear part at its critical points. This system is, however, a non-autonomous one. It has
2k critical points satisfying ρ = 0, sinkθ = 0. If coskθ = 1, ρ → ∞ and the trajectory leaves the horn.
At the remaining k critical points coskθ = −1 and ρ → 0. Denoting such a critical point by θ0 we
have
ρ ′ = −ρ + · · ·
(θ − θ0)′ = θ − θ0 + · · · ,
we have thus (in the space (s,ρ, θ)) a stable and unstable manifold (see Section 3.3, the non-
autonomous case). As before, the stable manifold, invariant to the gradient ﬂow, cuts the nearby
level sets of f transversally, therefore it cuts V−ε along a smooth curve Γ−ε , transformed by h into
P = 0.
Does the system (5.32) satisfy the hypotheses of Theorem 3.6?
Clearly it does for k = 2 (hypothesis B-2), because the linearization of the system is non-vanishing,
with eigenvalues 0 (in the direction of r), ±2a (ρ) and ∓4a (θ ).
What if k > 2? In the area where r  ρ(k−2)/χ , we blow up the r variable: r = sρ(k−2)/χ . In the
coordinates (s,ρ, θ) the system (5.32) takes the form
s˙ = −cps1+χρk−2 − k − 2
χ
sρk−2ak(coskθ + · · ·)
ρ˙ = akρk−1 coskθ + · · ·
θ˙ = −akρk−2 sinkθ + · · · ,
and after a reparameterization
s˙ = −k − 2
χ
aks coskθ + · · ·
ρ˙ = akρ coskθ + · · ·
θ˙ = −ak sinkθ + · · · .
This system has critical points at θ = π/k ( = 0, . . . ,2k− 1), ρ = 0, s = 0, with eigenvalues respec-
tively ±ak2 (θ ), ∓ak (ρ) and ± k−2χ ak (s), therefore it does satisfy hypothesis B-2 of Theorem 3.6.
In the neighborhood of the exceptional divisor of the preceding blow-up we blow up ρ: ρ =
wrχ/(k−2) . In the coordinates (r,w, θ) the system (5.32) gives
r˙ = −cpr1+χ + · · ·
w˙ = cp χ
k − 2wr
χ + akwk−1rχ coskθ + · · ·
θ˙ = −akwk−2rχ sinkθ + · · · ,
after a reparameterization
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r˙ = −cpr + · · ·
w˙ = cp χ
k − 2w + akw
k−1 coskθ + · · ·
θ˙ = −akwk−2 sinkθ + · · · . (5.35)
This system has critical points at
• r = 0, w = 0, θ arbitrary; the eigenvalues of the linearization are −cp (r), cp χk−2 (w) and 0 (θ ),
thus the hypothesis B-2 of Theorem 3.6 is satisﬁed;
• r = 0, θ = π/k ( = 1, . . . ,2k − 1), w a solution of the equation akwk−2 ± cp χk−2 = 0. Whatever
sign we choose for ±, this polynomial has only single roots, so the system (5.35) is hyperbolic at
these points (hypothesis A of Theorem 3.6).
5.0.2. Case II
The fact that G > 0 implies that the vector ﬁeld ∇G has non-vanishing linearization at its critical
points, with at least one of its eigenvalues positive. Thus Eq. (5.11b) has non-vanishing linearization
at any of its critical points, with one- or two-dimensional central-stable manifold Wcs .
If none of the eigenvalues of the linearization is zero, Wcs is in fact a stable manifold; as before,
it intersects the level set V−ε either at a point, or along a curve Γ−ε,i . The system is hyperbolic, thus
it satisﬁes hypothesis A of Theorem 3.6.
If one of the eigenvalues is zero, we use the same argument that has been already applied in
Section 4.2 – the manifold Wcs intersects V−ε along a curve Λ. The system (5.11) has one negative
eigenvalue (in the r direction), thus there exists a one-dimensional stable manifold Ws ⊂ Wcs , Ws ∩
Λ = x0. If any other point x1 in Λ is transformed by h into P = 0, then, by invariance of Wcs , all the
points of Λ lying between x0 and x1 are mapped into 0 as well. This shows that either the whole Λ,
or its closed subinterval containing x0, with endpoints x1, x2 (see Fig. 3), possibly degenerate to the
point x0, is mapped by h to 0. Anyway, h−1(0) ∩ Hi is either a point Q i , or an arc Γ−ε,i .
The area of Wcs mapped by h into 0 (depicted in Fig. 3 in dark-gray shade) is a subset of Wcs
of class Ck for any k, thus its interior is a C∞ manifold. This shows that Γ−ε,i , being a transverse
intersection of two smooth manifolds, is a C∞ curve.
The system has one positive, one negative and one zero eigenvalue – it satisﬁes the hypothesis B-2
of Theorem 3.6.
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5.0.3. Case III
Function F , being harmonic, has only isolated critical points. Denote such a critical point by u˘,
with F (u˘) = a. The sign of a determines the sign of the leading order term on the right-hand side
of (5.12a) in the neighborhood of u˘. As in case I, the coordinate u on a trajectory tends to a small
neighborhood of u˘ (as long, as ∇ F dominates in u˙, the movement in u is gradient-like, thus u tends
to critical points of F ). If F (u˘) = a > 0, we have r → ∞ and all the trajectories in this neighborhood
quit the horn. If a < 0, then in fact we have in the neighborhood of u˘ the situation described as case I.
We can assume thus that a = 0.
There are two possibilities: either in (5.12b) the term ∇ F dominates all the remaining terms, or
not. In this part, as aforesaid, we assume that indeed this term is dominating, more precisely
f = rmF (u) + · · · + rm+ j F j + · · · , (5.36)
where the indices j form an increasing sequence of positive rational numbers tending to ∞, F =
(czk+1) + · · · for z = u1 + iu2 and F j − F j(u˘) ∈ mk+2u˘ . As we will see in the next part, this condition
might be violated only in a smaller horn contained in H.
At ﬁrst suppose that ∀ j F j(u˘) = 0. We can set, of course, u˘ = 0. Eq. (5.12a) implies that
|r˙| r2N−1|u||∇ F | r2N−1|u||u˙|. (5.37)
Let us denote by σ the natural (arc-length) parameter on the integral curve L of the equation u˙ =
∇ F + · · · , i.e. on the projection of a (given) trajectory of (5.12) onto the u-plane. Such a trajectory
falls into a neighborhood of u˘ = 0, we have thus along it
∣∣∣∣ drdσ
∣∣∣∣=
∣∣∣∣ r˙u˙
∣∣∣∣
∣∣∣∣ dudσ
∣∣∣∣ r2N−1|u| < r2N−1. (5.38)
On the other hand, Theorem 3.2 implies that L has ﬁnite length (it is an integral curve of a
gradient-like system), therefore r cannot tend to 0 on the trajectory of (5.12). This trajectory falls
thus into a critical point of f different than 0, which is not an isolated critical point in this case –
therefore it is an endpoint of one of the arcs Γ0, j (Fig. 4).
As I have mentioned before, F = (czk+1 + · · ·); by rotating the original (u1,u2) basis I can have
c ∈ R (cf. (4.4)). Passing in (5.12) to “polar” coordinates (ρ, θ) in place of u (z = u1 + iu2 = ρeiθ ) we
get
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ρ˙ = c(k + 1)ρk coskθ + · · · (5.39b)
θ˙ = −c(k + 1)ρk−1 sinkθ + · · · ; (5.39c)
reparameterizing the trajectories in order to get rid of excess (k + 1)ρk−1 term we see that the lin-
earization of (5.39) has the form
r˙ = 0 (5.40a)
ρ˙ = ±cρ (5.40b)
θ˙ = ∓ckθ. (5.40c)
We have thus a two-dimensional central-stable manifold Wcs . In fact we describe again the non-
isolated case (Section 4.2); no point of the analyzed horn is transported by the ﬂow into 0 (except for
the point 0 itself).
Let us now consider the case when F j(u˘) = 0 for some j (as before, for the sake of simplicity,
I take u˘ = 0). By j0 I shall denote the smallest of all such j; n = m + j0. As before, after, possibly,
rotating the u coordinate, we may take F (u) = Azk+1 + · · · with z = u1 + iu2 = ρeiθ , A > 0. In the
coordinates (r,ρ, θ ) the system (5.12) takes the form
r˙ = Ar2N−1ρk+1 + · · · + Brn + · · ·
= r2N−1ρk+1(A + · · ·) + Brn + · · · , B = 0 (5.41a)
ρ˙ = A(k + 1)ρk coskθ + · · · (5.41b)
θ˙ = −A(k + 1)ρk−1 sinkθ + · · · . (5.41c)
If n > k, let us take M = 2N − 1; in this case we shall blow up r: r = ρξ :
ξ˙ = ξMρM+k(A + · · ·) − A(k + 1)ξρk−1 coskθ + Bρn−1ξn + · · · (5.42a)
ρ˙ = A(k + 1)ρk coskθ + · · · (5.42b)
θ˙ = −A(k + 1)ρk−1 sinkθ + · · · . (5.42c)
After a reparameterization (in order to get rid of A(k + 1)ρk−1) I get
ξ˙ = −ξ coskθ + · · · (5.43a)
ρ˙ = ρ coskθ + · · · (5.43b)
θ˙ = − sinkθ + · · · (5.43c)
and at the critical points of this system (ξ = 0, ρ = 0, kθ = lπ for l = 0,1, . . . ,2k − 1) we have a
non-vanishing, hyperbolic linearization:
ξ˙ = ±ξ (5.44a)
ρ˙ = ∓ρ (5.44b)
θ˙ = ±kθ, (5.44c)
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this manifold intersects the level set V−ε transversally, along a curve Γ−ε,i . This system, of course,
does satisfy hypothesis A of Theorem 3.6.
If n k, we shall blow up ρ; ρ = rωξ for ω = n−1k−1  1:
r˙ = Brn + rM+n+2ω−1ξk+1(A + · · ·) + · · · = Brn + · · · (5.45a)
ξ˙ = [A(k + 1)ξk coskθ −ωBξ]rn−1 − rM+n+2ω−2ξk+1(A + · · ·) + · · ·
= [A(k + 1)ξk coskθ −ωBξ]rn−1 + · · · (5.45b)
θ˙ = −A(k + 1)rn−1ξk−1 sinkθ + · · · . (5.45c)
After a reparameterization (to get rid of A(k + 1)rn−1) we have
r˙ = Br + · · · (5.46a)
ξ˙ = ξk coskθ − cξ + · · · (5.46b)
θ˙ = −ξk−1 sinkθ + · · · , (5.46c)
with c = ωBA(k+1) = 0, the constants B and c having the same sign. If B > 0, clearly no trajectory tends
to 0. What are the critical points of this system? Of course r = 0; in the remaining coordinates we
have the following possibilities:
• ξ = 0. In this case at the critical point sinkθ = 0, thus coskθ = ±1. The polynomial ±ξk − cξ
has only simple roots, therefore it has a non-degenerate linearization at any of them. As I men-
tioned before, we are interested only in the case B < 0, which implies c < 0. The number of real
solutions (with ξ = 0) to the system
sinkθ = 0, ξk coskθ − cξ = 0
is 2k, each one giving a non-degenerate, hyperbolic critical point (r, ξ, θ) = (0, ξ j, θ j). Writing
ξ˜ = ξ − ξ j , θ˜ = θ − θ j , we have the linearization of the form
r˙ = Br
˙˜
ξ = (k − 1)cξ˜
˙˜
θ = −cθ˜ .
There is thus a two-dimensional manifold of points transported by the ﬂow into this critical point
(which, in the original, not blown-up coordinates is mapped, of course, to point P ); it intersects
V−ε transversally, along Γ−ε,i . This system satisﬁes hypothesis A of Theorem 3.6.
• ξ = 0. At its critical points (r, ξ, θ) = (0,0, θ0) the system has the following linearization:
r˙ = Br (5.47a)
ξ˙ = −cξ (5.47b)
θ˙ = 0. (5.47c)
These critical points are non-isolated. We have in this case a two-dimensional central-stable
manifold Wcs; for every θ (suﬃciently close to θ0) there also exists a stable manifold Wcθ – a
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Fig. 5) all the area of Wcs that lies between two trajectories falling into (0,0, θ1) and (0,0, θ2)
is transported by the ﬂow into the arc Λ = {r = 0,ρ = 0, θ ∈ (θ1, θ2)}; this arc, in turn, is blown
down (when we return to the original, Cartesian coordinates) into the point P j = 0. The set of
points transported into Λ lies in a manifold Wcs of any smoothness, thus it is C∞; it intersects
transversally V−ε along an arc Γ−ε,i .
At each of the points the system does satisfy the hypothesis B-2 of Theorem 3.6.
5.0.4. Case (IVa)
In this case the gradient system (and thus its dynamics) is exactly the same, as in the case I
(Section 5.0.1).
5.0.5. Case (IVb)
Analysis of this case essentially repeats the arguments of case I.
Suppose that ∇ F (u) dominates on the right-hand side of (5.20) in the neighborhood of a critical
point (u1,u2) = (0,0). I develop F in a homogeneous series: F = F0 + F1 + · · · ; as before, F0 is a
harmonic function, thus of the form Azk , with z = u1 + iu2 = ρeiθ ; by proper choice of 	v1 and
	v2 (i.e. by proper revolution of the radial coordinate system (ρ, θ)) I can ensure that A ∈ R, A > 0.
I obtain
ρ˙ = Akρk−1 coskθ + · · ·
θ˙ = −Akρk−2 sinkθ + · · ·
r˙ = −r1+χ (cp + akAλρk−1(ψ cos(k − 1)θ + β sin(k − 1)θ))+ · · · .
Again, repeating the ideas used in case I, I introduce a new variable s = r−χ .
s˙ = −χr−χ−1r˙ = χcp + akAλρk−1(ψ cos(k − 1)θ + β sin(k − 1)θ)+ · · · ,
thus
dρ
ds
= dρ
dr
dr
ds
= ρ˙
r˙
r1+χ
−χ =
ak
cpχ
ρk−1(coskθ + · · ·),
dθ
ds
= dθ
dr
dr
ds
= θ˙
r˙
r1+χ
−χ = −
ak
cpχ
ρk−2(sinkθ + · · ·). (5.48)
The above system is exactly the same as obtained in case I, and we have already shown the existence
of invariant manifolds for it.
Also the argument that the above system does satisfy the hypotheses of Theorem 3.6 is analogous
to the reasoning in case I. Let us look back at the system (5.48). If k = 2, it does possess a non-
vanishing linearization at its critical points (thus Theorem 3.6 holds). For k > 2 we use the same
blow-ups, as we did in case I (r = sρ k−1χ and ρ = wr χk−2 ) to obtain systems with non-vanishing linear
parts, for which the hypotheses of Theorem 3.6 are satisﬁed.
5.0.6. Cases (IVc) and (VI)
The analysis of these two cases follow the reasoning in case III. In the same way, as in previous
cases we can assume that the term ∇ F (u) does dominate on the right-hand side of (5.25b) (the case
when it does not is addressed in Part 3 of this section). We have thus
f = −crp + · · · + rmF (u) + · · · + rm+ j F j(u) + · · · ,
with F = Azk+1 + · · · , F j − F j(u˘) ∈ mk+2˘ .u
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r˙  r1+χ
∣∣∇ F (u)∣∣ r1+χ |u˙|;
if we denote the natural (arc-length) parameter on the projection of a trajectory of (5.25) onto the
u-plane by σ , we can write
∣∣∣∣ drdσ
∣∣∣∣=
∣∣∣∣ r˙u˙
∣∣∣∣
∣∣∣∣ dudσ
∣∣∣∣ r1+χ
and, like in case III, we see that the trajectories do not tend to 0, but to some other critical point.
Passing in (5.25) to radial coordinates (ρ, θ) in u I get
r˙ = Ar1+χρk(. . .)
ρ˙ = A(k + 1)ρk coskθ + · · ·
θ˙ = −A(k + 1)ρk−1 sinkθ + · · · .
Reparameterizing I obtain a situation analogous to the one in case III: linearization with eigenvalues
0, ±c, and ∓ck – thus there exists a 2-dimensional central-stable manifold; also the hypotheses of
Theorem 3.6 are satisﬁed.
Suppose now that c = 0 (i.e. case IVc), or that for some j we have F j(u˘) = B = 0 and set j0 to be
the smallest of all such j. We have
r˙ = −r1+χρk[ψ cos(k − 1)θ + β sin(k − 1)θ]+ · · · + Brn + · · ·
= r1+χρk+1(A + · · ·) + Brn + · · · , B = 0 (5.49a)
ρ˙ = A(k + 1)ρk coskθ + · · · (5.49b)
θ˙ = −A(k + 1)ρk−1 sinkθ + · · · , (5.49c)
with n =m + j0. Exactly as in case III, using the same blow-ups, we analyze two possibilities: n > k
and n k.
If n > k, we blow up r: r = ρξ , obtaining
ξ˙ = −A(k + 1)ξρk−1 coskθ + · · ·
ρ˙ = A(k + 1)ρk coskθ + · · ·
θ˙ = −A(k + 1)ρk−1 sinkθ + · · · .
This system is the same as (5.42) and further analysis is the same, as in case III.
Similarly, when n k, we blow up ρ: ρ = r n−1k−1 ξ and get
r˙ = Brn + · · ·
ξ˙ =
[
A(k + 1)ξk coskθ − n− 1
k − 1 Bξ
]
rn−1 + · · ·
θ˙ = −A(k + 1)rn−1ξk−1 sinkθ + · · · ;
this system is the same as (5.46) and has already been analyzed.
P. Goldstein / J. Differential Equations 247 (2009) 2517–2557 25415.0.7. Case V
This case is identical to case II (in the latter we have u˙ = ∇G(u)+ · · · , with G(u) = const > 0; in
(5.28) we have F in the place of G , with F = const > 0).
Part 4
As mentioned in the introduction to this section, in this part we will construct a family H of horns
and cones (treated as horns with w(H) = 1) such that:
• (ﬁniteness) The family H is ﬁnite.
• (ordering) For Hi , H j ∈ H we have either Hi ∩ H j = {0}, or Hi ⊂ H j (up to exchanging i
and j). In the latter case w(Hi) > w(H j).
• (non-oscillation) Each trajectory has its “ﬁnal” horn H, in which it stays for t suﬃciently large,
not entering any smaller horns of H contained in H. In particular, the trajectory
cannot oscillate with respect to the boundary of any horn contained in H.
• (domination) For any horn H ∈ H with w(H) > 1 the behavior of (1.1) in H \⋃i∈IH Hi is as
described in Part 3 (that is the leading, gradient term in u˙ does dominate all
the other terms); by IH we denote all such i that Hi ⊂ H, Hi ∈ H. If w(H) = 1
(i.e. H is a cone), then the behavior of (1.1) is as described in Parts 1 and 2
(depending on whether the critical line, around which the cone is centered, is
isolated, or not).
Construction of such a family does ﬁnalize the proof of Theorem 2.1: every trajectory falls, for
t suﬃciently large, into a region (a horn of type I–VI) where the behavior of the ﬂow is properly
understood, and stays there.
5.0.8. First attempt at the construction
We shall construct H inductively. As the starting point we shall take the observation from Part 1
(see (5.2)):
r˙ =mr F˜0(θ) + · · · (5.50a)
θ˙ = ∇θ F˜0(θ) +
∑
l
rl∇θ F˜l(θ). (5.50b)
As long as we are separated from the critical points of F˜0, the gradient part in θ˙ does dominate all
the other terms; on the other hand, by Theorem 3.2, the trajectories tend to critical points of F˜0, at
least as long, as ∇ F˜0 is dominating in θ˙ . Therefore, as our ﬁrst horns in the family H we shall take
the cones deﬁned by d(θ, {∇ F˜0 = 0}) < δ, where d(·,·) denotes the distance on a unit sphere. We set
δ small enough to have separate cones for distinct components of {∇ F˜0 = 0}.
Let us take a point θ0 in a connected component of {∇ F˜0 = 0}. If this component does not consist
only of θ0, i.e. θ0 is a non-isolated critical point of F˜0, then the behavior in the cone containing
θ0 is as described in Part 2. Let us thus suppose that it is isolated (and thus our cone is given by
{(r, θ): |θ − θ0| < δ, r > 0}). There are two possibilities:
a) either the term ∇θ F˜0(θ) dominates in (5.2b) in all the cone (for r suﬃciently small),
b) or there exists a region where for some l > 0
|∇θ F˜0| rl|∇θ F˜l|, (5.51)
that is a region where ∇θ F˜0(θ) does not dominate the higher order terms.
Note. By writing a(r, θ)  b(r, θ) I denote that there exists such  > 0, that for r <  we have
|a(r, θ)| C |b(r, θ)| for some constant C .
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for F˜l . Thus if |∇θ F˜0| = c1|θ −θ0|α +· · ·, then |∇θ F˜l| c2|θ −θ0|γ for some γ < α (therefore the order
of vanishing of ∇θ F˜l(θ) at θ0 is lower than the order of ∇θ F˜0). And the converse – if for some l we
have |∇θ F˜l| c2|θ − θ0|γ and γ < α, then in the set |θ − θ0| c2/c1rl/(α−γ ) we have |∇θ F˜0| |∇θ F˜l|.
We shall see (Lemma 2) that the same argument may be used in horns of type I, III, IV and VI,
where (contrary to the cases II and V) one cannot guarantee that the gradient term in u˙ is dominating.
We then prove that this domination might fail only in some smaller horns.
We build our initial choice for the family H of horns in the following way: ﬁrst, we include all
the cones of the form d(θ, {∇ F0 = 0}) < δ, as stated before. The next generation are the horns, in
which ∇ F˜0 fails to dominate in θ˙ . If these horns are of type II or V, the gradient term in u˙ does
indeed dominate the other terms, and the behavior of the ﬂow within such a horn is fully described
in previous section. If, however, they are of type I, III, IV or VI, the dominance condition may fail
in some smaller horns contained in these second-generation horns. In such an inductive way we
construct a next generation of horns in H.
5.0.9. Finiteness of the construction
It is not at all clear, whether such a construction is ﬁnite (nor if it satisﬁes the non-oscillation
condition, but this will be addressed later). In fact, it does turn out, that it might be inﬁnite, and that
we need to adjust the choice of horns in order to ensure ﬁniteness. To make these observations more
precise, we shall state the following lemma:
Lemma 2. Let f :U → R be a harmonic function, H ⊂ U – a horn of width N (either around a line, or an arc).
Let the gradient system for f in the horn coordinates in H take the form I, IV, III or VI:
r˙ = r1+χ [. . .] + · · · , χ > 0 (5.52a)
u˙ = ∇ F (u) +
∑
l
rlξl(u), F (u) = 0 (5.52b)
and suppose (with no loss of generality) that u = 0 is a critical point for F (u), F (0) = 0 and the order of vanish-
ing of F at 0 is equal to α+1 (in other words: set ρeiφ = u1 + iu2 , then F (u) = F (ρ,φ) = ρα+1Φ0(φ)+· · ·),
Φ0(φ) ≡ 0.
Suppose additionally that in a neighborhood of u = 0 the term ∇ F (u) ceases to dominate in (5.52b), that
is for some k we have
∣∣∇ F (u)∣∣ rl∣∣∇ Fl(u)∣∣. (5.53)
Then
1. The set deﬁned by (5.53) is contained in a horn H′ ⊂ H of width N ′ > N, around the same arc (or line) γ .
2. If, in proper horn coordinates (r, v) in H′ , the (reparameterized) gradient system takes the form
r˙ = r1+χ˜ [. . .] + · · · , χ˜ > 0 (5.54)
v˙ = ∇ F˜ (v) +
∑
l
rlξl(v),  F˜ (v) = 0 (5.55)
then the order of vanishing of F˜ (v) at 0, denoted here by δ, is less than α + 1.
3. F˜ (v) is a polynomial of degree α + 1.
4. If δ = 1, then 0 is not a critical point for F˜ (v); Łojasiewicz theorem (Theorem 3.2) implies, that the trajec-
tories of (5.55) tend to the neighborhoods of the critical points of F˜ (v). Suppose v˘ is such a critical point.
Then either the order of vanishing of F˜ (v) at v˘ is smaller than α + 1, or F˜ (v) is a homogeneous function
of order α + 1 of v − v˘ .
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Proof. Let L denote the set of all the indices l, for which (5.53) holds. Let γl be such that, for l ∈ L,
|∇ Fl(u)| ∼ |u|γl , |∇ F (u)| ∼ |u|α (in other words: setting u1 + iu2 = ρ exp(iθ) we have |∇ Fl(u)| =
ργlΦ(θ) + · · ·). In order for (5.53) to hold, we must have, of course, γl < α. We set  = minl∈L lα−γl
(it is the minimal slope in the Newton diagram with respect to r and ρ = |u| of the right-hand side
of (5.52b), see Fig. 5). Note that   1/α.
Passing in (5.53) to coordinates (r, v), u = r v , we get
|v| r(l−(α−γl))/α  r0 = 1.
This inequality describes a horn H′ of width N ′ = N +  .
Let us develop F in a homogeneous series:
F (u) = Φ(u) + · · · (therefore ∇ F (u) = ∇Φ(u) + · · ·);
by L0 we shall denote all the l ∈ L, for which lα−γl =  (cf. Fig. 5; it is a ﬁnite set). Let us also develop
in homogeneous series the ﬁelds ξl for l ∈ L0:
ξl(u) = ζl(u) + · · · , ζl(u) homogeneous of degree γl = α − l

< α.
An easy calculation shows that
∇ F˜ (v) = ∇Φ(v) +
∑
l∈L0
ζl(v).
This proves that the development of ∇ F˜ (v) in a homogeneous series is ﬁnite and the term with
highest homogeneity degree is Φ(v), thus F˜ (v) is a polynomial of degree α + 1.
The orders of vanishing of ζl(v) at 0 are equal to γl < α, γl1 = γl2 for l1 = l2, thus the order of
vanishing if ∇ F˜ (v) at 0 is equal to
δ − 1=min
l∈L
γl < α ⇒ δ < α + 1.
0
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α + 1, so the order of vanishing of F˜ (v) at its critical point v˘ is not greater than α + 1 and it is equal
to α + 1 only in the case when F˜ (v) is homogeneous of degree α + 1 with respect to v − v˘ (thus
F˜ (v) = [czα+1] for z = v1 − v˘1 + i(v2 − v˘2), because F˜ (v) is harmonic). 
Remark. The horn in which we should analyze the system in the next step is a horn around an arc
(v˘1rN , v˘2rN , r), even if H was a horn around a straight line.
Lemma 2 shows that the only case in which the order of vanishing at the critical point of the
leading (gradient) term in (5.52b) does not decrease when we pass to a smaller horn, is the case,
when in this smaller horn F˜ (v) is a homogeneous function of v − v˘ , of the same homogeneity order,
as the order of vanishing of F (u) at 0. In the suite I shall refer to this case as to case X. Can this case
occur an inﬁnite number of times in a row?
Let us suppose that F (u) is a homogeneous function of u (it will be so after the ﬁrst occurrence
of case X). For the simplicity of notation I shall identify point u (v , etc.) with the complex number
u1 + iu2. What should be the form of F , so that the case X would occur again?
We have (after, possibly, a turn in the u coordinate) F (u) = Auα+1. By introducing v = r−1u we
get
∇ F (u) +
∑
l∈L0
ζl(u) = ∇ F
(
r1 v
)+∑
l∈L0
rlζl
(
r1 v
)
= rα1
[
∇ F (v) +
∑
l∈L0
ζl(v)
]
= rα1
[
∇Avα+1 +
∑
l∈L0
ζl(v)
]
. (5.56)
In order for the case X to occur again, we must have (5.56) equal to rα1∇A1(v− v˘)α+1, thus A = A1
and
∇ F (v) +
∑
l∈L0
ζl(v) = rα1∇A(v − v˘)α+1
= ∇A(r1 v − r1 v˘)α+1 = ∇A(u + a1r1)α+1. (5.57)
Fig. 6 shows a Newton diagram of the right-hand side of (5.52b) in the case when case X occurs – on
the line corresponding to L0 for every ν = 0,1, . . . ,α + 1 there exists a term with the ﬁrst coordinate
equal to ν .
Repeating the same argument for the smaller horn and for v we obtain that in order for the case X
to occur twice in a row we must have
∇ F (u) +
∑
l∈L0
rlζl(u)
︸ ︷︷ ︸
1st generation
+
∑
l∈L1
rlζl(u)
︸ ︷︷ ︸
2nd generation
= ∇A(u + a1r1 + a2r1+2)α+1, (5.58)
with 1st and 2nd generation being the terms competing with the gradient term when we pass to
respectively for the ﬁrst and for the second time to a smaller horn.
In order for case X to occur an inﬁnite number of times in a row we must thus have
∇ F (u) +
∑
l∈L
rlζl(u)
︸ ︷︷ ︸
terms that can
compete with ∇ F (u)
= ∇A(u + a1r1 + a2r1+2 + · · ·)α+1, (5.59)
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that is when
u˙ = ∇A(u + a1r1 + a2r1+2 + · · ·)α+1 + small terms. (5.60)
Note that the powers i are, at each step, bounded from below by 1/α.
Let us denote
w = u + a1r1 + a2r1+2 + · · · (5.61)
(as before, I identify the point w with the complex number w1 + iw2).
A question arises: is the series deﬁning w convergent? It is, indeed. If we revisit (5.60), we notice,
that, after expanding the terms in the bracket, we re-obtain the original expansion of ∇ f in powers
of r.
u˙ = ∇ F (u) +
∑
l
ζl(u)r
l.
This is a (fractional) power series expansion of an analytic vector ﬁeld, expressed in analytic coordi-
nates, within its area of convergence – thus its coeﬃcients grow at most geometrically with powers
of r:
∃M>0 ∀l
∣∣ζl(u)∣∣ Ml. (5.62)
If some power of r arises twice in (5.60), both in the explicitly written part, and in the “small terms”,
then the coeﬃcient in “small terms” is bounded by the coeﬃcient of the other term, we may thus
conclude, that also the series obtained by omitting the “small terms” satisﬁes the geometric bound
above.
Recall that ∇ ◦  = ( ∂
∂u + ∂∂ u¯ , i ∂∂u − i ∂∂ u¯ ). We note that in the expansion of
∇A(u + a1r1 + a2r1+2 + · · ·)α+1,
the term with rα(1+2+···+ j) appears only once, as
A(α + 1)∇uaαj rα(1+2+···+ j) = A(α + 1)rα(1+2+···+ j)
(aαj ,−aαj ).
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Applying the estimate (5.62) yields
∣∣A(α + 1)∣∣|a j|α = ∣∣A(α + 1)(aαj ,−aαj )∣∣ Mα(1+2+···+ j),
thus
|a j| M1+2+···+ j1
for some M1 > 0. This, together with the property that i > 1/α, gives immediately an estimate of
the series in question by a geometric series, convergent for r small enough.
Passing to this new variable w corresponds to analyzing our gradient system in a horn around the
arc w = 0 of width N . We have
w˙ = u˙ + r1−1(a11 + a2(1 + 2)r2 + · · ·)r˙ + small terms. (5.63)
The form of r˙ depends on the type of horn corresponding to (r,u) coordinates – on whether the
gradient system is of the type analyzed in cases IVa, IVb or IVc. We do not need to consider cases I, II
or III, because we may suppose that the case X has already occurred at least once (and so our horn is
no longer a horn around a straight line, but around an arc). Case VI is equivalent to IVc, and in case V
we do not need to pass to smaller horns any more.
In a horn of type IVa we have
r˙ = −cpr1+χ + · · · ,
thus (5.63) takes the form
w˙ = ∇Awα+1 − cpr1+χ (a11 + a2(1 + 2)r2 + · · ·)+ · · · + small terms. (5.64)
In this case the Newton diagram is shown in Fig. 7, therefore, when we pass to a smaller horn, it will
not be case X (the Newton diagram for case X is shown of Fig. 6). Thus the order of vanishing of the
leading term at u˙ at its critical point will decrease in the next step if we need to pass to a smaller
horn.
P. Goldstein / J. Differential Equations 247 (2009) 2517–2557 2547Fig. 8.
In a horn of type IVb
r˙ = r1+χ (−cp − aλ〈(ψ,−β),∇ F (u)〉)+ · · · ,
thus
w˙ = ∇Awα+1 + r1+χ (−cp − aλ〈(ψ,−β),∇A(w − a1r1 − · · ·)α+1〉)(a11 + · · ·)
+ · · · + small terms. (5.65)
What powers of r accompany in (5.65) the terms of homogeneity degree (with respect to w) equal
to ν , ν = 0,1, . . . ,α? An easy calculation gives that for ν = 0 the smallest exponent of r is equal to
1 + χ , while for ν = 1,2, . . . ,α it is equal to (α − ν + 1)1 + χ . In this case the Newton diagram
looks as shown in Fig. 8; as before we see that case X cannot occur again and the order of vanishing
of F in its critical points will, after passing to a smaller horn, decrease.
We are left with the IVc type of horn:
r˙ = −aλr1+χ 〈(ψ,−β),∇ F (u)〉+ · · · .
Then
w˙ = ∇Awα+1 − aλr1+χ 〈(ψ,−β),∇A(w − a1r1 − · · ·)α+1〉(a11 + · · ·)
+ · · · + small terms. (5.66)
As in the previous case, the terms of homogeneity order (with respect to w) equal to ν (ν =
0,1, . . . ,α) appear with powers of r with exponents starting from (α − ν + 1)1 + χ . The New-
ton diagram for this case differs (in its important features) from the one in Fig. 8 only by the lack
of term with coordinates (0, 1 + χ). Also in this case, when passing to a smaller horn, we shall not
encounter case X – thus the order of vanishing of F at its critical points will decrease.
The above analysis shows that
• either after a ﬁnite number of steps – blow-ups (i.e. passing to smaller horns) and, possibly,
passing to a new coordinate w = u + a1r1 + · · · – we arrive at a situation, when the leading,
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• or at a certain moment we arrive in a horn of type II or IV,
• or, after a ﬁnite number of steps, the order of vanishing of F at its critical point is equal to 2. In
this case the equation
u˙ = ∇ F (u) + · · ·
has a non-vanishing, hyperbolic (because F is harmonic) linearization at this critical point –
therefore ∇ F (u) does dominate the remaining terms; in fact this case has already been analyzed
as one of the cases I, III, IV or VI (depending on the form of r˙ in that horn).
Thus, in order to ensure the ﬁniteness of the family H, we correct the construction as follows: we
proceed with the construction as before, adding new generations of horns. If, however, we have in
a certain horn the situation, in which case X appears an inﬁnite number of times in a row (i.e. we
would inductively add an inﬁnite number of generations of horns), we give up this course, and add a
horn around a new variable w , given by (5.61), instead. In the next step we continue as in the original
construction, adding horns, in which higher order terms in w˙ dominate the leading, gradient one; we
continue so, unless we fall again in the situation, when the case X happens an inﬁnite number of
times, which needs the treatment described above. Anyway, the order of vanishing of F at its critical
points must decrease – and thus this construction is necessarily ﬁnite.
5.0.10. Non-oscillation property
We still need to show that the present family H has the non-oscillation property. It turns out that
the horns in H might still need some minor adjustments. Namely, note that the domination, ordering
(for r suﬃciently small) and ﬁniteness properties of H (see introduction to Part 4) are not affected, if
instead of a horn H = {(r,u): |u| < 1} in H we take CH = {(r,u): |u| < C} for any ﬁxed C .
Let us ﬁrst note that not every oscillation is harmful: if a trajectory γ does oscillate with respect
to a horn H, but stays, for some constant C > 1 and r suﬃciently small, in the horn CH, we can sub-
stitute CH for H in the family H, and we will have non-oscillation property for γ proved. Therefore
what we need to exclude is the possibility for γ to subsequently enter H and leave CH an inﬁnite
number of times – such behavior I shall describe as “essential oscillation”.
Thanks to the ﬁniteness of the family H it is enough to exclude the oscillations in the following
setting:
Let us suppose that a trajectory γ does not leave any more a horn H with horn coordinates (r,u),
of any type, except II and V (see remark below). In these coordinates either
r˙ = r1+β(. . .)
u˙ = ∇ F (u) + · · ·
or
r˙ =mrF (u) + · · ·
u˙ = ∇ F (u) + · · · .
The latter case refers to the situation when H is one of the initial cones (the equations above are
rewriting of (5.2), with u and F in place of θ and F˜0). We shall refer to this particular case as the
initial case, and we shall return to it later. For the moment let us drop this case and suppose that H
is a horn with w(H) > 1.
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no smaller horns of the family H in H), and by the theorem of Sanz no trajectory that stays in such
a horn might oscillate.
Let H′ be a horn around a critical point u = u˘ of F , such that outside H′ the gradient term does
dominate in u˙ (i.e. |u˙ − ∇ F (u)| 12 |∇ F (u)|). The horn H′ is given by the condition |u − u˘| r . We
need to prove that γ cannot essentially oscillate with respect to the boundary of H′ .
Remark. Not every pair of subsequent horns H′ ⊂ H in H is obtained in this way – it might happen
as well that the smaller horn H′ appeared as a remedy to a recurring case X (see previous section),
and thus it is described by
∣∣u − u˘ + a1r+1 + a2r+1+2 + · · ·∣∣ r .
Note, however, that in this case, for r suﬃciently small, we have H′ ⊂ 2H˜′ , where H˜′ is given by
the condition |u − u˘| r . Similarly, H˜′ ⊂ 2H′ for r small. This implies that any trajectory oscillating
essentially with respect to H′ must oscillate essentially with respect to H˜′ as well, and it is enough
to exclude essential oscillations in the setting given above.
By Theorem 3.2 we might suppose that the projection γu onto the u coordinate plane does not
leave a certain neighborhood U of u˘.
The point u˘ is an isolated critical point of F , thus for any u ∈ U
∣∣F (u) − F (u˘)∣∣ |u − u˘|k+1, (5.67)∣∣∇ F (u)∣∣≈ |u − u˘|k, (5.68)
and there exist constants C1, C2 such that
∣∣∇ F (u)∣∣ C1rk inside H′, (5.69)∣∣F (u) − F (u˘)∣∣ C1r(k+1) inside H′, (5.70)∣∣∇ F (u)∣∣ C2rk outside H′. (5.71)
In what follows we shall prove that all the possible cases of essential oscillations reduce to the
following setting: H′ ⊂ H, γ oscillates essentially with respect to H′ and, outside H′ , (5.72) holds
(i.e. movement in the r direction is much slower that in the u direction). The sketch of the idea
where the contradiction lies is the following: outside H′ the gradient term ∇ F dominates in u˙, thus
F increases on γ whenever γ is outside H′ . The distance (in u coordinate) that γ has to run outside
H′ in order to oscillate essentially is big enough for F to grow above the values it takes in H′ – thus
it cannot return to it any more.
Let us ﬁrst suppose that the gradient system in H takes form
r˙ = −cr1+β + · · ·
u˙ = ∇ F (u) + · · ·
and, moreover, that k > β (in other words – the horn H is of type I, III with F (u˘) = 0, IVa or IVb,
and the horn H′ is very narrow). We shall introduce yet another horn H′′ , H′ ⊂ H′′ ⊂ H, given by
condition |u|  Crβ . One can easily check that the gradient system in the horn coordinates (r,w)
related to H′′ takes the form
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thus H′′ is of type II or V. In such horns we have already proved the existence of invariant manifolds
– and, in particular, excluded the possibility of oscillation for any trajectory that stays in the horn.
This shows that the trajectory γ has to oscillate with respect to H′′ as well.
This allows us to limit ourselves to three cases: either k  β (ﬁrst case), or the horn H is of
type III (with F (u˘) = 0), IVc or VI (second case), or we are in the initial case. In all three cases we
will study the quantity dr/dσ , where σ is the arc-length parameter of the projection of γ onto the
u coordinates. Note that in the ﬁrst case, outside H′ ,
∣∣∣∣ drdσ
∣∣∣∣= |r˙||u˙| 
cr1+β
c2rk
 C3r.
Analogously, in the second case, |r˙| Cr1+β |∇ F (u)| C3r1+β |u˙|, therefore, as before,
∣∣∣∣ drdσ
∣∣∣∣ C3r. (5.72)
Let us now prove the inequality (5.72) in the initial case. Recall that the function F satisﬁes, by
(5.4), F = −m(m + 1)F . This shows that if F (u˘) = 0, then D2F (u˘) = 0 and, by the same arguments
as those in Part 2, gradient system has non-zero eigenvalues, invariant manifolds exist in H, and no
oscillation may occur inside H by the argument of Sanz.
If, however, F (u˘) = 0, and conditions (5.67)–(5.71) hold, we have outside H′
∣∣∣∣ drdσ
∣∣∣∣ |mrF (u)| + r
2(. . .)
1
2 |∇ F (u)|
 cr|u − u˘|
k+1
|u − u˘|k +
r2(. . .)
C2rk
.
The ﬁrst summand is bounded by 12C3r regardless of the value of  . So would be the second one, if
we could ensure that k 1. Note, however, that if our trajectory would be contained in any horn H′′
with H′ ⊂ H′′ ⊂ H, w(H′′) > 1, we could drop out of the initial case and analyze its oscillations in
H′′ in place of H. We may thus suppose that γ oscillates with respect to any such H′′ , in particular
with 1 +  ′ = w(H′′) small enough to have  ′k  1. Then we substitute H′′ for H′ and (5.72) is
proved for the initial case as well.
We have reduced the problem to the setting described above (H′ ⊂ H, γ oscillates essentially with
respect to H′ and, outside H′ , (5.72) holds).
Suppose γ leaves H′ at a point (r1,u1), reaches the boundary of CH′ for some (big enough, to be
set later) C , and then returns to H′ at (r2,u2).
First, suppose that on the segment described above r does not leave the interval [1/2r1,3/2r1]. In
this case the length the projection of γ onto the u-plane is  c4(C − 3)/2r1 , therefore
F (u2) − F (u1) 1
2
∫
|∇ F |dσ
 1
2
c4
C − 3
2
r1 · C2
rk1
2
= c5
(
C − 3)r(k+1). (5.73)
On the other hand, inside H′ , for r  32 r1,
∣∣F (u) − F (u˘)∣∣ C1r(k+1)1 .
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dicts the assumption that r2 ∈ [ 12 r1, 32 r1].
Now let us suppose that r leaves the interval [1/2r1,3/2r1] before returning to H′ . Denote the
ﬁrst point at which this happens by (r3,u3), r3 ∈ { 12 r1, 32 r1}. In this case the length of the projection
of γ onto the r direction exceeds 12 r1. On the other hand, (5.72) holds, thus
F (u3) − F (u1) 1
2
∫
|∇ F |dσ

∣∣∣∣∣
r3∫
r1
C1r
k dr
r
∣∣∣∣∣
 C4rk1 . (5.74)
If only r1 is small enough, F (u3) exceeds the values of F attained at points of H′ for r  32 r1 (see
(5.70)) – thus r2 > 32 r1. Then, however,
F (u2) − F (u1) 1
2
∫
|∇ F |dσ

∣∣∣∣∣
r2∫
r1
C1r
k dr
r
∣∣∣∣∣
 C5rk2 (5.75)
and, if r2 is chosen small enough, F (u2) exceeds the values that F takes in H′ at the level r = r2. This
gives the desired contradiction.
6. Properties of Γ−ε,k
As I have mentioned in the introduction, the ﬂow of a gradient of a harmonic function does pre-
serve volume. This is a consequence of a well known theorem of Liouville:
Theorem 6.1. Let x˙ = H(x) be a system of differential equations, such that its solutions can be prolonged for
all t > 0; by gt let us denote the ﬂow of the ﬁeld H(x). If div H(x) ≡ 0, then the ﬂow gt does preserve volume.
A proof of this theorem can be found for example in [3]. In our case H(x) = ∇ f (x, y, z), div H =
 f ≡ 0.
This shows that the arcs Γ−ε,i cannot form a cycle in V−ε that would be homotopy-trivial (i.e.
contractible in V−ε). If there was such a cycle, then the set obtained by the ﬂow-images of the
interior of the cycle (“phase tube”), which clearly does have positive volume, would be transformed
by the ﬂow into S0, of volume 0. This is illustrated, for an isolated critical point P , by Fig. 9.
6.1. Example of a ﬂow with an inﬁnite order of tangency of strata
In this section I present a construction of a function, for which two arcs Γ−ε,i and Γ−ε, j have an
inﬁnite order of tangency.
To start with, I seek a homogeneous, harmonic polynomial with the phase portrait on (a piece of)
the unit sphere S as the one shown in Fig. 10.
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Fig. 10.
The interval NP is a segment of the y = 0 circle, while the interval PQ – a segment of x= 0. I want
to have non-degenerate saddle points at P and Q and a semi-degenerate saddle-node point at N –
degenerate in the direction NP, non-degenerate in the orthogonal direction.
Let us note that a polynomial F of degree 2n that is homogeneous and even with respect to all
the coordinates can be written as
F =
n∑
i=0
f i(x, y)z2i
(2i)! , (6.1)
therefore
F =
n∑  f i + f i+2
(2i)! z
2i . (6.2)i=0
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F f (x, y, z) =
n∑
k=0
(−1)k 
k f (y, z)
(2k)! x
2i, (6.3)
where k denotes a k-tuple composition of Laplacian. An easy calculation (using (6.2)) shows that
F f = 0.
I shall seek the polynomial with the phase portrait given in Fig. 10 among the polynomials of the
form:
m(x, y, z) = c1F f1(x, y, z) + c2F f2(x, y, z) + c3F f3(x, y, z) (6.4)
+ c4F f4(x, y, z) + c5F f5(x, y, z) + c6F f6(x, y, z) + c7F f7(x, y, z), (6.5)
with
f1(y, z) = y12, f2(y, z) = y10z2, f3(y, z) = y8z4, f4(y, z) = y6z6,
f5(y, z) = y4z8, f6(y, z) = y2z10, f7(y, z) = z12.
I take P = (0,0,1), N = (−1/4,0,√15/4). Then we have to choose the coeﬃcients c1, . . . , c7 in such
a way that the following conditions are satisﬁed:
1. The function m does have (on the sphere, not in R3) a saddle-node point at N , degenerate in the
described way – this gives us two equations (the ﬁrst and second derivatives in the NP direction
must vanish) and two inequalities: for the third derivative in the direction of NP and the second
in the y direction.
2. There is a non-degenerate saddle point at P – this gives us two inequalities for the second deriva-
tives at P .
3. There are no other critical points on the segment NP.
4. The critical point with x = 0 that is closest to P (a candidate for Q ) is a non-degenerate saddle
point – this gives two more inequalities.
5. m(P ) < 0 and m(Q ) < 0 (it is enough to ensure the second inequality).
Rather tedious calculations show that all these conditions are satisﬁed e.g. by
c1 = −4094.98, c2 = 17.9005, c3 = 55.9299, (6.6)
c4 = 1, c5 = −0.5, c6 = 0.016, c7 = −0.0002, (6.7)
which gives
m(x, y, z) = −4091.65x12 + 270104x10 y2 − 2026140x8 y4 + 3782690x6 y6
− 2026690x4 y8 + 270251x2 y10 − 4094.98y12 − 55.3015x10z2 + 2155.84x8 y2z2
− 8488.21x6 y4z2 + 6906.17x4 y6z2 − 1141.1x2 y8z2 + 17.9005y10z2
+ 55.4537x8z4 − 1572.4x6 y2z4 + 3955.09x4 y4z4 − 1581.04x2 y6z4
+ 55.9299y8z4 + 1.3128x6z6 − 9.64x4 y2z6 − x2 y4z6 + y6z6 − 0.359x4z8
+ 2.28x2 y2z8 − 0.5y4z8 − 0.0028x2z10 + 0.016y2z10 − 0.0002z12. (6.8)
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Now we shall perturb the function m(x, y, z) with a function τ p(x, y, z), with τ small, in such a
way that g(x, y, z) =m(x, y, z) + τ p(x, y, z) has at N a critical point degenerate in the same way, as
m had. I shall ensure that by demanding that the ﬁrst 3 derivatives of p(x, y, z) in the direction NP
vanish. I also request that p(x, y, z) has a critical point at P . If the perturbation is suﬃciently small,
then the type of the critical points P and Q (and the non-degeneracy of the critical point at N in
the direction orthogonal to NP) does not change. The position, however, of the point Q might slightly
shift. The last condition imposed on the function p is that its gradient has a non-zero x component
at Q .
I seek the function p of the form
p(x, y, z) = AHg1(x, y, z) + BHg2(x, y, z) + CHg3(x, y, z)
+ DHg4(x, y, z) + EHg5(x, y, z), (6.9)
with
g1(x, y) = x13, g2(x, y) = x11 y2, g3(x, y) = x9 y4,
g4(x, y) = x7 y6, g5(x, y) = x5 y8, (6.10)
and
Hg(x, y, z) =
n∑
k=0
(−1)k 
k g(x, y)
(2k)! z
2i
(Hg is analogous to F f , only with x and z interchanged).
The conditions on N (four equalities and an inequality) allow us to eliminate the coeﬃcients A, B ,
C and D; on E we get an inequality satisﬁed for all E > 0. We may choose
A = 0.013447, B = −0.673711, C = 3.57395, D = −4.14036, E = 1.
The function p(x, y, z) has the form
p(x, y, z) = 0.013447x13 − 0.673711x11 y2 + 3.57395x9 y4 − 4.14036x7 y6 + x5 y8
− 0.375151x11z2 + 15.6104x9 y2z2 − 66.5567x7 y4z2 + 58.9476x5 y6z2 − 10x3 y8z2
+ 0.837152x9z4 − 27.1058x7 y2z4 + 85.5794x5 y4z4 − 51.5793x3 y6z4 + 5xy8z4
− 0.20211x7z6 + 3.7164x5 y2z6 − 5.47359x3 y4z6 + 0.98253xy6z6 + 0.018854x5z8
− 0.154371x3 y2z8 + 0.0601013xy4z8 − 0.000759301x3z10 + 0.0022779xy2z10.
(6.11)
We may note that ∇p(x, y, z) has a positive x component at Q . Moreover, the second derivative of
p at P does vanish, so the perturbation τ p has no impact on the principal directions at the critical
point P .
The phase portrait for the perturbed function is shown in Fig. 11.
The existence of a trajectory from N (with t → −∞) to Q˜ (t → ∞), shown in Fig. 11, needs some
explanation. Its existence is a consequence of Waz˙ewski theorem (Theorem 3.5). The argument is
illustrated in Fig. 12. The Uα sets are the two straight semi-lines, through which the trajectories go
outwards, while any transversal section of the ﬂow between these semi-lines can serve as Vβ . Taking
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S to be this section together with the intersection points with
⋃
Vβ we notice that the two points
in Ω0e ∩ S are a retract of Ω0e , but not of S – so there exists a trajectory that stays between the two
semi-lines. This, in fact, is a generic use of Waz˙ewski’s theorem.
In the area denoted as II the ﬂow is a diffeomorphism between the sections transversal to the
ﬁeld (i.e. the gray segments separating areas I, II and III) – we may thus, reversing the time direction,
prolong the trajectory found in the area I to the border of area III. In this last area, with time reversed,
all the trajectories fall into N .
On the other hand, there still exists a trajectory from N to P , lying on the circle {y = 0}, because
the function m(x, y, z) + τ p(x, y, z) is even in y, so this circle is invariant with respect to the ﬂow
of ∇(m + τ p), and there are no other critical points between N and P . I shall show that the two
trajectories – from N to Q˜ and from N to P – are inﬁnitely tangent at N .
For convenience I shall analyze the gradient system in the neighborhood of N , with time reversed.
It has the form
u˙ = −Bu2 + · · · (6.12)
y˙ = −Ay + · · · , (6.13)
with u = x+ 1/4, A, B > 0.
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• The function g is even in y – thus on the right-hand side of (6.13) there are only odd powers
of y. In particular all the omitted terms are divisible by y, as no term of the type xn can arise.
Therefore (6.13) is of the form
y˙ = −Ay(1+ · · ·). (6.14)
• If y0/u0 < M and u0 and y0 are suﬃciently small, u0, y0 > 0, then the ratio y/u is decreasing
along the trajectory of (6.12), (6.13):
d
dt
(
y
u
)
= y˙
u
− yu˙
u2
= −Ay + · · ·
u
− y
u
−Bu2 + · · ·
u
<
(
−A + δ + δ y
u
)
y
u
< (−A + δ + δM) y
u
(6.15)
with δ small (in (6.15) I separated the terms omitted in the ﬁrst line into terms dependent on
y and terms dependent only on u, then, using the fact that both y and u are small, I estimated
both sums by a small, common δ).
We may thus suppose that along the analyzed trajectory from N to Q˜ (from Q˜ to N with time
reversed) we have y/x< M . This allows us to write the following estimate:
(−B − ε)u2  u˙  (−B + ε)u2
for some small ε, which gives an estimate for the solution:
1
(B + ε)t + 1/u0  u(t)
1
(B − ε)t + 1/u0 . (6.16)
In a similar way I may estimate the higher order terms in (6.14):
−Ay(1+ ε) < y˙ < −Ay(1− ε),
which gives
y0e
−A(1+ε)t  y(t) y0e−A(1−ε)t . (6.17)
Combining (6.16) and (6.17) we get
y0 exp
(
− A(1− ε)
B + ε
(
1
u
− 1
u0
))
 y(t) y0 exp
(
− A(1+ ε)
B − ε
(
1
u
− 1
u0
))
, (6.18)
which shows that the trajectory – the graph of y(u) – does have an inﬁnite order of tangency with
the {y = 0} axis at (0,0), that is at the point N .
The phase portrait of the gradient of g on smaller spheres concentric with S is the same
(the impact of the perturbation decreases with the radius, because g(δx, δy, δz) = δ12[m(x, y, z) +
δτ p(x, y, z)]).
In the spherical coordinates (r,u) (u ∈ S2) we may write g(x, y, z) = r12G(u) + τ r13G1(u). There-
fore the gradient system has the form (cf. (5.1))
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u˙ = r10∇G(u) + · · · , (6.20)
after reparameterization
r˙ = 12rG(u) + · · · (6.21)
u˙ = ∇G(u) + · · · . (6.22)
In the neighborhood of (r,u) = r Q˜ this system has a two-dimensional stable manifold (m(Q ) < 0,
thus for τ suﬃciently small we have G(Q˜ ) < 0, moreover the two eigenvalues of ∇G(u) at Q˜ are of
different sign – there is a saddle point at Q˜ on S . We may conclude that the trajectories from rN to
r Q˜ for r ∈ [0,1] span a manifold invariant with respect to ∇g (the ﬂow of ∇g is a diffeomorphism
away from the critical points of g), that has an inﬁnite order of tangency with (also invariant) plane
{y = 0, x ∈ (−1/4,0)} along the segment {rN}.
Take r0 such that g(r0N) = −ε. Both these invariant manifolds are, in the neighborhood of r0N ,
transversal to the level set V−ε = {g = −ε}, their intersections – the arcs ΓQ˜ and ΓP – have in r0N an
inﬁnite order of tangency. These are the strata of my stratiﬁcation, corresponding to the trajectories
falling into (0,0,0) that are tangent to r Q˜ and r P , respectively.
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