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Abstract We describe a family of lattice models that support a new class
of quantum magnetism characterized by correlated spin and bosonic ordering
[Phys. Rev. Lett. 112, 180405 (2014)]. We explore the full phase diagram of the
model using Matrix-Product-State methods. Guided by these numerical results,
we describe a modified variational ansatz to improve our analytic description of
the groundstate at low boson frequencies. Additionally, we introduce an experi-
mental protocol capable of inferring the low-energy excitations of the system by
means of Fano scattering spectroscopy. Finally, we discuss the implementation
and characterization of this model with current circuit-QED technology.
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1 Introduction
In the quest of the quantum computer, the development of quantum-information architec-
tures based on ultracold atoms [1], trapped ions [2], superconducting circuits [3], or arrays
of quantum dots [4], has reached a point (or will probably do in a near future) where it is
possible to isolate a quantum system composed of many particles and control its dynamics
such that it behaves according to a desired quantum many-body model [5]. These quantum
many-body platforms have certain appealing features, such as the possibility of (i) performing
experiments in a clean environment, (ii) designing the microscopic parameters of the model
Hamiltonians, (iii) initialising and probing the system even at the single-particle level, and
(iv) tracking its full dynamical evolution. This constitutes a unique oportunity where exper-
imental results may guide the development of new analytical and numerical tools, and serve
as a testbed for new theoretical ideas addressing longstanding problems in quantum many-
body physics [6]. Possible examples are the relation of high-temperature superconductivity
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to the Hubbard model, the existence of thermalisation in closed many-body systems, or the
interplay of interactions, frustration and quantum fluctuations in quantum spin models.
In this article, we will focus on the latter. We note that, with the exception of [7], the
usual approach towards the realisation of magnetism in these quantum many-body platforms
relies on perturbative processes that yield effective spin-spin interactions, such as the super-
exchange of atoms in optical lattices [9], or the virtual exchange of phonons in ion crys-
tals [8]. In this case, one must work in a perturbative regime in order to trace/integrate out
the carriers and obtain the desired spin Hamiltonian [10,11] or Liouvillian [12]. This lim-
its the strength of the spin-spin interactions, posing thus serious technological challenges to
minimize other sources of technical or thermal noise, such that they lie below the strength
of spin-spin interactions. To overcome this limitation, one needs to abandon this perturbative
regime, accepting thus that the carriers cannot be simply traced/integrated out. Instead, one
is forced to consider them as part of the magnetic ordering of the system. The main challenge
is to find models where the bosons, rather than destroying the magnetic order, contribute to
it yielding hybrid spin-boson magnets. In this work, we discuss certain models that lead to a
spin-boson analogue of Ising magnets. We shall focus on the interspersed spin-boson (ISB)
lattice model [13], which we consider as a representative of these hybrid magnetic phases.
This paper is organised as follows. In Sec. 2, we introduce the ISB lattice model, and
present analytical and numerical results that describe its full phase diagram. In Sec. 3, we
discuss many-body spectroscopic protocols to probe the nature of these hybrid magnets. We
turn into a possible implementation of the class of ISB lattice models in circuit-QED plat-
forms in Sec. 4, and we present some conclusions and outlook in Sec. 5.
2 The Interspersed Spin Boson Lattice Model
2.1 The model: definition and background
Let us introduce the family of lattice models under consideration, which is defined by an undi-
rected graph G= (V,E), where the set of vertices V =Vs
⋃
Vb results from the union two dis-
joint subsets Vs
⋂
Vb = 0 (see Fig. 1(a)). The vertices s ∈Vs and b ∈Vb host spin and bosonic
degrees of freedom, respectively, which are represented by Pauli matrices σ s = (σ xs ,σ
y
s ,σ zs )
and bosonic creation-annihilation operators a†b,ab. The set of edges E is composed by lines
e = (s,b) that connect spin s ∈ Vs and bosonic b ∈ Vb vertices, defining thus the spin-boson
couplings. Finally, the dynamics of the model is dictated by the spin-boson Hamiltonian
HISB = ∑
s∈Vs
ωs
2
σ zs + ∑
b∈Vb
ωba†bab+ ∑
(s,b)∈E
gs,bσ xs (ab+a
†
b), (1)
where ωs (ωb) is the spin (boson) resonance frequency, gs,b ∈ R is the spin-boson coupling,
and we set h¯ = 1. Let us describe a particular example of Eq. (1) that leads to the famous
spin-boson model [14]. This model, which explores the dynamics of a quantum two-level
system coupled to an environment, can be obtained from the Hamiltonian (1) by considering
a single spin coupled to a collection of bosons (i.e. each vertex b ∈ Vb corresponds to a
different mode of the environment, as in Fig. 1(b)). By including more spins, and shaping the
spin-boson couplings appropriately, we will go beyond this model, accessing the physics of
strongly-correlated systems and quantum phase transitions in hybrid spin-boson magnets.
To illustrate the richness of this family of interspersed spin boson (ISB) lattice models (1),
and to connect to existing literature, we focus on a graph where the spins are only connected
to a pair of bosons and viceversa (see Fig. 1(a)). We can put this model on a chain zi = id with
lattice spacing d, and i∈ {1 · · ·N}, where each of the spins has two neighbouring bosons, and
the unit cell contains a spin-boson pair (see Fig. 1(c)). The ISB lattice model thus becomes
HISB =∑
i
ω0
2
σ zi +∑
i
ωa†i ai +∑
i
σ xi (g1ai +g2ai−1+H.c.), (2)
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Figure 1. Scheme of the Interspersed Spin Boson Lattice model: (a) Scheme of the general ISB
model (2) described by an undirected graph with spin and boson vertices joined by edges. (b) Spin-
boson model for the dissipation of a two-level system coupled to a bosonic environment. The bosonic
modes have different frequencies {ωb}, and inhomogeneous couplings {gb} to the spin, defining the
bath spectral density J(ω) = ∑b |gb|2δ (ω −ωb). (c) Mapping of the ISB lattice model in (a) to a 1D
chain, where each unit cell contains a spin-boson dimer with nearest-neighbour spin-boson couplings.
where the spin (boson) resonance frequency ω0 (ω) is homogeneous, and the sign of g1,g2 ∈
R determines the ferro (g1/g2 > 0) or anti-ferro (g1/g2 < 0) spin-boson ordering. We set
|g1|= |g2|=: g without loss of generality, and focus on the anti-ferro regime g1 =−g2 = g.
At this point, let us compare our model to the Jaynes-Cummings and Rabi lattice models,
which arise in coupled-cavity arrays [15,16], or trapped-ion crystals [17,18], and may be con-
sidered as particular instances of cooperative Jahn-Teller models [19]. In these models, spins
only interact locally with the bosonic modes, which are in turn coupled among themselves.
In the limit of perturbative spin-boson couplings, the bosons act as mediators of long-range
spin-spin interactions, either for the Jaynes-Cummings [11] or the Rabi [10] lattice. In con-
trast, bosons in the perturbative regime of the ISB lattice model (2) yield short-range nearest-
neighbour interactions. This particular feature allowed us to develop an analytical theory
beyond the perturbative regime (i.e. ultra-strong coupling g ∼ ω,ω0 ) [13] which, supple-
mented by extensive numerical simulations, showed that the ISB lattice model hosts a hybrid
spin-boson quantum phase transition within the Ising universality class. This phenomenon
coincides with previous predictions for the Rabi lattice model [16,18], indicating that both
systems should lie in the same universality class. Just as the nearest-neighbour quantum Ising
model, due to its analytical tractability [21], enjoys a privileged position within a universality
class that hosts models with long-range interactions [20]; we consider that the ISB lattice
model (2) is the prototype of a class of hybrid spin-boson quantum magnets displaying a Z2
quantum phase transition, which also includes models with longer range such as [16,18].
In section 2.2 below, we will start with a brief review of our analytical theory for the
ISB groundstate [13], where we studied ultrastrong couplings |g|. ω , but limited ourselves
to high bosonic frequencies ω0 < ω . Then, we shall explore numerically the remaining part
of the phase diagram ω0 > ω , and show that our variational ansatz still works considerably
well except for ω  ω0. In that particular regime, we modify our ansatz and show that
the phenomenology of a spin-boson quantum magnet still applies. This complements our
previous work [13], and constitutes a full study of the phase diagram of the ISB lattice model.
Finally, in section 2.3, we discuss the analytical theory for the low-energy excitations.
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2.2 Variational ansatz for the many-body groundstate
2.2.1 Lang-Firsov-type ansatz
We use a type of Lang-Firsov transformation, first introduced in the context of polarons in
electron-phonon systems [22], by adapting it to the ISB model on the chain (2). This unitary
transformation, which can be expressed as
ULF = e−i∑i
Θi
2 σ
x
i , Θi =−i 2gω
(
ai −ai−1−a†i +a†i−1
)
, (3)
allows us to define a family of variational states |ΨLFGS 〉=U†LF |ψspin〉
⊗
i e
αia†i −α∗i ai |0i〉 ,where
|0〉i is the vacuum of the corresponding boson. This ansatz is composed of a spin state |ψspin〉
with an exponentially-large number of complex variational parameters, and a product of
bosonic coherent states with N real variational parameters. Due to the Lang-Firsov unitary
ULFai U
†
LF = ai −
g
ω
(σ xi −σ xi+1), ULFσ zi U†LF = cosΘiσ zi + sinΘiσ zi , (4)
and considering that 〈αi|cosΘi |αi〉 = e−4(g/ω)2 and 〈αi|sinΘi |αi〉 = 0 for αi ∈ R, the vari-
ational minimisation ELFGS = min{〈ΨLFGS |HISB |ΨLFGS 〉} leads the bosonic vacuum αi = 0 in the
transformed picture. Additionally, the spin state corresponds to the groundstate of an antifer-
romagnetic Ising model with an exponentially-renormalised transverse field (rTIM), namely
HrTIM = J∑
i
σ xi σ
x
i+1+ht∑
i
σ zi , J =
2g2
ω
, ht =
ω0
2
e−
4g2
ω2 . (5)
As advanced in the introduction, we obtain only nearest-neighbour interactions, which con-
trasts to the long-range spin-spin interactions that appear in the Jaynes-Cummings [11] and
Rabi [10] lattice models. This feature allows for a complete analytical solution of the vari-
ational ansatz [13] after the standard Jordan-Wigner [23] and Bogoliubov [24] transforma-
tions. Let us leave the explicit expressions for the Jordan-Wigner-Bogoliubov fermions to
the section on the low-energy excitations, and focus instead on the prediction of the critical
line and the hybrid nature of the spin-boson Ising magnet. Our ansatz predicts a correlated
anti-ferromagnetic ordering of both the spin and the boson ’polarisations’
〈σ xi 〉LF = (−1)i
(
1−λ 2)1/8 θ(1−λ ), 〈ai 〉LF = (−1)i+1 2gω (1−λ 2)1/8 θ(1−λ ), (6)
where λ = ht/J, and θ(x) is the Heaviside step function that yields a critical line at ht = J.
Let us emphasise that, as announced in the introduction, the bosons of the ISB lattice model
are not merely carriers to be traced/integrated out, but instead contribute to the hybrid spin-
boson anti-ferromagnetic ordering when h< J. For the ISB model, such an order corresponds
to the Ne´el alternation of the direction of both the spin projection and bosonic displacement.
In Fig. 2, we benchmark our ansatz with the numerical results obtained with a routine
based on Matrix-Product-States, the so-called iTEBD [25,26,27]. In the regime ω >ω0 stud-
ied in [13], the agreement with our ansatz is almost perfect (Fig. 2(a)). However, we have
now explored the regime ω < ω0, where some discrepancies start arising in a small region
around ω  ω0 (Fig. 2(b)). This is not surprising in light of the infrared divergence of the
Lang-Firsov displacements (4) and the vanishing of the transverse field (5) as ω → 0, an
effect which has already been identified in the standard spin boson model [14], and under-
lies the total breakdown of the Lang-Firsov ansatz. In contrast to this model, where the spin
couples to a finite density of low-frequency bosons, our spins only couple to a pair of low-
frequency modes. Moreover, the spin-boson coupling is a free parameter in our model (i.e.
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Figure 2. Phase diagram of the Spin Boson Lattice model: (a) Magnetization 〈σ xi 〉 of the ISB
groundstate for large bosonic frequencies ω > ω0. The critical line predicted by Eq. (6) corresponds to
the white dashed line. (b) Small bosonic frequencies. (c) Full phase diagram of the ISB lattice model
with the parameterization ω = δ cosθ , and ω0 = δ sinθ .
not fixed by a certain spectral density J(ω) ∝ ωs as in [14]). Hence, it is always possible to
lower g in order to attain the critical region J ∼ ht even for ω  ω0. We believe that it is
the combination of these two properties which reduces the spurious effects of the infrared
divergence, such that the Lang-Firsov ansatz does not break down completely. Anyhow, one
could try to improve the Lang-Firsov ansatz even further by applying techniques developed
in the context of the spin-boson model [14] to overcome the infrared divergence. This is the
goal of the following section.
2.2.2 Silbey-Harris-type ansatz
Paralleling the previous section, we introduce a type of Silbey-Harris transformation, intro-
duced in the context of Kondo [28] and spin-boson [29] models. This variational transforma-
tion can be adapted to the ISB model (2) as follows
USH( f ) = e−i∑i
Θi
2 σ
x
i , Θi =−i 2 fω
(
ai −ai−1−a†i +a†i−1
)
, (7)
where f is no longer fixed, but a variational parameter. In the spin-boson model [29], the
variational minimisation yields a different displacement f (ω) for each bosonic mode. For
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large boson frequencies f → g, and one recovers the Lang-Firsov displacement. On the con-
trary, the displacement vanishes f → 0 for small frequencies, since the low-frequency bosons
cannot adapt adiabatically to the spin. It is this behaviour which cures the infrared divergence.
In addition to the Silbey-Harris unitary, we use a spin-boson inversion for even sites
UeZ2 = e
−i pi2 ∑iσ z2ieipi∑i a
†
2ia2i . (8)
This last transformation encodes the anti-ferromagnetic alternation, allowing us to consider
translationally-invariant coherent states |ΨSHGS 〉=U†eZ2U
†
SH( f ) |ψspin〉
⊗
i e
αa†i −α∗ai |0i〉. In con-
trast to the previous Lang-Firsov ansatz, this new ansatz has an additional variational param-
eter f , and a single real variational parameter for the bosonic coherent states. Using the coun-
terpart of the transformations (4), the variational minimisation ESHGS =min{〈ΨSHGS |HISB |ΨSHGS 〉}
yields now a nearest-neighbour Ising model in mixed transverse and longitudinal fields
HrTLIM = J( f )N+ωα2N+ J( f )∑
i
σ xi σ
x
i+1+ht( f )∑
i
σ zi +h`( f ,α)∑
i
σ xi , (9)
where the different constants now depend on the variational parameters
J( f ) =
2 f ( f −2g)
ω
, ht( f ) =
ω0
2
e−
4 f 2
ω2 , h`( f ,α) = 4α(g− f ). (10)
Unfortunately, this model is no longer exactly solvable via the Jordan-Wigner map-
ping [21]. The so-called string operator that appears when expressing the longitudinal field
σ xi in terms of fermions ci ,c
†
i , namely σ
x
i = ⊗ j<i(1− 2c†jc j)(ci + c†i ) makes the prob-
lem non-quadratic. Therefore, in order to carry on further with the ansatz, we will have
to make some approximations. We use a sort of Hartree-Fock decoupling σ xi → 〈σ xi 〉 =(
1−λ 2t
)1/8 θ(1−λt), where λt = ht( f )/|J( f )|, and the expectation value of the transverse
magnetization is calculated for the Ising model with vanishing longitudinal field. As we will
see from the the numerical benchmark, this rather drastic approximation turns out to capture
the low-frequency physics of the problem slightly better than the previous ansatz. Altogether,
the variational energy that must be minimised is
ESHGS ( f ,α) =
(
J( f )+ωα2− 2J( f )
pi
(1+λt)E (θt)+4α(g− f )
(
1−λ 2t
)1/8 θ(1−λt))N,
(11)
where we have introduced the elliptic integral E (θt) =
∫ pi/2d
0 dq(1− θ 2t sin2(qd))1/2 with
θt =(4λt/(1+λt)2)1/2. From the variational minimisation, we find ( f ?,α?), and then recover
the critical line by solving ht( f ?) = J( f ?).
The results displayed in Fig. 2(b) show that, in the regime ω  ω0, this new ansatz
is somehow complementary to the previous Lang-Firsov theory. While this theory overes-
timates the amount of anti-ferromagnetic correlations, the Silbey-Harris ansatz underesti-
mates it. In Fig. 2(c), we display the full phase diagram obtained by parameterizing the res-
onance frequencies ω = δ cosθ , and ω0 = δ sinθ , in terms of a common strength δ and
angle θ ∈ [0,pi/2]. We observe in this figure that around θ ∼ pi/2, where the spin frequency
dominates, the Silbey Harris ansatz performs slightly better than the Lang-Firsov. Probably,
a more elaborate treatment of the longitudinal field in Eq. (9) would lead to a better agree-
ment of the ansatz in all parameter regimes. For instance, one could try an approach where
α = 2(g− f )〈σ xi 〉 is substituted in the longitudinal field of Eq. (9), where 〈σ xi 〉 is obtained
from the Ising model without longitudinal field. Then, by numerically solving the Ising model
with mixed fields, one could calculate 〈σ xi 〉 and use it to iterate the procedure, and find the
self-consistent solution. However, the numerical step would require again Matrix-Product-
State methods, and we would loose the analytical appeal of the variational ansatz. Finally,
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let us note that another possibility, especially for more complicated graphs of the ISB model
where the spins may be coupled to several bosonic modes, would be to enlarge the Silbey-
Harris ansatz by introducing several displacements with different weights [30].
2.3 Variational ansatz for the low-energy excitations
In this subsection, we show how to build a variational ansatz for the low-energy excita-
tions [13]. Let us rewrite the groundstate obtained from the variational minimisation, either
based on Lang-Firsov or Silbey-Harris transformations, as |ΨGS〉 = U† |Ω〉. Here, |Ω〉 will
play the role of a reference state in the definition of the variational low-energy excitations
|Ψexc〉=U† ∑
q∈HBZ
(
βf(q)γ†q++βb(q)a
†
q
)
|Ω〉 , HBZ =
[
0,
pi
d
)
. (12)
where we have introduced variational parameters βb(q),βf(q) for bosonic and spin excita-
tions, together with their corresponding creation operators in quasi-momentum space
a†q =
1√
N∑j
eiqd ja†j , γ
†
q+ =
1√
N∑j
eiqd j(uqc
†
j + v
∗
qc j), (13)
where we have introduced the parameters listed in [31]. We can now express the variational
energy E ({β †q,β q}) = 〈Ψexc|HISB |Ψexc〉 = ∑qβ †qHqβ q as a quadratic functional of β q =
(βf(q),βb(q))t , where Hq is a Hermitian matrix. The variational minimisation amounts to
solving a simple eigenvalue problem (Hq− εexc(q)I)β q = 0 for each quasi-momentum.
For instance, for the Lang-Firsov ansatz [13], we find the low-energy excitations by di-
agonalizing a two-band model Hq |εLFexc,±(q)〉= (ELFGS+ εLFexc,±(q)) |εLFexc,±(q)〉, namely
Hq =
(
ωq gq
g∗q εq
)
, εLFexc,±(q) = 12 (ωq+ εq)± 12
√
(ωq− εq)2+4|gq|2. (14)
Here, ωq = ω+4ht(2g/ω)2 sin2(qd/2) is the dispersion relation of a purely bosonic excita-
tion, εq = 2[(J cosqd + ht)2 +(J sinqd)2]1/2 corresponds to the dispersion of a purely spin
excitation, and gq = ht(2g/ω)(1−e−iqd)(uq+v∗q) is a coupling between the boson- and spin-
like excitations. As a consequence of this coupling, the boson and spin dispersions get mixed,
such that the low-energy quasiparticles carry simultaneously spin and bosonic ’polarisations’.
We describe below two spectroscopic protocols that yield the excitation energies in terms
of some dynamical observables, and can be exploited as: (i) a numerical benchmark of the
ansatz, or (ii) an experimental guide to probe the many-body properties of the ISB lattice
model. In Sec. 3.1, we will review briefly the spectroscopy protocol based on linear response
theory presented in [13]. Such a protocol may be quite demanding in terms of experimental
resources, as it requires time-resolved measurements of the bosons of every lattice site. We
thus introduce in Sec. 3.2 a simpler spectroscopic protocol based on resonance scattering,
which only requires the measurement of the a single transmission coefficient.
3 Many-body Spectroscopic Protocols
We describe a general formalism to extract the energies of the spin-boson excitations εexc,±(q),
although the ideas presented herein can be easily generalised to other lattice models. Let us
introduce a non-invasive quantum probe that is: (i) described by a certain Hamiltonian Hp,
and (ii) coupled perturbatively to the first spin of the ISB lattice model Vp−ISB = gpXpσ x1 .
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Figure 3. Many-body spectroscopy of the interspersed spin boson lattice model: Scheme for the
spectroscopy protocol based on Kubo linear response (a) and Fano resonant scattering (b).
Here, Xp is a particular operator of the quantum probe, and the system-probe coupling gp must
be sufficiently weak such that the spin-boson excitations do not get modified (see Fig. 3). The
composite system is then initialised in |Ψ(0)〉 = |Ψp〉⊗ |ΨGS〉, where the groundstate of the
ISB lattice model |ΨGS〉 is prepared by adiabatic evolution to the desired parameter regime
(ω,ω0,g), and |Ψp〉 contains some excitation of the probe. This excitation will be transferred
onto the system through the system-probe coupling V , thus inducing a dynamical response in
the system. Finally, we measure an observable, either belonging to the system OISB (Sec. 3.1)
or to the probe Op(Sec. 3.2), which must encode the desired information about εexc,±(q).
3.1 Kubo linear-response spectroscopy
We consider a probe consisting of a single bosonic resonator Hp = ωpa†pap, where ωp is the
resonator frequency, and its coupling to the system is due to a Rabi-type interaction Xp = ap+
a†p (Fig. 3(a)). The probe is initialised in a coherent state |Ψp〉= exp{αp(a†p−ap)}|0p〉 with a
low mean number of bosons warranted by setting αp 1, such that only a fewquasiparticles
will get excited in the system. Finally, we measure a system observable built with {〈a j(t)〉}.
The main idea is that, due to the system-probe perturbation, the change of the observable
with respect to the unperturbed case shall encode the quasiparticle energies at first-order in
the perturbation (i.e. linear response).
The dynamical response of the system can be calculated along the same lines as Kubo’s
linear response theory [32]. A Fourier transform Ak(ν) =
∫ ∞
0 e
iνt∑ j e−ik j〈a j(t)〉/
√
N to the
momentum-frequency space (k,ν) can indeed be expressed as
Ak(ν) =Apiδ (k−pi)δ (ν)+ iαpδ (k−q)
(
Gbq,p(ν)+χqG
f
q,p(ν)
)
, (15)
where we have introduced the system-probe retarded Green’s functions [13], namely
Gbq,p(ν) =−i
∫ ∞
−∞
dteiνtθ(t)
〈
[aq(t),a†p(0)]
〉
, Gfq,p(ν) =−i
∫ ∞
−∞
dteiνtθ(t)
〈
[γ˜q,+(t),a†p(0)]
〉
.
(16)
These retarded Green’s functions describe how an excitation, initially created at the probe
resonator, travels through the system in the form of a boson- or spin-like excitation. They can
be calculated analytically using our dynamical ansatz (12), which shows that they have poles
at the quasiparticle energies above the groundstate (14), as usually occurs in other many-
body systems [33]. These poles translate into peaks of the response function (15), which get
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Figure 4. Many-body spectroscopic protocols: (a) Observable Aq(ν) as a function of momentum
and energy in the Kubo linear-response protocol for a ISB model with N = 10 sites. The peaks serve
to benchmark the ansatz energies in Eq. (14), which are represented as a dashed white line. (b) Trans-
mission coefficient T (ωk) as a function of the incoming boson energy in the Fano resonant-scattering
protocol for a ISB model with N = 10 sites. The dips in the upper pannel match perfectly the ansatz
energies (14). In the lower pannel, we observe that gk+ = 0 for the quasiparticle in the upper band with
k = 0. This is why the corresponding dip in the transmission spectrum is absent.
broadened and shifted due to the system-probe coupling. Therefore, a non-invasive quantum
probe is obtained when |gp|  εexc,±(q), such that the level shift and broadening can be
neglected. In Fig. 4(a) , we display the response function (15) obtained from a numerical
simulation with matrix product states. The peaks obtained numerically are used to benchmark
the validity of our dynamical ansatz (12), and bring the possibility of measuring some critical
exponents of the model to test if it lies in the Ising universality class.
As mentioned previously, this spectroscopy protocol requires a considerable amount of
time- and single-site-resolved measurements, which might be quite demanding from an ex-
perimental perspective. In the following section, we will introduce a protocol that relaxes
these requirements (i.e. no time-resolved measurements, and no single-site addressability),
and still gives us access to the excitation energies, albeit without momentum resolution.
3.2 Fano resonant-scattering spectroscopy
In this case, we consider a quantum probe that consists of a one-dimensional waveguide (e.g.
open transmission line), where bosons travel with a well-defined group velocity vg in two
possible directions. This is described by the following Hamiltonian
Hp =
∫
dx
(
Φ†R(x)(ωp− ivg∂x))ΦR(x)+Φ†L(x)(ωp+ ivg∂x))ΦL(x)
)
, (17)
whereΦR(x),ΦL(x) are the quantum fields of right- and left-moving bosons, respectively, and
ωp serves to set correctly their energy (i.e. the above linear dispersion ωk = ωp−vgk is typ-
ically an approximation of the waveguide spectrum around a certain frequency-momentum).
The system-probe coupling Xp =
∫
dxδ (x− xs)(ΦR(x)+ΦL(x)+H.c.) is again due to a
Rabi-type interaction (see Fig. 3(b)), and we have set xs as the point of the waveguide where
the system is coupled. The probe is initialised as an incoming single-photon state with well-
defined momentum |Ψp〉 =
∫
dxeik(x−xs)Φ†R(x) |0p〉, and we shall measure the transmission
coefficient far away from the system xm xs, namely T (ωk) = 〈Φ†R(xm)ΦR(xm)〉. The main
idea of this scheme is that the incoming boson will scatter off the system when approaching
a resonance with a quasiparticle excitation, and this will modify the transmission.
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This scattering setup is reminiscent of the so-called Fano resonance [34,35], since the
incoming boson has two possible paths across the scattering point xs, either through the
waveguide or after an excursion inside the system. There can be thus destructive interference
leading to transmission and reflection with the so-called Fano line shapes. For a single reso-
nant two-level scatterer, this effect can lead to a perfect mirror [36,37]. We shall determine
below the conditions required to have a resonance transmission probe of the quasiparticle
energies εexc,±(q) of the ISB lattice model (2) based on this effect. Let us also mention that,
if our ISB scatterer is connected to a pair of waveguides at both of its extremes in a sort of
transport experiment [38], one would obtain a similar spectroscopic tool where the roles of
the transmission and reflection are reversed when reaching a resonance.
Let us consider our dynamical ansatz (12), and focus on scattering close to the quasipar-
ticle resonance ωk ≈ εLFexc,±(q). Moreover, by setting |gp|  ωk < ωk+εLFexc,±(q), the system-
probe coupling is not sufficiently energetic to create higher-energy excitations [39]. We can
then project the dynamics onto the low-energy manifold V`= span{|ΨLFGS 〉 , |εLF± (q)〉}, namely
H`ISB =∑
q
∑
α=±
∫
dxδ (x− xs)εLFexc,α(q)σ+q,ασ−q,α ,
V `p−ISB =∑
q
∑
α=±
∫
dxδ (x− xs)gqασ+q,α(ΦR(x)+ΦL(x))+H.c.,
(18)
where we have shifted the energy zero to ELFGS, σ
+
q,α = |εLFα (q)〉〈ΨLFGS | = (σ+q,α)† are ladder
operators that connect the groundstate to a low-energy excitation, and the coupling strengths
are gqα are defined in [40]. Note that we have used the above constraints on the coupling
strength to neglect the off-resonant terms that do not conserve the total number of excitations
(i.e. quasiparticles plus waveguide bosons).
Once this low-energy Hamiltonian has been found, one can solve the Schro¨dinger equa-
tion for a stationary scattering state, and then use the Lipmann-Schwinger formalism [41] to
connect it to the outgoing scattering state. In particular, the transmission coefficient far away
from the scatterer is found to be T (ωk) = |t(ωk)|2, where
t(ωk) =
(
1+ i∑
qα
Γqα
ωk− εLFexc,α(q)
)−1
, Γqα =
|gqα |2
vg
. (19)
It is clear from this expression that, whenever the incoming boson hits a quasiparticle reso-
nance ωk→ εLFexc,α(q), the transmission T (ωk)→ 0 vanishes, and one has a Fano probe of the
particular energy (Fig. 4(b)). To have well-resolved transmission dips, the broadening should
fulfil Γqα  (εLFexc,α(q)− εLFexc,α(q′)), which imposes further constraints on the probe.
As announced previously, this new spectroscopic protocol based on Fano resonance scat-
tering is less demanding from a experimental point of view, as it requires the measurement of
a single probe observable at a single scattering time. On the other hand, it requires some tun-
ability of the waveguide parameters ωp,vg,k where the incoming single photon is prepared.
4 Implementation in circuit-QED
The interspersed spin-boson model admits a very natural implementation using supercon-
ducting circuits. These are centimeter size circuits of superconducting materials that work
under cryogenic conditions (T ∼ 10− 50mK), so that thermal excitations neither break the
superconducting pairs nor populate the typical circuit resonances (ω ∼ 1−10GHz). In such
a setup, therefore, voltage and intensity or charge and flux constitute a pair of canonically
quantized variables that can be rigorously studied using an effective quantum theory [42,43]
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that allows for the design of microwave cavities, propagating microwave photons and also
artificial two- or few-level systems or qubits.
Our interspersed model can thus be constructed in two different ways [44]. A very simple
one consists of superconducting striplines or coplanar resonators that are coupled to super-
conducting qubits, one cavity being shared by two qubits, and each qubit talking to two cavi-
ties. The first part of this setup, that is two qubits talking to the same cavity, has already been
demonstrated [45], while the second part of this setup, that is two cavities talking to the same
qubit, is routinely used in readout protocols for transmon qubits [47]. Indeed, this brings us
to another possible setup for our model, which would be three-dimensional superconducting
cavities [46], where a macroscopic superconducting qubit sit in between cavities, mediating
their interaction, much like in the chip. While this setup is not as mature as superconducting
chips, it has the advantage that cavities and qubits have very long coherence times, approach-
ing milliseconds, and allowing for very accurate writing, storage, readout and manipulation
of all degrees of freedom.
5 Conclusions and Outlook
We have described a new type of spin-boson magnetism that can be realised in trapped-ion or
cirquit-QED quantum many-body platforms. We have introduced the family of interspersed
spin boson lattice models (1), and focused on the 1D chain as a testbed to develop a numeric
and analytical toolbox to understand and probe such spin-boson magnets. However, we em-
phasise that this particular example does not exhaust all the richness of the ISB models (1),
and we believe it would be interesting to explore other effects. For instance, introducing
additional spin-boson couplings in Fig. 1(c) can lead to a neat platform to study frustrated
spin-boson magnets. The next step along this line would be to combine chains forming lad-
ders with a variable number of rungs to finally reach the two-dimensional limit. A different
avenue of research would be to consider that each bosonic site (Fig. 1(a)) hosts a collection
of bosons with a defined spectral density. This many-body generalisation of the spin-boson
model would allow to study the interplay of spin-boson magnetism and dissipation.
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