We evaluate effects of data dimension on the asymptotic normality of the empirical likelihood ratio for high dimensional data under a general multivariate model. It is found that the effects of data dimension and dependence among components of the multivariate random vector on the empirical likelihood are directly through the trace and the eigen-values of the covariance matrix. The growth rates to infinity for the data dimension we obtain improve the rates of Hjort, McKeague and Van Keilegom (2004) .
Introduction.
Since Owen (1988 Owen ( , 1990 introduced the empirical likelihood method, it has been extended to many settings as a tool for nonparametric and semiparametric statistical inference. The most attractive property of the empirical likelihood is its permitting likelihood type inference in a nonparametric or semiparametric setting; see Owen (2001) for an overview. High dimensional data are increasingly common in statistical applications. This is most noticeably in DNA and genetic sequence modeling, market research and financial applications, where data of large dimension are collected for analysis.
Let X 1 , · · · , X n be independent and identically distributed p-dimensional random vectors in R p with mean vector μ = (μ 1 , · · · , μ p ) T and non-singular variance matrix Σ ∈ R p×p . Let
be the empirical likelihood for μ and n (μ) = −2 log{L n (μ)/n −n } be the empirical likelihood ratio. When p is fixed, Owen (1988 Owen ( , 1990 showed that
which mimics the Wilks' theorem for parametric likelihood ratio. An extension of the above result for parameters defined by general estimating equations is given in Qin and Lawless (1994) .
Given the increasingly common reality of the high dimensional data, it is of interest to study the behaviour of the empirical likelihood ratio n (μ) when the data dimension p → ∞ as n → ∞. Due to p → ∞, a substitute for (2) is
since χ 2 p is asymptotic normal with mean p and variance 2p. A key question is how large the dimension p can be while (3) in (C2 ), it means p = o(n 1/6 ). Hence, there is a significant slow-down on the rate of p → ∞ when (C2) is weakened. In an earlier study, Tsao (2004) found that, when p is moderately large but fixed, the distribution of n (μ) has an atom at infinity for a fixed n, namely the probability of n (μ) = ∞ is non-zero, which reflects the effect of p on the empirical likelihood from another perspective.
In this paper, we analyse the empirical likelihood for high dimensional data under a general multivariate model (see Section 2), which facilitates a more detailed analysis than Hjort, McKeague and Van Keilegom (2004) and allows less restrictive conditions. The analysis requires neither the largest eigen-value of Σ nor E||X i / √ p|| q being bounded, and hence allows a wider range of dependence among components of X i .
Our main finding is that the effect of the dimensionality and the dependence among components of X i on the empirical likelihood are leveraged through tr(Σ), the trace of covariance Σ and its largest eigen-value λ p . We provide a general rate for the dimension p, which is shown to be dependent on tr(Σ) and λ p . In particular, under the conditions (C1) and (C2), p = o(n 1/2 ), which improves p = o(n 1/3 ) of Hjort, McKeague and Van Keilegom (2004) . This is likely to be the best rate for p in the context of the empirical likelihood as p = o(n 1/2 ) is the sufficient and necessary condition for the convergence of the sample covariance matrix to the true Σ under the trace-norm when all the eigen-values of Σ are bounded.
Empirical likelihood is known for manifesting its higher order terms in an elegant fashion so that it has attractive higher order properties, for instance the Bartlett correction as recently shown in Chen and Cui (2006) for general estimating equations. While the involvement of the higher order terms is attractive for a fixed p, we find for high dimensional data these "so-called"
higher order terms may not be of higher-order anymore as they can emerge as terms of the same magnitude or larger than the previous leading term in the fixed p case. This is the reason for imposing restriction on the rate of p so that those higher order terms for the fixed p case stay as the higher order terms when p is large.
We organize the paper as follows. We outline some preliminary formulation in Section 2.
Section 3 contains the main results which quantify the effects of dimension on the empirical likelihood. A discussion on the least square empirical likelihood is given in Section 4. Section 5 reports some numerical results. Some technical details are given in the appendix.
Preliminaries
Suppose that each of the independent and identically distributed observations X i ∈ R p is specified by X i = ΓZ i + μ, where Γ is a p × m matrix and m ≥ p and
a random vectors such that EZ i = 0 and
Here I m denotes the m-dimensional identity matrix.
One important feature of the above multivariate model, which was proposed by Bai and Saranadasa (1996) , is that m, the dimension of Z i , is left arbitrary as long as m ≥ p and ΓΓ T = Σ. This brings much flexibility in generating a rich collection of X i from Z i with the given covariance Σ. It also assumes that power transformations of different components of Z i are uncorrelated, which is weaker than assuming components of Z i are independent. We note here that both the moment conditions and the uncorrelation are imposed on Z i rather than X i .
The integer k determines the number of finite moments (4k) for Z il . As k ≥ 1, each Z il has at least finite fourth moments. This is the minimal moment condition to ensure the convergence of the largest eigen-value of the sample covariance matrix to the largest eigen-values of Σ Krishnaiah, 1988 and Bai, Silverstein and Yin, 1988) , and hence the convergence of the sample covariance matrix to Σ under the matrix norm based on the largest eigen-values. By inspecting the proofs given in the appendix, we see that a divergent sample covariance matrix would dramatically alter the asymptotic mean and variance of the empirical likelihood ratio.
Hence, it is rather unclear if the asymptotic normality as specified by (3) would be true.
From the standard empirical likelihood solutions (Owen, 1988 and 1990) which are valid for any p, fixed or growing, the optimal empirical likelihood weights w i to the optimization problem (1) are
where λ ∈ R p is a Langrage multiplier satisfying
Hence, the empirical likelihood
As the maximum empirical likelihood is attained at w i = n −1 for all i = 1, · · · , n, the minus 2 log empirical likelihood ratio for μ is
Throughout the paper we denote γ 1 (A) ≤ · · · ≤ γ p (A) as the eigenvalues and tr(A) as the trace operator of a matrix A. When A = Σ, we simply write γ j (Σ) as γ j for j = 1, · · · , p. It is assumed throughout the paper that γ 1 ≥ C 1 for some positive constant C 1 .
Effects of High Dimension
The Lagrange multiplier λ defined in (5) is a key element in any empirical likelihood formulation, which reflects the implicit nature of the empirical likelihood methodology. When p is fixed, Owen (1990) showed that
This has been the prevailing order for the λ except in nonparametric curve estimation where n is replaced by the "effective sample size" (Chen, 1996) . When p is growing along with n, the above rate for ||λ|| is no longer valid as shown by the following theorem whose proof is given in the appendix.
Theorem 1 implies that the effect of the dimension and dependence among components of X i on the Lagrange multiplier are directly determined through tr(Σ) and γ p . The rate for ||λ|| can be regarded as a generalization of (7) for a fixed
We first study the effects of dimension on the asymptotic normality of n (μ) assuming existence of the minimal fourth moment for each Z il . Later, we will increase the number of moments. We assume for the time being k = 1 in (4) and tr
Since pγ 1 ≤ tr(Σ) ≤ pγ p , (8) implies the conditions of Theorem 1.
We are to establish an expansion for n (μ).
where
T . Hence,
Now from (9) and (A.18), we obtain an expansion for n (μ):
This expansion may look similar to that given in Owen (1990) for fixed p. However, unlike the fixed p case, the stochastic order of each term requires careful evaluations.
From Lemma A.5 in the appendix, we have
which is true under much relaxed conditions, for instance p/n → c ≥ 0 by applying the martingale central limit theorems. In order to establish (3), it is only required to show the other terms on the right hand side of (12) are o p ( √ p), which are presented in the appendix.
The following theorem is a summary.
Theorem 2. If k = 1 in (4) and tr Next we are to show that the dimension p can increase more rapidly if Z il possesses more than fourth moment. Assuming higher order moments allows us to evaluate those terms in (12) more accurately. The following theorem whose proof is given in a technical report (Chen and Peng, 2007) 
When γ p is bounded, Theorem 3 implies that n (μ) is asymptotically normally distributed if
), which is close to o( √ n) for k ≥ 3 and improves the earlier rate o(n 1/3 ) attained in Hjort, McKeague and Van Keilegom (2004) . By reviewing the proof of Theorem 3, we can see that, if Z ij are all bounded random variables, the dimensionality p can reach o( √ n). We
is the best rate for the asymptotic normality of the empirical likelihood ratio with the normalizing constants p and √ 2p. This is based on the following considerations.
Lemma A.4 in Appendix implies that, when the largest eigen-value of Σ is bounded,
is the trace norm. Although Bai and Yin (1993) established the convergence of S n to Σ with probability one if p = o(n) under the matrix norm based on the largest eigen-value by assuming each Z nl are independent and identically distributed, it can be seen from our proofs in Chen and Peng (2007) that the convergence of S n to Σ under the trace norm is the one used in establishing various results for the empirical likelihood.
LEAST SQUARE EMPIRICAL LIKELIHOOD
As shown by Theorems 2 and 3, when (3) is valid, the asymptotic mean and variance of the empirical likelihood ratio are respectively p and √ 2p which are known. This reflects the working of the empirical likelihood's ability in carrying out internal studentizing even when p increases along with n. However, it is also apparent that the same mechanism is the main obstacle that prevents p from growing faster as it brings those "higher order" terms.
The least square empirical likelihood is a simplified version of the empirical likelihood. The least square empirical likelihood ratio for μ, which is the counterpart of n (μ), is defined as
2 to approximate the full empirical likelihood ratio −2 log(w i /n −1 ). As shown in Brown and Chen (1998) , the optimal weights w i admit close-form solutions so that
Hence, lsl n (μ) can be readily computed without solving the non-linear equation (5) as for the full empirical likelihood. It is also easy to see
when p is fixed.
Although the Bartlett correctibility enjoyed by the empirical likelihood when p is fixed is not available for the least square empirical likelihood, the least square empirical likelihood is less burdened by higher dimension. In particular, if k ≥ 3 in (4), then
if p = o(n 2/3 ), which improves the rate given by Theorem 3 for the full empirical likelihood ratio n (μ).
To appreciate this result, we note from (15)
Then, following a similar line to the proof of Lemma A6,
As the first term on the right hand side of (17) is asymptotically normal with mean p and variance 2p as conveyed in (13), (16) is valid.
If we confine ourselves to some specific distributions, faster rates for p can be established.
For example if the data are normally distributed, the least square empirical likelihood ratio is the Hotelling's-T 2 statistic which is shown in Bai and Saranadasa (1996) to be asymptotic
NUMERICAL RESULTS
We report a small simulation study that was designed to evaluate the asymptotic normality of the empirical likelihood ratio. The independent and identically distributed data vectors
of p-dimension were generated for two models. In the first model, X i ∼ N p (0, Σ) where Σ = (1 − ρ)I + ρJ and J is a p × p matrix with all elements being 1. In the second model, we
be a set of centralized independent gamma variables with shape parameter 4 and scale parameter 1. For each j = 1, · · · , p let
Hence X i is a multivariate Gamma with the covariance Σ = (σ i,j ) p×p where σ i,i = 4(1 + ρ 2 ), σ i,i±1 = 4ρ and σ i,j = 0 for |i − j| > 1. For both models, ρ was set at 0.4. Clearly, both models satisfied the Model (4) with μ = 0.
We first chose p = 20 and the sample size n = 250 and 500, respectively. The QQ plots of the standardized empirical likelihood and the least square empirical likelihood ratios versus the standard normal distribution are displayed in Figure 1 for n = 250 and Figure 2 for n = 500. It is observed that as n increased the quantiles of the standardized empirical likelihood and least square empirical likelihood ratio had improved agreement with the N(0, 1) despite there were still some lack of fit in the extreme quantiles. For the two models considered, the empirical likelihood and the least square empirical likelihood ratios had similar QQ plots. Hence, at this level of dimesnion, there were no substantial difference between the two ratios.
We then tried p = 80 and n = 250 for the two models as shown in Figure 3 . The QQ plots suggest that both ratios were no longer asymptotic normal, which was consistent with our theoretical findings due to the restriction on the dimension p for the asymptotic normality of the empirical likelihood and the least square empirical likelihood ratios. However, Figure 3 does confirms our finding that the least square empirical likelihood can handle high dimensionality better than the empirical likelihood ratio as the QQ plots of the least square empirical likelihood ratio suggested much less lack-of-fit than the full empirical likelihood ratio.
APPENDIX

Technical Ddetails
We first establish some lemmas.
Proof. We only show the case of k = 1 since other cases can be done similarly. It is easy to check that
and
. This together with (A.1) and
This completes the proof of Lemma A1.
Lemma A2. If m 4k < ∞ for some k ≥ 1, then, with probability one
Proof. The conclusion of this lemma follows from that
) with probability one as n → ∞ (see Lemma A3 of Owen (1990) ) and Lemma A1.
From now on, we define
Lemma A3. Under the conditions of Theorem 1, tr(D
2 n ) = O p (p 2 /n).
Proof. We only need to show E{tr(D
since tr(Σ) = tr(I p ) = p. By utilizing the structure information of Z i given in (4),
It is easy to check that m j,l=1σ
Proof. Note that
By Von Neumann's inequality,
by applying Lemma A3.
This lemma implies that all the eigen-values of S n converge to those of Σ uniformly at the
Proof of Theorem 1.
Write λ = ρθ where ρ ≥ 0 and ||θ|| = 1. Hence
Hence,
By Lemma A4, for a positive constant
This completes the proof of Theorem 1.
By repeating (A.9) in the proof of the above theorem and Lemma A2, we have
We need the following lemmas for proving Theorem 2.
Proof. The proof can be made by applying the martingale central limit theorem as given in Hall and Hyde (1980) . Bai and Saranadasa (1996) used the approach in establishing the asymptotic normality for a two sample test statistic for high dimensional data. What we have here is easier due to the one sample nature.
Lemma A6. Under the conditions of Theorem 2,
. It follows from Lemma A3 that
It is easy to check that .12) and
for any symmetric matrix A, it follows from Lemma A4 and the condition p = o(n 1/3 ) that
Furthermore, we note the following facts
for any positive integer l. Thus the lemma follows from summarizing the above results.
Proof of Theorem 2. Put
where 
It follows from (A.16) that .18) and log(1
By (A.17) and Lemma A4,
We also note that
Hence the theorem follows from Lemmas A5 and A6.
The proof of Theorem 3 requires the following lemmas.
Lemma A7. Under the conditions of Theorem 3, tr{(V
Proof: We note that
Thus, the lemma follows from that γ 1 (V n ) → 1 in probability from Lemma A4 and tr(D
Proof. Note that
Using a similar derivation of Lemma A1, we have
we have
Using the same argument, we have the other terms on the right hand side of (A.26) are O(p 3 )
as well. This leads to
Here and from now on we use J j , j ≥ 1 to denote positive integers representing the number of combinations of the subscripts and whose values have no effect on the order of magnitude of
It can be shown that the other terms on the RHS of (A.28) are at most of order p 3 . Hence 
In summary of (A.23), (A.24), (A.25), (A.27), (A.30) and (A.31), we have
. This leads to the conclusion of the lemma.
Lemma A9. Under the conditions of Theorem 3,
Proof. Note that .32) and
As there are more terms in F n2 , we classify them by the number of distinct subscripts involved.
In particular we assign F n2j , j = 2, 3, 4, to be terms of F n2 which have j distinct subscripts.
Then,
Here we only derive E(F n24 ) as it has the largest number of terms (n(n − 1)(n − 2)(n − 3)) in the summation. Working out the expectation for the other terms is similar, and it can be shown that the order of magnitude of these expectations is at most O{γ p p 2 /n 2 }.
Recall that Γ T Γ = (ν ls ) 1≤l,s≤m and (
We note here in the first equation above, k 1 and k 3 , s 1 and s 3 , k 2 , k 4 and t 1 , and s 2 , s 4 and t 2 must be the same respectively to avoid zero means. As
The mean of the second term in F n24 is
, which lead to the lemma.
Lemma 10. Under the conditions of Theorem 3,
AsΣ is idempotent and tr(Σ) = p, we are to use the following facts repeatedly throughout our derivations:
As D n is not necessarily non-negative definite, we have to derive E(A 2 n ), which can be expressed as .38) and 
It remains to derive I 1 . Note that
All the terms except the last term in the above equation are O(n −3 p 2 ) and by working out the last term, we have
Combine (A.37), (A.40) and (A.39),
which establishes the first part of the lemma.
On the second part of the lemma, let B n =ZΣn
It remains to derive E(B n ). As
by carrying out derivations similar to, but slightly less involved than, those of E(A 2 n ), it can be shown that
This together with (A.42) means that
which leads to the second conclusion of the lemma.
Proof of Theorem 3. The key in our proof here is to update the rates given in (A.20) and (A.21) when we have more moments for Z il under our disposal.
We first update (A.17) by noting that
n β n . Then we can write (A.18) as
The order of ||λ 0 || is of tr(Σ −1 )/n which can be smaller than tr(Σ)/n, the existing order for ||λ|| given in Theorem 1. From Lemmas 7 and 10, and (A.15)
Hence
which is implied by the assumption p 3 γ
With (A.44), the log EL ratio .46) where
From Lemma 10,
Since V 
From (A.44), we can use λ 0 to replace λ in β n1 and R n , which results in
where β n2 and ξ n1 are defined in (A.22) . From Lemma A9
as pγ p = o( √ n). From Lemma A8 and the assumption p 3 γ 
Repeating the last part of the proof of Theorem 2, the proof Theorem 3 is completed. 
