Two theoretical models and the corresponding numerical codes for the description of nonlinear acoustic beams radiated from intense cw sources in water are presented. In the first model, diffraction effects are included using the Rayleigh integral, whereas nonlinearity and thermoviscous absorption are accounted for in a quasi-plane approximation. The simulations are performed in the time domain using the code previously developed for single-pulse propagation in medium having arbitrary frequency-dependent absorption. The second model is based on the KhokhlovZabolotskaya-Kuznetsov equation, which, contrary to the first model, accounts for diffraction in the parabolic approximation. The simulations are performed in the frequency domain using a novel algorithm that has been developed. A variable number of harmonics, which follows the nonlinear broadening of the wave spectrum are employed in the algorithm to speed up calculations. In order to prove the validity and the accuracy of the two codes developed, the simulation of diffraction and nonlinear effects in the near field of an intense ultrasound circular piston source in water is performed. The results of modeling obtained by both codes are compared with each other and with known experimental data, and are found to be in a good agreement. Frequency-domain code is then used for detailed study of the strongly nonlinear regime of propagation, when shocks are developed in the waveform close to the source. It is demonstrated that diffraction plays a major role in shock formation. Development of two shocks in each cycle and their further collision is predicted. It is also shown that nonlinear propagation and shock formation result at some distance in the two times excess of peak positive pressure in comparison with the maximum value obtained in the case of linear propagation. The beam total power decay due to formation of shocks as a function of the propagation distance is compared with the intensity in a plane wave propagation without diffraction. It is shown that nonlinear energy decay starts earlier for the beam, but decreases slower over longer distances.
I. INTRODUCTION
Investigation of acoustic fields radiated from intense sources requires adequate description of nonlinear, absorption, and diffraction phenomena. Most of the problems important for practical applications, for example, in medicine, cannot be solved analytically, and numerical simulation is needed. Various computational algorithms have been developed in the last two decades to simulate acoustic fields of the real sources, related to the problems of hydroacoustics, [1] [2] [3] [4] intense noise, 5 the sonic boom problem, 6 and medical acoustics. [7] [8] [9] [10] [11] Numerical solutions are available either in the time 3, [6] [7] [8] [9] or frequency domain. 1,2,4,10-12 Moreover, some algorithms operate utilizing a combination of the time and frequency domain approaches. 3, 5, 13 An overview of the modern computational techniques related to the description of intense acoustic fields can be found in a recent book on nonlinear acoustics. 14 The algorithms become very time consuming at high intensities, when a very fine time grid or a large number of harmonics are required to model thin shocks developed in the waveform due to acoustic nonlinearity. To reduce computational time, various approaches based on an a priori known spatial or temporal property of the acoustic field have been proposed lately. Optimization of the spatial grid that follows the geometry of the beam, either focused or unfocused, enables us to decrease the number of spatial samples necessary for calculations. 7, [15] [16] [17] [18] A spherically convergent or divergent grid is employed, 7, 15, 16 as well as the transforma-tion of spatial and temporal coordinates based on the analytic result for the linear Gaussian beam. [17] [18] [19] Artificial absorption within the thin layer close to the edge of the lateral numerical grid permits us to reduce the spatial window in the lateral coordinates and to avoid reflections from the edge of the grid. 16 To smoothen the shock structure and thus to reduce the number of harmonics retained in the algorithms, an artificial viscosity rapidly increasing with frequency is included. 10, 13 Contrary to the smoothening of the shocks, asymptotic approaches have been used in which the shock front of finite thickness is replaced by a discontinuity. For this purpose, the weak shock theory can be used in the time domain 5, 20 or a known high-frequency asymptotic result for shocks can be incorporated in the frequency domain algorithm. 11, 17, [21] [22] [23] This problem becomes of particular complexity when two-or three-dimensional 24, 25 waves are considered.
A new time-domain code has been developed recently for simulation of the focused nonlinear beams in a pulsed regime. 9 Diffraction, nonlinearity, arbitrary frequencydependent absorption, and dispersion are taken into account in the code. These effects are treated independently using the method of fractional steps with a second-order operatorsplitting algorithm. The main advantages of the model compared with the existing time-domain methods are an arbitrary frequency-dependent absorption and full diffraction formulation, the latter being particularly important for studying intense sources with high focusing gains. A good agreement has been demonstrated between the results of simulations and experiments for a focused pulsed piezoelectric source used in lithotripsy and ultrasound surgery experimental research. In this article the code is applied to the description of the cw field.
As an alternative numerical approach, a newly developed frequency-domain algorithm based on the KZK equation 26, 27 is presented in this article. It is known that the frequency domain approach works well at low intensities, when the wave spectrum consists of a small number of harmonics. As it was previously mentioned, for higher intensities, when shock fronts are developed in the waveform, the number of spectral components becomes bigger and the simulations are very time consuming. Application of an artificial viscosity for higher frequencies reduces the number of harmonics necessary to be retained in the algorithm, but makes it impossible to adequately describe the fine structures of the waveform such as shock fronts and possible spikes. The main feature of the code developed is that it operates without artificial viscosity and is optimized to reduce the calculation time in the presence of shocks.
One of the goals of the present article is to validate the new frequency-domain code and the extension of the timedomain code to cw regime. The validation is performed via comparison of the numerical results obtained by the two codes with each other and with available experimental data. As a model problem to study numerically, a near field of a cw circular plane piston source is investigated here. Due to diffraction, the structure of the acoustic field is highly oscillating in space and nonlinear interactions take place quite differently compared with the case of one-dimensional plane wave propagation. This classical problem has been studied in various papers mostly in relatively weak nonlinear regimes without shocks in the waveform. 2, 4, 28, 29 Furthermore, stronger nonlinear effects, when the shock fronts are developed within the near field of the piston, were investigated both experimentally and numerically. 30 The experimental data from that paper are taken as a benchmark result to compare with the numerical simulations of the present work. The study of Ref. 30 is limited to the axial and lateral behavior of the first several harmonics of the fundamental frequency. However, the evolution of the waveform itself, in particular, the formation and further propagation of the shocks, may be of more interest in this regime. Other characteristics, such as peak positive and negative pressures, spatial distribution of wave intensity, and total acoustic power decay due to absorption at the shocks, are also of interest but not studied yet.
The article consists of three parts. Two numerical models and corresponding codes are presented in the first part. In the second part, the results of numerical simulations are compared with each other and with the experimental data. Finally, a frequency-domain algorithm is employed to study specific features of the waveform distortion and evolution of shocks in the near field of the cw plane piston source.
II. NUMERICAL MODELS
In this study, the existing experimental data are used for comparison with the numerical results. The experimental data are for a circular plane piston source with an aperture radius aϭ2.35 cm operating at a frequency of f 0 ϭ1 MHz. Acoustic waveforms were measured by a broadband PVDF membrane hydrophone in water as the axial distances from the source varied from 5 to 40 cm, and the lateral distances varied up to 5 cm. The amplitudes of the first five harmonics were registered in that experiment. 30 The following parameters for water as the propagation medium are used here for numerical simulations: sound speed c 0 ϭ1500 m/s, ambient density 0 ϭ1 g/cm 3 , nonlinear parameter ␤ϭ3. 
where L N and L A are nonlinear and absorption operators:
If the wave is not plane, diffraction plays a role in changing the acoustic field. In an ideal linear medium, the z component of the particle velocity, u, and the acoustic pressure, p, at the current z plane can be obtained by the Rayleigh integral from the distribution of the wave variable u over any precedent plane:
Here the vector rЈ represents coordinates of the surface element dsЈ in the plane surface S, Rϭ͉rϪrЈ͉ is the distance between dsЈ and the observation point, ␥ is the angle between vector RϭrϪrЈ and the z axis, and therefore cos ␥ϭ‫ץ‬R/‫ץ‬z. Concerning the operator L A for absorption, a minimumphase filter model was developed that enables us, in addition to the thermoviscous absorption, Eq. ͑5͒, which is proportional to the square of frequency, to take into account the effects of arbitrary frequency-dependent absorption and dispersion. Note that in this time-domain approach the diffraction term is exact, whereas the nonlinearity and absorption are accounted for in the approximation of plane wave propagation.
Numerical algorithm
The numerical time-domain algorithm for solving Eq. ͑2͒ is based on the method of fractional steps with a secondorder operator-splitting procedure. The particle velocity u is calculated plane-by-plane with a step ⌬z 1 along the z axis. In each step, the right-hand side of Eq. ͑2͒ is split into two operators L 1 ϭL N ϩL A and L 2 ϭL D , so that the plane wave propagation effects ͑nonlinearity and absorption͒ and the diffraction effect are applied sequentially. At the first fractional step, the Burgers equation ‫ץ‬u/‫ץ‬zϭL 1 is solved from the current plane z to the next plane zϩ⌬z 1 . The obtained result is then used as a boundary condition for the second fractional step, at which the solution of the evolution equation ‫ץ‬u/‫ץ‬zϭL 2 is calculated by applying its exact solution, Eq. ͑6͒. The integration in Eq. ͑6͒ is taken over the surface of the plane z numerically. 9 This procedure gives the particle velocity u for each point of the plane zϩ⌬z 1 . The pressure p, if needed for output, is derived from Eq. ͑7͒.
As far as the exact solution is used for the diffraction term, there is no restriction on the smallness of the integration interval ⌬z 1 to account for the diffraction effect accurately. The value ⌬z 1 therefore can be chosen fairly big if all other effects, nonlinearity and absorption, weakly contribute to the evolution of the wave over this interval. Although the exact solution is available for the Burgers equation as well, 31 it is not suitable for simulations, and the equation is solved numerically. Smaller steps thus are required to obtain stable and accurate solutions to nonlinearity and absorption over the step ⌬z 1 . The interval ⌬z 1 is divided into smaller substeps ⌬z 2 which are passed sequentially to get a solution over the whole step ⌬z 1 . An additional operator splitting procedure is applied for nonlinearity L N and absorption L A at each substep ⌬z 2 . The simple wave equation ‫ץ‬u/‫ץ‬zϭL N is solved using an analytical implicit solution and linear interpolation procedure to keep a uniform time grid spacing. 7, 9 The computational step ⌬z 2 is taken small enough to avoid multivalued solutions caused by nonlinear waveform steepening. The absorption equation is solved in the time domain using the standard convolution procedure with the impulse response of a minimum-phase digital filter.
To achieve the second-order accuracy of the operatorsplitting algorithm over the main step ⌬z 1 , a spatial shift ⌬z 1 /2 is introduced between steps used for the plane wave operator L 1 ϭL N ϩL A and the diffraction operator L 2 ϭL D . 
Parameter values for operation
The algorithm operates in physical dimension variables. The axial step is chosen as ⌬z 1 ϭ19 mm for diffraction and ⌬z 2 ϭ0.23 mm for nonlinearity and attenuation. The surface elements dsЈ for covering the area for the Rayleigh integral are chosen with a constant radial step size, ⌬r. The angular step, ⌬⌽, is chosen so that the width of each element is approximately equal to the step ⌬r. The radial step is taken smaller for higher nonlinearity to accurately account for higher frequencies involved in the calculation of the Rayleigh integral. This leads to ⌬rϭ47 m ͑500 points per piston radius, i.e., about 4ϫ10 5 surface elements dsЈ on the piston͒ for the weakly nonlinear case Nϭ1.5, up to ⌬rϭ11.75 m ͑2000 points per piston radius, i.e., about 6ϫ10 6 surface elements͒ for the case with the strongest nonlinearity, Nϭ10.8. Throughout all calculations, the time window is set to 6 s, representing six cycles sampled at ⌬tϭ5.86 ns ͑1024 points͒. The radius r max at each step ⌬z 1 varies as described in a previous paper, 9 so that the points farther than r max from the axis have no effect on the signal in the time window considered ͑due to the finite speed of sound propagation͒. The value of r max therefore varies between one and three times the piston radius, a. The amplitudes of harmonics are calculated using the fast Fourier transform ͑FFT͒ of one cycle time window. The time window is shifted point by point over the stable part of the signal and the results for the amplitudes obtained are averaged. In order to reduce the noise content of the signals, the first window starts 30 samples after the end of the transient part of the waveform. The transient time is derived from the difference of the shortest and longest distance between the point considered and the piston source.
B. Frequency-domain code

Basic equations
In this approach propagation of an intense acoustic beam radiated by the piston circular source is modeled by the Khokhlov-Zabolotskaya-Kuznetsov ͑KZK͒ equation, 26, 27 which can be written in terms of the axial component of the particle velocity as
Here ⌬ Ќ ϭ‫ץ‬ 2 /‫ץ‬r 2 ϩr Ϫ1 ‫‪r‬ץ/ץ‬ is the transversal Laplacian. This equation is also of the evolution type, as is Eq. ͑2͒, with the same nonlinear and absorption terms included in the time-domain approach, which has been given earlier in Eqs. ͑4͒ and ͑5͒, but with different diffraction operator. From Eq. ͑8͒, the evolution equation for diffraction can be written as
which accounts for diffraction in parabolic approximation. Such an approximation is known to give fairly accurate results for quasi-plane waves ͑acoustic beams͒. 32 Equation ͑8͒ in terms of dimensionless variables introduced earlier can be written as
Here Vϭu/u 0 , acoustic pressure p can be calculated in a parabolic approximation from the particle velocity u as pϭc 0 0 u, and the Laplacian operator is introduced now in terms of dimensionless transversal coordinate R as ⌬ Ќ ϭ‫ץ‬ 2 /‫ץ‬R 2 ϩR Ϫ1 ‫.‪R‬ץ/ץ‬ In the frequency domain we seek a solution to Eq. ͑10͒ in a form of the Fourier series expansion
where C n (Z,R) is the complex amplitude of the nth harmonic (ϪϱϽnϽϱ). Substitution of the solution ͑11͒ into Eq. ͑10͒ yields a set of coupled nonlinear differential equations for the complex amplitudes C n :
where C Ϫn ϭC n * , and C n * denotes the complex conjugate of C n . The first term on the right-hand side of Eq. ͑12͒ is a convolution which accounts for the nonlinear interaction of harmonics. The second term governs thermoviscous absorption proportional to the square of frequency. Note that implementation of the spectral approach enables us to easily extend the model to include arbitrary frequency-dependent absorption and dispersion. Diffraction effects are accounted for by the third term. The numerical solution for harmonics C n can be used to study the main characteristics of the acoustic field. The dimension values of harmonic amplitudes are expressed as A n ϭ2 p 0 ͉C n ͉. The waveform is reconstructed from Eq. ͑11͒. The mean intensity for the quasiplane wave propagation, Eq. ͑1͒, has its main component in the z direction Iϭ͗p 2 ͘/c 0 0 , which is the same as for a plane wave propagation. 2 In terms of complex harmonic amplitudes C n the normalized intensity can be written as
where ĨϭI/I 0 and I 0 ϭp 0 2 /2c 0 0 is the time-averaged source intensity.
The total power of the beam at some distance z from the source is obtained by integration of the mean intensity over the surface of the corresponding plane: W(z)ϭ2͐ 0 ϱ I(z,r)r dr, or, in the normalized form,
where W ϭW/W 0 and W 0 ϭa 2 I 0 is the total power of the source.
Numerical algorithm
The numerical solution of Eq. ͑12͒ is obtained for the amplitudes C n of harmonics using an operator splitting procedure similar to that in the time-domain algorithm discussed earlier in Sec. II A. A uniform spatial grid with the step ⌬R is used for sampling the solution C n over the lateral coordinate R. For the given absorption parameter Aϭ0.0293 and the biggest nonlinear parameter Nϭ10.8 the number of harmonics needed for adequate description of the waveform when shock fronts are developed should be of the order of n max ϷN/AϷ10
3 . This estimation follows from the analytic result for the width of the stationary shock wave governed by the Burgers equation. 31 Direct use of such a high number of harmonics makes the calculations very time consuming. On the other hand, the shocks are developed starting only from some axial distance from the source and mostly in the area close to the beam axis. A variable number of harmonics is used, therefore, in the algorithm for various coordinates Z and R in order to reduce the computational time.
Let C n m (Z) be the amplitude of the nth harmonic at the axial distance Z and at the lateral distance R m ϭm•⌬R, m ϭ0,1,...,m max (n) . Here the number m max (n) denotes the maximum number of lateral points for the nth harmonic. The amplitudes C n m (Z) are calculated plane by plane following the propagation over the step ⌬Z from the distance Z to the next location, Zϩ⌬Z.
At the first fractional step of the operator splitting procedure, the effect of nonlinearity is accounted for. A fourthorder Runge-Kutta method is employed, 33 independently for each lateral index m, to solve the set of nonlinear coupled equations for the first n max (m) number of harmonics:
The amplitudes of the harmonics with nϾn max (m) are assumed to be equal to zero. The variable number of harmonics n max (m) (Z) is used according to the width of the current wave spectrum. At the beginning, Zϭ0, the waveform is smooth. A fairly small number of harmonics, n max (m) (0), is thus chosen for all lateral coordinates R m . At each axial step the absolute value of the last harmonic amplitude at all lateral points m is compared with a certain small threshold value, . If at least one of these amplitudes exceeds the threshold , then the number of harmonics is increased, for all m, by ⌬n up to some maximum number ñ max (m) , so that n max (m) (Zϩ⌬Z)
The second fractional step is made to account for the thermoviscous absorption effect. Exact analytic result for the corresponding equation ‫ץ‬C n m /‫ץ‬ZϭϪAn 2 C n m is used for each lateral index m and harmonic index n independently:
The diffraction effects are accounted for at the third fractional step. The parabolic equation ‫ץ‬C n /‫ץ‬Zϭi⌬ Ќ C n /4n is approximated by a finite-difference implicit backward algorithm 33 for each harmonic index n independently:
͑17͒
The boundary condition on the axis is specified using the axial symmetry of the beam, which yields ‫ץ‬C n /‫ץ‬Rϭ0 for Rϭ0. The right-hand side of Eq. ͑17͒ for mϭ0 thus can be rewritten as i(C n 1 ϪC n 0 )/n⌬R 2 . For the maximum lateral index the requirement that the amplitude of the harmonic at the next lateral point, m max (n) ϩ1, equals to zero is employed in Eq. ͑17͒. The value of m max (n) and corresponding size of the spatial window in the radial direction R max (n) ϭm max (n) ⌬R are different for different harmonics. As diffraction divergence is less pronounced for higher harmonics, a smaller number of lateral points is used for them.
Finally, to avoid numerical artifact of reflection from the boundary R max (n) , artificial absorption is introduced for the last ⌬m points near the boundary as an additional, fourth, fractional step:
where absorption coefficient ␣ n m is equal to zero for m Ͻm max (n) Ϫ⌬m and increases quadratically with m for the rest of the ⌬m points:
. The waveform at each spatial point is reconstructed from Eq. ͑11͒, where the summation is performed for harmonics with numbers ͉n͉рn max (m) . The mean intensity at the mth lateral point is calculated from Eq. ͑13͒ as
The mean power of the beam, Eq. ͑14͒, is calculated numerically using the standard trapezoidal method:
where summation is performed up to m max ϭmax(m max (n) ).
Parameter values for operation
The lateral grid step is equal to ⌬Rϭ2.5ϫ10 Ϫ3 , which corresponds to 400 points per piston radius. The size of the spatial window in the radial direction R max (n) ϭm max (n) ⌬R is chosen depending on the harmonic's number n in the following way:
4, 31рnр100, 3, 101рnр300, 2, 301рnр800, 1, 801рnр1000.
͑21͒
The axial grid step is taken smaller for higher nonlinearity N to provide necessary stability and accuracy of the solution. The minimum step size used in the calculations is ⌬Zϭ2.5ϫ10
Ϫ5 . The calculations are performed up to Z max ϭ0.35, according to the range of experimental data. The initial number of harmonics equals to n max (m) (0)ϭ30, independently on the index m. The number of harmonics is increased by ⌬nϭ100 when the absolute value of the last harmonic amplitude exceeds the threshold ϭ2ϫ10 Ϫ4 . The maximum possible number of harmonics ñ max (m) for a given radial distance R m corresponds to Eq. ͑21͒, so that ñ max (m) ϭ1000 (0 рmр400), 800 (401рmр800), 300 (801рmр1200), 100 (1201рmр1600), and 30 (1601рmр2000). The boundary layer with artificial absorption for all harmonics consists of ⌬mϭ50 points. The corresponding absorption parameter equals ␣ * ϭ500.
III. RESULTS AND DISCUSSION
A. Comparison of numerical results and experimental data
The results of numerical simulations of the near field of the plane piston source are presented here and compared with experimental data reported in a previous paper. 30 Shown in Fig. 1͑a͒ are dimension pressure amplitudes A n of the first three harmonics, nϭ1,2,3, along the acoustic beam axis for various initial pressure amplitude p 0 ϭ2, 6.4, and 14.3 bars at the source. Axial distributions of the first harmonic, Fig. 1͑a͒ , are in a good agreement for all levels of excitation. Some discrepancy between the numerical results is observed at the distances very close to the source because of different approaches used in calculating the diffraction effects. It is seen, however, that highly oscillating structure of the field is adequately governed by numerical models starting from the small distances from the source, z ϳ60 mm, so that the last three minimums and maximums in axial distributions of the fundamental frequency are accurately captured. The very last diffraction maximum for the fundamental frequency is positioned at the distance 25 to 35 cm from the source, closer to the transducer for a higher level of excitation. The very last diffraction minimum is positioned at 18.5 cm from the source for weakly nonlinear propagation, p 0 ϭ2 bars, and also slightly moves towards the transducer, in about 1 cm for the highest source level p 0 ϭ14.3 bars.
The characteristic shock formation length for the chosen three levels of excitation is equal to z n ϭ76.7, 24, and 10.7 cm. In the first case of the small initial amplitude, the propagation is weakly nonlinear and the shock will form in the smooth far field of the beam, beyond the distances considered here. In the latest two cases the propagation is highly nonlinear and the shock front will form within the oscillating part of the beam. Strong nonlinear interactions in a regular but oscillating acoustic field are of particular interest as they might be realized quite differently compared with those in plane waves or far field of weakly nonlinear beams. Axial distributions of the second and third harmonics, Figs. 1͑b͒ and ͑c͒, also have oscillating structure. For each harmonic, the structure of the oscillations is qualitatively the same for all the source amplitudes. The positions of maximums and minimums, especially for the very last maximum and minimum, move closer to the source for higher nonlinearities. The amplitudes of oscillations are much higher in the case of stronger nonlinear effects. The numerical solutions correlate very well with each other, although some slight discrepancy is observed between the measured and calculated amplitudes of the harmonics. This discrepancy between experiment and numerical simulations has been observed and explained in a previous paper. 30 Figure 2 shows the beam patterns ͑lateral distributions͒, measured and calculated numerically at the longest distance zϭ400 mm from the source. Again, the numerical calculations correlate well with the experimental data.
A very good agreement between experiment and numerical solutions, obtained both by the time-domain and the frequency-domain codes, demonstrates the validity and accuracy of the two algorithms to model the first harmonics in the near field of the piston source for both quasilinear and strongly nonlinear wave propagation. However, the spectrum of the nonlinear wave, especially with shocks, is wide and the errors in numerical simulations are more pronounced for higher harmonics. Although the results of the numerical simulations for the first harmonics are close to each other, the high-frequency part of the spectrum might be quite different. Temporal waveforms simulated directly in the time domain or reconstructed from the results of the modeling in the frequency domain consist of all the harmonics and thus are more informative in terms of comparison of the codes. Unfortunately, there are no experimental waveforms available, therefore only the results of simulations are presented here. Shown in Fig. 3 are pressure-time waveforms calculated by the two codes at various distances z from the source and for various values of nonlinear parameter N, which is proportional to initial pressure amplitude p 0 . The results are in a very good agreement. The axial waveforms calculated by the time-domain code are noisy for higher nonlinearities; however, the waveforms in average are very close to each other. Two interesting features can be observed for the waveform calculated for Nϭ10.8 at the distance zϭ255 mm. It is clearly seen that the waveform calculated by the frequency domain code contains two thin shocks in a cycle and the positive peak pressure is about two times higher than that observed for the quasilinear propagation, Nϭ1.5. To our knowledge, formation of two shocks within one period of an initially harmonic wave and strong excess of the peak positive pressure has never been observed earlier in nonlinear acoustic beams and will be addressed in more detail in the next section of this article. In conclusion to this section it should be noted that the comparison of the experimental data available for harmonics in the near field of the piston circular source and the results of numerical simulations obtained by the two different numerical codes shows a good agreement between them. The calculated waveforms also correlate very well with each other. The time domain code previously developed for the pulsed regime of nonlinear beams is thus validated here to operate well for continuous waves. However, the calculations of the entire acoustic field in the time domain are rather time consuming because of a long time window, fine time grid, and mostly because of the necessity to calculate the Rayleigh integral for each spatial point. Calculation time was respectively 18.7 h, 14.6 days and about 45 days for N ϭ1.5, Nϭ4.8, and Nϭ10.8 on a Compaq XP-1000 workstation ͑Digital Alpha 21264 533 MHz chip͒, corresponding to approximately 6 days, 4 months, and 13 months on a Pentium III 350 MHz. This is for the full z axis ͑up to 400 mm͒ with 5-mm diffraction step.
The newly developed and optimized for the specific problem frequency-domain code presented here is less time consuming and more accurate for the description of a continuous wave. The computational time varied from 7.5 min for the case of Nϭ1.5 to 12.5 h for Nϭ4.8 and 32.5 h for Nϭ10.8 on a Compaq XP-1000. This time corresponds to approximately 1 h for Nϭ1.5, 4 days for Nϭ4.8, and 10 days for Nϭ10.8 on a Pentium III 350 MHz. The frequencydomain algorithm will be used here for further detailed study of nonlinear interactions in the near field of the piston source operating in a highly nonlinear regime.
B. Shock wave formation in the near field of the beam
It is seen from Fig. 3 that nonlinear waveform distortion and formation of shocks in the oscillating near field of the beam happen in a quite different way compared to that known for the plane wave propagation. Shown in Fig. 4 are the pressure-time waveforms calculated at various dimensionless distances Zϭz/z d from the source for initial pressure amplitude p 0 ϭ14.3 bars (Nϭ10.8) with and without accounting for diffraction effects. Axial waveforms are presented in the first column. The second and the third columns correspond to the waveforms at Rϭ0.5 and 1 source radius off-axis positions. Consequent development of two shocks on the axis of the beam is seen from the first column. The first shock forms at nearly the same distance Zϳ0.1 and has nearly the same phase T s ϭ 0 ϭ in time as the shock in the case of the plane wave propagation. Variations in asymmetry of the shock position regarding the zero level p/p 0 ϭ0, which is due to diffraction, lead to relative movement of the shock forward and backwards compared with the shock position for the plane wave. The distance Zϭ0.15 corresponds to the last minimum for the first harmonic and to the maximum of the second harmonic. The waveform therefore consists of the two oscillations of different shape. One oscillation is smooth and one is already shocked. The smooth maximum then grows and moves faster, appearing in the right part of the waveform (Zϭ0.18). Further propagation of the wave leads to development of the second shock with a narrow sharp peak at the front of the second maximum (Zϭ0.20), relative movement of these two shocks towards each other (Zϭ0.25), collision of shocks, and formation of sawtooth wave (Zϭ0.35). The appearance and growth of the second maximum can be explained in terms of the edge wave coming to the axis in a different phase. It is seen that the amplitude of the resulting shock at Zϭ0.35 is even higher than that for the plane wave at the same distance.
Contrary to the axial waveform transformation, the waveforms off-axis contain only one shock and look qualitatively similar to those computed for the plane propagation. Very small difference is observed at the radial distance Rϭ0.5 off the axis. Strong diffraction smoothening of the beam close to the edge, Rϭ1, results in less amplitude of the wave compared to the plane wave. Nonlinear effects are therefore less pronounced, and the shock forms at longer distances from the source and has smaller amplitude.
The relative movement and interaction of two shocks in one cycle are shown in more detail in Fig. 5 where the axial waveforms at various distances are presented for Nϭ10.8. The waveforms are compared with those computed for the case of linear diffraction ͑Nϭ0, dotted lines͒. It is seen that at the distances when two shocks are developed, the maximum asymmetry of the waveform is observed. The peak positive pressure, despite the nonlinear attenuation at the shocks, exceeds the initial pressure p 0 more than 3.5 times (Zϭ0.22) compared to 2 times excess which can be observed in the near field of the linear beam, Nϭ0. On the contrary, the peak negative pressure is less than that for the linear case. Close-up view of the waveforms close to the second positive peak ͑within the area limited by dashed lines in Fig. 5͒ is shown in Fig. 6 for various distances Z. The waveforms are presented both on the axis, rϭ0, and at small distances off-axis rϭ0.15, 0.3, and 0.45 mm. The structure of this part of the waveforms on-and off-axis is very different at the distances Zϭ0.2 and 0. the sharp positive peak pressure is observed very close to the axis only, then the peak value goes down rapidly off the axis. When the peak is smoothed due to strong absorption ͑Zϭ0.24 and 0.26͒ the axial and off-axis waveforms become closer, and almost coincide after shock collision, Zϭ0.28. Strong excess of peak positive pressure value thus can be observed at the very small paraxial distances only. The effect of consequent formation of two shocks on the beam axis corresponds to very strong nonlinearity, Nϭ10.8 or shock formation distance z n ϭ10.7 cm. In this case the first shock forms within the next to the last axial lobe of the fundamental frequency ͓Fig. 1͑a͔͒. Then, after passing through the minimum, the first harmonic grows again with the different phase and the second shock forms. Evolution of the axial waveform for weaker nonlinearity, Nϭ4.8, and shock formation distance z n ϭ24 cm, is shown in Fig. 7 . It is seen that at the distance beyond the very last minimum, Z ϭ0.24 and 0.26, the waveform also consists of two distorted fronts, but, opposite to the case Nϭ10.8, both the fronts are not yet shocked. Then the fronts steepen and two shocks develop simultaneously, Zϭ0.28 and 0.30. The phase delay between shocks is rather small and they collide very soon at Zϭ0. 32 .
Axial distributions of the normalized peak positive P ϩ , peak negative P Ϫ , and peak-to-peak P pp pressure amplitudes for various nonlinearities, N, are shown in Fig. 8 . In the case of linear propagation, Nϭ0, the waveform is symmetrical and behavior of P ϩ , P Ϫ , and P pp is identical ͑dashed curves͒. The main difference between linear and nonlinear propagation is mostly pronounced in the last two diffraction lobes. The very last minimum of P ϩ , P Ϫ , and P pp does not reach zero and occurs at different distances closer to transducer for higher nonlinearities. Nonlinear propagation results in asymmetry of the waveform, so that the peak positive pressure increases and peak negative pressure decreases. Weak nonlinearity, Nϭ1.5, results in weak enhancement of the peak positive and weak reduction of the peak negative pressure, while the peak-to-peak pressure distribution is almost not affected. Strong enhancement of the peak positive pressure is observed for strongly nonlinear propagation, Nϭ4.8 and 10.8. About four times excess over initial pressure amplitude is observed compared to only two times excess for the linear case Nϭ0. It is also seen from Fig. 8 that these high maximums of P ϩ are reached at different distances, which correspond to formation of the sharpest second shock ͑see Fig. 7 for Nϭ4.8 and Fig. 5 for Nϭ10.8͒. The behavior of the peak negative pressure is more monotonic. Positions of the very last maximum and minimum shift towards the transducer and their values decrease for higher values of the nonlinearity N. The structure of the peak-topeak pressure P pp distribution is similar to that for P ϩ but smoother, so that the excess over its linear distribution is less pronounced. Distribution of the normalized mean intensity, Eq. ͑13͒, along the axis of the beam is shown in Fig. 9 . Linear, Nϭ0, and weakly nonlinear, Nϭ1.5, distributions of intensity are almost the same, although the waveforms are already different. Formation of shocks and corresponding effective energy absorption in the case of strong nonlinearity leads to decrease of intensity value. The effect of collision of two shocks (Nϭ4.8,10.8) manifests itself in distinctive phenomenon as a fracture or a sharp turn in intensity propagation curves. The positions of the fracture corresponds to the distances when collision of two shocks happens ͑see Figs. 5 and 7͒. As it is known, 14 the energy absorption at the shock is proportional to the third power of the shock amplitude A s . When two steep fronts are presented in the waveform, energy absorption is thus proportional to the sum of the cubes of the two shock amplitudes, A S,1 3 ϩA S,2 3 . After shock collision, absorption is proportional to the cube of the sum of the shock amplitudes (A S,1 ϩA S,2 ) 3 , which evidently exceeds the sum of cubes A S,1 3 ϩA S,2 3 . The wave intensity therefore turns to decrease much faster.
Two-dimensional spatial distributions of the normalized peak positive pressure are demonstrated in Fig. 10 for various values of nonlinearity N. It is seen that the structure of the field is different for different N. The combined effect of diffraction and nonlinearity results in excess of the peak positive pressure over the maximum p/p 0 ϭ2 reached in a linear beam, when Nϭ0. This effect is pronounced even for the weak nonlinearity, Nϭ1.5, close to the axis in a last diffraction lobe of the beam. The shape of the spots of 1.5 times excess, however, is still very similar as in the linear beam. For higher nonlinearity, Nϭ4.8, the areas of 1.5 and 2 times excess in the last diffraction lobe are narrower off the axis and move towards the transducer. A small spot of double excess appears in the next to the last diffraction lobe close to the axis. An additional spot of 1.5 times excess forms off the axis, which is not observed in the linear and weakly nonlinear beam. Finally, for the strongest nonlinearity, Nϭ10.8, the excess axial spots are reduced in space, the formation of additional spots of 1.5 excess is observed off the axis. Strong nonlinear absorption results in decrease of the normalized peak pressure at longer distances ZϾ0.25 compared to the cases of weaker nonlinearity.
Two-dimensional spatial distributions of the normalized intensity are shown in Fig. 11 for various values of nonlinearity N. It is seen that the near field of the linear beam, Nϭ0, has spotted spatial structure of different intensity less ͑up to zero value͒ and more ͑up to 4 times higher͒ than the constant value I/I 0 ϭ1 correspondent to the linear propagation of the plane wave. The spots of 1.5, 2, and 3 times excess are shown in the figure by the corresponding lines. It is seen that up to the distances before the shocks are developed, i.e., ZϽ0.28 for Nϭ4.8 and ZϽ0.11 for Nϭ10.8, the intensity distributions are quite similar to each other. Effective absorption at the shocks results in smoothening of the distributions for Nϭ4.8. For the highest nonlinearity, N ϭ10.8, the intensity does not reach even 1.5 excess level within the last diffraction maximum as well as in the very last excess spot off the axis.
The nonlinear effect of the energy transfer to higher harmonics and formation of shocks are more pronounced within the areas of higher intensity which leads to more effective absorption. On the contrary, nonlinearity is less pronounced within the spots of intensity minimums. The average effect of nonlinearity on acoustic energy decay in a beam and in a plane wave with the same initial intensity is illustrated in Fig. 12 . In this figure the axial distributions for the initial pressure amplitudes p 0 ϭ2, 6.4, and 14.3 bars are shown. Solid curves correspond to the normalized total power of the beam, Eq. ͑14͒, and dashed curves to the normalized intensity in the plane wave calculated along the propagation distance Z. It is seen that absorption rate is a little bit higher for the beam even at the distances before shock formation, which is all the propagation range for the weak nonlinearity, Nϭ1.5, and smaller distances for higher nonlinearities, Nϭ4.8 and 10.8. This small discrepancy is caused by the artificial viscosity introduced in the numerical algorithm in the layer close to the edge of the spatial window to avoid reflections from the edge. Formation of shocks, Nϭ4.8 and 10.8, and corresponding rapid increase of absorption start earlier in a beam because of the amplitude fluctuation close to the axis. The propagation curve for the total power of the beam thus turns down earlier compared to the intensity of the plane wave. At longer distances, however, nonlinear absorption is more pronounced for the plane wave due to spatial inhomogeneities, diffraction smoothening in the beam, and delay of shock formation close to the edge of the beam. As it is seen from Fig. 4 , even in the case of the strongest nonlinearity, Nϭ10.8, the shock develops later and its amplitude is smaller at the radial distance Rϭ1, compared to the plane wave propagation.
IV. CONCLUSION
Two theoretical models and the corresponding numerical codes for the description of nonlinear acoustic beams radiated from intense cw sources are presented. The main difference of the theoretical models contains diffraction effects, which are included using the Rayleigh integral in the first model, whereas the parabolic approximation is applied in the second model. The main differences of the numerical implementation are the following. The first code, originally developed for the pulsed regime, operates in the time domain and the exact analytic results are applied at each fractional step using the operator splitting procedure for all the physical effects included: absorption, nonlinearity, and diffraction. The second newly developed code operates in the frequency domain and the exact analytic solution is used for the absorption, while nonlinearity and diffraction are calculated using the finite difference method. To validate the codes, the simulations of the near field of an intense circular piston ultrasound source in water are performed and the results are compared with each other and with the available experimental data. The results of modeling are found to be in a good agreement both for the axial and lateral distributions of the harmonics amplitude ͑measured and simulated͒, as well as for the temporal acoustic waveforms ͑simulated͒. A strongly nonlinear regime of beam propagation, when shocks are developed in the waveform close to the source, is studied in details using the frequency-domain code. It is demonstrated that diffraction plays a major role in shock formation. A new nonlinear wave phenomenon of the development of two shocks in each cycle of an initially harmonic wave, followed by their motion towards each other and further collision, is predicted. The distance of shock collision depends on the initial pressure amplitude, which can be used for the calibration process. It is shown that in the case of nonlinear propagation, the maximum positive peak pressure in the near field strongly exceeds the linear predictions, which may have significant implications in medical applications of the intense ultrasound such as physiotherapy, HIFU surgery, and lithotripsy. The beam total power decay as a function of the propagation distance is compared with the intensity for the plane wave propagation without diffraction. It is found that the energy decay starts earlier for the beam, but decreases slower over longer distances. Formation of two shocks in a cycle does not allow us to employ a previously developed asymptotic spectral approach, 21 which enables us to effectively simulate nonlinear waves with shocks using a small number of harmonics. 17, 18, 22, 23 The asymptotic method is based on the assumption that only one shock might be presented in one cycle of the periodic wave, which cannot be applied to the problem considered here. Direct calculations for a large number of harmonics are therefore performed, which makes the simulations rather time consuming.
Although the results of the simulations obtained by the two codes were presented here for the near field of a plane circular source in water, both the models developed can be applied also for the focused sources, and for propagation in tissue or layered media with arbitrary absorption and dispersion laws.
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