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Waring’s formula for expressing power sum symmetric functions in terms of
elementary symmetric functions is generalized to monomial symmetric functions with
equal exponents by applying the orthogonality property of Ramanujan sums together
with the Mo bius function over the set partition lattice.  1996 Academic Press, Inc.
1. Introduction
Waring’s formula explicitly expresses the power sum symmetric functions
in terms of the elementary symmetric functions (see Burnside and Panton [5],
Dickson [7], and MacMahon [11]). In this paper we will generalize Waring’s
formula and explicitly express monomial symmetric functions with equal
exponents in terms of the elementary symmetric functions. In particular, we
will apply the orthogonality property of Ramanujan sums (power sums of
primitive roots of unity) together with the general Mo bius inversion formula
over the set partition lattice (see Rota [16]) to obtain the general formula.
The main result obtained in this paper is a natural generalization of
Waring’s formula and leads directly to an explicit expression. This approach
is in sharp contrast to the traditional method of expressing a monomial sym-
metric function in terms of power sums and then applying Waring’s formula
to obtain an expression in terms of the elementary symmetric functions (see,
for example, Dickson [7], Doubilet [8], and MacMahon [11]).
2. Preliminaries
Let z, x1 , x2 , ..., xm denote independent variables, and define the poly-
nomial f (z) as follows:
f (z)=(z&x1)(z&x2) } } } (z&xm)
= :
m
k=0
(&1)k _kzm&k
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where _0=1 and for each k1
_k= :
i1<i2< } } } <ik
xi1 xi2 } } } xik
denotes the k th elementary symmetric function.
For each n1 the n th power sum is
pn= :
m
i=1
xni .
Waring’s formula explicitly expresses pn in terms of the elementary sym-
metric functions _k (most classical proofs use generating functions; see, for
example, Dickson [7], MacMahon [11], and Riordan [15]):
pn= :
t=t1+t2+ } } } +tm
n=t1+2t2+ } } } +mtm
(&1)n+t
n
t \
t
t1 , t2 , ..., tm+ _t11 _t22 } } } _tmm (2.1)
Note. The summation is over all partitions of n with t denoting the
number of parts and
\ tt1 , t2 , ..., tm+=
t !
t1! t2 ! } } } tm !
is the multinomial coefficient.
Consider the primitive m th root of unity |m=e2?im. The Ramanujan
sum c(n, m) is the n th power sum of the primitive mth roots of unity: that
is,
c(n, m)= :
(r, m)=1
|rnm (2.2)
It is well-known (see Apostol [2] or Hardy and Wright [9]) that
c(0, m)=,(m) (Euler ,-function) and c(1, m)=+(m) (Mo bius +-function).
In fact we have
c(n, m)=
,(m)
,(m(n, m))
+ \ m(n, m)+ , (2.3)
the Von Sterneck number, denoted 8(n, m) (note: (n, m) denotes the
greatest common divisor of n and m, and (0, n)=n).
The Ramanujan sums (Von Sterneck numbers) satisfy an important
orthogonality property (see McCarthy [12, Theorem 2.8 and Exercise 2.24],
or Cohen [6, Theorem 4],
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If e1 , e2 | m, then
:
d | m
c \md , e1+ c \
m
e2
, d +={m0
if e1=e2
if e1{e2
In particular, if e1=e and e2=m, then
:
d | m
c \md , e+ +(d )={
m
0
if e=m
if e{m
(2.4)
According to Nicol and Vandiver [14], in 1936 Ho lder proved the
fundamental identity relating the exponential sums of Ramanujan to the
arithmetical functions of Von Sterneck:
c(n, m)=8(n, m) (2.5)
The number of solutions to certain linear congruences can be expressed
in terms of the Von Sterneck numbers (see McCarthy [12], Nicol [13],
Nicol and Vandiver [14], and Stanley and Yoder [18]).
We will apply the following result from elementary number theory on
solutions of linear congruences (proof by induction, see McCarthy [12]):
The congruence n#a1x1+a2x2+ } } } +akxk (mod m) has
a solution if and only if d | n, where d=(a1 , a2 , ..., ak , m).
(Note. (a1 , a2 , ..., ak , m) denotes the greatest common divisor.)
If the congruence has a solution, then it has dmk&1 solutions. Observe
a solution is an ordered k-tuple of integers modulo m : (x1 , x2 , ..., xk).
The principle of Mo bius inversion over partially ordered sets will be
needed. In particular, let Ln denote the lattice of all partitions of an n-set.
The nonempty mutually disjoint subsets of the set partition are called
blocks. The partitions of Ln are ordered by refinement. Thus, if ? # Ln and
_ # Ln , then ?_ if each block of _ is a union of blocks of ?. The greatest
element, denoted 1, is the single block consisting of the n-set, while the
least element, denoted 0, is the set of all singletons. The Mo bius function of
Ln , +(?, _), is computed as follows:
+(?, _)= `
m
k=1
(&1)nk&1 (nk&1)! (2.6)
where _ consists of m blocks and the k th block of _ is the union of exactly
nk blocks of ?. In particular, we have +(0, 1)=(&1)n&1 (n&1)! .
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Mo bius inversion over Ln can be stated as follows: If f (?) and g(?) are
realvalued functions with domain Ln , then
g(?)= :
_ : _?
f (_)
if and only if
f (?)= :
_ : _?
+(?, _) g(_) (2.7)
For more on Mo bius inversion over the set partition lattice see Rota [16],
Bender and Goldman [3], Andrews [1], Stanley [17], Bogart [4], and
Van Lint and Wilson [19].
Finally, we introduce some notation on numerical partitions (see
Andrews [1]). A partition of a positive integer n is a finite sequence of
positive integers (called parts) *1 , *2 , ..., *r such that n=*1+*2+ } } } +*r ,
with the order of the parts being unimportant. Let * denote the partition
(*1 , *2 , ..., *r), then the notation * |&n (or |*|=n) denotes * is a partition
of n. A partition * can also be expressed in terms of the frequencies of the
parts. Thus, we write *=(1 f1 2 f2 } } } n fn ), where fi parts are equal to i
(1in) in the partition *.
Note. We also have ni=1 ifi=n.
Given a partition * of n, *=(1 f12 f2 } } } n fn), we call a partition ?=
(1 g1 2 g2 } } } n gn ) a subpartition of *, written ?/*, if gi fi , for all i, 1in.
3. Generalized Waring Formula
Let x1 , x2 , ..., xm denote the roots of a polynomial f (z). The generalized
Waring formula explicitly expresses the nth power sum of the product of
the roots of f (z) taken k at a time in terms of the elementary symmetric
functions. Specifically,
Theorem (Generalized Waring Formula).
:
i1<i2< } } } <ik
xni1 x
n
i2 } } } x
n
ik=(&1)
k(n+1) :
s=s1+s2+ } } } +sm
|*|=kn
*=(1s1 2s2 } } } msm)
A*_s11 _
s2
2 } } } _
sm
m
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where the summation is over all partitions * of kn with s denoting the number
of parts (sn), and A* denoting the coefficients:
A*= :
k1k2 } } } kr
|?| =k
?=k1+k2+ } } } +kr
:
*i/*, |*i |=ki n
*=*1+*2+ } } } +*r
*=(*:1i1 *
:2
i2
*:3i3 } } } )
(&1)s&r
:1! :2 ! :3 ! } } }
`
r
i=1
n
qi \
qi
qi1 , ..., qim+
where the first summation is over all partitions of k (k1k2 } } } kr) with r
denoting the number of parts, and the second summation is over all partitions
of * into subpartitions *i (1ir) such that *i |&ki n and *i=
(1qi 1 2qi 2 } } } mqim) with parts qi=mj=1 qij ; thus s=
r
i=1 qi and sj=
r
i=1 qij
(1 jm); and :1 , :2 , :3 , ... denote the frequencies of the subpartitions with
:i1 and i :i=r.
Note. When k=1 the theorem reduces to Waring’s formula (2.1).
Proof. Let f (z)=>mk=1 (z&xk)=
m
k=0 akz
k, where ak=
(&1)m&k _m&k Also, let gn(z)=>mk=1 (z
n&xnk)=
m
k=0 (&1)
k Ak znm&nk
where Ak=i1<i2< } } } <ik x
n
i1 x
n
i2 } } } x
n
ik , denotes the nth power sum of the
product of the roots of f (z) taken k at a time (or the monomial symmetric
function with equal exponents).
We will express Ak explicitly in terms of the elementary symmetric func-
tions _i (1im). Waring’s formula follows as special case k=1.
First we factor gn(z) using the nth roots of unity. Let |n=e2?in, then
zn&1=>nj=1 (z&|
j
n). Thus
gn(z)= `
m
k=1
(zn&xnk)= `
m
k=1
`
n
j=1
(z&| jn xk)
= `
m
k=1
`
n
j=1
| jn(|
&j
n z&xk)
=|m(1+2+ } } } +n)n `
n
j=1
f (|&jn z)
=|m(1+2+ } } } +n)n `
n
j=1
:
m
i=0
ai |&ijn z
i
= :
mn
k=0
|m(1+2+ } } } +n)n \ :
0tim
t1+t2+ } } } +tn=k
at1 |
&t1
n at2 |
&2t2
n } } } atn |
&ntn
n + zk
where the second summation is over all ordered partitions of k into non-
negative parts not exceeding m.
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But ak=(&1)m&k _m&k , so we have
gn(z)= :
mn
k=0 \ :
0tim
t1+t2+ } } } +tn=k
(&1)mn&k _m&t1 _m&t2 } } }
_m&tn |
(m&t1)+2(m&t2)+ } } } +n(m&tn)
n + zk
Since (&1)k Ak is the coefficient of znm&nk in gn(z), we conclude
(&1)k Ak=(&1)nk :
0tim
t1+t2+ } } } +tn=nm&nk
_m&t1 _m&t2 } } }
_m&tn |
(m&t1)+2(m&t2)+ } } } +n(m&tn)
n
Hence, replacing ti with m&ti , we obtain an expression for Ak in terms
of the elementary symmetric functions:
Ak=(&1)k(n+1) :
0tim
t1+t2+ } } } +tn=kn
|t1+2t2+ } } } +ntnn _t1 _t2 } } } _tn (3.1)
Since every permutation of the n-tuple (t1 , t2 , ..., tn) contributes a root of
unity to the same product of elementary functions, we can express this sum
in terms of unordered partitions. For 0im, let si denote the number of
components in the n-tuple (t1 , t2 , ..., tn) equal to i. Thus, we have
:
n
i=1
ti= :
m
i=0
isi=kn
Denoting the resulting coefficients by A* with * |&kn and *=t1+
t2+ } } } +tn=(1s12s2 } } } msm) we have
Ak=(&1)k(n+1) :
n=s0+s1+ } } } +sm
kn=s1+2s2+ } } } +msm
A*_s11 _
s2
2 } } } _
sm
m
where the summation is over all partitions of kn with the number of non-
zero parts not exceeding n. The A* coefficients are
A*=:
?
|?(t1+2t2+ } } } +ntn)n (3.2)
where the summation is over all permutations ? of the n-tuple (t1 , t2 , ..., tn)
together with ? acting on the exponent t1+2t2+ } } } +ntn , denoted
?(t1+2t2+ } } } +ntn).
286 JOHN KONVALINA
File: 582A 269307 . By:MB . Date:13:08:96 . Time:18:45 LOP8M. V8.0. Page 01:01
Codes: 2888 Signs: 1819 . Length: 45 pic 0 pts, 190 mm
The A* coefficients are sums of nth roots of unity. However, by the
fundamental theorem on symmetric functions these coefficients must be
integers. We now determine these integers explicitly, thus obtaining the
desired generalization of Waring’s formula.
In (3.2) collect like powers (mod n) of the nth roots of unity (denote
coefficients by cj) and observe for any fixed residue d, multiplying the linear
congruence
t1+2t2+ } } } +ntn #d (mod n)
by a nonzero residue k, such that (k, n)=1, permutes the ti ’s. Thus, we can
assume d divides n, and, if (i, n)=d and ( j, n)=d, then ci=cj=cd . Hence,
we have
:
?
|?(t1+2t2+ } } } +ntn)n = :
n&1
j=0
cj | jn= :
d | n
cd :
( j, n)=d
| jn
= :
d | n
cd :
( jd, nd )=1
| jdnd= :
d | n
cd +(nd ),
since by (2.2) and (2.3) the sum of the primitive (nd ) th roots of unity is
+(nd ). Consequently, we have
A*=:
dn
cd +(nd ) (3.3)
where cd is the number of representations of d in the form t1+
2t2+ } } } +ntn#d (mod n) over all permutations of the n-tuple
(t1 , t2 , ..., tn).
Next, we examine cd . Let s be the number of nonzero parts in the parti-
tion of kn; that is, s=n&s0 . Suppose ti1 , ti2 , ..., tis are the nonzero com-
ponents of the n-tuple (t1 , t2 , ..., tn), where i1<i2< } } } <is . Without loss
of generality we will denote these nonzero components as t1 , t2 , ..., ts .
Consider the linear congruence in the variables x1 , x2 , ..., xs with coef-
ficients t1 , t2 , ..., ts :
t1 x1+t2 x2+ } } } +tsxs #d (mod n) (3.4)
Observe that no matter how the coefficients are permuted, a solution vector
(x1 , x2 , ..., xs) with 1x1<x2< } } } <xsn yields a proper representation
of d that contributes to the coefficient cd in (3.3). The linear congruence
(3.4) has a solution (x1 , x2 , ..., xs) if and only if b | d, where b is a greatest
common divisor; that is, b=(t1 , t2 , ..., ts , n). If there is a solution, then
there are exactly bns&1 solutions (ordered s-tuples).
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If there is a solution vector (x1 , x2 , ..., xs) with distinct components, call
it a one-to-one solution vector. Such an s-tuple can always be permuted
so that the components are strictly increasing; thus, yielding a proper
representation of d. So our problem reduces to counting the number of
one-to-one solution vectors of the linear congruence (3.4). Of course, we
must divide our result by s!. Finally, the solution criterion for the
congruence (3.4) is the same no matter how the coefficients t1 , t2 , ..., ts are
permuted. The number of such permutations is the multinomial coefficient
( ss1 , s2 , ..., sm). Thus, we must multiply the number of one-to-one solution vectors
by (1s!)( ss1 , s2 , ..., sm).
Summarizing, we have
cd=
1
s! \
s
s1 , s2 , ..., sm+ N(d, s, n) (3.5)
where N(d, s, n) denotes the number of one-to-one solution vectors
(x1 , x2 , ..., xs) of the linear congruence t1x1+t2 x2+ } } } +tsxs#d (mod n).
The solution criterion of the linear congruence (3.4) can be expressed in
terms of the Von Sterneck numbers 8(d, e). Specifically, if b=(t1 , t2 , ...,
ts , n), then let g(b, d )=b, if b | d, and g(b, d )=0, otherwise. Then we can
express the solution criterion as follows:
g(b, d )= :
e | b
8(d, e)={b0
if b | d
otherwise
(3.6)
(See Nicol and Vandiver [14] or McCarthy [12] Proposition 2.1, for
justification of this relation proved in 1902 by Von Sterneck). Also,
expressing the orthogonality property (2.4) of Ramanujan sums in terms of
the Von Sterneck numbers, we have
:
d | n
8(d, e) +(nd)={n0
if e=n
if e{n
(3.7)
Thus, the total number of solution vectors of the linear congruence (3.4)
can be expressed in the form
ns&1 :
e | (t1 , t2 , ..., ts , n)
8(d, e) (3.8)
One way to find the number of one-to-one solution vectors is to use a sieve
method. For example, suppose s=3 and consider the linear congruence
t1 x1+t2 x2+t3x3 #d (mod n). The total number of solution vectors
(x1 , x2 , x3) is n2 e | (t1 , t2 , t3 , n) 8(d, e). Next, subtract the number of solu-
tion vectors with x1=x2 or x1=x3 or x2=x3 . For example, if x1=x2 ,
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then the number of solutions of the congruence (t1+t2) x1+t3x3 #d
(mod n) is n e | (t1+t2 , t3 , n) 8(d, e). Finally, since the case x1=x2=x3 has
been subtracted three times, we must add it back twice. Thus, the number
of one-to-one solution vectors N(d, 3, n) is
n2 :
e | (t1 , t2 , t3 , n)
8(d, e)&n \ :e | (t1+t2 , t3 , n) 8(d, e)+ :e | (t1+t3 , t2 , n) 8(d, e)
+ :
e | (t2+t3 , t1 , n)
8(d, e)++2 :e | (t1+t2+t3 , n) 8(d, e)
(see Jordan [10] Section 53 for a related discussion).
The general formula can be obtained by applying the generalized
Mo bius inversion formula over the set partition lattice of [1, 2, 3, ..., s]. A
solution vector (x1 , x2 , ..., xs) is a function from the set S=[1, 2, ..., s] to
Zn=[1, 2, 3, ..., n]. This function induces a set partition on S, called the
kernel of the function, whose blocks are the inverse images of the elements
of Zn .
Let Ls denote the set partition lattice on S ordered by refinement with
1=[1, 2, ..., s] and 0=[[1], [2], ..., [s]]. To find a formula for the number
of one-to-one solution vectors we mimic the argument on one-to-one
functions using Mo bius inversion over the set partition lattice presented
in Bender and Goldman [3] and Andrews [1] (attributed to Rota and
Frucht).
There is a total of ns&1 e | (t1 , t2 , ..., ts , n) 8(d, e) solution vectors (func-
tions). If ? # Ls , then let N=(?) denote the number of such functions from
S to Zn whose kernel is ?, and let N(?) be the number of functions whose
kernel ? (using refinement ordering of Ls). Thus, we have N(?)=
_ : _? N=(_). If ?=0, then by Mo bius inversion (2.7)
N=(0)= :
_ # Ls
+(0, _) N(_) (3.9)
N=(0) is the number of solution vectors with kernel 0; that is, the number
of one-to-one solution vectors.
Associated with each set partition _ is a unique numerical partition of s.
Thus, _ is of type (1r12r2 } } } srs), if _ contains exactly ri blocks of size i,
i=1, 2, ..., s. Note s=si=1 iri and r=
s
i=1 ri is the total number of blocks
in _. By (2.6) the Mo bius function +(0, _) can be computed as follows:
+(0, _)=(&1)s&r `
s
j=1
( j&1)!rj (3.10)
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Next we determine N(_) with respect to the solution vectors of the
linear congruence (3.4). Suppose _ is of type (1r1 2r2 } } } srs) with a total of
r blocks. If B is one of these blocks of size k, say B=[i1 , i2 , ..., ik], then
let 7B denote the sum ti1+ti2+. . .+tik . Note: if i and j are in the same
block, then xi=xj in the solution vector (x1 , x2 , ..., xs) and ti+tj occurs in
the greatest common divisor criterion of the congruence (3.4). Let _ consist
of the r blocks B1 , B2 , ..., Br . We claim
N(_)=nr&1 :
e | (7B1 , 7B2 , ..., 7Br , n)
8(d, e) (3.11)
This is the total number of solution vectors (x1 , x2 , ..., xs) with constraints
on the equality of components determined by the _-blocks B1 , B2 , ..., Br . If
?_, then each block of ? is the union of blocks from _. Thus, any solution
vector counted in N=(?) will be a solution vector counted in N(_) since it
satisfies at least the equality constraints of _. For example, if _=0 then the
blocks are singletons and there are no constraints on equality of components.
Since every solution vector satisfies the null constraint, it is counted. Hence,
we have as expected
N(0)=ns&1 :
e | (t1 , t2 , ..., ts , n)
8(d, e)
the total number of solutions of the linear congruence.
Consequently, combining (3.10) and (3.11) we find the formula (3.9)
becomes
N=(0)= :
r=r1+r2+ } } } +rs
_ # Ls
_=(1r1 2r2 } } } srs)
(&1)s&r `
s
j=1
( j&1)!rj nr&1 :
e | (7B1 , 7B2 , ..., 7Br , n)
8(d, e)
(3.12)
Since N(d, s, n)=N=(0), substitute (3.12) in (3.5) and use (3.3) to compute
the coefficients A* by distributing +(nd ), interchanging the order of sum-
mation, and applying the orthogonality property (3.7). Nonzero contri-
butions will be made when e=n. Thus, for 1ir, the greatest common
divisor criterion implies 7Bi #0 (mod n). Hence, by (3.3) we have
A*=
1
s! \
s
s1 , s2 , ..., sm+ :
7Bi#0 (mod n)
_ # Ls
_=B1 _ } } } _ Br
(&1)s&r `
s
j=1
( j&1)!rj nr (3.13)
where the summation is over all set partitions _ of type (1r1 2r2 } } } srm) with
blocks B1 , B2 , ..., Br such that 7Bi #0 (mod n) for 1ir.
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Our final task is to express the summation in (3.13) over numerical
partitions. Set partitions of [1, 2, ..., s] induce numerical partitions of
t1+t2+ } } } +ts determined by the blocks. Since t1+t2+ } } } +ts=kn is a
fixed partition of kn, denoted by * with *=(1s1 2s2 } } } msm), a set partition
in (3.13) induces a partition of the sum t1+ } } } +ts into subpartitions *i
with *i |&kin(1ir), where k1+k2+ } } } +kr=k (note: this is a parti-
tion of k).
Different set partitions of [1, 2, ..., s] can induce the same numerical
partitions of *=t1+t2+ } } } +ts into subpartitions *i . For example, let
*=(1442) or *=1+1+1+1+4+4 with k=2, n=6, s=6, and
*1=*2=1+1+4 (note: in this example this is the only partition of * into
subpartitions such that *1 |&6, *2 |&6). There are 6 set partitions of
[1, 2, } } } 6] yielding such subpartitions *1 , *2 , since identical parts of * are
considered distinct with respect to the set partition on the subscripts of the
ti ’s. We can count the number of induced numerical partitions as follows.
Since there are four 1’s and two 4’s we can put two 1’s in *1 in ( 42) ways,
followed by ( 21) ways to put a 4 in *1 , leaving (
2
2) ways to put the remaining
1’s in *2 followed by ( 11) way for the remaining 4. Thus, we have
( 42)(
2
1)(
2
2)(
1
1)=12 numerical partitions. But, in this case *1=*2 , and the sub-
partitions are indistinguishable, so we must divide our result by 2! to
obtain the 6 induced numerical partitions.
In general every set partition with the constraints specified by (3.13) can
be replaced by numerical partitions as follows. Given a partition of k, say
k=k1+k2+ } } } +kr , and a decomposition of * into r subpartitions
*1 , ..., *r , such that *i |&kin with *i=(1qi 1 2qi2 } } } mqim) for 1ir, and let-
ting qi=mj=1 qij , we have s=
r
i=1 qi and sj=
r
i=1 qij for 1 jm. Thus,
the number of ways to distribute the parts of * into the subpartitions
*1 , ..., *r , with the given constraints is
`
r
i=1
`
m
j=1 \
sj&i&1k=1 qkj
qij +
which simplifies to
s1 ! s2 ! } } } sm ! `
r
i=1
`
m
j=1
1
qij !
Since identical subpartitions are indistinguishable, we must divide this
result by the number of ways of permuting any repeated subpartitions.
Thus, if * is written in terms of the frequencies of the subpartitions, say
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*=(*:1i1 *
:2
i2 *
:3
i3 } } } ), with :i1 and i :i=r, then we obtain the number of
induced numerical partitions
s1 ! s2 ! } } } sm !
:1 ! :2 ! :3 ! } } }
`
r
i=1
`
m
j=1
1
qij !
(3.14)
Next, using (3.14), rewrite (3.13) as a sum over numerical partitions.
Finally, cancel the multinomial coefficient (1s!)( ss1 , s2 , ..., sm), express the
block sizes in terms of the qi ’s and rewrite as multinomial coefficients to
obtain the generalized Waring coefficients A* :
A*= :
k1k2 } } } kr
|?| =k
?=k1+k2+ } } } +kr
:
*i/*, |*i |=ki n
*=*1+*2+ } } } +*r
*=(*:1i1 *
:2
i2
*:3i3 } } } )
(&1)s&r
:1 ! :2 ! :3 ! } } }
`
r
i=1
n
qi \
qi
qi1 , ..., qim+
Corollary. If k=m, then * |&mn, *=(mn), s=n and
(&1)m(n+1) A*=1
is a consequence of Sylvester’s generalization of Cauchy’s identity on the
conjugacy classes of the symmetric group. Cauchy’s identity is (sum over all
partitions of n)
:
?=(1k1 2k2 } } } nkn)
|?|=n
1
k1 ! k2! } } } kn ! 1k1 2k2 } } } nkn
=1
Sylvester’s generalization is (see MacMahon [11] pp. 6970, \ is any real
number)
:
?=(1k1 2k2 } } } nkn)
|?|=n
\k1+k2+ } } } +kn
k1 ! k2 ! } } } kn ! 1k12k2 } } } nkn
=\ \+n&1n +
Proof. If k=m, then there is only one partition * of mn satisfying the
constraints of the theorem; namely, *=m+m+ } } } +m (n terms) or
*=(mn). To compute A* , we sum over all partitions of m, say
m=k1+k2+ } } } +kr (where k1k2 } } } kr). However, we must
decompose * into subpartitions *i , such that *i |&kin for 1ir. Since
the *i ’s are also multiples of m, we have ui m=kin for some ui1. Let
d=(m, n), be the greatest common divisor of m and n. Hence,
(md, nd)=1 implies ki #0 (mod md ) and ui #0 (mod nd ). Thus,
ki=vimd for some vi1 and m=v1md+v2md+ } } } +vr md; which
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induces a partition of d, d=v1+v2+ } } } +vr . Also, the subpartitions can
be expressed as *i=(mvind) for 1ir. Expressing d in terms of the fre-
quencies of the parts, we have d=(1;1 2;2 } } } d ;d ). Observe the same fre-
quencies also apply to the *i ’s. Finally, the generalized Waring formula
reduces to summing over all partitions of d:
(&1)mn+m :
r=;1+;2+ } } } +;d
|?|=d
?=(1 ;12 ;2 } } } d ;d )
(&1)n&r
;1! ;2 ! } } } ;d !
`
r
i=1
n
vin
d \
vi n
d
vin
d +
=(&1)mn+m+n :
r=;1+;2+ } } } +;d
|?|=d
?=(1 ;12 ;2 } } } d ;d )
(&d )r
;1 ! ;2 ! } } } ;d ! 1;1 2 ;2 } } } d ;d
=(&1)mn+m+n \&d+d&1d +=(&1)mn+m+n (&1)d=1
by Sylvester’s identity and the fact that mn+m+n and d have the same
parity (consider the two cases: (i) m and n both even, and (ii) m odd or
n odd).
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