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We study a simple and tractable model of many-body localization. The main idea is to take a renormalization
group perspective in which local entanglement is removed to reach a product state. The model is built from a
random local unitary which implements a real space renormalization procedure and a fixed point Hamiltonian
with random exponentially decaying interactions. We prove that every energy eigenstate is localized, that energy
is not transported, and argue that despite being fine tuned, the model is stable to perturbations. We also show
that every energy eigenstate obeys an area law for entanglement entropy and we consider the dynamics of
entanglement entropy under perturbations. In the case of extensive pertubations we recover a logarithmic growth
of entanglement observed in recent numerical simulations.
I. INTRODUCTION
Quantum systems can display the phenomenon of localiza-
tion [1] where energy and charge are not transported under the
dynamics of the system. Localization was first understood in
the context of single particle physics with static disorder [1],
but in many cases the inclusion of interactions or the coupling
to a heat bath interrupts the localization physics and restores
transport [2–4]. However, isolated local quantum systems
may also enter a many-body localized phase where localiza-
tion persists even with interactions [4]. Indeed, a many-body
localized phase can exist when a local quantum system fails to
thermalize and hence cannot serve as its own heat bath. Note
also that there can in principle be many kinds of many-body
localized phases, but here we focus exclusively on a many-
body localized phase in which all energy eigenstates are lo-
calized [5]. Much interest in this topic has been sparked by a
beautiful series of papers including Refs. [4–7]. Our partic-
ular interest is in understanding the interplay between entan-
glement and renormalization in a many-body localized phase.
The original work of Anderson suggested that localization
could persist in the presence of interactions [1]. Basko et al.
gave a picture of localization in Fock space as the physical
basis for many-body localization [4]. Ref. [5] suggested that
in systems with a finite Hilbert space, all energy eigenstates
could be localized in a many-body localized phase. The phe-
nomenology of entanglement dynamics in many-body local-
ized phases has been explored in Refs. [8, 9]. Many-body lo-
calization in the context of driven systems was investigated in
Refs. [10, 11]. Other interesting investigations include Refs.
[12–15]. Independent of the present work 1, the dynamics
of entanglement have been addressed in Refs. [16–18]. Al-
though our model was developed independently of Refs. [16–
18], it is easily seen that our fixed point Hamiltonian incorpo-
rates the dephasing dynamics first introduced in Ref. [16, 17].
Finally, as this work was being finished, we learned of Ref.
[19] where the idea of a local unitary is also used to elucidate
1 This model was developed in part from conversations with M.P.A. Fisher
and A. Chandran at “Entanglement and Emergence II” at the Perimeter
Institute. We were not aware at that time of the important related works of
Refs. [16–18].
the physics of localization. Ref. [19] also contains an ex-
tensive numerical analysis, so our model complements their
analysis. To summarize, the physics we wish to describe is
the existence of localized excited states, an entanglement area
law for excited states, and the slow growth of entanglement
under perturbations.
To this end we present a simple model of a many-body
localized phase that can be straightforwardly analyzed. We
show that our model has the following features. All many-
body energy eigenstates are localized and obey an area law
for entanglement entropy (defined below). Entanglement does
not spread under a localized perturbation up to exponentially
small corrections. Entanglement entropy displays a slow log-
arithmic growth for large regions at long times in the case of
an extensive perturbation. We also argue that the many-body
energy spectrum has the expected exponentially small level
spacing, that energy is not transported, and that the system is
stable to small local perturbations. Part of this stability argu-
ment is similar to that of Ref. [4]. We focus on entanglement
because of the key role it has played in numerical studies and
because it suggests a fruitful way to simulate many-body lo-
calized systems (using tensor networks [20–22] and DMRG
[23, 24]) [8, 9]. Of course, in real experimental systems, var-
ious correlation functions will be much more accessible, but
these can also be straightforwardly analyzed in our model.
Our perspective is strongly informed by renormalization
group (RG) ideas and especially by the idea of real space
renormalization using local unitaries (see for example Ref.
[25]). A unitary u is called local if it has the form u = e−ik
for a local hermitian operator k of bounded norm (not grow-
ing with system size). Local unitaries are of interest because
they can be simply approximated by discrete circuits of few-
spin unitary operators using the Trotter product formula. The
key feature of such circuits in the case of local unitaries is
that they have finite depth, that is they consist of only finitely
many (not growing with system size) layers. Hence such cir-
cuits preserve the locality properties of states and operators on
which they act.
Much work has focused on the idea that certain such
bounded depth circuits can be interpreted as effecting a real
space coarse-graining transformation. For example, in the
context of “entanglement renormalization” [25], one imagines
using local unitaries to successively remove short-range en-
tanglement from a state. After each such step the degrees of
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2freedom may be safely coarse-grained and the process can be
repeated. In this way, the entanglement in a quantum ground
state, say, is displayed as a function of length scale. The
physical picture which emerges is that we remove local en-
tanglement and coarse-grain until we reach a product state,
either because the system is short-range entangled or because
the system has a finite size. There is growing evidence that
this physical picture is a good one for ground states of local
Hamiltonians. This evidence comes from numerical simula-
tions of various quantum critical points in one and two dimen-
sions [26, 27], from the realization that certain kinds of ground
states have exact representations in this language [28, 29], and
more exotically, from the proposal [30, 31] that such a pic-
ture of entanglement renormalization also partially underlies
holographic dualities [32–34] in the context of quantum grav-
ity. In other words, a wide variety of ground states, including
mean-field states, topologically ordered states, quantum criti-
cal points, and even states of gauge theories with holographic
duals, can all be described in this unified language. It is fur-
thermore satisfying that this physical picture is also associ-
ated with numerical tools, namely tensor networks, that can
be used to simulate such ground states [24].
The picture just advocated works quite well so far for
ground states, but the structure of entanglement in excited
states is typically much more complex. However, a many-
body localized phase is crucially different. There is a sense
in which all energy eigenstates “look the same” (for example,
all eigenstates might be localized [5]), so the story of entan-
glement renormalization in ground states should also apply to
excited states in a many-body localized phase. This observa-
tion forms the basis for our model.
Following the above RG perspective, a key component of
our model is a local unitary U which transforms exponen-
tially localized states into exactly localized product states.
The other key component is a fixed point Hamiltonian H0
which is diagonal in the local product basis and contains ex-
ponentially decaying interactions. Our model should thus be
interpreted as a renormalization group fixed point of a many-
body localized phase, although we do not explicitly specify a
renormalization group procedure beyond the local unitary U .
We note in passing that Refs. [35, 36] have explored possibly
related RG perspectives.
We should also immediately mention that the model we in-
troduce is not without imperfections. For example, the Hamil-
tonian we analyze is not strictly local due to exponentially de-
caying interactions. Also, we do not generically expect that
all energy eigenstates are localized or that a single local uni-
tary can reduce every energy eigenstate to an exact product
state. Thus our toy model is indeed fine tuned in the heuristic
sense that all “irrelevant” perturbations are zero2, but it does
capture many of the phenomena expected in a many-body lo-
calized phase.
2 To be precise, we only know that an infinite class of perturbations have
been set to zero. The statement in the RG language that these perturbations
are all irrelevant is the statement that the model is stable.
The rest of the paper is organized as follows. First, we de-
scribe the basic model and establish that it is in a many-body
localized phase in that energy is not transported. Second, we
analyze the physics of entanglement in the state. Finally, we
discuss the stability of the model and give a concluding dis-
cussion.
II. MODEL
Consider N = Ld sites arranged on a hyper-cubic lattice
in d dimensions. Each site r carries a spin-half and we label
the Pauli operators Xr, Yr, Zr. We will use a renormalization
group language to setup the model. First, we define a “fixed
point” Hamiltonian in terms of projectors Pr = (1−Zr)/2 as
H0 =
∑
r
J1rPr +
∑
rr′
J2rr′PrPr′
+
∑
rr′r′′
J3rr′r′′PrPr′Pr′′ + ... (2.1)
The couplings J ir1...ri are drawn from a probability distribu-
tion P [J ; i, r1...ri]. The couplings are assumed to decay ex-
ponentially with the distances |ra − rb| and with increasing
number of spins involved. The length scale for the spatial de-
cay is ξ, the localization length. Throughout we denote by J0
a typical short-ranged energy scale in H0.
The Hamiltonian H0 describes a perfectly localized state
by construction. Physically, we view it as the fixed point
Hamiltonian obtained from a many-body localized system af-
ter some coarse-graining. Clearly the probability distributions
P must be “sufficiently random” for H to truly describe a
many-body localized state, otherwise adding small perturba-
tions to H could result in transport of energy under the per-
turbed dynamics, e.g. P [J ; 1, r] = δ(J − J0) is clearly not
suitable to describe a many-body localized state. We further
discuss these stability issues below.
We next model the coarse-graining process. Introduce an-
other local Hamiltonian K which has strictly local interac-
tions of bounded strength but is otherwise completely random.
Define the unitary operator
U = e−iK (2.2)
which represents a fictitious time evolution for unit time un-
der the Hamiltonian K. We emphasize that this K is not the
physical Hamiltonian. In fact, we wish to interpret U is a
renormalization group transformation which maps the physi-
cal exponentially localized many-body states to the ideal per-
fectly localized product states entering H0. To be precise, we
define the full Hamiltonian
H = UH0U
−1 (2.3)
where H0 provides random energies and U provides random
localized wavefunctions. We emphasize that the spectra of H
andH0 are identical. Also, although we do not consider it fur-
ther here, we could include conserved charges by demanding
that K and H0 commute with the conserved charge.
3To show the locality of H , we use the machinery of Lieb-
Robinson bounds [37]. By assumption, H0 consists of expo-
nentially localized interactions. Thus we need only show that
the effects of U are also local up to exponential corrections.
Since K is a strictly local Hamiltonian built from Pauli op-
erators with bounded coefficients, the Lieb-Robinson bound
states [37] that there are constants ξLR (a length), vLR (a ve-
locity), and C such that for two commuting operators A and
B separated by a distance d we have
||[A(t), B(0)]|| < C||A||||B||e−(d−vLRt)/ξLR . (2.4)
where A(t) = eiKtAe−iKt and where ||O|| is the operator
norm of O. This bound implies that for times of order one
(e.g., for transformations by U = e−iK), distant operators
still commute up to exponential corrections. The length ξLR
plays the role of a localization length, and we henceforth re-
strict to K such that the Lieb-Robinson bound is tight with
ξLR = ξ. Thus the Hamiltonian H consists of exponentially
decaying interactions with characteristic length scale ξ as de-
sired. It should be noted that from one point of view our model
is unrealistic in that it is not strictly local, that is it contains ex-
ponentially decaying (and not strictly local) interactions.
Let us also observe that the many-body spectrum of H ,
which is identical by construction to that of H0, is generic in
the sense that the level spacing is typically of order 2−N where
N = Ld is the number of spins. This follows from the aver-
age density of states. For example, suppose P [J, i > 1] = 0
so that one has only random onsite energies with P [J, 1] =
θ(J0 − J)θ(J)/J0. In this case the many-body spectrum is
E(n) =
∑
r Jrnr with nr = 0, 1. The density of states is
D(E) =
∑
n
δ(E − E(n)), (2.5)
and the disorder averaged density of states is
D(E) =
∑
n
δ(E − E(n)). (2.6)
To compute the average we simply use that the onsite ener-
gies are uncorrelated, so the central limit theorem gives, for
N˜(n) =
∑
r nr  1,
p(E(N˜)) ∝ exp
(
− (E − N˜J0/2)
2
2N˜(J20/4)
)
. (2.7)
The number of nr summing up to N˜ is
(
N
N˜
)
, and hence we
have roughly
D(E) ∼
∫
dN˜
(
N
N˜
)
exp
(
− (E − N˜J0/2)
2
2N˜(J20/4)
)
. (2.8)
The N˜ integral is strongly peaked provided 2E/J0 ∼ N in
which case D(E) ∼ 2N as claimed. Adding in further neigh-
bor interactions does not substantially change the above rea-
soning.
The Hamiltonian H describes a many-body localized sys-
tem because energy is not transported. There are two results
which illustrate this point. First, given any two many-body
eigenstates that differ by spin flips in distant regions, the lo-
cal physics of these states will be nearly identical away from
the regions where the spin flips occurred. Indeed, the opera-
tor UXrU−1 moves from one many-body energy eigenstate
to another and is manifestly exponentially localized due to the
localized structure of U . This means that adding a precise
amount of energy to a state is a localized operation.
Second, suppose we start with a many-body eigenstate |E〉
and perturb the system locally by acting with a local opera-
tor O(r0). Then the amplitude to find the system in another
many-body eigenstate associated with a distant eigenstate, e.g.
UXrU
−1|E〉, is exponentially small as |r−r0| → ∞. This is
true for all time since U is localized and the dynamics of H0
can only lead to dephasing and not distant spin flips. Hence
the amplitude of a distant spin flip can be bounded at all times
by a constant which decays exponentially with distance. Thus
energy is not transported. For example, in a process where
we start in the ground state, inject energy at r0, and try ex-
tract energy at r1, we only succeed with exponentially small
probability.
III. ENTANGLEMENT
We now obtain results about the structure of entanglement
in our model. Entanglement entropy is defined by splitting
the Hilbert space into two pieces associated with a region A
and its complement B. The Hilbert space factorizes as H =
HA⊗HB and the state of region A may be obtained from the
state of the whole system via a partial trace over B:
ρA = trB(ρAB). (3.1)
The entanglement entropy S(A) of A is then the von Neu-
mann entropy of ρA:
S(A) = −trA(ρA ln (ρA)). (3.2)
When ρAB is a pure state, S(A) indeed measures entangle-
ment between A and B.
A. Area law for energy eigenstates
We first address entanglement entropy for energy eigen-
states. To begin, every eigenstate of H0 is a product state
and hence is unentangled. Every eigenstate of H is obtained
from an eigenstate of H0 by acting with U : |E〉 = U
∏
r |nr〉
where Pr|nr〉 = nr|nr〉. Hence any entanglement present in
|E〉 is due to the action of U . U is generated by a fictitious
time evolution with Hamiltonian K for a time t = 1, and we
may bound the entanglement generated by U because K is
local.
Introduce the region A whose entanglement we wish to
compute and its complement B. K may be decomposed as
K = KA +KB +
∑
α
kα (3.3)
4into terms acting only on A or B and AB interaction terms
of the form kα = OαA ⊗ OαB where OR acts only on region
R. KA and KB do not directly generate entanglement, so we
must only consider the AB interaction terms in K. The strict
locality of K implies that the number of such terms grows
only with the boundary size |∂A| of A. The entangling power
of each such term is rigorously bounded by
dS(A)
dt
≤ c||OαA||||OαB || (3.4)
with c a numerical constant [38–40]. Intuitively this is be-
cause the maximum possible entropy that a unitary of the form
e−ikαt can add to region A is bounded (by the log of the di-
mension dα of the Hilbert space on which it acts) with the
maximum typically occuring when t = tmax ∼ ||kα||−1 (an
inverse energy). Thus heuristically one has
dS
dt
∼ ∆Smax
tmax
∼ ln (dα)||kα|| = ln (dα)||OαA||||OαB ||.
(3.5)
To treat the sum over α in K we use the the Trotter product
formula to show that
dS(A)
dt
≤
∑
α
c||OαA||||OαB ||. (3.6)
Since the total number of such operators is proportional to
|∂A| and since the all interactions have bounded strength
(meaning ||kα|| < k˜ for some fixed number k˜), the total en-
tropy generated by time evolution for time t = 1 is bounded
∆S(A) ≤ c′|∂A|. (3.7)
Hence every many-body energy eigenstate obeys an area law
for entanglement entropy.
B. Time dependent states
We can also consider time dependent states. Suppose first
that we make a local perturbation starting from an energy
eigenstate |E〉. As usual, we use U to translate this pertur-
bation into a state evolving under H0. If the perturbation hap-
pens to push the system into another energy eigenstate then
nothing will happen. If the perturbation produces a superpo-
sition of energy eigenstates then H0 will rapidly decohere the
superposition. However, as with energy transport, the maxi-
mum amplitude to produce distant excitations is bounded by
an exponentially decaying envelope. If ψ(n) are the ampli-
tudes of the eigenstates |n〉 of H0 then the maximum entropy
of a region A is the entropy of the density matrix
ρA(nA, n
′
A) =
∑
nB
ψ(nAnB)ψ
∗(n′AnB) (3.8)
plus the maximum entropy U can add. But by assumption the
amplitudes ψ factorize except neat the localized perturbation
and cannot give a contribution to the entropy which grows
with region size. Hence the entropy of any region A suffi-
ciently larger than the size of the local perturbation will be
fixed at its value in the initial eigenstate up to exponentially
decaying corrections.
We can also consider extensive perturbations. Suppose we
begin with a global product state. We use U to translate this
into a state which evolves under H0. Because U is local, the
resulting initial state is short range correlated and has at most
area law entanglement. The initial state will be a superposi-
tion of different eigenstates of H0. Due to the exponentially
decaying interactions in H0, the initial state will slowly lose
coherence and entanglement will be generated.
We give a simple model calculation which illustrates the
effect. Consider two spins with Hamiltonian
h = J1P1 + J2P2 + J12P1P2 (3.9)
and suppose for simplicity that the spins begin in identical
product states
|ψ(0)〉 = (α|0〉+ β|1〉)⊗2. (3.10)
This state evolves into the state
|ψ(t)〉 = e−iht|ψ(0)〉 = α2|00〉+ αβe−iJ2t|01〉
+βαe−iJ1t|10〉+ β2e−i(J1+J2+J12)t|11〉 (3.11)
after time t. For concreteness, suppose we have initially that
α = β = 1/
√
2. Then the reduced density matrix of spin one
takes the form
ρ1(t) =
1
2
(
1
eiJ1t(1+eiJ12t)
2
e−iJ1t(1+e−iJ12t)
2 1
)
. (3.12)
Hence we see that, independent of J1 and J2, the state be-
comes maximally mixed when J12t = pi. Of course, in this
simple model the system returns to a pure state after the same
time, but in the Hamiltonian H0 there are additionally many
other spins which also interact with a given spin. These ad-
ditional interactions lead to decoherence which implies that
once purity is lost, it is not recovered (modulo recurrences on
time scales of order 2N ).
Returning to the main problem, consider again a region A
evolving from an initial product state for a time t. The phys-
ical picture is that at time t entanglement has been generated
between A and spins a distance
`(t) ∼ ξ ln (J0t/pi) (3.13)
away. This is because, assuming exponentially decaying inter-
actions and following the model calculation above, only these
spins have had enough time to entangle with region A. Sev-
eral types of behavior are then possible. Of course, there can
be some initial transient behavior before the localization scale
is reached, but afterwards, if the characteristic linear size L of
A is much greater than `(t), then we expect an entropy going
like S(A, t) ∼ |∂A|`(t).
5Eventually the entropy will saturate since we have the
bound
S(A) ≤ NA ln 2. (3.14)
In fact, the entropy can never exceed the entropy of the “di-
agonal” state consisting of ρA with all off diagonal elements
in the Z basis set to zero. Indeed, this process of setting off
diagonal elements to zero amounts to a measurement of Z for
every spin in A,
ρA → E(ρA) =
∑
{xr=0,1}
M(x)ρAM
†(x), (3.15)
where
M(x) =
(∏
r
(Pr)
xr (1− Pr)1−xr
)
(3.16)
so that the set {M(x)} represents a projective measurement
of all Z variables. Such a measurement always increases the
entropy. Hence the diagonal ensemble upper bounds the en-
tanglement entropy.
C. Justification of entanglement growth rate
We now give a more rigorous jutification of the above re-
sults. First, since U can at most add an area law worth of
entanglement to a state, for the purposes of asymptotic time
dependence, we may as well work directly with a state evolv-
ing under H0. H0 has two very special properties that facili-
tate the analysis. First, the various terms inH0 are all diagonal
in a local product basis. Second, every term in H0 commutes
with every other term. This implies that the time evolution
generated by H0, call it W (t) = e−iH0t, can be factorized as
W = WAWBWAB , (3.17)
where each term acts on the indicated subsystem and all terms
commute.
If ρAB(0) is the initial state of AB, then we wish to com-
pute the time dependence of the state of A defined as
ρA(t) = trB(W (t)ρAB(0)W †(t)). (3.18)
We immediately obtain
ρA(t) = WAtr(WABρAB(0)W
†
AB)W
†
A (3.19)
where we have used the the cyclic property of the trace to
removeWB . Furthermore, the unitaryWA doesn’t change the
spectrum of ρA, so it cannot effect the entanglement entropy.
Hence we may as well set WA = WB = 1, so that the whole
entropy is manifestly dependent only on the AB interactions
in WAB and the initial state.
Suppose now that, unlike in our model, the interactions be-
tween A and B were of strictly finite range. Then we see that
the WAB acts on a finite Hilbert space near the boundary of
A of dimension roughly 2R|∂A| where R is the range of the
terms in the interaction Hamiltonian HAB . Since the amount
of entropy such a unitary can add to a system is bounded by
the logarithm of the dimension of the Hilbert space on which
it acts, we see that such a WAB with short-range interactions
cannot add more than roughly R|∂A| entropy. Hence a strict
area law will be obeyed for sufficiently large regions at all
times. In fact, in one dimension the situation is even worse.
There, if the range R is finite, then WAB(t) is quasiperiodic
in t and the entanglement entropy actually suffers recurrences
on time scales of order 1/J0.
Thus we see that exponentially decaying interactions are
essential if we want to have any sustained growth of entan-
glement for large regions. The virtue of the above argument
is that it immediately provides an estimate of the entropy
growth. We must ask what is the effective range,Reff, ofHAB
at time t. Since WAB = e−iHABt and since the terms in HAB
between spins a distance r apart are roughly of order J0e−r/ξ,
the natural choice is to say that Reff(t) is such that
tJ0e
−Reff/ξ ∼ 1. (3.20)
Now because Zr commutes withH0, the diagonal elements
of ρA in the Z basis do not change with time. As we already
discussed, the entropy of the state with all the off-diagonal
elements zero bounds the entropy of ρA itself. But more than
this, since we expect dephasing to occur, the late time state
should indeed be close to this Z-measured state. Let s be the
entropy per spin in the dephased state (it can be much less than
one and depends on the initial conditions). Then the entropy
of region A should grow as
S(A, t) = s|∂A|Reff(t). (3.21)
Since Reff(t) = ξ ln (J0t) we indeed recover the claimed log-
arithmic growth. In fact, with the bounds on entanglement
growth used above, we can prove that the entanglement can-
not grow faster than this estimate. Furthermore, because the
Hamiltonian is generic we expect it to saturate this bound on
the rate of entanglement growth.
IV. STABILITY
The model we have presented is meant to represent a system
deep within a many-body localized phase. However, as we al-
ready mentioned, a system should only be called many-body
localized if it is stable to small perturbations. Thus in order
for H to describe a many-body localized system, it must be
thatH ′ = H+gV has all the same universal physics asH for
all local perturbations V , e.g. area laws for excited states and
slow growth of entanglement, provided g is small enough. If,
for example, we choose the couplings in H0 and the generator
K to be non-random, then we would certainly not be describ-
ing a many-body localized phases since perturbations would
immediately lead to transport of energy. In this case we might
say that the “fixed point” described byH is infinitely unstable,
i.e. has infinitely many relevant perturbations, even though H
is indeed localized by construction.
6What follows in this section are heuristic arguments and
some partial results towards a proof of stability. We first de-
scribe the basic intuition and then discuss a more technical
approach based on adiabatic continuity.
Assuming that H0 and K are random as described above,
we wish to analyze the effects of perturbations gV with V
local and g small. The perturbed Hamiltonian is
H ′ = H + gV, (4.1)
or after transforming by the local unitary U ,
H ′0 = H0 + gU
−1V U = H0 + gV0. (4.2)
The crucial point is that V0 is still local up to exponentially
decaying corrections. At this point, we certainly cannot prove
that the many-body localized state is stable, and indeed, there
are many possible subtleties, for example, a few many-body
eigenstates might delocalize while the whole system effec-
tively remains in a many-body localized phase. However, a
some perturbative intuition that suggests the model is stable.
Indeed, since V0 is a local operator, it will typically only
connect states that differ by a finite energy (not decreasing
with system size). If we assume that the terms in V0 have
bounded norm, then the matrix elements are of order g or
smaller and decay exponentially with distance. If V0 =
∑
r vr
with each vr a local operator and if |n〉 and |m〉 are two eigen-
states of H0, then matrix elements of the form 〈n|vr|m〉 will
vanish exponentially unless n and m differ only by changes
near site r. However, in this case E(n) will typically differ
from E(m) by a finite energy, say of order J0, and hence the
perturbing matrix elements will be quite small compared to
the diagonal elements provided g is small.
Of course, we can use V0 to connect states which are closer
in energy by going to higher orders in perturbation theory, but
these processes will be exponentially suppressed due to the
large number of off resonant intermediate states required. The
picture which thus emerges is that we must go to an exponen-
tially suppressed high order in perturbation theory or make use
of an exponentially small interaction to connect states with
nearly degenerate energies. This scenario is then essentially
the picture advocated by Ref. [4] where one has localization
in the many-body Fock space. It was argued in Ref. [4] that
the growth in the number of terms at each order of perturba-
tion theory is commensurate with an interpretation as an An-
derson model in Fock space with bounded connectivity. More
concretely, if free particle energy eigenstates are points and
if two points share an edge provided they are connected by a
matrix element of the interaction, then the resulting graph has
an Anderson transition if the connectivity is finite. It would
be interesting to carry out a more quantitative analysis of this
scenario in our model, but in this work we turn to different but
related point of view.
We will attack the problem from the point of view of adia-
batic continuity. Ref. [41] has analyzed the quantum adiabatic
algorithm for a different model and concluded that Anderson
localization makes the adiabatic algorithm fail (due to an ex-
tremely small gap). However, our perspective will be some-
what different in that we will not require that ground states be
mapped to ground states but only that energy eigenstates be
mapped to energy eigenstates.
A. Adiabatic continuity
Let us begin by recalling that for band insulators (not dis-
ordered), the ground state is localized and hence the linear re-
sponse conductivity vanishes at zero temperature. Of course,
at any finite temperature the system will conduct due to a finite
density of delocalized quasiparticles. However, the important
point is that the localization of the ground state persists as
the Hamiltonian is smoothly changed. Hence the conductivity
vanishes at zero temperature everywhere within the phase. On
the other hand, highly excited energy eigenstates are not local-
ized and an applied field leads to a non-zero response. From
the point of view of adiabatic continuity, the ground state of,
say, a band insulator, differs dramatically from a highly ex-
cited state in that the ground state is separated by a finite gap
from other eigenstates while a highly excited state typically
sits in a nearly continuous set of states with a level spacing
going like e−N . Furthermore, these nearly degenerate states
can be easily connected to each other by local operators.
In the context of ground states of band insulators, the ba-
sic adiabatic argument runs as follows. Consider a family of
Hamiltonians H(g) each possessing a localized ground state
|ψ(g)〉 and a gap ∆(g) ≥ ∆˜. Suppose we start at the initial
ground state |ψ(0)〉 and time evolve under the Hamiltonian
H(g(t)) for some slowly varying function g(t):
d|φ(t)〉
dt
= H(g(t))|φ(t)〉 (4.3)
and
|φ(t = 0)〉 = |ψ(g = 0)〉. (4.4)
Then because H(g) is gapped for all g with minimum gap
∆˜, it follows that local properties of |ψ(1)〉 will be accurately
reproduced provided 1g
dg
dt  ∆˜. In general, to truly make
the time evolved state |φ(t)〉 close to |ψ(1)〉 in the sense of
having high overlap, we must evolve for time growing with
system size, but if we really want all global properties to be
preserved then we can use a modified procedure known as
quasi-adiabatic continuation [42] discussed below. Regard-
less, as far local properties are concerned the adiabatic argu-
ment works well. However, we see immediately that a key
difference for excited states is the complete lack of a gap be-
tween nearby energy eigenstates. Since these eigenstates can
be connected to each other via local operators, it follows that
time evolution under a local Hamiltonian for any reasonable
amount of time, e.g., less than times of order eN , will strongly
mix various excited states. Hence we apparently cannot learn
as much about excited states using adiabatic continuity.
The situation is quite different in a many-body localized
phase. We have already shown that while the level spacing of
the many-body spectrum goes like e−N near the center of the
spectrum, states with nearly degenerate energies are typically
7associated with very different configurations of spins. As ar-
gued in the perturbative discussion above, local operators typ-
ically only connect states with very different energies. Hence
as far as local operators are concerned, energy eigenstates in
a many-body localized state typically have an effective gap to
other eigenstates. In other words, states |E〉 and |E′〉 with a
sizable matrix element 〈E|O|E′〉 for some localized operator
O typically differ in energy by a relatively large amount, say,
typically |E − E′| ≥ ∆(O) where the effective gap ∆(O)
depends on how localized the operator O is.
We now repeat the dynamical evolution
d|φ(t)〉
dt
= H(g(t))|φ(t)〉, (4.5)
with
|φ(t = 0)〉 = |E〉 (4.6)
where |E〉 is an arbitrary many-body localized energy eigen-
state. Then as we argued above, since H(g(t)) is local for all
t and since there is an effective gap for local perturbations, the
adiabatic evolution maps eigenstates to eigenstates in a many-
body localized phase. This should be compared with the result
just for ground states in the case of conventional insulators.
Then using the Lieb-Robinson arguments above, it follows
that the unitary Q(tad) which effects the adiabatic time evo-
lution for time tad is a local unitary up to exponentially de-
caying corrections. Hence the new energy eigenstates may be
approximated by Q(tad)|E〉, but since |E〉 is itself related to
a product state by U , we see that the new energy eigenstates
are also related to product states by the local unitary Q(tad)U
and thus are localized. Hence the fact that energy eigenstates
of the final Hamiltonian H(1) are localized can be heuristi-
cally derived from the fact that the energy eigenstates of the
initial Hamiltonian H(0) are localized provided the effective
gap ∆(O) for local perturbations doesn’t collapse.
B. Quasi-adiabatic continuity
Having given various intuitive arguments for stability, we
now want to formalize as much as possible the problem of
proving stability. The main tool we use in the remainder
of this section is Hastings’ quasi-adiabatic continuation [42].
Our considerations are also potentially related to Hastings’ re-
cent work on adiabatic continuity in disordered systems [43].
To achieve high overlap between an adiabatically evolved
state and the target, one must evolve the system for a time
which grows with system size. The following simple exam-
ple illustrates this need. Suppose we have a single spin with
Hamiltonian h(t) which we evolve for time tad. Let |φ(t)〉1
denote the result of adiabatic time evolution and let |ψ(t)〉1
denote the instantaneous ground state of h(t). Suppose that
h(t) changes slowly enough so that
〈φ(t)|ψ(t)〉1 = 1− . (4.7)
If we now perform the same adiabatic evolution in a many-
body system of N such spins, all with the same hamiltonian
and not interacting, then we have
|φ(t)〉N = |φ(t)〉⊗N1 (4.8)
and
|ψ(t)〉N = |ψ(t)〉⊗N1 . (4.9)
Thus the overlap is
〈φ(t)|ψ(t)〉N = (1− )N (4.10)
because we have an independent probability of error at each
site. Hence to make (1− )N close to one for N large,  must
be chosen to decrease with N .
Remarkably, it is possible to construct an exponentially lo-
calized hermitian operator which generates a fictitious time
evolution that exactly reproduces the ground state in a gapped
system. This method is called quasi-adiabatic evolution and
was pioneered by Hastings [42]. Consider a Hamiltonian
H(s) which depends on a parameter s. We would like to find
a local operator J(s) such that the solution of
i∂s|φ(s)〉 = J(s)|φ(s)〉 (4.11)
has |φ(s)〉 equal to the exact ground state of H(s) for all s ∈
[0, 1].
The ground state of H(s) is denoted |ψ0(s)〉. We assume
the system has gap ∆(s) = E1(s)− E0(s) which is bounded
from below by an s and system size independent constant
∆(s) > ∆. Let F (t) be a fast decaying function of t with the
following properties. First, its Fourier transform F˜ satisfies
F˜ (ω) = − 1ω for |ω| ≥ ∆ and second, F˜ (ω = 0) = 0. Now
we define the generator J(s) of quasi-adiabatic evolution as
− iJ(s) =
∫ ∞
−∞
dtF (t)eiH(s)t∂sH(s)e
−iH(s)t. (4.12)
If we now apply J(s) to the ground state we find
−iJ(s)|ψ0(s)〉 =
∑
n
F˜ (En − E0)|ψn(s)〉
×〈ψn(s)|∂sH(s)|ψ0(s)〉, (4.13)
but this last expression, using the properties of F˜ , is simply∑
n 6=0
−1
En − E0 |ψn(s)〉〈ψn(s)|∂sH(s)|ψ0(s)〉
= ∂s|ψ0(s)〉. (4.14)
The last equality above is conventional perturbation theory.
Thus we have that
i∂s|ψ0(s)〉 = J(s)|ψ0(s)〉 (4.15)
with J(s) a quasi-local hermitian effective Hamiltonian which
generates the quasi-adiabatic evolution.
The quasi-locality of J(s) follows from the Lieb-Robinson
bound and from the fast decay of F (t) with t. In brief,
8eiH(s)tOe−iH(s)t is localized up to exponential corrections
beyond the Lieb-Robinson light cone vLRt, and although we
integrate over all t, the integral is weighted with a fast decay-
ing function F . Large values of t are almost exponentially
suppressed (faster than any power) and since small values of
t lead to exponentially localized operators, we see that ev-
ery term in ∂sHs, even after the integral transform is applied,
remains local up lengths of roughly vLR/∆ with nearly ex-
ponentially decaying corrections beyond. To formalize these
statements, let ∂sH(s) =
∑
r Vr(s), i.e. a sum over local
terms Vr(s). Now consider Jr(s, T ) defined by
− iJr(s, T ) =
∫ T
−T
dtF (t)eiH(s)tVr(s)e
−iH(s)t. (4.16)
The Lieb-Robinson bound states that Jr(s, T ) is localized to
within vLRT of r up to an exponentially small error, but we
also know from the fast decay of F that
||Jr(s, T )− Jr(s,∞)|| < F∞(∆T )||Vr(s)|| (4.17)
with F∞(x) another fast decaying function related to F . For
example, we could expect to have F∞(T∆) ∼ e−T∆ or
nearly exponential decay. Thus Jr(s, T ) is localized up to ex-
ponential error, Jr(s, T ) is exponentially close to Jr(s,∞),
and
∑
r Jr(s,∞) is nothing but our original J(s).
It is interesting to instructive to apply the quasi-adiabatic
technology to the non-interacting many spin problem from the
beginning of Appendix A. In this case we see immediately that
J(s) is strictly local and in fact is a sum of independent terms
for each spin. Each such term is identical and by construction
perfectly evolves ground states into ground states. Indeed, in
this case it also perfectly evolves excited states into excited
states since each spin has only two levels and unitary evolution
preserves orthogonality.
C. Qausi-adiabatic evolution for many-body localization
Since the evolution generated by J(s) is quasi-local, it fol-
lows that if one ground state is localized then so is every other
ground state. Thus it would be very useful if we could apply
quasi-adiabatic continuation to more general localized states.
We can try to repeat the same story for a many-body localized
phase, but the immediate problem is that the many-body local-
ized Hamiltonian does not possess a gap (around the ground
state or around excited states). However, as discussed above,
there is a sense in which each energy eigenstate has a gap to
other eigenstates which can be connected to it by a local op-
erator. In this sense, all eigenstates of a many-body localized
phase should be treated on the same footing. For example, in
our model all eigenstates manifestly share the same properties
and each could be the ground state of a local Hamiltonian.
Considering again a parameter dependent Hamiltonian
H(s) with a spectrum in which every energy level is distinct
and separated by a gap of at least γ from every other level. Let
the normalized energy eigenstates be |ψn(s)〉. By definition
we have
H(s)|ψn(s)〉 = En(s)|ψn(s)〉. (4.18)
Upon differentiating both sides with respect to s we find (de-
noting ∂s with a ′)
H ′|ψn〉+H|ψn〉′ = E′n|ψ〉+ En|ψn〉′. (4.19)
Since |ψn(s)〉 is normalized for all s, we have 〈ψn|(|ψn〉′) =
0. Thus we can simplify the equation by projecting onto |ψn〉
and the complement. Projecting onto |ψn〉 gives
E′n = 〈ψn|H ′|ψn〉. (4.20)
Projecting onto the complement gives
(H − En)|ψn〉′ = −(1− |ψn〉〈ψn|)H ′|ψn〉. (4.21)
Since H −En is invertible on the the complement to |ψn〉 we
have an equation for |ψn〉′
|ψn〉′ = −(H − En)−1(1− |ψn〉〈ψn|)H ′|ψn〉. (4.22)
We now apply J(s) as defined above to a general energy
eigenstate to obtain
−iJ(s)|ψn(s)〉 =
∑
m
F˜ (Em − En)|ψm(s)〉
×〈ψm(s)|∂sH(s)|ψn(s)〉. (4.23)
If we choose ∆ in the definition of F to coincide with γ, then
we see that
i∂s|ψn(s)〉 = J(s)|ψn(s)〉 (4.24)
for all n, not just the ground state.
Now, as we have repeatedly emphasized, there is no such
gap γ in a many-body localized phase. However, there is typi-
cally an effective gap if we only consider states that can be
connected to a given energy eigenstate by localized opera-
tors. This expectation is confirmed, for example, in Ref. [5],
which demonstrated numerically the absence of level repul-
sion. Hence, because ∂sH(s) is a sum of such localized oper-
ators, we can argue that although the filter function F cannot
remove all states nearby in energy (not even close), it can ef-
fectively remove states which have a sizable matrix element
of ∂sH(s) with |ψn〉. Of course, this may also fail in rare in-
stances. We leave it to future work to make further progress
on the issue of stability.
D. Application to the model
Because our model is defined in terms of an arbitrary local
unitary and a fixed point Hamiltonian, it immediately follows
that there is a class of transformations under which the model
is stable. For example, we may change the random local uni-
tary to another random local unitary and the model clearly
remains localized. Similarly, we may make small changes
to energy level structure of the fixed point Hamiltonian and
the phase will remain localized. For example, when chang-
ing the local unitary from U1 to U2, the transformation is ef-
fected U2U−11 which is still local. It is interesting to ask how
9the quasi-adiabatic approach deals with such perturbations for
which we know the exact answer.
Recall the definition of the model Hamiltonian H in terms
of H0 and the unitary U :
H = UH0U
−1. (4.25)
Recall also that U was the exponential of a local operator K:
U = e−iK . (4.26)
Now introduce a family of Hamiltonians H(s) defined by
H(s) = e−isKH0eisK = U(s)H0U†(s). (4.27)
We will test the machinery of quasi-adiabatic evolution on this
family of Hamiltonians.
Since H(s = 0) = H0 we clearly begin in maximally lo-
calized phase where all energy eigenstates are product states.
We can calculate ∂sH(s) as
∂sH(s) = −i[K,H(s)] = −iU(s)[K,H0]U†(s). (4.28)
Thus we see that the quasi-adiabatic generator is
U†(s)J(s)U(s) =[∫
dtF (t)eiH0t[K,H0]e
−iH0t
]
. (4.29)
To compute matrix elements of this operator with respect to
the exact many-body eigenstates of H(s), we use the fact that
such eigenstates are related to eigenstates |n〉 of H0 by U(s).
Hence we have
(〈n|U†(s))J(s)(U(s)|m〉) =
〈n|
∫
dtF (t)eiH0t[K,H0]e
−iH0t|m〉. (4.30)
Using the properties of F we see that for |E(n)−E(m)| ≥ ∆,
the matrix elements are just those ofK itself. Hence the quasi-
adiabatic generator coincides for such states. On the other
hand, matrix elements of J(s) do not reduce to those of K for
states with energies closer than ∆.
At this point, then, we see clearly the importance of local-
ization physics. The matrix elements are
F˜ (E(n)− E(m))(E(m)− E(n))〈n|K|m〉. (4.31)
K is short-ranged and the |n〉 are all product states, hence the
matrix elementsK(n,m) = 〈n|K|m〉 can only be non-zero if
n andm differ locally. Yet the local spectrum of such a many-
body localized phase is discrete, with an effective gap γ, hence
almost all pairs of states with energy difference less than γ
will give a zero matrix element of K (within a more gen-
eral model, the matrix element might be exponentially small).
The final conclusion is that the quasi-adiabatic generator J(s)
is equivalent to K for almost all states. Since K generates
the exact unitary which transforms between eigenvectors for
diffferent s, we see that within our model the quasi-adiabatic
method leads to the correct conclusion that localization per-
sists as we vary the Hamiltonian, e.g., each H(s) is many-
body localized.
E. Level crossings
We can also change the couplings entering the fixed point
Hamiltonian without changing the operators which appear.
Consider H0(s) which is of the same form as H0 but with
variable couplings. H(s) is defined as UH0(s)U−1 with U
fixed. It follows that [∂sH(s), H(s)] = 0 and hence J(s) in
this case is
−iJ(s) =
∫
dtF (t)eiH(s)t∂sHe
−iH(s)t
=
(∫
dtF (t)
)
∂sH(s).
Since ∂sH has all the same eigenvectors as H(s), it fol-
lows that J(s) only generates an uninteresting phase for each
energy eigenstate. Hence in this case the resulting quasi-
adiabatic transformation is of the form∑
n
eiθ(n,s)U |n〉〈n|U† (4.32)
which manifestly preserves all eigenvectors up to a phase.
However, in a more generic physical system, one might ex-
pect avoided crossings over a very small energy window (see,
for example, Ref. [41]). For example, imagine we build up
the Hamiltonian from the extreme localized using the fam-
ily of Hamiltonians H(s). As s is varied, there are bound to
be very sharp avoided level crossings in the physical Hamil-
tonian. This is because the matrix elements of the perturba-
tion, while they are exponentially suppressed, may still con-
nect states with an even smaller energy splitting in the limit
of very large systems. However, the quasi-adiabatic evolution
will be fast on the scale of the induced mixing, so rather than
follow the avoided crossing, the states will shoot through the
crossing. Given two initial states, of lower and higher energy,
the quasi-adiabatic evolution will map low to high and vice
versa instead of low to low as would occur if we ran the evo-
lution for a long enough time.
However, this simple picture suggests that the quasi-
adiabatic evolution will still map energy eigenstates to energy
eigenstates, it may just get them “out of order”. The local-
ity of the qausi-adiabatic evolution combined with localized
nature of all initial energy eigenstates means that all result-
ing evolved states are still localized. If the evolved states
are indeed close to energy eigenstates of the target Hamilto-
nian, then we have succeeded in demonstrating the stability
of many-body localization. Of course, what we have said is
merely a sketch, since there are many closely spaced states
and many-level crossings happening as the Hamiltonian is
changed. It remains to be seen what part of the above sketch
can be made completely rigorous.
V. DISCUSSION
In this paper we presented a simple model of a many-body
localized phase. The model describes a system deep within a
many-body localized and is analogous to a fixed point of a real
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space renormalization scheme. We showed that the model has
a number of phenomenological features expected of many-
body localized states. All energy eigenstates are localized
and obey an area law for entanglement entropy. Energy is not
transported even at finite energy density. The growth of en-
tanglement after a perturbation is also slow, either effectively
not occurring at all or only growing logarithmically. Finally,
we gave some arguments supporting the hypothesis that our
model is stable and hence describes a many-body localized
phase with no relevant perturbations.
It has already been observed in one dimension that the
low entanglement scaling of energy eigenstates and the slow
growth of entanglement with time makes tensor network states
an ideal tool to investigate the physics of many-body localized
states. Indeed, matrix product states and DMRG were used to
great effect to study the entanglement dynamics of one di-
mensional localized phases [8, 9]. Our renormalization group
circuit picture naturally fits into the context of more general
tensor network states like the MERA [20]. We have also pro-
posed [30, 31] that MERA provides a kind of holographic
[32–34] description of ground states, so thinking along these
lines, it would be interesting to find phases with features of a
many-body localized state in the context of gravity. Perhaps
the disordered black holes of Ref. [44] could be useful.
There are also numerous open questions. For example, it
might be possible to rigorously prove or at least argue more
completely that the model introduced above is stable. The as-
sumption of a single unitary transformation U is clearly too
extreme in the generic case (see, for example, the results of
Ref. [19]), but it is not clear what assumption should replace
it. It should also be possible to give evidence for its stabil-
ity using DMRG by checking the many-body spectrum for a
variety of weak perturbations. Another interesting question
relates to the possibility of having some delocalized energy
eigenstates coexisting with localized eigenstates. Similarly,
it would be interesting to try to understand a phase transition
between a many-body localized phase and an ergodic phase
where the system can serve as its own heat bath [4, 7]. Finally,
there is the question of whether the phenomena of many-body
localization have any clear signature for experiments (beyond
the absence of diffusion), for example, in cold atoms systems
where a phonon heat bath can be excluded.
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