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Abstract. We present and study novel optimal control problems motivated by the search for
photovoltaic materials with high power-conversion efficiency. The material must perform the
first step: convert light (photons) into electronic excitations. We formulate various desirable
properties of the excitations as mathematical control goals at the Kohn-Sham-DFT level
of theory, with the control being given by the nuclear charge distribution. We prove that
nuclear distributions exist which give rise to optimal HOMO-LUMO excitations, and present
illustrative numerical simulations for 1D finite nanocrystals. We observe pronounced goal-
dependent features such as large electron-hole separation, and a hierarchy of length scales:
internal HOMO and LUMO wavelengths < atomic spacings < (irregular) fluctuations of the
doping profiles < system size.
1 Introduction
In this paper we propose and study novel optimal control problems motivated by the
ongoing search for photovoltaic materials with high power-conversion efficiency (see, e.g.,
[JN12, KOBH13]). Photovoltaic devices convert light (photons) into current (electron mo-
tion). The photovoltaic material must perform the first step: to convert light (photons) into
suitable electronic excitations.
In heterojunction solar cells, the photovoltaic material is placed inside a heterojunction
and the electronic excitations of interest are typically electron-hole-pairs forming inside the
junction. These excitations must have a highly nontrivial list of properties: long lifetime;
appropriate size of energy gap as compared to the electronic ground state; spatial electron-
hole-separation; high mobility. These properties depend critically on the type of atoms in the
material (e.g., in a crystalline material, the doping profile, or, in a polymer, the heteroatom
substitutions [LK88]); see [KOBH13] for a systematic account.
The typical procedure in the ab-initio modelling of materials, including photovoltaic ones
[ZLL11, MW14, HLYDY16], is to begin from the real material (specified, e.g., by the con-
stituent atoms and their spatial arrangement), select a suitable mathematical model for the
relevant quantities (e.g., electronic excitations), and simulate the model to predict behaviour.
Here we take first steps towards the inverse route: begin with a desirable property or effect;
formulate it as a mathematical property of solutions to the governing equations; then try to
find a set of parameters (nuclear charges and positions) which produces this effect. In our
context of photovoltaic materials, a suitable model for the electronic structure is given by
the Kohn-Sham equations (see (2.2)–(2.5) below) and electron-hole pair excitations can, as
a first approximation, be taken to correspond to HOMO-LUMO transitions (see (2.10) and
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Figure 1: Schematic picture of light-induced electron-hole pair formation.
Figure 1), and we are thus led to novel optimal control problems for the KS equations (see
Section 2.3) which appear to be very interesting both from a physical and a mathematical
point of view. Our goal in this paper is threefold:
– to introduce these control problems and in particular formulate various desirable prop-
erties of photovoltaic materials as mathematical control goals, with the control being
given by “the choice of material”, i.e., the nuclear charge distribution (see Section 2)
– to place the problems on a firm mathematical footing and prove rigorously that they
are well posed, i.e. that optimal nuclear charge distributions and ensuing optimal
electronic excitations exist (see Section 3)
– to present illustrative numerical simulations of optimal doping profiles and the resulting
HOMO-LUMO-excitations for one-dimensional finite nanocrystals with 20 atoms and
120 electrons (numbers chosen so that the un-doped chain corresponds to pure carbon).
The numerical optimizers, described in detail in Section 4, are seen to exhibit a remarkable
and nontrivial multi-scale structure, with (in atomic units of length, 1 a.u. ≈ 0.5 · 10−10 m)
– atomic spacings ∼ 1
– internal HOMO and LUMO wavelengths ∼ 0.2
– doping profiles which are irregular and have wavelength ∼ 2 or 3
– diameter and spatial separation of HOMO and LUMO ∼ 10
– total system diameter ∼ 20.
2 Desirable properties of opto-electronic excitations as
mathematical control goals
We begin by briefly recalling Kohn-Sham density functional theory [HK64, KS65, PY89],
then descibe how to model excitations at the KS-DFT level of theory, then formulate various
optimal control problems associated with excitations.
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2.1 Kohn-Sham equations
The standard electronic structure model in materials science is Kohn-Sham density func-
tional theory (KS-DFT), due to its good compromise between accuracy and computational
feasibility for large systems. In our context of photovoltaics we assume that the electrons
are located in an open bounded region Ω ⊂ R3 (the photovoltaic element) and the atomic
nuclei are distributed in a compact subset Ωnuc ⊂ Ω. The nuclear charge distribution will
be denoted by µ; the prototypical example is a finite number of point charges with charges
Zα > 0 and positions Rα ∈ Ωnuc, i.e. µ =
∑M
α=1 ZαδRα . For simplicity we make the cus-
tomary assumptions that the number of electrons is even, i.e. equal to 2n for some n ∈ N,
and that the system is not spin-polarized. In this case, KS-DFT models the electrons by
n orbitals φ1, ..., φn : R3 → C (the physical picture is that each orbital is occupied by two
electrons of opposite spin). The orbitals must be L2-orthonormal, i.e.
〈φi, φj〉 = δij (i, j = 1, ..., n) (2.1)
where 〈φi, φj〉 =
∫
Ω
φi(x)φj(x) dx denotes the L
2 inner product, and in the ground state the
collection φ = (φ1, .., φn) of orbitals is governed by the Kohn-Sham variational principle:
φ ∈ argmin Eµ subject to the constraints (2.1), (2.2)
where
Eµ[φ1, ..., φn] =
n∑
i=1
2
∫
Ω
1
2
|∇φi|2︸ ︷︷ ︸
=:T [φ]
+
∫
Ω
vextρ︸ ︷︷ ︸
=:Vext[ρ]
+
1
2
∫ ∫
Ω×Ω
ρ(x)ρ(y)
|x− y| dx dy︸ ︷︷ ︸
=:JH [ρ]
+
∫
Ω
exc(ρ(x)) dx︸ ︷︷ ︸
=:Exc[ρ]
(2.3)
is the Kohn-Sham energy functional and
ρ(x) = 2
n∑
i=1
|φi(x)|2 (2.4)
is the total electron density. Minimizers satisfy the Kohn-Sham equations(
−1
2
∆ + vext + vH + vxc(ρ)
)
︸ ︷︷ ︸
=:hφ
φi =
n∑
j=1
λijφj (2.5)
where the λij are Lagrange multipliers coming from the orthonormality constraints (2.1).
The meaning of the different terms in the energy functional and the KS equations is the
following: T is the kinetic energy; Vext is the electron-nuclei energy with vext being the
electrostatic potential of the nuclei, see (2.7); JH (the Hartree energy) would correspond
to the interelectron repulsion energy if the electrons were mutually independent; Exc (the
exchange-correlation energy) is a correction accounting for correlation effects. The function
exc is a “known” function of ρ (its pointwise values exc(ρ) (ρ ≥ 0) model the exchange-
correlation energy per unit volume of a homogeneous electron gas with density ρ). Modelling
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the exchange-correlation energy in this way corresponds to the local density approximation
(LDA). A simple prototype which accounts only for exchange is the Dirac exchange energy
exc(ρ) = −cxρ4/3, cx = 34
(
3
pi
) 1
3
. (2.6)
The potentials in (2.5) are the external, Hartree, and exchange-correlation potentials,
vext(x) =−
∫
Ωnuc
1
|x− y|dµ(y), vH(x)=
∫
Ω
ρ(y)
|x− y|dy, vxc(ρ)=
d
dρ
exc(ρ), (2.7)
and µ is the nuclear charge density, assumed to satisfy∫
Ωnuc
dµ = 2n (charge neutrality). (2.8)
The effective one-body operator hφ in (2.5) (the Kohn-Sham Hamiltonian) depends also on
the nuclear charge density µ (which is suppressed by our notation). This operator is invariant
under unitary transformations φi 7→ φ′i =
∑
j Uijφj, U a unitary n × n matrix, and by a
suitable unitary transformation of the orbitals the KS equations (2.5) can be brought into
the canonical form
hφϕi = εiϕi (ε1 ≤ ε2 ≤ ... ≤ εn). (2.9)
For common choices of the exchange-correlation functional the εi correspond to the lowest
n eigenvalues of hφ, accounting for multiplicity (for a rigorous proof of this fact see [FG18]).
2.2 Excitations
HOMO-LUMO-transition We limit ourselves here to the lowest opto-electronic excitation
of the system, and the most basic model for it within KS-DFT, the HOMO-LUMO-transition.
As we will see, the resulting control problems are already very interesting and highly non-
trivial both physically and mathematically. Treatment of the whole excitation spectrum, as
well as of many-body corrections like the Casida ansatz, lies beyond the scope of this paper.
In the HOMO-LUMO transition, an electron pair migrates from the highest occupied molec-
ular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO),
(φ1, ..., φn−1, φn) −→ (φ1, ..., φn−1, φn+1). (2.10)
The transition is induced by an incoming photon whose frequency ν satisfies the Bohr con-
dition hν = εn+1 − εn, where h is Planck’s constant. Here the orbitals φ1, ..., φn are the
canonical KS orbitals (i.e., the eigenstates in (2.9) ordered by size of eigenvalue), φn is the
HOMO, and φn+1 (the LUMO) is the next eigenstate of hφ (i.e. the eigenstate L
2-orthogonal
to φ1, ..., φn with lowest eigenvalue). According to a recent study [P17], the HOMO-LUMO
eigenvalue difference εn+1−εn correctly reproduces the KS electron-hole pair creation energy
(i.e. the difference between ionization energy and electron affinity) to O( 1
N
) if the density
change by adding an electron or hole is delocalized, where N is the number of electrons in
the system.
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Of course, it may happen (even though we did not observe it numerically for optimal excita-
tions) that HOMO and/or LUMO are nonunique, due to eigenvalue crossings, and we allow
for this in our analysis.
Variational definition of HOMO and LUMO The following variational definition works
irrespective of degeneracies, and will be very convenient for the mathematical analysis of op-
timal excitations. Consider the quadratic form associated with the KS Hamiltonian hφ from
(2.5),
Eµ,φ[χ] = 〈χ, hφχ〉 = 1
2
∫
Ω
|∇χ|2 +
∫
Ω
(
vext + vH + vxc(ρ)
)
ρχ, ρχ = |χ|2, (2.11)
where vext, vH , vxc(ρ) are the usual potentials recalled in (2.7). We call this quadratic single-
particle functional the excitation functional. The potential vext depends on the nuclear charge
density µ, and the other two potentials depend on the single-particle density (2.4) associated
with the occupied KS orbitals φ = (φ1, ..., φn). Thus the excitation functional depends on
both the nuclear charge density µ and the occupied KS orbitals φ, as emphasized by the
notation Eµ,φ. We now define a HOMO ϕH by
ϕH ∈ argmax Eµ,φ subject to the constraints ϕH ∈ Span {φ1, ..., φn}, 〈ϕH , ϕH〉 = 1 (2.12)
and a LUMO ϕL by
ϕL ∈ argmin Eµ,φ subject to the constraints 〈φi, ϕL〉 = 0 (i = 1, ..., n), 〈ϕL, ϕL〉 = 1.
(2.13)
Solutions to these variational problems – i.e., a HOMO and a LUMO – can be proven to
exist (see Section 3), and obviously satisfy the KS equations
hφϕH = εHϕH , hφϕL = εLϕL (2.14)
for some eigenvalues εH (the HOMO energy) and εL (the LUMO energy). As discussed
below eq. (2.9), for common choices of the exchange-correlation functional we have εH = εn,
εL = εn+1, where ε1 ≤ ε2 ≤ ... are the eigenvalues of hφ.
2.3 Optimal control problems
We limit ourselves here to four basic optimal control problems. Of course, many variants and
especially combinations of these can be considered. These control problems are associated
with different physical properties of excitations which are desirable in photovoltaics:
– charge transfer over a large distance
– no spatial electron–hole overlap
– long lifetime
– prescribed bandgap.
Mathematically, the ensuing optimal control problems for excitations correspond to certain
novel optimal control problems with PDE constraints:
5
Choose the nuclear charge density µ (the control) so as to minimize a functional
J [φ, φH , φL, µ] (2.15)
(the control goal) subject to the fact that φ must be the Kohn-Sham ground
state for the nuclear charge density µ and φH , φL are the associated HOMO
and LUMO, i.e.
φ satisfies (2.2), φH satisfies (2.12), φL satisfies (2.13) (2.16)
(the state equation).
Different desirable physical properties of opto-electronic excitations are to be modelled by
different mathematical control goals J ; see our list of examples below. Note that the control,
µ, often does not appear explicitly in the control goal, but enters in a highly indirect and
nonlinear way through the state equation.
a) Charge transfer. The following functional measures the amount of charge transfer
associated with the HOMO-LUMO-excitation:
J [φH , φL] =
∫
Ω
(x · e)
(
|φL(x)|2 − |φH(x)|2
)
dx (2.17)
where e is a given unit vector in R3 (the direction of charge transfer). Note that the integral∫
Ω
(x · e)|χ|2 corresponds to the expected position of an electron with wavefunction χ along
the e-axis, and so the integral in the definition of J is the difference between the expected
positions of LUMO and HOMO. Hence an excitation with maximal J transfers electronic
charge over a maximal distance.
b) Overlap. The spatial overlap between electron and hole can be measured by the func-
tional
J [φH , φL] =
∫
Ω
|φH |2|φL|2. (2.18)
Excitations with low J have only a small amount of spatial overlap.
c) Lifetime. The lifetime of excitations is of great interest in photovoltaics as a sufficient
lifetime is needed for harvesting the photovoltaic current; estimating and controlling it in a
simple manner is an important modelling challenge which we now address.
The lifetime is governed, physically, by the subsequent time evolution of the system after the
LUMO orbital has become occupied and the HOMO orbital has been vacated due to photon
absorption. Thus to determine or control the lifetime one needs, ideally, to dynamically
monitor (a model of) the subsequent time evolution of the excited system.
As an – analytically and computationally much more tractable – substitute we propose
the following “time-infinitesimal” way of quantitatively estimating and designing dynamic
stability. Let φ, φH , φL denote, respectively, the KS orbitals (2.2), the HOMO (2.12), and
the LUMO (2.13). Assume that the subsequent time evolution after excitation is governed
by time-dependent density functional theory (TDDFT), with same map from density ρ to
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exchange-correlation potential vxc(ρ) =
d
dρ
exc(ρ) as the static theory (the latter simplification
is known as the adiabatic local density approximation (ALDA)):
i∂tφ
′
i(·, t) = hρ′(·,t)φ′i(·, t) (i = 1, ..., n), ρ′(·, t) = 2
n∑
i=1
|φ′i(·, t)|2, φ′i(·, 0) = φ′i (i = 1, ..., n)
(2.19)
with initial conditions given by the new orbitals after excitation,
{φ′1, ..., φ′n−1} any orthonormal basis of {χ ∈ Span {φ1, ..., φn} : 〈φH , χ〉 = 0}, φ′n = φL.
(2.20)
In terms of density matrices (mathematically: projectors onto the span of the occupied
orbitals), the old occupied space span {φ1, ..., φn} corresponds to the old density matrix
γ =
∑n
i=1 |φi〉〈φi| while the new occupied space span {φ′1, ..., φ′n} corresponds to the new
density matrix
γ′ =
n∑
i=1
|φi〉〈φi| − |φH〉〈φH |+ |φL〉〈φL| = γ − |φH〉〈φH |+ |φL〉〈φL|. (2.21)
(As customary, we write |χ〉〈χ| for the orthogonal projector of L2(Ω) onto the span of a
normalized element χ.) Note that γ′ depends neither on the choice of basis of old occupied
space nor on the choice of basis of the orthogonal complement to φH in (2.20). In particular,
the initial density ρ′ = ρ′(·, 0) in (2.19) is
ρ′ = 2
n∑
i=1
|φi|2 − 2|φH |2 + 2|φL|2 = ρ− 2|φH |2 + 2|φL|2. (2.22)
The failure of φ′ to remain stationary up to unitary transformation, or equivalently to satisfy
the stationary KS equations (2.5) with hρ replaced by hρ′ , is measured by the commutator
[hρ′ , γ
′]. As a natural “goal functional” whose minimization promotes a long lifetime we thus
propose the Hilbert-Schmidt norm of the commutator,
J [φ, φH , φL] = ‖[hρ′ , γ′]‖2HS = tr
(
[hρ′ , γ
′]∗[hρ′ , γ′]
)
, with γ′ as in (2.21). (2.23)
Here ( )∗ denotes the adjoint and tr the trace. We call (2.23) the lifetime functional. Note
that it is a functional purely of the occupied KS orbitals φ, the HOMO φH , and the LUMO
φL. (For an – analytically and numerically convenient – more explicit expression see Section
3.) By construction it vanishes if and only if γ′ is invariant under the time evolution (2.19),
or equivalently φ′ is time-invariant up to a time-dependent unitary transformation.
An important remark is that, due to (2.5) and (2.14), the commutator between γ′ and the
old Hamiltonian vanishes, i.e. [hρ, γ
′] = 0; consequently the commutator in (2.23) satisfies
[hρ′ , γ
′] = [hρ′ − hρ, γ′], (2.24)
that is to say it depends only on the difference of the KS Hamiltonians before and after exci-
tation. Moreover this difference only comes from the Hartree- and the exchange-correlation
term,
hρ′ − hρ = 1| · | ∗ 2
(|φL|2 − |φH |2)+ (vxc(ρ′)− vxc(ρ)). (2.25)
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Physically, the first term in (2.25) is the (nonlocal) dipole field of the electron-hole pair; the
second term is the (local) change in exchange-correlation potential caused by the electron-hole
pair.
To summarize: Minimizing the goal functional (2.23) promotes excitations with a long life-
time.
d) Bandgap. A first basic question is: which range of HOMO-LUMO bandgaps εH−εL can
be engineered by suitably arranging the nuclear charge distribution µ? This can be answered
by maximizing respectively minimizing the bandgap,
J [φ, φH , φL, µ] = εL − εH = 〈φL, hρφL〉 − 〈φH , hρφH〉 = Eµ,ρ[φL]− Eµ,ρ[φH ]. (2.26)
Note that here, due to the occurrence of the µ-dependent external potential vext in the ex-
citation functional Eµ,ρ, the goal functional depends explicitly on µ. We also note a formal
similarity of the bandgap functional and the charge transfer functional (2.17): both are
differences of expectation values for HOMO and LUMO, with the observable given, respec-
tively, by a single-particle energy or Hamiltonian (3rd expression in (2.26)) and a position
operator.
If one wants to tune the bandgap to a prescribed target value ε∗, one needs to minimize a
goal functional which reaches its minimum when εL − εH = ε∗, the perhaps simplest one
being
J [φ, φH , φL, µ] =
∣∣∣Eµ,ρ[φL]− Eµ,ρ[φH ]− ε∗∣∣∣2. (2.27)
3 Existence of optimal excitations
Our goal in this section is to prove that all the optimal control problems introduced in the
previous section possess solutions.
3.1 Analytic set-up
a) exchange-correlation energy: for the analysis below it suffices to assume
exc : [0,∞)→ R continuously differentiable, |exc(ρ)| ≤ cxc(1+ρp), |vxc(ρ)| ≤ cxc(1+ρp−1)
(3.1)
for some exponent p with 1 ≤ p < 5
3
and some constant cxc independent of ρ. These
assumptions are satisfied for all variants of the LDA which are used in practical calculations.
In particular, they hold for the prototypical Dirac exchange energy (2.6), with p = 4
3
. The
condition p < 5
3
guarantees that the KS energy functional is bounded from below, and is
sharp for that purpose (see the proof of Lemma 3.1 below).
b) orbitals: we assume that the minimization with respect to orbitals (φ1, ..., φn) in the KS
variational principle (2.2) is over the admissible set
A = {(φ1, ..., φn) ∈ (H10 (Ω))n : 〈φi, φj〉 = δij}, (3.2)
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where H10 (Ω) denotes the usual Sobolev space of square-integrable functions with square-
integrable derivative which vanish on the boundary ∂Ω, and 〈φi, φj〉 =
∫
Ω
φi φj denotes
the L2 inner product. Analogously, the optimization with respect to candidate HOMO
and LUMO orbitals φH and φL is over the following sets which depend on the collection
φ = (φ1, ..., φn) of minimizing KS orbitals from (2.2):
AHφ =
{
φH ∈ Span {φ1, ..., φn} : 〈φH , φH〉 = 1
}
and
ALφ =
{
φL ∈ H10 (Ω) : 〈φi, φL〉 = 0 for i = 1, ..., n, 〈φL, φL〉 = 1
}
.
The governing variational problems (2.2), (2.12), (2.13) for the Kohn-Sham, HOMO, and
LUMO orbitals (the state equation) can now be written in the compact form
φ ∈ argmin
A
Eµ, φH ∈ argmax
AHφ
Eµ,φ, φL ∈ argmin
ALφ
Eµ,φ. (3.3)
c) nuclear charge distribution (the control field): we assume that the minimization or maxi-
mization with respect to the nuclear charge distribution in the control problems (2.15)–(2.16)
is over nonnegative Radon measures of total mass 2n with support in Ωnuc, i.e. over the ad-
missible set
Anuc = {µ ∈M(Ωnuc) : µ ≥ 0,
∫
Ωnuc
dµ = 2n}, (3.4)
where M(Ωnuc) (or M for short) denotes the space of signed Radon measures on Ωnuc,
i.e. the dual of the space C(Ωnuc) of continuous functions on Ωnuc, with norm ||µ||M =
sup{∫ f dµ : f ∈ C(Ωnuc), sup |f | ≤ 1}.
One might wish to impose additional restrictions on µ such as: sum of delta functions (atomic
nuclei) with integer nuclear charge; positions of the nuclei restricted to a crystal lattice; only
a few types of atoms allowed, e.g. “A” and “B”. Imposing all these would reduce optimization
over (3.4) to optimization over a set of doping profiles. Our theoretical analysis allows to
easily incorporate such restrictions, see Theorem 3.2.
3.2 Existence of excitations
We begin by recalling standard results on existence of minimizers and analytic properties
of the KS functional (2.2) (see, e.g., [AC09] for the more difficult case of an unbounded
domain), and state a useful list of explicit estimates and continuity properties on function
spaces which account for the dependence on the mass norm ||µ||M of the nuclear charge
distribution, as needed later (in section 3.4) to show existence of optimal excitations. We
then discuss the excitation functional (2.11) in the same spirit, and prove rigorously the
existence of HOMO-LUMO excitations for general (measure-valued) nuclear charge distri-
butions. Throughout, ||u||p denotes the Lp norm (
∫
Ω
|u|p)1/p, ||u||∞ stands for the L∞ norm
supx∈Ω |u(x)|, and H1(Ω) denotes the space of square-integrable functions on Ω with square-
integrable derivative. Recall also that weak* convergence in M(Ωnuc) corresponds to con-
vergence of continuous observables, i.e. a sequence (µ(ν)) converges weak* to µ if
∫
f dµ(ν)
converges to
∫
f dµ for all f ∈ C(Ωnuc).
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Lemma 3.1. (Lower bounds and continuity properties of the KS energy functional) The
terms in the KS energy functional (2.2) have the following properties:
a) T [φ] ≥ 1
2
T [φ]+ 1
4c2s
||ρ||3, where cs is the Sobolev constant in the inequality ||u||6 ≤ cs||∇u||2
on R3, and φ 7→ T [φ] is continuous and weakly lower semicontinuous on H1(Ω)n.
b) Vext[ρ] ≥ −||µ||M supa∈R3 || 1|·−a| ||2||ρ||1/41 ||ρ||3/43 , and (φ, µ) 7→ Vext[ρ] is strong × weak*
continuous on L4(Ω)n ×M.
c) JH ≥ 0, and φ 7→ JH [ρ] is continuous on (L12/5(R3))n.
d) Exc[ρ] ≥ −cxc
(
vol(Ω) + ||ρ||(3−p)/21 ||ρ||3(p−1)/23
)
, where p ∈ [1, 5
3
) is the exponent from (3.1),
and φ 7→ Exc[ρ] is continuous on L2p(Ω)n.
In particular, Eµ[φ] is continuous and weakly lower semicontinuous on H1(Ω)n as a functional
of φ, weak* continuous onM as a functional of µ, and strong × weak* continuous and weak
× weak* lower semicontinuous on H1(Ω)n ×M as a functional of (φ, µ).
Proof The estimate in a) is immediate from the well known inequality T [φ] ≥ ||∇√ρ||22 and
the Sobolev inequality applied with u =
√
ρ, and the continuity assertions are standard.
The estimate in b) follows by first using the duality between M(Ω) and the space Cb(Ω) of
bounded continuous functions on Ω and then the Cauchy-Schwarz inequality,
Vext[ρ] =
∫ ( 1
| · | ∗ ρ
)
dµ ≥ −||µ||M|| 1|·| ∗ ρ||∞ ≥ −||µ||M sup
a∈R3
|| 1|·−a| ||2||ρ||2,
and finally estimating the 2-norm of ρ by the Ho¨lder interpolation inequality
||ρ||p ≤ ||ρ||θq||ρ||1−θr with q ≤ p ≤ r and 1p = θq + 1−θr ,
taking p = 2, q = 1, r = 3. The continuity follows in a similar manner: the map ρ 7→ 1|·| ∗ρ is
continuous from L2(Ω) to Cb(Ω) because ||ρ− ρ′||∞ ≤ supa∈R3 || 1|·| ||2||ρ− ρ′||2; and the map
(φ1, ..., φn) 7→ ρ is continuous from L4(Ω)n to L2(Ω). Hence the map φ 7→ 1|·| ∗ρ is continuous
from L4(Ω)n to Cb(Ω). Since Vext is the duality pairing between
1
|·| ∗ ρ and µ, the continuity
assertion in b) follows. The lower bound on JH is trivial, and the asserted continuity is
immediate from the well known continuity of JH as a functional of ρ on L
6/5(R3). Finally
we deal with Exc. By assumption (3.1), Exc ≥ −cxc
(
vol(Ω) + ||ρ||pp
)
. Applying the Ho¨lder
interpolation inequality with q = 1, r = 3 yields θ = (3− p)/(2p), 1− θ = 3(p− 1)/(2p), and
the asserted lower bound follows. As regards continuity, by continuity of the map φ → ρ
from L2p(Ω)n to Lp(Ω) it suffices to check that ρ 7→ exc(ρ) is continuous from Lp(Ω) to L1(Ω);
but this is a standard consequence of the pointwise continuity of exc as a function of ρ and
the growth bound in (3.1).
We now turn to the excitation functional.
Lemma 3.2. (Lower bounds and continuity properties of the excitation functional) The
terms in the excitation functional (2.11) have the following properties: denoting ρχ = |χ|2,
a) T [χ] ≥ 1
2
T [χ] + 1
4c2s
||ρχ||3, and
χ 7→ T is continuous and weakly lower semicontinuous on H1(Ω).
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b)
∫
vextρχ ≥ −||µ||M supa∈R3 || 1|·−a| ||2||ρχ||1/41 ||ρχ||3/43 , and
(χ, µ) 7→
∫
vextρχ is strong × weak* continuous on L4(Ω)×M.
c)
∫ (
1
|·| ∗ ρχ)ρ ≥ 0, and
(φ, χ) 7→
∫ (
1
|·| ∗ ρχ
)
ρ is continuous on L12/5(Ω)n+1.
d)
∫
vxc(ρ) ρχ ≥ −cxc
(||ρχ||1 + ||ρ||p−1p ||ρχ||(3−p)/(2p)1 ||ρχ||3(p−1)/(2p)3 ), and
(φ, χ) 7→
∫
vxc(ρ) ρχ is continuous on L
2p(Ω)n+1.
In particular, (φ, χ, µ) 7→ Eµ,φ[χ] is weak × strong × weak* continuous and weak × weak ×
weak* lower semicontinuous on (H1(Ω))n ×H1(Ω)×M.
Proof The results for T , Vext, and
∫
( 1|·| ∗ ρχ)ρ follow analogously to those for T , Vext and
JH in Lemma 3.1. To deal with the exchange-correlation term is a little more work. By the
bound on vxc in (3.1) and Ho¨lder’s inequality we have∫
vxc(ρ) ρχ ≥ −cxc
∫ (
1 + ρp−1
)
ρχ ≥ −cxc
(||ρχ||1 + ||ρp−1||p′︸ ︷︷ ︸
=||ρ||p−1p
||ρχ||p
)
with p′ = p
p−1 .
The asserted bound now follows from the Ho¨lder interpolation inequality with q = 1, r = 3.
The continuity is clear when p = 1, so let p > 1. By the pointwise continuity of ρ 7→
vxc(ρ) and the bound on vxc in (3.1), ρ 7→ vxc(ρ) is continuous from Lq(p−1) to Lq whenever
min{1, 1
p−1} ≤ q <∞. Taking q = p′ = p/(p−1), we obtain continuity from Lp to Lp
′
. Hence,
since Lp and Lp
′
are in duality, the map (ρ, ρχ) 7→
∫
vxc(ρ) ρχ is continuous on L
p(Ω)×Lp(Ω),
yielding the asserted continuity.
Next we collect basic analytic properties of the admissible sets of trial functions in the
variational problems (3.3). Thanks to the compact embedding of H1(Ω) into L2(Ω) and the
obvious L2-continuity of the constraints appearing in the definitions of the sets we have:
Lemma 3.3. (Analytic properties of the constraints)
a) A is weakly closed in H1(Ω)n.
b) For any φ ∈ A, the sets AHφ and ALφ are weakly closed in H1(Ω).
It is now a straightforward matter to recover the following well known fact:
Lemma 3.4. (Existence of KS ground states) For any nuclear charge distribution µ ∈ Anuc,
there exists a minimizer φ = (φ1, ..., φn) of the KS energy functional Eµ on the admissble set
A.
Moreover we straightforwardly infer the following new result:
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Theorem 3.1. (Existence of HOMO-LUMO excitations) For any nuclear charge distribution
µ ∈ Anuc, and any set of orbitals φ = (φ1, ..., φn) ∈ A, the excitation functional (2.11)
possesses a maximizer φH on AHφ (i.e., a HOMO) and a minimizer φL on ALφ (i.e., a LUMO).
Proof of Lemma 3.4 By the estimates in Lemma 3.1 together with the fact that the
exponent 3(p−1)
2
of ||ρ||3 in d) is < 1 (under the sharp assumption on the exchange-correlation
energy made in (3.1) that p < 5
3
) and that ||µ||M =
∫
dµ = 2n (see (3.4)), Eµ is bounded
from below and there exists a constant C(n, p, cxc,Ω) such that, whenever (φ, µ) ∈ A×Anuc
and Eµ[φ] ≤ infA Eµ + 1, then
||φ||H1 ≤ C(n, p, cxc,Ω). (3.5)
The assertion now follows from a standard lower semicontinuity / compactness argument:
any minimizing sequence possesses a subsequence converging weakly in H1(Ω)n; and the
weak limit belongs, by Lemma 3.3, to the admissible set, and is a minimizer, by the weak
lower semicontinuity result at the end of Lemma 3.1.
Proof of Theorem 3.1 Existence of a HOMO is straightforward since Eµ,φ is continuous
on H1(Ω) (see Lemma 3.2) and the admissible set AHφ – being a closed bounded subset of a
finite-dimensional subspace – is compact. Existence of a LUMO follows by arguing similarly
to the proof of Lemma 3.4. For completeness and future reference we include the details.
By the bounds in Lemma 3.2 and the fact that the exponent 3(p−1)
2p
is < 1 thanks to the
sharp assumption p < 5
3
in (3.1), the excitation functional (2.11) is bounded from below.
Moreover there exists a constant D(n, p, cxc,Ω, C) depending only on n, p, cxc, Ω, and an
upper bound C on the H1 norm of φ such that whenever µ ∈ Anuc, φ ∈ A with ||φ||H1 ≤ C,
and Eµ,φ[χ] ≤ infALφ Eµ,φ + 1, then
||χ||H1 ≤ D(n, p, cxc,Ω, C). (3.6)
In particular any minimizing sequence of Eµ,φ on ALφ possesses a subsequence which is weakly
convergent in H1(Ω). The lower semicontinuity result for Eµ,φ in Lemma 3.2 together with
the closedness result on ALφ in Lemma 3.3 implies that the weak limit is a minimizer.
3.3 The set of HOMO-LUMO excitations
The main technical idea underlying existence of optimal excitations lies in introducing and
analyzing the set of all HOMO-LUMO excitations which can be achieved by some (measure-
valued) distribution of nuclear charge. This idea allows us to overcome the difficulty that
the goal functionals, when viewed as functionals only of the nuclear charge distribution µ
via the map µ 7→ (φ, φH , φL) defined by (3.3), do not appear to have any useful continuity
properties due to the lack of convexity and uniqueness in the problems (3.3).
Lemma 3.5. (Analytic properties of the set of HOMO-LUMO excitations)
The joint solution set to the governing variational principles (3.3) for occupied KS orbitals,
HOMO, and LUMO parametrized by the set of nuclear charge distributions µ,
B = {(φ, φH , φL, µ) : µ ∈ Anuc, (3.3)},
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has the following properties:
a) It is weak × weak × weak × weak* closed in H1(Ω)n ×H1(Ω)×H1(Ω)×M.
b) It is strong × strong × strong × weak* compact in H1(Ω)n ×H1(Ω)×H1(Ω)×M.
Proof This statement is more subtle than the results in the previous section. We begin with
a). Let (φ(ν), φ
(ν)
H , φ
(ν)
L )⇀(φ, φH , φL) in H
1(Ω)n+2 and µ(ν)⇀∗µ in M, where here and below
the halfarrows ⇀ and ⇀∗ stand for weak and weak* convergence. We need to check that (i)
µ ∈ Anuc, (ii) φ ∈ argminAEµ, (iii) φH ∈ argmaxAHφ Eµ,φ, (iv) φL ∈ argminALφEµ,φ.
(i) is clear from the fact that the µ(ν) are supported in the compact set Ωnuc.
(ii) does not follow from the weak lower semicontinuity of Eµ on H1(Ω)n, since the nuclear
charge distribution is now also varying. Using first the variational property of φ(ν) and then
the weak* continuity of the map µ 7→ Eµ[ψ] for fixed ψ ∈ A (see Lemma 3.1), we have
Eµ(ν) [φ(ν)] ≤ Eµ(ν) [ψ]→ Eµ[ψ] (3.7)
and hence lim supν→∞ Eµ(ν) [φ(ν)] ≤ Eµ[ψ]. Since ψ ∈ A was arbitrary, it follows that
lim sup
ν→∞
Eµ(ν) [φ(ν)] ≤ infA Eµ. (3.8)
On the other hand, by the weak × weak* lower semicontinuity of (φ, µ) 7→ Eµ[φ] on H1(Ω)n×
M we have
lim inf
ν→∞
Eµ(ν) [φ(ν)] ≥ Eµ[φ]. (3.9)
Inequalities (3.8), (3.9) together with the fact that by Lemma 3.3 φ ∈ A (i.e., φ is an
admissible trial function in the variational problem in (3.8)) yields (ii).
Moreover we conclude that Eµ(ν) [φ(ν)] → Eµ[φ]. But the functional Eµ consists of four con-
tributions, of which Vext, JH , and Exc have the property that their values for the sequence
(φ(ν), µ(ν)) converge to those for the limit (φ, µ) (see Lemma 3.1). Hence, importantly,
the remaining term T must satisfy T [φ(ν)] → T [φ]. Consequently ∇φ(ν)⇀∇φ in L2 and
||∇φ(ν)||2 → ||∇φ||2. These two statements together imply ∇φ(ν) → ∇φ strongly in L2, and
hence φ(ν) → φ in H1(Ω)n. This fact will be useful later.
To deal with (iii) and (iv) is more difficult, since the starting point of the above argument
– the first inequality in (3.7) – now fails as the HOMO and LUMO orbitals φ
(ν)
H and φ
(ν)
L
do not belong to universal but rather to φ(ν)-dependent sets, and hence candidate orbitals χ
in the variational principles for the limiting HOMO and LUMO orbitals φH and φL are not
admissible trial functions in the variational principle for the approximating orbitals. The
idea, then, is to bring into play the L2 projector γφ(ν)χ :=
∑n
i=1〈φ(ν)i , χ〉φ(ν)i . Clearly, for fixed
χ ∈ L2(Ω) the map ψ 7→ γψχ is strongly continuous from H1(Ω)n to H1(Ω); in particular,
γφ(ν)χ→ γφχ in H1(Ω), ||γφ(ν)χ||2 → ||γφχ||2. (3.10)
Now let χ ∈ AHφ . It follows that γφχ = χ and ||χ||2 = 1. Hence by (3.10) ||γφ(ν)χ||2 > 0 for
all sufficiently large ν, and – by the variational principle for the HOMO φ
(ν)
H –
Eµ(ν),φ(ν) [φ(ν)H ] ≥ Eµ(ν),φ(ν)
[ γφ(ν)χ
||γφ(ν)χ||2
]
=
1
||γφ(ν)χ||22
Eµ(ν),φ(ν) [γφ(ν)χ] → 1 · Eµ,φ[χ], (3.11)
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with the above convergence being due to the continuity property of the map (φ, χ, µ) 7→
Eµ,φ[χ] proved in Lemma 3.2. Since (3.11) is true for all χ ∈ AHφ , it follows that
lim inf
ν→∞
Eµ(ν),φ(ν) [φ(ν)H ] ≥ sup
χ∈AHφ
Eµ,φ[χ], (3.12)
the right hand side being the limiting HOMO eigenvalue εH . On the other hand, since
φ
(ν)
H ∈ AHφ(ν) we have φ
(ν)
H = γφ(ν)φ
(ν)
H =
∑n
i=1〈φ(ν)i , φ(ν)H 〉φ(ν)i , and so, by the weak convergence
of φ
(ν)
H in H
1 and the strong convergence of φ(ν) in H1, φ
(ν)
H →
∑n
i=1〈φi, φH〉φi = γφφH
strongly in H1(Ω). Hence φH = γφφH , that is to say φH ∈ Aφ. Moreover by the weak ×
strong × weak* continuity of (φ, χ, µ) 7→ Eµ,φ[χ] we have
Eµ(ν),φ(ν) [φ(ν)H ]→ Eµ,φ[φH ]. (3.13)
The upper and lower bounds (3.12), (3.13) together imply (iii).
(iv): Let χ ∈ ALφ . Thus γφχ = 0, ||χ||2 = 1. Hence by (3.10), (I − γφ(ν))χ → χ in H1(Ω),
||(I − γφ(ν))χ||2 → 1. By the variational principle for the LUMO φ(ν)H ,
Eµ(ν),φ(ν) [φ(ν)L ] ≤ Eµ(ν),φ(ν)
[ (I − γφ(ν))χ
||(I − γφ(ν))χ||2
]
=
1
||(I − γφ(ν))χ||22
Eµ(ν),φ(ν) [(I−γφ(ν))χ]→ 1·Eµ,φ[χ],
the convergence above following as in (3.11). Minimization over χ ∈ ALφ yields
lim sup
ν→∞
Eµ(ν),φ(ν) [φ(ν)L ] ≤ inf
χ∈ALφ
Eµ,φ[χ], (3.14)
the right hand side being the limiting LUMO eigenvalue εL. The proof of the complementing
lower bound is different as for φH , since – at this point – the φ
(ν)
L are not known to converge
strongly in H1 but only weakly. On the other hand we now only need to bound the excitation
energy of the limit from above, for which we can use the weak × weak × weak* lower
semicontinuity of (φ, χ, µ) 7→ Eµ,φ[χ]:
Eµ,φ[φL] ≤ lim inf
ν→∞
Eµ(ν),φ(ν) [φ(ν)L ]. (3.15)
Together with (3.14) this establishes (iv), completing the proof of a). Moreover we conclude
that Eµ(ν),φ(ν) [φ(ν)L ] → Eµ,φ[φL]. This implies that φ(ν)L → φL strongly in H1(Ω), by arguing
analogously to the proof of the strong convergence of φ(ν) in H1 but using Lemma 3.2 instead
of Lemma 3.1. In total we have shown that (φ(ν), φ
(ν)
H , φ
(ν)
L ) converges strongly in H
1(Ω)n+2.
Thus to establish b), by the Banach-Alaoglu theorem it suffices to show that any sequence
(φ(ν), φ
(ν)
H , φ
(ν)
L , µ
(ν)) ∈ B is bounded in H1(Ω)n×H1(Ω)×H1(Ω)×M. For φ(ν), φ(ν)L and µ(ν)
this follows from, respectively, (3.5), (3.6), and ||µ(ν)||M =
∫
µ(ν) = 2n. Finally, boundedness
of φ
(ν)
H follows straightforwardly from the boundedness of φ
(ν).
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3.4 Optimal excitations
We are finally in a position to show well-posedness of all the novel optimal control prob-
lems introduced in Section 2.3. In the sequel, the goal functionals are always considered
as functionals of φ (occupied KS orbitals), φH (HOMO), φL (LUMO), µ (nuclear charge
distribution), even though some of them depend only on HOMO and LUMO.
Theorem 3.2. (Existence of optimal excitations) The optimal control problem to maximize
or minimize (2.15) over (φ, φH , φL, µ) ∈ H1(Ω)n+2 × Anuc subject to the constraint (3.3)
possesses a solution when the goal functional is any of the functionals (2.17), (2.18), (2.23),
(2.26), (2.27). More generally, it possesses a solution whenever the goal functional is contin-
uous on B with respect to strong × weak* convergence in H1(Ω)n+2×M and Anuc is replaced
by any weak* closed subset.
Proof The main work has already been carried out in Lemma 3.5 b), which immediately
implies the second part of the theorem, and reduces the first part to checking the required
continuity of the goal functionals, i.e. to proving:
Lemma 3.6. The charge transfer functional (2.17), the overlap functional (2.18), the life-
time functional (2.23), and the bandgap functionals (2.26) and (2.27) are continuous on B
with respect to strong × weak* convergence in H1(Ω)n+2 ×M.
Importantly, Lemma 3.5 b) provides strong rather than just weak compactness in H1 for the
HOMO and LUMO orbitals; we note that weak compactness would not be enough as, e.g., the
bandgap does not appear to be continuous or upper semicontinuous or lower semicontinuous
with respect to weak H1 convergence.
Proof of Lemma 3.6 The functionals (2.17) and (2.18) only depend on φH and φL, and
are obviously continuous on, respectively, L2 × L2 and L4 × L4. The bandgap (2.26) is,
by Lemma 3.2, weak × strong × strong × weak* continuous on (H1)n × H1 × H1 ×M,
establishing in particular the asserted continuity of (2.26) and (2.27).
It remains to look at the lifetime functional (2.23). A long but rather elementary calculation
yields the following more explicit expression which only involves a sum over occupied orbitals
in the excited state:
tr
(
[h′, γ′]∗[h′, γ′]
)
= 2
∑
φ∈{φi−〈φH ,φi〉φH}ni=1∪{φL}
‖(I−γ′)(hρ′−hρ)φ‖22, γ′ as in (2.21). (3.16)
Note that the operator I−γ′ appearing on the right hand side is the projector onto unoccupied
space. (The above expression has the additional virtue of being invariant under the choice of
basis φ1, .., φn of the occupied orbital space in the ground state. If the HOMO φH is the n
th
KS orbital φn, then the corresponding state φn−〈φH , φn〉φH is zero, as is its contribution to
the above sum, and so the sum reduces to a sum over φ ∈ {φ1, ..., φn−1, φL}.) To derive (3.16),
one starts by using (2.24) and expands the trace in the form tr(A∗A) =
∑∞
`,k=1 |〈φ`, Aφk〉|2
in an ONB {φ1, ..., φn, φL, φn+2, φn+3, ...}, the first (n + 1) basis functions of which consist
of the occupied KS orbitals in the ground state and the LUMO. One then uses the explicit
form of γ′ to evaluate the individual terms.
15
We now analyze continuity of the right hand side of (3.16), using expression (2.25) for the
difference of the KS Hamiltonians. In the proof of Lemma 3.1 we showed that (φH , φL) 7→
1
|·| ∗ 2(|φH |2 − |φL|2) =: v˜ is continuous from L4 × L4 to Cb, and so (φH , φL, χ) 7→ v˜ χ is
continuous from L4 × L4 × L2 to L2. Moreover, since by (3.1) and the fact that p < 5/3
we have |vxc(ρ)| ≤ cxc(1 + ρ2/3), the map (ρ, ρφH , ρφL) 7→ vxc(ρ′)− vxc(ρ) is continuous from
(L7/3)3 to L7/2, whence (φ, φH , φL, χ) 7→ (vxc(ρ′) − vxc(ρ))χ is continuous from (L14/3)n ×
(L14/3)3 to L2 (note that if w ∈ L7/2 and χ ∈ L14/3, then the product wχ is in L2, since
1
7/2
+ 1
14/3
= 1
2
). Finally, consider the projector (I − γ′) onto unoccupied space. It is clear
from the expression (2.21) that (φ, φH , φL, χ) 7→ (I − γ′)χ is continuous from (L2)n+3 to
L2. In total, (φ, φH , φL, χ) 7→ (I − γ′)(hρ′ − hρ)χ is continuous from L14/3(Ω)n+3 to L2(Ω).
Finally we need to look at the orbitals χ over which the sum in (3.16) runs. The maps
(φ, φH , φL) 7→ φi − 〈φH , φi〉φH are obviously continuous from (L14/3)n+2 to L14/3. Thus
(3.16) as a functional of (φ, φH , φL) is continuous on (L
14/3)n+2, completing the proof of
Lemma 3.6 and Theorem 3.2.
4 Numerical results
In order to illustrate the excitation properties achievable via optimal control, we investigate
the following 1D model problem. We consider a 1D nanocrystal consisting of 20 atoms with
fixed equidistant positions and 120 electrons, but allow the nuclear charges of the atoms
to change while preserving a total nuclear charge of 120 (this value is chosen so that the
undoped chain corresponds to pure carbon).
More precisely, the nuclear positions are fixed at R1, ..., R20 = −9.5, −8.5, ..., 8.5, 9.5 and
the admissible nuclear charge distributions are taken to be sums of sharply peaked Gaussians
of width σ,
µ(x) =
20∑
α=1
Zα
exp(− (x−Rα)2
2σ2
)√
2piσ2
, (4.1)
with integer nuclear charges Z1, ..., Z20 ∈ {3, ..., 9} satisfying
∑20
α=1 Zα = 120. These bounds
correspond to Li to F, and exclude noble gas atoms. We note that there are ∼ 720 config-
urations (ignoring the - in terms of order of magnitude negligible - constraint on the total
charge).
As regards the modelling of the electronic structure within Kohn-Sham DFT, to simplify
computations and because of the lack of simple exchange-correlation functionals in 1D we
drop exchange-correlation contributions, and employ the 1D Kohn-Sham Hamiltonian (see
(2.5) for notation)
hφ = −1
2
d2
dx2
+ vext + vH , (4.2)
in the spatial domain [−10, 10]. Moreover, as the Coulomb potential v(x) = 1/|x| is not
integrable in 1D, we replace it by the effective longitudinal Coulomb potential in a thin wire
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Figure 2: Pure carbon chain. Left and center: The electron density of the ground state and
the density of HOMO and LUMO. The center of mass of both HOMO and LUMO (vertical
lines) is located at the midpoint of the chain, so the excitation produces no net charge
transfer. Right: The single-particle energy levels (eigenvalues of the KS Hamiltonian (4.2)
with ground state orbitals φ), showing a typical band structure and a pronounced bandgap
between HOMO and LUMO (small triangles).
of diameter d [BSCA03, CF15],
vd(x) =
√
pi
2d
exp
(
x2
4d2
)
erfc
( x
2d
)
. (4.3)
As described in Section 2.1 we restrict ourselves to closed-shell electron configurations, so
in the ground state the lowest 60 orbitals φi are doubly occupied, HOMO equals orbital 60,
and LUMO orbital 61. The adaptation of the goal functionals to the above 1D setting is
straightforward; for instance, the charge transfer functional (2.17) becomes
J [φH , φL] =
∫ 10
−10
x
(
|φ61(x)|2 − |φ60(x)|2
)
dx. (4.4)
In our simulations we chose the parameters in (4.1) and (4.4) to be d = 0.01 and σ2 = 1/2000,
and for the discretization of space and time we employ grids of meshsize ∆x = 0.01 and
∆t = 0.002.
Optimization algorithm. Our approach to find atomic configurations which (approx-
imately) optimize our various goal functionals is a genetic algorithm based on randomly
chosen directions h ∈ {−1, 0, 1}20 in configuration space which we use to update the vector
Z = (Z1, ..., Z20) of nuclear charges to Z+h. Similarly to stochastic optimization techniques
like simulated annealing, we carry out “large” steps h at the beginning and gradually reduce
the (Euclidean) length of h to “small” steps, while at the same time increasing the number
of search directions in order to allow for a more detailed exploration of the configuration
space close to a possible local extremum. More precisely, our algorithm is as follows:
• Start from the pure carbon chain, Z(0) = (6, 6, ..., 6).
17
• In the ith optimization step, start from the previous optimum Z(i − 1); generate n(i)
random increments h ∈ {−1, 0, 1}20 with probability P (hj = ±1) = p(i), zero total
charge, and Z + h ∈ {3, ..., 9}20; pick the best increment, i.e. Z(i) = Z(i − 1) + t∗h∗
with t∗ ∈ {−1, 0, 1} and h∗ giving the best value for J [Z + t∗h∗].
• Use geometrically decreasing probabilities p(i) = p(1) · 2−i for components of the
increment to be nonzero, and a geometrically increasing number n(i) = n(1) · 2i of
search directions.
In our numerical results we took p(1) = 1
3
, n(1) = 10, and 4 iteration steps. Note that
in the 4th step, the probability of any entry hj being nonzero is only
1
12
; but since at least
two nonzero entries are needed because of charge conservation, this already corresponds to
maximal sparsity – or equivalently minimal size – of increment vectors.
We stress that our optimization algorithm is stochastic. Therefore one obtains different final
configurations (or doping profiles) Z∗ in each run of the algorithm. However the associated
excitations were observed to be quite similar.
Pure Carbon Chain. The chain of 20 carbon atoms was used as the initial configuration
for all our optimization procedures. Figure 2 depicts the total electron density of the ground
state and the density of HOMO and LUMO. On the left, the densities of HOMO and LUMO
are not scaled, so as to faithfully indicate their contribution to the overall density. HOMO
and LUMO are seen to be delocalized, plane-wave-like, and symmetric with respect to the
midpoint of the chain; in particular the net charge transfer (4.4) of the HOMO-LUMO-
excitation is zero. The KS energy levels (see the right panel) exhibit a typical band structure,
with a pronounced bandgap between HOMO and LUMO. Also, we encounter 20 very low,
near-identical energy levels due to the core states.
Optimal excitations. Figure 3 shows the excitations achieved by optimization of the four
goal functionals (4.4), (2.18), (2.23), and (2.27). From the height of the electronic density
peaks on the left one can also read off the underlying nuclear configuration, e.g., in case
of optimal charge transfer, (4, 5, 6, 6, 7, 6, 5, 6, 7, 5, 6, 7, 6, 5, 6, 5, 6, 6, 8, 8). We conclude from
the Figure that our optimal control approach is indeed capable of producing doping profiles
whose excitations have the desired features, such as a large charge transfer (first row in
Figure 3).
Next we discuss the nonuniform but nearly identical shapes of HOMO and LUMO in case of
lifetime maximization (3rd row in Figure 3), i.e. minimization of (2.23). A simple physical
explanation can be given as follows. The nearly identical overall shape leads to an almost
vanishing difference in Hartree potential between ground and excited state. Hence the Kohn-
Sham Hamiltonian (4.2) is nearly identical in the ground and excited state. But the excited
state is invariant (up to phase factors) under time evolution with the ground state KS Hamil-
tonian, and thus almost invariant under time evolution with the excited-state Hamiltonian.
Finally let us comment on maximization of the bandgap functional (2.26). Our optimization
algorithm didn’t find any larger bandgap than that for the pure carbon chain (εL−εH = 4.93);
configurations with nearly as high bandgaps found by the algorithm had a large interior pure
carbon region and some heteroatoms near the boundary (e.g., εL− εH = 4.88 for the doping
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Figure 3: HOMO-LUMO excitations obtained by optimization of various goal functionals. For the
charge transfer and overlap functionals (first two rows), HOMO and LUMO are well separated on
different sides of the system and close to zero on the opposite half of the domain. By contrast,
lifetime maximization (third row) leads to nonuniform but nearly identical shapes of HOMO and
LUMO; for a simple physical explanation see the text. Finally (bottom row), favouring a prescibed
bandgap puts no obvious bias on HOMO and LUMO location and shape, but the prescribed gap
of 3 a.u. was reached to high precision (3.0019 a.u.). The optimal doping profiles can be read off
from the heights of the electronic density peaks, and exhibit irregular fluctuations.
19
Time t
0 2 4 6 8 10
Po
si
tio
n 
x
-10
-8
-6
-4
-2
0
2
4
6
8
10
Center of Mass of HOMO and LUMO
HOMO
LUMO
Figure 4: Time evolution of the excitation with maximal charge transfer under TDDFT. Left:
electron density relative to the ground state. Right: Center of mass of HOMO and LUMO.
profile 75748566666666577476). Unfortunately we cannot offer a theoretical explanation for
this interesting observation.
Stability of excitations under time evolution. In photovoltaic devices, it is important
that excitations persist for a sufficiently long time for harvesting; i.e. one requires a low
electron–hole recombination rate. As a minimal check on this we evolved the excitations
under TDDFT, eq. (2.19), with initial conditions given by the new orbitals after excitation.
This nonlinear evolution equation (recall that the Hartree potential in (2.19) comes from the
time-dependent density) takes the strong electrostatic electron–hole forces fully into account.
Figure 4 depicts, in case of the excitation with maximal charge transfer, the time evolution
of the density relative to the ground state and of the center of mass of HOMO and LUMO.
The results indicate that the electron-hole pair persists during the simulated period of time.
Correlations between different excitation properties. When optimizing the nuclear
configuration with respect to a property different from charge transfer, we may generate a
scatter plot as shown in Figure 5 where each point corresponds to a configuration generated
during our optimization algorithm. Note the strong parabola-like correlation between charge
transfer and inverse lifetime (left panel), especially for configurations generated in the last
two iteration steps. This shows that a large charge transfer corresponds to a large value
of the inverse lifetime functional. We interpret this not as a physical effect but merely as
an indication of the limitations of the HOMO-LUMO model: as already mentioned above,
a large charge transfer causes a large difference in Hartree potential between ground and
excited state, and hence a larger error of the assumption underlying the HOMO-LUMO
model that relaxation effects can be neglected. By contrast, we believe that the other
two plots capture physical phenomena. First, note the simple inverse correlation between
charge transfer and overlap (middle panel). Second, bandgap and charge transfer appear to
be comparatively uncorrelated (right panel), suggesting that these two properties could be
controlled simultaneously.
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Figure 5: Scatter plots of charge transfer versus inverse lifetime (left), overlap (middle), and
bandgap (right), for all nuclear configurations generated during the optimization of the quantity on
the vertical axis. Coordinates represent numerical values of the functionals (2.17), (2.23), (2.18),
(2.26).
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