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Uvod
Zadac´a komplementarnosti predstavlja vrlo dubok i tezˇak matematicˇki problem, ali je sva-
kako lijepa domena za istrazˇivanje jer ima brojne zanimljive primjene izvan matematike.
Vratimo li se malo u prosˇlost, pojedinacˇne primjere zadac´e linearne komplementarnosti
mozˇemo nac´i u matematicˇkoj literaturi od ranih 40-ih godina prosˇlog stoljec´a pod raznim
imenima, kao sˇto su fundamentalna zadac´a, zadac´a komplementarnog pivotiranja i sl. Tek
1965. godine Cottle predlazˇe naziv linearna zadac´a komplementarnosti i mozˇemo vidjeti
da se taj naziv koristi i danas u matematicˇkoj literaturi. Povijesno, linearna zadac´a kom-
plementarnosti je zamisˇljena kao ujedinjena formulacija za linearno i kvadraticˇno progra-
miranje te takoder bimatricˇne igre. Ali u stvarnosti, zadac´e kvadraticˇnog programiranja su
uvijek bile, a i danas su, usko povezane s linearnim zadac´ama komplementarnosti. Upravo
te dvije zadac´e i spomenuta veza medu njima c´e biti predmet nasˇeg interesa u ovom radu.
Rad je podijeljen na tri poglavlja od kojih svako sadrzˇi dva do cˇetiri odjeljka. Prvo po-
glavlje je zamisˇljeno kao teorijska podloga za nesˇto kompleksniji sadrzˇaj drugog i trec´eg
poglavlja. Dakle, u prvom poglavlju c´emo ponoviti neke osnovne pojmove i rezultate iz
algebre matrica i konveksnosti funkcije. Malo visˇe pazˇnje c´emo posvetiti konveksnosti
jer nas upravo ona uvodi u kvadraticˇno programiranje, prvu veliku temu kojom c´emo se
baviti. Drugo poglavlje je podijeljeno na dva odjeljka: u prvom je naglasak na uvjetima
optimalnosti zadac´e kvadraticˇnog programiranja, a u drugom nam je cilj uspostaviti vezu
izmedu zadac´e kvadraticˇnog programiranja i linearne zadac´e komplementarnosti. Upravo
ova posljednja predstavlja okosnicu rada i njom c´emo se baviti u trec´em poglavlju. Na-
kon sˇto formuliramo zadac´u, posvetit c´emo pazˇnju pitanju egzistencije i broja rjesˇenja
zadac´e. Zadnji odjeljak ovog poglavlja govori o algoritmima za rjesˇavanje linearne zadac´e
komplementarnosti. Postoje dvije glavne familije algoritama: metode pivotiranja (direktne
metode) i iterativne metode (indirektne metode). Mi c´emo se u radu pozabaviti poznatijima
od spomenutih, metodama pivotiranja, a posebno c´emo obraditi Lemkeov algoritam. Sˇto
se ticˇe druge familije algoritama, samo nakratko c´emo se dotaknuti najpoznatije metode -
metode unutrasˇnje tocˇke. U posljednja dva poglavlja c´emo teoretske rezultate potkrijepiti
primjerima.
1
Poglavlje 1
Osnovni pojmovi i rezultati
U ovom poglavlju postavit c´emo teorijsku podlogu za analizu i rjesˇavanje zadac´e kva-
draticˇnog programiranja te linearne zadac´e komplementarnosti. Posebno c´emo se osvrnuti
na konveksne, odnosno strogo konveksne funkcije koje su usko povezane s pozitivno se-
midefinitnim, odnosno pozitivno definitnim matricama. Za pocˇetak pogledajmo sˇto su to
pozitivno definitne i semidefinitne matrice te koja svojstva imaju.
1.1 Pozitivno definitne i semidefinitne matrice
Definicija 1.1.1. Za kvadratnu matricu F ∈ Mn(R) reda n kazˇemo da je:
(a) pozitivno semidefinitna ako je yT Fy ≥ 0, za svaki y ∈ Rn,
(b) pozitivno definitna ako je yT Fy > 0, za svaki y ∈ Rn \ {0}.
Neka je F = ( fi j) kvadratna matrica reda n. Neka {i1, . . . , ir} ⊂ {1, . . . , n} indeksni skup
s elementima poslozˇenim u rastuc´em poretku. Brisanjem svih elemenata matrice F u retku
i te stupcu i, za svaki i < {i1, . . . , ir}, preostaje kvadratna matrica reda r:
fi1,i1 . . . fi1,ir
...
. . .
...
fir ,i1 . . . fir ,ir
 .
Tu matricu nazivamo glavna podmatrica odredena podskupom {i1, . . . , ir}. Determinantu
glavne podmatrice od F nazivamo vodec´a minora od F.
Sad kad znamo osnovne pojmove, mozˇemo prijec´i na kriterije koji c´e nam pomoc´i u
ispitavanju pozitivno definitnitinih i semidefinitnih matrica. Prvi rezultat u nastavku poznat
je josˇ i kao Sylvesterov kriterij za testiranje pozitivno definitnih matrica.
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Teorem 1.1.2. Neka je F = ( fi j) ∈ Mn(R) simetricˇna matrica. Oznacˇimo redom vodec´e
minore:
M1= f11,M2=
∣∣∣∣∣∣ f11 f12f21 f22
∣∣∣∣∣∣ , . . . ,Mn=
∣∣∣∣∣∣∣∣∣
f11 . . . f1n
...
. . .
...
fn1 . . . fnn
∣∣∣∣∣∣∣∣∣ .
F je pozitivno definitna matrica ako i samo ako je 4i > 0, i = 1, . . . , n.
Dokaz. Za dijagonalnu matricu lako se provjeri da teorem vrijedi. U slucˇaju n = 2 nado-
punjavanjem do punog kvadrata dobivamo
xT Fx = f11x21 + 2 f12x1x2 + f22x
2
2
= f11
(
x21 + 2
f12
f11
x1x2 +
f 212
f 211
x22
)
+
− f 212 + f11 f22
f11
x22
= f11
(
x1 +
f12
f11
x2
)2
+
detF
f11
x22.
Sada jednostavno slijedi tvrdnja teorema. 
Analogon Sylvesterovog kriterija za pozitivno semidefinitne matrice je sljedec´i teorem.
Teorem 1.1.3. F = ( fi j) ∈ Mn(R) je pozitivno semidefinitna matrica ako i samo ako su sve
njezine vodec´e minore nenegativne.
Dokaz. Za dokaz nuzˇnosti pretpostavimo da je F pozitivno semidefinitna matrica. Hipo-
teza osigurava da xT Fx ≥ 0 za svojstvene vektore matrice F. Ako je (λ, x) svojstveni par,
tada λ = x
T Fx
xT x ≥ 0. Dakle, sve svojstvene vrijednosti od F su nenegativne. Zˇelimo pokazati
da se matrica F mozˇe zapisati na sljedec´i nacˇin: F = BT B, gdje je matrica B ranga r. Neka
je D = diag(λ1, . . . , λn). Ako je λi ≥ 0 za svaki i, tada postoji D 12 takav da mozˇemo zapi-
sati: F = PDPT = PD
1
2 D
1
2 PT = BT B, gdje je B = D
1
2 PT matrica ranga r. Dakle, matricu
F mozˇemo zapisati kao BT B za neku matricu B ranga r. Sada, ako je Pk glavna podmatrica
od F, tada (
Pk ∗
∗ ∗
)
= QT FQ = QT BT BQ =
(
AT
∗
) (
A | ∗
)
povlacˇi da je Pk = AT A za permutacijsku matricu Q. Tako det(Pk) = det(AT A) ≥ 0. Za
dokaz obratne implikacije pretpostavimo da je Fk vodec´a k × k glavna podmatrica od F.
Ako su {µ1, µ2, ..., µk} svojstvene vrijednosti od Fk (ukljucˇujuc´i ponavljanje), tada εI + Fk
ima svojstvene vrijednosti {ε + µ1, ε + µ2, ..., ε + µk} pa za svaki ε > 0, det(εI + Fk) =
(ε + µ1)(ε + µ2)...(ε + µk) = εk + S 1εk−1 + ... + S k−1ε + S k > 0 jer je S j j-ta simetricˇna
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funkcija µi-jeva pa je S j suma j × j glavnih minora od Fk, koje su glavne minore od F.
Drugim rijecˇima, svaka vodec´a glavna minora od εI + F je pozitivna, dakle εI + F je
pozitivno definitna matrica. Posljedica: za svaki x ∈ Rn+1 slijedi da je xT (εI + F)x > 0,
za svaki ε > 0. Kad pustimo ε −→ 0+, slijedi upravo ono sˇto zˇelimo dokazati, xT Fx ≥ 0,
∀x ∈ Rn+1.

U sljedec´em poglavlju c´emo pokazati da nam je od posebne vazˇnosti znati je li ma-
trica pozitivno semidefinitna ili nije pa je korisno znati kako se mozˇe testirati. Jedan od
nacˇina pomoc´u kojeg mozˇemo saznati je li matrica pozitivno semidefinitna je koristec´i
dekompoziciju Choleskog. Ako je matrica A pozitivno semidefinitna, mozˇemo napraviti
dekompoziciju na sljedec´i nacˇin:
A = LLT ,
gdje je L donjetrokutasta matrica (Li j = 0, za j > i). Ova dekompozicija mozˇe se dobiti
rjesˇavanjem gornjeg identiteta stupac po stupac (ili redak po redak). Cholesky dekompozi-
cija se mozˇe izracˇunati uO(n3) operacija i igra veliku ulogu u algoritmima za semidefinitno
programiranje.
1.2 Konveksne kvadraticˇne funkcije
U ovom odjeljku definirat c´emo kvadraticˇnu funkciju i pokazati da ako je ona konveksna,
onda c´e tocˇka za koju se postizˇe lokalni minimum biti ujedno i tocˇka za koju se postizˇe
globalni minimum. Za pocˇetak, sljedec´u funkciju visˇe varijabli
f (x) = α +
n∑
j=1
c jx j +
1
2
n∑
k=1
n∑
j=1
qk jxkx j
nazivamo kvadraticˇnom funkcijom. Koristec´i matricˇnu notaciju izraz mozˇemo pojednosta-
viti u:
f (x) = cT x +
1
2
xT Qx,
gdje c ∈ Rn i Q ∈ Mn(R). Uocˇimo da je funkcija pojednostavljena izostavljanjem konstante
α jer nam nec´e igrati ulogu u optimizaciji. Takoder, faktor jedne polovine u gornjoj funkciji
je ukljucˇen kako bi izrazi za prvu i drugu derivaciju funkcije f imali jednostavniji oblik.
Bez smanjenja opc´enitosti mozˇemo pretpostaviti da je matrica Q simetricˇna jer
xT Qx = (xT Qx)T = xT QT x =
1
2
(xT Qx + xT QT x) = xT
(
Q + QT
2
)
x,
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odnosno ako matrica Q nije simetricˇna, mozˇemo je zamijeniti matricom Q+Q
T
2 . Prije nego
krenemo iznositi rezultate o konveksnim kvadraticˇnim funkcijama, definirat c´emo konvek-
snu i strogo konveksnu funkciju.
Definicija 1.2.1. Neka je Ω ⊆ Rn konveksan skup te f : Ω → R realna funkcija. Za f
kazˇemo da je konveksna funkcija na Ω ako
f (αx1 + (1 − α)x2) ≤ α f (x1) + (1 − α) f (x2), za sve x1, x2 ∈ Ω, α ∈ [0, 1].
Za funkciju f kazˇemo da je strogo konveksna funkcija na Ω ako
f (αx1 + (1 − α)x2) < α f (x1) + (1 − α) f (x2), za sve x1, x2 ∈ Ω, α ∈ 〈0, 1〉, gdje x1 , x2.
Sljedec´a propozicija daje algebarsku karakterizaciju konveksnih (strogo konveksnih)
funkcija preko pozitivno semidefinitnih (pozitivno definitnih) matrica. No, prije c´emo de-
finirati pozitivno definitne i semidefinitne matrice restringirane na neki potprostor.
Definicija 1.2.2. Neka je F ∈ Mm,n(R) te V potprostor od Rn. Za restrikciju F|V kazˇemo
da je:
(a) pozitivno semidefinitna ako je yT Fy ≥ 0, za svaki y ∈ V,
(b) pozitivno definitna ako je yT Fy > 0, za svaki y ∈ V \ {0}.
Propozicija 1.2.3. Neka je V potprostor od Rn. Restrikcija kvadraticˇne funkcije f (cˇiji
Hessian je matrica A) naV, f |V, je konveksna ako i samo ako je A|V pozitivno semidefi-
nitna. Odnosno, f |V je strogo konveksna ako i samo ako je A|V pozitivno definitna.
Dokaz. Neka su x, y ∈ V, gdje V ⊆ Rn, α ∈ {0, 1}, s = αx + (1 − α)y. Taylorov polinom
funkcije f oko tocˇke s je:
f (x) = f (s) + ∇ f (s)T (x − s) + 1
2
(x − s)T A(x − s)
f (y) = f (s) + ∇ f (s)T (y − s) + 1
2
(y − s)T A(y − s).
Mnozˇenjem prve jednadzˇbe s α, a druge s 1−α te sumiranjem dobivenih jednadzˇbi imamo:
f (s) +
α
2
(x − s)T A(x − s) + 1 − α
2
(y − s)T A(y − s) = α f (x) + (1 − α) f (y).
Sada slijedi da ako je A|V pozitivno semidefinitna matrica, onda je f |V konveksna. Sˇtovisˇe,
x = y je ekvivalentno s x = s i y = s pa slijedi: ako je A|V pozitivno definitna matrica, onda
je f |V strogo konveksna. Za dokaz nuzˇnosti pretpostavimo da z ∈ V, α = 12 te oznacˇimo
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x = 2z, y = 0. Tada s = z, x − s = z, y − s = −z. Supstitucijom gornjih izraza u Taylorov
polinom dobijemo:
f (s) +
1
2
zT Az = α f (x) + (1 − α) f (y).
Kako je z ∈ V proizvoljan i f |V po pretpostavci konveksna, slijedi da je:
1
2
zT Az = α f (x) + (1 − α) f (y) − f (αx + (1 − α)y) ≥ 0.
Dakle, A|V je pozitivno semidefinitna matrica. Sˇtovisˇe, ako je f |V strogo konveksna, tada
c´e A|V biti pozitivno definitna matrica.

Koristec´i gornju propoziciju i pretpostavku da je funkcija konveksna, mozˇemo pokazati
da je tocˇka za koju funkcija postizˇe lokalni minimum ujedno i tocˇka za koju se postizˇe
globalni minimum.
Propozicija 1.2.4. Neka je Ω konveksan skup i f : Ω→ Rn kvadraticˇna funkcija definirana
na sljedec´i nacˇin: f (x) = cT x + 12 x
T Qx. Tada vrijedi:
(i) Ako je f konveksna funkcija, tada je svaki x ∈ Ω za kojeg funkcija f postizˇe lokalni
minimum ujedno i globalni minimum te funkcije na Ω.
(ii) Ako je f konveksna na potprostoru V ⊇ Ω i x1∗, x2∗ su tocˇke u kojima funkcija f
poprima minimum na Ω, tada vrijedi:
x1∗ − x2∗ ∈ Ker Q.
(iii) Ako je f strogo konveksna na Ω i x1∗, x2∗ su tocˇke u kojima funkcija f poprima
minimum na Ω, tada
x1∗ = x2∗.
Dokaz. (i) Neka su x1∗, x2∗ ∈ Ω tocˇke u kojima funkcija f poprima lokalni minimum na Ω
te neka vrijedi f (x1∗) < f (x2∗). Iz definicije konveksne funkcije slijedi:
f
(
αx1∗ + (1 − α)x2∗
)
≤ α f (x1∗) + (1 − α) f (x2∗) < f (x2∗), za svaki α ∈ 〈0, 1〉.
Zbog
‖x2∗ − (αx1∗ + (1 − α)x2∗)‖ = α‖x2∗ − x1∗‖
imamo kontradikciju s pretpostavkom da je x2∗ tocˇka u kojoj f poprima lokalni minimum.
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(ii) Neka su x1∗ i x2∗ tocˇke u kojima f poprima lokalni minimum na Ω. Tada za svaki
α ∈ [0, 1] vrijedi
x1∗ + α(x2∗ − x1∗) = (1 − α)x1∗ + αx2∗ ∈ Ω,
x2∗ + α(x1∗ − x2∗) = (1 − α)x2∗ + αx1∗ ∈ Ω.
Sˇtovisˇe, koristec´i Taylorovu formulu, imamo:
0 ≤ f (x1∗ + α(x2∗ − x1∗)) − f (x1∗) = α(Qx1∗ + c)T (x2∗ − x1∗) + α
2
2
(x2∗ − x1∗)T Q(x2∗ − x1∗),
0 ≤ f (x2∗ + α(x1∗ − x2∗)) − f (x2∗) = α(Qx2∗ + c)T (x1∗ − x2∗) + α
2
2
(x1∗ − x2∗)T Q(x1∗ − x2∗).
Za proizvoljno mali α tada vrijedi
(Qx1∗ + c)T (x2∗ − x1∗) ≥ 0
i
(Qx2∗ + c)T (x1∗ − x2∗) ≥ 0.
Konacˇno, imamo
−(x1∗ − x2∗)T Q(x1∗ − x2∗) ≥ 0.
Po Propoziciji 1.2.2. konveksnost od f |V povlacˇi da je Q|V pozitivno semidefinitna ma-
trica, sˇto daje x1∗ − x2∗ ∈ Ker Q.
(iii) Neka je f strogo konveksna i x1∗, x2∗ ∈ Ω, x1∗ , x2∗ tocˇke u kojima f poprima
globalni minimum na Ω. Dakle, f (x1∗) = f (x2∗). Tada Ker Q = {0} pa iz (ii) slijedi x1∗ −
x2∗ = 0.

Buduc´i da je kvadraticˇna funkcija neprekidna, po Weierstrassovom teoremu slijedi da
na zatvorenom i omedenom skupu Ω ta funkcija sigurno postizˇe minimum. No u ovom radu
nam je potreban teorem koji c´emo moc´i koristiti i ako nemamo pretpostavku na omedenost
skupa Ω pa donosimo sljedec´u propoziciju.
Propozicija 1.2.5. Neka je f kvadraticˇna funkcija definirana na nepraznom zatvorenom
konveksnom skupu Ω ⊆ Rn. Tada vrijedi:
(i) Ako je f strogo konveksna funkcija, tada postoji x ∈ Ω za kojeg f postizˇe globalni
mininum i jedinstven je.
(ii) Ako je f brzorastuc´a funkcija na Ω, tj. f (x) → ∞ za ‖ x ‖→ ∞, x ∈ Ω, tada
postoji x ∈ Ω u kojem funkcija f postizˇe globalni minimum.
(iii) Tocˇka x ∈ Ω u kojoj funkcija f postizˇe globalni minimum postoji ako i samo ako je
f omedena odozdo na Ω.
POGLAVLJE 1. OSNOVNI POJMOVI I REZULTATI 8
Dokaz. (i) Ako je f strogo konveksna, po Propoziciji 1.2.2. slijedi da je Hessian od Q
pozitivno definitna matrica. Lako se pokazˇe da je u tom slucˇaju z = Q−1c jedinstvena tocˇka
u kojoj f postizˇe minimum na Rn. Stoga za bilo koji x ∈ Rn vrijedi f (x) ≤ f (z). Odatle
slijedi da postoji infimum od f (x), x ∈ Ω. Odnosno postoji niz vektora xk ∈ Ω takav da
lim
k→∞
f (xk) = inf
x∈Ω
f (x).
Niz (xk) je omeden:
f (xk) − f (z) = 12(xk − z)
T Q(xk − z) ≥ λmin2 ‖xk − z‖
2,
gdje λmin predstavlja najmanju svojstvenu vrijednost od Q. Sada po Bolzano-Weierstra-
sseovom teoremu slijedi da (xk) ima barem jedno gomilisˇte x∗ ∈ Ω. Kako je f neprekidna,
imamo
f (x∗) = inf
x∈Ω
f (x).
Jedinstvenost slijedi iz Propozicije 1.2.3.
(ii) Analogno dokazu za (i).
(iii) Ova tvrdnja je poznata kao Frank-Wolfeov teorem (vidi [10], str. 95–110).

Poglavlje 2
Kvadraticˇno programiranje
Zadac´a kvadraticˇnog programiranja je problem optimizacije u kojem se minimizira ili mak-
simizira kvadraticˇna funkcija cilja uz ogranicˇenja zadana linearnim funkcijama. Promatrat
c´emo zadac´u minimizacije
f (x)→ min (2.1)
x ∈ K,
gdje f : Rn → R diferencijabilna konveksna funkcija, K ∈ Rn konveksan.
2.1 Uvjeti optimalnosti
Da bismo izveli uvjete optimalnosti za zadac´u kvadraticˇnog programiranja, promatrat c´emo
zadac´u minimizacije (2.1) za koju vrijedi sljedec´a ekvivalencija.
Lema 2.1.1. Neka je f : Rn → R diferencijabilna konveksna funkcija te K ∈ Rn konveksan
skup. Za x∗ ∈ K je ekvivalentno:
(a) (∀x ∈ K) f (x∗) ≤ f (x),
(b) (∀x ∈ K) ∇ f (x∗)T (x − x∗) ≥ 0.
Dokaz. Pokazˇimo prvo smjer (b) ⇒ (a) Prema definiciji konveksnosti vrijedi f ((1−α)x∗+
αx) ≤ (1 − α) f (x∗) + α f (x), x ∈ Rn, α ∈ [0, 1].
Odatle za α ∈ 〈0, 1],
f (x∗ + α(x − x∗)) − f (x∗)
α
≤ f (x) − f (x∗).
9
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Uzimanjem limesa kad α↘ 0 slijedi
∇ f (x∗)T (x − x∗) ≤ f (x) − f (x∗), x ∈ Rn. (2.2)
Odnosno, graf konveksne funkcije lezˇi iznad tangencijalne plohe u svakoj tocˇki x∗ ∈ Rn.
Sada iz (2.2) jednostavno slijedi tvrdnja (b) ⇒ (a).
Za dokaz obratnog smjera pretpostavimo da vrijedi tvrdnja (a). Uzmimo proizvoljan x ∈ K.
Tada za α ∈ [0, 1] imamo (1 − α)x∗ + αx ∈ K. Odatle za α = 0 slijedi
f ((1 − α) x∗ + αx) ≥ f (x∗),
odnosno
f (x∗ + α (x − x∗)) − f (x∗) ≥ 0.
Ako gornju nejednakost podijelimo s α > 0 te pustimo limes kad α↘ 0, dobijemo
∇ f (x∗)T (x − x∗) ≥ 0.

Napomena 2.1.2. U gornjoj lemi smjer (a) ⇒ (b) vrijedi i bez pretpostavke konveksnosti
funkcije f .
Ako pocˇetnim uvjetima dodamo josˇ da je K poliedarski skup, K = {x ∈ Rn : Ax ≤ b},
promatramo problem
f (x)→ min (2.3)
Ax ≤ b,
gdje A ∈ Mm,n(R), b ∈ Rm. Sada uvjet (b) iz gornje leme nije tesˇko raspisati. No, prije
nekoliko napomena o notaciji:
- ai ∈ M1,n (R) je i-ti redak matrice A, i = 1, . . . ,m,
- a j ∈ Mm,1 (R) je j-ti stupac matrice A, j = 1, . . . , n,
- I(x∗) = {i ∈ {1, ...,m} : aix∗ = bi} je skup aktivnih indeksa tocˇke x∗.
Lema 2.1.3. Ako je K poliedarski skup, x∗ ∈ K te z ∈ Rn, tada je ekvivalentno:
(a) (∀x ∈ K) zT (x − x∗) ≤ 0,
(b) (∀i ∈ I(x∗)) (∃yi ≥ 0) takvi da je z = ∑
i∈I(x∗)
yiaTi .
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Dokaz. (b)⇒ (a) Za z = ∑
i∈I(x∗)
yiaTi je
∑
i∈I(x∗)
yiai(x − x∗) = ∑
i∈I(x∗)
yi︸︷︷︸
≥0
( aix︸︷︷︸
≤bi
− aix∗︸︷︷︸
=bi
) ≤ 0.
(a)⇒ (b) Pretpostavimo suprotno, z < C({aTi ∈ Rn : i ∈ I(x∗)}). Prema teoremu separacije
za konacˇnogenerirani konus postoji q ∈ Rn takav da je qT z > 0 i aiq ≤ 0, i ∈ I(x∗). Proma-
tramo tocˇku x = x∗ + yq, za y > 0:
(i) i ∈ I(x∗), ai(x∗ + yq) = aix∗︸︷︷︸
=bi
+ y︸︷︷︸
≥0
aiq︸︷︷︸
≤0
≤ bi
(ii) i < I(x∗), ai(x∗ + yq) = aix∗︸︷︷︸
<bi
+yaiq ≤ bi, za dovoljno mali y > 0.
Kako je takvih indeksa konacˇno mnogo, nalazimo x = x∗ + yq (za neki dovoljno mali
y > 0) takav da je x ∈ K. Za takav x vrijedi zT (x − x∗) = zT yq > 0, sˇto je kontradikcija s
pretpostavkom iz dijela (a). 
Iz gornjih lema zakljucˇujemo da je x∗ optimalna tocˇka zadac´e
f (x)→ min
Ax ≤ b,
gdje je f konveksna funkcija, ako i samo ako je −∇ f (x∗) = ∑i∈I(x∗) yiaTi , za neke yi ≥ 0.
Ekvivalentno to mozˇemo zapisati na sljedec´i nacˇin:
−∇ f (x∗) =
m∑
i=1
yiaTi (2.4)
yi ≥ 0, i = 1, ...,m (2.5)
yi(aix − bi) = 0, i = 1, ...,m, (2.6)
sˇto predstavlja Karush-Kuhn-Tuckerov sustav u slucˇaju linearnih uvjeta. Prisjetimo se,
∇ f (x) =
(
∂ f (x)
∂x1
, . . . , ∂ f (x)
∂xn
)T
. U slucˇaju da u zadnjem retku gornjeg sustava vrijedi aix < bi,
onda yi = 0. Iduc´i zadatak nam je opisati taj sustav u kontekstu kvadraticˇnog programira-
nja.
Kako je f kvadraticˇna funkcija, f (x) = cT x+ 12 x
T Qx, pocˇetni problem mozˇemo zapisati
na sljedec´i nacˇin:
min f (x) = cT x +
1
2
xT Qx (2.7)
Ax ≤ b.
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Promatramo prvo funkciju cilja. Gradijent funkcije f (x) = cT x + 12 x
T Qx je
∇ f (x) = c + Qx.
Gornju jednakost mozˇemo iskoristiti u jednadzˇbi (2.4), a (2.5) i (2.6) mozˇemo zapisati
u matricˇnoj formi. Konacˇno, trazˇeni sustav za zadac´u kvadraticˇnog programiranja (2.7) je
Ax ≤ b (2.8)
−c − Qx = AT y (2.9)
y ≥ 0 (2.10)
yT (Ax − b) = 0. (2.11)
Medutim, u zadac´i kvadraticˇnog programiranja cˇesto c´emo imati dodatni uvjet x ≥ 0,
odnosno imamo zadac´u
min f (x) = cT x +
1
2
xT Qx
Ax ≤ b
x ≥ 0. (QP)
Cilj nam je ovaj problem svesti na (2.7) kako bismo Karush-Kuhn-Tuckerov sustav samo
prilagodili. Matrica A c´e nam u ovom slucˇaju biti
(
A
−I
)
, a y prelazi u
(
y
z
)
. Karush-Kuhn-
Tuckerovi uvjeti sada postaju:
(i) Ax ≤ b, x ≥ 0,
(ii) −c − Qx =
(
AT −I
) (y
z
)
= AT y − z
(iii) y ≥ 0, z ≥ 0,
(iv)
(
yT zT
) (Ax − b
−x
)
= 0, odnosno yT (Ax − b) − zT x = 0.
Ako (ii) zapisˇemo kao z = c + Qx + AT y i uzmemo u obzir da je uvjet (iv) ekvivalentan
jednakostima yT (Ax−b) = 0 i zT x = 0, dobivamo Karush-Kuhn-Tuckerove uvjete za (QP):
Definicija 2.1.4. Par (x, y) ∈ Rn×Rm se naziva Karush-Kuhn-Tuckerova tocˇka (skrac´eno
KKT tocˇka) za zadac´u kvadraticˇnog programiranja (QP) ako i samo ako su sljedec´i uvjeti
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zadovoljeni:
Ax ≤ b, x ≥ 0,
y ≥ 0, c + Qx + AT y ≥ 0, (KKT)
yT (Ax − b) = 0, xT (c + Qx + AT y) = 0.
Osim slucˇaja kad je K = {x ∈ Rn : Ax ≤ b}, ponekad c´emo imati zadan poliedarski
skup
K = {x ∈ Rn : Ax ≥ b}.
Kako smo (QP) svodili na (2.7), analogno c´emo napraviti i za ovaj slucˇaj. Umjesto matrice
A stajat c´e
(−A
−I
)
, a umjesto y matrica
(
y
z
)
pa c´e Karush-Kuhn-Tuckerovi uvjeti u ovom
slucˇaju biti:
Ax ≥ b, x ≥ 0,
y ≥ 0, c + Qx − AT y ≥ 0, (2.12)
yT (Ax − b) = 0, xT (c + Qx − AT y) = 0.
Idemo korak dalje i promatramo slucˇaj zadac´e konveksnog kvadraticˇnog programa. Do-
pustivo podrucˇje u (QP) je poliedarski, a time i konveksan skup pa nam preostaje pogledati
josˇ funkciju cilja. U prosˇlom poglavlju pokazali smo da je f konveksna funkcija ako i
samo ako je Hessian od f pozitivno semidefinitna matrica, a ako je funkcija f konveksna,
govorimo o zadac´i konveksnog kvadraticˇnog programiranja. Sada na temelju spomenu-
tog mozˇemo dati nuzˇan i dovoljan uvjet optimalnosti za zadac´u konveksnog kvadraticˇnog
programiranja.
Teorem 2.1.5. Ako je Q simetricˇna i pozitivno semidefinitna matrica, x∗ je rjesˇenje (QP)
ako i samo ako postoji y∗ ∈ Rm takav da je (x∗, y∗) KKT tocˇka za (QP).
Dokaz. Slijedi iz Lema 2.1.1. i 2.1.3 
U primjerima koji slijede mozˇemo vidjeti kako se rjesˇava zadac´a kvadraticˇnog progra-
miranja pomoc´u Karush-Kuhn-Tucekerovih uvjeta.
Primjer 2.1.6. Zadan je sljedec´i kvadraticˇni program za kojeg je potrebno odrediti opti-
malno rjesˇenje:
min x21 + x
2
2
uz ogranicˇenje 3x1 + 4x2 = 1.
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Prilagodimo prvo zadac´u oznakama koje smo do sada koristili:
c =
(
0
0
)
, Q =
(
2 0
0 2
)
, A =
(
3 4
)
, b = 1.
Odmah vidimo da je matrica Q pozitivno semidefinitna, odnosno funkcija cilja u gor-
njoj zadac´i je konveksna. Karush-Kuhn-Tuckerov sustav za danu zadac´u kvadraticˇnog pro-
gramiranja je:
−c − Qx = AT y
y ∈ R
Ax − b = 0,
odnosno
−
(
2 0
0 2
) (
x1
x2
)
= y
(
3
4
)
(
3 4
) (x1
x2
)
= 1.
Sredivanjem sustava dobijemo
−2x1 = 3y, −2x2 = 4y
3x1 + 4x2 = 1
⇒ x2 =
4
3 x1
3x1 + 4x2 = 1.
Konacˇno, x =
( 3
25
4
25
)
te y = − 225 . Kako je (x, y) KKT tocˇka za pocˇetnu zadac´u te vrijedi da je
Q simetricˇna pozitivno semidefinitna matrica, prema Teoremu 2.1.5. je x =
( 3
25
4
25
)
rjesˇenje
dane zadac´e kvadraticˇnog programiranja.
Napomena 2.1.7. Ako se u i-tom uvjetu (QP) javlja = umjesto ≤, za i = 1, . . . ,m, onda
se u Karush-Kuhn-Tuckerovom sustavu ispusˇta yi ≥ 0 i yi(Ax − b)i = 0 prelazi u uvjet
(Ax − b)i = 0.
Kvadraticˇno programiranje ima sˇiroku primjenu izvan matematike, a posebno se isticˇe
na podrucˇju fizike, ekonomije i financija. Primjer koji slijedi je upravo financijskog tipa.
Rijecˇ je upravljanju portfeljem, odnosno raspodjeli sredstava s ciljem maksimizacije po-
vrata i minimizacije rizika
Primjer 2.1.8 (Problem upravljanja portfeljem). Portfelj menadzˇeri neprestano planiraju
i upravljaju trzˇisˇnim odlukama. Recimo da menadzˇer mora odlucˇiti kako raspodijeliti do-
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stupne resurse izmedu 3 tipa investicija: dionica, trzˇisˇta novca i korporativnih obveznica.
U tablici su prikazani povrati izrazˇeni u postotcima u posljednjih 6 godina na osnovu kojih
menadzˇer temelji svoju odluku. On bi htio postic´i povrat na investiciju od barem 11% uz
minimalan rizik.
Kategorija 1 2 3 4 5 6 Prosjek
Dionice 22.24 16.16 5.27 15.46 20.62 -0.42 13.22
Trzˇisˇte novca 9.64 7.06 7.68 8.26 8.55 8.26 8.24
Obveznice 10.08 8.16 8.46 9.18 9.26 9.06 9.03
Varijable odabira:
x1=udio portfelja investiran u dionice
x2=udio portfelja investiran u trzˇisˇte novca
x3=udio portfelja investiran u obveznice
Za njih definiramo ogranicˇenja:
x1 + x2 + x3 = 1,
13.22x1 + 8.24x2 + 9.03x3 ≥ 11,
gdje zadnja nejednakost odgovara uvjetu minimalnog prinosa od 11%. Preostaje nam josˇ
modelirati varijabilnost povrata. Jedan od nacˇina modeliranja varijabilnosti je varijanca.
Kada bi se ovi tipovi investicija kretali medusobno nezavisno, varijanca ukupnih povrata
bila bi jednaka sumi varijanci pojedinacˇnih financijskih instrumenata. Medutim, financij-
ska trzˇisˇta se rijetko krec´u nezavisno, stoga model treba ukljucˇivati i kovarijance izmedu
razlicˇitih tipova financijskih instrumenata. Kovarijancu izmedu dva tipa financijskih ins-
trumenata x i y, pri cˇemu imamo n obzervacija, definiramo kao:
vi j =
1
n
n∑
t=1
xti x
t
j −
1
n2
(
n∑
t=1
xti)(
n∑
t=1
xtj).
Tada je varijanca ukupnih povrata dana izrazom: v =
n∑
i=1
n∑
j=1
vi jxix j = xVx, gdje je V
kovarijacijska matrica. Uvrsˇtavanjem podataka iz tablice dobivamo:
V =
66.51 2.61 2.182.61 0.63 0.482.18 0.48 0.38
 .
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Sada smo u moguc´nosti modelirati problem upravljanja portfeljom:
min 66.51x21 + 5.22x1x2 + 4.36x1x3 + 0.63x
2
2 + 0.96x2x3 + 0.38x
2
3
uz ogranicˇenja x1 + x2 + x3 = 1
13.22x1 + 8.24x2 + 9.03x3 ≥ 11
x1, x2, x3 ≥ 0.
Dakle, minimiziramo varijancu uz ogranicˇenja da je 100% investicije ulozˇeno i da mini-
malni povrat mora biti vec´i od 11.
Kako je kovarijacijska matrica simetricˇna pozitivno semidefinitna, optimalno rjesˇenje gor-
njeg kvadraticˇnog problema c´e biti upravo KKT tocˇka istog problema. Rjesˇavanjem do-
bijemo da je optimalno rjesˇenje problema je x∗ = (x∗1, x
∗
2, x
∗
3) = (0.47, 0, 0.53). Dakle,
menadzˇer c´e 47% resursa investirati u dionice, 53% u obveznice, a u trzˇisˇte novca nec´e
ulagati. Ako zˇelimo ovaj problem usporediti sa zapisom danim u (QP), vidimo da je u
funkciji cilja c = 0 i Q = V.
2.2 Konveksni kvadraticˇni programi i linearna zadac´a
komplementarnosti
Linearna zadac´a komplementarnosti se sastoji od pronalazˇenja vektora iz konacˇnodimenzi-
onalnog realnog vektorskog prostora koji zadovoljava odredeni sustav jednakosti i nejedna-
kosti. Konkretno, za dani vektor q ∈ Rn i matricu M ∈ Mn(R), linearna zadac´a komple-
mentarnosti ima za cilj pronac´i vektor z ∈ Rn takav da
zT (q + Mz) = 0,
q + Mz ≥ 0, (LCP)
z ≥ 0
ili pokazati da takav z ne postoji. Usporedimo li Karush-Kuhn-Tuckerove uvjete (2.12) sa
(LCP), vidimo da uvjeti iz (2.12) definiraju linearnu zadac´u komplementarnosti, pri cˇemu
q =
(
c
−b
)
, M =
(
Q −AT
A 0
)
.
Primjetimo da, iako Q je simetricˇna, matrica M nije simetricˇna, ali ako je Q pozitivno
semidefinitna kao u zadac´i konveksnog kvadraticˇnog programiranja, tada je i M pozitivno
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semidefinitna matrica. Specijalni slucˇaj zadac´e konveksnog kvadraticˇnog programa je onaj
gdje je jedino ogranicˇenje nenegativnosti na varijablu x:
min f (x) = cT x +
1
2
xT Qx (2.13)
uz ogranicˇenje x ≥ 0.
Ovaj program je ekvivalentan linearnoj zadac´i komplementarnosti (LCP), odnosno za pro-
izvoljnu simetricˇnu matricu Q, (LCP) (c,Q) je ekvivalentan stacionarnoj tocˇki problema
(2.13). Medutim, ako M i Q ne mozˇemo poistovjetiti, tj. ako M nije simetricˇna, linearnu
zadac´u komplementarnosti mozˇemo pridruzˇiti sljedec´oj alternativnoj formi zadac´e kva-
draticˇnog programiranja:
min zT (Mz + q) (2.14)
uz ogranicˇenja Mz + q ≥ 0,
z ≥ 0.
Primjetimo da je funkcija cilja u (2.14) uvijek omedena odozdo (s nulom) na dopustivom
skupu. Trivijalno se pokazˇe da je vektor z rjesˇenje linearne zadac´e komplementarnosti ako
i samo ako je z ujedno i globalni minimum zadac´e (2.14) cˇija je vrijednost funkcije cilja
jednaka 0. Naravno, u proucˇavanju linearne zadac´e komplementarnosti ne pretpostavljamo
da je M simetricˇna. Zapis (2.14) je koristan jer omoguc´uje primjenu rezultata iz teorije
kvadraticˇnog programiranja u linearnoj zadac´i komplementarnosti. S druge strane, zapis
(2.13) dopusˇta da rezultate koji vrijede za linearnu zadac´u komplementarnosti sa sime-
tricˇnim matricama primjenimo u zadac´i kvadraticˇnog programiranja. Tako (2.13) i (2.14)
kombinirano tvore dvosmjerni most koji povezuje linearnu zadac´u komplementarnosti i
zadac´u kvadraticˇnog programiranja. Pogledat c´emo jedan primjer u kojem je demonstri-
rana ta veza.
Primjer 2.2.1 (Trzˇisˇna ravnotezˇa). Trzˇisˇna ravnotezˇa je ekonomski izraz u kojem su po-
trazˇnja potrosˇacˇa i ponuda proizvodacˇa izjednacˇene po vazˇec´oj razini cijena. Promatramo
problem trzˇisˇne ravnotezˇe u kojem je strana ponude opisana modelom linearnog progra-
miranja, a funkcija trzˇisˇne potrazˇnje je generirana ekonometrijskim modelom sa cijenama
robe kao primarnim neovisnim varijablama. Matematicˇki gledano model trazˇi vektore p∗ i
r∗ takve da zadovoljavaju sljedec´e uvjete:
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- strana ponude:
min cT x
uz ogranicˇenja Ax ≥ b (2.15)
Bx ≥ r∗
x ≥ 0,
gdje je c vektor trosˇkova za ponudacˇeve aktivnosti, x je vektor proizvodne aktivnosti,
uvjet Ax ≥ b predstavlja tehnolosˇka ogranicˇenja na proizvodnju, a uvjet Bx ≥ r∗
ogranicˇenja na zahtjeve potrosˇacˇa.
- strana potrazˇnje:
r∗ = Q(p∗) = Dp∗ + d, (2.16)
gdje je Q funkcija potrazˇnje s p∗ i r∗ koji predstavljaju vektor potrazˇivacˇkih cijena i
kolicˇina. Za Q pretpostavljamo da je afina funkcija.
- ravnotezˇna stanja:
p∗ = pi∗, (2.17)
gdje pi∗ predstavlja ponudenu cijenu na trzˇisˇtu. Da bismo zapisali gornji model kao
linearnu zadac´u komplementarnosti, imajmo na umu da je x∗ optimalno rjesˇenje
linearnog programa (2.15) ako i samo ako postoji vektor v∗ takav da:
y∗ = c − AT v∗ − BTpi∗ ≥ 0, x∗ ≥ 0, (y∗)T x∗ = 0,
u∗ = −b + Ax∗ ≥ 0, v∗ ≥ 0, (u∗)T v∗ = 0, (2.18)
δ∗ = −r∗ + Bx∗ ≥ 0, pi∗ ≥ 0, (δ∗)Tpi∗ = 0.
Supstitucijom funkcije potrazˇnje (2.16) za r∗ i korisˇtenjem ravnotezˇnih stanja (2.17),
zakljucˇujemo da uvjeti u (2.18) cˇine sljedec´u linearnu zadac´u komplementarnosti
(q,M):
q =
 c−b−d
 , M =
0 −A
T −BT
A 0 0
B 0 −D
 . (2.19)
POGLAVLJE 2. KVADRATICˇNO PROGRAMIRANJE 19
Primjetimo da je matrica M u (2.19) bisimetricˇna ako je matrica D simetricˇna. Pri-
sjetimo se, matrica M ima svojstvo bisimetricˇnosti ako ju mozˇemo zapisati u obliku
M =
(
G −AT
A H
)
, gdje su G i H simetricˇne matrice. U tom slucˇaju linearna zadac´a
komplementarnosti (q,M) predstavlja Karush-Kuhn-Tuckerove uvjete zadac´e kva-
draticˇnog programiranja:
max dT p +
1
2
pT Dp + bT v
uz ogranicˇenja AT v + BT p ≤ c (2.20)
p ≥ 0, v ≥ 0.
Ako je D antisimetricˇna, tada M nije bisimetricˇna i veza izmedu modela trzˇisˇne ra-
vnotezˇe i zadac´e kvadraticˇnog programiranja (2.20) ne postoji.
Poglavlje 3
Linearna zadac´a komplementarnosti
3.1 Formulacija zadac´e
Kao sˇto smo vec´ prije rekli, za dani vektor q ∈ Rn i matricu M ∈ Mn(R), linearna zadac´a
komplementarnosti ima za cilj pronac´i vektor z ∈ Rn koji zadovoljava
zT (q + Mz) = 0
q + Mz ≥ 0 (LCP)
z ≥ 0
ili pokazati da takav z ne postoji. Gornju linearnu zadac´u komplementarnosti obiljezˇavamo
parom (q,M), a vektor z koji (strogo) zadovoljava drugu i trec´u nejednakost se naziva
(strogo) dopustivim. Kazˇemo da je linearna zadac´a komplementarnosti (strogo) dopustiva
ako postoji (strogo) dopustivi vektor, a skup dopustivih vektora nazivamo dopustivim po-
drucˇjem. Ako stavimo w = q + Mz, dopustivi vektor z linearne zadac´e komplementarnosti
c´e zadovoljavati zT (q + Mz) = 0 ako i samo ako je ziwi = 0, za i = 1, . . . , n. Varijable
zi i wi se nazivaju komplementarni par i kazˇe se da su komplementi jedan drugom. Cilj
linearne zadac´e komplementarnosti je pronac´i vektor koji je dopustiv i komplementaran.
Takav vektor nazivamo rjesˇenjem linearne zadac´e komplementarnosti. Uocˇimo da ako vri-
jedi q ≥ 0, tada je linearna zadac´a komplementarnosti uvijek rjesˇiva s nul-vektorom kao
trivijalnim rjesˇenjem. Da bismo olaksˇali buduc´e pozivanje na ekvivalentnu formulaciju,
zapisat c´emo uvjete kao:
20
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zT w = 0
w = q + Mz (3.1)
w ≥ 0, z ≥ 0.
Ovakav zapis zadac´e bit c´e nam koristan kada budemo govorili o algoritmima za rjesˇavanje
linearne zadac´e komplementarnosti.
3.2 Komplementarne matrice i konusi
Za pocˇetak, vazˇno je naglasiti da su u (LCP) (q,M) komplementarni konusi definirani
samo matricom M, vektor q ne igra ulogu. Par vektor stupaca (e j,−m j), gdje je e j j-ti
vektor stupac jedinicˇne matrice reda n, nazivamo komplementarni par vektora. Ako uz-
memo sada vektor iz para (e j,−m j) i oznacˇimo ga sa a j, tada c´e konus C(a1, . . . , an) = {y :
y = α1a1 + . . . + αnan;α1 ≥ 0, . . . , αn ≥ 0} predstavljati komplemetarni konus. Kako
za svaki j = 1, . . . , n imamo dvije moguc´nosti za a j, za danu kvadratnu matricu reda n
imamo 2n moguc´ih komplementarnih skupova vektor stupaca. Kao posljedica toga, unija
svih komplementarnih konusa povezanih s kvadratnom matricom M, K(M), sadrzˇi 2n ko-
nusa. Ova cˇinjenica c´e nam biti vazˇna kod rjesˇavanja linearne zadac´e komplementarnosti.
Sada, koristec´i gornje oznake, mozˇemo pokazati da je linerana zadac´a komplementarnosti
usko povezana s pojmom konusa. Naime, linearna zadac´a komplementarnosti (q,M) ek-
vivalentna je problemu pronalazˇenja konusa koji sadrzˇi tocˇku q u klasi K(M), odnosno
problemu pronalazˇenja komplementarnog skupa vektor stupaca (a1, . . . , an) takvih da vri-
jedi:
(i) a j ∈ {e j,−m j}, za 1 ≤ j ≤ n,
(ii) q se mozˇe prikazati kao nenegativna linearna kombinacija (a1, . . . , an).
Gornji problem je ekvivalentan pronalazˇenju w ∈ Rn i z ∈ Rn koji zadovoljavaju
n∑
j=1
e jw j −
n∑
j=1
m jz j = q,
gdje w j ≥ 0, z j ≥ 0, za j = 1, . . . , n, te je barem jedan od w j, z j jednak nuli. Neka je
sada y j ∈ {w j, z j}, za j = 1, . . . , n, te neka je a j odgovarajuc´i vektor stupac za y j u (3.1).
POGLAVLJE 3. LINEARNA ZADAC´A KOMPLEMENTARNOSTI 22
Tada je y = (y1, . . . , yn) komplementarni vektor varijabli u ovoj linearnoj zadac´i komple-
mentarnosti, uredeni skup (a1, . . . , an) je komplementarni skup vektor stupaca, a matrica
A sa svojim vektor stupcima (a1, . . . , an), u tom poretku, je komplementarna matrica za tu
zadac´u. Ako je {a1, . . . , an} linearno nezavisan, y je komplementarni bazicˇni vektor vari-
jabli u toj zadac´i, a komplementarna matrica A je odgovarajuc´a komplementarna baza.
Primjer 3.2.1. Neka je n = 2, M =
(
2 1
1 2
)
, q =
(−5
−6
)
, sˇto daje sljedec´u linearnu zadac´u
komplementarnosti:
w1 − 2z1 − z2 = −5
w2 − z1 − 2z2 = −6 (3.2)
w1,w2, z1, z2 ≥ 0
w1z1 = w2z2 = 0.
(3.2) mozˇemo zapisati u vektorskom obliku:
w1
(
1
0
)
+ w2
(
0
1
)
+ z1
(−2
−1
)
+ z2
(−1
−2
)
=
(−5
−6
)
(3.3)
w1,w2, z1, z2 ≥ 0,w1z1 = w2z2 = 0. (3.4)
Jedan pristup rjesˇavanju ovog problema je odabrati u svakom paru (w j, z j) po jednu vari-
jablu i fiksirati je na vrijednost jednaku 0. Na primjer, ako uzmemo da je w1 = w2 = 0,
(3.3) prelazi u:
z1
(−2
−1
)
+ z2
(−1
−2
)
=
(−5
−6
)
=
(
q1
q2
)
= q (3.5)
z1 ≥ 0, z2 ≥ 0.
Jednadzˇba (3.5) ima rjesˇenje ako i samo ako vektor q mozˇemo prikazati kao nenegativnu
linearnu kombinaciju vektora (−2,−1)T i (−1,−2)T . Skup svih nenegativnih linearnih ko-
mbinacija tih vektora je konus prikazan u ravnini q1, q2 na Slici 3.1.
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Slika 3.1: Komplementarni konus
Samo ako dani vektor q = (−5,−6)T lezˇi u tom konusu, linearna zadac´a komplementa-
rnosti (3.2) ima rjesˇenje. Rjesˇavanjem sustava
−2z1 − z2 = −5
−z1 − 2z2 = −6
dobijemo da je z1 = 43 , z2 =
7
3 . Sada je jasno da q lezˇi u konusu prikazanom na Slici 3.1.
Rjesˇenje problema (3.2) je (w1,w2, z1, z2) = (0, 0, 43 ,
7
3 ). Ovo je bio slucˇaj kad je komple-
mentarni vektor varijabli bio (z1, z2), a odgovarajuc´a komplementarna matrica
(−2 −1
−1 −2
)
.
Osim ovog slucˇaja, mozˇemo gledati josˇ sljedec´e tri kombinacije:
Komplementarni vektor varijabli Odgovarajuc´a komplementarna matrica
(w1,w2)
(
1 0
0 1
)
(w1, z2)
(
1 −1
0 −2
)
(z1,w2)
(−2 0
−1 1
)
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Crtanjem svih komplementarnih konusa povezanih s ovom linearnom zadac´om komple-
mentarnosti u dvodimenzionalnoj Kartezijevoj ravnini pokazˇe se da je K(M) = R2.
3.3 O rjesˇivosti linearne zadac´e komplementarnosti
U teoriji linearne zadac´e komplementarnosti klase matrica, od kojih se posebno isticˇu pozi-
tivno definitne i semidefinitne matrice, imaju snazˇnu ulogu. U ovom odjeljku utvrdit c´emo
egzistenciju i nekoliko svojstava rjesˇenja linearne zadac´e komplementarnosti (q,M) s tak-
vim matricama M. Kao i u prosˇlom poglavlju, opc´enito nemamo zahtjev na simetricˇnost
matrice M. Kako bismo si olaksˇali kasniju upotrebu, zapisat c´emo linearnu zadac´u kom-
plementarnosti u formi zadac´e kvadraticˇnog programiranja:
min zT (q + Mz)
uz ogranicˇenja q + Mz ≥ 0 (3.6)
z ≥ 0.
Osnovno svojstvo zadac´e (3.6) dano je sljedec´om lemom.
Lema 3.3.1. Ako je linearna zadac´a komplementarnosti (q,M) dopustiva, tada kvadraticˇni
program (3.6) ima optimalno rjesˇenje, z∗. Sˇtovisˇe, postoji vektor mnozˇitelja u∗ koji zado-
voljava uvjete
q + (M + MT )z∗ − MT u∗ ≥ 0 (3.7)
(z∗)T (q + (M + MT )z∗ − MT u∗) = 0 (3.8)
u∗ ≥ 0 (3.9)
(u∗)T (q + Mz∗) = 0. (3.10)
Konacˇno, vektori z∗ i u∗ zadovoljavaju
(z∗ − u∗)i(MT (z∗ − u∗))i ≤ 0, i = 1, · · · , n. (3.11)
Dokaz. Dok je linearna zadac´a komplementarnosti dopustiva, zadac´a kvadraticˇnog progra-
miranja (3.6) je takoder. Ako je funkcija cilja kvadraticˇnog programa ogranicˇena odozdo
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na dopustivom podrucˇju, vec´ spomenuti Frank-Wolfeov teorem nam osigurava da posto-
ji optimalno rjesˇenje za problem (3.6). Takvo optimalno rjesˇenje z∗ i pripadajuc´i vek-
tor mnozˇitelja u∗ c´e zadovoljiti Karush-Kuhn-Tuckerove uvjete (3.7) − (3.10). Za dokaz
uvjeta (3.11), ispitujemo skalarni produkt (3.8) po komponentama i zakljucˇujemo da je za
sve i = 1, . . . , n,
z∗i (M
T (z∗ − u∗))i ≤ 0, (3.12)
koristec´i cˇinjenicu da je z∗ iz dopustivog skupa. Slicˇno, mnozˇenjem i-te komponente u (3.7)
s u∗i , zatim uzimanjem u obzir uvjeta komplementarnosti u
∗
i (q + Mz
∗)i = 0, obuhvac´enog s
(3.9),(3.10) i dopustivosti od z∗, zakljucˇujemo
−u∗i (MT (z∗ − u∗))i ≤ 0. (3.13)
Sada (3.11) slijedi iz (3.12) i (3.13). 
Ova lema nam je potrebna kako bismo dokazali sljedec´i rezultat za linearnu zadac´u
komplementarnosti s pozitivno semidefinitnim matricama.
Teorem 3.3.2. Neka je M pozitivno semidefinitna matrica. Ako je linearna zadac´a kom-
plementarnosti dopustiva, tada je i rjesˇiva.
Dokaz. Prema Lemi 3.3.1 postoje vektori z∗ i u∗ takvi da je z∗ dopustiv za (LCP) i uvjeti
(3.7) − (3.11) vrijede. Dodavanjem n nejednakosti u (3.11), dobivamo
(z∗ − u∗)T MT (z∗ − u∗) ≤ 0. (3.14)
Ako je M pozitivno semidefinitna matrica, ova nejednakost mora vrijediti i kao jednakost.
Pogledamo li derivaciju od (3.11), zakljucˇujemo da (3.12) mora vrijediti i kao jednakost za
svaki i. Stoga, iz (3.8), zakljucˇujemo
(z∗)T (q + Mz∗) = 0. (3.15)
Dakle, z∗ je rjesˇenje linearna zadac´a komplementarnosti. 
Kada je rijecˇ o pozitivno definitnim matricama, zakljucˇak je nesˇto jacˇi:
Lema 3.3.3. Ako je M pozitivno definitna matrica, tada postoji vektor z takav da
Mz > 0, z > 0. (3.16)
Dokaz. Ako takav vektor z ne postoji, mozˇemo iskoristi Villeov teorem alternatve koji
kazˇe da vrijedi jedna od iduc´ih tvrdnji
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(i) Mz > 0, z > 0
(ii) MT u ≤ 0, u ≥ 0,
ali nikako oboje. Dakle, ako prvi uvjet ne vrijedi, onda postoji netrivijalni vektor u ≥ 0
takav da MT u ≤ 0. Mnozˇenjem gornje nejednakosti s u dobivamo uT MT u ≤ 0, sˇto je u
kontradikciji s pretpostavkom pozitivne definitnosti matrice M. 
Definicija 3.3.4. Kvadratna matrica M za koju vektor z zadovoljava (3.16) se naziva S
-matrica. Klasa S-matrica se oznacˇava sa S.
Treba primjetiti da je (3.16) dopustivo ako i samo ako vrijedi da je Mz > 0, z ≥ 0
dopustivo. Jasno, Mz > 0, z ≥ 0 slijedi iz (3.16). S druge strane, pretpostavimo da je
vektor z ≥ 0 zadan tako da vrijedi Mz > 0. Dok je Mz konstantan u z, slijedi da je
M(z + λe) > 0 za sve λ > 0 dovoljno male. Kad je z + λe > 0, imamo (3.16).
Lema 3.3.3. pokazuje da pozitivno definitna matrica M mora pripadati klasi S, koja je
na sljedec´i nacˇin povezana s dopustivosti linearne zadac´e komplementarnosti.
Propozicija 3.3.5. Matrica M ∈ Mn(R) je S-matrica ako i samo ako je (LCP) dopustiv za
svaki q ∈ Rn.
Dokaz. Promatramo proizvoljnu linearnu zadac´u komplementarnosti za koju M ∈ S. Neka
je z∗ rjesˇenje za (3.16). Tada za dovoljno velik pozitivni skalar λ takav da λz∗ > 0 vrijedi
λMz∗ = M(λz∗) ≥ −q. (3.17)
S druge strane, ako je (LCP) dopustiv za svaki q, odaberemo bilo koji q < 0. Svako
dopustivo rjesˇenje z∗ za (LCP) c´e zadovoljavati Mz∗ ≥ −q > 0, z∗ ≥ 0. Dakle, M je
S-matrica. 
Kombinacijom Teorema 3.3.2, Leme 3.3.3 i Propozicije 3.3.4 dobijemo dio o egzistenci-
ji u sljedec´em rezultatu.
Teorem 3.3.6. Ako je M ∈ Mn(R) pozitivno definitna matrica, tada (LCP) ima jedinstveno
rjesˇenje za svaki q ∈ Rn.
Dokaz. Kao sˇto je vec´ recˇeno prije iskaza teorema, dovoljno je dokazati jedinstvenost
rjesˇenja. Neka je zadan q ∈ Rn. Bilo koje rjesˇenje linearne zadac´e komplementarnosti
mora biti optimalno rjesˇenje za zadac´u kvadraticˇnog programiranja (3.6). Ako je M pozi-
tivno definitna matrica, funkcija cilja je strogo konveksna pa (3.6) ima jedinstveno rjesˇenje,
a time i (LCP). 
POGLAVLJE 3. LINEARNA ZADAC´A KOMPLEMENTARNOSTI 27
Opc´enito, linearna zadac´a komplementarnosti s pozitivno semidefinitnom matricom
mozˇe imati visˇe rjesˇenja. Na primjer, zadac´a:
q =
(−1
−1
)
i M =
(
1 1
1 1
)
ima sljedec´a rjesˇenja:
z1 = (1, 0), z2 = (0, 1), z3 = (
1
2
,
1
2
).
Uocˇimo da je w = q + Mz jednak za sva tri rjesˇenja zi, i = 1, 2, 3.
Sljedec´i teorem opisuje neka od svojstava skupa rjesˇenja linearne zadac´e komplemen-
tarnosti povezane s pozitivno semidefinitnom matricom.
Teorem 3.3.7. Neka je M ∈ Mn(R) pozitivno semidefinitna matrica i q ∈ Rn proizvoljan
vektor. Tada vrijedi:
(a) Ako su z1 i z2 dva rjesˇenja linearne zadac´e komplementarnosti (q,M), tada
(z1)T (q + Mz2) = (z2)t(q + Mz1) = 0. (3.18)
(b) Ako je z∗ iz skupa rjesˇenja linearne zadac´e komplementarnosti te vrijedi
(i) z∗ je nedegenerirano,
(ii) glavna podmatrica od M, Mαα, je nesingularna, gdje α = {i : z∗i > 0},
tada je z∗ jedinstveno rjesˇenje (q,M).
(c) Ako linearna zadac´a komplementarnosti ima rjesˇenje, tada je skup rjesˇenja poliedar-
ski skup
P = {z ∈ Rn+ : q + Mz ≥ 0, qT (z − z∗) = 0, (M + MT )(z − z∗) = 0}, (3.19)
gdje je z∗ proizvoljno rjesˇenje.
(d) Ako je M simetricˇna matrica, tada je Mz1 = Mz2 za bilo koja dva rjesˇenja z1 i z2.
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Dokaz. (a) Neka je wi = q + Mzi, za i = 1, 2. Imamo w1 −w2 = M(z1 − z2). Iz cˇinjenice da
je M pozitivno semidefinitna matrica i da su z1 i z2 rjesˇenja linearne zadac´e komplementar-
nosti slijedi
0 ≤ (z1 − z2)T M(z1 − z2) = −(z1)T w2 − (z2)T w1 ≤ 0.
Sada je ocˇito da mora vrijediti (z1)T w2 = (z2)T w1 = 0, sˇto je i trebalo pokazati.
(b) Neka je z′ bilo koje rjesˇenje linearne zadac´e komplementarnosti. Iz (3.18) imamo
(q + Mz′)i = 0,∀i ∈ α. (3.20)
Ako i < α, tada (q + Mz∗)i > 0, za nedegenerirani z∗. Iz (3.20) ponovo zakljucˇujemo da
z′i = 0, za i < α. Sada (3.20) postaje kvadraticˇni sustav linearnih nejednakosti
qα + Mααz′α = 0,
cˇije rjesˇenje mora biti jedinstveno zbog pretpostavke regularnosti matrice Mαα.
(c) Neka je z∗ dano rjesˇenje i z proizvoljno rjesˇenje. Iz dokaza za (a) mozˇemo pokazati
da vrijedi (z − z∗)T M(z − z∗) = 0. Odatle zakljucˇujemo da (M + MT )(z − z∗) = 0, za koje
pozitivno semidefinitna kvadraticˇna forma nestaje, kao i njezin gradijent. Stoga, imamo
zT (M + MT )z = zT (M + MT )z∗,
i
z∗T (M + MT )z∗ = z∗T (M + MT )z.
Zadnje dvije jednadzˇbe povlacˇe da je zT Mz = z∗T Mz∗. Takoder,
0 = z∗T (q + Mz∗) = zT (q + Mz).
Konacˇno, qT z = qT z∗ i z ∈ P.
Obrnuto, pretpostavimo da je z ∈ P. Da bismo pokazali da je z rjesˇenje linearne zadac´e
komplementarnosti, dovoljno je pokazati da vrijedi zT (q+Mz) = 0. Iz (M+MT )(z−z∗) = 0,
uz argument koji smo upravo koristili, slijedi da zT Mz = z∗T Mz∗. Kako je qT (z − z∗) = 0,
slijedi da je
zT (q + Mz) = z∗T (q + Mz∗) = 0
jer je z∗ dano rjesˇenje linearne zadac´e komplementarnosti.
(d) Hipoteza ovog dijela ukljucˇuje onu iz (c). Zˇeljeni zakljucˇak sada slijedi iz pretpostavke
simetricˇnosti matrice M i uvjeta (M + MT )(z − z∗) = 0 dana u definiciji skupa rjesˇenja
P. 
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Iz (d) vidimo da linearna zadac´a komplementarnosti povezana sa simetricˇnom pozi-
tivno semidefinitnom matricom ima svojstvo da je w = q + Mz konstantno za sva rjesˇenja
z. Prema tome, kazˇemo da su rjesˇenja takvog problema w − jedinstvena. Gornji teorem,
tocˇnije (b) dio, daje i karakterizaciju konveksnosti skupa rjesˇenja. Naime, skup rjesˇenja
linearne zadac´e komplementarnosti povezane s pozitivno semidefinitnom matricom je po-
liedarski skup, a (3.14) vrijedi za bilo koja dva rjesˇenja z1 i z2. Sˇtovisˇe, pokazˇe se da su
sljedec´e tvrdnje ekvivalentne
(i) skup rjesˇenja (LCP) je konveksan,
(ii) za bilo koja dva rjesˇenja (LCP) z1 i z2 vrijedi (3.14).
U gornjim rezultatima smo se ogranicˇili uglavnom na pozitivno definitne i semidefi-
nitne matrice, ali ako odemo korak dalje i pogledamo P-matrice, zakljucˇci c´e biti nesˇto
jacˇi.
Definicija 3.3.8. Matricu M ∈ Mn(R) nazivamo P -matricom ako su sve njene glavne
minore pozitivne. Klasu takvih matrica oznacˇavamo s P.
Ocˇito, ako je M P-matrica, onda su i sve njene glavne podmatrice, ukljucˇujuc´i i njihove
transponirane matrice, P-matrice. Simetricˇna matrica je pozitivno definitna ako i samo ako
pripada P-klasi. Ali ekvivalencija opc´enito ne vrijedi ako ispustimo pretpostavku sime-
trije. Ipak, iz teorema koji slijedi i Teorema 3.3.4 vidjet c´emo da svaka pozitivno definitna
matrica pripada P-klasi.
Teorem 3.3.9. Matrica M ∈ Mn(R) je P-matrica ako i samo ako linearna zadac´a komple-
mentarnosti ima jedinstveno rjesˇenje za sve vektore q ∈ Rn.
Dokaz. Vidi [1], str. 148–149. 
Gornji teorem takoder pokazuje da ako je matrica M P-matrica, tada je jedinstveno
rjesˇenje linearne zadac´e komplementarnosti takoder jedinstveno rjesˇenje zadac´e kvadraticˇ-
nog programiranja (3.6). Kao sˇto smo vec´ spomenuli, ako M nije pozitivno semidefinitna
matrica, funkcija cilja u (3.6) opc´enito nije konveksna.
3.4 Algoritmi za rjesˇavanje linearne zadac´e
komplementarnosti
Za rjesˇavanje linearne zadac´e komplementarnosti razvijeni su brojni algoritmi od kojih je
mozˇda najpoznatiji Lemkeov. Nedostatak Lemkeove metode je u tome sˇto mozˇe imati eks-
ponencijalno vrijeme izvodenja algoritma, sˇto ga cˇini neefikasnim za velike probleme. Ali
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postoje i metode za rjesˇavanje linearne zadac´e komplementarnosti s polinomijalnim vre-
menom izvodenja algoritma. U ovom radu c´emo objasniti Lemkeov algoritam i spomenuti
metodu unutrasˇnje tocˇke.
Lemkeov algoritam
Rijecˇ je o metodi komplementarnog pivotiranja koja je naziv dobila po tome sˇto se ulazna
varijabla odabire po pravilu komplenentarnog pivota, odnosno varijabla koja ulazi u bazicˇni
vektor je komplement varijable koja je izasˇla u prethodnom koraku. Treba josˇ naglasiti da
je ova metoda analogon simpleks metode koju smo koristili za rjesˇavanje problema linear-
nog programiranja.
Na kraju prvog odjeljka ovog poglavlja napisali smo linearnu zadac´u komplementar-
nosti u formi koja c´e nam sada biti korisna, rijecˇ je o (3.1). Medutim, za rjesˇavanje zadac´e
metodom komplementarnog pivotiranja trebamo uvesti umjetnu varijablu z0 povezanu s
vektorom d pa c´e novi sustav biti
zT w = 0
w = q + dz0 + Mz
w ≥ 0, z ≥ 0, z0 ≥ 0,
a oznacˇavat c´emo ga s (q, d,M).
Sada smo u moguc´nosti prikazati Lemkeov algoritam komplementarnog pivotiranja:
1. korak Inicijalizacija Promatramo LCP (q, d,M). Ako q ≥ 0, zaustaviti se: z = 0 rjesˇava
LCP (q, d,M). Inacˇe, neka je z0 najmanja vrijednost umjetne varijable z0 za koju
w = q + dz0 ≥ 0. Oznacˇimo s wr (jedinstveno, uz pretpostavku nedegeneracije)
komponentu od w koja je jednaka nuli kada z0 = z0. Pivot 〈wr, z0〉. Nakon ovog
pivota, komplementarne varijable wr i zr su obje nebazicˇne. Odaberemo za ulaznu
varijablu zr, komplement od wr.
2. korak Odredivanje blokirajuc´e varijable (ako postoji) Ako stupac ulazne varijable ima ba-
rem jedan negativan unos, koristimo test minimalnog omjera kako bismo odredili
postoji li bazicˇna varijabla koja blokira rast ulazne varijable. Ako takve nema, zau-
staviti se.
3. korak Pivotiranje Ulazna varijabla je blokirana. Ako je ulazna varijabla blokirana sa z0,
tada pivot
〈z0, ulazna varijabla〉,
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zaustaviti se: nasˇli smo rjesˇenje. Ako neka druga varijabla blokira ulaznu, tada pivot
〈blokirajuc´a varijabla, ulazna varijabla〉.
Vratimo se na 2. korak koristec´i komplement upravo blokirane varijable kao nove
ulazne varijable.
Napomena 3.4.1. (i) Za vektor d se cˇesto koristi vektor cˇije komponente su sve 1. Jasno,
vektor d mozˇemo zadati i na neki drugi nacˇin, ali to mozˇe drasticˇno utjecati na
konacˇni rezultat.
(ii) Nakon inicijalnog pivota koji umjetnu varijablu mijenja u bazicˇnu, postoji samo je-
dan komplementarni par nebazicˇnih varijabli, inicijalno wr i zr su takav par. Opc´enito,
nebazicˇne komplementarne varijable cˇine nebazicˇni par.
(iii) Nakon pocˇetnog rasta z0 na vrijednost z0, sve bazicˇne varijable su nenegativne i takve
trebaju ostati. Svaka od njih je u moguc´nosti blokirati ulaznu varijablu. Opc´enito,
nakon provodenja pivotnog koraka, nova ulazna varijabla je komplement varijable
koja je upravo postala nebazicˇna.
(iv) Interpretacija nepostojanja blokirajuc´e varijable, sˇto smo mogli vidjeti u 2. koraku,
je dosta opsˇirna tema u koju nismo u moguc´nosti u ovom radu ulaziti. Ali glavna
ideja je da postoje odredene klase matrica za koje nepostojanje blokirajuc´e varijable
povlacˇi nedopustivnost dane linearne zadac´e komplementarnosti.
(v) U 2. koraku koristimo test minimalnog omjera kako bismo osigurali da nova baza
dobivena nakon pivotnog koraka takoder bude dopustiva.
(vi) Opc´enito, za pivotni korak kazˇemo da je degeneriran ako je minimalni omjer θ u tom
koraku jednak 0, a nedegeneriran ako je θ pozitivan i konacˇan.
Teorem 3.4.2. Ako primjenimo Lemkeov algoritam na nedegeneriranu linearnu zadac´u
komplementarnosti (q, d,M), on c´e zavrsˇiti u konacˇno mnogo koraka ili sa sekundarnim
pravcem ili s komplementarno dopustivim rjesˇenjem za (q, d,M), a time i za zadac´u (q,M).
Dokaz. Vidi [1], str. 274. 
Napomena 3.4.3. U prethodnom teoremu smo spomenuli da algoritam mozˇe zavrsˇiti se-
kundarnim pravcem. Ako je z0 bazicˇni vektor, a pivotni stupac nema pozitivnih unosa, al-
goritam staje jer nije u moguc´nosti rijesˇiti linearnu zadac´u komplementarnosti. Ovu vrstu
prekida zovemo pravcem zavrsˇetka ili sekundarnim pravcem i on se razlikuje od inicijalnog
pravca s kojim algoritam zapocˇinje.
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Primjer 3.4.4 (Numericˇki primjer - linearna zadac´a komplementarnosti).
Pomoc´u gornjeg algoritma trazˇimo rjesˇenje linearne zadac´e komplementarnosti u kojoj
M =
1 0 02 1 02 2 1
 te q =
 −8−12−14
 .
Dakle, trazˇimo z takav da vrijedi:
zT w = 0
w ≥ 0
z ≥ 0,
gdje w = q + Mz.
Promatramo sljedec´u linearnu zadac´u komplementarnosti:
w1 w2 w3 z1 z2 z3 q
1 0 0 -1 0 0 -8
0 1 0 -2 -1 0 -12
0 0 1 -2 -2 -1 -14
Nakon uvodenja umjetne varijable z0 tablica postaje:
w1 w2 w3 z1 z2 z3 z0 q
1 0 0 -1 0 0 -1 -8
0 1 0 -2 -1 0 -1 -12
0 0 1 -2 -2 -1 -1 -14
Najnegativniji qi je q3. Kao sˇto je opisano u koraku inicijalizacije, pivotni stupac je
stupac z0, a pivotni redak je upravo taj u kojem je q najnegativniji. U gornjoj tablici smo
pivotni element podebljali kako bi bio laksˇe uocˇljiv. Nakon transformacije dobijemo:
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
w1 1 0 -1 1 2 1 0 6 61
w2 0 1 -1 0 1 1 0 2 21
z0 0 0 -1 2 2 1 1 14 141
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Po pravilu komplementarnog pivota z3 odabiremo kao ulaznu varijablu jer je u prosˇlom
koraku w3 izasˇao iz bazicˇnog vektora. Pomoc´u testa minimalnog omjera (izmedu q i z3),
vidimo da c´e w2 izac´i iz bazicˇnog vektora.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
w1 1 -1 0 1 1 0 0 4 41
z3 0 1 -1 0 1 1 0 2 21
z0 0 -1 0 2 1 0 1 12 121
Kako je u prosˇlom koraku w2 izasˇla iz bazicˇnog vektora, z2 nam je sad bila ulazna va-
rijabla. Usporedujuc´i omjere izmedu q i z2, dolazimo do zakljucˇka da je nova blokirajuc´a
varijabla z3.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
w1 1 -2 1 1 0 -1 0 2 21
z2 0 1 -1 0 1 1 0 2
z0 0 -2 1 2 0 -1 1 10 101
Kako je nova ulazna varijabla w3, gledamo omjere izmedu q i w3. Dolazimo do za-
kljucˇka da je nova blokirajuc´a varijabla w1.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
w3 1 -2 1 1 0 -1 0 2 21
z2 1 -1 0 1 1 0 0 4 41
z0 -1 0 0 1 0 0 1 8 81
U ovom koraku nam je ulazna varijabla bila z1 pa smo, testirajuc´i minimalni omjer
izmedu q i z1, uocˇili da c´e se pivotni element nalaziti u retku u kojem je w3 te u stupcu u
kojem lezˇi z1.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
z1 1 -2 1 1 0 -1 0 2
z2 0 1 -1 0 1 1 0 2 21
z0 -2 2 -1 0 0 1 1 6 61
Kako je w3 izasˇao iz bazicˇnog vektora u prosˇlom koraku, njegov komplement z3 je u
ovom koraku bio ulazna varijabla. Pomoc´u testa minimalnog omjera saznajemo da je nova
blokirajuc´a varijabla z2.
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Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
z1 1 -1 0 1 1 0 0 4
z3 0 1 -1 0 1 1 0 2 21
z0 -2 1 0 0 -1 0 1 4 41
Kao i do sada, komplement blokirajuc´e varijable iz prosˇlog koraka, dakle w2, je bio
varijabla koja ulazi u bazicˇni vektor. U ovom koraku je nova blokirajuc´a varijabla z3.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
z1 1 0 -1 1 2 1 0 6
w2 0 1 -1 0 1 1 0 2
z0 -2 0 1 0 -2 -1 1 2 21
Usporedujuc´i stupac nove ulazne varijable, w3, s konstantnim stupcem, q, vidimo da je
z0 nova blokirajuc´a varijabla.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q
z1 -1 0 0 1 0 0 1 8
w2 -2 1 0 0 -1 0 1 4
w3 -2 0 1 0 -2 -1 1 2
Kako je sadasˇnja baza komplementarno dopustiva baza, algoritam staje. Rjesˇenje ove
linearne zadac´e komplementarnosti je:
w = (0, 4, 2) te z = (8, 0, 0).
Primjer 3.4.5 (Numericˇki primjer - zadac´a kvadraticˇnog programiranja).
Promatramo zadac´u kvadraticˇnog programiranja
min
5
2
x21 − 2x1x2 − x1x3 + 2x22 + 3x2x3 +
5
2
x23 + 2x1 − 35x2 − 47x3
uz ogranicˇenje xi ≥ 0, i = 1, 2, 3
koju zˇelimo transformirati u linearnu zadac´u komplementarnosti sa simetricˇnom pozitivno
semidefinitnom matricom M i primjeniti Lemkeov algoritam.
Iz gornje zadac´e lako isˇcˇitamo da je matrica Q =
 5 −2 −1−2 4 3−1 3 5
 te vektor cT =
(2,−35,−47). Kao sˇto smo objasnili u zadnjem odjeljku prosˇlog poglavlja, ako zadac´a
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konveksnog kvadraticˇnog programiranja ima jedino ogranicˇenje nenegativnosti na vari-
jablu x i ako je matrica Q simetricˇna, matricu M mozˇemo poistovjetiti s matricom Q, a
vektor q s vektorom c. Odnosno, rijesˇavamo linearnu zadac´u komplementarnosti (c,Q).
Kao i u prosˇlom primjeru, uvodimo umjetnu varijablu z0 povezanu s vektorom d = (1, 1, 1).
w1 w2 w3 z1 z2 z3 z0 q
1 0 0 -5 2 1 -1 2
0 1 0 2 -4 -3 -1 -35
0 0 1 1 -3 -5 -1 -47
Najnegativniji qi je q3. U koraku inicijalizacije, pivotni stupac je stupac z0, a pivotni
redak je upravo taj u kojem je q najnegativniji. U gornjoj tablici smo pivotni element po-
debljali kako bi bio laksˇe uocˇljiv. Nakon transformacije dobijemo:
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
w1 1 0 -1 -6 5 6 0 49 496
w2 0 1 -1 1 -1 2 0 12 122
z0 0 0 -1 -1 3 5 1 47 475
Po pravilu komplementarnog pivota z3 odabiremo kao ulaznu varijablu jer je u prosˇlom
koraku w3 izasˇao iz bazicˇnog vektora. Pomoc´u testa minimalnog omjera (izmedu q i z3),
vidimo da je w2 blokirajuc´a varijabla.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
w1 1 -3 2 -9 8 0 0 13 138
z3 0 12 -
1
2
1
2 -
1
2 1 0 6
z0 0 -52
3
2 −72 112 0 1 17 1711
2
Kako je u prosˇlom koraku w2 izasˇla iz bazicˇnog vektora, z2 nam je sad bila ulazna va-
rijabla. Usporedujuc´i omjere izmedu q i z2, dolazimo do zakljucˇka da je nova blokirajuc´a
varijabla w1.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q Omjer
z2 18 -
3
8
1
4 -
9
8 1 0 0
13
8
z3 116
5
16 -
3
8 − 116 0 1 0 10916
z0 −1116 - 716 18 4316 0 0 1 12916
129
16
43
16
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Kako je nova ulazna varijabla z1, gledamo omjere izmedu q i z1. Vidimo da je u stupcu
z1 jedini pozitivni unos za redak z0, odnosno pivot je 〈z0, z1〉.
Bazicˇna varijabla w1 w2 w3 z1 z2 z3 z0 q
z2 − 743 -2443 1343 0 1 0 1843 5
z3 243
13
43 -
16
43 0 0 1 -
1
43 7
z1 - 1143 -
7
43
2
43 1 0 0
16
43 3
Kako je sadasˇnja baza komplementarno dopustiva baza, algoritam staje. Rjesˇenje ove
linearne zadac´e komplementarnosti je z = (3, 5, 7), odnosno rjesˇenje pocˇetne zadac´e kva-
draticˇnog programiranja je
x = (3, 5, 7).
Osim metode pivotiranja koja je neefikasna za velike zadac´e, cˇesto se koriste itera-
tivne metode, od kojih je najpoznatija metoda unutrasˇnje tocˇke. Metoda unutrasˇnje tocˇke
se temelji na algoritmima korisˇtenim za rjesˇavanje linearnih programa u polinomijalnom
vremenu izvodenja. No, u tom slucˇaju matrica M mora biti pozitivno semidefinitna.
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Sazˇetak
Linearna zadac´a komplementarnosti je sjajan kontekst u kojem se mogu prikazati pojmovi
iz linearne algebre i teorije matrica pa smo se na pocˇetku rada dotakli osnovnih pojmova i
rezultata vezanih za matrice, konkretno pozitivno definitne i semidefinitne matrice. Osim
toga, prisjetili smo se josˇ pokojeg rezultata o konveksnim kvadraticˇnim funkcijama koji su
nam pomogli u razumijevanju zadac´e kvadraticˇnog programiranja.
Prije uspostavljanja veze izmedu zadac´e kvadraticˇnog programiranja i linearne zadac´e
komplementarnosti, pozabavili smo se uvjetima optimalnosti prvog reda, odnosno izveli
smo Karush-Kuhn-Tuckerove uvjete koji su kljucˇno vezivo za izgradnju mosta medu spo-
menutim zadac´ama.
Kako mnogo toga u linearnoj zadac´i komplementarnosti pocˇiva na ideji komplemen-
tarnog konusa, bilo je neizbjezˇno zastati i prokomentirati zadac´u u terminima konusa te
demonstrirati to primjerom. Glavni dio poglavlja o linearnoj zadac´i komplementarnosti je
svakako rasprava o egzistenciji i broju rjesˇenja. Isprva smo se bazirali na klasu pozitivno
definitnih i semidefinitnih matrica te pokazali u slucˇaju pozitivno semidefinitne matrice
M da je zadac´a rjesˇiva ako je dopustiva, a u slucˇaju pozitivno definitnh matrica je k tome
rjesˇenje i jedinstveno za svaki vektor q. Osim te dvije klase, govorili smo i o klasama
S-matrica i P-matrica. Ova posljednja nam je bila posebno zanimljiva jer smo za tu klasu
mogli dati teorem koji govori da je jedinstveno rjesˇenje linearne zadac´e komplementarnosti
takoder jedinstveno rjesˇenje zadac´e kvadraticˇnog programiranja. Na samom kraju rada po-
zabavili smo se algoritmima za rjesˇavanje linearne zadac´e komplementarnosti direktnim
metodama te pokazali na primjerima kako mozˇemo rijesˇti zadac´u linearne komplementar-
nosti te zadac´u kvadraticˇnog programiranja koristec´i Lemkeov algoritam.
Summary
The linear complementarity problem is an excellent context to illustrate concepts of linear
algebra and matrix theory. At the beginning we introduced some basic terms and results
regarding matrix theory, especially positive definite and semi-definite matrices. Moreover,
we mentioned some results concerning convex quadratic functions as they are essential for
understanding of quadratic program.
Before establishing the connection between quadratic program and linear complemen-
tarity problem, we defined first-order optimality conditions. More precisely, we derived
Karush-Kuhn-Tucker conditions that are integral part of building the connection between
aforementioned problems.
In the third chapter, we introduced the concept of complementarity cones as linear com-
plementarity problem rests on that idea. We demonstrated that by the example. Main part
of the chapter is based on presenting the results pertaining to the existence and multiplicity
of solutions to the linear complementarity problem. At first, we were based only on the
class of positive definite and positive semi-definite matrices. In the case of positive semi-
definite matrices we showed an important result: if the linear complementarity problem is
feasible, then it’s solvable. In the case of positive definite matrices, the linear complemen-
tarity problem has a unique solution. Moreover, we mentioned the classes of S-matrices
and P-matrices. Class of P-matrices has an interesting property as the unique solution of
linear complementarity problem characterized by P-matrix is also the unique solution of
the quadratic program. At the end, we developed Lemke’s algorithm for solving the linear
complementarity problem and made some examples with linear complementarity problem
and quadratic program.
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