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Abstract
A new approach, combining the Ibragimov method and the one by
Anco and Bluman, with the aim of algorithmically computing local
conservation laws of partial differential equations, is discussed. Some
examples of the application of the procedure are given. The method,
of course, is able to recover all the conservation laws found by using the
direct method; at the same time we can characterize which symmetry,
if any, is responsible for the existence of a given conservation law.
Some new local conservation laws for the Short Pulse equation and
for the Fornberg–Whitham equation are also determined.
Keywords: Conservation laws, Lie point symmetries, a systematic
procedure.
1 Introduction
In dealing with differential equations, conservation laws have a deep rele-
vance, since they often express the conservation of physical quantities. They
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are also important due to their use in investigating integrability, existence,
uniqueness and stability of solutions, or in implementing efficient numerical
methods of integration. In 1918, Emmy Noether [1] presented her celebrated
procedure (Noether’s theorem) to find local conservation laws for systems
of differential equations arising from a variational principle. Noether proved
that a point symmetry of the action functional (action integral) provides a
local conservation law through an explicit formula that involves the infinites-
imals of the point symmetry and the Lagrangian of the action functional.
The most important limitation of Noether’s theorem for the determination
of local conservation laws relies on the fact that it applies to variational
systems.
In recent years, systematic procedures to find conservation laws also for
non variational problems have been introduced. The first one, the “direct
method”, proposed by Anco and Bluman in 1996 [2] (see also [3]), gives the
possibility to generate local as well nonlocal conservation laws. A second ap-
proach was introduced by Ibragimov in 2007 [4], and improved in recent years
[5]-[7] with the formulation of some theorems allowing for the construction of
conservation laws starting from the symmetries of the differential equations
and the use of a formal Lagrangian. Recently many authors have been em-
ploying these concepts in order to establish conservation laws for equations
and systems which arises in many fields of the applied sciences [8]-[12].
In Noether’s theorem, one starts from the Euler-Lagrange equations
δL
δuα
= 0, α = 1, . . . , m, (1)
where L(x,u,u(1), . . . ,u(k)) is a Lagrangian involving the independent vari-
ables x = (x1, . . . , xn), the dependent variables u = (u
1, . . . , um), and the
partial derivatives up to a fixed order k; moreover,
δ
δuα
=
∂
∂uα
+
∞∑
j=1
(−1)jDi1Di2 . . .Dij
∂
∂uαi1i2...ij
are the Euler-Lagrange operators; here and the following we use the Einstein
convention of sum over repeated indices. Noether’s theorem states that if
the variational integral with the Lagrangian L is invariant under a group G
generated by
X = ξi
∂
∂xi
+ ηα
∂
∂uα
, (2)
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then the vector field C = (C1, . . . , Cn) defined by
C i = ξiL+ (ηα − ξiuαi )
∂L
∂uαi
(3)
provides a conservation law for the Euler-Lagrange equations (1), i.e., it is
divC ≡ Di(C i) = 0 for all solutions of (1),
Di(C
i)
∣∣
(1)
= 0, (4)
where Di is the operator of total differentiation:
Di =
∂
∂xi
+ uαi
∂
∂uαi
+ uαik
∂
∂uαik
+ . . . . (5)
Any vector field C satisfying (4) is called a conserved vector.
The plan of the paper is the following. In Section 2, we sketch briefly
either the Anco and Bluman direct approach or the Ibragimov method, and
discuss their main features; it is worth of being remarked that the Anco
and Bluman method (ABM) often finds more conservation laws that those
provided by the Ibragimov method (IM), but the latter approach is able to
establish a direct link between the conservation laws and the symmetries
admitted by the differential equations at hand. In Section 3, we introduce
our approach that in some sense merges these two methods. Our method,
in fact, is able to recover, at least in the examples we considered, all the
conservation laws found by using ABM, and at the same time to show which
symmetry, if any, is related to a conservation law. Finally, in Section 4, we
provide explicitly some applications of the method.
2 The Anco–Bluman and Ibragimov methods
The ABM [2, 3],[13]-[15] does not lead directly to the construction of local
conservation laws of a given system of differential equations even if the au-
thors suggest several ways of finding the fluxes of local conservation laws.
Given a system of m k-th order differential equations
Fα(x,u,u(1),u(2), . . . ,u(k)) = 0, α = 1, . . . , m, (6)
with m dependent variables u = (u1, . . . , um), we have the following funda-
mental result.
3
Theorem 1 A set of non-singular local multipliers
vα = vα(x,u,u(1), . . . ,u(ℓ)) ℓ ≤ k, α = 1, . . . , m,
yields a divergence expression for the system (6) if and only if the set of
equations
δ
δuα
(
vαFα
) ≡ 0, α = 1, . . . , m, (7)
hold for arbitrary function u(x).
First one looks for sets of multipliers of the form
vα = vα(x,u,u(1), . . . ,u(ℓ)) α = 1, . . . , m, ℓ ≤ k,
where the dependence of multipliers on their arguments is chosen so that
singular multipliers do not arise. Then the set of determining equations (7)
for arbitrary u(x) are solved to find all such sets of multipliers satisfying the
identity
vαFα ≡ Diφi(x,u,u(1), . . . ,u(ℓ)). (8)
φi (i = 1, . . . , n) being the fluxes of the conservation law.
Once a set of multipliers is known, it is necessary to compute the fluxes of
the local conservation law (8). One can achieve this task by solving the set of
determining equations for the fluxes φi, or, in the case of complicated forms
of multipliers and/or differential equations, through an integral (homotopy)
formula.
The second approach [4] consists in reformulating the Noether’s theorem
for the determination of conservation laws both in the presence of equations
with a variational structure and in the case of differential equations not
having variational structure.
Theorem 2 If the operator
X = ξi
∂
∂xi
+ ηα
∂
∂uα
(9)
is admitted by the Euler-Lagrange equations
δL
δuα
= 0, α = 1, . . . , m, (10)
and satisfies
X(L) + (Dkξk)L = 0, (11)
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then the components
C i = ξiL+W α
[
∂L
∂uαi
−Dj
(
∂L
∂uαij
)
+DjDk
(
∂L
∂uαijk
)
− . . .
]
+Dj(W
α)
[
∂L
∂uαij
−Dk
(
∂L
∂uαijk
)
+ . . .
]
+DjDk(W
α)
[
∂L
∂uαijk
− . . .
]
, i = 1, . . . , n,
(12)
with
W α = ηα − ξjuαj , α = 1, . . . , m,
are the fluxes of the conservation law
Di(C
i)
∣∣
(10) = 0.
The proof of the theorem is based on the operator identity
X(L) + LDi(ξi) = W α δL
δuα
+Di(N iL) (13)
where
N i = ξi +W α δ
δuαi
+
∞∑
s=1
Di1 . . . Dis(W
α)
δ
δuαi1...is
, i = 1, . . . , n;
taking into account (10), it follows
C i = N i(L), i = 1, . . . , n.
Notice that the formal Lagrangian L needs to be written in symmetric form
with respect to all mixed derivatives.
In the case of a first order Lagrangian, (12) coincides with (3). Moreover,
one can omit the term ξiL when it is convenient [7]. This term provides a
trivial conserved vector because L vanishes on the solutions of (6).
Ibragimov obtains the explicit formula for constructing the conservation
laws associated with the symmetries of any nonlinearly self-adjoint system
of equations [5]-[7].
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Definition 1 A system of m k-th order differential equations
Fα(x,u,u(1),u(2), . . . ,u(k)) = 0, α = 1, . . . , m, (14)
with m dependent variables u = (u1, . . . , um), is said to be nonlinearly self-
adjoint if the adjoint equations
F ∗α(x,u,u(1),v(1),u(2),v(2), . . .u(k),v(k)) =
δL
δuα
= 0, α = 1, . . .m, (15)
(L = vβFβ, with β = 1, . . . , m, is the so called formal Lagrangian), are
satisfied for all solutions u(x) of the original system (14) upon a substitution
vα = ψα(x,u), α = 1, . . . , m (16)
such that ψ(x,u) 6= 0.
In other words, the following equations hold true
F ⋆α(x,u,u(1),ψ(1),u(2),ψ(2), . . .u(k),ψ(k))
= λβαFβ(x,u,u(1),u(2), . . . ,u(k)), α = 1, . . . , m,
(17)
or, equivalently, by (15) and (17), the equations
δ(vβ Fβ)
δuα
= λβαFβ(x,u,u(1),u(2), . . . ,u(k)), α = 1, . . . , m, (18)
where λβα are undetermined coefficients, and
ψ(σ) = {Di1 . . .Diσ(ψα(x,u))}, σ = 1, . . . , k, α = 1, . . . , m.
Here, v = (v1, . . . , vm) and ψ = (ψ1, . . . , ψm) are m-dimensional vectors,
and ψ(x,u) 6= 0 means that not all components ψα(x,u) (α = 1, . . . , m)
vanish simultaneously.
Ibragimov also considers the case in which the point-wise substitution
(16) is replaced by
vα = ψα(x,u,u(1),u(2), . . . ,u(r)), α = 1, . . . , m, r ≤ k.
Then (17) will be written, e.g., in the case r = 1, as follows
F ∗α(x,u,u(1),ψ(1),u(2),ψ(2), . . . ,u(k),ψ(k)) = λ
β
αFβ + λ
jβ
α Dj(Fβ), (19)
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where λjβα are undetermined coefficients.
Using the definition of nonlinear self-adjointness and the theorem 1 on
conservation laws proved in [4], the explicit formula for constructing conser-
vation laws associated with symmetries of any nonlinearly self-adjoint system
of equations is obtained.
Theorem 3 Let a system of m k-th order differential equations
Fα(x,u,u(1),u(2), . . . ,u(k)) = 0, α = 1 . . .m, (20)
with m dependent variables u = (u1, . . . , um), be non linearly self-adjoint.
Specifically, let the adjoint system (17) or (18) be satisfied for all solutions
of (20) upon the substitution (16). Then, any Lie point, contact or Lie-
Ba¨cklund symmetry (2), as well as any nonlocal symmetry of (20), leads to
a conservation law constructed by the formula (12).
Remark 1 The Ibragimov method, that allows to write immediately the fluxes
C i (i = . . . , n), often obtains a limited set of conservation laws. The con-
servation laws obtained are the ones linked to symmetries that are usually
point symmetries, since Lie-Ba¨cklund, generalized and nonlocal symmetries
are not easy to determine.
2.1 Some applications
Here we report some examples of applications of the two methods for com-
puting local conservation laws.
Example 1 (KdV equation) Let us consider the Korteweg-deVries equa-
tion
∆ ≡ ut − uxxx − uux = 0. (21)
In [6, 7], it has been proved that KdV equation is nonlinear self-adjoint
for
ψ = A1 + A2u+ A3(x+ tu),
where A1, A2, A3 are arbitrary constants; hence, the following three linearly
independent solutions
ψ1 = 1, ψ2 = u, ψ3 = (x+ tu)
are recovered.
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Using the symmetries admitted by KdV equation,
Ξ1 = t
∂
∂x
− ∂
∂u
, Ξ2 = 3t
∂
∂t
+ x
∂
∂x
− 2u ∂
∂u
, Ξ3 =
∂
∂t
, Ξ4 =
∂
∂x
,
(22)
some conservation laws are determined. In particular, using the scaling group
and ψ1 or ψ2,
Dt (u)−Dx
(
1
2
u2x + uxx
)
= 0,
Dt
(
u2
)−Dx
(
u2x − 2u uxx −
2
3
u3
)
= 0,
(23)
whereas it is claimed (see [16], Sect.22.5]) that the Galilei group leads to the
conservation law
Dt
(
1
2
tu2 + xu
)
−Dx
(
1
2
xu2 + tuuxx − 1
2
tu2x − xuxx + ux
)
= 0. (24)
The ABM method [13]-[15], assuming ψ(t, x, u), provides the three mul-
tipliers
ψ1 = 1, ψ2 = u, ψ3 = (x+ tu),
whereupon, by the relation (8), the conservation laws (23) and (24) are found
[17].
Example 2 Let us consider the polytropic gas dynamics equations in n space
dimensions (n ≤ 3):
∂ρ
∂t
+∇ · (ρu) = 0,
ρ
(
∂u
∂t
+ (u · ∇)u
)
+∇p = 0,
∂p
∂t
+ u · ∇p + γp∇ · u = 0,
(25)
where ρ is the mass density, u = (u1, . . . , un) the velocity, p the pressure, γ
the adiabatic index and x = (x1, . . . , xn) the rectangular space coordinates.
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The Lie algebra of point symmetries is spanned by
Ξ0 =
∂
∂t
, Ξi =
∂
∂xi
i = 1, . . . , n,
Ξ4 = t
∂
∂t
+ xk
∂
∂xk
,
Ξ5 = t
∂
∂t
− uk ∂
∂uk
− 2p ∂
∂p
, Ξ6 = ρ
∂
∂ρ
+ p
∂
∂p
,
Ξ6+i = t
∂
∂xi
+
∂
∂ui
, i = 1, . . . , n,
Ξ9+i = x
k ∂
∂xj
− xj ∂
∂xk
+ uk
∂
∂uj
− uj ∂
∂uk
, j, k = 1, . . . , n, j < k;
(26)
the operators Ξ0 and Ξi (i = 1, . . . , n) characterize time and space transla-
tions, Ξ4, Ξ5 and Ξ6 scaling transformations, Ξ6+i (i = 1, . . . , n) Galilean
transformations, and the remaining operators characterize spatial rotations.
In the one-dimensional case, Ibragimov proves that the system is nonlin-
ear self-adjoint with
ψ1 = ρu, ψ2 =
u2
2
, ψ3 =
1
γ − 1;
the same proof applies also in the case of more than one space dimension.
In a recent paper [18], the classification of all well known local and non-
local classical conservation laws, written in the integral form, is listed:
d
dt
∫
Ω(t)
ρdω = 0, Conservation of mass,
d
dt
∫
Ω(t)
ρudω = − d
dt
∫
S(t)
ρνdS, Momentum,
d
dt
∫
Ω(t)
ρ(tu− x)dω = −
∫
S(t)
tρνdS, Center of mass,
d
dt
∫
Ω(t)
(
1
2
ρ|u|2 + p
γ − 1)dω = −
∫
S(t)
pu · νdS, Energy,
d
dt
∫
Ω(t)
ρ(x× u)dω = −
∫
S(t)
p(x× ν)dS, Angular momentum,
(27)
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where Ω(t) is an arbitrary n-dimensional volume, moving with fluid, S(t) is
the boundary of the volume Ω(t) and ν is the unit (outer) normal vector to
the surface S(t).
If we write the above conservation laws in the general form
d
dt
∫
Ω(t)
Tdω =
∫
S(t)
(χ · ν)dS,
then the differential form of these conservation laws follows, say
Dt(T ) +∇ · (χ+ Tu) = 0.
Moreover, if γ = n+2
n
, it is proved that the system admits the following
two additional conservation laws:
d
dt
∫
Ω(t)
[t(ρ|u|2 + np)− ρx · u]dω = −
∫
S(t)
p(2tu− x) · νdS
d
dt
∫
Ω(t)
[t2(ρ|u|2 + np)− ρx · (2tu− x)]dω = −
∫
S(t)
2tp(tu− x) · νdS.
(28)
We notice that if γ = n+2
n
, Euler equations admit an additional Lie point
symmetry [19]-[21] spanned by
Ξ13 = t
2 ∂
∂t
+ txi
∂
∂xi
− ntρ ∂
∂ρ
+ (xi − tui) ∂
∂ui
− (n+ 2)tp ∂
∂p
. (29)
It was shown in [22] that these two additional conservation laws together with
the previous classical conservation laws provide all pointwise conservation
laws of the system, i.e., the conservation laws whose components depend on
the variables t, x, ρ, u, p, and do not involve derivatives of ρ, u and p.
3 A new mixed method
The new approach we propose starts from Ibragimov method even if it over-
comes the concept of nonlinearly self-adjointness.
Considering the Euler-Lagrange equations
δL
δuα
= 0, α = 1, . . . , m, (30)
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we work directly with the condition
Di(C
i +H i)
∣∣
(30) = 0, (31)
where H i are the components of an additional arbitrary vector field H with
zero divergence, and C i are the components of a conserved vector C defined
in (12).
In fact, if we add an arbitrary vector field whose divergence is zero in
(11), we have
X(L) +DkξkL = −DiH i = 0;
because of the relation (13) it is
W α
δL
δuα
+Di(N iL) = −DiH i,
whereupon
Di(C
i +H i) = −W α δL
δuα
; (32)
as a consequence, we get (31), where the components C i = N i(L) (i =
1, . . . , n) are given by (12).
In our approach, when we consider a system of partial differential equa-
tions of order k,
Fα(x,u,u(1),u(2), . . . ,u(k)) = 0, α = 1, . . . , m, (33)
the vector field ψ involved in the expression of the formal Lagrangian L,
L =
∑
ψαFα, (34)
is an unknown arbitrary function of x, u, and possibly also of the partial
derivatives of dependent variables up to a finite order.
In fact, if we start from (32), and use [7]
δL
δuα
= λβαFβ + λ
jβ
α Dj(Fβ) + . . . = 0, α = 1, . . . , m, (35)
we obtain a unique condition that overcomes the condition of nonlinear self-
adjointness required as a prerequisite to determine the components of the
conserved vector in Ibragimov approch:
Di(C
i +H i) = −W α
(
λβαFβ + λ
jβ
α Dj(Fβ) + . . .
)
, (36)
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that evaluated on the solutions of the system of partial differential equations
(20), gives us:
Di(C
i +H i)
∣∣
Fα=0
= 0. (37)
The above relations is a differential system in ψ, H and all their derivatives
with respect to the independent and dependent variables. Forcing to zero
the coefficient of all derivatives uα(1), u
α
(2), . . ., we get a set of differential con-
straints for ψα and H i (α = 1, . . . , m, i = 1, . . . , n); by solving this set of
differential conditions, we may obtain the explicit expression of ψ and H,
and simultaneously get the components of the conserved vector.
In this context, the presence of the derivatives of the functions H i
H(σ) = {Di1 . . .Diσ(Hj(x,u))}, σ = 1, . . . , k, j = 1, . . . , n,
in the coefficients of uα(1), u
α
(2), . . . in (37) provides the differential constraints
linking ψα to H i that obviously are not independent.
Moreover, the components of the new conserved vector
T = C+H
contain the components C i (i = 1, . . . , n), linked to the symmetries, and
H i that may be independent of the symmetries; in this way, we recover the
components of the conserved vector of Ibragimov and an additional term
that, sometimes is independent of the symmetries.
4 Applications
In this Section, we present some applications of the method outlined in the
previous section.
Example 3 (KdV equation) Let us consider the KdV equation (21) and
the formal Lagrangian L = ψ(ut − uxxx − uux), where ψ = ψ(t, x, u).
Let us take a linear combination of the admitted Lie point symmetries
(22), say
Ξ = a1Ξ1 + a2Ξ2 + a3Ξ3 + a4Ξ4,
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a1, a2, a3 and a4 being arbitrary constants. Now, let us write T
1 and T 2 by
using the expressions of C1 and C2 given by (12)
T 1 = C1 +H1 = W
∂L
∂ut
+H1,
T 2 = C2 +H2 =
=W
[
∂L
∂ux
−Dxx
(
∂L
∂uxxx
)]
−DxW
[
Dx
(
∂L
∂uxxx
)]
+DxxW
[
∂L
∂uxxx
]
+H2,
(38)
where H1 = H1(t, x, u), H2 = H2(t, x, u), and
W = −(a1 + 2a2u)− (a4 + a1t + a2x)ux − (a3 + 3a2t)ut.
By requiring
[Dt(T
1) +Dx(T
2)]|∆=0 = 0,
and forcing to zero the coefficients of the derivatives of u, we get the differ-
ential constraints for the functions ψ, H1 and H2.
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If a3 + 3a2t 6= 0 we obtain
ψ =
c0
a2
+ c2u+ c3(tu+ x) + g(ξ)(a3 + 3a2t)
1/3
− c1
(
3a1a3 − a2(6a4 − t(a1 + 2a2u))
6a22
)
− c1
(
a1a3 − a2(3a4 + a3u+ 3a2(tu+ x))
9a22
)
log |a3 + 3a2t|,
H1 =
(
(c1ξ + a2g(ξ)− g′′′(ξ))(a3 + 3a2t)1/3
−
(
a4 + a1t+ a2x+
a3 + 3a2t
2
u
)
g′(ξ)
)
u
+ a1(a3 + 3a2t)
1/3g(ξ) + a1
(
c0
a2
− c3x
)
+ ∂xh1(t, x)
− c1 a1
3a32
(a1
2
(3a3 + a2t)− 2a2a4
+
(a1a3
3
− a2(a4 + a2x)
)
log(a3 + 3a2t)
)
,
H2 =
(
(c1ξ + a2g(ξ)− g′′′(ξ))(a3 + 3a2t)1/3
−
(
a4 + a1t+ a2x+
a3 + 3a2t
2
u
)
g′(ξ)
)
× a4 + a1t + a2x
a3 + 3a2t
u
− a1
(a3 + 3a2t)1/3
g′′(ξ) + h2(t)− ∂th1(t, x),
(39)
where
ξ =
−a1(a3 + a2t) + 2a2(a4 + a2x)
2a22(a3 + 3a2t)
1/3
,
while g(ξ), h1(t, x) and h2(t) are arbitrary functions of their arguments and
ci for i = 0, . . . , 3, arbitrary constants.
We remark that if
c1 = g(ξ) = 0, h1(t, x) = a1
(
c3
x2
2
− c0
a2
)
x+ h3(t),
and
h2(t) = h
′
3(t),
we obtain
H1 = H2 = 0,
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(h3(t) arbitrary function), and we recover exactly Ibragimov expression of ψ.
The density and the flux, without the additional terms that give trivial
contributions to the conservation laws, read
T 1 = u
(
−c0 + c1
(
x+ t
u
2
)
− c2
(
a1 +
3
2
a2u
)
+ c3
(
a4 + a3
u
2
))
,
T 2 = c0
(
1
2
u2 + uxx
)
+ c1
(
−
(
1
2
x+
1
3
tu
)
u2 +
(
1 +
1
2
ux
)
ux − (x+ tu)uxx
)
+ c2
((a1
2
+ a2u
)
u2 − 3
2
a2u
2
x + (a1 + 3a2u)uxx
)
+ c3
(
−
(
1
2
a4 +
2
3
a3u
)
u2 +
1
2
a3u
2
x − (a4 + a3u)uxx
)
+ h2(t).
(40)
By taking a1c2 = 1 and all the remaining coefficients vanishing (or a4c3 = 1,
and all the remaining coefficients vanishing), we get
T 1 = −u, T 2 =
(
u2
2
+ uxx
)
(41)
related to galilean group (space translation, respectively). Moreover, by taking
a2c2 = 1 and all the remaining coefficients vanishing (or a3c3 = 1, and all
the remaining coefficients vanishing), we get
T 1 = −3
2
u2, T 2 = −3
2
(
u2x − 2uuxx −
2u3
3
)
, (42)
related to the scaling group (the time translation, respectively).
If only c0 6= 0, we recover the same conservation law linked to the galilean
group, whereas if only c1 6= 0 we find the conserved vector
T 1 =
(
x+ t
u
2
)
u, T 2 =
(
ux + t
(
u2x
2
− uuxx − u
3
3
)
− x
(
u2
2
+ uxx
))
not related to a Lie symmetry but obtained in [3, 15].
Example 4 (The Fornberg–Whitham equation) Let us consider the Forn-
berg –Whitham equation
∆ = ut − utxx − uuxxx − 3uxuxx + uux + ux = 0. (43)
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In a recent paper [23], using the IM, it was proved that (43) is nonlinear self-
adjoint with ψ = k0 (k0 constant), even if only trivial conservation laws have
been obtained [24]. Now we show that the method proposed in the previous sec-
tion is able to provide nontrivial conservation laws for the Fornberg-Whitham
equation (43).
The equation (43) admits the following symmetries:
Ξ1 =
∂
∂t
, Ξ2 =
∂
∂x
, Ξ3 = t
∂
∂x
+
∂
∂u
.
Starting from a linear combination of them, Ξ = a1Ξ1+ a2Ξ2+ a3Ξ3 (a1, a2,
a3 arbitrary constants), we have
W = a3 − a1ut − (a2 + a3t)ux.
Assuming ψ, H1 and H2 functions of t, x, u, through the condition
[Dt(T
1) +Dx(T
2)]
∣∣
∆=0
= 0,
where we force to zero the coefficients of all derivatives of u, we obtain
ψ = c0t + c1x+ g(x),
H1 = a1(u(c0 + c1 + g
′(x)) +
u2
2
(c1 + g
′(x)− g′′′(x))),
H2 = 0,
(44)
with a2 = a3 = 0 and a1 6= 0 (it means that the galilean group and space
translation do not induce local conservation laws), whereas g(x) is an arbi-
trary function of its arguments while c0 and c1 are arbitrary constants.
Eliminating the terms that lead to trivial contributions in the conservation
law, we get
T1 = a1
(
c0u+
5
3
c1u
(
1 +
u
2
)
− 5
3
(c0t+ c1x)ut
)
,
T2 = −2
3
c0a1
(
u
(
1 +
1
2
u
)
− u2x − utx
)
+
5
3
c1a1(utux + uxx + uutx)
− 5
3
(c0t+ c1x)a1 (ut(1 + u− uxx)− 2uxutx − uttx − uutxx) .
(45)
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By taking a1c0 = 1 and all the remaining coefficients vanishing, we obtain
T 1 = u− 5
3
tut,
T 2 = −2
3
(
u
(
1 +
u
2
− uxx
)
− u2x − utx
)
− 5
3
t(ut(1 + u− uxx)− 2uxutx − uutxx − uttx).
(46)
While if a1c1 = 1 and all the remaining coefficients vanishing, we get
T 1 =
5
3
(u
(
1 +
u
2
)
− xut),
T 2 =
5
3
(utux + uxx + uutx)− 5
3
x (ut(1 + u− uxx)− 2uxutx − uutxx − uttx) .
(47)
We observe that, when
g(x) = k0 = const., c0 = c1 = 0,
we obtain H1 = H2 = 0, and the trivial conservation law reported in [24]
arises.
Example 5 (Short Pulse equation) Let us consider Short Pulse equation
[25]-[27]:
∆ ≡ utx − u− 1
2
u2uxx − uu2x = 0, (48)
which describes the propagation of linearly polarized ultra-short light pulses
in a one-dimensional medium with assuming that the light propagates in the
infrared range.
The Lie point symmetries admitted by (48) are spanned by:
Ξ1 =
∂
∂t
, Ξ2 =
∂
∂x
, Ξ3 = t
∂
∂t
− x ∂
∂x
− u ∂
∂u
.
In this case, we consider only the operator Ξ3 so that
W = −a3(u+ tut − xux);
we neglect time and space translations (operators Ξ1 and Ξ2), since we can
insert their contributions at the end of the procedure by replacing a3t with
a3t + a1 and a3x with a3x+ a2.
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It is well known that the ABM and IM, when ψ depends on the inde-
pendent, the dependent variables and the first derivatives, lead to obtain
some nontrivial conservation laws [7]; here, we consider ψ = ψ(t, x, u, ut, ux),
H1 = H1(t, x, u, ut, ux) and H
2 = H2(t, x, u, ut, ux).
According to the procedure, we impose the constraint
[Dt(T
1) +Dx(T
2)]
∣∣
∆=0
= 0,
and solving the differential conditions obtained by requiring that the coeffi-
cients of all derivatives of u greater than or equal to 2 are zero, we get
ψ =
(c2 + 3a3f(t))u
a3t
+ (2ut − u2ux)f(t) + c3ux√
1 + ux2
− uf ′(t),
H1 = c1
√
1 + u2x + (c2 + a3(3f(t)− tf ′(t)))
(
u+ xux
t
− u
2
2
ux
)
ux
− a3u ((tu+ 2ux)f ′(t)− tuxf ′′(t)) ,
H2 = −u
2
2
(
c1
√
1 + u2x + (c2 + a3(3f(t)− tf ′(t)))ux
(
u+ xux
t
− u
2
2
ux
)
− a3
(
u(tu+ 2ux)f
′(t)− tuuxf ′′(t) + f
′(t)
t
(2 + t2
u2
2
)− 3f ′′(t) + tf ′′′(t)
)
+2(c2 + a3(3f(t)− 2tf ′(t)))
(
1
t2
+
u2
4
− x
t
))
,
(49)
with c1, c2 and c3 arbitrary constants, and f(t) arbitrary function of t.
When c1 = c3 = 0, f(t) = c0 (c0 constant) and c2 = −3a3c0, we get
H1 = H2 = 0, and we recover the expression of ψ for which equation (48) is
nonlinear self-adjoint [5]-[7]; this is also the form of the multiplier that leads
to get a set of conservation laws by using ABM.
Finally, neglecting the terms leading to trivial conservation laws, we ob-
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tain
T 1 = c1
√
1 + u2x − c2u2 + a3c3
(u+ tut − xux)
(1 + u2x)
√
1 + u2x
uxx + 2a3tf(t)uut,
T 2 = −c1u
2
2
√
1 + u2x +
c2 − a3(f(t) + tf ′(t))
4
(u4 + (u2ux − 2ut)2)
− a3tf(t)
(
u3ut + (u
2ux − 2ut)(uuxut − utt + u
2
2
utx))
)
− a3c3√
1 + u2x
×
(
(u+ tut − xux)utx
1 + u2x
− (u2 + tuut)(1 + u2x) + ux(2ut + tutt − t
u2
2
utx)
)
;
(50)
moreover, we can replace a3t → a3t + a1 and a3x → a3x + a2 and obtain
richer forms.
The expressions of density and flux include the known results obtained by
applying IM and ABM that we recover if c1 = c3 = 0, f(t) = c0 (c0 con-
stant) and c2 = −3a3c0; in fact, with these assumptions we get the following
conservation law
Dt(u
2) +
1
4
Dx(u
4 + (u2ux − 2ut)2) = 0.
Moreover, we get a new conservation law by taking c1 6= 0 and all remain-
ing coefficients vanishing,
[Dt(
√
1 + u2x)−Dx(
u2
2
√
1 + u2x)]
∣∣∣∣
∆=0
= 0.
Another conservation law, linked to the scaling group Ξ3, is characterized by
the following expressions of density and flux
T 1 = c3
(u+ tut − xux)
(1 + u2x)
√
1 + u2x
uxx + 2tf(t)uut
T 2 =
−(f(t) + tf ′(t))
4
(u4 + (u2ux − 2ut)2)
− tf(t)
(
u3ut + (u
2ux − 2ut)(uuxut − utt + u
2
2
utx))
)
− c3√
1 + u2x
×
(
(u+ tut − xux)utx
1 + u2x
− (u2 + tuut)(1 + u2x) + ux(2ut + tutt − t
u2
2
utx)
)
.
(51)
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Example 6 (Euler equations of gas dynamics) Let us again consider the
polytropic gas dynamics equations (25) with γ = 2+n
n
, whose symmetries are
listed in section 2.1 (formulas (26), (29)). As usually, we consider a linear
combination of all operators admitted by the system,
Ξ =
10+i∑
k=0
akΞk, i = 1, . . . , n.
Following the method above proposed, assuming ψk, k = 1,. . ., 2+ n, and
H i, i = 1, . . . , 1 + n, functions of all dependent and independent variables,
imposing the condition
[Dt(T
1) +Dxk(T
k)]
∣∣
(25) = 0, k = 1, . . . , n,
and solving the differential constraints, obtained requiring the coefficients of
all derivatives to be zero, we get explicit forms of H i (i = 1, . . . , 1+ n), and,
consequently, some conservation laws.
In the following, we consider the 3-dimensional case that includes the
subcases 2- and 1-dimensional ones if x3 = u3 = 0 and all dependent variables
functions of t, x1, x2, or x2 = x3 = u2 = u3 = 0 with dependent variables
function of t, x1, respectively; so, we get:
H1 = −a6(ψ5p+ ψ1ρ) + ((2k6t + k5)t+ k3)( 2
γ − 1p+ ρ(u
2 + v2 + w2))
+ ρt(k7u+ k10v + k12w − 2k6(ux+ vy + wz))
+ ρ (k9u+ k11v + k8w − k5(ux+ vy + wz)
− k2(wx+ uz)− k1(wy − vz)− k4(uy − vx)
+k6(x
2 + y2 + z2)− k7x− k10y + k12z + f(pρ−γ)
)
,
H2 = uH1 − a6ψ2p+ p (t(k7 − 2k6x+ k4y) + k9 − k5x+ k2z) ,
H3 = vH1 − a6ψ3p+ p (t(k10 − k4x− 2k6y) + k11 − k5y + k1z) ,
H4 = wH1 − a6ψ4p+ p (t(k12 − 2k6z) + k8 − k2x− k1y − k5z) ,
(52)
with ai = 0 for all i = 1, . . . , 13 and i 6= 6; for the sake of simplicity, we
renamed the variables as follows: x1 = x, x2 = y, x3 = z, u1 = u, u2 = v
and u3 = w.
In previous formulas, all ψi (i = 1, . . . , 5) continue to be arbitrary func-
tions of their arguments, f(pρ−γ) is an arbitrary function of its arguments,
and kj for j = 1, . . . , 12 are arbitrary constants.
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As a result, we have
T 1 = ((2k6t+ k5)t+ k3)(
2
γ − 1p+ ρ(u
2 + v2 + w2))
+ ρt(k7u+ k10v + k12w − 2k6(ux+ vy + wz))
+ ρ (k9u+ k11v + k8w − k5(ux+ vy + wz)
− k2(wx+ uz)− k1(wy − vz)− k4(uy − vx)
+k6(x
2 + y2 + z2)− k7x− k10y + k12z + f(pρ−γ)
)
,
T 2 = uT 1 + p (t(k7 − 2k6x+ k4y) + k9 − k5x+ k2z) ,
T 3 = vT 1 + p (t(k10 − k4x− 2k6y) + k11 − k5y + k1z)) ,
T 4 = wT 1 + p (t(k12 − 2k6z) + k8 − k2x− k1y − k5z) ,
(53)
where we neglected the terms giving trivial contributions to T 1, T 2, T 3 and
T 4.
Splitting the coefficients of the integration constants k1, . . . , k12, we get
twelve forms of the conserved vectors.
Integrating the density and the fluxes of (53) on Ω(t), an arbitrary 3–
dimensional volume, moving with the fluid, we obtain all well known classical
conservation laws listed in [18], and reported in section 2.1 (formulas (27)
and (28)); when all but one coefficient ki (i = 1, . . . , 12) and f(pρ
−γ) vanish,
we get the conservation of the components of angular momentum (k1 6= 0,
k2 6= 0, or k4 6= 0), the conservation of energy (k3 6= 0), the two “additional”
laws (k5 6= 0, or k6 6= 0), the laws of center of mass (k7 6= 0, k10 6= 0, or
k12 6= 0), the conservation of the components of linear momentum (k9 6= 0,
k11 6= 0, or k8 6= 0), and we get the conservation of mass (all ki vanishing
and f(pρ−γ) = const.). In addition, a new conservation law arises if f(pρ−γ)
is not constant.
5 Conclusions
In this paper, we introduced a new mixed method for the construction of con-
servation laws of differential equations. The technique, in some sense, merges
the well known Ibragimov method and the one by Anco and Bluman; our
method, in fact, is able to recover, at least in the examples we considered, all
the conservation laws found by using ”the direct method”, and at the same
time to show which symmetry, if any, is related to a conservation law. In
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particular, in section 4, we have found with our method new explicit con-
servation laws for the Short Pulse equation and for the Fornberg–Whitham
equation.
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