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SUMMARY
This dissertation investigates dissipation in microelectromechanical (MEMS) reson-
ators via detailed analysis and modeling of the energy loss mechanisms and provides
a framework toward creating resonant devices with ultra-low dissipation. Fundamental
mechanisms underlying acoustic energy loss are explored, the results of which are applied
to understanding the losses in resonant MEMS devices. Losses in the materials, which
set the ultimate limits of the achievable quality factor of the devices, are examined. Other
sources of loss, which are determined by the design of the resonator, are investigated and
applied to example resonant MEMS structures. The most critical of these designable loss
mechanisms are thermoelastic dissipation (TED) and support (or anchor) loss of acoustic
energy through the attachment of the MEMS device to its external environment. The dissi-
pation estimation framework enables prediction of the quality factor of a MEMS resonator,
which were accurate within a factor of close to 2 for high-frequency bulk acoustic wave
MEMS resonators, and represents a signficant step forward by closing one of the largest
outstanding problems in MEMS devices: how to predict the quality factor for a given de-
vice.
Dissipation mitigation approaches developed herein address the most critical dominant
loss mechanisms identified using the framework outlined above. These approaches include
design of 1D phononic crystals (PCs) and novel 3D MEMS structures to trap and isolate
vibration energy away from the resonator anchors, optimization of resonator geometry to
suppress thermoelastic dissipation, and analysis of required levels of surface polish to re-
duce surface dissipation. Phononic crystals can be used to manipulate the properties of
materials. In the case of the 1D PC linear acoustic bandgap (LAB) structures developed
here, this manipulation arises from the formation of frequency stop bands, or bandgaps,
xxvii
which convert silicon from a material capable of supporting acoustic waves to a material
which rejects acoustic propagation at frequencies in the bandgap. The careful design of
these LAB structures is demonstrated to be able to enhance the quality factor and inser-





Electron waves, due to their nature as collections of nearly-free particles, suffer from energy
loss at a far greater rate than their acoustic equivalents. This is because electrons in a gas-
like state are bound to scatter with greater frequency due to the long-distance interaction of
charged particles and quickly reach thermal equilibrium, whereas phonons (acoustic quasi-
particles), a large number of which in synchronous make up an acoustic wave, can easily
slip by each other. This simple physical fact has motivated the development of acoustic
wave technologies, in which the high quality factor (or Q, a measure of energy dissipation)
of an acoustic device is exploited to enhance performance of combined electromechanical
systems. Advances in micromachining technology over the past few decades have taken
great strides in miniaturizing such devices and systems, for which combined fabrication of
integrated transducers, usually capacitive or piezoelectric, is now commonplace. This has
led to the Microelectromechanical Systems (MEMS) and the emerging Nanoelectrome-
chanical Systems (NEMS) fields. Meanwhile, transistors, resistors, capacitors, and even
inductors (to some extent) have long succumbed to the quest for integration on chip that
has driven the semiconductor industry for the past half-century. However, several necessary
components for most modern systems have eluded integration so far: low-jitter oscillators
and high-rejection filters. In addition, miniaturized sensors, which act as the gateway for in-
formation exchange between the physical and digital worlds, are in ever-increasing demand
because of the growing importance of real-time environmental monitoring for applications
including personal health, food safety, navigation, and many others.
High-performance oscillators are traditionally made from quartz crystals. Quartz is
exceptionally resistant to frequency drift, as long as its temperature and dimensions are
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held constant. This is usually achieved by sealing a large quartz crystal inside a metal can
and actively heating it to maintain a constant temperature. Unfortunately, this technique is
not compatible with modern semiconductor manufacturing, relegating the crystal oscillator
to an external package from the rest of the circuitry it is associated with. The wiring
connecting the oscillator to its companion integrated circuit (IC) contributes significant
performance losses and sensitivity to interference, and maintaining the oscillator crystal at
a stable temperature draws high power. Similar arguments can be made against surface
acoustic wave (SAW) devices, which make up the bulk of state-of-the-art bandpass filters.
Fortunately, MEMS techniques for constructing oscillators, filters, and sensors, utilizing
fabrication methods developed for semiconductor manufacturing, are emerging, which may
soon enable them to join their fellow components in sharing a single chip or package.
The scope of this research is to study energy dissipation and mitigation in tunable
MEMS-based resonators (henceforth, MEMS resonators), which can be used to set the
frequency in oscillator designs, serve as the frequency selective component in filters, and
act as high-performance resonant sensors. MEMS resonators have been shown to consume
small powers, allowing them to be used in low-power portable devices. Furthermore, these
resonators can be integrated on a single die along with the other circuitry of the device
during manufacturing. Multiple frequencies on a single chip are possible by using designs
for which the dominant frequency-setting dimension is defined lithographically. If MEMS
resonators can match the performance of traditional quartz and SAW components, there are
opportunities for disruptive impact in many low-power applications, from mobile phones
to wireless internet to handheld GPS units to Radio Frequency Identification (RFID) tags to
wireless sensor networks. In particular, energy dissipation mechanisms and their impact on
resonator quality factor, mitigation approaches, and tuning, trimming, and compensation
mechanisms for MEMS resonators and resonant sensors are areas of outstanding concern
for state-of-the-art research.
2
1.1 Origin and History of the Problem
Figure 1: SEM view of a 100 MHz SiBAR developed at Georgia Tech [70].
Figure 2: SEM view of a 50 nm capacitive gap of a 100 MHz SiBAR [71].
This work originates with the study of sound waves, such as those conducted by Lord
Rayleigh and others in the late 1800s. Ultimately, the physics of sound waves can be
considered to be a generalization of Newton’s laws of motion to distributed matter. In-
vestigation in the field of acoustics was spurred on by the development of crystalline and
condensed matter physics in the early 1900s and continues to today. Fundamental works
concerning the energy dissipation of acoustic waves in perfect crystals were contributed by
Akhieser [6], Landau and Rumer [43], as well as Zener [97] in the 1930s. The first two
studies concentrated on dissipation through phonon-phonon interactions in solids, while
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Figure 3: Mode shape of 100 MHz SiBAR (support tethers removed) showing displace-
ment in the transverse width direction which sets the frequency of resonance.
the latter study by Zener gave the foundation for study of thermoelastic dissipation (TED),
which is similar in many aspects to the Akhieser-type dissipation. The consequences of
Landau and Rumer’s work were relatively unknown in the MEMS community until re-
cently [87], since it is relevant to frequencies in the gigahertz range.
In the mid-1900s and onward, much attention became focused on the anharmonic prop-
erties of crystals, as these properties account for the dissipation in the material through
which the acoustic wave propagates. Some of this work was experimental, such as Mc-
Skimin’s work with silicon and other materials [50, 51]. Other work focused on theoret-
ical aspects, such as lattice dynamics [18, 57, 58, 78, 101]. In these studies, dissipation
mechanisms such as phonon-electron interaction and scattering due to defects and surface
roughness began to be considered.
It was around this time that the discovery of curious temperature behavior in quartz
crystals led to great interest in piezoelectrically-actuated oscillators [19, 88]. Since an os-
cillator is essentially a “time sensor”, counting the number of oscillations in a certain period
will give an estimate of the time elapsed. However, if the oscillator becomes irregular in its
cycles, i.e., the frequency of oscillation drifts, this time estimate will become inaccurate.
Due to the nature of the interatomic potentials binding a solid crystal together, an increase
in temperature will generally lead to an expansion of the crystal lattice, which necessarily
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leads to a change in the macroscopic stiffness described through the modulus of elasticity
of the material. Typically, the sign of this change results in the material becoming softer
with an increase in temperature, causing the oscillator to run slower than nominal. If this
occurs, the oscillator will cause fewer counts in a given period, causing that time period
to be measured shorter in duration than it is in reality. However, in certain crystal cuts
of quartz, the sign of the elastic modulus change is positive with temperature. Then the
thermal expansion of the crystal is offset by an increase in the effective elastic modulus,
such that the round-trip times (i.e., the oscillator period) of the acoustic waves remain con-
stant. This temperature stability is highly-desired feature of oscillator systems, and has led
to quartz’s domination of the oscillator market. Only recently are technologies emerging
which can compete with quartz in these areas.
The most popular competing acoustic technologies are Surface Acoustic Wave (SAW)
devices [41, 94] and (thin) Film Bulk Acoustic Resonators (FBARs) [39, 68]. FBARs and
SAWs have been the devices of choice for gigahertz filter applications in modern telecom-
munications systems due to their high coupling coefficients. Because of the thin film thick-
nesses used in these devices (on the order of microns), FBARs can be considered as a type
of MEMS device. However, a drawback associated with FBARs is the large area required
for efficient coupling. Also, they are difficult to compensate for process and temperature
variations.
In the early 2000s, the Georgia Tech Integrated MEMS (IMEMS) group became inter-
ested in silicon-based bulk acoustic wave (BAW) resonators with true MEMS-scale dimen-
sions. Initially, single-crystalline silicon (SCS) resonators were developed, taking advan-
tage of the efficiency of nanogap transduction with the High Aspect Ratio combined Poly-
and Single-crystal Silicon (HARPSSTM) process [8, 63]. These became known as SiBARs
(Figures 1, 2, and 3), short for Silicon Bulk Acoustic wave Resonators [64]. While these
devices showed promise of low energy dissipation via high quality factors, their insertion
















Release Cavity Si Handle





Ground Plane AccessPiezoelectric Layer
Drive/Sense Electrodes
Figure 4: Thin-film Piezoelectric-on-Substrate (TPoS) resonator schematic (left) and
cross-section (right). The TPoS technology was developed at Georgia Tech, and is now
being commercialized by Integrated Device Technology (IDT), Inc.
to sustain the oscillations) suffered from the requirement of high polarization voltages to
attain efficient capacitive transduction. As a solution to this issue, high-coupling piezo-
electric thin films were deposited on the surface of the SiBARs, creating the Thin-film
Piezoelectric-on-Silicon (TPoS) technology, shown in Figures 4 and 5 [32, 35]. Using
a high-quality piezoelectric layer allowed improved insertion loss (IL) at the expense of
some quality factor, although this trade-off can be somewhat mitigated by carefully setting
the relative thicknesses of the silicon and piezoelectric layers. The SiBAR and TPoS tech-
nologies form the foundations of a large portion of the present work, in which it is sought
to evaluate energy dissipation trade-offs to attain high performance without sacrificing the
quality factor of the device.
Recently, the IMEMS group has developed 3D micro-Hemispherical Shell Resonators
(µHSRs) which are intended to be highly-axisymmetric and low-dissipation resonators for
gyroscope and other low-frequency sensor applications (Figure 6). These devices represent
a voyage into unknown territories in terms of their dissipation mechanisms and, combined
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Figure 5: SEM view of TPoS resonator. Light gray regions are molybdenum (Mo) elec-
trodes. Medium gray is the aluminum nitride (AlN) layer. The black areas are the trenches
cut by silicon DRIE Bosch process.
with high-frequency SiBAR and TPoS technologies, form an ideal test bed for the Q anal-
ysis framework developed herein.
1.2 Distributed Equations of Motion and Reduction to Second-Order
System
The underpinnings of this work rely on understanding the distributed vibration patterns of a
MEMS resonator (i.e., the vibration mode shape). By treating the particles of the resonator
as a continuous field of displacements, one may describe the position of any particular par-
ticle at any given instant of time of the resonator body in terms of the sum of its position
vector at rest and a displacement vector from its rest position. Pure translation and rota-
tion can be ignored in most cases (with appropriate consideration for accelerometers and
gyroscopes), meaning only the pure deformations of the resonator are of interest. Hence,
the vibration of the resonator can be described in its most general form by the distributed








in which t represents time, x j is the coordinate in the jth direction, ui is the ith component
of displacement, σi j is the i jth component of the stress tensor, ρ is the mass density of the
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Figure 6: Optical micrograph of a platinum-coated oxide micro-hemispherical shell res-
onator (µHSR) studied in this work.
material, and Fbody represents forces which occur internally to the body such as gravity
or thermal stresses due to non-constant temperature over the resonator. Considering the
viscosity of the material and dissipation that effectively manifests itself as viscous-like













where the constitutive relation between stress and strain tensors σi j = ci jklεkl has been used,
with ci jkl as the material stiffness tensor and ηi jkl representing the viscosity tensor which
accounts for resistance to linear changes of the strain with time. Viscous damping origi-
nates with the flow of atoms inside the material due to the tendency to move away from
higher concentrations via diffusion, and hence is more significant in amorphous materials
such as silicon dioxide, where the disorder in the material results in non-optimal flow and
needs to relax to the final state, rather than in crystalline materials such as silicon where all
atoms in a crystal plane can move essentially simultaneously (in a perfect crystal). In ad-
dition to the distribution of the body forces acting on the device, there are additional forces
which are imposed by the boundary conditions (e.g., mechanical or electrostatic surface
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tractions). Once the above equation of motion is solved for the distributed vibration pattern
of the resonator (typically using numerical methods for complicated geometry, although
analytical solutions may exist in special cases), one may reduce the particular mode to a
second-order system where typically the spatial maximum amplitude (umax) is used as the
amplitude for convenience. Then one may define an effective modal stiffness, mass, and








+ Keffumax = Fexternal (3)
In the above, the effective modal damping coefficient can be written in terms of Q as
Deff = Meffωn/Q = Keff/ωnQ. The effective modal mass and stiffness are relatively straight-
forward to obtain and predominantly depend on the geometry and material of the device.
However, the damping coefficient can be quite complicated to model accurately, as will be-
come apparent throughout this dissertation. A main thesis of this work is that by developing
deep understanding of the appropriate distributed dissipative terms for the given vibration
mode, one may derive accurate bounds for the damping coefficient, or alternatively, the Q
of the resonator. The insights required to do this will be discussed in much more detail in
the following chapters.
1.3 The Meaning of Low Dissipation in MEMS Resonators
In (3), the distributed vibration mode of a MEMS resonator is represented in terms of a
lumped-element equivalent spring-mass system. If Deff is zero, the system is lossless, and
the energy of the system oscillates perfectly between its kinetic and potential forms (i.e., the
maximum displacement and velocity are 90° out-of-phase). When Deff becomes non-zero
(as in essentially any real-world system), the phase relationship between the displacement
and velocity is perturbed, resulting in a net force on the system which removes mechanical
energy from the oscillator. Eventually, if the dissipative system is left to oscillate freely,
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the amplitude of the oscillation will decay to zero, leaving the system in its rest state. In
the simplest case, the spring-mass system would be brought to rest by an external force
which is out of phase with the displacement and opposite in direction to the velocity, much
like how a child’s swing can be gently stopped by applying small pushes when they are
near to the ground, whereas applying the same push at the apex of their swing causes them
to gain more energy and continue swinging. Alternatively, the dissipative forces can arise
internally, by means of internal friction. There are three main types of internal friction im-
portant to MEMS resonators: those arising due to viscosity of the material from disorder of
the atomic arrangement, those arising due to fundamental phonon and electron interaction
processes, and those arising due to solid heat conduction because of perturbations to the
temperature distribution of the resonator from the acoustic standing waves. Hence, a low
dissipation MEMS resonator experiences small internal friction and is designed to mini-
mize the influence of external forces which are out-of-phase with the acoustic resonance.
Dissipation influences many aspects of the performance of a resonant MEMS device.
Table 1 lists some of the parameters influenced by the Q factor, which represents the in-
verse of energy dissipation. In most cases, with the notable exception of static MEMS
devices such as accelerometers or microphones, a high Q is desired to enhance the perfor-
mance. For sensor applications, a higher Q can result in greater sensitivity and improved
signal-to-noise ratio (SNR). Gyroscopes are tricky beasts, in that they work best when they
are mode-matched, meaning the center frequencies of the two spatially-orthogonal modes
are matched within their bandwidth. However, if the Q increases, the bandwidth of each
resonance mode is decreased, and tighter control is needed to maintain the mode-matched
condition. Hence, Q control is absolutely essential in the case of a gyroscope.
1.4 Organization of the Dissertation
The remainder of this dissertation proceeds first with a discussion of energy dissipation and
its relation to quality factor in MEMS resonators in Chapter 2. The same chapter reviews
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Table 1: MEMS Device Performance Parameters Influenced by Q.
Parameter Relation to Q
Damped Resonator Center Frequency fc = fn
√
1 − 14Q2
Resonator Peak to Off-Resonance Amplitude Q
Slope of Phase-Frequency Response at fn −4πQ
Resonator Bandwidth (BW) BW3dB = ∆ f3dB = fn/Q
Resonator Motional Impedance Rm = KeffωnQη2







Free-Oscillation Decay Time (τ) τ = 2Q
ωn
Filter Roll-off (Low-pass Filter) Q/ fn











Mechanical Noise in 1 Hz BW On-Resonance ū2max|ω→ωn = 4kBT Q/ωnKeff
Mechanical Noise in 1 Hz BW Off-Resonance ū2max|ω→ωn = 4kBT/ωnKeffQ
important energy dissipation mechanisms in detail to develop a platform for analysis and
prediction of Q. Next, these principles are applied to study dissipation in SiBAR and TPoS
resonators in Chapter 3. Then Chapter 4 introduces Linear Acoustic Bandgap (LAB) struc-
tures and they are demonstrated to improve the performance of SiBAR and TPoS resonators
by removing the support loss component of Q. 3D micro-Hemispherical Shell Resonators
(µHSRs) are introduced in Chapter 5 and the important dissipation mechanisms are exam-
ined in the framework presented here. Due to the low stiffness of these structures, surface
loss is expected to dominate and a supporting model is developed based on thermoelastic
dissipation introduced by surface roughness, allowing estimation of the required surface
smoothness to achieve the targeted Q value. The support loss and bulk modal TED is also
examined for these resonators. Finally, the dissertation is brought to a close in Chapter 6 by
reviewing the contributions of this work to the field of resonant MEMS devices and making




QUALITY FACTOR IN MEMS RESONATORS
As can be inferred from the previous chapter, perhaps the most important measure of en-
ergy dissipation in resonant acoustic devices is quality factor, or Q. This chapter1 examines
several of the most important energy dissipation mechanisms in MEMS resonators and how
to relate them to the final Q of the device in a particular vibration mode of interest. How-
ever, since there are a large number of ways to dissipate energy, not all possible dissipation
mechanisms which may be relevant to a particular MEMS device can be included. Also,
many energy dissipation mechanisms require detailed and extensive analysis, such as those
which depend on the microstructure of the materials comprising the MEMS device and
require experimental knowledge which may not be available or depend on processing con-
ditions such as defect, dislocation, and doping concentrations. Instead, it is hoped that the
framework of studying energy dissipation developed here can be extended and adapted to
situations of interest as the need arises. Hence, this chapter starts with intrinsic dissipation
mechanisms which are inherent to the materials which compose the MEMS resonator, as
these can be considered to apply to a wide variety of MEMS devices. After this, common
extrinsic dissipation mechanisms are discussed, such as support loss relating to leakage of
acoustic energy through the attachment of the MEMS resonator to its package and bulk
modal thermoelastic dissipation (TED) arising from the standing acoustic wave pattern of
the vibration mode.
1Portions of this chapter on quality factor are adapted from work which has gone into a conference publi-
cation [9]. They have been updated and revised to fit the context of this dissertation.
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2.1 Relationship Between Energy Dissipation and Q
The most general definition of Q relates to the inverse of the fractional dissipation of energy
in the system per second. That is,
Q = 2π f
∣∣∣∣∣∣Esys.Ėsys.
∣∣∣∣∣∣ , (4)
where f is the steady-state operating frequency, Esys. is the energy contained in the MEMS
resonator (the sum of its kinetic and potential energies for a mechanical resonance), and
Ėsys. is the time derivative of the energy contained in the MEMS resonator if it were left in
free-oscillation (i.e., Ėsys. is the energy dissipation per second and is the amount of power a
sustaining amplifier would have to provide to maintain a constant amplitude if the MEMS
resonator were configured as an oscillator). This dissertation considers only passive MEMS
resonators; since the change of energy of the MEMS resonator with time is always negative
(or zero in special cases) for a passive device, the denominator of (4) is negative, but Q is a
positive quantity and absolute value signs are needed. The free-oscillation ring-down decay
time constant τ (how long it takes for the energy of oscillations to reach a factor of e−2π of
their original value) is closely related to this definition and can be determined as
τ = 2Q/ω. (5)
The physical intuition underlying τ is that a constant fraction of the energy is dissipated
from the system per cycle of oscillation, resulting in exponential decay. A commonly-used
alternative approximation of Q for low-dissipation devices relates the resonance frequency
of a MEMS resonator to its FWHM or -3 dB bandwidth
Q = fn/∆ f-3dB, (6)
which is sometimes called the peak sharpness [46]. These two definitions indicate that high
Q enables resonant devices to produce high spectral purity oscillations with a long decay
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time. With few exceptions, higher Q enables performance improvements in many resonant
MEMS devices. In other words, resonant MEMS devices are designed specifically to take
advantage of the high Qs offered by acoustic or mechanical vibration.
2.2 The Main Types of Energy Dissipation in MEMS Resonators
A large body of research has explored different dissipation mechanisms in flexural and
SAW devices; however, since high-frequency MEMS BAW resonators have only been
realized due to recent advances in micromachining techniques (i.e., fabrication of sub-
nanometer capacitive gaps, deposition of high quality piezoelectric thin films, etc.), dis-
sipation mechanisms in micromachined BAW devices remain open to advanced study. In
addition, 3D shell-type MEMS resonators have been attracting interest lately and present
a different set of challenges in understanding their dissipation mechanisms, mostly as a
consequence of the very thin shell layers which create unprecedentedly-high dependence
on the surface loss mechanisms. These two extremes of high-frequency BAW and low-
frequency shell devices form ideal test cases for a general platform for investigation of Q
in MEMS resonators and design of devices with the lowest possible dissipation.
For an ideal, lossless resonant device, the Q should be infinite according to (4). How-
ever, in reality, several dissipation mechanisms limit the Q of resonant devices. These can
be classified into intrinsic and extrinsic dissipation mechanisms. Intrinsic mechanisms are
those which pertain to fundamental loss processes occurring in the material of a resonator.
In other words, their contribution to Q can be determined by assuming the propagation of
the acoustic wave in a solid body of the same material as the MEMS resonator with infinite
extent. These are bulk acoustic waves (BAW), which may have longitudinal or transverse
(shear) polarization of the particle displacements relative to the direction of acoustic prop-
agation (or quasi-longitudinal and quasi-shear in the general case of anisotropic crystals).
Examples of intrinsic energy dissipation are interaction of the acoustic wave with the ther-
mal lattice vibrations (thermal phonons) or mobile charge carriers (in the form of electrons
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or holes). On the other hand, extrinsic dissipation mechanisms result from non-idealities in
design, such as finite dimensions of supports (i.e., support loss), air damping, and surface
dissipation mechanisms. In between the intrinsic and extrinsic dissipation mechanisms,
some dissipation mechanisms can be termed “quasi-intrinsic”, meaning that they can be
calculated in the infinite extent BAW model, but their contributions depend on how the
material was fabricated and its quality in terms of purity, defects, dislocations, voids, etc.
A key distinguishing feature of extrinsic and quasi-intrinsic dissipation mechanisms is that
they can theoretically be eliminated, meaning they do not impose an upper limit on the
achievable Q. Hence, a perfect, crystalline material will exhibit only fully-intrinsic dissi-
pation mechanisms (which may be termed fundamental dissipation mechanisms), but this
is an approximation to reality in most cases. The inverse relationship between energy dis-
sipation and Q as defined in (4) leads to (7), which represents the overall device Q as the







where Qi represents the contribution of a particular dissipation mechanism. Studying (7),
reduced damping by dissipation mechanism i translates to increased Qi, and therefore an
improvement in the overall Q. Further, if one (or a few) particular Qi is much lower than
the rest of the Qi, the final Q will be close to the lowest Qi. This loss mechanism can then
be said to be the dominant loss mechanism in the device. Table 2 summarizes the major
individual dissipation mechanisms present in resonant MEMS devices.
2.3 Intrinsic Dissipation Mechanisms
Intrinsic dissipation mechanisms for ideal, defect-free crystalline materials include phonon-
phonon interactions, phonon-electron interactions, and acoustic thermoelastic dissipation
(TED). In this section, the resonator is considered as an acoustic waveguide with an infinite
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Table 2: Major dissipation mechanisms in MEMS devices and classification by material
intrinsicality.
Dissipation Mechanism (Qi) Material Intrinsicality
Phonon-Phonon Interaction (QPhPh) Intrinsic
Phonon-Electron Interaction (QPhEl) Intrinsic
Acoustic Thermoelastic Dissipation (QTED) Intrinsic
Microscale and Intergranular TED Quasi-Intrinsic
Impurity/Defect/Dislocation/Isotope/Vacancy Scattering Quasi-Intrinsic
Grain Boundary Scattering Quasi-Intrinsic
Loss from Copropagating EM Waves
(Piezoelectric and Magnetic Materials) Quasi-Intrinsic
Bulk Modal Thermoelastic Dissipation (QBulkTED) Extrinsic
Support Loss (QSupport) Extrinsic
Air/Fluid Damping (QAir) Extrinsic
Surface and Interfacial Loss (QSurface) Extrinsic
Surface Thermoelastic Dissipation (QSurfTED) Extrinsic
Coupling into other Acoustic Modes (Surface Reflection) Extrinsic
Dielectric Loss (QDiel.) Extrinsic
Electrical Loading/Resistive Losses (QElec.) Extrinsic






where J̄a is the mean acoustic flux over an acoustic wavelength and ˙̄Ja is the change of the
mean acoustic flux with time. Again, absolute values are needed to account for the sign
of ˙̄Ja. Thus, α(ω) describes the variation in wave amplitude with distance. Therefore, by





where va is the acoustic wave velocity and ω is the angular frequency. Table 3 presents
generalized intrinsic dissipation mechanisms and indicates their frequency dependency of
α, as well as the resulting dependency for Q by (9). The first type is generally not of
concern for MEMS devices operated at small amplitudes and will not be discussed further
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in the context of this work. The importance of this table is that it allows identification
of different mechanisms of dissipation experimentally by examining their behavior over a
range of frequencies.
Table 3: Frequency dependence of general intrinsic dissipation types compiled from [37].
Dissipation Type α(ω) Q(ω)
Macroscopic plastic flow α = const. Q ∝ ω
Hysteresis α ∝ ω Q = const.
Viscous dissipation (relaxation) α ∝ ω2 Q ∝ 1/ω
Scattering α ∝ ω4 Q ∝ 1/ω3
2.3.1 Dissipation from Interaction of Acoustic Phonons with Thermal Phonons
(QPhPh)
Figure 7: Schematic diagram of relaxation of an undriven acoustic wave to thermal equi-
librium via interaction with thermal phonons. The acoustic wave can be viewed as a pertur-
bation (dark red peak) to the phonon spectrum, which is ordinarily determined by a Planck
distribution for a given temperature. Since the acoustic wave contains a large number of co-
herent phonons which are not in thermal equilibrium, given enough time there is sufficient
probability for the acoustic phonons to scatter out of their coherent state by collision with
thermal phonons via normal and umklapp processes. The characteristic time scale on which
this process occurs is termed the phonon relaxation time and sets the rate of exponential
decay of the acoustic wave.
Interaction of an acoustic wave propagating in the resonator with thermal lattice mo-
tions (thermal phonons) results in acoustic energy dissipation. Since the number of thermal
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phonons depends on the temperature, acoustic attenuation from this mechanism is also a
strong function of temperature. At low temperatures, where lattice vibrations are small, the
resulting energy dissipation is negligible and other mechanisms besides phonon-phonon
interactions typically dominate the energy dissipation of the acoustic wave. However, at
higher temperatures, lattice vibrations increase, which translates into more interaction of
the acoustic wave with thermal phonons and increased energy dissipation. In general, these
interactions depend on the acoustic wave polarization (either longitudinal or shear wave)
and propagation direction. In most cases, the acoustic attenuation of longitudinal waves
differs from attenuation of shear waves propagating in the same direction and at the same
frequency by about ten times, while the qualitative temperature dependence is similar [62].
Two main fundamental physical mechanisms have been discovered which result in acoustic
attenuation due to the interactions of acoustic waves with thermal phonons:
1. In the mechanism introduced by Akhieser [6], the acoustic wave is regarded as a
macroscopic strain field in the crystal (i.e., its wavelength is long compared with the
thermal phonon mean-free path). Since the frequency-wavelength dispersion of ther-
mal phonons depends on the strain state of the crystal lattice, the thermal equilibrium
of the thermal phonons is disturbed and the total collection of thermal phonons must
transfer their energy between branches [12]. The process of restoring thermal equi-
librium to the phonon population is accompanied by energy dissipation as there is a
finite probability for the acoustic phonons to transition into the unfilled equilibrium
states.
2. An alternative mechanism was given by Landau and Rumer [43], where the acous-
tic wave is regarded as a parallel beam of low-energy phonons. Because of an-
harmonic terms in the internal energy of the crystal, interactions between different
phonon modes are possible and the acoustic phonon scattering rate can be calcu-
lated using perturbation theory by considering a three-phonon scattering process (a
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thermal phonon and an acoustic wave phonon combine into one scattered thermal
phonon) [43]. Due to the nature of the Landau-Rumer mechanism as the interaction
of individual phonons, it dominates when the acoustic wavelength is on the order of
the thermal phonon mean-free path or shorter.
Hence, QPhPh can be broken into two main parts: Akhieser QAKE and Landau-Rumer QL-R.
Details of these two Q regimes and the transition between them are provided in the next
three sections.
2.3.2 Akhieser Regime (QAKE)
If the acoustic wavelength λa is considerably larger than the mean free path of the phonons
such that ω << 1/τth, the acoustic wave is assumed to be interacting with the whole en-
semble of thermal phonons, and therefore locally changes the phonon frequencies and per-
turbs the phonon distribution function away from its equilibrium Planck form. This range
ω << 1/τ is known as the Akhieser regime. Akhieser dissipation is related to the creation
of alternating strain regions in the propagation of acoustic waves through the material. This
also means that the alternating strain regions are well-spread spatially, so that the acous-
tic wave influences the phonon dispersion within each strain region (Figure 8). However,
as opposed to thermoelastic dissipation discussed later, this modification to the dispersion
curve (and thermal phonon equilibrium) can occur for both compressive and rarefied strains
(longitudinal waves) as well as alternating shear strains (shear or transverse waves). The
main concern in this section is to obtain an expression for QAKE for insulating crystalline
solids close to room temperature, which will be applied as an approximation for other cases.


























































Figure 8: Schematic depiction of acoustic wave induced modifications to the phonon dis-
persion curves which induce Akhieser-type dissipation. The regions of alternating strain
induced by the passage of an acoustic wave locally shift the phonon dispersion curves
within that region, altering the thermal equilibrium distribution of phonons. The fractional
frequency change of each phonon branch can be related to a strain in the jth direction by
the Grüneisen coefficient γ jk. There is a net shift of energy between phonon branches. The
Akhieser dissipation is caused by the finite temporal relaxation of the old equilibrium dis-
tribution to the new equilibrium distribution, wherein the phonons making up the acoustic
wave have a finite probability to be converted to a thermal phonon by normal and umklapp
scattering processes. [58]
effective mean-square Grüneisen constant (the mean-square average of the fractional fre-
quency changes of each phonon branch when strain is applied), τth is the average relaxation
time of the thermal phonons, and vD is the effective Debye velocity of the material. This














An approximate value for γ can be found as
γ = 3ακ/ρCP. (13)










Minor modifications can be made as necessary to account for the character of the acoustic
propagation (propagation and polarization directions), but the above expression will give an
excellent order-of-magnitude approximation in most cases. From (14), it is seen that QAKE
varies inversely with frequency for ω << 1/τth and increases proportionally to frequency









When λa is less than the phonon mean free path, the acoustic quanta interact with individual
lattice phonons. In the Landau-Rumer regime (ω >> 1/τth), acoustic attenuation is mainly





















for longitudinal waves, where ~ is Planck’s constant and kB is Boltzmann’s constant. The
main difference stems from longitudinal acoustic waves being prevented from coupling
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with transverse phonons according to the phonon dispersion relations. Since αL-R is pro-




















It is interesting to note that this type of dissipation appears to be hysteretic according to the
classifications found in Table 3, although Landau-Rumer dissipation cannot be ascribed to
a hysteresis mechanism.
2.3.4 Transition from Akhieser Regime to Landau-Rumer Regime
Since the Landau-Rumer mechanism is limited to wavelengths shorter than the mean-free
path of the thermal phonons, that means it is only active at frequencies above the thermal
relaxation frequency, which is the same as the minimum frequency for QAKE given by (15).
Below this frequency, the Akhieser mechanism is expected to dominate the phonon-phonon
dissipation, and above it Landau-Rumer dissipation will dominate, setting a constant ulti-
mate Q over the high frequencies. The significance of this effect is pronounced at frequen-
cies above 750 MHz in Si, where the product of frequency and quality factor f Q increases
with frequency (Figure 9). The transition frequency is a strong function of temperature,
and it is almost always beneficial to reduce the temperature to decrease phonon-phonon
dissipation.
2.3.5 Phonon-Electron Interactions
One of the intrinsic dissipation mechanisms which attenuates propagating acoustic waves
in semiconductors and metals is the interaction of acoustic phonons with mobile charges.
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Figure 9: Comparison of f QPhPh for longitudinal acoustic waves propagating in various
crystal directions of single-crystalline silicon (SCS).
Phonon-electron interactions can either be destructive—resulting in attenuation—or con-
structive, resulting in acoustic wave amplification [36]. Mobile charges can be generated
by impurities introduced in semiconductors or by thermal excitation. Considering that the
number of mobile charges is a weak function of temperature in doped semiconductors, the
dependence of this dissipation mechanism on temperature is less than the dissipation due
to interaction of the acoustic wave with thermal phonons. The coupling between acoustic
wave and mobile charges can be categorized in two ways:
1. Since the electron energy in a conduction band depends upon the strain state of the
lattice [62], standing waves created in the resonator result in a “deformation poten-
tial” which is directly proportional to the strain induced in lattice. This potential
results in undesired flow of mobile charges in semiconductor and dissipates acoustic
energy due to ohmic loss and is often the dominant dissipation mechanism in metal
resonators.
2. In piezoelectric semiconductors such as AlN and GaN, coupling between an acoustic
wave and mobile charges result from the piezoelectric characteristics of the material.
The acoustic wave in the piezoelectric material creates alternating regions of dielec-
tric polarization by the piezoelectric effect, resulting in drift of mobile charges and
ohmic dissipation, as well as loss through the dielectric loss tangent.
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Concentrating on the first category of phonon-electron interactions, which is most fre-








2.3.6 Acoustic Thermoelastic Dissipation (TED)
Thermoelastic dissipation (TED) is a fundamental energy loss process which bears concern
in all microelectromechanical resonators. Similar to Akhieser dissipation, thermoelastic
dissipation occurs in longitudinal acoustic waves which create regions of compressive and
rarefied strain. However, for purely shear waves, no volumetric change occurs, so the
temperature remains constant. Thus, TED does not impact shear waves (although practi-
cal shear wave devices can have some longitudinal components due to their finite dimen-
sions, resulting in TED). The regions of compressive and tensile strain in the longitudinal
wave become hotter and colder, respectively, due to thermodynamic principles, forming
thermal gradients throughout the body of the device which lead to losses in the form of
irreversible heat transfer from hot spots to cold spots. TED can be first addressed by con-
sidering the device operating frequency and geometric dimensions. It has been shown
that a dimensionally-dependent minima of QTED separates isothermal and adiabatic regions
of increasing QTED [47], [4]. By choosing the geometric parameters—and hence, operat-
ing frequency—judiciously, the device can be designed to operate in either region of high
QTED. For typical MEMS devices, in isothermal operation, the vibration period is long
enough that thermal equilibrium is mostly maintained and the temperature remains effec-
tively constant throughout the device. In adiabatic operation, the frequency is high enough
that mechanically-induced thermal gradients cannot quickly dissipate sufficient quantities
of heat. Higher frequency usually implies that the thermoelastic dissipation effect is located
in the adiabatic region, where QTED increases with decreasing device dimension, rather than
near the minimum QTED valley present in some flexural devices [47], [4], [93]. However,
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for longitudinal waves, since the thermal path is proportional to the wavelength, the adia-
batic operation actually occurs at lower frequencies, while the isothermal operation occurs
when the wavelength becomes short enough that the temperature gradients can diffuse out.





2.3.7 Quasi-Intrinsic and Other Dissipation Mechanisms
A broad category of remaining dissipation mechanisms include intergranular TED and a
variety of mechanisms caused by impurities, defects, dislocations, vacancies, isotopic scat-
tering, lattice mismatches, and grain boundary scattering. These mechanisms are termed
quasi-intrinsic due to their origin with non-idealities in the material while retaining their
intrinsicality when the resonator dimensions are much greater than the average size of the
defect which causes dissipation. TED generated by the random orientation of the grains
has been first studied by Zener [98] and found to depend on the grain size. TED gen-
erated by grains in polycrystalline materials generally affects very high-frequency opera-
tion due to the small grain size; for example, a large dissipation peak occurs at close to
14 GHz in polysilicon [86]. Grain boundary and defect scattering are phonon scattering
mechanisms that depend on grain size in polycrystallites and defect density, respectively.
Defect-induced dissipation is typically higher than other intrinsic loss mechanisms for most
materials unless extra care is taken when creating them. They appear as an effective viscos-
ity for the material. These mechanisms can be mitigated with high quality, single-crystal
material growth.
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2.4 Extrinsic Dissipation Mechanisms
2.4.1 Bulk Modal TED
TED results from the coupling of the vibrational domain into the thermal domain and the
subsequent dissipation of the thermal energy via irreversible heat flow through thermal
gradients. To quantify this dissipation, one should solve the governing equations of ther-
moelasticity distributed over the structure of interest. For general situations, such as imple-
mentation by the finite element method, it is convenient to work in Cartesian coordinates.


































where ui represents the displacement in the xthi direction, t represents time, and σi j and εi j
are the linearized stress and strain components. T0 is the ambient temperature of the device
and T is the localized temperature offset from ambient. The remaining material properties
are the linear coefficient of thermal expansion α, the specific heat CP, and the thermal
conductivity κ. The preceding equation applies for homogeneous isotropic material. For an












= −T0Kan.αi jui, jt, (25)
where α and κ are now treated as tensors, Kan. = 19Ci jklδi jδkl is the anisotropic bulk modulus,
the Einstein repeated index convention applies to the tensors, and an index after a comma
represents a derivative with respect to the corresponding variable.
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As a concrete example, consider disk resonators such as the type shown in Figure 10.
Single-crystalline silicon (SCS) solid disks can be operated in a many modes, which are
labeled with the index m (Figure 11). These modes were simulated in COMSOL multi-
physics finite element software after implementing the fully-anisotropic and fully-coupled
TED equations given by (24) and (25). For the case of m = 0, the vibration pattern corre-
sponds to radial expansion in all directions (often termed the breathing mode). Since silicon
is anisotropic, the displacement is not uniform around the circumference of the disk. For
this mode, coupled thermoelastic COMSOL finite element simulations predict a QTED of
46 million. For m = 2, the anisotropy of the silicon causes a split into two modes, one with
anti-nodes aligned with the <100> directions of the disk and the other with the anti-nodes
aligned with the <110> directions of the disk. QTED in these cases will be 680 million and
530 million, respectively, indicating that the m = 2 mode is preferred for low TED. For
m = 3, QTED of a solid SCS disk is 85 million.
Figure 10: SEM view of an 800 µm diameter bulk acoustic wave (BAW) disk gyroscope
with uniform 6 µm diameter holes in 40 µm thick silicon-on-insulator (SOI) substrate.
However, from a practical standpoint, the disk resonator often is large in size, so it
requires perforations or release holes during fabrication to ensure that it is fully released
from the underlying substrate during the release etch process. Adding release holes in a
uniformly-distributed pattern without regard to their position in the disk drastically reduces
the attainable Q by creating local thermal gradients about the hole circumference as the
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Figure 11: Finite element simulations of fundamental bulk acoustic wave (BAW) modes
of a single-crystalline silicon (SCS) disk fabricated on an (001) wafer using anisotropic
fully-coupled TED formulation of (24) and (25) implemented in COMSOL multiphysics
finite element software.
disk deforms. For the m = 2 mode aligned to the <100> directions of the silicon disk, as
shown in Figure 12, QTED will be 182,000, which is a substantial drop from 680 million
obtained earlier for the solid disk. Therefore, the number of holes should be restricted and
their placements carefully considered to minimize TED.
Ultimately, the Q determined by TED of a single relaxation mechanism of the structure











Figure 12: Displacement and temperature fields for coupled eigenvalue thermoelastic solu-
tion of m=2 mode of anisotropic Ø 600 µm x 40 µm SCS disk with release holes obtained
from COMSOL finite element analysis: (left) isometric view of the modal displacement
field; (right) isometric view of the modal temperature field. A half disk with symmetry
boundary condition is used to reduce computational complexity. Note the development of
thermal gradients around the circumference of each release hole as the disk deforms.





In the above, ω is the driven angular frequency and dth is the thermal path length defined
by the temperature distribution over the structure. A key point of this dissertation is deter-
mining dth as a function of the geometry of the MEMS resonator in question. If ω is low
enough that the typical resonator is operated in the isothermal region where ωτth << 1,
(26) reduces to
Q−1TED = ∆Eωτth. (29)
Alternatively, other MEMS resonators have a high modal stiffness. It is usually safe to






2.4.2 Support Loss (QSupport)
Support loss is defined by radiation of energy from the device to the surroundings through
vibration of the supporting structure which is the result of non-ideality of the clamp size
(finite width). This process is depicted conceptually in Figure 13. Many analytical [28],
[25], [27], [2] and numerical [11], [95], [96] approaches have been developed to predict
support loss. The most popular calculation approach is the perfectly-matched layer (PML)
method [11]. In this method, the radiation of acoustic energy into the support is captured by
an artificial domain, inside which a complex coordinate transformation is applied to damp
out the waves without creating reflection at the interface.
One method of increasing QSupport is to design the location of the support structure
where the acoustic wave amplitude is minimal, such as the center of a BAW disk resonator.
Second, one may exploit acoustic impedance mismatch to reflect outgoing acoustic waves
back to the resonator [92]. Another method is to design the resonator geometry itself
to concentrate the acoustic energy far from the supporting area [72]. This approach is
illustrated in Figure 14.
Figure 13: Schematic diagram of acoustic energy radiating from supports of a SiBAR
resonator.
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Figure 14: Resonator geometry can be modified to concentrate acoustic energy away from
the support tethers in a capacitive single-crystal silicon BAW resonator. This results in
an ultra-high quality factor near the predicted intrinsic f Q limit for single-crystal silicon,
while the shear strain modulation results a low TC f of -6.31 ppm/°C [72].
2.4.3 Calculating QSupport via the Acoustic S-Parameter Method
In this section, a novel method is developed for calculating the support loss of a MEMS
resonator. This method was inspired by the use of S-parameters in microwave engineering.
However, contrary to electrical quantities, which can be considered as lumped quantities
on the ports of an electrical network, the acoustic quantities of interest when calculating
support loss are distributed over the boundaries of the resonator. A similar approach was
outlined in [7], but the acoustic ports were considered in terms of plane waves only. The
acoustic quantities are the particle surface tractions, Ti and the particle velocities vi. The
surfaces which define the boundaries of the MEMS resonator can be assigned parameters
to represent the two dimensions of each surface, e.g., ξ and η. By analogy to the electrical
S-parameters, the acoustic S-parameters give the relation between incoming and outgoing
stress waves:
S i j(ξ, η) =
T−i (ξ, η)
T +j (ξ, η)
∣∣∣∣∣
T +k, j(ξ,ξ j,η,η j)=0
. (31)
where ξ and η correspond to a particular but non-specific surface. The above definition also
requires specification of the acoustic port impedances. The acoustic impedance (inverse
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the magnitude of which can be calculated as
|Zn| = ρ · va. (33)
Taking the electrical S-parameter analogy further and making use of the acoustic impedance
definition, the relation between Tn, vn and T +n , T
−
n is
Tn = T +n + T
−
n
vn = v+n − v
−
n =










T +n − T
−
n





where Γn = T−n /T
+
n = S nn is the reflection coefficient. The above can be solved for T
+
n and








(Tn − Znvn) .
(36)
The ratio of the above is the reflection coefficient, so
S nn(ξ, η) = Γn(ξ, η) =
T−n (ξ, η)
T +n (ξ, η)
=
Tn(ξ, η) + Znvn(ξ, η)
Tn(ξ, η) − Znvn(ξ, η)
. (37)
The meaning of QSupport must be established in terms of the acoustic S-parameters. Consider
a “2-port” network in which one port represents the boundaries of the vibration mode of
the structure and the other port is the surface of the boundary between the resonator and its
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attachment. “2-port” is written in quotes since there are an infinite number of ports over





S ss(ξ, η) S sn(ξ, η)S ns(ξ, η) S nn(ξ, η)


T +s (ξ, η)
T +n (ξ, η)
 . (38)
In the above, if Tn+ is zero, as can be expected for the passive support element, then
T−s = S ssT
+
s












To find the power on each port, the acoustic Poynting vector should be integrated over the


















Strictly speaking, the two terms in each of the integrals should be equal to the magnitude
of the acoustic Poynting vector, but both are included to average them in case of any small
discrepancies in the FE solutions.
In general, it is desired to calculate the worst-case lower bound on QSupport so that one
may say the final Q is guaranteed to be above a certain value. Since there is no energy
removed from the system if the resonator anchor boundaries are perfectly fixed or stress-
free, then clearly there will be no support loss in those situations and QSupport can increase
without bound. The opposite case occurs when the resonator is acoustically matched at
its anchor boundaries. The best acoustic match for the resonator is the resonator itself.
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This condition is illustrated for a SiBAR in Figure 15. In COMSOL, symmetry and anti-
symmetry boundary conditions were used to artificially mirror the SiBAR onto itself, re-
spectively. In the case of anti-symmetric loading, the main acoustic propagation out of the
SiBAR support is in the normal direction to the support boundary. However, for the sym-
metric loading, the main acoustic propagation is polarized in the transverse direction. It is
found that the normal propagation is significantly higher in magnitude than the transverse
propagation for the cases studied in this dissertation, but in general both loadings should
be considered and a final Q calculated according with (7).
Symmetric loading Anti-symmetric loading
Figure 15: Symmetric (left) and anti-symmetric (right) acoustically-mirrored loading con-
dition for SiBAR.
In order to justify the approach outlined above, the QSupport should be benchmarked
against a known support loss limited resonator. The radial breathing modes (Figure 16) of
the diamond disk studied by [92] provides an ideal benchmark, since analytical calculations
are also available [27]. Tables 4 through 6 compare the QSupport calculated by the acoustic
S-parameter method with the results presented in [27]. Good agreement is obtained in most
cases, and the process corners are confirmed to show the same qualitative behavior.
2.4.4 Air-fluid Damping (QAir)
Air-fluid damping occurs when a MEMS device operates in a gaseous or liquid environ-
ment. Due to vibrations at the device surface, a net force is exerted on the molecules of the
surrounding fluid medium. The work done by this force compresses and displaces the gas
from its equilibrium position, causing irreversible thermodynamic losses in the gas similar
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Figure 16: The first and second radial breathing modes of a disk resonator.
Table 4: Comparison of best-case support loss radial bulk modes of a disk resonator (Rdisk
= 12 µm, Hdisk = 3 µm, rsupport = 0.6 µm, hsupport = 1 µm) calculated by acoustic S-parameters
compared with analytical model in [27] and measured results of [92].
Radial bulk mode freq. Qmeasured [92] Best QSupport [27] Best QSupport (S-params)
f1 = 448.7 MHz 24117 139180 82360
f2 = 1243.3 MHz 12050 24575 4174
to TED in a solid [37]. Because MEMS devices often utilize narrow gaps in the sub-
micrometer range, squeeze-film damping is commonly observed [10], [91]. If the gaps are
large, the device will operate in the molecular regime, where the quality factor is expected
to be inversely proportional to absolute pressure. A hermetically sealed micro-vacuum
package can be used to avoid the effects of air damping [56].
Table 5: Comparison of nominal support loss radial bulk modes of a disk resonator (Rdisk =
12 µm, Hdisk = 3 µm, rsupport = 0.8 µm, hsupport = 0.8 µm) calculated by acoustic S-parameters
compared with analytical model in [27] and measured results of [92].
Radial bulk mode freq. Qmeasured [92] Nom. QSupport [27] Nom. QSupport (S-params)
f1 = 448.7 MHz 24117 28698 44777
f2 = 1243.5 MHz 12050 12205 3466
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Table 6: Comparison of worst-case support loss radial bulk modes of a disk resonator
(Rdisk = 12 µm, Hdisk = 3 µm, rsupport = 1 µm, hsupport = 0.6 µm) calculated by acoustic
S-parameters compared with analytical model in [27] and measured results of [92].
Radial bulk mode freq. Qmeasured [92] Worst QSupport [27] Worst QSupport (S-params)
f1 = 448.7 MHz 24117 6718 28079
f2 = 1243.7 MHz 12050 6226 2868
2.4.5 Surface and Interface Loss (QSurface)
QSurface is affected by scattering losses on the device surface, which can be improved by
careful processing [4]. The DRIE process is known for creating scallops on the trench
sidewalls; however, recent advances have made it possible to reduce scalloping effects.
Nitridation of the sidewall during HARPSS nano-gap fabrication process results in a very
smooth trench profile, resulting in little surface scattering and high values of QSurface [71].
Hydrogen annealing is also available to reflow the silicon surface. A related effect, in-
terface scattering, is especially important in composite laminar MEMS devices such as
piezoelectrically-transduced resonators. This has been investigated analytically from the
continuum mechanics approach [29]. Coating of devices must be done carefully to ensure
a good quality adhesion which is free of voids between the coating layer and the resonator.
2.4.6 Dielectric Loss Tangent and Electrical Loading
Dielectric loss results from imperfect insulation of real dielectric materials, creating a shunt
parasitic path to ground in the device equivalent circuit model [60]. This parasitic resis-
tance is determined by the dielectric loss tangent of the material, and impacts the overall
Q of the BAW MEMS device by electrically loading the input and output terminals. Elec-
trical loading can impact the Q if significant mismatch exists between the device motional
resistance and the sustaining amplifier [3].
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2.5 Summary of Energy Dissipation Mechanisms
In this chapter, the major energy dissipation mechanisms which limit the Q of resonant
MEMS devices have been reviewed. These effects may be intrinsic or quasi-intrinsic, de-
pending on material properties and quality of material growth or extrinsic, depending on
the design and fabrication non-idealities of the device.
Major intrinsic dissipation mechanisms limiting Q in micromechanical resonators were
described. The dependency of intrinsic dissipation mechanisms on temperature, frequency,
propagation direction and polarization of the acoustic wave in resonators as well as oper-
ating mode were discussed qualitatively. Quantitative criteria, such as Debye temperature
and phonon relaxation time, can be used to compare and choose the best material, reso-
nance mode and direction for the desired frequency range of operation. For this purpose,
the intrinsic Q limit as a function of frequency may be compared for materials commonly
used to implement micromechanical resonators. Different effects resulting from the cou-
pling between mechanical and electrical domains in metals, doped semiconductors, and
piezoelectric materials were briefly described. This coupling leads to further dissipation of
acoustic energy in resonators.
Several extrinsic dissipation mechanisms were also described. The main extrinsic Q-
limiting dissipation mechanisms of concern to the resonant MEMS designer are bulk TED,
support loss, and air damping, while the others (surface, electrical loss and loading) can be
treated as additional parasitic dissipation mechanisms. These mechanisms were described
and several methods used to suppress and eliminate them reviewed. Careful considera-
tion of the extrinsic and intrinsic dissipation mechanisms and operation in Landau-Rumer
regime makes it theoretically possible to reach high Qs in GHz BAW micro- and nano-




DISSIPATION IN SIBAR AND TPOS BAW RESONATORS
This chapter serves as a bridge to connect the SiBAR and TPoS technologies with the Lin-
ear Acoustic Bandgap (LAB) structures presented in the next chapter. To understand the
effect of LAB on the Q of the device, and its limitations in improving the overall Q, the
dissipation mechanisms in SiBARs and TPoS resonators must be well-understood. The
reason, as will be elaborated on in the next chapter, is that the LAB technology can be
used for trapping acoustic energy within the body of the resonator, effectively eliminating
the support loss contributor to Q, but it cannot eliminate other sources of dissipation, such
as the aluminum nitride (AlN) layer added on top of a SiBAR to form a piezoelectrically-
transduced TPoS resonator. In addition, predictive Q models for SiBAR and TPoS, taking
into account their main energy dissipation mechanisms, respectively, had not yet been de-
veloped, and it is a useful contribution to apply the results of the preceding chapter to these
technologies.
3.1 Intrinsic Dissipation in SiBARs
In this section, the main intrinsic dissipation mechanisms in silicon bulk acoustic reson-
ators are considered. However, only phonon-phonon based effects are accounted for since
phonon-electron dissipation will depend on the doping level of the silicon resonator and a
single value cannot be ascribed until the doping level is known. Also, since experimental
data is not readily available for MEMS resonators in the Landau-Rumer regime, the focus
of this chapter is on SiBAR and TPoS resonators in the low UHF (30 MHz to 300 MHz)
range.
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3.1.1 Akhieser Dissipation in SiBARs
Using (14), (13), (12), and the material properties in Appendix A, values for QAKE can
be calculated. It should be noted that using (13) and (12) are rough approximations. The
Grüneisen coefficient which appears in (14) is a mean-square value which represents the
average interaction of the particular acoustic wave defined by its propagation direction and
polarization with the thermal phonon population, while (13) is a different average value
which is determined by the thermal phonon contribution to thermal conductivity. Hence,
these two values are not necessarily equal, but may be sufficiently close for many cases.
A further point of note is that (12) is the lattice contribution, and must be separated from
the electronic contribution to the thermal conductivity when relying on experimental val-
ues (which is important for metals or highly-doped semiconductors, i.e., silicon). Using
this equation, approximate values for QAKE are given in Table 7 for the [100] and [110]
directions of silicon for a 100 MHz SiBAR.





3.1.2 Acoustic TED in SiBARs
The QTED for a longitudinal acoustic wave can be calculated by (21). Since the thermal
path depends on the wavelength only, differences in TED between different directions of
propagation will be small, and a single value can be used. At 100 MHz, the QTED limit can
be approximated as 54,896,237.
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3.2 Bulk TED in BAW Resonators
In the preceding section, the intrinsic TED limit for a longitudinal acoustic wave was found
to be close to 55 million. However, when the wave is confined to a resonator structure with
finite dimensions, the propagating acoustic waves will reflect from the boundaries and form
a standing wave pattern. This can disrupt the assumptions which go into (21). Instead, FE
simulations can be performed to calculate TED, as were done for the bulk SCS disks in
the previous chapter. Performing a similar set of simulations for an ideal SiBAR structure
without support tethers, the QBulkTED is found to be just over 7.5 million (Figure 17), which
is a factor of 8 less than the acoustic wave approximation. This is in agreement with the
expectation that halving the thermal path will reduce the QTED by a factor of 4 and also that
the temperature extremes are reduced by a factor of 2 in the SiBAR.
Figure 17: The temperature field when a SiBAR undergoes extensional vibration in the
width direction corresponding to the mode shape shown in Figure 3 calculated using the
fully-coupled finite element simulation approach developed in this work. The thermal path
(distance from max T to min T) will be proportional to half the width of the SiBAR. For
this resonator, the QBulkTED is just over 7.5 million. The dimensions of the SiBAR are 400
µm x 40 µm x 20 µm and it is aligned to the [110] direction of silicon.
3.2.1 Orientation Dependence of Bulk TED in SiBARs
The QBulkTED for the two main orientations of SiBARs is shown in Table 8. These values are
calculated using a small section of the SiBAR and applying periodic boundary conditions
to simulate a SiBAR of infinite length (Figure 18). The QBulkTED is slightly higher for the
sectional models since the stress-free boundary condition at the end of the SiBAR allows it
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to relax and creates a slight thermal gradient along its length.
Table 8: Calculated values of QBulkTED for [100] and [110] directions of SCS for sectional




Figure 18: Sectional TED model of SiBAR oriented along the [110] direction of silicon
with QBulkTED of 7.7 million, in good agreement with the full-length SiBAR model value of
7.5 million.
3.2.2 Effect of Scalloping on Bulk TED
During the DRIE silicon etch Bosch process, the etched trench sidewall will exhibit the
characteristic scalloping pattern shown in Figure 19 which arises due to the isotropic na-
ture of SF6 etching. While techniques can be developed to mitigate or even eliminate the
scalloping from the trench sidewalls, it is important to ascertain the impact of such scallop-
ing on the Q to see how much surface improvement is necessary. It is known that improving
the surface polish can improve that quality factor, but not necessarily the fundamental ori-
gin of the surface contribution to loss. TED is one possible mechanism, so it is investigated
here.
Figure 20 shows the same sectional model of the SiBAR as in Figure 18 with several
scallops cut out along its thickness direction on the sidewalls defined by the trench etch.
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Figure 19: SEM image of DRIE scalloping. The scallop radius in this case is about 50
nm [31].
These scallops were purposefully made with a larger than typical radius to try to penetrate
the center of the sectional model and incur the most effect on the TED. However, even with
these large scallops, the QBulkTED only came down to 7.62 million from the 7.7 million ob-
tained for the device without scallops. Therefore, scalloping (and other surface roughness)
is not expected to be an important contributor to TED in SiBARs because the strain energy
is concentrated along the center of the SiBAR and not at its surfaces where it would have
the most effect.
Figure 20: Displacement (left) and temperature (right) fields for a section of SiBAR res-
onance mode with 20 large scallops in the thickness direction (scallop radius = 0.5 µm).
Similar mode shapes and temperature fields are obtained as for Figure 18, suggesting that
the scalloping on the trenches will have little impact on TED. This is confirmed by the Q
factors, which are 7.62 million and 7.7 million with and without scalloping, respectively.
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3.3 Support Loss in SiBARs
Figure 21 shows the faces which are considered as part of the resonator system and those
which are part of the anchor boundary. The loading conditions (symmetric and antisym-
metric) were discussed previously and depicted in Figure 15. Solving for the eigenmode
of interest, (41) can be applied to determine the QSupport of the SiBAR, again for [100] and
[110] orientations relative to silicon. These results are give in Table 9. The main reason for
the difference in support loss between the two directions is that the Poisson’s ratio of [110]
silicon is close to 0.04, while for [100] silicon, it is nearly 10 times that amount, leading to
a less uniform mode shape along the length of the SiBAR and more motion at the support
tether.
Figure 21: Schematic diagram of SiBAR showing which faces are considered as part of
the system (s, colored green) and as part of the anchor (n, colored red) according to (41).
Table 9: Calculated values of QSupport for [100] and [110] directions of SCS for entire-
length models of a SiBAR including support tether. The SiBAR dimensions are the same





3.4 Overall Q for SiBAR and Comparison with Experimental Results
The preceding results can be combined using (7) to derive an overall estimate for the Q
of the device in a particular mode. As there were large differences in [100] and [110]
SiBARs for individual loss components, it can be expected that a similar trend should
be observed in the overall Q. Indeed, measurements performed by our group [69] have
shown this dependence. Table 10 compares the overall estimated Q with the results from
[69]. As can be observed in the table, the estimates for Q are within a factor of 2 of the
model, demonstrating good accuracy from a priori knowledge of the SiBAR’s material
and dimension. The main components dominating the Q are determined to be Akhieser
dissipation and support loss. Support loss is most likely to be the main contributor to the
discrepancy of Q between the different directions of silicon.
Table 10: Calculated values of Q for [100] and [110] directions of SCS of a SiBAR based
on combination of the individual dissipation mechanisms explored in this chapter through
(7).
Si Direction Qestimated Qmeasured
[100] 136,348 60-70,000
[110] 211,785 101,570
3.5 Impact of Small Angular Offsets from Desired Orientation
Also in [69], the impact of small angular offsets from the desired orientation to [100] or
[110] crystal directions was studied. For angular offsets about [100], no discernable pattern
of Q could be observed, but for the [110] direction, an offset as small as 0.1° brought
the Q down by as much as 50%. As a first attempt at explaining this behavior, the prior
models were modified to include the angular dependence in Akhieser dissipation, TED, and
support loss. These results are summarized in Table 11. Based on these results, it seems
that none of the identified dominant Q components varies significantly enough to account
for the observed pattern in Q.
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Table 11: Calculated values of various Q components for angular misalignments about the
[110] direction of SCS of a SiBAR.
Angular Misalignment QAKE QTED QSupport
0° 349,711 7,700,038 583,367
±0.1° 349,702 7,700,022 583,364
±0.2° 349,677 7,699,971 583,352
±1° 348,860 7,698,343 580,104
3.6 Impact of Structural Imperfection on QSupport
In this section, imperfections of the SiBAR are considered and compared with the perfectly-
symmetric case investigated in earlier sections. It is presumed that the imperfections of the
structure may lead to scattering through the support of the device, and support loss simu-
lations confirm this assumption. One type of structural asymmetry is shown in Figure 22.
The results for QSupport from these simulations are shown in Table 12. As can be determined
from this table, the [100] direction shows much less sensitivity (22% of 226,000) to struc-
tural asymmetry than the [110] direction, which dropped a drastic 64% of the initial Q of
583,000 for the 1 µm tether offset. This strongly suggests, but cannot fully confirm, that
the results of [69] are likely due to structural asymmetries introduced as a consequence of
the fabrication process (e.g., lithography errors or inability to produce perfect trenches on
slightly rotated silicon).
Figure 22: Comparison of (left) fully-symmetric SiBAR with its support tethers located on
its central axis; (right) SiBAR with support tethers offset 1 µm away from its central axis.
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Table 12: Results for QSupport from simulations of Figure 22.
Si Direction QSupport Fully-symmetric QSupport 1 µm Offset
[100] 226,165 175,836
[110] 583,367 208,159
In addition to asymmetry of the structure, there can be imperfections such as the scal-
loping examined by TED earlier, which may contribute to extra QSupport. The same model
for the perfectly symmetric tether case above was used to explore the effect of scalloping
on support loss. These models are shown in Figure 23. The results of this study are pre-
sented in Table 13. From these results, it can be deduced that the [110]-oriented SiBAR
is much less sensitive to scalloping than the [100]-oriented SiBAR. This suggests higher
interaction of the acoustic waves in the [100] SiBAR with its sidewalls, resulting in more
energy leakage through the support, presumably as a result of the difference in Poisson’s
ratio discussed earlier.
Figure 23: Comparison of (left) scallop free SiBAR with (right) SiBAR with 20 0.5 µm
radius scallops along its thickness.
Table 13: Results for QSupport from simulations of Figure 23.
Si Direction QSupport QSupport




3.7 Impact of AlN Layer in TPoS Resonators
A key process in fabricating TPoS Resonators is the deposition of an AlN or other piezo-
electric material sandwiched between conductive metal layers. Figure 24 shows the growth
of polycrystalline AlN in columnar grains. The orientation of these grains can be deter-
mined by XRD rocking curve measurements. Good quality AlN is oriented to the vertical
axis with rocking curves on the order of 1°.
Figure 24: Growth of AlN in vertical columns of AlN crystallites. (Courtesy of Roozbeh
Tabrizian)
Simulating the effect of the AlN layer is extremely difficult and requires detailed knowl-
edge of the AlN microstructure. However, good headway can be made by considering an
approximate model. The geometry for this model is depicted in Figure 25. On top of the
silicon layer is an AlN layer composed of individual hexagonal crystallites. Initially, the
assumption is made that each individual AlN crystallite is oriented along the thickness di-
rection of the SiBAR. In this case, a QBulkTED value of 183,900 is simulated, contrasting
sharply with the QBulkTED of 7.7 million for the plain SiBAR.
Next, the impact of misalignment of the crystalline grains is considered. As an example,
if a worst-case 2.5° rocking curve distribution is assumed for the grain orientations, each
individual crystallite can be assigned an orientation falling on this distribution at random.
After carrying out the simulation (using the same model as the perfectly-aligned case to
avoid numerical difficulty), the resulting QBulkTED came out to be 183,268. This is not
initially alarming except that the size of the crystallite lattice parameter was 1 µm. Due
to the difficulty in manually assigning random orientations to each crystallite (this can be
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easily scripted if sufficient time is available), the effect of grain size can be extrapolated by
assuming the dissipation is proportional to area. Table 14 summarizes these results. From
this table, it is seen that additional TED due to the grains of AlN, in addition to the bulk
effect of the AlN layer itself, can easily drop the Q from the 100,000 measured for a pure
SiBAR to 10,000 or less for the TPoS device, which corresponds well with the difference
in measured quality factors for TPoS devices vs. SiBARs (as will be demonstrated in the
next chapter using LAB supports to suppress the support loss component).
Geometry
Figure 25: (top middle) AlN layer added on top of 100 MHz SiBAR showing individual
grains with hexagonal lattice constant equal to 1 µm. (bottom left) Displacement of TPoS
model in SiBAR mode. (bottom right) Corresponding temperature distribution showing
that most temperature change is concentrated in the AlN layer. The corresponding QBulkTED
is 183,900, down from 7.7 million for the silicon-only structure.
3.8 Summary of Dissipation in SiBAR and TPoS
This chapter applied the Q analysis framework to modeling the perceived main dissipation
mechanisms for the Q of SiBAR and TPoS devices. Since a TPoS device is essentially a
SiBAR with an additional piezoelectric layer on its surface, the SiBAR Q model applies to
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Table 14: QBulkTED vs. AlN Grain Size for a 100 MHz TPoS SiBAR.





the main body of the device and the piezoelectric layer can be accounted for as an additional
source of dissipation. A number of surprising and interesting results have been obtained:
first, TED doesn’t appear to be limiting SiBARs up to 100 MHz while Akhieser and support
loss seem to be the dominant dissipation mechanisms. Scalloping doesn’t have significant
effect in terms of TED, but can affect support loss by increasing the amount of scattering
from the acoustic wave through the resonator supports for certain orientations of SiBARs.
The base Q of a perfectly-symmetric SiBAR is not particularly sensitive to small rotations
about the normal symmetry axes of silicon, but if the structure has a slight asymmetry, the
support loss will increase rapidly. This is more pronounced for the [110] direction and
agrees well with the experimental result of [69], suggesting [100] is a preferred orientation
if Q stability is preferred (assuming scalloping can be sufficiently controlled). Finally,
addition of the AlN layer to create a TPoS SiBAR resonator drops the base SiBAR Q from
7.7 million to 183,000. Scaling of the AlN grain size to experimental values and accounting
for random orientations of the crystallites is expected to decrease this number even further.
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CHAPTER IV
LINEAR ACOUSTIC BANDGAP (LAB) STRUCTURES
During the course of the preceding study on SiBAR and TPoS resonators, it became ap-
parent that designing the resonator to suppress loss and enhance Q is extremely important.
Toward this goal, linear acoustic bandgap (LAB) structures, a class of compact 1D micro-
scale phononic crystal (PC) which can be directly integrated with micromechanical devices,
were developed1. LAB structures are distinguished by small dimensions perpendicular to
the line containing the 1D PC lattice. PCs can be used to manipulate the acoustic properties
of materials. In the case of LAB structures, this manipulation arises from the formation of
frequency stop bands, or bandgaps, which convert silicon from a material capable of sup-
porting acoustic waves to a material which rejects acoustic propagation at frequencies in
the bandgap (the acoustic waves become evanescent). PCs exhibiting acoustic stop-bands
are of interest for their inherent frequency filtering characteristics. One- [100], [45] and
two-dimensional [38, 54, 55, 59, 80] PCs have been used to create frequency bandgaps,
but implementation of these structures typically requires a large area or multiple stacked
layers. This work introduced AlN-on-Si and Si-only coupled-ring LAB structures, which
can be implemented in minimal area without repeated stacking of material layers. The
bandgap properties of the LAB structure are experimentally confirmed with single-device
test structures. These LAB structures were successfully integrated as support elements of
high-frequency AlN-on-Si resonators and demonstrate tangible Q and IL improvements.
Converged finite element models also predict bandgaps in GHz frequencies wider than 10
MHz, allowing for scaling into higher frequencies. Finally, enablement of tuning ports
1This section is adapted from two conference papers: [83] and [82], with additions.
50
without harming the resonator’s Q is demonstrated by using LABs to route the tuning sig-
nal.
4.1 Coupled-ring Linear Acoustic Bandgap (LAB) Structures
Recently, 1D PC structures derived by slicing a strip from a 2D PC plate have been demon-
strated in simulation [34]. By generalizing the basis structure beyond strips cut from 2D
PCs, the 1D PC concept can be extended. The design space is broadened such that only
1D periodicity is required and the PC basis can assume a variety of shapes and orienta-
tions. In this paradigm, 2D and 3D PCs can be considered specialized cases of the 1D PC
with increasing dimensions of periodicity. A particular instance is the coupled-ring LAB
structure depicted in Figure 26, for which the 3D basis is repeated at each lattice point with
lattice constant a. Ring inner and outer radii (ri , ro), coupling beam width w, and layer
thicknesses di parameterize the basis dimensions.
Figure 26: (top) Schematic and 3D view of coupled-ring LAB structure with AlN-on-Si
stack (a = 20 µm, ri = 4 µm, ro = 8 µm, w = 2 µm, dSi = 10 µm, dAlN = 1 µm, dMo = 100
nm); (bot.) SEM of fabricated AlN-on-Si coupled-ring LAB structure.
4.2 Calculating LAB Dispersion Characteristic
The periodic nature of a PC combined with the mismatch between the basis structural
material and the surrounding air or vacuum create acoustic bandgaps, or frequencies of no
allowed acoustic propagation. To calculate the acoustic dispersion behavior of the coupled-
ring LAB structures, modified eigenvalue analysis based on the Bloch relationship [80]
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is performed. Wave vector contributions to the linear elastic equations are derived and
implemented in COMSOL finite element software, beginning with the linear elastic force
balance equation in the absence of externally applied force:
−ρui,tt + σi j, j = 0, (42)
where σi j, j is the first derivative of the Cauchy stress tensor with respect to jth component,
ui,tt is the second derivative of displacement in the ith direction with respect to time t, and ρ
is the material density. Tensor quantities are expressed with Cartesian components, while a
comma separates indices from derivatives, and the Einstein summation rule applies where
appropriate. The Cauchy strain tensor εkl is related to σi j through the anisotropic Hooke’s
law,
σi j = ci jklεkl, (43)








In a 1D PC, the acoustic displacement wave must be of the Bloch-Floquet form to meet
periodic boundary conditions:
ui(xm, kn, t) = ũi(xm)ei(kx x−ωt). (45)
(43)-(45) are substituted into (42) and differentiated to establish a characteristic wave equa-











+ ik jci jklũk,l − k jklci jklũk = 0 (46)
(46) was implemented in the COMSOL model with customized code to unwrap crossing
bands and automatically obtain the bandgaps. The resulting eigenfrequencies were mapped
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to acoustic wavenumber k over the irreducible first Brillouin zone (BZ) of the 1D PC (Fig-
ure 27). In all cases, the finite element mesh density was refined until converged results
were obtained.
Figure 27: The 1D PC (lattice constant a) in normal space and reciprocal space (reciprocal
lattice constant 2π/a).
4.3 Dispersion Characteristic for AlN-on-Si and Si-only CR-LAB Struc-
tures
Acoustic dispersion curves using the dimensions given in Figure 26 are shown from 0-500
MHz for AlN-on-Si LAB rings and Si-only rings (Figure 28). These results indicate that
the piezoelectric stack influences, but does not eliminate, the presence of bandgaps in the
structure. By decreasing dSi of Si-only coupled-ring structures to 1 µm, several complete
bandgaps up to 1.97 GHz can be obtained (Figure 29). A bandgap of 12 MHz is predicted
at 1.9 GHz, while a 22 MHz bandgap is obtained at 1.7 GHz, demonstrating the suitability
of the LAB structure to ultra-high RF applications.
4.4 Experimental Determination of CR-LAB Bandgaps
Devices were fabricated on a silicon-on-insulator (SOI) substrate with 10 µm device layer
thickness (dSi) using a process similar to [80]. The piezoelectric stack consists of 100 nm
Mo electrodes and 1 µm thick AlN. LAB structures were formed during patterning of the
stack and device definition.
Specialized LAB test structures were developed to experimentally verify the bandgaps
predicted in simulation. Claw-shaped AlN-on-Si transducers, which operate with a wide
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Figure 28: Acoustic dispersion curves with dSi = 10 µm from 0-500 MHz for (a) AlN-on-Si
LAB rings and (b) Si-only rings. Complete bandgaps are shaded in blue.
bandwidth up to 500 MHz, are connected through coupled-ring LAB structures (Figure 30).
The transducers are designed to avoid any strong resonances over the band of operation.
Measurements, obtained with an Agilent E8364B vector network analyzer, were taken
in air at room temperature unless otherwise noted with standard SOLT calibration. Trans-
mission measurements of a six-period, Si-only LAB ring test structure with nine rows and
corresponding reference are shown in Figure 31, confirming the predicted large complete
bandgap from 160-205 MHz (Figure 28). Compared with the reference beams, transmis-
sion through the LAB structures is strongly suppressed below the noise floor. The exper-
imental result is in good agreement with finite element predictions of the S 21 frequency
response (Figure 32). To reduce computation time of the frequency response simulation,
the finite element simulation was performed in 3D for a test structure with one row of six
coupled rings. Admittance parameters were obtained by applying appropriate electrical
boundary conditions to the piezoelectric layer and converted to S-parameters assuming 50
Ohm terminations.
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Figure 29: Acoustic dispersion curves from 0-2.05 GHz for Si-only rings, dSi = 1 µm.
Complete bandgaps shaded blue.
4.5 Enhancement of QSupport and IL by LAB Supports
LAB structures are good candidates to enhance the performance of high-frequency mi-
cromechanical resonators, which can be significantly affected by acoustic loss through sup-
port tethers. To demonstrate the effectiveness of the LAB structures, AlN-on-Si resonators
were designed with six periods of coupled-ring supports. Identical devices with simple
beam tethers, whose width equals w of the coupled-ring basis, are fabricated side-by-side
Figure 30: Optical micrograph of LAB acoustic transmission test structure.
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Figure 31: Measured S 21 transmission response for Si-only LAB rings compared with
equivalent reference beams.
Figure 32: Measurements in Figure 31 with overlaid simulated S 21 results.
with the LAB-enhanced devices for comparison.
Several examples of quality factor improvement in high-frequency resonators with
AlN-on-Si LAB supports are given (Figures 33 and 35). To eliminate the effect of material
property variations across the wafer, comparisons were made between adjacent devices.
Figure 34 shows the S 21 response of a third-order LAB-enhanced lateral-extension-
mode resonator at 213 MHz, which falls in the predicted bandgap from 210 to 223 MHz
(Figure 28). This device demonstrates an 82% Q improvement and 4.9 dB IL improvement
over an identical resonator with simple tethers. The simulated strain patterns suggest that
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the LAB structures effectively block acoustic energy from coupling to the substrate.
p
W
Figure 33: SEM of 3rd-order aluminum-nitride-on-silicon piezoelectric resonator (p = 20
µm, W = 220 µm) with integrated one-dimensional coupled-ring phononic crystal tether.
Figure 34: Measured S 21 transmission and simulated strain patterns of same resonators
with and without LAB tethers demonstrating 82% improvement in Q and 4.9 dB improve-
ment in insertion loss (IL) as a result of suppression of acoustic loss through the support
structure.
The 11th-order resonator with AlN-on-Si LAB supports (Figure 35) exhibits a low IL
of 3.8 dB at 178 MHz, which is located in the large bandgap between 159 and 192 MHz
(Figure 36). The same device has a Q of 11,400 at 603 MHz compared to the equivalent
simple tether device Q of 7,200, suggesting existence of a bandgap at this frequency (Figure
37). The f Qunloaded product is 7.24x1012, on par with or surpassing recently reported results
for piezoelectric-on-silicon resonators [30, 44, 76]. The highest measured Q improvement
for this design is from 1,450 to 1,930 (32%) with corresponding IL improvement of 2.17
dB at 178 MHz.
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To verify repeatable improvements due to LAB tethers, adjacent pairs of several third-
order designs were measured across multiple fabrication runs and across each wafer. An
average Q improvement of 2x and average IL improvement of 30% are obtained (Figures 38
and 39). Due to the myriad variations possible with a 3D basis in a 1D PC, engineering of
the bandgap to application requirements is possible, e.g., by choosing a different thickness.
With these attractive attributes, the LAB structure shows potential to become a standard
component of high-Q resonant MEMS designs.
Figure 35: (a) SEM of 11th-order LAB resonator (p = 24 µm, w = 264 µm); (b) close-up
of LAB coupled-ring tethers.
Figure 36: Measured S 21 response for 11th-order AlN-on-Si resonators with (inset) length-
extensional mode shape at 178 MHz.
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Figure 37: High-frequency mode of LAB-enhanced resonator (left) and high-frequency
mode of reference resonator (right).
Figure 38: Q measurements of various LAB-enhanced designs and equivalent reference
devices with third-order frequency located in the large bandgap between 159 and 192 MHz.
4.6 Spurious Mode Suppression by Mode Clamping with LABs
Next, a technique was investigated that utilizes arrays of coupled-ring linear acoustic
bandgap (LAB) structures, which exhibit characteristic frequency stop bands, to reduce
spurious modes in the wide-band response of AlN-on-Si lateral mode resonators. Aggres-
sive LAB tethering (one support per finger) of high-order modes yields an increase in atmo-
spheric quality factor (Q) from 1860 to 2890 for the designed peak at 209 MHz, compared
to resonators with traditional tethers. Spurious modes from 0 to 360 MHz are suppressed
by at least 30 dB relative to the main peak. The LAB structures presented achieve this goal
through a combination of complete acoustic bandgaps and deaf bands. While piezoelectric
MEMS resonators can be easily interfaced with low-power electronics, the appearance of
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Figure 39: IL measurements of various LAB-enhanced designs and equivalent reference
devices with third-order frequency located in the large bandgap between 159 and 192 MHz.
sufficiently strong low-Q spurious modes near the designed operation frequency can cause
degraded oscillator performance. Oscillator phase and gain conditions may cause the spuri-
ous mode to become preferred over the desired mode during start-up, causing the oscillator
to lock into the spurious mode. Additionally, feedthrough and coupling between the de-
sired and the spurious modes can degrade phase noise performance and increase frequency
instability, depending on the proximity of the spur [90].
Therefore, it is essential to eliminate wide-band spurious modes in piezoelectric mi-
cromechanical resonators for use in oscillators [5]. The linear acoustic bandgap (LAB)
structures may be used to achieve this goal by creating support structures that utilize a
combination of complete acoustic bandgaps [53] and deaf bands [33] to suppress the spu-
rious modes without lowering the Q of the desired mode.
In addition to complete acoustic bandgaps, “deaf bands” [33] can also be found in the
coupled-ring LAB structure dispersion characteristic. These bands demonstrate minimal
coupling to the LAB structure when waves from the acoustic source exhibit orthogonal po-
larization to the mode of the LAB structure at the boundary between the two components.
The mode shapes of two such deaf bands are depicted in Figure 40, where the acoustic
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source is a longitudinal acoustic wave propagating orthogonally to the axis of the coupled-
ring LAB structure. For these modes, displacement corresponding to the polarization of
the longitudinal wave is effectively zero on the exposed faces of the coupling beam, mean-
ing these bands of the LAB structure are deaf to the longitudinal waves propagating in
this direction. Thus, LAB structures and integrated devices must be carefully designed to
maximize the attenuation effects provided by complete acoustic bandgaps as well as deaf
bands.
Figure 40: (a) Acoustic dispersion curve for AlN-on-Si coupled-ring linear acoustic
bandgap (LAB) structure (bandgaps shaded blue); (b, c) mode shapes of indicated bands
showing displacement polarization orthogonal to the axis of the LAB structure.
As seen above, LAB structures can serve as Q-enhancing support elements for MEMS
resonators by tailoring bandgaps and deaf bands to confine acoustic energy within the de-
vice at the desired operation frequency. This confinement of energy enables an aggressive
tethering approach using LAB structures, where one pair of tethers is used for each finger
of the interdigitated transducer, to simultaneously improve the support loss component of
Q (QSupport) and provide significant attenuation of spurious modes which lie outside of the
designed bandgaps.
The perfectly matched layer (PML) method was employed in COMSOL finite element
software to study the effect of aggressive tethering on resonator support loss [15]. PMLs are
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additional artificial domains attached to the device which absorb incoming acoustic waves
and emulate loss of acoustic energy into the substrate surrounding the device. In this way,
PMLs give an estimation of the theoretical lower bound on QSupport.
Figure 41 shows the results of applying PMLs to an 11th-order, 20 µm pitch, 220 µm
wide AlN-on-Si resonator, comparing both traditional simple beam support tethers and six
periods of coupled-ring LAB supports. For both designs, three pairs of support tethers are
used to minimize the number of parallel acoustic leakage paths while maintaining sufficient
structural support.
Figure 41: COMSOL PML simulation for a device with three support pairs; (a) simple
tethers; (b) LAB tethers.
To avoid acoustic mismatch, the PML domains were created by extending the cross-
section of the support tethers by a certain distance known as the PML length. In addition
to this length, there are several parameters in the PML implementation of COMSOL which
must be swept to obtain accurate values for the support loss. Additionally, a sufficiently
fine mesh is needed to ensure convergence of the support loss value. Sweeping these pa-
rameters enables exploration of the PML design space to determine the lower bound of
QSupport. Because reflections and confinement of acoustic energy due to material mismatch
are neglected in simulation, the PML result underestimates the value of QSupport (i.e., the
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values obtained from the PML method are lower than those obtained in reality).
With these considerations in mind, the QSupport for the 11th-order resonator with three
pairs of simple tethers is estimated to be 1484 (Figure 41a), while a QSupport of 331,805
is obtained for the same device with LAB tethers, showing over 200-fold improvement of
support loss (Figure 41b). Note that the mode shape in Figure 41a shows deterioration,
and a wave-like pattern develops along the supported edge of the resonator. Comparison of
these results with other sets of PML parameters shows that as QSupport is increased, the mode
shape of the design in Figure 41a approaches that of Figure 41b, where the rippling along
the supported edge is less apparent, suggesting that the support loss can have localized
impact on the resonator mode shape.
Figure 42 studies a device that uses one pair of support tethers per finger of the interdig-
itated transducer structure. In addition to the PML method, periodic boundary conditions
are employed to reduce the number of fingers to two. This effectively models an infinite
order resonator and greatly reduces required computation time to calculate QSupport (each
support contributes a large number of elements). The high number of support tethers con-
fines the mode more closely to the resonator body and nearly eliminates the waves along the
supported edge. The confinement also reduces the number of possible resonance modes in
the vicinity of the desired mode, which translates into higher QSupport, even in the traditional
tether case. Over 100-fold improvement is obtained in simulation by employing aggressive
LAB tethers, boosting the estimated QSupport from 21,723 to 2,489,724 (Figure 42).
A close-up SEM image of an aggressive LAB tether array is shown in Figure 43. SEM
images of fabricated devices with simple tethers and LAB tether arrays are shown in Fig-
ures 44 and 45. The LAB-supported resonators have six periods per support tether. Because
the LAB support array provides Q enhancement of insertion loss (IL), the width of the res-
onator body was decreased.
To quantify the impact of the LAB support array, the devices of Figures 44 and 45 were
measured on a Cascade Microtech Summit 12000 M probe station at atmospheric pressure
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Figure 42: COMSOL PML simulation for an infinite order device; periodic boundary
conditions are applied to the appropriate faces of the device to emulate infinite extent; (a)
simple tethers; (b) LAB tethers.
Figure 43: SEM image of fabricated LAB ring tether array.
and room temperature. The data were taken with an Agilent N5241a PNA-X network
analyzer in two-port configuration.
A 1 GHz span was measured to observe the wide-spectrum response of both devices
(Figure 46). All spurious modes below 360 MHz are suppressed by at least 30 dB relative
to the desired mode, which lies near 209.5 MHz. A few spurs are amplified in the range
150-250 MHz as a result of acoustic confinement introduced by the LAB support array;
however, they are not large enough to impact oscillator operation at the desired peak.
In addition to spurious mode suppression in the vicinity of the desired peak, at least 25
dB of suppression is obtained at higher frequencies between 360 MHz and 680 MHz. The
cluster of spurious modes near 370 MHz is well-suppressed in IL compared to the reference
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Figure 44: SEM image of 11th-order, 20 µm pitch AlN-on-Si resonator fabricated on 10
µm SOI wafers with 3 pairs of traditional beam supports (20 µ x 2 µm).
device. There is also an acoustically quiet section of the frequency spectrum from 380 MHz
to 480 MHz in the LAB-supported resonator, when compared to several spurious modes
in the reference response. A spurious mode is found at 680 MHz in the LAB-supported
case. It is not clear if a relationship exists between this mode and the reference spurious
modes in that vicinity; however, it may indicate a bandgap or deaf band introduced by LAB
structures at that frequency.
Figure 47 shows a 50 MHz span centered about the desired mode. The LAB array
has completely removed a spur on the high-frequency side of the reference device peak.
Underlying modes are boosted by the LAB tethers but remain near the noise floor and will
have minimal effect on oscillator performance. Finally, Figure 48 gives a narrow-span (2
MHz) measurement of the main peaks for both reference and LAB array devices. The LAB
array is found to improve the device Q by almost 60% from 1860 to 2890.
Comparison of the measured Q value with the QSupport value predicted by COMSOL
finite element PML simulations for the simple tether case (Figure 48 vs. Figure 41a) yields
the conclusion that support loss simulations are accurate to about 20%. However, this
particular case ignores reflections back into the resonator body from material and geometry
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Figure 45: SEM images of 11th-order, 20 µm pitch AlN-on-Si resonators fabricated on 10
µm SOI wafers: 11 pairs of 6 period coupled-ring LAB supports.
Figure 46: Measured S 21 response showing wide-band spurious suppression. Below 360
MHz, spurious modes are suppressed at least 30 dB relative to the desired mode. Between
360 MHz and 680 MHz, spurious modes are suppressed at least 25 dB.
mismatches in the support structure. In that context, COMSOL PML simulations predict
the lower bound of the Q value, which is accurate for support loss limited resonators.
However, the predicted QSupport for the LAB-enhanced resonator was in the millions,
whereas the measured value was still limited to a few thousand (Figure 48 vs. Figure 42b).
In high-order piezoelectric MEMS resonators, a large component of the dissipation can be
attributed to the piezoelectric transduction stack [9]. LAB array supports nearly eliminate
support loss, which causes other factors to become dominant in the expression of the overall
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Figure 47: Medium-span (50 MHz) response for both devices at 210 MHz.











Finally, the enhanced Q of the LAB supported device also improves the device IL, en-
abling a reduced transduction area for similar levels of IL. Thus, LAB structures can be
incorporated into MEMS resonators without significantly increasing device area. Aggres-
sive tethering of MEMS resonators with LAB arrays can control and suppress spurious
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modes which negatively impact MEMS oscillator performance. The PML method was em-
ployed to predict the lower bound of support loss contribution to overall resonator Q, and
demonstrated that this approach agrees well with measured experimental values when the
resonator is support-loss limited.
4.7 Scaling of LAB Structures
In section 4.3, the thickness of the nominal CR-LAB design was scaled and it was pre-
dicted to show bandgaps in the GHz range without scaling the lateral dimensions. This
is because thickness-dependent modes get pushed to higher frequencies, opening windows
in the dispersion characteristic where no propagating mode exists. If this approach were
followed, bandgaps could be generated at GHz frequencies without resorting to extreme
lithography measures. However, no thin silicon runs were available at the time of writing
and the silicon thickness approaches the thickness of the AlN layer, suggesting AlN will
have a greater impact when determining the dispersion characteristics. Instead, to verify
scaling of the frequency bandgaps, a 20 µm-thick silicon run of TPoS was available. Since
the thickness is increases by twice, in order to guarantee existence of a bandgap, the lateral
dimensions were also increased by a factor of two. Figure 49 shows the result of simulating
a SiBAR resonator (W = 48 µm) with 3 periods of 2X-scale LAB support rings. From the
frequencies of the trapped modes in the resonator, the bandgap can be extracted as 81.9
MHz to 102.6 MHz, in good agreement with scaling the dispersion curves in the bottom of
Figure 28. The main resonance mode of the SiBAR is found at 87.9 MHz, which should
be far enough from the edge of the bandgap that good support loss suppression can be
achieved.
Figure 50 shows the effect of modifying the number of LAB unit cells for the main
resonance mode at 88 MHz. Table 15 tabulates the QSupport of these devices, as well as
compares with a similar SiBAR with modified width (W = 40 µm) which has its main
resonance located near the edge of the bandgap at 106 MHz. These values were calculated
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Figure 49: Simulations of a 2X-scale LAB-enhanced 3rd-order SiBAR resonator with 3
support rings. Based on the trapped modes in the resonator (indicated by evanescent decay
of vibration in the LAB structure), the scaled bandgap can be expected to exist between
81.9 MHz and 102.6 MHz, in good agreement with the scaled dispersion curve of Figure
28.
using the acoustic S-parameter method rather than PMLs. Based on this table, for a SiBAR
resonance located in the bandgap, each additional unit cell of the LAB tether corresponds
to a 100-fold improvement in QSupport, suggesting evanescent (exponential) decay of the
vibration due to the LAB support, consistent with the theory of non-propagating waves. At
the edge of the bandgap, inconsistent results are obtained, with Qsupport varying from 7,700
to 3.1 million and back to 240,000 with each additional LAB unit cell. This suggests that
LABs can enhance Qsupport even outside the bandgap, but more care needs to be taken as
there may exist a “quasi-deaf” band which can interact with the SiBAR in different ways
depending on the number of LAB unit cells. For stability of QSupport, it is recommended
to design LAB tethers which are centered on the desired mode of resonance. It is also
interesting to note that adding scallops to the sidewalls as was done previously for SiBAR
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resonators did not have a major effect on QSupport for the 3 unit cell LAB-enhanced SiBAR.
This suggests that surface scattering can be mitigated in BAW resonators by trapping the
acoustic energy inside the resonator such that it is eventually returned to the original mode
of the device.
Figure 50: Effect of modifying number of unit cells on LAB-enhanced SiBAR resonator.
Table 15: QSupport for two different width SiBARs with varying number of LAB unit cells
in the support tethers.
Num. LAB QSupport (in BG) QSupport (edge of BG)
Unit Cells W = 48 µm W = 40 µm
1 2.62 million 7,700
2 169.2 million 3.1 million
3 10.2 billion 240,000
3 (w/ scallop) 8.4 billion -
4.7.1 Experimental Confirmation of 2X Bandgap Scaling
Figure 51 shows SEM and optical views of a redesigned test structure based on the well-
known acoustic horn concept. This test structure operates similarly to that shown in Figure
30 and is expected to respond to a wide bandwidth of signals. Figure 52 shows measure-
ment results from this and similar test structures with varying number of LAB unit cells
between the transducers. With these structures, the bandgap is clearly observed as supres-
sion of transmission in the expected frequency range compared with a reference structure,
as indicated on the plots. With only one LAB unit cell, a 15 MHz bandgap was measured.
However, for two or more LAB unit cells, the bandgap remained constant at 25 MHz,
suggesting that the slope of the bandgap edge is very sharp in these latter cases.
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Figure 51: SEM and optical views of a redesigned test structure based on the acoustic horn
concept for experimental characterization of acoustic bandgaps in the same vein as Figure
30.
It is also important to verify that the QSupport enhancement for resonators remains after
scaling the bandgaps. Figure 53 shows a reference TPoS device with center frequency of
88 MHz, while Figure 54 shows the LAB-enhanced version of the resonator with a 4 unit
cell LAB tether. In the reference case, a Qunloaded of 4806 was obtained at an IL of 8.4 dB,
while the LAB-enhanced device improved the Qunloaded to 8980 and the IL to 5.8 dB. If the
QSupport is assumed to be fully removed by the LAB tethers, then the original QSupport for
the reference device can be calculated as 10,340. Hence, the QSupport of the LAB-enhanced
devices can be expected to be well above 10,000. This result can be used to calibrate the
support loss simulations by providing a known range for QSupport in the reference device
case.
4.8 LAB Enablement of Frequency Tuning and Trimming
Based on the preceding results of this chapter, LAB-supported resonators can have very
large QSupport, effectively eliminating support loss such that Akhieser dissipation (in
SiBARs) and TED (in AlN TPoS resonators) will dominate the actual Qs of the device.
As was seen in the case of aggressive tethering, many tethers can be attached to the de-
vice without affecting the Q, in lieu of the traditional approach of minimizing the number
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1 LAB Unit Cell 2 LAB Unit Cells
4 LAB Unit Cells 3 LAB Unit Cells
Figure 52: Measured results from test structures similar to that shown in Figure 51 with
varying number of LAB unit cells (1 to 4, clockwise from top left).
of support tethers. In the preceding cases, the additional tethers were used to maximize
the transduction area in a 2-port resonator configuration. However, it is not necessary to
restrict LAB tethers to the task of routing in the RF signals. They can also route DC or
other electrical signals, which suggests the possibility of using an array of LAB tethers
for both transduction and tuning. Figure 55 shows a device in which 3 ports have been
created by routing the Mo traces on the outer AlN covering the support substrate. This
approach allows great flexibility in routing signals since the traces outside the resonator
can occupy larger area than if they were routed on the resonator itself. Two of the ports are
used for normal 2-port S-parameter measurement, while the 3rd port is used for adjusting
the piezoelectric termination. Due to the piezoelectric stiffening effect, opening or shorting
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Figure 53: A reference TPoS device centered in the scaled bandgap.
Figure 54: A LAB-enhanced TPoS device centered in the scaled bandgap.
the piezoelectric layer adjusts the stiffness of the film, which modifies the resonance fre-
quency of the device. Figure 56 illustrates this concept for the device shown in Figure 55.
For this particular configuration, 600 Hz tuning was achieved at 104.7821 MHz, which is
sufficient for fine control of a temperature-compensated oscillator. Further, the Q remained
at 5000 or above for the entire tuning range, while the IL was kept below 14 dB. Equivalent
reference devices had Qs less than 3000 and ILs greater than 17 dB. It is expected that
the resonator design can be optimized for larger tuning range with LAB-enabled tuning,
depending on the needs of the application. Finally, since the tuning is controlled by the
73
piezoelectric termination, this technique is compatible with laser trimming of a Pt resistor
in the case that permanent change to the resonance frequency is desired.
Figure 55: Optical view of probe placement for 3 port tuning experiment. GSG probes are
used for RF ports, while a DC probe was used to adjust the piezoelectric termination of the
tuning port.
4.9 Summary of LAB Structures
The LAB structures developed in this work demonstrated acoustic bandgaps over a certain
range of frequencies. These bandgaps were designed and experimentally verified by special
test structures. Using them as support elements was shown to increase Q by almost 2X.
Further, the bandgap frequencies could be scaled by changing the parameters of the unit
cell, and LABs were shown to enable tuning of multi-port TPoS resonators.
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Figure 56: Measured tuning results showing 600 Hz tuning range at 104.7821 MHz by
opening or shorting the tuning port. IL and Q change only slightly (6% for Q), suggesting
some resistive heating is introduced through the shorted piezoelectric tuning port. Similar
reference devices have initial Q factors less than 3000.
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CHAPTER V
3D MICRO-HEMISPHERICAL SHELL RESONATORS (µHSRS)
The practical limit in size reduction is probably reached when the shell thick-
ness for the desirable operating frequency becomes unacceptably small. —
Dr. David Lynch in 2001 on scaling Northrop Grumman’s Hemispherical Res-
onator Gyro (HRG) to tenths of millimeters in thickness
As the above quote demonstrates, the ability to fabricate 3D µHSRs, a MEMS device
inspired by the well-known macroscale HRG [67], with shell thicknesses on the order of
microns is a completely novel development in the past couple years. Prior to undertaking
this task at Georgia Tech, it was not even known if microshells could be robust enough
to support themselves, let alone be subjected to vibration. However, this has become a
reality and free-standing shells with thicknesses in the range of a few micron to hundreds
of nanometers have been successfully fabricated and operated in their resonance modes.
Interest in axisymmetric 3D micromachined shell resonators, with applications including
rotation and other sensors, is growing due to their potential for high quality factor (Q) at low
frequencies and high insensitivity to environmental vibrations, packaging stresses, and ther-
mal gradients [14, 16, 65, 73–75, 77, 84, 85, 102]. Acting as a gyroscope, the principal axes
of vibration of a micro-hemispherical shell resonator (µHSR, such as that shown in Figure
57) precess due to Coriolis forces when the device experiences external rotation [67]. This
precession occurs as a result of energy transfer between degenerate vibration modes of the
shell. To pick off the angle of rotation with the highest accuracy, it is important that the
amplitudes of the degenerate modes decay at equal rates in free oscillation, so that damping
errors do not result in angle errors on readout [79]. In addition, to increase the overall free-
oscillation decay time (τ = 2Q/ω), the energy dissipation and angular frequency ω should
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Figure 57: Optical micrograph [85] of a 1240 µm diameter, 2 µm thick ALD TiN-coated
thermally-grown oxide micro-hemispherical shell resonator (µHSR) assembled with multi-
axis silicon electrode pillars for capacitive testing created using the process detailed in [77].
be minimized. To reach these goals in a minimal volume, the thickness of the resonator
shell must be reduced to sub-micron levels, which results in very high aspect ratio shells
compared with their macroscale equivalents [52, 67]. Therefore, understanding the origins
and effects of energy dissipation is critical to achieve high-performance µHSRs.
Although many sources of dissipation exist in µHSRs, at this early stage of develop-
ment, efforts must be directed toward identifying practical sources of dissipation and on
understanding those that set the fundamental limits of Q. Dissipations may be categorized
into those that occur inside the material (bulk losses), and those that occur in the vicinity of
the shell’s surfaces (surface losses). Key bulk losses include those that originate from the
imperfections in the quality of the material (e.g., polycrystalline grains, defects, voids) and
thermoelastic dissipation (TED) [86, 97–99], while surface losses may include carbona-
ceous contamination [61], water penetration [20], surface scattering, loss due to a damage
layer which extends a characteristic depth into the bulk of the material [23], and surface
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TED which originates with the homogeneity of strain due to roughness of the shell’s sur-
face. In the case of water penetration in thin shells, this may become a bulk dissipation
effect if water diffuses through the entire thickness of the shell. In addition, the resulting
Q may be loaded by other factors, such as coating materials, anchor loss, air damping, and
electrical impedance mismatch [9]. Although any of the preceding dissipation sources may
play important roles, TED is the focus of this chapter since it is an omnipresent and fun-
damental phenomenon which bears concern for most practical vibrating bodies. Further,
little attention has been paid in literature to surface TED as a potential dominant surface
loss mechanism. It is therefore important to develop models to account for surface TED,
which may then serve as an analogy for the study of other surface dissipation effects. Due
to the novelty of µHSRs, a slight detour is motivated to revisit their operation principles
and vibration modes and frequencies prior to examining their dissipation and quality factor.
5.1 Vibration Modes and Frequencies of µHSRs
For many applications of µHSRs, the lowest frequency inextensional modes [66] form the
modes of interest. Following the spherical coordinate system shown in the top of Figure
58, the inextensional modes are degenerate in the circumferential, or θ, direction in an
ideal µHSR, and exhibit cos (mθ) and sin (mθ) dependency, respectively, where m is the
integer order of the mode. The higher-order modes along the polar (ϕ) direction are typ-
ically neglected since they will occur at higher frequencies, minimizing their usefulness
in capacitively-transduced resonators. Simulated displacement patterns of the first few of
these modes (m = 2 and m = 3) are shown in the middle row of Figure 58 and the cor-
responding mode pattern at the shell rim is depicted in the bottom row of Figure 58. The
undeformed contour of the rim is shown with a dashed line, while each degenerate mode
(corresponding to either cos(mθ) or sin(mθ)) is colored blue and red, respectively. As can
be deduced from Figure 58, each m mode has 2m nodes and 2m antinodes. Furthermore, the
angular split between the degenerate mode pairs is 90°/m. The angular frequency of the mth
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mode (ωm) of a constant thickness hemispherical shell can be approximated in Rayleigh’s
















where Km is a mode-dependent constant determined by
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and E, ν, and ρ are the Young’s modulus, the Poisson’s ratio, and the mass density of the
material, respectively. The geometric parameters are the shell thickness, h, and the mid-
shell radius, R. ϕ f indicates the extent of the polar angle, which terminates at the rim of the
shell. For this work, ϕ f is always assumed to be π/2 (a true hemisphere).
5.2 Steady-State Thermoelastic Equation of Motion for Thin Hemi-
spherical Shell of Isotropic Material
In the case of a thin hemispherical shell of homogeneous isotropic material, by analogy
to a thin plate, the stresses in the r direction can be assumed negligible, resulting in a 2D
solution domain for the displacements over (ϕ, θ). The mid-shell surface (r = R) is taken
as the reference surface. When it is necessary to consider the thickness direction of the
shell, as in the calculation of strain, the radial offset coordinate z = r−R from the mid-shell
surface is employed. Hence, the stresses and strains on the mid-surface of the shell are



















Figure 58: (top) Spherical coordinate system used in this work indicating polar angle ϕ,
circumferential angle θ, and radial position r. The mid-shell radius is R and its thickness
is h. (middle) m = 2 and m = 3 µHSR vibration mode displacement patterns. (bottom)
Schematic of the m = 2 and m = 3 mode patterns at the shell rim depicting the angu-
lar alignment between the degenerate mode pairs (see text for details). The scale of the
vibration is exaggerated for clarity.








The sinusoidal steady-state equations of motion including the effect of TED can derived
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from (22) and (23) in the thin shell approximation in spherical coordinates as
−ρω2uϕ −
E
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in which (53) retains the z dependency of both T and εi j. This bears similarity to the
situation of thermoelastic dissipation in a flexural ring gyro [26]. The mid-surface strains
















−uθ cosϕ) /R sinϕ.
(54)
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Since the shell is considered to be in quasi-inextensional deformation, to find the strains
above the mid-surface at position (ϕ, θ, z), one should calculate the radii of curvature ri j in































































5.3 Derivation of ϕ-Dependent Equation of Motion
In (52), let A = ρω2 and B = ER2(1+ν) and set the left-hand side equal to 0. ω is assumed to























































In other words, ur is a mixture of uϕ and uθ and can be considered as a dependent func-
tional. Then the task is reduced to solving for the latter displacements. Plugging in ur and













































Due to the similarity of the expressions for uϕ and uθ, with the exception of a sign in one of
the θ derivatives, one may expect that they are cos(mθ) and sin(mθ) pairs as in Rayleigh’s
solutions. Effecting this assumption for the θ dependency results in (for the ϕ dependency
































5.4 Analysis of Bulk TED in µHSRs
5.4.1 The Rayleigh Inextensional Assumption and TED
In Section 5.2, we derive the steady-state thermoelastic equation of motion for a thin
isotropic hemispherical shell in the coordinate system of Figure 58. Assuming that (52)
and (53) are weakly coupled such that the modal displacement solutions are not signifi-
cantly perturbed by thermal strains (this can be verified since the right hand side of (52) is
multiplied by the coefficient of thermal expansion (α) which is on the order of ppm; further,
no significant departure of the mode shapes is seen in the finite element models when they
are compared with and without the effect of TED), the displacement degrees-of-freedom
(DOFs) can be separated from the temperature DOF when solving the system of equations.
Lord Rayleigh first obtained solutions to the left-hand side of (52) for the hemispherical
shell by assuming that the mid-surface is in a state of inextensional strain, leading to pure
flexural bending modes of the shell [66]. Strictly speaking, Rayleigh’s solutions apply
only in the case that ω → 0 (i.e., the quasi-static limit). However, these solutions are
usually sufficient for most applications, including the µHSRs considered here. Following
Rayleigh’s inextensional shell theory [21, 22, 49, 66], the strains on the mid-surface of the
hemispherical shell must be identically zero:
εϕϕ = εθθ = εϕθ = 0. (62)
This sets up a system of partial differential equations, and the resulting mode shapes of the
hemispherical shell are [21, 22, 49, 66]





m (ϕ/2) cos mθ





m (ϕ/2) sin mθ




Umaxtot. (m + cosϕ) tan
m (ϕ/2) cos mθ.
(63)
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Figure 59: Normalized radial displacement ur obtained using (63) for a one-eighth ax-
isymmetric sector of the shell.
This model generates the normalized radial displacement ur shown in Figure 59 for a one-
eighth axisymmetric sector of the shell. Similar plots can be obtained for uϕ and uθ.








is the cause of localized temperature increases and decreases. To account for the effect of
these localized temperature changes, which will produce thermal gradients, the volumetric
strain must be calculated from (63). If κ becomes non-zero, the locations of heat sources
will still be governed by εzvol, but the temperature field will diffuse (and average) over the











The volumetric strain can therefore be found by appropriately substituting (55) and (56)
into (65). Carrying out the substitutions results in lengthy expressions which are omitted




vol are plotted for the m = 2 mode
over ϕ and θ of a complete hemisphere in Figure 60. εzϕϕ is always equal in magnitude
but opposite in sign with εzθθ; therefore ε
z
vol is always zero in accordance with (65). This
will be true for any m and is a consequence of the inextensional assumption made earlier.
This type of strain state is termed anti-biaxial. Since εzvol is zero using this approach, the
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Figure 60: εzϕϕ (green), ε
z
θθ (red), and ε
z
vol (blue) derived from Rayleigh’s solutions showing




θθ is always zero over the shell using inextensional shell theory and
therefore the resulting bulk TED is also zero by (53). This strain state is termed anti-
biaxial.
resulting bulk TED will also be zero since no thermal gradients can develop to cause heat
flux in agreement with (53). This result differs from [17], where only the εzθθ component
of the volumetric strain was considered, but the current result is more complete since all
terms of the volumetric strain were considered. As a consequence of the above, linearized
shell theory in Rayleigh’s inextensional approximation is insufficient for calculating the
bulk TED in a hemisphere and requires extension.
5.4.2 Relaxation of the Inextensional Assumption and Neutral Surface Oscillations
The Rayleigh inextensional approximation leads to a semi-trivial solution of the left-hand
side of (52) in the quasi-static limit for which the strains, as well as their derivatives, are
zero. By relaxing the assumption that the strains on the mid-surface are zero, more general
solutions of the elastic part of the equations can be found. In Section 5.3, we find after
































where u(ϕ) represents the ϕ-dependent part of the solutions.
Analytical solutions to the above differential equation exist in terms of the hypergeometric
function which are closely related to the associated Legendre functions P
√
m2+1




n (cos(ϕ + b0)) [1] and can be seen as perturbed versions of the latter functions
since these are the solutions when the −2m cotϕsinϕ term is dropped. Since the associated Leg-
endre functions are orthogonal over the domain of interest, these results suggest that a
series expansion of u(ϕ) in terms of the associated Legendre functions would contain a
dominant term corresponding to the solution of (67) without the −2m cotϕsinϕ term plus a few
significant perturbation components. The remaining perturbation terms can be neglected






















n (cos(ϕ + bn)) .
(68)
The above solutions need to satisfy the stress-free boundary conditions which effectively
correspond to zero displacement at the bottom of the shell and maximum displacement at
the rim. The lowest possible fundamental for a given m corresponds to n = 0 in the above.
It can be expected that the fundamental solution closely mimics the Rayleigh solution. Fig-
ure 61 compares the normalized associated Legendre function P
√
m2+1
0 (cos(ϕ + π)) with the
































Normalized Displacement vs. Polar Angle for 
Rayleigh, Hypergeometric, Associated Legendre, 
Solutions for Increasing Values of m
Figure 61: Comparison of normalized u(ϕ) displacement for P
√
m2+1
0 (cos(ϕ+π)) (solid blue
line) vs. Rayleigh’s solution tan2(ϕ/2) sin(ϕ) (dotted black line) and exact hypergeometric
solution (solid red line) showing excellent agreement between these functional forms for
the m = 2, 3, 4, and 16 modes. As the order of m increases, the forms of the solutions
converge.
The functions show a high degree of similarity, and P
√
m2+1
0 (cos(ϕ+ π)) satisfies the bound-
ary conditions. This is not true for Q
√
m2+1
0 (cos(ϕ + b0)) (it cannot satisfy the boundary
conditions, no matter how b0 is adjusted), so that term is discarded from the solution.
Next, the perturbation terms are considered. For sufficiently high orders of n, the phase
shifts an and bn can be adjusted such that the boundary conditions are satisfied. Figure 62
shows as an example the sum of P
√
5
28 (sin(ϕ + a28)) + Q
√
5
28 (sin(ϕ + a28)) where a28 = b28 =
−0.395◦ is a small phase shift sufficient to set the displacement to 0 at the bottom of the shell
and keep the displacement finite at the shell’s rim. These solutions are overlaid on top of
cos(28ϕ+π/2) for comparison, showing that the perturbations mimic an oscillatory pattern
which has a sharply increasing envelope near the rim. The reason for selection of n = 28
will become clear in the next section. Since the displacement components are oscillatory
and the strains on the mid-surface are non-zero, it is expected that the oscillations are
reflected into displacement of the neutral surface away from the mid-shell surface. A good
approximate model of these types of solutions is
























Figure 62: Comparison of the sum of P
√
5
28 (sin(ϕ+ a28)) + Q
√
5
28 (sin(ϕ+ b28)) (solid magenta
line) where a28 = b28 = −0.395◦ with cos(28ϕ + π/2) (dotted blue line), showing that the
perturbation solutions mimic an oscillatory pattern of nearly constant wavelength with a
sharply increasing envelope near the rim. A good approximate model of these types of
solutions is aebϕ cos(cϕ + d).
5.4.3 Determination of Bulk TED Thermal Path from Neutral Surface Oscillations
The oscillation of the neutral surface will set the thermal path of bulk TED. The thermal
path is defined as the average path length between the hottest and coolest regions of the
shell. The cos term reflecting the spatial behavior of the neutral surface oscillations in (69)








c . To determine c,
an analogy may be drawn between an infinitely thin plate and an infinitely thin hemisphere
as was done in Section 5.2. The perturbing oscillations to the neutral surface of the shell
have a flexural characteristic similar to the 0th-order antisymmetric Lamb waves, which
exhibit a dependence of the acoustic wave velocity on the ratio of the plate thickness to
the wavelength [40]. Hence, for a finite thickness shell of small h/R ratio, we may expect
the oscillatory component which matches the dispersion condition to become dominant.
Indeed, FE models confirm this effect. From FE results similar to those shown later in










In the case of an R = 500 µm, h = 1 µm µHSR, c is found to be equal to 28 by the above
formula (i.e., there are 14 full wavelengths of the oscillation over the ϕ direction of the
















5.4.4 Finite Element Implementation of Bulk TED
COMSOL multiphysics was used as the finite element software to solve the fully-coupled
system of equations defined in (22) and (23). COMSOL is a powerful FE suite and al-
lows nearly arbitrary coupling of different built-in physics domains, in addition to custom
equations. In this work, the Solid Mechanics module of COMSOL was used with thermal
expansion enabled to account for the left and right hand sides of (22). The Heat Trans-
fer in Solids module was used to account for the second term on the left of (23), and the
first term on the left and the right hand side were co-implemented as a body heat source.
Shell-type finite elements can be used to study the behavior of hemispherical shells, but
these use simplifying assumptions about the nature of the strain in the thickness direction
(i.e., (50)). Instead, fully-3D quasi-cuboidal finite elements are used, which retain the full
six-component stress and strain matrices and more accurately capture the behavior of the
µHSR through its thickness. As shown in Figure 63, a mapped meshing scheme is used
over the µHSR with uniformly-sized elements. The mesh is constructed so that it is fully-
symmetric, and convergence of the element size indicates that agreement of less than 1
mHz between the degenerate modes can be achieved, setting the numerical error [85]. Fur-
ther, decreasing the size of the elements in the lateral directions (across the surface area)
of the shell is determined to be more important for convergence than layering elements in
the thickness direction, since the aspect ratios of the elements approach unity. Using a suf-
ficiently powerful compute node, meshes with lateral element dimensions less than 1.5 µm
were created, consuming upwards of 60 GB of physical memory during the fully-coupled
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Figure 63: An example of the fully-symmetric mapped meshing strategy used in the COM-
SOL model for a shell with R = 500 µm and h = 1 µm.
TED solution process for the one-eighth axisymmetric sector model of the shell. A nominal
shell radius and thickness of 500 µm and 1 µm were used, respectively, and are assumed in
the latter figures unless otherwise specified. Material properties for silicon dioxide (Table
A.4) were taken from the COMSOL material property database and are in good agreement
with typical values reported in literature.
Figure 64 plots the result of solving the COMSOL model for the m = 2 mode shape and
extracting u(ϕ). Excellent agreement is obtained between the FE results and the analytical
models discussed earlier. Figure 65 shows the volumetric strain which is derived from these
displacements in the absence of thermal conductivity (κ = 0). The resulting temperature
field is a scaled version of the volumetric strain field. In contrast, in the case κ , 0, the
temperature diffuses through the thickness of the shell, effectively eliminating the thermal
gradient in the radial direction. However, the heat sources still result from the volumetric
strain pattern, and lateral thermal gradients form over the surface of the shell (Figure 66).
In these models, the neutral surface of the µHSR is observed to not lie in the exact
middle of the shell (Figure 67). Instead, the deviations of the neutral surface from the
mid-surface oscillate with rapid decay from the rim of the shell to its bottom, in agreement
with the oscillatory behaviors predicted by the perturbation terms of the analytical model.

























Polar Angle φ (rad) RimBase
Normalized Displacement vs. Polar Angle for 
Rayleigh, Hypergeometric, Associated Legendre, 
and Finite Element Solutions
Figure 64: Comparison of various solutions of normalized u(ϕ) for m = 2 mode. Analytic
solutions are the Rayleigh inextensional modes (dotted black line), the exact hypergeomet-
ric solution (solid red curve), and P
√
m2+1
0 (cos(ϕ + a0)) (solid blue line). The finite element
results (green circles) are overlaid onto these plots and show excellent agreement.
Figure 65: Volumetric strain and temperature field obtained using COMSOL assuming
thermal conductivity κ = 0. These fields are not uniform through the thickness of the shell.
The eye and dashed black box indicate the perspective in Figure 67.
of the shell and remained present after a convergence study with multiple layers of elements
(Figure 67). The consistency of these results suggest that the oscillation of neutral surface
is a physical feature of the shell and not an artifact of the finite element solution. In fact,
the finite element solution can support the linear change in the strain through the thickness
of a shell element required by Rayleigh’s inextensional shell theory, but the computation
converges to the result where the neutral surface does not lie on the mid-surface of the shell.
Figure 67 shows the finite element results for 1 µm, 4.6 µm, and 10 µm shells, respectively,
and illustrates the dependency of the neutral surface (determined by the locations where
92
Figure 66: Temperature field obtained using COMSOL assuming thermal conductivity
κ , 0. This field is approximately uniform through the thickness of the shell.
εzvol = 0) on the ratio of the shell’s thickness and radius. It is observed that the neutral
surface exits the shells (representing the first half wavelength of the oscillation) on their
inner surfaces at greater depths for the thicker shells. These results verify the predictions
of the analytical model based on associated Legendre functions.
As was shown in Figure 60, inextensional shell theory was found to predict zero vol-
umetric strain and hence zero bulk TED for the µHSR. The reason for this was the anti-
biaxial state of strain in the ϕ and θ directions, whose total was always zero. Since the sum
of the diagonals of the strain matrix is an invariant, if the strain matrix is diagonalized to
find the principal strains, then the sum of these principal strains, and the volumetric strain,
must also be zero. Hence, the principal strains, whose orientations may occur along ro-
tated directions on the surface of the shell compared with the ϕ and θ directions, must also
exist in a state of anti-biaxial strain. Plotting the principal strains for the case of Figure 8
is shown in Figure 68. This figure shows an approximately anti-biaxial strain state calcu-
lated by COMSOL for the principal strains along the first (blue) and second (red) principal
strain directions, respectively. The arrow heads indicate that the first principal strains are
compressive for this section of the shell, while the second principal strains are tensile. If
there exists a difference in magnitude between the first and second principal strains at any
location on the shell, the result is a non-zero third principal strain normal to the shell’s
surface, which results in non-zero volumetric strain and is the actual cause of bulk TED
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h = 1 μm
h = 4.6 μm


















Figure 67: Volumetric strain looking toward the ZX plane (as indicated in Figure 65) show-
ing neutral surface (determined by the locations where εzvol = 0) for (top) 1 µm, (middle)
4.6 µm, and (bottom) 10 µm thick shells, showing the dependency of the neutral surface
oscillations on the h/R ratio of the shell. The shell radius is 500 µm in all cases.
in the µHSR according to the neutral surface oscillations. Although this figure shows the
particular case of m = 2, the anti-biaxial strain state will occur for any low-order m.
5.4.5 Finite Element Verification of Bulk TED Thermal Path
As seen in Figure 66, the localized hot and cool regions for a thin shell with finite thermal
conductivity are effectively determined by averaging the temperature distribution through
the thickness of the shell obtained in the absence of thermal conductivity due to thermal
diffusion. This suggests a method to extract the thermal path: first obtain the volumetric
strain on the inner and outer surfaces, and then average the results to produce an approxi-
mation of the temperature distribution over the surface of the shell from which the thermal
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Figure 68: Anti-biaxial principal strain state for m = 2 inextensional mode shown on outer
surface of shell for a one-eigth axisymmetric sector. Inner surface is similar with opposite
sign. Blue (red) arrows represent the first (second) principal strain axis and magnitude.
path can be calculated. Since the volumetric strain follows the same cos(mθ) and sin(mθ)
dependence as the displacements, it suffices to examine the inner and outer surfaces along
the polar direction in the ZX plane. Figure 69 plots the volumetric strain for a R = 500 µm,
h = 1 µm shell in the m = 2 mode along its inner and outer surfaces for κ = 0. Excellent
fits could be obtained to the FE data by the approximate models given in (69). Parameters
b and c of Figure 69 are approximately equal, suggesting they can be reduced to a single
effective parameter b′, resulting in












on the inner surface, and












on the outer surface, where C is an arbitrary constant.
If κ , 0, then the localized temperature will correspond to the averaged volumetric
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Figure 69: Volumetric strain vs. polar angle on (left) inner and (right) outer surfaces
showing form of (72) and (73) with b ≈ c. Finite element data is shown by points and the
fitted model is shown by a solid line.
Figure 70: Averaged volumetric strain over both inner and outer surfaces vs. polar angle
showing form of (74). The model parameters here are b′ and c′ which differ from b and c
of Figure 69 as explained in the text.
strains on the inner and outer surfaces:
ε
avg














where the resulting temperature profile is














Figure 70 shows (74) fitted to the averaged volumetric strain data of Figure 69. Figure 71
uses the same parameters b′ and c′ as Figure 70 in (75) and a very good fit is maintained in
the presence of finite κ despite being extracted from volumetric strain data.
96
Figure 71: Temperature vs. polar angle on shell ZX plane showing excellent match with
form of (75) using the same parameters as in Figure 70.
Figure 72: Normalized bulk TED Q factor vs. h and R near normalization point showing
scaling trend. The normalization point is h = 1 µm, R = 500 µm, for which a QTED of
156.07 million was obtained from Figure 66.
5.4.6 Scaling Law of Bulk TED in µHSRs




















The factor s is included to account for the difference between the relaxation strength be-
fore and after averaging of the temperature due to diffusion both laterally and across the
thickness. An exact value for s could be determined by the use of Green’s functions to
calculate the exact temperature profile for a given maximum displacement after accounting
for diffusion assuming as input the heat source distributions determined when κ = 0, but
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a worst-case lower bound of QTED can be obtained by simply setting s = 1. (76) is plot-
ted for an oxide µHSR over different ranges of h and R in Figure 72, respectively. In this




5.5 Analysis of Surface TED in µHSRs
5.5.1 Finite Element Model of a Single Asperity by Gaussian-shaped Young’s Mod-
ulus Perturbation
In [85], it was demonstrated that there is a direct equivalence between a thickness pertur-
bation at a point on the shell and an equivalent change in Young’s modulus, up to a factor
of ½. This fact can be exploited in the analysis of asperities on µHSRs. Figure 73 shows
an exemplary Young’s modulus mapping of an asperity with a Gaussian profile with its
standard deviation equal to 1° in both the ϕ and θ directions. Figure 74 shows the result
of solving the preceding model for the volumetric strain. The solution method uses the
same fully-coupled thermoelastic approach in COMSOL as for bulk TED. It is noted that
there is a volumetric strain build-up in the vicinity of the asperity. The volumetric strain
concentrates in four lobes around the base of the asperity. Figure 75 shows a zoomed-in
views of the µHSR surface in the vicinity of the Gaussian asperity (indicated by concentric
rainbow-colored contours in the top image). The top image clearly shows the development
of the four lobes of volumetric strain with alternating sign around the base of the asper-
ity (indicated by the red-white-blue contours). The orientation of these lobes is found to
agree with the anti-biaxial principal strains (blue and red arrows). Due to the temperature
increase and decrease associated with the volumetric strain concentrations around the base
of the asperity, the thermal gradients can be calculated, showing lateral heat flux around
the base of the asperity. In the case that κ = 0, the lobes of hot and cold temperature are co-
incident with those of the volumetric strain build-up around the asperity. This is illustrated
by the middle image of Figure 75. However, when κ , 0, the temperature diffuses over the






Figure 73: Shell with single Gaussian-shaped asperity with angular spread (standard devi-
ation) of 1°. At the center of the asperity, the Young’s modulus is modified to be close to





Figure 74: Shell with single Gaussian-shaped asperity showing resulting volumetric strain
pattern. The volumetric strain concentrates in four lobes oriented along the principal strain
directions around the base of the asperity.
5.5.2 Analogy to Asperity on 2D Plate in Anti-Biaxial Principal Strain
In Section 5.2, an analogy was made between the situation of a thin shell and that of a thin
plate. This analogy can also apply to the situation of an asperity on a thin shell or on a
thin plate. Figure 76 shows the latter case, where the principal strain axes line up with the
global x and y axes. Instead of mapping the thickness variation associated with the asperity
to the Young’s modulus, in this case a conical asperity was included geometrically at the
center of the circular plate. The plate is circular in shape and forced to be in anti-biaxial
strain. The actual shape of the plate on which the asperity lies is not of great importance
to this model. Figure 76 shows a zoomed-in top view of the asperity located on the plate.





















 due to diffusion of
temperature
Figure 75: (top) Close-up of Gaussian asperity (indicated by rainbow-colored contours)
showing anti-biaxial principal strain axes (blue and red arrows). The lobes of the volumetric
strain pattern (indicated red-white-blue contours) agree with the orientation of the principal
strain axes. There is a lateral heat flux around the diameter of the asperity indicated by the
non-zero thermal gradient (shown in grayscale). (middle) Same view of asperity showing
the temperature field in the case that κ = 0. The lobes of the temperature pattern agree with
the lobes of the volumetric strain shown earlier as a consequence of (53). (bottom) Same
view of asperity showing the temperature field in the case that κ , 0. Although the lobes of
the temperature pattern agree with the volumetric strain as in Figure 75, the temperature is
found to diffuse across the surface and through the thickness of the shell due to non-zero κ.
addition, it is found that there is agreement of the volumetric strain with the orientation of
the principal strain axes, as was demonstrated previously for the µHSR in Figure 75. Figure
76 shows a quarter section of the asperity on the thin plate. This figure shows clearly that






Figure 76: Top view of conical asperity on circular plate in anti-biaxial strain. The princi-
pal strain axes are indicated by blue and red arrows. The color scale indicates volumetric
strain, showing that the four lobes of maximum and minimum volumetric strain are ori-
ented along the principal strain axes. (top inset) Zoomed-out top view of a conical asperity
(small circle) located at the center of a thin circular plate in anti-biaxial strain. The princi-
pal strain axes are along the global x and y axes. (bottom inset) Quarter-section cut of the
conical asperity showing that the location of maximum volumetric strain occurs precisely
at the base of the asperity.
conical asperity, in the direction of the principal strain axes. Hence, the asperity appears
locally on the shell as if it were sitting on a plate in anti-biaxial strain.
5.5.3 Limitations of the Numerical Model
In Figure 75, errors in the temperature field due to the finite element mesh are visible as a
grid of edges corresponding to the mapped mesh surface. As the asperity size is brought
smaller and smaller, it will eventually approach the size of an element without resorting to
complicated meshing approaches. To overcome the limitations of the finite element mesh,










Figure 77: Schematic views of a conical asperity on a thin plate or shell. (a) The parame-
ters of the asperity are its height ha, radius ra = da/2, and its radius of curvature at its base
r f . The scale is set by the plate or shell thickness h. (b) In the case of anti-biaxial prin-
cipal strain, the plate deforms in the x direction with a strain equal to ε0xx. The asperity is
forced to deform accordingly, resulting in a volumetric strain concentration approximately
located at x = ra. The deformation is shown with a dashed blue outline, while the original
geometry is shown with a solid black line.
5.5.4 Analytical Model of Surface TED due to Asperities
Figure 77 shows the parameterized geometry of the single conical asperity model. In ad-
dition to the thickness of the shell, h, the height and radius of the asperity (ha and ra,
respectively) define the dimensions of a single asperity. Since a sharp corner will develop
into a singularity in the strain, it is also necessary to assume a fillet radius r f (i.e., the radius
of curvature) of the asperity to shell transition. Under application of an external anti-biaxial
strain ε0xx = −ε
0
yy, the maximum volumetric strain will be found at position ra = da/2 but
is no longer determined by (65). To account for this change of volumetric strain in (53),














where r f 0 is the fillet radius for which εvol = 1 in the case that ha = da/2. The thermal path
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Figure 78: Normalized strain εzϕϕ for m = 2 mode of a µHSR derived analytically according
to (55). A stronger color indicates a higher participation factor P for an asperity centered at
that location on the shell, where red indicates positive (dilational) volumetric strain and blue
indicates negative (compressional) volumetric strain. The white nodal lines are areas with
































where P is the participation factor of the asperity and can be found from normalizing εzϕϕ or
εzθθ in Figure 60. ε
z
ϕϕ is normalized and plotted in Figure 78, where the strength of the col-
oring indicates the magnitude of P for an asperity centered on the corresponding location.
Based on finite element models similar to Figure 76, r f 0 is estimated to be approximately
0.1ha for ha = da/2.
5.5.5 Estimation of Qasp.TED for a Single Asperity
Figs. 79 and 80 show the prediction of (79) for the m = 2 inextensional mode of a 1





Figure 79: QTED of a single asperity plotted vs. the asperity height for varying shell thick-
nesses on a 1 mm diameter oxide µHSR predicted by (79). The nominal asperity diameter
and height were 200 nm and 10 nm, respectively. The black dot shows the result for a 910
µm diameter, 3 µm thick oxide µHSR corresponding to the SEM image of Figure 82 with
the same nominal asperity dimensions. As the thickness is decreased, the µHSR’s reso-
nance frequency also decreases, resulting in higher Qasp.TED as the resonator operates deeper
in the isothermal regime. However, for a fixed shell thickness, as the asperity height is in-
creased, surface dissipation correspondingly increases, reducing Qasp.TED, which agrees with
the expected trend for surface losses.
varying asperity height and diameter, respectively. Increasing either the height or diameter
of the asperity is found to decrease the Q. Although increasing da decreases the amount
of volumetric strain generated at the base of the asperity, and therefore the strength of
the thermal gradient, the thermal relaxation is increased by the square of da. This longer
thermal path is the cause of increased dissipation in the isothermal regime of operation.
In this case, r f was taken to be equal to r f 0, and P and s were set equal to 1. For a 1
µm thick shell with asperity height of 10 nm and diameter of 200 nm in these conditions,
Qasp.TED of a single asperity is estimated to be 7.9E10 by (79). In addition, the thinner shells
are determined to have higher surface QTED as a consequence of shifting the resonance
frequency to lower frequency, even though for a fixed thickness, the greater the height of






Figure 80: QTED of a single asperity plotted vs. the asperity diameter for varying shell
thicknesses on a 1 mm diameter oxide µHSR predicted by (79). The nominal asperity
diameter and height were 200 nm and 10 nm, respectively. The black dot shows the result
for a 910 µm diameter, 3 µm thick oxide µHSR corresponding to the SEM image of Figure
82. Similar trends are observed as in Figure 79.
5.5.6 Estimation of Number of Asperities
Although the Qasp.TED of a single asperity is very high (above the bulk TED limit), there can
be a large number of asperities on the shell’s surface. Thus, the overall Q due to surface




where Na is the effective number of asperities (accounting for P). To find Na, assuming that










Using the parameters as the above single asperity example, for close-packed asperities
across the surface of the hemisphere, there would be just over 45 million asperities, result-
ing in a Qsurf.TED of only 1750. Although there can be a large variability in the surface asperity
parameters and distribution, as well as the relaxation strength factor s and participation
factor P, this example shows that it is plausible that surface TED due to asperities can be a
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Figure 81: SEM views of typical features of hemispherical molds etched in single-crystal
silicon (SCS) wafers similar to that demonstrated in [84]. (a) Cross-section view of hemi-
spherical mold obtained by cleaving wafer approximately through center of mold; (b) tilted
view of cleaved mold near the rim showing concentration of surface asperities; (c) close-in
view of sharply-pointed asperities on the mold surface; (d) transition to smooth surface
free of asperities near the bottom of the mold. The surface asperities in the SCS mold were
found to have the highest concentration near the mold rim, while the asperity concentra-
tion decreases near its bottom. This is presumed to be due to direct bombardment with SF6
plasma in high density at the bottom, while the sidewalls are indirectly exposed to scattered
SF6 etchant.
dominant dissipation mechanism in thin µHSRs and are significantly more influential than
bulk TED for these devices.
5.6 Experimental Results
5.6.1 Fabrication-based Origins of Surface Asperities
These surface asperities originate in the case of micromolded µHSRs by transfer from the
micromold surface to the surface of the shell itself. Figure 81 shows typical surface as-
perities found in single-crystal silicon (SCS) molds created by an SF6 isotropic etching
process [77, 84]. The distribution of asperities is naturally determined by the fabrication
processes. While some efforts may be made to smooth the molds and surfaces to remove
asperities (e.g., oxidation), there may be a practical limit to the achievable surface rough-
ness.
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Figure 82: SEM view of surface of 910 µm diameter, 3 µm thick oxide shell grown ac-
cording to [77], where a single iteration of growth and stripping of oxide was performed
to smooth the shell. The surface was coated with a conductive Pt layer by atomic layer
deposition (ALD). Based on the SEM scale, the nominal asperity diameter are estimated to
be 200 nm and 10 nm, respectively.
5.6.2 Surface of Oxide Shell
Figure 82 shows the final oxide shell surface after growing oxide in the mold of Figure 81.
The oxide was grown and stripped and then regrown to smooth the original surface of the
mold, but residual asperities remain. These are roughly estimated to be in good agreement
with the earlier assumption of 10 nm height and 200 nm diameter. The predicted nominal
Qasp.TED for this case was shown with black dots in Figs. 79 and 80.
5.6.3 Measurement of Quality Factor
Figure 83 shows the measurement of a 910 µm diameter, 3 µm thick Pt-coated oxide shell
with approximately the same residual surface roughness shown in Figure 82. An Agilent
4395a network analyzer was used in the measurement, and electrical loading of the Q
was ruled out due to the high motional impedance of the device (originating with large
capacitive transduction gaps) as well as by conducting the test with both close to 0 Ω (by
use of a transimpedance amplifier) and 1 MΩ terminations. The measured Q is 19,100 at
19.2 kHz. This is within an order of magnitude of the close-packed asperity estimation,
showing good agreement with the model. The discrepancies can arise due to difference in
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Figure 83: Network analyzer measurement of a 910 µm diameter, 3 µm thick Pt-coated
oxide µHSR similar to Figure 57. A Q of 19,100 was measured at 19.2 kHz.
the actual distribution of large diameter asperities, which may be less-than-close-packed
and can explain the order of magnitude difference. The measured value of Q is well away
from the bulk TED lower bound, meaning bulk TED does not play a significant role in this
particular device.
Figure 84 shows measurements on the same µHSR with varying vacuum chamber pres-
sures. Using a two component model for Q consisting of a constant value at the lowest
pressure point plus the inverse pressure dependency (Q−1 = Q−1const. + Q
−1
air(P)), a theoretical
trend line can be extracted for Q [13]. This shows that below a certain pressure level, the
Q becomes independent of the loss to the surrounding air. Hence, a dissipation mechanism
other than air loss is dominant at low chamber pressures, and surface TED still plays a
plausible role in explaining the final Q.
Figure 85 shows further results from the same µHSR measured by holding the vacuum
chamber pressure constant at 1 µTorr and varying the ambient temperature of the chamber.
A linear TC f of +61.9 ppm/°C was observed, which is mainly attributed to the shear mod-
ulus of the device. Interestingly, an inverse trend of the Q was observed with temperature
above +40°C, which is in agreement with (79). Below +40°C, the Q began to saturate and
drop slightly toward lower temperatures, suggesting an effect that is not related to TED
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Figure 84: Quality factor measurements similar to Figure 83 measured vs. vacuum cham-
ber pressure level. The diamonds represent measured data points, while the dashed line
indicates the expected inverse dependency of Q on chamber pressure, extrapolated from the
highest pressure point. When combined with a dissipation mechanism constant over pres-
sure, the theoretical air damping trend produces the theoretical Q trend, which explains well
the saturation behavior of measured Q vs. pressure. Therefore, another dissipation mecha-
nism besides air damping is expected to dominant the Q at low pressures, and surface TED
plausibly explains this trend.
Figure 85: Quality factor measurements similar to Figure 83 measured vs. vacuum cham-
ber temperature at highest vacuum level (1 µTorr). The measurements were taken several
days after those of Figure 84 and the maximum measured Q was reduced to 16,000, pre-
sumably due to exposure to humidity in the ambient air. Between 40°C and 90°C, an inverse
trend vs. temperature was observed, which suggests a TED origin in accordance with (79).
Below 40°C, a slight downward trend in Q toward lower temperatures is observed, which
may indicate other sources of dissipation (such as water saturation) begin to dominant over
the surface TED. Interestingly, the f vs. T behavior of the device is highly linear with a
TC f of +61.9 ppm/°C, suggesting that µHSRs may be useful structures for characterizing
temperature behavior of shear modulus in thin films.
began to dominate the measured Q.
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5.7 Support Loss in µHSRs
The same methods applied previously to determine QSupport in SiBARs can be used for the
µHSRs. As an example, consider a 1250 µm diameter, 700 nm thick polysilicon µHSR
with an oxide stem (defined by the release process). For this design, QSupport was at least
2 million over varying support dimensions, as plotted in Figure 86. From this figure, the
dependency of QSupport appears to be inversely proportional to the square of the support
radius. In addition, QSupport is improved proportional to the square of the support length.
Table 16 gives the results of holding the support dimensions in the worst case (50 µm
radius, 2 µm long). From this table, the trend is for the support to greatly increase with
increasing m, suggesting that the mth mode interacts with the support much less than the
(m − 1)th mode below it.
Figure 86: Support loss vs. support radius and height for a 1250 µm diameter, 700 nm
thick polysilicon µHSR support on an oxide stem.
Table 16: QSupport vs. Circumferential Mode Index
Mode m QSupport m/(m − 1)
2 2.6 million -
3 5666 million 2196
4 8,551,378 million 1509
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Table 17: Comparison of PML method with acoustic S-parameter method for calculating
the QSupport of the polysilicon µHSR of Figure 86.
Support Length Support Radius PML Length QSupport QSupport
(µm) (µm) (µm) PML Method S-parameter Method
2 50 100 1,046,243 1,946,425
2 50 150 146,186 1,947,757
2 50 200 317,632 1,947,589
2 50 250 185,238 1,948,047
Following an approach similar to [85], the Young’s modulus can be modulated with a
4th harmonic around the circumferential direction of the shell (Figure 87). In this extreme
example, the 4th harmonic amplitude was set to 200% of the nominal Young’s modulus.
This results in a change of QSupport from 55.9 million for each of the degenerate pairs of
modes to 32.6 million and 12 million, respectively. These results suggest that structural
imperfections can greatly affect both the frequency split and the Qs of the device.
Figure 87: Modulated Young’s modulus around the circumferential direction of the shell.
The resulting frequency and Q split can be found from the acoustic S-parameter support
loss method.
5.8 Overall Q for µHSRs
To choose the final material for the µHSR, a number of factors need to be considered.
Surface TED, anchor loss, and air dissipation are the primary loss mechanisms uncovered
so far for µHSRs. Table 18 summarizes the results of applying the Q analysis platform to
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polysilicon and oxide µHSRs. Surface losses are seen to be the most concerning dissipation
for the current design of the devices.
Table 18: Comparison of Q components for a 1250 µm diameter polysilicon and oxide
µHSRs with 700 nm and 1 µm shell thicknesses, respectively, to target a frequency of 3.2
kHz.
Dissipation Mechanism Polysilicon Q Oxide Q
QPhPh Very high (low frequency) Very high (low frequency)
QPhEl High, doping-dependent High, in coating
QBulkTED 13.4 million 163.4 million
QSupport (m = 2) 2.6-207 million > 1.75 million
(depends mostly on support radius)
QSurface TED > 1000 (lower bound) > 10,000 (lower bound)
QCoating No coating needed Contributes to TED;
quality is a concern.
QSurface Polysilicon shows rough surfaces Sensitive to water absorption
QPolycrystalline TED 8.99E9 No polycrystallites
QPolycrystalScattering 1.73E20 No polycrystallites
QAir > 1 million below 100 µTorr > 1 million below 100 µTorr
5.9 Discussion of Dissipation in µHSRs
In (48), the resonance frequency of the µHSR was found to be proportional to h/R2, from
which the effective stiffness can be determined to be proportional to h3/R2. In fact, multi-
plying (79) by h2/h2, one may see that Qasp.TED is inversely proportional to the stiffness and
the ratios of asperity diameter and height to the shell’s thickness, respectively. Comparing
with macroscale HRGs which operate in the adiabatic regime of TED [52,67], the effective
stiffness of a µHSR must be orders of magnitude lower to maintain approximately the same
frequency. Meanwhile, the surface to volume ratio of a µHSR scales as 3/h, significantly
increasing the influence of dissipation forces arising at the surfaces of the shell. Indeed,
despite achieving Q > 10 million, macroscale HRGs are still believed to be limited by their
surface loss due to metallization coating [67]. It is also interesting to note that one would
be intuitively tempted to assume that d ∝ R in (71). In that case, instead of R/h2 geometric
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dependency, the QTED would simply depend on 1/h. However, we have shown that this is
not the case due to the oscillations of the shell’s neutral surface in the ϕ direction selected
by the dispersion of acoustic waves according to the shell’s thickness.
The presented model for surface TED relies on several experimentally-derived quanti-
ties for accuracy, for which only best estimates are available at the current time. Never-
theless, there is strong semi-quantitative agreement between the model predictions and the
measured quality factors of fabricated prototype µHSRs. Although the developed model
employs conically-shaped asperities, the results are expected to be quite similar for other
shapes since the volumetric strain concentrates at the location of mechanical discontinuity,
which is at the asperity’s base. Also, with slight modifications, the model can account for
radial deviations of the shells since these can be modeled as two asperities located at the
same position on the inner and outer surfaces with positive and negative heights. A fur-
ther modification of the model could account for the surface roughness associated with the
grains of polycrystalline materials. The bulk TED model could also be extended to predict
the effect of TED due to a thin-film coating on the shell’s surface. Therefore, the final Qs
of µHSRs can be expected to be bounded by the surface TED on the low end and the bulk
TED on the high end (in the absence of other dissipation effects). It is believed that the
presented models will prove extremely useful in optimizing the fabrication processes to
produce the highest performance µHSRs, especially as their shell thicknesses are reduced
to meet size and frequency requirements.
5.10 Conclusions on Dissipation in µHSRs
Bulk TED was investigated in µHSRs analytically and numerically. Linearized shell theory
in Rayleigh’s inextensional approximation was shown to be insufficient in predicting TED
for the quasi-inextensional modes of the µHSRs. Instead, by relaxing the inextensional
assumption, a closed-form expression for the thermal path could be derived. The thermal
path was found to be dictated by oscillatory deviations of the neutral surface away from
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the shell’s mid-surface. Using these results, the geometrical scaling law of bulk TED was
found to be proportional to R/h2. A surface model was developed and presented to explain
thermoelastic dissipation arising from surface asperities and the resulting volumetric strain
concentrations. The geometrical scaling law of surface TED is determined as R2/(h · ha ·
da), which reflects two effects: the lowering of the resonance frequency toward the zero-
dissipation isothermal limit as well as the effect of increased surface losses when ha or da
are increased relative to h. Finite element simulations verify predictions of the analytical
bulk and surface TED models. The surface TED model was found to plausibly explain
the measured Q in an oxide µHSR with residual asperities, while the bulk TED model
limits the ultimately achievable Q. These models are expected to provide insight into the
requirements of high-performance µHSRs. Further, slight extensions to these models can
be applied to other situations, such as thin NEMS cantilevers, the contributions of thin-
film coatings to TED, or exploring the effects of DRIE scalloping to high frequency bulk
acoustic wave resonators. The support loss and other dissipation mechanisms were also
studied and it was found that the surface losses are likely the dominant loss in current
designs. Mitigation of the surface loss requires bringing the surface polish to less than 1
nm roughness. Structural anisotropy was shown to have an impact on QSupport.
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CHAPTER VI
CONCLUSIONS AND FUTURE DIRECTIONS
This dissertation was the result of the need to quantify the impact of energy dissipation on
MEMS resonators and generate a priori estimates of Q, a task which at the beginning of
this work was not possible except for specialized circumstances. Indeed, the framework
developed here is not without its own shortcomings and further work is needed to account
for all possible sources of dissipation. This work is only the launching point into a river of
understanding that will rapidly grow deep as the unknown becomes known and the missing
pieces of knowledge are filled in to complete the picture of where the energy which was
dissipated ends up and how it got there. Toward this end, first, the contributions of this
work are outlayed, and then suggestions for future directions are made.
6.1 Contributions
This work has contributed to a number of areas of importance for developing high-
performance MEMS resonators. In no particular order, the highlights of this work are:
• Investigation into the energy dissipation mechanisms present in MEMS resonators.
• Application of the above knowledge to quantifying the impact of loss mechanisms
on resonator figures of merit, including quality factor and insertion loss.
• Development of a general fully-coupled fully-anisotropic thermoelastic dissipation
(TED) model based on the finite element method.
• Development of a novel approach for calculating support loss based on acoustic S-
parameters, which is independent of adjustable parameters and will augment and
complement the typical PML approach.
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• Development of linear acoustic bandgap (LAB) structures for support loss and spu-
rious mode suppression in BAW MEMS resonators.
• Demonstration of scalability of the bandgap of LAB structures across a wide range
of frequency from high tens of MHz to nearly 2 GHz.
• Demonstration of performance enhancement of Aluminum Nitride on Silicon (AlN-
on-Si) TPoS resonators equipped with LAB supports.
• Enablement of additional tuning ports by use of LAB supports without harming the
Q of the device.
• Design of 3D hemispherical structures, which promise low internal dissipation and
low support loss, is detailed.
• Development of detailed TED models for 3D µHSRs accounting for TED originating
both in the bulk of the device and at its surfaces due to inhomogeneity of stresses
resulting from the roughness of the surface.
• Extraction of closed-form scaling laws for the above for easier prediction of TED
without resorting to full FE models.
• Investigation into the anchor loss of 3D µHSRs, demonstrating that structural imper-
fections can result in split of the quality factor in addition to the frequencies.
6.2 Future Directions
The number of directions from which this work may progress are quite numerous. In addi-
tion to the obvious future work of refining and improving the models and applying them to
other MEMS resonators, this work opens an opportunity to use MEMS resonators to study
phonon-phonon and phonon-electron interactions under a variety of conditions by monitor-
ing the Q; in other words, Q is a window into the microscale interactions of fundamental
physical phenomena. It it anticipated that pursuing this path can lead to many exciting
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and unexpected results. Some areas of pursuit more rooted in engineering are optimizing
and designing the LAB structures to suit a particular desired application; for example, by
modifying the geometrical parameters or even changing the shape of the entire unit cell.
Still to be demonstrated is changing the width of the bandgap without changing its center
frequency, although initial results contained herein alluded to one possibility to achieve
this. Further, the LAB-enhanced resonators with tuning ports can be optimized to achieve
greater tuning if that would be so desired to compensate for drifts or temperature. Finally,
a pure capacitive SiBAR with LABs is still experimentally lacking; it is expected that these
should show much greater relative Q improvements, bringing the Q to the Akhieser limit.
On the 3D µHSR side, once fabrication has progressed such that devices are repeatable
and reliable in operation, there are many opportunities to collect data about these thin-film
structures that do not exist in their planar counterparts. For example, the shear modulus is
expected to control the frequency of the device, and hence the TC f is a measure of the TCG,
where G is the shear modulus. This result was close to positive 60 ppm/°C, which is less
than the positive 80 ppm/°C found for the Young’s modulus of oxide through other thin-film
measurement techniques. Hence, 3D µHSRs can serve as vehicles for characterization of
shear characteristics of thin-films and coatings, especially since thermally-grown oxide is
one of the most controlled materials available. In addition, the state of anti-biaxial principal
strain and its effect on surface TED is very illuminating to the dissipation encountered in
these devices; this strain state should be considered in its effect on other surface dissipation
mechanisms as well as internal defects in the shell material.
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APPENDIX A
IMPORTANT MATERIAL PROPERTIES AND VALUES
A.1 Silicon (Si)
Silicon is perhaps the most important material for MEMS. Borrowing from the success in
Silicon CMOS technology, many processes have been developed for working with silicon
and it is considered to be very mature. Silicon is an anisotropic crystalline material with
different wave propagation speeds along different crystal axes. It exhibits cubic symmetry,
which reduces the number of independent elastic constants to three.
Table A.1: Intrinsic Single-Crystal Silicon Material Properties. Data from [24] obtained at
25°C with a pure Si sample with dislocation density < 500/cm2.
Property Symbol Value Unit Reference
Acoustic Velocity
[100] prop. [100] pol. va[100][100] 8432.8+/-0.01% m/s [24]
Acoustic Velocity
[100] prop. [011] pol. va[100][011] 5842.7+/-0.01% m/s [24]
Acoustic Velocity
[011] prop. [011] pol. va[011][011] 9134.2+/-0.01% m/s [24]
Acoustic Velocity
[011] prop. [100] pol. va[011][100] 5842.9+/-0.01% m/s [24]
Acoustic Velocity
[011] prop. [011̄] pol. va[011][011̄] 4672.8+/-0.01% m/s [24]
Stiffness Coefficient 11 c11 165.64+/-0.02% GPa [24]
Temperature Coefficient of c11 TC(c11) -94 ppm/K [Hull 1999]
Stiffness Coefficient 12 c12 63.94+/-0.02% GPa [24]
Temperature Coefficient of c12 TC(c12) -98 ppm/K [Hull 1999]
Stiffness Coefficient 44 c44 79.51+/-0.02% GPa [24]
Temperature Coefficient of c44 TC(c44) -83 ppm/K [Hull 1999]
Mass Density ρ 2329.0+/-0.2 kg/m3 [24]
Coefficient of Thermal Expansion (CTE) α 2.616 ppm/K [Hull 1999]
Electrical Resistivity ρe 150 Ω · cm [24]
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Table A.2: Doped Single-Crystal Silicon Material Properties. Data from [24] obtained at
25°C with a Phosphorous-doped n-type Si sample with ND=(1.98+/-0.06)E19 cm−3 donor
concentration measured by the Hall effect.
Property Symbol Value Unit Reference
Acoustic Velocity
[100] prop. [100] pol. va[100][100] 8432.8+/-0.01% m/s [24]
Acoustic Velocity
[100] prop. [011] pol. va[100][011] 5830.6+/-0.01% m/s [24]
Acoustic Velocity
[011] prop. [011] pol. va[011][011] 9115.0+/-0.01% m/s [24]
Acoustic Velocity
[011] prop. [100] pol. va[011][100] 5829.7+/-0.01% m/s [24]
Acoustic Velocity
[011] prop. [011̄] pol. va[011][011̄] 4613.5+/-0.01% m/s [24]
Stiffness Coefficient 11 c11 163.94+/-0.02% GPa [24]
Stiffness Coefficient 12 c12 64.77+/-0.02% GPa [24]
Stiffness Coefficient 44 c44 79.19+/-0.02% GPa [24]
Mass Density ρ 2329.7+/-0.2 kg/m3 [24]
Electrical Resistivity ρe (3.26+/-0.05)E-3 Ω · cm [24]
A.2 Polysilicon
Table A.3: Poly-Crystalline Silicon Material Properties.
Property Symbol Value Unit Reference
Young’s Modulus E 169 GPa COMSOL
Poisson’s Ratio ν 0.22 1 COMSOL
Mass Density ρ 2320 kg/m3 COMSOL
Acoustic Impedance (long.) Zpolyl 21.16 N · s/m3 From above
Acoustic Impedance (trans.) Zpolyt 12.87 N · s/m3 From above
A.3 Silicon Dioxide (SiO2)
Silicon dioxide in its amorphous forms is typically considered to be an isotropic acoustic
material. Electrically, it is an insulator. It can be grown by the thermal oxidation process,
which may be done in dry or wet atmospheric conditions. Wet oxidation is faster, but dry
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oxidation produces higher quality films which are free of water content.
Table A.4: Silicon Dioxide Material Properties
Property Symbol Value Unit Reference
Young’s Modulus E 70 GPa
Poisson’s Ratio ν 0.17 1
Lamé’s First Parameter λ 15.41 GPa
Lamé’s Second Parameter (Shear Mod.) µ 29.91 GPa
Mass Density ρ 2200 kg/m3
Thermal Conductivity κ 1.4 W/m3K
Coefficient of Thermal Expansion (CTE) α 0.5 ppm/K
Specific Heat Capacity CP 730 J/kg · K
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This dissertation investigates dissipation in microelectromechanical (MEMS)
resonators via detailed analysis and modeling of the energy loss mechanisms and provides
a framework toward creating resonant devices with ultra-low dissipation. Fundamental
mechanisms underlying acoustic energy loss are explored, the results of which are applied
to understanding the losses in resonant MEMS devices. Losses in the materials, which
set the ultimate limits of the achievable quality factor of the devices, are examined. Other
sources of loss, which are determined by the design of the resonator, are investigated and
applied to example resonant MEMS structures. The most critical of these designable loss
mechanisms are thermoelastic dissipation (TED) and support (or anchor) loss of acoustic
energy through the attachment of the MEMS device to its external environment. The dissi-
pation estimation framework enables prediction of the quality factor of a MEMS resonator,
which were accurate within a factor of close to 2 for high-frequency bulk acoustic wave
MEMS resonators, and represents a signficant step forward by closing one of the largest
outstanding problems in MEMS devices: how to predict the quality factor for a given de-
vice.
Dissipation mitigation approaches developed herein address the most critical dominant
loss mechanisms identified using the framework outlined above. These approaches include
design of 1D phononic crystals (PCs) and novel 3D MEMS structures to trap and isolate
vibration energy away from the resonator anchors, optimization of resonator geometry to
suppress thermoelastic dissipation, and analysis of required levels of surface polish to re-
duce surface dissipation. Phononic crystals can be used to manipulate the properties of
materials. In the case of the 1D PC linear acoustic bandgap (LAB) structures developed
here, this manipulation arises from the formation of frequency stop bands, or bandgaps,
which convert silicon from a material capable of supporting acoustic waves to a material
which rejects acoustic propagation at frequencies in the bandgap. The careful design of
these LAB structures is demonstrated to be able to enhance the quality factor and inser-
tion loss of MEMS resonators without significant detrimental effects on the overall device
performance.
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