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DIRICHLET FORMS AND STOCHASTIC COMPLETENESS OF
GRAPHS AND SUBGRAPHS
MATTHIAS KELLER1 AND DANIEL LENZ2
Abstract. We study Laplacians on graphs and networks via regular Dirichlet
forms. We give a sufficient geometric condition for essential selfadjointness
and explicitly determine the generators of the associated semigroups on all ℓp,
1 ≤ p < ∞, in this case. We characterize stochastic completeness thereby
generalizing all earlier corresponding results for graph Laplacians. Finally,
we study how stochastic completeness of a subgraph is related to stochastic
completeness of the whole graph.
Introduction
There is a long history to the study of the heat equation and spectral theory on
graphs and networks (see e.g. the monographs [4, 5] and references therein). The
corresponding operators are known as Laplacians, acoustic operators or generators
of symmetric Markov processes on the graph or network. A substantial part of
this literature is devoted to graphs giving Laplacians, which are bounded on ℓ2.
Recently, certain basic questions concerning unbounded Laplacians have received
attention. This is the starting point for our paper. More precisely, we use the
framework of regular Dirichlet forms in order to
• define the Laplacians on networks via forms (Section 1),
• study essential selfadjointness (Theorem 6),
• determine the generators of the associated semigroups on ℓp, 1 ≤ p < ∞,
under suitable conditions (Theorem 5),
• characterize stochastic completeness (Theorem 1),
• investigate the relationship between stochastic completeness of graphs and
subgraphs (Theorem 2, Theorem 3, Theorem 4).
The use of Dirichlet forms allows us to deal with these questions in a rather general
setting. In particular, our results seem to extend all earlier corresponding results.
Furthermore, we hope that our results and the thorough discussion of background
and context may be useful in the study of further questions as well.
Let us discuss these topics in more detail: There are recent investigations of es-
sential selfadjointness of corresponding Laplacians by Jorgensen [17], of stochastic
completeness by Dodziuk and Matthai [11], and of both essential selfadjointness
and stochastic completeness by Dodziuk [9], Wojciechowski [28] (see [29] as well)
and Weber [26]. These investigations deal with locally finite graphs and the asso-
ciated operators. While [11, 9] treat bounded Laplacians, [17, 28, 26] do neither
assume a uniform bound on the vertex degree nor a modification of the measure
and, accordingly, the resulting Laplacians are not necessarily bounded. It turns
out that all the Laplacians in question are special instances of generators of regu-
lar Dirichlet forms on discrete sets. In fact, there is a one-to-one correspondence
between the regular Dirichlet forms on a discrete set and graphs over this set with
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2weights satisfying a certain summability condition. This naturally raises the ques-
tion to which extent similar results to the ones in [9, 11, 17, 26, 28] also hold for
arbitrary regular Dirichlet forms on discrete sets.
Our first result, Theorem 1, characterizes stochastic completeness for all regular
Dirichlet forms on discrete sets. This generalizes a main result of [28] (see [9, 11, 26]
as well for related results and a sufficient condition for stochastic completeness),
which in turn is inspired by Grigor’yan’s corresponding result for manifolds [15]. Of
course, in terms of methods our considerations concerning stochastic completeness
heavily draw on existing literature as e.g. Sturm’s [23] for strongly local Dirichlet
forms and Grigor’yans results [15] on Riemannian manifolds. A crucial difference,
however, is that our Dirichlet forms are not local. In this sense our results can be
understood as providing some non-local counterpart to [23, 15].
It should be emphasized that – unlike the cited literature – we do allow for non van-
ishing killing terms. In order to make sense out of a notion of stochastic complete-
ness in the presence of a killing term we actually have to extend the usual definition.
This is done by our concept of stochastic completeness at infinity (SC∞) and sto-
chastic incompleteness at infinity (SI∞). Let us be a bit more precise: Stochastic
completeness concerns loss or conservation of heat. Now, loss of heat may occur
for two reasons. One reason is killing within the graph by non-vanishing killing
term. The other reason is heat transport to ’infinity’ or the ’boundary’ in finite
time. This transport to infinity may happen irrespective of presence of a killing
term. It is this transport to infinity which is captured by our notion of stochastic
completeness at infinity. Of course, in the case of vanishing killing term stochastic
completeness and stochastic completeness at infinity agree. Our Theorem 1 gives a
unified treatment of the situation. Note that strengthening of the killing may make
the graph actually more complete at infinity as discussed in Theorem 2.
Let us also mention strongly related work of Feller [12, 13] and of Reuter [22] dealing
with uniqueness of Markov process on discrete sets with given weights. While these
works use different methods and seem to have been somewhat neglected in the above
mentioned literature, they in fact cover parts of the abstract results on stochastic
completeness discussed in [28, 26]. They are in some sense even more general in that
they do not assume symmetry of the Markov process. We will discuss this more
specifically after the statement of our corresponding result. However, we stress
already here that a crucial part of our result is not covered by [12, 22] as we allow
for both a killing term and for arbitrary measures on our underlying set.
Let us emphasize that our treatment requires intrinsically more effort than the
considerations of [9, 11, 26, 28] as in our setting the Laplacians (i.e., generators
of the Dirichlet forms) are known much less explicitly. In fact, in general not
even the functions with compact support will be in the domain of definition of our
Laplacians.
As the functions with compact support need not belong to the domain of definition
of our Laplacians, the question of essential selfadjointness does in general not make
sense in our context. On the other hand, if the functions with compact support
belong to the domain of definition and a certain geometric condition – called (A)
below – is satisfied, we can prove essential selfadjointness of the Laplacians in
question on the set of functions with compact support (Theorem 6). This result
extends the corresponding result of [17, 9, 26, 28] to all regular Dirichlet forms on
discrete sets. Note that this (again) includes the presence of an arbitrary killing
term and an arbitrary measure on our discrete set. We also give examples in which
essential selfadjointness fails (as does condition (A)).
3Along our way, we can also determine the generators for the corresponding semi-
groups on all ℓp, p ∈ [1,∞), for all regular Dirichlet forms on graphs satisfying (A).
These generators turn out to be the “maximal” ones (Theorem 5). These results
seem to be new even in the situations considered in [12, 9, 11, 17, 22, 26, 28].
After these considerations, our final aim is to study how (SC∞) of a subgraph is re-
lated to (SC∞) of the whole graph. There, we obtain two results: We show that any
graph is a subgraph of a graph satisfying (SC∞). This completion can be achieved
both by adding killing terms (Theorem 2) and by adding edges (Theorem 3). We
also show that stochastic incompleteness of a suitably modified subgraph implies
stochastic incompleteness of the whole graph (Theorem 4). These results seem to
be new even in the contexts discussed earlier.
We have tried to make this paper as accessible and self-contained as possible for
both people with a background in Dirichlet forms and people with a background
in geometry. For this reason some arguments are given, which are certainly well
known.
For further studies of certain spectral features of Laplacians in the framework de-
veloped below we refer the reader to [16, 19], both of which were written after the
present paper.
The paper is organized as follows. In Section 1 we present the notation and our
main results. A study of basic properties of Dirichlet forms on graphs can be
found in Section 2. In Section 3 we consider Dirichlet forms on graphs satisfying
the condition (A) mentioned above. For these forms we calculate the generators
of the ℓp semigroups for p ∈ [1,∞) and we show essential selfadjointness of the
generators on ℓ2 (whenever the functions with compact support are in the domain
of definition). In Section 4 we give examples where essential selfadjointness fails
as well as examples of non-regular Dirichlet forms on graphs. A short discussion
of the heat equation in our framework is given in Section 5. Section 6 deals with
extending the semigroup and resolvent in question to a somewhat larger space
of functions. In Section 7 we can then prove our result characterizing stochastic
completeness for arbitrary Dirichlet forms on graphs. Section 8 contains a proof
that any graph is a subgraph of a stochastically complete graph and that any graph
can be made stochastically complete by adding a killing term. Section 9 contains
an incompleteness criterion.
1. Framework and results
Throughout V will be a countable set. Let m be a measure on V with full support
(i.e. m is a map m : V −→ (0,∞)). Then, (V,m) is a measure space. We will deal
exclusively with real valued functions. Thus, ℓp(V,m), 1 ≤ p <∞, is defined by
{u : V −→ R :
∑
x∈V
m(x)|u(x)|p <∞}.
Obviously, ℓ2(V,m) is a Hilbert space with inner product given by
〈u, v〉 :=
∑
x∈V
m(x)u(x)v(x) and norm ‖u‖ := 〈u, u〉
1
2 .
Moreover we denote by ℓ∞(V ) the space of bounded functions on V . Note that this
space does not depend on the choice of m. It is equipped with the supremum norm
‖ · ‖∞.
A symmetric non-negative form on (V,m) is given by a dense subspaceD of ℓ2(V,m)
called the domain of the form and a map
Q : D ×D −→ R
4with Q(u, v) = Q(v, u) and Q(u, u) ≥ 0 for all u, v ∈ D. Such a map is already
determined by its values on the diagonal. For u ∈ ℓ2(V,m) we then define Q(u)
by Q(u) := Q(u, u) if u ∈ D and Q(u) := ∞ otherwise. If ℓ2(V,m) −→ [0,∞],
u 7→ Q(u), is lower semicontinuous, Q is called closed. If Q has a closed extension,
it is called closable and the smallest closed extension is called the closure of Q.
A map C : R −→ R with C(0) = 0 and |C(x) − C(y)| ≤ |x− y| is called a normal
contraction. If Q is both closed and satisfies Q(Cu) ≤ Q(u) for all u ∈ ℓ2(V,m) and
all normal contractions C, it is called a Dirichlet form on (V,m) (see [3, 6, 14, 20]
for background on Dirichlet forms).
Let Cc(V ) be the space of finitely supported functions on V . A Dirichlet Q form
on (V,m) is called regular if D(Q) ∩Cc(V ) is both dense in Cc(V ) with respect to
the supremum norm and dense in D(Q) with respect to the form norm given by
‖ · ‖Q :=
√
‖ · ‖2 +Q(·). As discussed below, for such a regular form the set Cc(V )
is necessarily contained in the form domain. Thus, a Dirichlet form Q is regular if
it is the closure of its restriction to the subspace Cc(V ).
Regular Dirichlet forms on (V,m) are given by graphs on V , as we discuss next (see
Section 2 for details). A symmetric weighted graph over V or a symmetric Markov
chain on V is a pair (b, c) consisting of a map b : V ×V −→ [0,∞) with b(x, x) = 0
for all x ∈ V and a map c : V −→ [0,∞) satisfying the following two properties:
(b1) b(x, y) = b(y, x) for all x, y ∈ V .
(b2)
∑
y∈V b(x, y) <∞ for all x ∈ V .
We can then think of (b, c) or rather the triple (V, b, c) as a weighted graph with
vertex set V in the following way: An x ∈ V with c(x) 6= 0 is then thought to be
connected to the point ∞ by an edge with weight c(x). Moreover, x, y ∈ V with
b(x, y) > 0 are thought to be connected by an edge with weight b(x, y). The map b
is called the edge weight. The map c is called killing term. Vertices x, y ∈ V with
b(x, y) > 0 are called neighbors. More generally, x, y ∈ V are called connected if
there exist x0, x1, . . . , xn, xn+1,∈ V with b(xi, xi+1) > 0, i = 0, . . . , n and x0 = x,
xn+1 = y. This allows us to define connected components of V in the obvious way.
To (V, b, c) we associate the form Qcomp = Qcompb,c on Cc(V ) with diagonal Q
comp :
Cc(V ) −→ [0,∞] given by
Qcomp(u) =
1
2
∑
x,y∈V
b(x, y)(u(x)− u(y))2 +
∑
x∈V
c(x)u(x)2.
Obviously, Qcomp is a restriction of the form Qmax = Qmaxb,c,m defined on ℓ
2(V,m)
with diagonal given by
Qmax(u) =
1
2
∑
x,y∈V
b(x, y)(u(x) − u(y))2 +
∑
x∈V
c(x)u(x)2.
Here, the value ∞ is allowed. It is not hard to see that Qmax is closed and hence
Qcomp is closable on ℓ2(V,m) (see Section 2) and the closure will be denoted by
Q = Qb,c,m and its domain by D(Q) which is the closure of Cc(V ) with respect to
‖ · ‖Q. Then, there exists a unique selfadjoint operator L = Lb,c,m on ℓ
2(V,m) such
that
D(Q) = Domain of definition of L1/2
and
Q(u) = 〈L1/2u, L1/2u〉
for u ∈ D(Q) (see e.g. Theorem 1.2.1 in [6]). As Q is non-negative so is L.
Moreover, it is not hard to see that Qmax(Cu) ≤ Qmax(u) for all u ∈ ℓ2(V,m) (and
in fact any function u) and every normal contraction C. Theorem 3.1.1 of [14] then
implies that Q also satisfies Q(Cu) ≤ Q(u) for all u ∈ ℓ2(V,m) and hence is a
5Dirichlet form. By construction it is regular. In fact, every regular Dirichlet form
on (V,m) is of the form Q = Qb,c,m (see Theorem 7 in Section 2).
Remark. Our setting generalizes the setting of [9, 11, 17, 26, 28] to Dirichlet forms
on countable sets. In our notation, the situation of [11, 26, 28] can be described by
the assumptions m ≡ 1, c ≡ 0, and b(x, y) ∈ {0, 1} for all x, y ∈ V with x 6= y and
the setting of [9, 17] can be described by m ≡ 1, c ≡ 0 and b(x, y) = 0 for all but
finitely many y for each x ∈ V . In particular, unlike [9, 11, 17, 26, 28] we do not
assume finiteness of the sets {y ∈ V : b(x, y) > 0} for all x ∈ V .
Let now a measure m on V with full support and a weighted graph (b, c) over V be
given. Let Q be the associated form and L its generator. Then, by standard theory
[7, 14, 20], the operators of the associated semigroup e−tL, t ≥ 0, and the associated
resolvent α(L+ α)−1, α > 0, are positivity preserving and even markovian.
Positivity preserving means that they map non-negative functions to non-negative
functions. In fact, if (V, b, c) is connected they are even positivity improving, i.e.,
map non-negative nontrivial functions to positive functions (see Section 2). Markov-
ian means that they map non-negative functions bounded by one to non-negative
functions bounded by one.
This can be used to show that semigroup and resolvent extend to all ℓp(V,m), 1 ≤
p ≤ ∞. These extensions are consistent, i.e., two of them agree on their common
domain and they are selfadjoint, i.e., the adjoint to the extension to ℓp(V,m) with
1 ≤ p < ∞ is given by the extension to ℓq(V,m) for 1/p + 1/q = 1, see [6]. The
corresponding generators are denoted by Lp. Thus, the extension of (L + α)
−1 to
ℓp(V,m) is given by (Lp + α)
−1. In particular we have L = L2.
We can describe the action of the operator Lp explicitly (in Section 2) as follows
(see Theorem 9): Define the formal Laplacian L˜ = L˜b,c,m on the vector space
F˜ := {u : V −→ R :
∑
y
|b(x, y)u(y)| <∞ for all x ∈ V } (1)
by
L˜u(x) :=
1
m(x)
∑
y
b(x, y)(u(x) − u(y)) +
c(x)
m(x)
u(x),
where, for each x ∈ V , the sum exists by assumption on u. Then, Lp is a restriction
of L˜ for any p ∈ [1,∞].
After having discussed the fact that these are different semigroups on different ℓp
spaces, we will now follow the custom and write e−tL for all of them.
The preceding considerations show that
0 ≤ e−tL1(x) ≤ 1
for all t ≥ 0 and x ∈ V . The question, whether the second inequality is actually an
equality has received quite some attention. In the case of vanishing killing term,
this is discussed under the name of stochastic completeness or conservativeness.
In fact, for c ≡ 0 and b(x, y) ∈ {0, 1} for all x, y ∈ V , there is a characterization
of stochastic completeness of Wojciechowski [28] (see [9, 11, 26] for related results
as well). This characterization is an analogue to corresponding results for Markov
processes [12, 22], results on manifolds of Grigor’yan [15] and results of Sturm for
general strongly local Dirichlet forms [23].
Our first main result concerns a version of this result for arbitrary regular Dirich-
let forms on weighted graphs (see Section 7 for details and proofs concerning the
subsequent discussion): In this case, we have to replace e−tL1 by the function
Mt(x) := e
−tL1(x) +
∫ t
0
(e−sL
c
m
)(x)ds, x ∈ V.
6This is well defined, satisfies 0 ≤M ≤ 1 and for each x ∈ V , the function t 7→Mt(x)
is continuous and even differentiable. Note that for c ≡ 0, we obtain M = e−tL1
whereas for c 6= 0 we obtain Mt > e
−tL1 on any connected component of V on
which c does not vanish identically (as the semigroup is positivity improving). The
term e−tL1 can be interpreted as the amount of heat contained in the graph at time
t and the integral can be interpreted as the amount of heat killed within the graph
up to the time t. Thus, 1−Mt is the amount of heat transported to the boundary
of the graph by the time t and Mt can be interpreted as the amount of heat, which
has not been transported to the boundary of the graph at time t. Our question
then becomes whether the quantity
1−Mt
vanishes identically or not. Our result then reads.
Theorem 1. (Characterization of heat transfer to the boundary) Let (V, b, c) be a
weighted graph and m a measure on V of full support. Then, for any α > 0, the
function
w :=
∫ ∞
0
αe−tα(1−Mt)dt
satisfies 0 ≤ w ≤ 1, solves (L˜+α)w = 0, and is the largest non-negative l ≤ 1 with
(L˜+ α)l ≤ 0. In particular, the following assertions are equivalent:
(i) For any α > 0 there exists a nontrivial, non-negative bounded l with (L˜ +
α)l ≤ 0.
(ii) For any α > 0 there exists a nontrivial bounded l with (L˜+ α)l = 0.
(iii) For any α > 0 there exists a nontrivial, non-negative bounded l with (L˜ +
α)l = 0.
(iv) The function w is nontrivial
(v) Mt(x) < 1 for some x ∈ V and some t > 0.
(vi) There exists a nontrivial, non-negative bounded N : V × [0,∞) −→ [0,∞)
satisfying L˜N + ddtN = 0 and N0 ≡ 0.
Remark. (a) Conditions (ii) and (iii) deal with eigenvalues of L˜ considered as an
operator on ℓ∞(V ). In particular, (ii) must fail (for sufficiently large α) whenever
L˜ gives rise to a bounded operator on ℓ∞(V ). Thus, any bounded operator L˜ yields
a stochastically complete graph. In this way we recover the corresponding results
of [9, 11].
(b) The case c ≡ 0 m ≡ 1, b(x, y) ∈ {0, 1} recovers the corresponding result of [28].
In fact, in the case c ≡ 0, m ≡ 1 and general (not even symmetric) b the equivalence
of (i) (or (ii)) and (v) is already discussed in [12, 22]. These works mainly aim at
studying uniqueness of the Markov process, i.e., a (somewhat weaker) version of
(vi). They characterize this uniqueness by validity of (i) for m ≡ 1 and arbitrary c.
In this sense it seems fair to say that for c ≡ 0 the equivalence of (i), (v) and (vi) is
well known and for general c the equivalence of (i) and (vi) is well known. Besides
our new proof (inspired by [28, 15]), our main contribution here is the definition of
M allowing for an extension of (v) to situations with killing terms.
(c) The minimum principle discussed below, Theorem 8, will show that for α > 0
any nontrivial, non-negative solution u of (L˜ + α)u = 0 satisfies u > 0 if the
underlying graph is connected.
(d) Let L be the operator associated to a weighted graph (V, b, c) and L0 the
operator associated to (V, b, 0), both with respect to the same measure m : V →
(0,∞). The equivalence of (i) and (v) in the theorem above obviously implies
Mt = 1 whenever e
−tL01 = 1, since L˜l ≥ L˜0l for every non-negative l ∈ F˜ .
7The previous theorem suggests the following definition for stochastic completeness
at infinity and stochastic incompleteness at infinity for general Dirichlet forms on
weighted graphs.
Definition 1.1. The weighted graph (V, b, c) with the measure m of full support is
said to satisfy (SI∞) if it satisfies one (and thus all) of the equivalent assertions of
Theorem 1. Otherwise (V, b, c) is said to satisfy (SC∞).
Remark. Note that validity of (SI∞) depends on both (V, b, c) and m. In fact,
for given (V, b, c) it is always possible to choose m in such a way that L˜ becomes a
bounded operator on ℓ∞(V ). Then, (SC∞) holds (by the previous remark).
The following two results show how graphs can be made to satisfy (SC∞) by addi-
tion of killing terms or edges. They seem to be new even in the setting considered
in [9, 11, 26, 28].
Theorem 2. Let m be a measure on V with full support. For any weighted graph
(V, b, c) there is c′ : V → [0,∞) such that (V, b, c+ c′) satisfies (SC∞).
Remark. Of course, addition of killing terms yields to loss of mass from the graph
reflected in the inequality e−tL1 < 1. As our concept of (SC∞) only considers mass
transported to the geometric boundary of the graph, we can have and even enforce
(SC∞) by adding killing terms. More precisely, the theorem can be understood in
the following way: Adding a killing term kills heat within the graph on any vertex
where the killing term does not vanish. If we eliminate enough heat by the killing
terms, we can achieve that no more heat is transferred to the geometric boundary
of the graph.
A subgraph (W, bW , cW ) of a weighted graph (V, b, c) is given by a subset W of V
and the restriction bW of b toW×W and the restriction cW of c toW . The weighted
graph (V, b, c) is then called a supergraph to (W, bW , cW ). Given a measure m on
V we denote its restriction to W by mW . The subgraph (W, bW , cW ) then gives
rise to a form on ℓ2(W,mW ) with associated operator LbW ,cW ,mW .
Theorem 3. Any weighted graph is the subgraph of a weighted graph satisfying
(SC∞). This supergraph can be chosen to have vanishing killing term if the original
graph has vanishing killing term.
Remark. Note that (in the common definitions) the volume growth of balls in
a graph dominates the volume growth of balls in any of its subgraph. Thus, the
theorem has the consequence that failure of (SC∞) can not be inferred from lower
bounds on the growth of volumes of ball.
While subgraphs do not force incompleteness according to Theorem 3, suitably
adjusted subgraphs do force incompleteness of the whole graph. In order to be
more precise, we need some more notation.
Let (V, b, c) be a weighted graph with measure m of full support and W a subset
of V . Let mW be the restriction of m to W . Let iW : ℓ
2(W,mW ) −→ ℓ
2(V,m) be
the canonical embedding, i.e., iW (u) is the extension of u to V by setting iW (u)
identically zero outside of W . Let pW : ℓ
2(V,m) −→ ℓ2(W,mW ) be the canonical
projection, i.e., the adjoint of iW . Then, W gives rise to the form Q
comp,(D)
W defined
on Cc(W ) by
Q
comp,(D)
W (u) := Q(iWu) = Q
comp
bW ,cW
(u) +
∑
x∈W
dW (x)u(x)
2.
Here, dW (x) :=
∑
y∈V \W b(x, y) describes the edge deficiency of vertices in W
compared to the same vertex in V . Thus, Q
comp,(D)
W is in fact the form Q
comp of
8the weighted graph (W, b
(D)
W , c
(D)
W ) with
b
(D)
W = bW and c
(D)
W = cW + dW .
In particular, by the theory developed above, its closure in ℓ2(W,mW ), denoted by
Q
(D)
W , is a Dirichlet form. The associated selfadjoint operator will be denoted by
L
(D)
W . This operator is sometimes thought of as a restriction of the original operator
to W with Dirichlet boundary condition. For this reason we include the superscript
D in the notation. Another interpretation (suggested by the above expression for
the form) is to think about the graph which arises from the subgraphW by adding
one way edges to a vertex at infinity according to the mentioned edge deficiency.
Again, it is not hard to express the action of L
(D)
W explicitly. In fact, the above
considerations applied to the graph (W, b
(D)
W , c
(D)
W ,mW ) show that
L
(D)
W u = L˜
(D)
W u
for any u ∈ D(L
(D)
W ). Here, the formal Dirichlet Laplacian L˜
(D)
W on W is defined
on pW F˜ = i
−1
w (F˜ ) and given by
L˜
(D)
W u(x) =
1
m(x)
∑
y∈W
b
(D)
W (x, y)(u(x) − u(y)) + c
(D)
W (x)u(x)
 = L˜iWu(x)
for x ∈W . These considerations give that for a function u onW (which is extended
by 0 to V ) the equality
L˜
(D)
W u(x) = L˜u(x) (2)
holds for any x ∈W . This will be used repeatedly in the sequel. Note also that for
W = V we recover the operator on the whole graph, i.e., L˜
(D)
V = L˜ and L
(D)
V = L.
The following result seems to be new even in the setting considered in [9, 11, 26, 28].
Theorem 4. Let (b, c) be a weighted graph over V and m a measure on V of full
support. Then (SI∞) holds, whenever there exists W ⊆ V such that the weighted
graph (b
(D)
W , c
(D)
W ) over the measure space (W,mW ) satisfies (SI∞).
As an example of a situation in which the theorem may be applied we note the
following consequence.
Corollary 1.2. Let (b, 0) be a weighted graph over V with vanishing killing term
and m a measure on V of full support. Let W be a subset of V such that (b
(D)
W , 0)
over the measure space (W,mW ) satisfies (SI∞) and there exists C > 0 with∑
y∈V \W b(x, y)/m(x) ≤ C for any x ∈W . Then (b, 0) over (V,m) satisfies (SI∞).
So far, we have not discussed the precise domains of definition for our operators.
In fact, the actual domains have been quite irrelevant for our considerations.
To determine the domains we need a geometric condition saying that any infinite
path has infinite measure. More precisely, we define condition (A) as follows:
(A) The equality
∑
n∈Nm(xn) =∞ holds for any sequence (xn) of elements of
V such that b(xn, xn+1) > 0 for all n ∈ N .
Of course, an equivalent requirement would be that the equality m({xn : n ∈
N}) =∞ holds for any sequence (xn) of pairwise different elements of V such that
b(xn, xn+1) > 0 for all n ∈ N.
Note that (A) is a condition on (V,m) and (b, c) together. If
inf
x∈V
m(x) > 0
holds, then (A) is satisfied for all weighted graphs (b, c) over V .
9Our result reads as follows. We are not aware of an earlier result of this form in
this context.
Theorem 5. Let (V, b, c) be a weighted graph and m a measure on V of full support
such that (A) holds. Then, for any p ∈ [1,∞) the operator Lp is the restriction of
L˜ to
D(Lp) = {u ∈ ℓ
p(V,m) : L˜u ∈ ℓp(V,m)}.
Remark. The theory of Jacobi matrices already provides examples showing that
without (A) the statement becomes false for p = 2. This is discussed in Section 4.
The condition (A) does not imply that L˜f belongs to ℓ2(V,m) for all f ∈ Cc(V ).
However, if this is the case, then (A) does imply essential selfadjointness. In this
case, Q is the “maximal” form associated to the weighted graph (b, c). More pre-
cisely, the following holds.
Theorem 6. Let V be a set, m a measure on V with full support, (b, c) a weighted
graph over V and Q the associated regular Dirichlet form. Assume L˜Cc(V ) ⊆
ℓ2(V,m). Then, D(L) contains Cc(V ). If furthermore (A) holds, then the restric-
tion of L to Cc(V ) is essentially selfadjoint and the domain of L is given by
D(L) = {u ∈ ℓ2(V,m) : L˜u ∈ ℓ2(V,m)}
and the associated form Q satisfies Q = Qmax, i.e.,
Q(u) =
1
2
∑
x,y∈V
b(x, y)(u(x) − u(y))2 +
∑
x∈V
c(x)u(x)2
for all u ∈ ℓ2(V,m).
Remark. (a) If infm(x) > 0 then both (A) and L˜Cc(V ) ⊆ ℓ
2(V,m) hold for any
weighted graph (b, c) over V . In this case, we recover the corresponding results of
[17, 26, 28] on essential selfadjointness, as these works assume m ≡ 1. (They also
have additional restrictions on b but this is not relevant here).
(b) The statement on the form being the maximal one seems to be new even in the
context of [17, 26, 28]
(c) Essential selfadjointness fails in general if (A) does not hold as can be seen by
examples (see Section 4 and previous remark).
2. Dirichlet forms on graphs - basic facts
In this section we consider a countable set V together with a measure m of full
support.
Lemma 2.1. Let Q be a regular Dirichlet form on (V,m). Then, Cc(V ) is contained
in D(Q).
Proof. Let x ∈ V be arbitrary. Choose ϕ ∈ Cc(V ) with ϕ(x) = 2 and ϕ(y) = 0
for all y 6= x. As Cc(V ) ∩ D(Q) is dense in Cc(V ) with respect to the supremum
norm, there exists ψ ∈ D(Q) with ψ(x) > 1 and |ψ(y)| < 1 for all y 6= x. As Q is a
Dirichlet form, D(Q) is invariant under taking modulus and we can assume that ψ
is non-negative. As Q is a Dirichlet form, also ψ˜ := ψ ∧ 1 belongs to D(Q). (Here,
∧ denotes the minimum.) As D(Q) is a vector space it contains ψ − ψ˜ and this is
a (nonzero) multiple of ϕ by construction. As x ∈ V was arbitrary, the statement
follows. 
Lemma 2.2. Let Q be a regular Dirichlet form on (V,m). Then, there exists a
weighted graph (b, c) over V such that the restriction of Q to Cc(V ) equals Q
comp
b,c .
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Proof. By the previous lemma, Cc(V ) is contained in D(Q). Then, for any finite
K ⊆ V , the restriction QK of Q to Cc(K) is a Dirichlet form as well. By standard
results (see e.g. The´ore`me 1 in [1]), there exists then bK , cK with QK = Q
comp
bK ,cK
.
For K ⊆ K ′ and x, y ∈ K it is not hard to see that bK(x, y) = bK′(x, y) and
cK(x) ≥ cK′(x). Thus, a simple limiting procedure gives the result. 
Lemma 2.3. Let m be a measure on V of full support. Let (b, c) be a weighted
graph over V . Then, Qmaxb,c,m is closed and Q
comp
b,c is closable and its closure Qb,c,m
is a restriction of Qmaxb,c,m.
Proof. It suffices to show that Qmaxb,c,m is closed. Thus, it suffices to show lower
semicontinuity of u 7→ Qmaxb,c,m(u, u). This follows easily from follows easily from
Fatou’s lemma. 
Theorem 7. The regular Dirichlet forms on (V,m) are exactly given by the forms
Qb,c,m with weighted graphs (b, c) over V .
Proof. By the previous lemma and the discussion in Section 1, any Qb,c,m is a
regular Dirichlet form. The converse follows from the previous lemmas. 
The study of regular Dirichlet forms on (V,m) is based on first understanding their
restrictions to finite sets. This is done next.
Proposition 2.4. Let (V,m) be given and (b, c) a weighted graph over V . Let
K ⊂ V be finite. Then, L
(D)
K is a bounded operator with
L
(D)
K f(x) =
1
m(x)
∑
y∈K
b(x, y)(f(x) − f(y)) +
 ∑
y∈V \K
b(x, y) + c(x)
 f(x)
 .
In particular, L˜iKf(x) = L
(D)
K f(x) for all x ∈ K, where iK : ℓ
2(K,mK) −→
ℓ2(V,m) is the canonical embedding by extension by zero.
Proof. Every linear operator on the finite dimensional ℓ2(K,mK) is bounded. Thus,
we can directly read off the operator L
(D)
K from the form Q
(D)
K given by Q
(D)
K (u) :=
Q(iKu). This gives the first claim. The last statement follows easily. 
We now discuss two results on solutions of the associated difference equation. These
results will be rather useful for our further considerations. We start with a version
of a minimum principle.
Theorem 8. (Minimum principle) Let (V, b, c) be a weighted graph and m a mea-
sure on V of full support. Let U ⊆ V be given. Assume that the function u on V
satisfies
• (L˜+ α)u ≥ 0 on U for some α > 0,
• The negative part u−U := u|U ∧ 0 of the restriction of u to U attains its
minimum,
• u ≥ 0 on V \ U .
Then, u ≡ 0 or u > 0 on each connected component of U . In particular, u ≥ 0.
Proof. Without loss of generality we can assume U is connected. If u > 0 there is
nothing left to show. It remains to consider the case that there exists x ∈ U with
u(x) ≤ 0. As the negative part of u on U attains its minimum, there exists then
xm ∈ U with u(xm) ≤ 0 and u(xm) ≤ u(y) for all y ∈ U . As u(y) ≥ 0 for y ∈ U
c,
we obtain u(xm)−u(y) ≤ 0 for all y ∈ V . By the supersolution assumption we find
0 ≤
∑
b(xm, y)(u(xm)− u(y)) + c(xm)u(xm) + αm(xm)u(xm) ≤ 0.
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As b and c are non-negative and α > 0, we find 0 = u(xm) and u(y) = u(xm) = 0
for all y with b(y, xm) > 0. As U is connected, iteration of this argument shows
u ≡ 0 on U . 
The following lemma will be a key tool in our investigations. Note that its proof is
rather simple due to the discreteness of the underlying space.
Lemma 2.5. (Monotone convergence of solutions) Let α ∈ R, f : V −→ R and
u : V −→ R be given. Let (un) be a sequence of non-negative functions on V
belonging to the set F˜ given in (1) on which L˜ is defined. Assume un ≤ un+1 for
all n ∈ N, and un(x) → u(x) and (L˜ + α)un(x) → f(x) for all x ∈ V . Then, u
belongs to F˜ as well and the equation (L˜+ α)u = f holds.
Proof. Without loss of generality we assume m ≡ 1. By assumption
(L˜+ α)un(x) =
∑
y∈V
b(x, y)(un(x) − un(y)) + (c(x) + α)un(x)
converges to f(x) for any x ∈ V . As
∑
y∈V b(x, y)un(x) converges increasingly
to u(x)
∑
y∈V b(x, y) < ∞, the assumptions on un show that
∑
y∈V b(x, y)un(y)
must converge as well and in fact must converge to
∑
y∈V b(x, y)u(y) by monotone
converges theorem. From this we easily obtain the statement. 
We next discuss some fundamental properties of regular Dirichlet forms. These
properties do not depend on the graph setting. They are true for general Dirichlet
forms and can, for example, be found in the works [24, 25]. For the convenience of
the reader we include short proofs based on the previous minimum principle.
Proposition 2.6. (Domain monotonicity) Let (V, b, c) be a weighted graph and m
a measure on V of full support. Let K1,K2 ⊆ V finite with K1 ⊆ K2 be given.
Then, for any x ∈ K1
(L
(D)
K1 + α)
−1f(x) ≤ (L
(D)
K2
+ α)−1f(x)
for all f ∈ ℓ2(V,m) with f ≥ 0 and supp f ⊆ K1.
Proof. Consider f ∈ ℓ2(V,m) with f ≥ 0 and supp f ⊆ K1 and define ui :=
(L
(D)
Ki
+ α)−1f , i = 1, 2. Extending ui by zero we can assume that ui are defined
on the whole of V . Then,
(L˜+ α)ui = f on Ki
for i = 1, 2. Therefore, w := u2 − u1 satisfies
• w = u2 ≥ 0 on K
c
1.
• The negative part of w attains its minimum on K1 (as K1 is finite).
• (L˜+ α)w = f − f = 0 on K1.
The minimum principle yields w ≥ 0 on V . 
Regularity is crucial for the proof of the following result.
Proposition 2.7. (Convergence of resolvents/semigroups) Let (V, b, c) be a weighted
graph, m a measure on V with full support and Q the associated regular Dirichlet
form. Let (Kn) be an increasing sequence of finite subsets of V with V =
⋃
Kn.
Then, (L
(D)
Kn
+ α)−1f → (L + α)−1f, n → ∞ for any f ∈ ℓ2(K1,mK1). (Here,
(L
(D)
Kn
+ α)−1f is extended by zero to all of V ). The corresponding statement also
holds for the semigroups.
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Proof. By general principles (see e.g. [27, Satz 9.20b]) it suffices to consider the
resolvents. After decomposing f in positive and negative part, we can restrict
attention to f ≥ 0. Define un := (L
(D)
Kn
+ α)−1f . Then, un ≥ 0. Now, by
standard characterization of resolvents (see e.g. Section 1.4 in [14]), un is the
unique minimizer of
QKn(u) + α‖u−
1
α
f‖2.
By domain monotonicity, the sequence (un(x)) is monotonously increasing for any
x ∈ V . Moreover, by standard results on Dirichlet forms, (see e.g. [14, Theorem
1.4.1]) we have un ≤
1
α‖f‖∞ and by the spectral theorem ‖un‖ ≤
1
α‖f‖. Thus, the
sequence un converges pointwise and in ℓ
2(V,m) towards a function u ∈ ℓ2(V,m).
Let now w ∈ Cc(V ) be arbitrary. Assume without loss of generality that the support
of w is contained in K1. Then, Q(w) = QKn(w) for all n ∈ N. Closedness of Q,
convergence of the (un) and the minimizing property of each un then give
Q(u) + α‖u−
1
α
f‖2 ≤ lim inf
n→∞
Q(un) + α‖u−
1
α
f‖2
= lim inf
n→∞
(
Q(un) + α‖un −
1
α
f‖2
)
= lim inf
n→∞
(
QKn(un) + α‖un −
1
α
f‖2
)
≤ lim inf
n→∞
(
QKn(w) + α‖w −
1
α
f‖2
)
= Q(w) + α‖w −
1
α
f‖2.
As w ∈ Cc(V ) is arbitrary and Q is regular (!), this implies
Q(u) + α‖u−
1
α
f‖2 ≤ Q(v) + α‖v −
1
α
f‖2
for any v ∈ D(Q). Thus, u is a minimizer of
Q(u) + α‖u−
1
α
f‖2.
By characterization of resolvents again, u must then be equal to (L + α)−1f . 
We can use the previous result to connect the operator L to the formal operator L˜.
To do so we need one further result.
Lemma 2.8. Let (V,m) be given and (b, c) a weighted graph over V . Let p ∈ [1,∞]
be given. For any g ∈ ℓp(V,m), the function u := (Lp + α)
−1g belongs to the set F˜
given in (1) on which L˜ is defined and solves (L˜+ α)u = g.
Proof. We first consider the case p = 2. If suffices to consider the case f ≥ 0.
Choose an increasing sequence (Kn) of finite subsets of V with
⋃
Kn = V and let
gn be the restriction of g to Kn. Then, (gn) converges monotonously increasing
to g in ℓ2(V,m) and consequently (L+ α)−1gn converges monotonously increasing
to u. Thus, by monotone convergence of solutions, we can assume without loss
of generality that g has compact support contained in K1. By convergence of
resolvents, un := (L
(D)
Kn
+ α)−1g then converges increasingly to u := (L + α)−1g.
Moreover, by Proposition 2.4, un satisfies (L˜+α)un = g onKn. Thus, the statement
follows by monotone convergence of solutions.
We now turn to general p ∈ [1,∞]. Again, it suffices to consider the case g ≥ 0.
Choose an increasing sequence (Kn) of finite subsets of V with
⋃
Kn = V and let gn
be the restriction of g to Kn. Then, un := (Lp+α)
−1gn converges to u. Moreover,
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as gn belongs to ℓ
2(V,m) consistency of the resolvents gives un = (L + α)
−1gn.
Now, on the ℓ2(V,m) level we can apply the considerations for p = 2 to obtain
(L˜ + α)un = (L˜+ α)(L + α)
−1gn = gn.
Taking monotone limits now yields the statement. 
After these preparations, we can now give the desired information on the generators.
Theorem 9. Let (V, b, c) be a weighted graph and m a measure on V of full support.
Let p ∈ [1,∞] be given. Then, Lpf = L˜f for any f ∈ D(Lp).
Proof. Let f ∈ D(Lp) be given. Then, g := (Lp + α)f exists and belongs to
ℓp(V,m). By the previous lemma, f = (Lp + α)
−1g solves
(L˜+ α)f = g = (Lp + α)f
and we infer the statement. 
We also note the following by product of our investigation (see [26, 28, 7] for this
result for locally finite graphs).
Corollary 2.9. (Positivity improving) Let (V, b, c) be a connected weighted graph
and L the associated operator. Then, both the semigroup e−tL, t ≥ 0, and the
resolvent (L + α)−1, α > 0, are positivity improving (i.e., they map non-negative
nontrivial ℓ2-functions to strictly positive functions).
Proof. By general principles it suffices to consider the resolvent. Let f ∈ ℓ2(V,m)
with f ≥ 0 be given and consider u := (L + α)−1f . Then u ≥ 0 as the resolvent
of a Dirichlet form is positivity preserving. If u is not strictly positive, there exists
an x with u(x) = 0. As u is non-negative, u attains its minimum in x. By Lemma
2.8, u satisfies (L˜ + α)u = f ≥ 0. We can therefore apply the minimum principle
(with U = V ) to obtain that u ≡ 0. This implies f ≡ 0. 
3. Generators of the semigroups on ℓp and essential selfadjointness
on ℓ2
In this section we will consider a symmetric weighted graph (V, b, c) and a mea-
sure m on V of full support. We will be concerned with explicitly describing the
generators of the semigroups on ℓp and studying essential selfadjointness of the
generator on ℓ2. Both issues will be tackled by proving uniqueness of solutions on
the corresponding ℓp spaces. The results of this section are not needed to deal with
stochastic completeness.
Recall the geometric assumption introduced in the first section:
(A) The equality
∑
n∈Nm(xn) =∞ holds for any sequence (xn) of elements of
V such that b(xn, xn+1) > 0 for all n ∈ N .
The relevance of (A) comes from the following variant of the minimum principle:
Proposition 3.1. Assume (A). Let α > 0, p ∈ [1,∞) and u ∈ ℓp(V,m) with
(L˜+ α)u ≥ 0 be given. Then, u ≥ 0.
Proof. Assume the contrary. Then, there exists an x0 ∈ V with u(x0) < 0. By
0 ≤ (L˜+ α)u(x0) =
1
m(x0)
∑
y∈V
b(x0, y)(u(x0)− u(y)) +
c(x0)
m(x0)
u(x0) + αu(x0)
there must exist an x1 connected to x0 with u(x1) < u(x0). Continuing in this way,
we obtain a sequence (xn) of connected points with u(xn) < u(x0) < 0. Combining
this with (A), we obtain a contradiction to u ∈ ℓp(V,m). 
Let us note the following consequence of the previous minimum principle.
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Lemma 3.2. (Uniqueness of solutions on ℓp) Assume (A). Let α > 0, p ∈ [1,∞)
and u ∈ ℓp(V,m) with (L˜+ α)u = 0 be given. Then, u ≡ 0.
Proof. Both u and −u satisfy the assumptions of the previous proposition. Thus,
u ≡ 0. 
Remark. The situation for p = ∞ is substantially more complicated as can be
seen by (part (ii) of) our first theorem.
This lemma allows us the describe the generators whenever (A) holds.
Proof of Theorem 5. Define
D˜p := {u ∈ ℓ
p(V,m) : L˜u ∈ ℓp(V,m)}.
By Theorem 9, we already know Lpf = L˜f for any f ∈ D(Lp). It remains to show
D˜p ⊆ D(Lp): Let f ∈ D˜p be given. Then, g := (L˜+α)f belongs to ℓ
p(V,m). Thus,
u := (Lp+α)
−1g belongs to D(Lp). Now, as shown above, see Lemma 2.8, u solves
(L˜ + α)u = g. Moreover, f also solves this equation. Thus, by the uniqueness of
solutions given in Lemma 3.2, we infer f = u and f belongs to D(Lp). This finishes
the proof. 
We now turn to a study of essential selfadjointness on Cc(V ). Clearly, the question
of essential selfadjointness on Cc(V ) only makes sense if L˜Cc(V ) ⊆ ℓ
2(V,m). In
this context, we have the following result:
Proposition 3.3. Let (V,m) be given and (b, c) a weighted graph over V . Then,
the following assertions are equivalent:
(i) L˜Cc(V ) ⊆ ℓ
2(V,m).
(ii) For any x ∈ V , the function V −→ [0,∞), y 7→ b(x, y)/m(y), belongs to
ℓ2(V,m).
In this case, any u ∈ ℓ2(V,m) belongs to the set F˜ of (1) on which L˜ is defined and
the three sums ∑
x∈V
u(x)L˜v(x)m(x),
∑
x∈V
L˜u(x)v(x)m(x)
and
1
2
∑
x,y∈V
b(x, y)(u(x)− u(y)(v(x) − v(y)) +
∑
x∈V
c(x)u(x)v(x)
converge absolutely and agree for all u ∈ ℓ2(V,m) and v ∈ Cc(V ).
Proof. Without loss of generality we assume c ≡ 0. For any x ∈ V define δx : V −→
R by δx(y) = 1 if x = y and δx(y) = 0 if x 6= y.
Obviously, (i) is equivalent to L˜δx ∈ ℓ
2(V,m) for all x ∈ V . This latter condition
can easily be seen to be equivalent to (ii). This shows the stated equivalence.
Let u ∈ ℓ2(V,m) be given. Then, for any x ∈ V , Cauchy-Schwarz inequality and
(ii) give
(∗)
∑
y∈V
|b(x, y)u(y)| ≤
∑
y∈V
b(x, y)2
m(y)
1/2∑
y∈V
u(y)2m(y)
1/2 <∞.
Thus, u belongs to F˜ . To show the statement on the sums, it suffices to consider
u ∈ ℓ2(V,m) and v = δz, for z ∈ V arbitrary. In this case, the desired statements
can easily be reduced to the question of absolute convergence of∑
x,y∈V
b(x, y)u(x)δz(x) and
∑
x,y∈V
b(x, y)u(x)δz(y).
This absolute convergence in turn is shown in (∗). 
15
Proof of Theorem 6. As L˜Cc(V ) ⊆ ℓ
2(V,m), we can define the minimal operator
Lmin to be the restriction of L˜ to
D(Lmin) := Cc(V )
and the maximal operator Lmax to be the restriction of L˜ to
D(Lmax) := {u ∈ ℓ
2(V,m) : L˜u ∈ ℓ2(V,m)}.
The previous proposition gives
〈u, Lminv〉 = Q
comp
b,c (u, v)
for all u, v ∈ Cc(V ). This extends to give
〈u, Lminv〉 = Qb,c,m(u, v)
for all u ∈ D(Q) and v ∈ Cc(V ). Thus, Lmin is a restriction of L in this case.
Moreover, the previous proposition gives also
〈u, Lminv〉 =
∑
x∈V
L˜u(x)v(x)m(x)
for all v ∈ Cc(V ) and u ∈ ℓ
2(V,m). Thus,
L∗min = Lmax.
Thus, essential selfadjointness of Lmin is equivalent to selfadjointness of Lmax. This
in turn is equivalent to L = Lmax (as we have L ⊆ Lmax by Theorem 5). As (A)
and Theorem 5 yield D(L) = {u ∈ ℓ2(V,m) : L˜u ∈ ℓ2(V,m)}, we infer L = Lmax
and essential selfadjointness of the restriction of L to Cc(V ) (= Lmin) follows.
It remains to show the statement on the form. Let Qmax be the maximal form, i.e.,
Qmax(u) =
1
2
∑
x,y∈V
b(x, y)(u(x)− u(y))2 +
∑
x∈V
c(x)u(x)2
for all u ∈ ℓ2(V,m) and LQmax the associated operator. Then, another application
of the previous proposition shows∑
x∈V
L˜u(x)v(x)m(x)
=
1
2
∑
x,y∈V
b(x, y)(u(x)− u(y))(v(x) − v(y)) +
∑
x∈V
c(x)u(x)v(x)
= Qmax(u, v)
= 〈LQmaxu, v〉
for all u ∈ D(LQmax) and v ∈ Cc(V ). This gives that the self-adjoint operator
LQmax associated to Q
max satisfies
LQmaxu = L˜u = Lu
for all u ∈ D(LQmax). Thus,
LQmax ⊆ L.
As L is selfadjoint, we infer LQmax = L and the statement on the form follows. 
16
4. Some counterexamples
In this section, we first discuss an example showing that without condition (A)
Theorem 5 and Theorem 6 fail in general. We then present an example of a non-
regular Dirichlet form on a weighted graph. Note that the choice of the measure
plays a crucial role here.
Example for failure of Theorem 5 and 6 without assumption (A).
Let V ≡ Z. Let (at first) every point of Z have measure 1. Consider the bounded
operator
∆ : ℓ2(Z) −→ ℓ2(Z), (∆ϕ)(x) = −ϕ(x − 1) + 2ϕ(x)− ϕ(x + 1).
It corresponds to the Dirichlet form Qb,0,1 with b(x, y) = 1 whenever |x − y| = 1.
A direct calculation shows that the function
u : V −→ R, u(x) := eλx
is a positive solution to the equation (∆˜+α)u = 0 for α = e−λ+eλ−2. Obviously,
we have α ≥ 0 for all real λ. Now let w ∈ ℓ1(Z), w > 0 and define the measure
m : V −→ (0,∞), m(x) := min{1,
w(x)
u2(x)
}
and the killing term
c : V −→ [0,∞), c(x) := max{0,
u2(x)
w(x)
− 1}αm(x).
By construction, u then belongs to ℓ2(Z,m) and
−
α
m
+
c
m
+ α ≡ 0.
Let L˜ be defined by
L˜v(x) :=
1
m(x)
∑
y∈V
b(x, y)(v(x) − v(y)) +
c(x)
m(x)
v(x),
i.e., in a formal sense L˜ = 1m (∆˜ + c). Then, the restriction Lmax of L˜ to
{v ∈ ℓ2(Z,m) : L˜v ∈ ℓ2(Z,m)}
has the eigenvalue −α < 0 since
(Lmax + α)u(x) =
(
−
α
m
+
c
m
+ α
)
u(x) = 0.
Consider now the operator L associated with the Dirichlet form Qb,c,m on ℓ
2(Z,m).
Of course, L is a positive operator and therefore can not have a negative eigenvalue.
Moreover, by the results of the previous section, this operator is a restriction of L˜.
This implies that u can not belong to D(L) and therefore D(L) 6= D(Lmax). Thus,
the domain of definitionD(L) is not given by Theorem 5. In this case, the restriction
of L˜ to Cc(V ) is not essentially self-adjoint (as the proof of Theorem 6 showed that
otherwise L = Lmax).
Example of a non-regular Dirichlet form on V
We consider connected graphs (V, b, c) with c ≡ 0 and b(x, y) ∈ {0, 1} for all x, y ∈
V . As discussed by Dodziuk-Kendall [10] (see [8, 18] as well) in the context of
isoperimetric inequalities, any such graph with positive Cheeger constant α > 0
has the property that
1
2
∑
x,y∈V
b(x, y)(ϕ(x) − ϕ(y))2 ≥
α2
2
∑
x∈V
d(x)ϕ(x)2
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for all ϕ ∈ Cc(V ), where d(x) =
∑
y∈V b(x, y). Let now such a graph be given. Fix
an arbitrary x0 ∈ V . Choose a measure m with support V and m(V ) = 1. Thus,
the constant function 1 belongs to ℓ2(V,m). Define the form Q by
Q(u) :=
1
2
∑
x,y∈V
b(x, y)(u(x)− u(y))2
for all u ∈ ℓ2(V,m) for which Q(u) is finite. Obviously, Q is a Dirichlet form and
the constant function 1 satisfies Q(1) = 0. Let now ϕn be any sequence in Cc(V )
converging to 1 in ℓ2(V,m). Then, ϕn(x0) converges to 1. In particular,
Q(ϕn) ≥
α2
2
d(x0)ϕn(x0)
2 →
α2
2
d(x0) > 0, n→∞.
Thus, Q(ϕn) does not converge to 0 = Q(1). Hence, Q is not regular.
5. The heat equation on ℓ∞
In this section we consider a weighted graph (b, c) over the measure space (V,m)
with associated formal operator L˜.
A function N : [0,∞)×V −→ R is called a solution of the heat equation if for each
x ∈ V the function t 7→ Nt(x) is continuous on [0,∞) and differentiable on (0,∞)
and for each t > 0 the function Nt belongs to the domain of L˜ and the equality
d
dt
Nt(x) = −L˜Nt(x)
holds for all t > 0 and x ∈ V . For a bounded solution N continuity of [0,∞) −→ R,
t 7→ L˜Nt(x), can easily be seen (for each fixed x ∈ V ). For such N validity of
d
dtNt(x) = −L˜Nt(x) for t > 0 then extends automatically to t = 0, i.e., t 7→ Nt(x)
is differentiable on [0,∞) and ddtNt(x) = −L˜Nt(x) holds for any t ≥ 0.
The following theorem is essentially a standard result in the theory of semigroups.
In the situation of special graphs it has been shown in [26, 28]. For completeness
reason we give a proof in our situation as well.
Theorem 10. Let L be a self-adjoint restriction of L˜, which is the generator of
a Dirichlet form on ℓ2(V,m). Let v be a bounded function on V and define N :
[0,∞) × V −→ R by Nt(x) := e
−tLv(x). Then, the function N(x) : [0,∞) −→ R,
t 7→ Nt(x), is differentiable and satisfies
d
dt
Nt(x) = −L˜Nt(x)
for all x ∈ V and t ≥ 0.
Proof. As v is bounded, continuity of t 7→ Nt(x) follows from general principles on
weak ℓ1-ℓ∞ continuity of the semigroup on ℓ∞(V,m), see e.g. [6]. It remains to
show differentiability and the validity of the equation.
As discussed already, it suffices to consider t > 0. After decomposing v into positive
and negative part, we can assume without loss of generality that v is non-negative.
Let (Kn) be sequence of finite increasing subsets of V with
⋃
Kn = V . Let vn be
the function on V which agrees with v on Kn and equals zero elsewhere. Thus, vn
belongs to ℓ2(V,m) and we can consider e−tLvn for any n ∈ N. For each fixed x ∈ V
the function t 7→ e−tLvn(x) converges monotonously to t 7→ Nt(x) (by definition
of the semigroup on ℓ∞). As t 7→ Nt(x) is continuous, this convergence is even
uniformly on compact subintervals of (0,∞). Moreover, standard ℓ2 theory shows
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that Nn = e
−tLvn satisfies
d
dtNn(x) = −LNn(x) for all t > 0 and x ∈ V . By
assumption L is a restriction of L˜ and we infer
d
dt
Nn(x) = −
1
m(x)
∑
y∈V
b(x, y)(Nn(x)−Nn(y))−
c(x)
m(x)
Nn(x)
for all x ∈ V and t > 0. This equality together with the uniform convergence on
compact intervals in (0,∞) and the summability of the b(x, y) in y gives uniform
convergence of the ddtNn(x) on compact intervals. Hence, t→ Nt(x) is differentiable
on (0,∞) and satisfies the desired equation. 
The next lemma shows how solutions of the heat equation to vanishing initial
conditions give rise to non-trivial bounded solutions of (L˜+α)v = 0, (see (vi)⇛(ii)
Theorem 1).
Lemma 5.1. Let N be a bounded solution of ddtN + L˜N = 0, N0 ≡ 0. Then, for
arbitrary α > 0, the function v :=
∫∞
0
e−tαNtdt solves (L˜+ α)v = 0.
Proof. This follows by a short calculation: By boundedness of N and
∑
y b(x, y) <
∞, we can interchange two limits to obtain
L˜v(x) = lim
T→∞
∫ T
0
e−tαL˜Nt(x)dt.
Using that N solves the heat equation and partial integration we find
L˜v(x) = lim
T→∞
∫ T
0
e−tα(−
d
dt
Nt(x))dt
= lim
T→∞
(
−e−tαNt(x)
∣∣T
0
−
∫ T
0
αe−tαNt(x)dt
)
= −α
∫ ∞
0
e−tαNt(x)dt
= −αv(x).
Here, we used boundedness of N and N0 = 0 to get rid of the boundary terms after
the partial integration. 
6. Extended semigroups and resolvents
We are now going to extend the resolvents/semigroups to a larger class of functions.
To do so, we note that for a function f on V with f ≥ 0 the functions g ∈ Cc(V )
with 0 ≤ g ≤ f form a net with respect to the natural ordering g ≺ h whenever
g ≤ h. Limits along this net will be denoted by limg≺f . As the resolvents and
semigroups are positivity preserving, for f ≥ 0, α > 0, t > 0, we can define the
functions (L+ α)−1f : V −→ [0,∞] and e−tLf : V −→ [0,∞] by
(L+ α)−1f(x) := lim
g≺f
(L + α)−1g(x)
e−tLf(x) := lim
g≺f
e−tLg(x).
In fact, as we are in a discrete setting, the operators have kernels, i.e., for any t ≥ 0
there exists a unique function
e−tL : V × V −→ [0,∞) with e−tLf(x) =
∑
y∈V
e−tL(x, y)f(y)
for any f ≥ 0 (and similarly for the resolvent). It is not hard to see that for
functions in ℓ∞(V ), these definitions are consistent with our earlier definitions.
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Theorem 11. (Properties of extended resolvents and semigroups) Let α > 0 be
given. Let f be a non-negative function on V .
(a) Let Kn be an increasing sequence of finite subsets of V with
⋃
Kn = V .
Let fn be the restriction of f to Kn, and un := (L
(D)
Kn
+ α)−1fn. Then, un
converges pointwise monotonously to (L+ α)−1f .
(b) The following statement are equivalent:
(i) There exists a non-negative l : V −→ [0,∞) with (L˜+ α)l ≥ f .
(ii) (L+ α)−1f(x) is finite for any x ∈ V .
In this case u := (L + α)−1f is the smallest non-negative function l with
(L˜+ α)l ≥ f and it satisfies (L˜+ α)u = f .
(c) For all x ∈ V
(L+ α)−1f(x) =
∫ ∞
0
e−tαe−tLf(x)dt.
Remark. Note that the functions in (a) and (c) are allowed to take the value ∞.
Statement (a) is an extension of Proposition 2.7 to non-negative functions.
Proof. Throughout the proof we let u denote the function (L+ α)−1f .
(a) Let x ∈ V be given. By domain monotonicity un(x) = (L
(D)
Kn
+ α)−1fn(x) is
increasing. Moreover, again by domain monotonicity and fn ≤ f we have
un(x) = (L
(D)
Kn
+ α)−1fn(x) ≤ (L+ α)
−1fn(x) ≤ (L + α)
−1f(x) = u(x)
for all n. It remains to show the ’converse’ inequality. We consider two cases.
Case 1. u(x) < ∞. Let ε > 0 be given. By definition of the extended resolvents
there exists then g ∈ Cc(V ) with 0 ≤ g ≤ f and
u(x)− ε ≤ (L+ α)−1g(x).
As g has compact support, we can assume without loss of generality that the support
of g is contained in Kn for all n. By convergence of resolvents, we conclude
(L+ α)−1g(x)− ε ≤ (L
(D)
Kn
+ α)−1g(x)
for all sufficiently large n. Thus, for such n we find
u(x)− 2ε ≤ (L
(D)
Kn
+ α)−1g(x).
By g ≤ f and supp g ⊆ K1, we have g ≤ fn for all n. Thus, the last inequality
gives
u(x)− 2ε ≤ (L
(D)
Kn
+ α)−1fn(x) = un(x).
This finishes the considerations for this case.
Case 2. u(x) =∞. Let κ > 0 be arbitrary. By definition of the extended resolvents
there exists then g ∈ Cc(V ) with 0 ≤ g ≤ f and
κ ≤ (L+ α)−1g(x).
Now, we can continue as in Case 1 to obtain
κ− ε ≤ (L
(D)
Kn
+ α)−1fn(x) = un(x)
for all sufficiently large n. As κ > 0 is arbitrary the statement follows.
(b) We first show (ii)=⇒(i): Recall that u = (L + α)−1f and consider g ∈ Cc(V )
with 0 ≤ g ≤ f . Then, by Lemma 2.8, ug := (L + α)
−1g solves
(L˜+ α)ug = g.
Taking monotone limits on both sides and using the finiteness assumption (ii), we
obtain
(L˜+ α)u = f.
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This shows (i) (with l = u).
We next show (i)=⇒(ii): Let l ≥ 0 satisfy (L˜+α)l ≥ f . Let (Kn) be an increasing
sequence of finite subsets of V as in (a) and let fn be the restriction of f to Kn.
Extend un := (L
(D)
Kn
+ α)−1fn by zero to all of V . Then, wn := l − un satisfies:
• wn = l ≥ 0 on K
c
n.
• The negative part of wn attains its minimum on Kn (as Kn is finite).
• (L˜+ α)wn = (L˜+ α)l − (L˜+ α)un ≥ f − f = 0 on Kn.
The minimum principle, Theorem 8, then gives
wn = l − un ≥ 0.
As n is arbitrary and un converges to u by part (a), we find that u ≤ l is finite.
This finishes the proof of the equivalence statement of (b). The last statements of
(b) have already been shown along the proofs of (i)=⇒ (ii) and (ii)=⇒(i).
(c) For g ∈ Cc(V ) with 0 ≤ g ≤ f the equation
(L+ α)−1g =
∫ ∞
0
e−tαe−tLgdt
holds by standard theory on semigroups. Now, (c) follows by taking monotone
limits on both sides. 
There is a special function v to which our considerations can be applied:
Proposition 6.1. For any α > 0 we have the estimate
0 ≤ (L + α)−1(α1 +
c
m
) ≤ 1.
Remark. Let us stress that c/m is not assumed to be bounded.
Proof. As α1+c/m ≥ 0, we have 0 ≤ (L+α)−1(α1+c/m). Moreover, we obviously
have
(L˜+ α)1 = α1 +
c
m
.
Thus, (b) of the previous theorem shows (L+ α)−1(α1 + c/m) ≤ 1. 
We will also need the following consequence of the proposition.
Proposition 6.2. Let (V, b, c) be a weighted graph and define S : V −→ [0,∞] by
S(x) :=
∫ ∞
0
(e−sL
c
m
)(x)ds.
Then, S satisfies 0 ≤ S ≤ 1 and L˜S = c/m.
Proof. For g ∈ Cc(V ) with 0 ≤ g ≤ c/m and α > 0, we define Sg,α by Sg,α :=∫∞
0 e
−αse−sLg(x)ds and Sg by Sg = limα→0 Sg,α. Then,
Sg,α = (L+ α)
−1g, i.e., (L˜ + α)Sg,α = g.
By g ≤ α1 + c/m for any α > 0 and Proposition 6.1, we have
Sg,α = (L+ α)
−1g(x) ≤ (L+ α)−1(α1 +
c
m
)(x) ≤ 1.
As Sg is the monotone limit of the Sg,α, this shows that Sg is bounded by 1.
Moreover, using the uniform bound on the Sg,α and taking the limit α→ 0 in
(L˜+ α)Sg,α = g,
we find
L˜Sg = g ≥ 0.
As S = lim
g≺c/m
Sg and the Sg are uniformly bounded, we obtain the statement. 
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Lemma 6.3. Let u ≥ 0 be given. Then, the following assertions are equivalent:
(i) e−tLu ≤ u for all t > 0.
(ii) (L+ α)−1u ≤ 1αu for all α > 0.
Any u ≥ 0 with L˜u ≥ 0 satisfies these equivalent conditions.
Proof. The implication (i)⇒(ii) follows easily from (L + α)−1 =
∫∞
0
e−tαe−tLdt.
Similarly, the implication (ii)⇒(i) follows by a limiting argument from the standard
e−tLf = lim
n→∞
(
t
n
(
L+
n
t
))−n
f
for f ∈ ℓ2(V,m). As for the last statement, we note that L˜u ≥ 0 implies
1
α
(L˜+ α)u ≥ u.
By (b) of Theorem 11 the desired statement (ii) follows. 
7. Characterization of stochastic completeness
In this section, we can finally characterize stochastic completeness. We begin by
introducing the crucial quantity in our studies.
Lemma 7.1. Let (V, b, c) be a weighted graph and m a measure on V with full
support. Then, the function M : [0,∞)× V −→ [0,∞] defined by
Mt(x) := e
−tL1(x) +
∫ t
0
(e−sL
c
m
)(x)ds
satisfies 0 ≤ Ms ≤ Mt ≤ 1 for all s ≥ t ≥ 0 and, for each x ∈ V , the map
t 7→Mt(x) is differentiable and satisfies
d
dtMt(x) + L˜Mt(x) = c(x)/m(x).
Remark. We can give an interpretation of M in terms of a diffusion process on V
as follows. For x ∈ V , let δx be the characteristic function of {x}. A diffusion on
V starting in x with normalized measure is then given by 1m(x)δx at time t = 0. It
will yield to the amount of heat
〈e−tL
δx
m(x)
, 1〉 = 〈
δx
m(x)
, e−tL1〉 =
∑
y∈V
e−tL(x, y)
within V at the time t. Moreover, at each time s the rate of heat killed at y by the
killing term c is given by e−sL(x, y)c(y)/m(y). The total amount of heat killed at
y until the time t is then given by
∫ t
0 e
−sL(x, y)c(y)/m(y)ds. The total amount of
heat killed at all vertices by c till the time t is accordingly given by∑
y∈V
∫ t
0
e−sL(x, y)
c(y)
m(y)
ds =
∫ t
0
∑
y∈V
e−sL(x, y)
c(y)
m(y)
ds =
∫ t
0
(e−sL
c
m
)(x)ds.
This means that M measures the amount of heat at time t which has not been
transferred to the boundary of V .
Proof. By definition we haveM ≥ 0. By Proposition 6.2, S(x) =
∫∞
0 (e
−sLc/m)(x)ds
is finite and we can therefore calculate∫ t
0
(e−sL
c
m
)(x)ds = S(x)−
∫ ∞
t
(e−sL
c
m
)(x)ds = S(x)− e−tLS(x),
where the last statement follows by taking monotone limits along the net of g ∈
Cc(V ) with 0 ≤ g ≤ c/m. Thus,
Mt = e
−tL1 + S − e−tLS = S + e−tL(1− S).
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From this equality the desired statements follow easily: By Proposition 6.2, we have
1− S ≥ 0 and L˜(1 − S) = L˜1− L˜S = c/m− c/m = 0. Lemma 6.3 then yields
e−sL(1− S) ≤ e−tL(1 − S) ≤ 1− S
for all s ≥ t ≥ 0. Plugging this into the formula for Mt gives, for all 0 ≤ t ≤ s,
0 ≤Ms ≤Mt ≤ 1.
Moreover, as S and the constant function 1 are bounded, we can apply Theorem 10
to Mt = e
−tL(1− S) + S to infer that t 7→M(x) is differentiable with
d
dt
Mt(x) = −L˜e
−tL1(x) + L˜e−tLS(x) = −L˜Mt(x) + L˜S(x) = −L˜Mt(x) +
c(x)
m(x)
,
where we used L˜S = c/m from from Proposition 6.2. 
We now show that integration over M yields a resolvent.
Lemma 7.2. (L + α)−1(α1 + c/m)(x) =
∫∞
0
αe−tαMt(x)ds.
Proof. As shown in (c) of Theorem 11 we have
(L+ α)−1(α1 +
c
m
)(x) =
∫ ∞
0
αe−tαe−tL(1 +
c
αm
)(x)dt.
Thus, it suffices to show that∫ ∞
0
e−tα(e−tL
c
m
)(x)dt =
∫ ∞
0
αe−tα
(∫ t
0
(e−sL
c
m
)(x)ds
)
dt.
This follows by partial integration applied to each (non-negative) term of the sum
(e−tL
c
m
)(x) =
∑
y∈V
e−tL(x, y)
c(y)
m(y)
.
This finishes the proof. 
Remark. Let us stress that the care taken with monotone convergence in the
above arguments is quite necessary. For example one might think that 1 = (L +
α)−1(L˜ + α) 1. Combined with the previous lemma, this would lead to 1 = (L +
α)−1(α1 + c/m) =
∫∞
0 αe
−tαMtdt. However, the phenomenon we study is exactly
that the integral can be strictly smaller than 1!
After these preparations we now prove our first main result. Recall that we defined
w =
∫ ∞
0
αe−tα(1 −Mt)dt.
Proof of Theorem 1. As
∫∞
0
αe−tαdt = 1, Lemma 7.2 gives w = 1− (L+α)−1(α1+
c/m). Thus, w solves (L˜ + α)w = 0. Moreover, the minimality properties of the
extended resolvent yield the maximality property of w. More precisely, let l be any
non-negative function bounded by 1 with (L˜+α)l ≤ 0. Then, 1− l is non-negative
and satisfies
(L˜+ α)(1 − l) = α1 +
c
m
− (L˜ + α)l ≥ α1 +
c
m
.
The minimality property of 1−w = (L+α)−1(α1+ c/m) then gives 1−w ≤ 1− l,
and the desired inequality l ≤ w follows.
It remains to show the equivalence statements.
(v)=⇒(iv): This is clear as 0 ≤Mt ≤ 1 and M is continuous.
(iv)=⇒(iii): This is clear from the properties of w shown above.
(iii)=⇒(ii): This is clear.
(ii)=⇒ (i): Let l+ be the positive part of l, i.e., l+(x) = l(x) if l(x) > 0 and
l+(x) = 0 otherwise. If l+ is trivial, the function −l is a nontrivial, non-negative
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bounded solution and (i) follows. Otherwise a direct calculation shows that l+ is a
nontrivial subsolution. Obviously, l+ is non-negative and bounded.
(i)=⇒ (v): If there exists a nontrivial non-negative subsolution, then w as the
largest subsolution must be nontrivial. Hence, there must exist t > 0 and x ∈ V
with Mt(x) < 1.
(v) =⇒ (vi): Lemma 7.1 gives that N := 1−M satisfies N0 = 0 and
d
dtN+ L˜N = 0.
This gives the desired implication.
(vi)=⇒ (i): This is a direct consequence of Lemma 5.1. 
8. Stochastically complete graphs with incomplete subgraphs
In this section we prove Theorem 2 and Theorem 3. For Theorem 3 the basic idea
is to attach graphs satisfying (SC∞) to each vertex of a graph (with (SI∞)) such
that the resulting graph will satisfy (SC∞). As adding a potential to a graph can
be interpreted as adding edges to infinity, the proof of Theorem 2 can be seen as a
variant of the proof of Theorem 3.
The graphs we attach will be the following. Let (N, bN , 0) the graph with vertex
set N = {0, 1, 2, . . .}, bN (x, y) = 1 if |x − y| = 1 and bN(x, y) = 0 otherwise and
c ≡ 0. Moreover, let the measure m on N be constant m ≡ 1. The next lemma
shows that when u solves (L˜N + α)u(x) = 0 for some α > 0 and all x ∈ N \ {0}
then it is only bounded if it is exponentially decreasing.
Lemma 8.1. Let (N, bN , 0) be as above and m ≡ 1. Let α > 0 be given. Let u be
a positive function on N with (L˜N + α)u(x) = 0 for all x ≥ 1. If for some x ≥ 1
u(x) ≥
2
2 + α
u(x− 1),
then u increases exponentially.
Proof. Let u be a positive solution. If (1 + α2 )u(x) ≥ u(x− 1) for some x ≥ 1, we
get by the equation (L˜N + α)u(x) = 0
0 = (1 +
α
2
)u(x)− u(x+ 1) + (1 +
α
2
)u(x)− u(x− 1)
≥ (1 +
α
2
)u(x)− u(x+ 1).
This implies u(x+1) ≥ (1+ α2 )u(x) and, in particular, (1+
α
2 )u(x+1) ≥ u(x). By
induction we then get for y ≥ x
u(y) ≥ (1 +
α
2
)y−xu(x)
which gives the statement. 
Proof of Theorem 3. Let (W, bW , cW ) be a weighted graph and m a measure of
full support on W . If (SC∞) holds we are done, so we assume the contrary. We
will construct a weighted graph (V, b, c) satisfying (SC∞) such that W ⊆ V and
b|W×W = bW . Define
degbW (x) =
1
m(x)
∑
y∈W
b(x, y).
Let n :W→(0,∞) be a function which satisfies n(x) degbW (x)m(x) ∈ N and
∞∑
j=1
n(xj) =∞
for any sequence (xj) inW . (For example we can set n(x) = [degbW m+ 1]/degbW m,
where [x] denotes the smallest integer not exceeding x.)
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To each vertex x ∈ W , we attach n(x) degbW (x)m(x) copies of the weighted graph
(N, bN , 0) defined in the beginning of the section. We do this by identifying x ∈ W
with the vertices 0 in the associated copies of N . We denote the resulting graph by
V and define b on V × V by letting
b(x, y) =

bW (x, y) : x, y ∈ W,
bN (x, y) : x, y in the same copy of N,
0 : otherwise.
Moreover, we extend c and m to V by letting c ≡ 0 and m ≡ 1 on V \W and denote
L˜ = L˜V . We will show that for all α > 0 every non-negative nontrivial function u
on V , which satisfies (L˜ + α)u = 0, is unbounded. Without loss of generality, we
can assume that the graph is connected. Then, any non-negative nontrivial solution
u of (L˜ + α)u = 0 must be positive by the minimum principle. Let u be such a
positive solution of (L˜+ α)u = 0 and assume it is bounded.
Fix x0 ∈W and a sequence (ρr) in R with (2+α)/2 > ρr > 1 and
∑
(ρr − 1) <∞.
By induction we can now define for each r ∈ N an xr ∈ V such that b(xr, xr−1) > 0
and ρru(xr+1) ≥ supy∈V,b(xr,y)>0 u(y). Since we assumed u bounded, Lemma 8.1
gives u(y) < 2u(xr)/(2 + α) for each vertex y in a copy of N which is adjacent to
xr. If xr+1 was in a copy of N , then this would imply that u has a maximum in
xr which leads to a contradiction to (L˜ + α)u = 0. Thus all xr belong to W . The
equation (L˜+ α)u(xr) = 0 now gives
0 =
1
m(xr)
∑
y∈V
b(xr, y)(u(xr)− u(y)) +
c(xr)
m(xr)
u(xr) + αu(xr)
≥ degbW (xr)u(xr) +
1
m(xr)
 ∑
y∈V \W
b(xr , y)(u(xr)− u(y))−
∑
y∈W
b(xr, y)u(y)

≥
(
1 +
αn(xr)
2 + α
)
degbW (xr)u(xr)− ρr degbW (xr)u(xr+1).
In the second inequality, we used α, c(xr), u(xr) ≥ 0. In the third inequality, we
estimated the sum over y ∈ V \ W by the inequality u(y) < 2/(2 + α)u(xr) of
Lemma 8.1 and the sum over y ∈ W by the choice of xr+1. We get by direct
calculation and iteration
u(xr+1) ≥
1
ρr
(
αn(xr)
2 + α
+ 1
)
u(xr) ≥
 r∏
j=1
1
ρj
 r∏
j=1
(
αn(xj)
2 + α
+ 1
)u(x0).
Letting r tend to infinity the right hand side diverges if and only if n is chosen
such that
∑∞
j=1 n(xj) is divergent. (Notice that the infinite product over (1/ρj)
is greater than zero since we assumed that (ρj − 1) is summable). Thus, by our
choice of n, we arrive at the contradiction that u is unbounded. By Theorem 1, this
construction shows that for every (W, bW , cW ) there is a weighted graph (V, b, c)
which is (SC∞) and (W, bW , cW ) is a subgraph of (V, b, c). 
Remark. An alternative construction is to add single vertices instead of copies of
N . For the resulting graph and a function u satisfying (L˜ + α)u = 0 the value
of u on an added vertex y adjacent to the vertex x in the original graph is then
determined by (1+α)u(y) = u(x). The rest of the proof can now be carried out in
a similar manner. We chose to do the construction above to avoid the impression
that the (SC∞) is the result of adding some type of boundary to the graph.
We finish this section by proving Theorem 2.
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Proof of Theorem 2. Set b(x) :=
∑
y∈V b(x, y). Choose c
′ : V → [0,∞) such that
for any sequence (xj) in V satisfying b(xj , xj+1) > 0 for all j ∈ N, we have
∞∑
j=1
c(xj) + c
′(xj)
b(xj)
=∞.
(For example one may choose c′(x) = b(x) for x ∈ V .) We now follow a similar rea-
soning as in the proof of Theorem 3: We consider nontrivial non-negative solution u
of (L˜b,c+c′,m+α)u = 0, α > 0 and choose inductively for each r ∈ N an xr ∈ V and
2 ≥ ρr > 1 with u(x0) > 0, b(xr, xr+1) > 0 and ρru(xr+1) ≥ supy:b(xr,y)>0 u(y) for
all r ∈ N. Then, a direct calculation gives u(xr+1) ≥
1
ρr
(1 + c(xr)+c
′(xr)
b(x) )u(xr) and
unboundedness of u follows (whenever ρr converges to 1 sufficiently fast). Hence,
by Theorem 1 the graph (V, b, c+ c′) satisfies (SC∞). 
9. An incompleteness criterion
In this section we prove Theorem 4, which is a counterpart to Theorem 3. As shown
there a subgraph with (SI∞) is well compatible with the whole graph satisfying
(SC∞). Theorem 4 shows under which additional condition (SI∞) of a subgraph
implies (SI∞) for the whole graph. This condition is about how heavily the incom-
plete subgraph is connected with the rest of the graph. Not having control over the
amount of connections leads possibly to (SC∞) as we have seen in Theorem 3.
For a subset W of a weighted graph (V, b, c) we define the outer boundary ∂W of
W in V by
∂W = {x ∈ V \W : ∃y ∈W, b(x, y) > 0}.
Note that the outer boundary of W is a subset of V \W . We will be concerned
with decompositions of the whole set V into two sets W and W ′ := V \W . In this
case, there are two outer boundaries. Our intention is to extend positive bounded
functions u on W with (L˜
(D)
W + α)u ≤ 0 to positive bounded functions v on the
whole space satisfying (L˜+α)v ≤ 0 . To do so, we will have to take particular care
at what happens on the two boundaries.
Lemma 9.1. Let (V, b, c) be a connected weighted graph. Let W ⊆ V be non-empty.
Then, any connected component of W ′ = V \W contains a point x ∈ ∂W .
Proof. Choose x ∈ W arbitrarily. By assumption, any y ∈ W ′ is connected to x
by a path in V , i.e., there exist x0, x1, . . . , xn ∈ V with b(xi, xi+1) > 0 and x0 = x,
xn = y. Let m ∈ {0, . . . , n} be the largest number with xm ∈ W . Then, xm+1
belongs to both the boundary of W and the connected component of y. 
Lemma 9.2. Let (V, b, c) be a weighted graph and m a measure of full support.
Let U ⊆ V and ϕ be a non-negative function in ℓ2(U,m). Then, (L
(D)
U + α)
−1ϕ
is non-negative on U and positive on the connected components of any x ∈ U with
ϕ(x) > 0.
Proof. The operator L
(D)
U is associated to the weighted graph (U, b
(D)
U , c
(D)
U ). Hence,
Corollary 2.9 gives the statement. 
Lemma 9.3. Let (V, b, c) be a weighted graph and m a measure of full support.
Let U ⊆ V be given. Let v ∈ F˜ and denote the restriction of v to U by u and the
restriction of v to V \ U by u′. Then, for any x ∈ U
(L˜+ α)v(x) = (L˜
(D)
U + α)u(x) −
1
m(x)
∑
y∈V \U
b(x, y)u′(y).
Proof. This follows by direct calculation. 
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Proof of Theorem 4. Let W ⊆ V be given such that for every α > 0 there is a
bounded non-negative nontrivial function u on W satisfying
(L˜
(D)
W + α)u ≤ 0.
By Theorem 1, it suffices to show that any such u can be extended to a non-negative
and bounded function v on V such that
(L˜+ α)v ≤ 0.
To do so, we proceed as follows: Set W ′ = V \W . Define
ψ :W ′ −→ R, ψ(x) =
1
m(x)
∑
y∈W
b(x, y)u(y).
Thus, ψ vanishes on W ′ \ ∂W and is non-negative on ∂W . Now, choose ϕ ∈
ℓ2(W ′,mW ) with 0 ≤ ϕ ≤ ψ and ϕ(x) 6= 0 whenever ψ(x) 6= 0. Thus,
ϕ ≥ 0 on ∂W and ϕ ≡ 0 on W ′ \ ∂W.
Define u′ on W ′ by
u′ := (L
(D)
W ′ + α)
−1ϕ.
As ϕ is non-negative on ∂W , combining Lemma 9.1 and Lemma 9.2 shows that u′
is non-negative (on W ′). Now, define v on V by setting v equal to u on W and
setting v equal to u′ on W ′. We now investigate for each x ∈ V the value of
(L˜+ α)v(x).
We consider four cases.
Case 1: x ∈ W \ ∂W ′. Then, (L˜ + α)v(x) = (L˜
(D)
W + α)u(x) ≤ 0 by assumption
on u.
Case 2: x ∈ W ′ \ ∂W . Then, (L˜ + α)v(x) = (L˜
(D)
W ′ + α)u
′(x) = ϕ(x) = 0 by
construction of u′.
Case 3: x ∈ ∂W ′. Lemma 9.3 with U = W gives
(L˜ + α)v(x) = (L˜
(D)
W + α)u(x)−
∑
y∈W ′
b(x, y)u′(y) ≤ 0.
Here, the last inequality follows as (L˜
(D)
W + α)u(x) ≤ 0 by assumption on u and u
′
is non-negative.
Case 4: x ∈ ∂W . Lemma 9.3 with U = W ′ gives
(L˜+ α)v(x) = (L˜
(D)
W ′ + α)u
′(x)−
∑
y∈W
b(x, y)u(y) = ϕ(x)− ψ(x) ≤ 0.
This finishes the proof. 
Proof of Corollary 1.2. Let C ≥ 0 be a constant such that
∑
y∈V \W b(x, y)/m(x) ≤
C for all x ∈ W and let α > 0. A non-negative subsolution for α+ C with respect
to the operator associated to (b
(D)
W , 0) is obviously a subsolution for α with respect
to the operator associated to (b
(D)
W , c
(D)
W ). By assumption such non-negative, non-
trivial, bounded subsolutions for α+ C and (b
(D)
W , 0) exist for all α > 0. Therefore
(b
(D)
W , c
(D)
W ) satisfies (SI∞). The statement now follows from Theorem 4. 
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