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Abstract
In recent years great success has been
achieved in sentiment classification for En-
glish, thanks in part to the availability of co-
pious annotated resources. Unfortunately,
most languages do not enjoy such an abun-
dance of labeled data. To tackle the senti-
ment classification problem in low-resource
languages without adequate annotated data,
we propose an Adversarial Deep Averaging
Network (ADAN1) to transfer the knowledge
learned from labeled data on a resource-rich
source language to low-resource languages
where only unlabeled data exists. ADAN has
two discriminative branches: a sentiment
classifier and an adversarial language dis-
criminator. Both branches take input from a
shared feature extractor to learn hidden rep-
resentations that are simultaneously indica-
tive for the classification task and invariant
across languages. Experiments on Chinese
and Arabic sentiment classification demon-
strate that ADAN significantly outperforms
state-of-the-art systems.
1 Introduction
Many state-of-the-art models for sentiment classi-
fication (Socher et al., 2013; Iyyer et al., 2015; Tai
et al., 2015) are supervised learning approaches
that rely on the availability of an adequate amount
of labeled training data. For a few resource-rich
languages including English, such labeled data is
indeed available. For the vast majority of lan-
guages, however, it is the norm that only a limited
amount of annotated text exists. Worse still, many
low-resource languages have no labeled data at all.
To aid the creation of sentiment classification
systems in such low-resource languages, an active
1The source code of ADAN is available at https://
github.com/ccsasuke/adan
research direction is cross-lingual sentiment clas-
sification (CLSC) in which the abundant resources
of a source language (likely English, denoted as
SOURCE) are leveraged to produce sentiment clas-
sifiers for a target language (TARGET). In gen-
eral, CLSC methods make use of general-purpose
bilingual resources — such as hand-crafted bilin-
gual lexica or parallel corpora — to alleviate or
eliminate the need for task-specific TARGET an-
notations. In particular, the bilingual resource of
choice for the majority of previous CLSC models
is a full-fledged Machine Translation (MT) sys-
tem (Wan, 2008, 2009; Lu et al., 2011; Zhou et al.,
2016), a component that is expensive to obtain.
In this work, we propose a language-adversarial
training approach that does not need a highly en-
gineered MT system, and requires orders of mag-
nitude less in terms of the size of parallel corpus.
Specifically, we propose an Adversarial Deep Av-
eraging Network (ADAN) that leverages a set of
Bilingual Word Embeddings (BWEs, Zou et al.,
2013) trained on bitexts, in order to eliminate the
need for labeled TARGET training data2.
We introduce the ADAN model in §2, and in §3
evaluate ADAN using English as the SOURCE with
two TARGET choices: Chinese and Arabic. ADAN
is first compared to two baseline systems: i) one
trained only on labeled SOURCE data, relying on
BWEs for cross-lingual generalization; and ii) a
domain adaptation method (Chen et al., 2012) that
views the two languages simply as two distinct do-
mains. We then validate ADAN against two state-
of-the-art CLSC methods: iii) an approach that
employs a powerful MT system, and iv) the cross-
lingual “distillation” approach of Xu and Yang
(2017) that makes direct use of a parallel corpus
2When not using any TARGET annotations, the setting
is sometimes referred to as unsupervised (in the target lan-
guage) in the literature. Similarly, when some labeled data is
used, it is called the semi-supervised setting.
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(see §3.2). In all cases, we find that ADAN achieves
statistically significantly better results.
We further investigate the semi-supervised set-
ting, where a small amount of annotated TARGET
data exists, and show that ADAN continues to out-
perform the alternatives given the same amount
of TARGET supervision (§3.3.1). We provide
an analysis and visualization of ADAN (§3.3.2),
shedding light on how our approach manages to
achieve its strong cross-lingual performance. Ad-
ditionally, we study the bilingual resource that
ADAN depends on, the Bilingual Word Embed-
dings, and demonstrate that ADAN’s performance
is robust with respect to the choice of BWEs. Fur-
thermore, even without the pre-trained BWEs (i.e.
using random initialized embeddings), ADAN out-
performs all but the state-of-the-art MT-based and
distillation systems (§3.3.3). This makes ADAN
the first CLSC model that outperforms BWE-
based baseline systems without relying on any
bilingual resources.
A final methodological contribution distin-
guishes ADAN from previous adversarial networks
for text classification (Ganin et al., 2016): ADAN
minimizes the Wasserstein distance (Arjovsky
et al., 2017) between the feature distributions of
SOURCE and TARGET (§2.2), which yields better
performance and smoother training than the stan-
dard GRL training method (Ganin et al., 2016, see
§3.3.5).
2 The ADAN Model
The central hypothesis of ADAN is that an ideal
model for CLSC should learn features that both
perform well on sentiment classification for the
SOURCE, and are invariant with respect to the shift
in language. Therefore, as shown in Figure 1,
ADAN has a joint feature extractor F which aims
to learn features that aid prediction of the senti-
ment classifier P , and hamper the language dis-
criminatorQ, whose goal is to identify whether an
input text is from SOURCE or TARGET. The intu-
ition is that if a well-trained Q cannot tell the lan-
guage of a given input using the features extracted
by F , those features are effectively language-
invariant. Q is hence adversarial since it does its
best to identify language from learned features, yet
good performance from Q indicates that ADAN is
not successful in learning language-invariant fea-
tures. Upon successful ADAN training, F should
have learned features discriminative for sentiment
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Figure 1: ADAN with Chinese as the target language.
The lines illustrate the training flows and the arrows
indicate forward and/or backward passes. Blue lines
show the flow for English samples while Yellow ones
are for Chinese. Jp and Jq are the training objectives of
P and Q, respectively (§2.2). The parameters of F , P
and the embeddings are updated together (solid lines).
The parameters ofQ are updated using a separate opti-
mizer (dotted lines) due to its adversarial objective.
classification, and at the same time providing no
information for the adversarialQ to guess the lan-
guage of a given input.
As seen in Figure 1, ADAN is exposed to both
SOURCE and TARGET texts during training. Un-
labeled SOURCE (blue lines) and TARGET (yellow
lines) data go through the language discriminator,
while only the labeled SOURCE data pass through
the sentiment classifier3. The feature extractor and
the sentiment classifier are then used for TARGET
texts at test time. In this manner, we can train
ADAN with labeled SOURCE data and only unla-
beled TARGET text. When some labeled TARGET
data exist, ADAN could naturally be extended to
take advantage of that for improved performance
(§3.3.1).
3“Unlabeled” and “labeled” refer to sentiment labels; all
texts are assumed to have the correct language label.
2.1 Network Architecture
As illustrated in Figure 1, ADAN is a feed-forward
network with two branches. There are three main
components in the network, a joint feature extrac-
tor F that maps an input sequence x to the shared
feature space, a sentiment classifier P that pre-
dicts the label for x given the feature representa-
tion F(x), and a language discriminator Q that
also takes F(x) but predicts a scalar score indicat-
ing whether x is from SOURCE or TARGET.
An input document is modeled as a sequence of
words x = w1, . . . , wn, where each w is repre-
sented by its word embedding vw (Turian et al.,
2010). For improved performance, pre-trained
bilingual word embeddings (BWEs, Zou et al.,
2013; Gouws et al., 2015) can be employed to
induce bilingual distributed word representations
so that similar words are closer in the embedded
space regardless of language.
A parallel corpus is often required to train high-
quality BWEs, making ADAN implicitly dependent
on the bilingual corpus. However, compared to the
MT systems used in other CLSC methods, train-
ing BWEs only requires one to two orders of mag-
nitude less parallel data, and some methods only
take minutes to train on a consumer CPU (Gouws
et al., 2015), while state-of-the-art MT systems
need days to weeks for training on multiple GPUs.
Moreover, even with randomly initialized embed-
dings, ADAN can still outperform some baseline
methods that use pre-trained BWEs (§3.3.3). An-
other possibility is to take advantage of the recent
work that trains BWEs with no bilingual supervi-
sion (Lample et al., 2018).
We adopt the Deep Averaging Network (DAN)
by Iyyer et al. (2015) for the feature extractor
F . We choose DAN for its simplicity to illustrate
the effectiveness of our language-adversarial train-
ing framework, but other architectures can also
be used for the feature extractor (§3.3.4). For
each document, DAN takes the arithmetic mean of
the word vectors as input, and passes it through
several fully-connected layers until a softmax for
classification. In ADAN, F first calculates the av-
erage of the word vectors in the input sequence,
then passes the average through a feed-forward
network with ReLU nonlinearities. The activa-
tions of the last layer in F are considered the ex-
tracted features for the input and are then passed
on to P and Q. The sentiment classifier P and
the language discriminator Q are standard feed-
forward networks. P has a softmax layer on top
for sentiment classification and Q ends with a lin-
ear layer of output width 1 to assign a language
identification score4.
2.2 Adversarial Training
For clarity, we first introduce an ADAN variant
where training is done using Gradient Reversal
Layer (Ganin et al., 2016), which is denoted as
ADAN-GRL. ADAN-GRL employs standard ad-
versarial training techniques in previous litera-
ture (Ganin et al., 2016), but as we will detail later
in this section, the training of ADAN-GRL is less
stable and the performance is worse compared to
our ADAN model (see §3.3.5 for empirical results).
Specifically, in ADAN-GRL, Q is a binary clas-
sifier with a sigmoid layer on top so that the lan-
guage identification score is always between 0 and
1 and is interpreted as the probability of whether
an input text x is from SOURCE or TARGET given
its hidden features F(x). For training, Q is con-
nected to F via a Gradient Reversal Layer (Ganin
and Lempitsky, 2015), which preserves the input
during the a forward pass but multiplies the gradi-
ents by −λ during a backward pass. λ is a hyper-
parameter that balances the effects that P and Q
have on F respectively. This way, the entire net-
work can be trained in its entirety using standard
backpropagation.
Unfortunately, researchers have found that the
training of F and Q in ADAN-GRL might not be
fully in sync (Ganin and Lempitsky, 2015), and ef-
forts need to be made to coordinate the adversarial
training. This is achieved by setting λ to a non-
zero value only once out of k batches as in practice
we observe that F trains faster than Q. Here, k is
another hyperparameter that coordinates the train-
ing of F and Q. When λ = 0, the gradients from
Q will not be back-propagated to F . This allows
Q more iterations to adapt to F before F makes
another adversarial update.
To illustrate the limitations of ADAN-GRL and
motivate the formal introduction of our ADAN
model, consider the distribution of the joint hid-
den features F for both SOURCE and TARGET in-
stances:
P srcF , P (F(x)|x ∈ SOURCE)
P tgtF , P (F(x)|x ∈ TARGET)
4Q simply tries to maximize scores for SOURCE texts and
minimize for TARGET, and the scores are not bounded.
Algorithm 1 ADAN Training
Require: labeled SOURCE corpus Xsrc; unlabeled
TARGET corpus Xtgt; Hyperpamameter λ > 0,
k ∈ N, c > 0.
1: repeat
2: . Q iterations
3: for qiter = 1 to k do
4: Sample unlabeled batch xsrc ∼ Xsrc
5: Sample unlabeled batch xtgt ∼ Xtgt
6: fsrc = F(xsrc)
7: ftgt = F(xtgt) . feature vectors
8: lossq = −Q(fsrc) +Q(ftgt) . Eqn (2)
9: Update Q parameters to minimize lossq
10: ClipWeights(Q,−c, c)
11: . Main iteration
12: Sample labeled batch (xsrc,ysrc) ∼ Xsrc
13: Sample unlabeled batch xtgt ∼ Xtgt
14: fsrc = F(xsrc)
15: ftgt = F(xtgt)
16: loss = Lp(P(fsrc);ysrc) + λ(Q(fsrc) −
Q(ftgt)) . Eqn (4)
17: Update F , P parameters to minimize loss
18: until convergence
In order to learn language-invariant features,
ADAN trains F to make these two distributions
as close as possible for better cross-lingual gen-
eralization. In particular, as argued by Arjovsky
et al. (2017), previous approaches to training ad-
versarial networks such as ADAN-GRL are equiva-
lent to minimizing the Jensen-Shannon divergence
between two distributions, in our case P srcF and
P tgtF . And because the Jensen-Shannon diver-
gence suffers from discontinuities, providing less
useful gradients for training F , Arjovsky et al.
(2017) propose instead to minimize the Wasser-
stein distance and demonstrate its improved sta-
bility for hyperparameter selection.
As a result, departing from the previous ADAN-
GRL training method, in our ADAN model, we
minimize the Wasserstein distance W between
P srcF and P
tgt
F according to the Kantorovich-
Rubinstein duality (Villani, 2008):
W (P srcF , P
tgt
F ) = (1)
sup
‖g‖L≤1
E
f(x)∼P srcF
[g(f(x))]− E
f(x′)∼P tgtF
[
g(f(x′))
]
where the supremum (maximum) is taken over the
set of all 1-Lipschitz5 functions g. In order to (ap-
proximately) calculate W (P srcF , P
tgt
F ), we use the
language discriminator Q as the function g in (1),
5A function g is 1-Lipschitz iff |g(x) − g(y)| ≤ |x − y|
for all x and y.
whose objective is then to seek the supremum in
(1). To make Q a Lipschitz function (up to a con-
stant), the parameters ofQ are always clipped to a
fixed range [−c, c]. LetQ be parameterized by θq,
then the objective Jq of Q becomes:
Jq(θf ) ≡ (2)
max
θq
E
F(x)∼P srcF
[Q(F(x))]− E
F(x′)∼P tgtF
[Q(F(x′))]
Intuitively, Q tries to output higher scores for
SOURCE instances and lower scores for TARGET.
More formally, Jq is an approximation of the
Wasserstein distance betweenP srcF andP
tgt
F in (1).
For the sentiment classifier P parameterized by
θp, we use the traditional cross-entropy loss, de-
noted as Lp(yˆ, y), where yˆ and y are the predicted
label distribution and the true label, respectively.
Lp is the negative log-likelihood that P predicts
the correct label. We therefore seek the minimum
of the following loss function for P:
Jp(θf ) ≡ min
θp
E
(x,y)
[Lp(P(F(x)), y)] (3)
Finally, the joint feature extractor F parameter-
ized by θf strives to minimize both the sentiment
classifier loss Jp and W (P srcF , P
tgt
F ) = Jq:
Jf ≡ min
θf
Jp(θf ) + λJq(θf ) (4)
where λ is a hyper-parameter that balances the two
branches P and Q.
As proved by Arjovsky et al. (2017) and ob-
served in our experiments (§3.3.5), minimizing the
Wasserstein distance is much more stable w.r.t. hy-
perparameter selection compared to ADAN-GRL,
saving the hassle of carefully varying λ during
training (Ganin and Lempitsky, 2015). In addi-
tion, ADAN-GRL needs to laboriously coordinate
the alternating training of the two competing com-
ponents by setting the hyperparameter k, which in-
dicates the number of iterations one component is
trained before training the other. The performance
can degrade substantially if k is not properly set.
In our case, however, delicate tuning of k is no
longer necessary since W (P srcF , P
tgt
F ) is approxi-
mated by maximizing (2); thus, training Q to op-
timum using a large k can provide better perfor-
mance (but is slower to train). In our experiments,
we fix λ = 0.1 and k = 5 for all experiments
(train 5 Q iterations per F and P iteration), and
the performance is stable over a large set of hyper-
parameters (§3.3.5).
ADAN training is depicted in Algorithm 1.
Methodology Approach Accuracy
Chinese Arabic
Train-on-SOURCE-only Logistic Regression 30.58% 45.83%
DAN 29.11% 48.00%
Domain Adaptation mSDA (Chen et al., 2012) 31.44% 48.33%
Machine Translation Logistic Regression + MT 34.01% 51.67%
DAN + MT 39.66% 52.50%
CLD-based CLTC CLD-KCNN (Xu and Yang, 2017) 40.96% 52.67%
†
CLDFA-KCNN (Xu and Yang, 2017) 41.82% 53.83%†
Ours ADAN 42.49%±0.19% 54.54%±0.34%
† As Xu and Yang (2017) did not report results for Arabic, these numbers are obtained based on our
reproduction using their code.
Table 1: ADAN performance for Chinese (5-cls) and Arabic (3-cls) sentiment classification without using labeled
TARGET data. All systems but the CLD ones use BWE to map SOURCE and TARGET words into the same space.
CLD-based CLTC represents cross-lingual text classification methods based on cross-lingual distillation (Xu and
Yang, 2017) and is explained in §3.2. For ADAN, average accuracy and standard errors over five runs are shown.
Bold numbers indicate statistical significance over all baseline systems with p < 0.05 under a One-Sample T-Test.
As a comparison, the supervised English accuracy of our ADAN model is 58.7% (5-class) and 75.6% (3-class).
3 Experiments and Discussions
To demonstrate the effectiveness of our model, we
experiment on Chinese and Arabic sentiment clas-
sification, using English as SOURCE for both. For
all data used in experiments, tokenization is done
using Stanford CoreNLP (Manning et al., 2014).
3.1 Data
Labeled English Data. We use a balanced dataset
of 700k Yelp reviews from Zhang et al. (2015)
with their ratings as labels (scale 1-5). We also
adopt their train-validation split: 650k reviews for
training and 50k form a validation set.
Labeled Chinese Data. Since ADAN does not re-
quire labeled Chinese data for training, this an-
notated data is solely used to validate the perfor-
mance of our model. 10k balanced Chinese hotel
reviews from Lin et al. (2015) are used as valida-
tion set for model selection and parameter tuning.
The results are reported on a separate test set of
another 10k hotel reviews. For Chinese, the data
are annotated with 5 labels (1-5).
Unlabeled Chinese Data. For the unlabeled
TARGET data used in training ADAN, we use an-
other 150k unlabeled Chinese hotel reviews.
English-Chinese Bilingual Word Embeddings.
For Chinese, we used the pre-trained bilingual
word embeddings (BWE) by Zou et al. (2013).
Their work provides 50-dimensional embeddings
for 100k English words and another set of 100k
Chinese words. See §3.3.3 for more experiments
and discussions.
Labeled Arabic Data. We use the BBN Ara-
bic Sentiment Analysis dataset (Mohammad et al.,
2016) for Arabic sentiment classification. The
dataset contains 1200 sentences (600 validation +
600 test) from social media posts annotated with
3 labels (−, 0, +). The dataset also provides ma-
chine translated text to English. Since the label set
does not match with the English dataset, we map
all the rating 4 and 5 English instances to + and
the rating 1 and 2 instances to −, while the rating
3 sentences are converted to 0.
Unlabeled Arabic Data. For Arabic, no addi-
tional unlabeled data is used. We only use the
text from the validation set (without labels) during
training.
English-Arabic Bilingual Word Embed-
dings. For Arabic, we train a 300d BilBOWA
BWE (Gouws et al., 2015) on the United Nations
corpus (Ziemski et al., 2016).
3.2 Cross-Lingual Sentiment Classification
Our main results are shown in Table 1, which
shows very similar trends for Chinese and Ara-
bic. Before delving into discussions on the per-
formance of ADAN compared to various baseline
systems in the following paragraphs, we begin by
clarifying the bilingual resources used in all the
methods. Note first that in all of our experiments,
traditional features like bag of words cannot be
directly used since SOURCE and TARGET have
completely different vocabularies. Therefore, un-
less otherwise specified, BWEs are used as the in-
put representation for all systems to map words
from both SOURCE and TARGET into the same
feature space. (The only exceptions are the CLD-
based CLTC systems of Xu and Yang (2017) ex-
plained later in this section, which directly make
use of a parallel corpus instead of relying on
BWEs.) The same BWEs are adopted in all sys-
tems that utilize BWEs.
Train-on-SOURCE-only baselines We start by
considering two baselines that train only on the
SOURCE language, English, and rely solely on
the BWEs to classify the TARGET. The first vari-
ation uses a standard supervised learning algo-
rithm, Logistic Regression (LR), shown in Row
1 in Table 1. In addition, we evaluate a non-
adversarial variation of ADAN, just the DAN por-
tion of our model (Row 2), which is one of the
modern neural models for sentiment classifica-
tion. We can see from Table 1 that, in compari-
son to ADAN (bottom line), the train-on-SOURCE-
only baselines perform poorly. This indicates that
BWEs by themselves do not suffice to transfer
knowledge of English sentiment classification to
TARGET.
Domain Adaptation baselines We next com-
pare ADAN with domain adaptation baselines,
since domain adaptation can be viewed as a gen-
eralization of the cross-lingual task. Nonetheless,
the divergence between languages is much more
significant than the divergence between two do-
mains, which are typically two product categories
in practice. Among domain adaptation methods,
the widely-used TCA (Pan et al., 2011) did not
work since it required quadratic space in terms
of the number of samples (650k). We thus com-
pare to mSDA (Chen et al., 2012), a very effective
method for cross-domain sentiment classification
on Amazon reviews. However, as shown in Ta-
ble 1 (Row 3), mSDA did not perform competi-
tively. We speculate that this is because many do-
main adaptation models including mSDA were de-
signed for the use of bag-of-words features, which
are ill-suited in our task where the two languages
have completely different vocabularies. In sum-
mary, this suggests that even strong domain adap-
tation algorithms cannot be used out of the box
with BWEs for the CLSC task.
Machine Translation baselines We then evalu-
ate ADAN against Machine Translation baselines
(Rows 4-5) that (1) translate the TARGET text into
English and then (2) use the better of the train-
on-SOURCE-only models for sentiment classifica-
tion. Previous studies (Banea et al., 2008; Salameh
et al., 2015) on sentiment classification for Arabic
and European languages claim this MT approach
to be very competitive and find that it can some-
times match the state-of-the-art system trained on
that language. For Chinese, where translated text
was not provided, we use the commercial Google
Translate engine6, which is highly engineered,
trained on enormous resources, and arguably one
of the best MT systems currently available. As
shown in Table 1, our ADAN model substantially
outperforms the MT baseline on both languages,
indicating that our adversarial model can success-
fully perform cross-lingual sentiment classifica-
tion without any annotated data in the target lan-
guage.
Cross-lingual Text Classification baselines Fi-
nally, we conclude ADAN’s effectiveness by
comparing against a state-of-the-art cross-lingual
text classification (CLTC) method (Xu and Yang,
2017), as sentiment classification is one type of
text classification. They propose a cross-lingual
distillation (CLD) method that makes use of soft
SOURCE predictions on a parallel corpus to train a
TARGET model (CLD-KCNN). They further pro-
pose an improved variant (CLDFA-KCNN) that
utilizes adversarial training to bridge the domain
gap between the labeled and unlabeled texts within
the source and the target language, similar to
the adversarial domain adaptation by Ganin et al.
(2016). In other words, CLDFA-KCNN consists
of three conceptual adaptation steps: (i) Domain
adaptation from source-language labeled texts to
source-language unlabeled texts using adversarial
training; (ii) Cross-lingual adaptation using dis-
tillation; and (iii) Domain adaptation in the tar-
get language from unlabeled texts to the test set.
Note, however, Xu and Yang (2017) use adversar-
ial training for domain adaptation within a single
language vs. our work that uses adversarial train-
ing directly for cross-lingual generalization.
As shown in Table 1, ADAN significantly
outperforms both variants of CLD-KCNN and
6https://translate.google.com
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Figure 2: ADAN performance and standard deviation
for Chinese in the semi-supervised setting when using
various amount of labeled Chinese data.
achieves a new state of the art performance, in-
dicating that our direct use of adversarial neural
nets for cross-lingual adaptation can be more ef-
fective than chaining three adaptation steps as in
CLDFA-KCNN. This is the case in spite of the
fact that ADAN does not explicitly separate lan-
guage variation from domain variation. In fact,
the monolingual data we use for the source and
target languages is indeed from different domains.
ADAN’s performance suggests that it could poten-
tially bridge the divergence introduced by both
sources of variation in one shot.
Supervised SOURCE accuracy By way of com-
parison, it is also instructive to compare ADAN’s
“transferred” accuracy on the TARGET with
its (supervised) performance on the SOURCE.
As shown in the caption of Table 1, ADAN
achieves 58.7% accuracy on English for the 5-
class English-Chinese setting, and 75.6% for the
3-class English-Arabic setting. The SOURCE ac-
curacy for the DAN baselines (Rows 2 and 5) is
similar to the SOURCE accuracy of ADAN.
3.3 Analysis and Discussion
Since the Arabic dataset is small, we choose Chi-
nese as an example for our further analysis.
3.3.1 Semi-supervised Learning
In practice, it is usually not very difficult to obtain
at least a small amount of annotated data. ADAN
can be readily adapted to exploit such extra la-
beled data in the target language, by letting those
labeled instances pass through the sentiment clas-
sifier P as the English samples do during train-
ing. We simulate this semi-supervised scenario by
adding labeled Chinese reviews for training. We
start by adding 100 labeled reviews and keep dou-
bling the number until 12800. As shown in Fig-
ure 2, when adding the same number of labeled
reviews, ADAN can better utilize the extra supervi-
sion and outperform the DAN baseline trained with
combined data, as well as the supervised DAN us-
ing only labeled Chinese reviews. The margin is
naturally decreasing as more supervision is incor-
porated, but ADAN is still superior when adding
12800 labeled reviews. On the other hand, the
DAN with translation baseline seems unable to ef-
fectively utilize the added supervision in Chinese,
and the performance only starts to show a slightly
increasing trend when adding 6400 or more la-
beled reviews. One possible reason is that when
adding to the training data a small number of En-
glish reviews translated from the labeled Chinese
data, the training signals they produce might be
lost in the vast number of English training sam-
ples, and thus not effective in improving perfor-
mance. Another potentially interesting find is that
it seems a very small amount of supervision (e.g.
100 labels) could significantly help DAN. How-
ever, with the same number of labeled reviews,
ADAN still outperforms the DAN baseline.
3.3.2 Qualitative Analysis and Visualizations
To qualitatively demonstrate how ADAN bridges
the distributional discrepancies between English
and Chinese instances, t-SNE (Van der Maaten
and Hinton, 2008) visualizations of the activations
at various layers are shown in Figure 3. We ran-
domly select 1000 reviews from the Chinese and
English validation sets respectively, and plot the
t-SNE of the hidden node activations at three lo-
cations in our model: the averaging layer, the end
of the joint feature extractor, and the last hidden
layer in the sentiment classifier just prior to soft-
max. The train-on-English model is the DAN base-
line in Table 1. Note that there is actually only one
“branch” in this baseline model, but in order to
compare to ADAN, we conceptually treat the first
three layers as the feature extractor.
Figure 3a shows that BWEs alone do not suffice
to bridge the gap between the distributions of the
two languages. To shed more light on the surpris-
ingly clear separation given that individual words
have a mixed distribution in both languages (not
shown in figure), we first try to isolate the content
divergence from the language divergence. In par-
ticular, the English and Chinese reviews are not
(a) Averaging Layer Outputs (b) Joint Hidden Features (c) Sentiment Branch Outputs
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I have been here twice and both times have been great. They really have a nice service staff & very Attentive!
Food is pretty good as well! They seem to be always busy but super glad you are there with them. Well done!
உঅጱᯌମ,ሾहսᗦ,๐ۓک֖,ӥེٵ݄॓ٚጱ,ޮࢱӞل᯾क़ํݰጱ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EULGJHWKHODQJXDJHJDS
E$WWKHHQGRIWKHMRLQWIHDWXUHH[WUDFWRU$'$1
JHQHUDWHVDPRUHPL[HGGLVWULEXWLRQEHWZHHQ
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Avg Hausdorff Dist = 0.24 Avg Hausdorff Dist = 0.98 Avg Hausdorff Dist = 0.25
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Figure 3: t-SNE visualizations of activations at various layers for the train-on-SOURCE-only baseline model
(top) and ADAN (bottom). The distributions of the two languages are brought much closer in ADAN as they are
represented deeper in the network (left to right) measured by the Averaged Hausdorff Distance (see text). The
green circles are two 5-star example reviews (shown below the figure) that illustrate how the distribution evolves
(zoom in for details).
translations of each other, and in fact may even
come from different domains. Therefore, the sep-
aration could potentially come from two sources:
the content divergence between the English and
Chinese reviews, and the language divergence of
how words are used in the two languages. To con-
trol for content divergence, we tried plotting (not
shown in figure) the average word embeddings of
1000 random Chinese reviews and their machine
translations into English using t-SNE, and surpris-
ingly the clear separation was still present. There
are a few relatively short reviews that reside close
to their translations, but the majority still form two
language islands. (The same trend persists when
we switch to a different set of pre-trained BWEs,
and when we plot a similar graph for English-
Arabic.) When we remove stop words (the most
frequent word types in both languages), the two
islands finally start to become slightly closer with
less clean boundaries, but the separation remains
clear. We think this phenomenon is interesting,
and a thorough investigation is out of the scope of
this work. We hypothesize that at least in certain
distant language pairs such as English-Chinese7,
the divergence between languages may not only
be determined by word semantics, but also largely
depends on how words are used.
Furthermore, we can see in Figure 3b that
the distributional discrepancies between Chinese
and English are significantly reduced after pass-
ing through the joint feature extractor (F). The
learned features in ADAN bring the distribu-
tions in the two languages dramatically closer
compared to the monolingually trained baseline.
This is shown via the Averaged Hausdorff Dis-
tance (AHD, Shapiro and Blaschko, 2004), which
measures the distance between two sets of points.
7In a personal correspondence with Ahmed Elgohary, he
did not observe the same phenomenon between English and
French.
Model Random BilBOWA Zou et al.
DAN 21.66% 28.75% 29.11%
DAN+MT 37.78% 38.17% 39.66%
ADAN 34.44% 40.51% 42.95%
Table 2: Model performance on Chinese with various
(B)WE initializations.
The AHD between the English and Chinese re-
views is provided for all sub-plots in Figure 3.
Finally, when looking at the last hidden layer
activations in the sentiment classifier of the base-
line model (Figure 3c), there are several notable
clusters of red dots (English data) that roughly cor-
respond to the class labels. These English clusters
are the areas where the classifier is the most con-
fident in making decisions. However, most Chi-
nese samples are not close to one of those clus-
ters due to the distributional divergence and may
thus cause degraded classification performance in
Chinese. On the other hand, the Chinese samples
are more in line with the English ones in ADAN,
which results in the accuracy boost over the base-
line model. In Figure 3, a pair of similar English
and Chinese 5-star reviews is highlighted to visu-
alize how the distribution evolves at various points
of the network. We can see in 3c that the high-
lighted Chinese review gets close to the “positive
English cluster” in ADAN, while in the baseline, it
stays away from dense English clusters where the
sentiment classifier trained on English data is not
confident to make predictions.
3.3.3 Impact of Bilingual Word Embeddings
In this section we discuss the effect of the bilin-
gual word embeddings. We start by initializ-
ing the systems with random word embeddings
(WEs), shown in Table 2. ADAN with random
WEs outperforms the DAN and mSDA baselines
using BWEs and matches the performance of the
LR+MT baseline (Table 1), suggesting that ADAN
successfully extracts features that could be used
for cross-lingual classification tasks without any
bitext. This impressive result vindicates the power
of adversarial training to reduce the distance be-
tween two complex distributions without any di-
rect supervision, which is also observed in other
recent works for different tasks (Zhang et al.,
2017; Lample et al., 2018).
With the introduction of BWEs (Column 2 and
3), the performance of ADAN is further boosted.
Model Accuracy Run time
DAN 42.95% 0.127 (s/iter)
CNN 46.24% 0.554 (s/iter)
BiLSTM 44.55% 1.292 (s/iter)
BiLSTM + dot attn 46.41% 1.898 (s/iter)
Table 3: Performance and speed for various feature ex-
tractor architectures on Chinese.
Therefore, it seems the quality of the BWEs plays
an important role in CLSC. To investigate the
impact of the specific choice of BWEs, we also
trained 100d BilBOWA BWEs (Gouws et al.,
2015) using the UN parallel corpus for Chinese.
All systems achieve slightly lower performance
compared to the pre-trained BWEs from Zou et al.
(2013), yet ADAN still outperforms other baseline
methods (Table 2), demonstrating that ADAN’s ef-
fectiveness is relatively robust with respect to the
choice of BWEs. We conjecture that all systems
show inferior results with BilBOWA, because it
does not require word alignments during training
as Zou et al. (2013) do. By only training on a
sentence-aligned corpus, BilBOWA requires less
resources and is much faster to train, potentially at
the expense of quality.
3.3.4 Feature Extractor Architectures
As mentioned in §2.1, the architecture of ADAN’s
feature extractor is not limited to a Deep Averag-
ing Network (DAN), and one can choose differ-
ent feature extractors to suit a particular task or
dataset. While an extensive study of alternative ar-
chitectures is beyond the scope of this work, we in
this section present a brief experiment illustrating
that our adversarial framework works well with
other F architectures. In particular, we consider
two popular choices: i) a CNN (Kim, 2014) that
has a 1d convolutional layer followed by a single
fully-connected layer to extract a fixed-length vec-
tor; and ii) a Bi-LSTM with two variants: one that
takes the average of the hidden outputs of each to-
ken as the feature vector, and one with the dot at-
tention mechanism (Luong et al., 2015) that learns
a weighted linear combination of all hidden out-
puts.
As shown in Table 3, ADAN’s performance can
be improved by adopting more sophisticated fea-
ture extractors, at the expense of slower running
time. This demonstrates that ADAN’s language-
adversarial training framework can be successfully
klambda lambda
ADAN without Wasserstein Distance ADAN
Figure 4: A grid search on k and lambda for ADAN
(right) and the ADAN-GRL variant (left). Numbers in-
dicate the accuracy on the Chinese development set.
used with other F choices.
3.3.5 ADAN Hyperparameter Stability
In this section, we show that the training of ADAN
is stable over a large set of hyperparameters, and
provides improved performance compared to the
standard ADAN-GRL.
To verify the superiority of ADAN, we conduct
a grid search over k and λ, which are the two hy-
perparameters shared by ADAN and ADAN-GRL.
We experiment with k ∈ {1, 2, 4, 8, 16}, and λ ∈
{0.00625, 0.0125, 0.025, 0.05, 0.1, 0.2, 0.4, 0.8}.
Figure 4 reports the accuracy on the Chinese dev
set for both ADAN variants, and shows higher
accuracy and greater stability over the Ganin and
Lempitsky (2015) variant. This suggests that
ADAN overcomes the well-known problem that
adversarial training is sensitive to hyperparameter
tuning.
3.4 Implementation Details
For all our experiments on both languages, the fea-
ture extractor F has three fully-connected layers
with ReLU non-linearities, while both P and Q
have two. All hidden layers contain 900 hidden
units. Batch Normalization (Ioffe and Szegedy,
2015) is used in each hidden layer in P and Q.
F does not use batch normalization. F and P
are optimized jointly using Adam (Kingma and
Ba, 2015) with a learning rate of 0.0005. Q
is trained with another Adam optimizer with the
same learning rate. The weights of Q are clipped
to [−0.01, 0.01]. We train ADAN for 30 epochs
and use early stopping to select the best model
on the validation set. ADAN is implemented in
PyTorch (Paszke et al., 2017).
4 Related Work
Cross-lingual Sentiment Classification is moti-
vated by the lack of high-quality labeled data in
many non-English languages (Bel et al., 2003; Mi-
halcea et al., 2007; Banea et al., 2008, 2010; Soyer
et al., 2015). For Chinese and Arabic in particular,
there are several representative works (Wan, 2008,
2009; He et al., 2010; Lu et al., 2011; Mohammad
et al., 2016). Our work is comparable to these in
objective but very different in method. The work
by Wan uses machine translation to directly con-
vert English training data to Chinese; this is one
of our baselines. Lu et al. (2011) instead uses
labeled data from both languages to improve the
performance on both. Other papers make direct
use of a parallel corpus either to learn a bilingual
document representation (Zhou et al., 2016) or to
conduct cross-lingual distillation (Xu and Yang,
2017). Zhou et al. (2016) require the translation of
the entire English training set which is prohibitive
for our setting, while ADAN outperforms Xu and
Yang (2017)’s approach in our experiments.
Domain Adaptation tries to learn effective clas-
sifiers for which the training and test samples
are from different underlying distributions (Blitzer
et al., 2007; Pan et al., 2011; Glorot et al., 2011;
Chen et al., 2012; Liu et al., 2015). This can
be thought of as a generalization of cross-lingual
text classification. However, one main difference
is that, when applied to text classification tasks,
most of these domain adaptation work assumes
a common feature space such as a bag-of-words
representation, which is not available in the cross-
lingual setting. See Section 3.2 for experiments
on this. In addition, most works in domain adap-
tation evaluate on adapting product reviews across
domains (e.g. books to electronics), where the di-
vergence in distribution is less significant than that
between two languages.
Adversarial Networks have enjoyed much suc-
cess in computer vision (Goodfellow et al., 2014;
Ganin et al., 2016). A series of work in image gen-
eration has used architectures similar to ours, by
pitting a neural image generator against a discrim-
inator that learns to classify real versus generated
images (Goodfellow et al., 2014). More relevant
to this work, adversarial architectures have pro-
duced the state-of-the-art in unsupervised domain
adaptation for image object recognition: Ganin
et al. (2016) train with many labeled source im-
ages and unlabeled target images, similar to our
setup. In addition, other recent work (Arjovsky
et al., 2017; Gulrajani et al., 2017) proposes im-
proved methods for training Generative Adversar-
ial Nets. ADAN proposes language-adversarial
training, the first adversarial neural net for cross-
lingual NLP (Chen et al., 2016). As of the writing
of this journal paper, there are several other recent
works that adopt adversarial training for cross-
lingual NLP tasks, such as cross-lingual text clas-
sification (Xu and Yang, 2017), cross-lingual word
embedding induction (Zhang et al., 2017; Lample
et al., 2018) and cross-lingual question similarity
reranking (Joty et al., 2017).
5 Conclusion and Future Work
In this work, we presented ADAN, an adversar-
ial deep averaging network for cross-lingual senti-
ment classification. ADAN leverages the abundant
labeled resources from English to help sentiment
classification on other languages where little or no
annotated data exist. We validate ADAN’s effec-
tiveness by experiments on Chinese and Arabic
sentiment classification, where we have labeled
English data and only unlabeled data in the target
language. Experiments show that ADAN outper-
forms several baselines including domain adapta-
tion models, a competitive MT baseline, and state-
of-the-art cross-lingual text classification meth-
ods. We further show that even without any bilin-
gual resources, ADAN trained with randomly ini-
tialized embeddings can still achieve encouraging
performance. In addition, we show that in the
presence of labeled data in the target language,
ADAN can naturally incorporate this additional su-
pervision and yields even more competitive re-
sults.
For future work, we plan to apply our language-
adversarial training framework to other NLP adap-
tation tasks where explicit MLE training is not fea-
sible due to the lack of direct supervision. Our
framework is not limited to sentiment classifica-
tion or even to generic text classification: It can
be applied, for example, to phrase-level tagging
tasks (I˙rsoy and Cardie, 2014) where labeled data
might not exist for certain languages. In another
direction, we can look beyond a single SOURCE
and TARGET language and utilize our adversarial
training framework for multi-lingual text classifi-
cation.
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