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Abstract
In this paper new binary sequence families Fk of period 2n−1 are constructed for even n and any
k with gcd(k, n) = 2 if n/2 is odd or gcd(k, n) = 1 if n/2 is even. The distribution of their correlation
values is completely determined. These families have maximum correlation 2n/2+1 + 1 and family size
23n/2 +2n/2 for odd n/2 or 23n/2 +2n/2−1 for even n/2. The construction of the large set of Kasami
sequences which is exactly the Fk with k = n/2 + 1 is generalized.
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2I. INTRODUCTION
Binary sequences are traditionally employed by CDMA systems, spread spectrum systems and
broadband satellite communications [1]. Families of sequences for such applications are desired
to have low autocorrelation, low cross-correlation, and large family size [2].
The maximal length binary sequences (m-sequences) have a simple representation based on
the trace function trn1 (·). Since m-sequences have ideal autocorrelation properties, it is natural to
study the cross-correlation function between an m-sequence and its decimations. Many families
of low correlation sequences have been constructed by using m-sequences and their decimations
[2], [3]. For instance, the well-known Gold sequence family [4] constructed from a pair of
m-sequences
{trn1 (x)} and {tr
n
1 (x
2k+1)} (1)
for odd n and integer k with gcd(n, k) = 1. The small set of Kasami sequences [5], [6]
constructed from
{trn1 (x)} and {tr
n
1 (x
2n/2+1)} (2)
for even n. These families have the maximum correlation 2(n+1)/2 + 1 or 2n/2 + 1.
The Gold-like sequences constructed by combining sequences
{trn1 (x)} and {
(n−1)/2∑
k=1
trn1 (x
2k+1)} (3)
by Boztas and Kumar for odd n [7] are another example of good sequence sets. Its analogy for
even n was introduced by Udaya [8]. These constructions were further generalized by Kim and
No [9]. They can achieve a larger linear span than Gold sequences, but have the same family
size as the latter. The construction was extended to the nonbinary case in [10].
Combining an m-sequence and its decimations is an efficient method to construct sequence
families with larger family size and large linear span. The large set of Kasami sequences derived
from the sequences
trn1 (x), tr
n/2
1 (x
2n/2+1) and trn1 (x
2n/2+1+1) (4)
for even n is such a family [5], [11]. It has the maximum correlation of 2n/2+1 + 1 and the
family size of 23n/2 + 2n/2 or 23n/2 + 2n/2 − 1. The modified Gold codes [12] can achieve a
much larger family size. However, it is difficult to determine the correlation distribution.
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3In this paper, we generalize the construction of the large set of Kasami sequences. We assume
n is even and take k to satisfy gcd(k, n) = 2 if n/2 is odd and gcd(k, n) = 1 if n/2 is even.
We then combine three m-sequences
trn1 (x), tr
n
1 (x
2k+1) and tr
n/2
1 (x
2n/2+1) (5)
to get a family of binary sequences with same family size and correlation distribution as the
large set of Kasami sequences. The proposed families include the small set of Kasami sequences
as their subfamily. When k = n/2 + 1, this family is the large set of Kasami sequences.
This paper focuses on the correlation distribution of the proposed families. The work is closely
related to determining the number of solutions to the equation
εx2
l+1 + υx+ θ = 0 (6)
and the number of elements θ ∈ F2n such that the equation
θ2
n−k
z2
n−k
+ θz2
k
+ z2
n/2
= 0 (7)
has nonzero solutions, where gcd(l, n) = 1, ε, θ, and υ are elements in F2n , and ε and θ are not
zero. To achieve this goal, a linear code and its dual are introduced.
The remainder of this paper is organized as follows. Section II gives some definitions and
preliminaries. Sections III studies the equations mentioned above. Section IV characterizes the
Fourier transform for a class of quadratic functions. In Section V we propose the generalized
sequence sets and determine their correlation distribution. Section VI concludes the study.
II. PRELIMINARIES
Let F be the family of M binary sequences of period 2n − 1 given by
F = {{si(t)}
2n−2
t=0 | 0 ≤ i ≤M − 1}. (8)
The periodic correlation function of the sequences {si(t)} and {sj(t)} in F is
Ri,j(τ) =
2n−2∑
t=0
(−1)si(t)−sj(t+τ) (9)
where 0 ≤ i, j ≤M − 1, and 0 ≤ τ ≤ 2n− 2. The maximum magnitude Rmax of the correlation
values is
Rmax = max |Ri,j(τ)|
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4where 0 ≤ i, j ≤ M − 1, 0 ≤ τ ≤ 2n − 2, and the cases of in-phase autocorrelation (i =
j and τ = 0) are excluded.
Let Ai denote the number of codewords of weight i in a linear binary [m, k] code C. The
polynomial
m∑
i=0
Aix
m−iyi,
denoted by WC(x, y), is called the weight enumerator of C. It is known in the theory of coding
[13] that the dual code C⊥ of C has the weight enumerator as
WC⊥(x, y) = 2
−kWC(x+ y, x− y). (10)
Let F2n be the finite field with 2n elements, and n = ml for integers m and l. The trace
function trnm(·) from F2n to F2m is defined by
trnm(x) =
l−1∑
i=0
x2
im
, x ∈ F2n .
The trace function has the following properties [14]:
i) trnm(ax+ by) = atrnm(x) + btrnm(y) for any a, b ∈ F2m and any x, y ∈ F2n ;
ii) trnm(x2
m
) = trnm(x) for any x ∈ F2n ; and
iii) trn1 (x) = trm1 (trnm(x)) for all x ∈ F2n .
Let f(v) be a function defined on the binary n-dimensional vector space V n2 . f(v) is called a
Boolean function if it takes values in {0, 1}. The Fourier transform fw(·) of a Boolean function
f(v) is defined by
fw(λ) =
∑
v∈V n2
(−1)f(v)+λ·v for λ ∈ V n2 (11)
where λ · v denotes the inner product of two vectors λ and v.
The trace transform of functions defined on F2n was introduced by Olsen, Scholtz and Welch
[15]. Let g(x) be a function from F2n to F2. Its trace transform G(·) is defined by
G(λ) =
∑
x∈F2n
(−1)g(x)+tr
n
1 (λx) for λ ∈ F2n . (12)
By choosing two dual bases of F2n over F2 for x and λ, respectively, then every function
from F2n to F2, called Boolean function on F2n , can be expressed as a Boolean function on V n2 ,
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5and the trace transform of a Boolean function on F2n can be repressed as the Fourier transform
of the associated Boolean function on V n2 .
A Boolean function f(x) on F2n is a quadratic form if it can be written as a homogeneous
polynomial of degree 2 on V n2 , namely of the form f(x1, · · · , xn) =
∑
1≤i<j≤n
aijxixj . The
distribution of its Fourier transform values is completely determined by the rank of the symmetric
matrix with zero diagonal entries and with aij as the (i, j) entry, or equivalently, determined by
the number of the solutions on z of the sympletic form
Bf(x, z) = f(x) + f(z) + f(x+ z) = 0
holds for all x in F2n . This rank is called the rank of f(x). It must be even, and if it is 2h then
the number of the solutions on z is 2n−2h [2].
Theorem 1 ([2]): Let f(x) be a quadratic form on F2n with rank 2h, 1 ≤ h ≤ n/2. Then its
Fourier transform (trace transform) values has a distribution as
fw(λ) =


±2n−h, 22h−1 ± 2h−1 times;
0, 2n − 22h times.
The following lemmas are simple facts from number theory and linear algebra. They will be
used to prove results in this paper.
Lemma 2: Let d = gcd(n, k). Then gcd(2n − 1, 2k − 1) = 2d − 1 and
gcd(2n − 1, 2k + 1) =


1, if n/d is odd;
1 + 2d, otherwise.
A linearized polynomial L(x) ∈ F2n [x] is a polynomial of the form L(x) =
n−1∑
i=0
aix
2i
.
Lemma 3: Let L(x) be a linearized polynomial over F2n and λ ∈ F2n . The equation L(x) = λ
has either no solution in F2n or exactly the same number of solutions as the equation L(x) = 0.
Lemma 4: Let λ be a nonzero element in the field F2n . If the equation
x2
k−1 = λ
has a solution in F2n , then it has exactly 2gcd(k,n) − 1 solutions in F2n .
For convenience, the following notations are used in the rest of this paper:
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6• E = F2n : the finite field of 2n elements;
• E
∗: the multiplicative group of E;
• F = F2n/2 : the finite field of 2n/2 elements. (We always assume n is even.) It is a subfield
of E;
• F
∗: the multiplicative group of F;
• E
t = E×E× · · · × E: the Cartesian product of t copies of E;
• E× F: the Cartesian product of E and F;
• α: a fixed primitive element of E;
• β = α2
n/2+1: a primitive element of F;
• |Φ|: the cardinality of a set Φ.
For any b ∈ E and c ∈ F, a Boolean function fb,c(x) is defined by
fb,c(x) = tr
n
1 (bx
2k+1) + tr
n/2
1 (cx
2n/2+1). (13)
fb,c(x) is a quadratic form. For b = 0 or c = 0, its rank is determined in the following two
propositions.
Proposition 5: Assume b ∈ E∗ and c = 0.
(1) Assume n ≡ 2mod 4 and gcd(k, n) = 2. Then the rank of fb,0(x) is n− 2. Furthermore,
fwb,0(0) = 0, and the distribution of fwb,0(1) as b runs through all elements in E∗, is given by
fwb,0(1) =


±2n/2+1, 2n−3 ± 2n/2−2 times;
0, 2n − 2n−2 − 1 times.
(14)
(2) Assume n ≡ 0mod 4 and gcd(k, n) = 1. Then the rank of fb,0(x) is n− 2 if b is a cubic
element in E. Otherwise, the rank is n. When b runs through all elements in E∗, the distribution
of fwb,0(0) is
fwb,0(0) =


−2n/2+1, (2n − 1)/3 times;
2n/2, 2(2n − 1)/3 times
(15)
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7and the distribution of fwb,0(1) is
fwb,0(1) =


2n/2+1, (2n−3 + 2n/2−2)/3 times;
−2n/2+1, (2n−3 − 2n/2−2 − 1)/3 times;
0, (2n − 2n−2)/3 times;
2n/2, 2(2n−1 + 2n/2−1 − 1)/3 times;
−2n/2, 2(2n−1 − 2n/2−1)/3 times.
(16)
Proof: In the following, we assume k < n/2. The case of k ≥ n/2 can be similarly proved.
It is true that
Bfb,0(x, z) = fb,0(x) + fb,0(z) + fb,0(x+ z) = tr
n
1 [x(bz
2k + b2
n−k
z2
n−k
)].
The equation Bfb,0(x, z) = 0 holds for all x ∈ E if and only if bz2
k
+ b2
n−k
z2
n−k
= 0, or
equivalently, if and only if z = 0 or z2k(2n−2k−1) = b1−2n−k .
(1) Since gcd(k, n) = 2 and n/2 is odd, one has gcd(n− 2k, n) = gcd(k, n) = 2. By Lemma
4, z2k(2n−2k−1) = b1−2n−k has 3 nonzero solutions on z in E. Thus, there are totally 4 solutions
on z such that Bfb,0(x, z) = 0 holds for all x ∈ E. Therefore, the rank of fb,0(x) is n− 2.
Since gcd(2k + 1, 2n − 1) = 1 by Lemma 2, the function bx2k+1 is one-to-one on E. Hence,
fwb,0(0) = 0.
For any a ∈ E∗, one has
fw
ba2k+1,0
(a) =
∑
x∈E
(−1)tr
n
1 (ax+ba
2k+1x2
k+1) =
∑
y∈E
(−1)tr
n
1 (y+by
2k+1) = fwb,0(1).
Therefore, for any fixed a ∈ E∗, fwb,0(a) and fwb,0(1) has the same distribution when b runs through
all elements in E∗. By Theorem 1, the distribution of fwb,0(1) can be obtained as Eq. (14) when
b runs through all elements in E∗.
(2) Since n/2 is even and gcd(k, n) = 1, one has gcd(n − 2k, n) = 2 and gcd(n − k, n) =
1. By Lemma 2, gcd(2n−2k − 1, 2n − 1) = 3 and gcd(2n−k − 1, 2n − 1) = 1. The equation
z2
k(2n−2k−1) = b1−2
n−k has exactly 3 solutions in E if b is a cubic element in E∗, and has no
solution otherwise. Thus, the rank of fb,c(x) is n−2 or n, depending on b being a cubic element
in E∗ or not.
By Lemma 2 again, gcd(2k + 1, 2n − 1) = 3. Thus, for any b ∈ E∗, the function bx2k+1 is
three-to-one on E∗. One has
∑
x∈E∗
(−1)fb,0(x) ≡ 0mod 3, fwb,0(0) ≡ 1mod 3. (17)
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8Since the rank of fb,0(x) is n or n− 2, by Theorem 1, fwb,0(0) = 0, ±2n/2 or ±2n/2+1. Thus, by
Eq. (17), fwb,0(0) = −2n/2+1 or 2n/2. Since
∑
b∈E∗
fwb,0(0) =
∑
b∈E∗
∑
x∈E
(−1)tr
n
1 (bx
2k+1)
=
∑
x∈E
∑
b∈E∗
(−1)tr
n
1 (bx
2k+1)
= 2n − 1 +
∑
x∈E∗
∑
b∈E∗
(−1)tr
n
1 (bx
2k+1)
= 2n − 1 +
∑
x∈E∗
(−1) = 0,
(18)
there are (2n − 1)/3 and 2(2n − 1)/3 elements b ∈ E∗ such that fwb,0(0) = −2n/2+1 and 2n/2,
respectively. Hence, the distribution of fwb,0(1) can be obtained as Eq. (16).
The following Proposition 6 can be proved in a similar way.
Proposition 6: Assume c ∈ F∗ and b = 0. Then the rank of f0,c(x) is n. When c runs through
all elements in F∗, the distribution of fw0,c(0) is
fw0,c(0) =


2n/2, 0 times;
−2n/2, 2n/2 − 1 times
(19)
and the distribution of fw0,c(1) is
fw0,c(1) =


2n/2, 2n/2−1 times;
−2n/2, 2n/2−1 − 1 times.
(20)
Proposition 6 can be applied to determine the correlation values of the small set of Kasami
sequences and their distribution. The small set of Kasami sequences is a family of 2n/2 binary
sequences of period 2n − 1 (n ≥ 4 is even), defined by
Ks = {{tr
n
1 (α
t) + tr
n/2
1 (ηα
t(2n/2+1))}2
n−2
t=0 | η ∈ F}. (21)
It has optimal correlation property with respect to the Welch bound [5], [16].
Modifying the power index in Eq. (21), a family of sequences is defined by
{{trn1 (α
t) + tr
n/2
1 (ηα
t(2k+1))}2
n−2
t=0 | η ∈ F}.
When n ≡ 2 mod 4 and gcd(k, n) = 2, by Proposition 5, the family has three valued out-of-phase
auto- and cross-correlation values −1 and ±2n/2+1 − 1 [2].
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9There are several generalizations of the small set of Kasami sequences, including No sequences
[17], TN sequences [18] and the generalized Kasami signal set [19]. These generalized sequence
sets have the same correlation properties and family sizes as Ks.
The large set of Kasami sequences has a large family size and contains the small set of Kasami
sequences as its subset [5]. For even n ≥ 4, define sequences {sγδ(t)}2n−2t=0 and {sζη(t)}2
n−2
t=0 by
sγδ(t) = tr
n
1 (α
t + γαt(2
n/2+1+1)) + tr
n/2
1 (δα
t(2n/2+1)) (22)
and
sζη(t) = tr
n
1 (ζα
t(2n/2+1+1)) + tr
n/2
1 (ηα
t(2n/2+1)). (23)
The large set of Kasami sequences is
Kl = {{sγδ(t)}
2n−2
t=0 | γ ∈ E, δ ∈ F}
⋃
{{sζη(t)}
2n−2
t=0 | ζ ∈ Γ, η ∈ ∆}, (24)
where
Γ = {1}, ∆ = F (25)
for n ≡ 2 (mod 4) and
Γ = {1, α, α2}, ∆ = {1, β, · · · , β(2
n/2−1)/3−1} (26)
for n ≡ 0 (mod 4).
To determine the correlation distribution of Kl, the rank of fb,c(x, z) with b 6= 0 and c 6= 0 is
analyzed in the following sections.
III. SOME EQUATIONS OVER FINITE FIELDS
This section studies the solutions of some equations over E, which will be used in Section
IV to determine the Fourier transform of fb,c(x).
A representation of elements in E is given as follows.
Lemma 7: Let β and ρ be two different elements in E. Then
E \ {β} =
{
xβ + ρ2
x+ β
| x ∈ E \ {β}
}
. (27)
Proof: Assume that
x1β + ρ
2
x1 + β
=
x2β + ρ
2
x2 + β
Oct 6, 2005 DRAFT
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holds for x1, x2 ∈ E \ {β}. Multiplying the both sides by (x1+β)(x2+β), one can deduce that
(x1 + x2)(β
2 + ρ2) = 0.
Since β2 + ρ2 6= 0, one has x1 = x2. This shows that there are 2n − 1 different elements of the
form xβ+ρ2
x+β
. They are clearly different from β. Therefore Eq. (27) holds.
The original version of Lemma 7 was proposed in [20] and [21] to describe subsets of the set
U = {x ∈ F2n | x
2n/2+1 = 1}.
Lemma 7 enables us to estimate the number of solutions to the following Eq. (28).
Proposition 8: Assume gcd(l, n) = 1 and ε, θ ∈ E∗. For any υ ∈ E, the equation
εx2
l+1 + υx+ θ = 0 (28)
has at most 3 solutions in E.
Proof: Assume Eq. (28) has a root β in E. Then β 6= 0. If x 6= β is another solution to Eq
(28), by Lemma 7, x can be written as uβ/(u+ β) for some u ∈ E\{β}. That is, all solutions
to Eq. (28) different from β are determined by the solutions to the equation
ε(
uβ
u+ β
)2
l+1 + υ ·
uβ
u+ β
+ θ = 0. (29)
Multiplying both sides of Eq. (29) by (u+ β)2l+1 and simplifying the expansion, one has
θβu2
l
+ (υβ2
l+1 + θβ2
l
)u+ θβ2
l+1 = 0. (30)
Since θβ 6= 0, Eq. (30) is a nonzero linearized polynomial on u, and it has either no solution in
E or exactly the same number of solutions as the equation
θβu2
l
+ (υβ2
l+1 + θβ2
l
)u = 0. (31)
Eq. (31) has at most two solutions, that is, it has at most one nonzero solution, since gcd(2l −
1, 2n − 1) = 1 by Lemma 2. Therefore, Eq. (28) has at most three solutions.
Proposition 8 can be applied to estimate the rank of fb,c(x) defined by Eq. (13) for b 6= 0 and
c 6= 0.
For any c ∈ F∗, there is an e ∈ F∗ such that c = e2n/2+1 since gcd(2n/2 + 1, 2n/2 − 1) = 1.
Then,
fb,c(e
−1x) = trn1 (be
−2k−1x2
k+1) + tr
n/2
1 (x
2n/2+1) = fθ,1(x),
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where θ = be−2k−1. Thus, fb,c(x) and fθ,1(x) have the same rank. Since
Bfθ,1(x, z) = tr
n
1 (θx
2k+1) + tr
n/2
1 (x
2n/2+1) + trn1 (θz
2k+1)
+tr
n/2
1 (z
2n/2+1) + trn1 [θ(x+ z)
2k+1] + tr
n/2
1 [(x+ z)
2n/2+1]
= trn1 (θx
2kz + θxz2
k
) + tr
n/2
1 (x
2n/2z + xz2
n/2
)
= trn1 (θ
2n−kxz2
n−k
+ θxz2
k
) + tr
n/2
1 [tr
n
n/2(xz
2n/2)]
= trn1 [x(θ
2n−kz2
n−k
+ θz2
k
+ z2
n/2
)],
the rank of fθ,1(x) is determined by the number of solutions on z to the equation
θ2
n−k
z2
n−k
+ θz2
k
+ z2
n/2
= 0. (32)
For any k < n/2 with gcd(n/2− k, n) = 1, one has
θ2
n−k
z2
n−k
+ θz2
k
+ z2
n/2
= (θ2
n−k
w2
n/2−k+1 + w + θ)z2
k
= 0
where w = z2k(2n/2−k−1). Since gcd(2k(2n/2−k−1), 2n−1) = 1, there is a one-to-one correspon-
dence between elements w and z. Thus, Eq. (32) has the same number of nonzero solutions as
that for the equation
θ2
n−k
w2
n/2−k+1 + w + θ = 0. (33)
Similarly, for any k > n/2 with gcd(k − n/2, n) = 1, Eq. (32) and the equation
θw2
k−n/2+1 + w + θ2
n−k
= 0 (34)
have the same number of nonzero solutions.
Applying Proposition 8, Eq. (33) and Eq. (34) have at most three solutions. Thus, the rank
of fb,c(x) is n− 2 or n. This implies that the number of solutions to Eq. (32) is either 1 or 4.
Thus, for any (b, c) ∈ E∗ × F∗, Eq. (32) and Eq. (34) have either no or exactly three solutions.
Note that for even n, the condition gcd(n/2−k, n) = 1 is equivalent to the following condition:
gcd(k, n) = 2 if n/2 is odd, and gcd(k, n) = 1 if n/2 is even. (35)
It is assumed in the sequel that Eq. (35) holds.
Let N1 and N2 be the numbers of θ ∈ E∗ such that Eq. (33) and Eq. (34) has three solutions,
respectively. A technique of coding theory is used to determine N1 and N2 in the following.
Definition 9 generalizes the concept of Kasami code [22].
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Definition 9: For γ, δ ∈ E and η ∈ F, let c(γ, δ, η) be the (2n − 1)-tuple vector indexed by
the elements in E∗ as
c(γ, δ, η) = (trn1 (γx+ δx
2k+1) + tr
n/2
1 (ηx
2n/2+1), x ∈ E∗). (36)
The generalized Kasami code is the [2n − 1, 5n/2] code defined by
C = {c(γ, δ, η) | γ, δ ∈ E, η ∈ F}. (37)
Denote by D the dual code of C. Let Aj and Bj denote the numbers of vectors of weight j
in C and D, respectively.
Proposition 10: B1 = B2 = B3 = 0.
Proof: We prove B3 = 0. B1 = B2 = 0 can be more simply proved.
If B3 > 0 then there are integers 0 ≤ i1 < i2 < i3 ≤ 2n − 2 such that
3∑
j=1
[trn1 (γα
ij + δαij(2
k+1)) + tr
n/2
1 (ηα
ij(2n/2+1))] = 0
holds for any γ, δ ∈ E and η ∈ F.
Take δ = η = 0, one has
trn1 [γ(α
i1 + αi2 + αi3)] = 0
holds for any γ ∈ E. Thus,
αi1 + αi2 + αi3 = 0. (38)
Similarly, one has
αi1(2
k+1) + αi2(2
k+1) + αi3(2
k+1) = 0 (39)
and
αi1(2
n/2+1) + αi2(2
n/2+1) + αi3(2
n/2+1) = 0. (40)
By Eq. (38), one has
αi1(2
k+1) = (αi2 + αi3)2
k+1 = αi2(2
k+1) + αi22
k+i3 + αi32
k+i2 + αi3(2
k+1). (41)
Then Eq. (39) and Eq. (41) imply
(i2 − i3)(2
k − 1) ≡ 0 mod (2n − 1).
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Similarly, Eq. (38) and Eq. (40) imply
(i2 − i3)(2
n/2 − 1) ≡ 0 mod (2n − 1).
Since gcd(k, n/2) = 1, one has gcd(2k − 1, 2n/2 − 1) = 1. There are integers t1, t2 such that
1 = t1(2
k − 1) + t2(2
n/2 − 1).
Thus,
i2 − i3 ≡ t1(i2 − i3)(2
k − 1) + t2(i2 − i3)(2
n/2 − 1) ≡ 0 mod (2n − 1).
This shows i2 = i3, which contradicts the assumption i2 < i3. Thus, B3 = 0.
In the following theorem, the weight enumerator of C is provided in terms of N1 or N2. Then,
Proposition 10 is applied to determine the values of N1 and N2 and find the weight distribution
of C.
Theorem 11: (1)
N1 = N2 =


(2n+1 − 2n/2+1 − 4)/3, if n/2 is odd;
(2n+1 − 2)/3, if n/2 is even;
(2) The code C has the following weight distribution:

A2n−1±2n/2 = (2
n/2 − 1)(2n−3 ∓ 2n/2−2)(2n+1 + 2n/2 − 1)/3;
A2n−1 = (2
n/2 − 1)(22n−1 + 23n/2−2 − 2n−2 + 2n/2 + 1);
A2n−1±2n/2−1 = (2
n/2 − 1)(2n−1 ∓ 2n/2−1)(2n + 2n/2+1 + 4)/3.
(42)
Proof: Assume k < n/2. The proof for the case of k > n/2 is similar.
Let
g(x) = trn1 (γx+ δx
2k+1) + tr
n/2
1 (ηx
2n/2+1).
The proof is divided into four cases as follows.
Case 1: η = δ = 0 and γ 6= 0
The function g(x) is a linear function from E to F2, and the weight of c(γ, δ, η) is 2n−1.
Case 2: η = 0 and δ 6= 0
When n/2 is odd, by Proposition 5 (1), the rank of trn1 (δx2k+1) is n− 2. By Theorem 1, the
weight distribution of c(γ, δ, η) as γ runs through all elements in E is given by

2n−1 ± 2n/2 occuring 2n−3 ∓ 2n/2−2 times;
2n−1 occuring 2n − 2n−2 times.
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When n/2 is even, by Proposition 5(2), the rank of trn1 (δx2k+1) is n− 2 or n, depending on δ
is a cubic element in E or not. By Theorem 1, the weight distribution of c(γ, δ, η) as γ runs
through all elements in E is

2n−1 ± 2n/2 occuring 2n−3 ∓ 2n/2−2 times;
2n−1 occuring 2n − 2n−2 times
or
2n−1 ± 2n/2−1 occuring 2n−1 ∓ 2n/2−1 times
depending on δ is a cubic element or not.
Case 3: η 6= 0 and δ = 0
By Proposition 6, the rank of trn/21 (ηx2
n/2+1) is n. By Theorem 1, the weight distribution of
c(γ, δ, η) as γ runs through all elements in E, is
2n−1 ± 2n/2−1 occuring 2n−1 ∓ 2n/2−1 times.
Case 4: η 6= 0 and δ 6= 0
By the analysis after Proposition 8, for any fixed nonzero η, the weight distribution of c(γ, δ, η)
as (γ, δ) runs through all elements in E× E∗, is

2n−1 ± 2n/2 occuring N1(2
n−3 ∓ 2n/2−2) times;
2n−1 occuring N1(2
n − 2n−2) times;
2n−1 ± 2n/2−1 occuring (2n − 1−N1)(2
n ∓ 2n−2) times.
Combining the results for all four cases, the weight distribution of C is

A2n−1±2n/2 = (2
n/2 − 1)(2n−3 ∓ 2n/2−2)(2n/2 + 1 +N1);
A2n−1 = (2
n/2 − 1)[(2n − 2n−2 + 1)(2n/2 + 1) +N1(2
n − 2n−2)];
A2n−1±2n/2−1 = (2
n/2 − 1)(2n−1 ∓ 2n/2−1)(2n −N1)
for n/2 odd, and the weight distribution is

A2n−1±2n/2 = (2
n/2 − 1)(2n−3 ∓ 2n/2−2)(2n/2 + 1 + 3N1);
A2n−1 = 2
n − 1 + (2n/2 − 1)(2n − 2n−2)(2n/2 + 1 + 3N1)/3;
A2n−1±2n/2−1 = (2
n/2 − 1)(2n−1 ∓ 2n/2−1)(3 · 2n + 2n/2+1 + 2− 3 ·N1)/3
for n/2 even. Therefore, one has
A2n−1+2n/2 + A2n−1−2n/2 + A2n−1 + A2n−1+2n/2−1 + A2n−1−2n/2−1 = 2
5n/2 − 1, (43)
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2(A2n−1−2n/2 − A2n−1+2n/2) + A2n−1−2n/2−1 − A2n−1+2n/2−1 = 2
2n − 2n/2, (44)
and
4(A2n−1−2n/2 + A2n−1+2n/2) + A2n−1−2n/2−1 + A2n−1+2n/2−1 = 2
5n/2 − 2n. (45)
The weight enumerator of C is given by
WC(x, y) = A2n−1+2n/2x
2n−1−2n/2−1y2
n−1+2n/2 + A2n−1−2n/2x
2n−1+2n/2−1y2
n−1−2n/2
+A2n−1x
2n−1−1y2
n−1
+ A2n−1+2n/2−1x
2n−1−2n/2−1−1y2
n−1+2n/2−1
+A2n−1−2n/2−1x
2n−1+2n/2−1−1y2
n−1−2n/2−1 + x2
n−1.
(46)
By Eq. (10), the weight enumerator of D is given by
WD(x, y) = 2
−5n/2WC(x+ y, x− y). (47)
Then 25n/2B3 is the coefficient of x2
n−4y3 in the expansion of WC(x+ y, x− y). Utilizing Eq.
(43), Eq. (44), and Eq. (45), one has
6 · 25n/2 ·B3 = 2
3n/2[8(A2n−1−2n/2 − A2n−1+2n/2) + A2n−1−2n/2−1 − A2n−1+2n/2−1 ]
+25n/2+1 − 3 · 27n/2 + 23n.
Therefore,
6 · 25n/2 ·B3 = 2
2n(2n/2 − 1)(2n + 3N1 + 2
n/2+2 + 4) + 25n/2+1 − 3 · 27n/2 + 23n (48)
for odd n/2, and
6 · 25n/2 ·B3 = 2
2n(2n/2 − 1)(2n + 3N1 + 2
n/2+1 + 2) + 25n/2+1 − 3 · 27n/2 + 23n (49)
for even n/2.
By Proposition 10, B3 = 0. From Eq. (48) and Eq. (49), the value of N1 can be determined
as in Theorem 11 (1). Furthermore, the weight distribution is deduced as in Eq. (42).
The weight distribution of C is the same as that of the code in Theorem 14 of [11]. From
Theorem 11 and the analysis after Proposition 8, the following Corollary 12 is obtained. The
corollary will be used to determine the Fourier transform values of fb,c(x) in the next section.
Corollary 12: For any c ∈ F∗, the rank of fb,c(x) is either n− 2 or n. Further, if n/2 is odd
then there are exactly (2n+1 − 2n/2+1 − 4)/3 values of b ∈ E∗ such that the rank of fb,c(x) is
n− 2; if n/2 is even, there are exactly (2n+1 − 2)/3 values of b with the same property.
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IV. FOURIER TRANSFORM OF fb,c(x)
Combining Corollary 12, Theorem 1, and Propositions 5 and 6, one has
Proposition 13: The distribution of Fourier transform values of functions fb,c(x) as (b, c) runs
through all elements in E× F is given by

±2n/2+1, (2n/2 − 1)(2n−3 ± 2n/2−2)(2n+1 + 2n/2 − 1)/3 times;
0, (2n/2 − 1)(22n−1 + 23n/2−2 − 2n−2 + 2n/2 + 1) times;
±2n/2, (2n/2 − 1)(2n−1 ± 2n/2−1)(2n + 2n/2+1 + 4)/3 times;
2n, 1 time.
(50)
In order to completely determine the correlation distribution of the families proposed in Section
V, the distributions on fwb,c(0) and fwb,c(1) are further considered. These distributions are closely
related to the following sets:
Π1 = {(x, y, z) ∈ E
3 | x2
k+1 + y2
k+1 + z2
k+1 = 0} (51)
Π2 = {(x, y, z) ∈ E
3 | x2
n/2+1 + y2
n/2+1 + z2
n/2+1 = 0}. (52)
Their cardinalities are as follows.
Lemma 14:
|Π1| =


22n, if n/2 is odd;
22n − 23n/2+1 + 2n/2+1, if n/2 is even;
and
|Π2| = 2
5n/2 − 23n/2 + 2n.
Proof: By Proposition 5, one has
∑
b∈E∗
[fwb,0(0)]
3 =


0, if n/2 is odd;
−23n/2+1(2n − 1), if n/2 is even.
On the other hand, one has∑
b∈E∗
[fwb,0(0)]
3 =
∑
b∈E∗
∑
x∈E
(−1)tr
n
1 (bx
2k+1) ∑
y∈E
(−1)tr
n
1 (by
2k+1) ∑
z∈E
(−1)tr
n
1 (bz
2k+1)
=
∑
b∈E∗
∑
x,y,z∈E
(−1)tr
n
1 [b(x
2k+1+y2
k+1+z2
k+1)]
=
∑
x,y,z∈E
∑
b∈E∗
(−1)tr
n
1 [b(x
2k+1+y2
k+1+z2
k+1)]
=
∑
(x,y,z)∈Π1
(2n − 1) +
∑
(x,y,z)/∈Π1
∑
b∈E∗
(−1)tr
n
1 [b(x
2k+1+y2
k+1+z2
k+1)]
= (2n − 1)|Π1|+ (2
3n − |Π1|)(−1)
= 2n|Π1| − 2
3n.
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So, it is easy to get the value of |Π1|.
The cardinality of Π2 can be calculated as follows. For any (x, y) ∈ E2 with x2
n/2+1 6= y2
n/2+1
,
there are 2n/2 +1 values for z such that (x, y, z) ∈ Π2, since x2
n/2+1 is (2n/2+1)-to-one on E∗
and gcd(2n/2 + 1, 2n/2 − 1) = 1. When (x, y) ∈ E2 satisfies x2n/2+1 = y2n/2+1, z = 0 must be
true for each tuple (x, y, z) in Π2. There are (2n − 1)(2n/2 + 1) nonzero tuples (x, y) to make
x2
n/2+1 = y2
n/2+1 holds. Thus,
|Π2| = [2
2n − (2n − 1)(2n/2 + 1)− 1](2n/2 + 1) + (2n − 1)(2n/2 + 1) + 1
= 25n/2 − 23n/2 + 2n.
It is necessary to find the cardinality of Π1 ∩ Π2.
Lemma 15:
|Π1 ∩ Π2| = 3 · 2
n − 2.
Proof: We show the solutions (x, y, z) ∈ E to the system of equations

x2
k+1 + y2
k+1 + z2
k+1 = 0
x2
n/2+1 + y2
n/2+1 + z2
n/2+1 = 0
(53)
are given by
{(0, 0, 0), (x, x, 0), (x, 0, x), (0, x, x) | x ∈ E∗}.
Let (x, y, z) be a solution to Eq. (53). If z = 0, then

x2
k+1 + y2
k+1 = 0;
x2
n/2+1 + y2
n/2+1 = 0.
Since gcd(k, n/2− k) = 1 and n/2− k is odd, by Lemma 2, one has
gcd(2k + 1, 2n/2 + 1) = gcd(2k + 1, 2n/2 − 2k) = gcd(2k + 1, 2n/2−k − 1) = 1.
By an approach similar to the proof of Proposition 10, one has x = y.
If z 6= 0, then one has 

x2
k+1
1 + y
2k+1
1 + 1 = 0
x2
n/2+1
1 + y
2n/2+1
1 + 1 = 0
where x1 = x/z and y1 = y/z. Thus,
x
(2k+1)(2n/2+1)
1 = (y
2k+1
1 + 1)
(2n/2+1) = y
(2k+1)(2n/2+1)
1 + y
(2k+1)2n/2
1 + y
2k+1
1 + 1 (54)
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and
x
(2n/2+1)(2k+1)
1 = (y
2k+1
1 + 1)
2n/2+1 = y
(2n/2+1)(2k+1)
1 + y
(2n/2+1)2k
1 + y
2n/2+1
1 + 1. (55)
From Eq. (54) and Eq. (55), one has
(y2
n/2+k
1 + y1)(y
2n/2
1 + y
2k
1 ) = 0,
which implies y1 = 0 or 1, since gcd(n/2± k, n) = 1. Thus, (x1, y1) is equal to (1, 0) or (0, 1).
Therefore, all solutions to Eq. (53) are obtained.
The following power sums are calculated from cardinalities of Π1, Π2, and Π1 ∩ Π2. They
will be used in Proposition 17 to find the distributions on fwb,c(0) and fwb,c(1).
Lemma 16: ∑
(b,c)∈E∗×F∗
fwb,c(0) = 2
n/2(2n − 1);
∑
(b,c)∈E∗×F∗
[fwb,c(0)]
2 =


2n(2n − 1)(2n/2 − 1), for odd n/2;
2n(2n − 1)(2n/2 − 3), for even n/2;
∑
(b,c)∈E∗×F∗
[fwb,c(0)]
3 =


−23n/2(2n − 1)(2n/2 − 3), for odd n/2;
−23n/2(2n − 1)(2n/2 − 5), for even n/2.
Proof: The degree 1 power sum can be directly calculated.
With Lemmas 14 and 15, one has
∑
(b,c)∈E∗×F∗
(fwb,c(0))
3
=
∑
b∈E∗
∑
c∈F∗
∑
x,y,z∈E
(−1)tr
n
1 [b(x
2k+1+y2
k+1+z2
k+1)]+tr
n/2
1 [c(x
2n/2+1+y2
n/2+1+z2
n/2+1)]
=
∑
x,y,z∈E
∑
b∈E∗
(−1)tr
n
1 [b(x
2k+1+y2
k/2+1+z2
k/2+1)] ∑
c∈F∗
(−1)tr
n/2
1 [c(x
2n/2+1+y2
n/2+1+z2
n/2+1)]
=
∑
(x,y,z)∈Π1∩Π2
(2n − 1)(2n/2 − 1) +
∑
(x,y,z)∈Π2\Π1
(−1)(2n/2 − 1) +
∑
(x,y,z)∈Π1\Π2
(−1)(2n − 1)
+
∑
(x,y,z)/∈Π1∪Π2
(−1)(−1)
= 23n/2|Π1 ∩ Π2| − 2
n/2|Π2| − 2
n|Π1|+ 2
3n
=


−23n/2(2n − 1)(2n/2 − 3), for odd n/2;
−23n/2(2n − 1)(2n/2 − 5), for even n/2.
Let
Φ1 = {(x, y) ∈ E
2 | x2
k+1 = y2
k+1} and Φ2 = {(x, y) ∈ E
2 | x2
n/2+1 = y2
n/2+1}.
Oct 6, 2005 DRAFT
19
Then by Lemma 15,
|Φ1 ∩ Φ2| = |{(x, y, 0) ∈ Π1 ∩ Π2}| = |{(x, x, 0)|x ∈ E}| = 2
n.
Note that
gcd(2k + 1, 2n − 1) =


1, for odd n/2;
3, for even n/2
and (2n/2 + 1)|(2n − 1), so,
|Φ1| =


2n, for odd n/2;
1 + 3(2n − 1), for even n/2
and
|Φ2| = 1 + (2
n/2 + 1)(2n − 1).
Similarly as for the degree 3 power sum, one has
∑
(b,c)∈E∗×F∗
(fwb,c(0))
2 = 23n/2|Φ1 ∩ Φ2| − 2
n/2|Φ2| − 2
n|Φ1|+ 2
2n
=


2n(2n − 1)(2n/2 − 1), for n/2 odd;
2n(2n − 1)(2n/2 − 3), for n/2 even.
Proposition 17: (1) For odd n/2, when (b, c) runs through all elements in E∗ × F∗, the
distribution of fwb,c(0) is
fwb,c(0) =


2n/2+1, 0 time;
−2n/2+1, (2n − 1)(2n/2−1 − 1)/3 times;
0, (2n − 1)(2n/2−1 − 1) times;
2n/2, (2n − 1)(2n/2 + 1)/3 times;
−2n/2, 0 time
(56)
and the distribution of fwb,c(1) is
fwb,c(1) =


2n/2+1, (2n−3 + 2n/2−2)(2n/2+1 − 4)/3 times;
−2n/2+1, (23n/2−2 − 2n + 2n/2−1 + 1)/3times;
0, 23n/2−1 − 2n − 2n/2−1 + 1 times;
2n/2, (2n−1 + 2n/2−1 − 1)(2n/2 + 1)/3 times;
−2n/2, (2n−1 − 2n/2−1)(2n/2 + 1)/3 times.
(57)
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(2) For even n/2, when (b, c) runs through all elements in E∗×F∗, the distribution of fwb,c(0)
is
fwb,c(0) =


2n/2+1, 0 time;
−2n/2+1, (2n − 1)(2n/2−1 − 2)/3 times;
0, (2n − 1)2n/2−1 times;
2n/2, (2n − 1)(2n/2 − 1)/3 times;
−2n/2, 0 time
(58)
and the distribution of fwb,c(1) is
fwb,c(1) =


2n/2+1, (2n/2+1 − 2)(2n−3 + 2n/2−2)/3 times;
−2n/2+1, (23n/2−2 − 3 · 2n−2 + 2)/3 times;
0, 23n/2−1 − 2n−1 − 2n/2−1 times;
2n/2, (2n−1 + 2n/2−1 − 1)(2n/2 − 1)/3 times;
−2n/2, (2n−1 − 2n/2−1)(2n/2 − 1)/3 times.
(59)
Proof: (1) Let the distribution of fwb,c(0) as (b, c) runs through all elements in E∗ × F∗, be
2n/2+1, x1 times; −2
n/2+1, x2 times; 0, x3 times; 2
n/2, x4 times; −2
n/2, x5 times.
From Corollary 12 and Lemma 16, one has

x1 + x2 + x3 = 2(2
n − 2n/2 − 2)(2n/2 − 1)/3;
x4 + x5 = (2
n/2 + 1)2(2n/2 − 1)/3;
2n/2+1(x1 − x2) + 2
n/2(x4 − x5) = 2
n/2(2n − 1);
(2n/2+1)2(x1 + x2) + (2
n/2)2(x4 + x5) = 2
n(2n − 1)(2n/2 − 1);
(2n/2+1)3(x1 − x2) + (2
n/2)3(x4 − x5) = −2
3n/2(2n − 1)(2n/2 − 3).
(60)
The values of xi (1 ≤ i ≤ 5) can be found by solving Eq. (60).
By the analysis after Proposition 8, the distribution of the Fourier transform values of functions
fb,c(x) as (b, c) runs through all elements in E∗ × F∗, is

±2n/2+1, (2n/2 − 1)(2n−3 ± 2n/2−2)(2n+1 − 2n/2+1 − 4)/3 times
0, (2n/2 − 1)(2n − 2n−2)(2n+1 − 2n/2+1 − 4)/3 times
±2n/2, (2n/2 − 1)(2n−1 ± 2n/2−1)(2n + 2n/2+1 + 1)/3 times.
The approach used in the proof of Proposition 5(1) can also show that, for any a ∈ E∗, fwb,c(a)
and fwb,c(1) have the same distribution as (b, c) runs through all elements in E∗ × F∗. Thus, the
distribution of fwb,c(1) can be obtained as Eq. (57).
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(2) The case for even n/2 can be similarly proved.
For odd n/2, by analyzing the rank of fb,c(x) and applying Proposition 17, the following
results can be obtained. Another proof is provided here.
Proposition 18: Assume n/2 is odd. When (b, c) runs through all elements in E×F, the joint
distribution of fwb,c(1) and fw1,c(0) is given by

±2n/2+1, (2n−3 ± 2n/2−2)(2n/2+1 − 1)/3 times;
0, 23n/2−1 − 2n−2 + 1 times;
2n/2, (23n/2−1 + 2n + 2n/2+1)/3 times;
−2n/2, (23n/2−1 + 2n/2 − 3)/3 times.
(61)
Proof: Since gcd(2k + 1, 2n − 1) = 1, for any b ∈ E∗, there is e ∈ E∗ such that b = e2k+1. It
is easy to check
fwb,c(1) = f
w
1, ce−2
n/2
−1
(e−1).
Let bi = e2
k+1
i for i = 1, 2, one has
(c1e
−2n/2−1
1 , e
−1
1 ) = (c2e
−2n/2−1
2 , e
−1
2 )
if and only if (b1, c1) = (b2, c2). Thus, the joint distribution of fwb,c(1) and fw1,c(0) as (b, c) runs
through all elements in E∗×F, is the same as the Fourier transform value distribution of f1,c(x)
as c runs through all elements in F.
By Corollary 12, there are exactly (2n+1 − 2n/2+1 − 4)/3 elements b ∈ E∗ such that the rank
of fb,1(x) is n − 2. Let y = ex, then fb,1(x) = f1,e−2n/2−1(y). Thus, the rank of fb,1(x) is the
same as that of f
1,e−2
n/2−1(x). When b runs through all elements in E∗, e−2
n/2−1 runs through
all elements in F∗ for 2n/2 + 1 times. Hence, there are exactly
(2n+1 − 2n/2+1 − 4)/(3(2n/2 + 1)) = 2(2n/2 − 2)/3
elements c ∈ F∗ such that the rank of f1,c(x) is n− 2.
Therefore, the distribution of the Fourier transform values of f1,c(x) as c runs through all
elements in F∗ is 

±2n/2+1, (2n−3 ± 2n/2−2)(2n/2+1 − 4)/3 times
0, 2n−1(2n/2 − 2) times
±2n/2, (2n−1 ± 2n/2−1)(2n/2 + 1)/3 times.
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By Proposition 5 and Theorem 1, the distribution of the Fourier transform values of f1,0(x)
is given by 

±2n/2+1, 2n−3 ± 2n/2−2 times
0, 2n − 2n−2 times.
Combining the above two distributions, fw0,0(1) = 0, and the distribution of fw0,c(1) for c ∈ F∗
given in Proposition 6, we obtain the distribution in Eq. (61).
Consider the case for even n/2.
Lemma 19: Assume n/2 is even. Let Γ and ∆ be defined as in Eq. (26). For i = 0, 1, · · · , (2n−
4)/3 and j = 1, 2, as (b, c) and (b′, c′) run through all elements in α3iΓ × ∆ and α3iΓ ×
β(3−j)(2
n/2−1)/3∆, respectively, fwb,c(0) and fwb′,c′(0) have the same distribution. In particular, one
has
(1) When (b, c) runs through all elements in E∗ ×∆ for exactly 3 times, the distribution of
fwb,c(0) is the same as that of fwb′,c′(0) as (b′, c′) runs through all elements in E∗ × F∗;
(2) When (b, c) runs through all elements in Γ × ∆ for exactly 3 times, the distribution of
fwb,c(0) is the same as that of fwb′,c′(0) as (b′, c′) runs through all elements in Γ× F∗.
Proof: Since
fb,c(α
lx) = f
bαl(2
k+1),cβl
(x),
the rank of fb,c(x) is the same as that of fbαl(2k+1),cβl(x). Furthermore, for (b, c) ∈ α
3iΓ×∆ and
(b′, c′) ∈ α3iΓ× β(3−j)(2
n/2−1)/3∆, one has
f
bαl(2
k+1),cαl(2
n/2+1)(x) = fb′,c′(x)
if and only if
l = j(2n − 1)/3, b′ = b, c′ = cβl.
Since n/2 is even, one has 2n/2 + 1 ≡ 2mod 3 and then
l = j(2n/2 − 1)(2n/2 + 1)/3 ≡ 2j(2n/2 − 1)/3 ≡ (3− j)(2n/2 − 1)/3 mod (2n/2 − 1).
Thus, c′ ∈ β(3−j)(2n/2−1)/3∆ for any c ∈ ∆.
By Lemma 19, when (b, c) and (b′, c′) take over Γ×∆ and Γ×F∗, respectively, the distribution
of fwb,c(0) is determined by calculating the distribution of fwb′,c′(0). The latter can be obtained by
the following lemma.
Oct 6, 2005 DRAFT
23
Lemma 20: Assume n/2 is even. The distribution of fwb,c(0) as (b, c) runs through all elements
in Γ×F∗ for exactly (2n− 1)/3 times, is the same as that of fwb′,c′(0) as (b′, c′) runs through all
elements in E∗ × F∗.
Proof: Since gcd(2k + 1, 2n − 1) = 3, there is an element e ∈ E such that e2k+1 = α3. One
has
fb,c(e
ix) = f
bα3i,cei(2
n/2+1)(x),
and so,
fwb,c(0) = f
w
bα3i,cei(2
n/2+1)
(0).
On the other hand, as (b, c) runs through all elements in Γ×F∗, (bα3i, cei(2n/2+1)) runs through
all elements in α3iΓ× F∗. This proves the lemma.
The following proposition derived from Lemmas 19 and 20 is an analogy of Proposition 18.
Proposition 21: Assume n/2 is even. When (b, c) runs through all elements in E × F for
exactly (2n + 2n/2 − 1) times and (b′, c′) runs through all elements in
⋃
(ζ1,η1)∈Γ×∆
({ζ1} × F\{η1}
⋃
E× {η1})
for exactly once, the joint distribution of fwb,c(1) and fwb′,c′(0) is given by

2n/2+1, (2n + 2n/2 − 1)(2n/2+1 − 1)(2n−3 + 2n/2−2)/3 times;
−2n/2+1, (25n/2−2 − 3 · 22n−3 − 5 · 23n/2−3 − 2n−3 − 5 · 2n/2−2 + 4)/3 times;
0, 25n/2−1 + 22n−2 − 3 · 23n/2−2 + 5 · 2n−2 − 1 times;
2n/2, (25n/2−1 + 3 · 22n−1 + 5 · 23n/2−1 − 2n − 2n/2+2 + 2)/3 times;
−2n/2, (25n/2−1 + 22n−1 + 23n/2−1 − 2n+1 − 2n/2)/3 times.
(62)
Proof: By Propositions 5, 6 and 17(2), the distribution of fwb,c(1) as (b, c) runs through all
elements in E× F, is given by
fwb,c(1) =


2n/2+1, (2n/2+1 − 1)(2n−3 + 2n/2−2)/3 times;
−2n/2+1, (23n/2−2 − 5 · 2n−3 − 2n/2−2 + 1)/3 times;
0, 23n/2−1 − 2n−2 − 2n/2−1 + 1 times;
2n/2, (23n/2−1 + 2n + 2n/2 − 1)/3 times;
−2n/2, (23n/2−1 + 2n/2 − 3)/3 times.
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For any (ζ1, η1) ∈ Γ×∆, the set {ζ1}×F consists of two parts: {ζ1}×F\{η1} and {ζ1}×{η1}.
Therefore, Combining Lemma 19, 20, and Propositions 5, 6, and 17(2), one has as (b′, c′) runs
through all elements in
⋃
(ζ1,η1)∈Γ×∆
({ζ1} × F\{η1}
⋃
E× {η1}),
the distribution of fwb′,c′(0) is given by
fwb′,c′(0) =


2n/2+1, 0 times;
−2n/2+1, (23n/2−1 − 3 · 2n−1 − 5 · 2n/2−1 + 5)/3 times;
0, (2n + 2n/2 − 3)2n/2−1 times;
2n/2, (2n + 2n/2 − 1)(2n/2 − 1)/3 times;
−2n/2, 2n/2 − 1 times.
Combining the above two distributions gives Eq. (62).
V. NEW FAMILIES OF BINARY SEQUENCES
In this section, for even n, we generalize the construction for the large set of Kasami sequences.
New families of binary sequences with six-valued correlation and family sizes 23n/2 + 2n/2 or
23n/2+2n/2−1 are obtained. Their correlation distributions are completely determined by applying
the results in previous sections.
Definition 22: Let k be an integer satisfying the condition in Eq. (35). The family Fk of
binary sequences of period 2n − 1 is defined by
Fk = {{sγδ(t)}
2n−2
t=0 | γ ∈ E, δ ∈ F}
⋃
{{sζη(t)}
2n−2
t=0 | ζ ∈ Γ, η ∈ ∆},
where
sγδ(t) = tr
n
1 (α
t + γαt(2
k+1)) + tr
n/2
1 (δα
t(2n/2+1)),
sζη(t) = tr
n
1 (ζα
t(2k+1)) + tr
n/2
1 (ηα
t(2n/2+1)),
and Γ and ∆ are defined in Eq. (25) and Eq. (26).
For convenience, set
Fk1 = {{sγδ(t)}
2n−2
t=0 | γ ∈ E, δ ∈ F}, F
k
2 = {{sζη(t)}
2n−2
t=0 | ζ ∈ Γ, η ∈ ∆}.
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The correlation function between {sγ1δ1} and {sγ2δ2} is
Rγ1δ1,γ2δ2(τ) =
∑
x∈E
(−1)g(x) − 1,
where
g(x) = trn1 (x+ γ1x
2k+1) + tr
n/2
1 (δ1x
2n/2+1)
+trn1 (α
τx+ γ2α
τ(2k+1)x2
k+1) + tr
n/2
1 (δ2α
τ(2n/2+1)x2
n/2+1)
= trn1 (a1x+ b1x
2k+1) + tr
n/2
1 (c1x
2n/2+1)
,
where a1 = 1 + ατ , b1 = γ1 + γ2ατ(2
k+1) and c1 = δ1 + δ2ατ(2
n/2+1)
. Thus,
Rγ1δ1,γ2δ2(τ) = f
w
b1,c1(a1)− 1 (63)
Similarly, the correlation functions Rγδ,ζη(τ), Rζη,γδ(τ) and Rζ1η1,ζ2η2(τ) are given by

Rγδ,ζη(τ) = f
w
b2,c2(a2)− 1
Rζη,γδ(τ) = f
w
b3,c3
(a3)− 1
Rζ1η1,ζ2η2(τ) = f
w
b4,c4(a4)− 1
(64)
where
a2 = 1, b2 = γ + ζα
τ(2k+1), c2 = δ + ηα
τ(2n/2+1);
a3 = α
τ , b3 = ζ + γα
τ(2k+1), c3 = η + δα
τ(2n/2+1);
a4 = 0, b4 = ζ1 + ζ2α
τ(2k+1), c4 = η1 + η2α
τ(2n/2+1).
By Eq. (63) and Eq. (64) together with the Fourier transform values of fb,c(a) in Section IV,
the correlation distribution of Fk can be obtained as follows.
Theorem 23: Assume n/2 is odd. The distribution of the correlation values of the family Fk
is given by

2n − 1, 23n/2 + 2n/2 times;
−1, 2n/2+1(27n/2−2 − 23n−3 + 22n−1 − 23n/2−1 + 2n−2 − 1) times;
2n/2 − 1, (24n−1 + 27n/2 + 23n+1 − 22n − 23n/2+1 − 2n+2)/3 times;
−2n/2 − 1, (24n−1 + 23n − 3 · 25n/2 + 22n+1 − 3 · 23n/2 + 2n + 3 · 2n/2)/3 times;
±2n/2+1 − 1, 2n/2+1(2n−3 ± 2n/2−2)(22n−1 − 1)(2n/2+1 − 1)/3 times.
(65)
Proof: By Eq. (63), for given τ and i = 1, 2, as (γi, δi) runs through all elements in E × F
for exactly once, (b1, c1) runs through all elements in E× F for exactly 23n/2 times.
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Similarly, by Eq. (64), for each fixed τ , (b2, c2) runs through all elements in E×F for exactly
2n/2 times as (γ, ζ) and (δ, η) run through all elements in E× Γ and F×∆, respectively. And
as τ varies from 0 to 2n − 2, a1 runs through all elements in E\{1} once.
Thus, when (b, c) runs through all elements in E×F for exactly 2n/2 times, by Proposition 13,
the distribution of fwb,c(1)− 1 and the correlation values of sequences between Fk1 and Fk1 ∪Fk2
is given by

±2n/2+1 − 1, 23n/2(2n/2 − 1)(2n−3 ± 2n/2−2)(2n+1 + 2n/2 − 1)/3 times;
−1, 23n/2(2n/2 − 1)(22n−1 + 23n/2−2 − 2n−2 + 2n/2 + 1) times;
±2n/2 − 1, 23n/2(2n/2 − 1)(2n−1 ± 2n/2−1)(2n + 2n/2+1 + 4)/3 times;
2n − 1, 23n/2 times.
Given a τ , by Eq. (64), (b3, c3) runs through all elements in E× F for exactly 2n/2 times as
(γ, ζ) and (η, δ) run through all elements in E× Γ and ∆× F, respectively.
By assumption, n/2 is odd, and ζ1 = ζ2 = 1. For fixed η1, by Eq. (64), (b4, c4) runs through
all elements in E\{1} × F for exactly once as η2 runs through all elements in F and τ varies
from 0 to 2n − 2. Meanwhile, as τ varies from 0 to 2n − 2, a3 runs through all elements in E∗
for exactly once.
Thus, when c runs through all elements in F for exactly 2n/2 times, by Proposition 13, the
distribution of fw1,c(0)− 1 and the correlation values of sequences between Fk2 and Fk1 ∪ Fk2 is
given by 

±2n/2+1 − 1, 2n/2(2n/2 − 1)(2n−3 ± 2n/2−2)(2n+1 + 2n/2 − 1)/3 times;
−1, 2n/2(2n/2 − 1)(22n−1 + 23n/2−2 − 2n−2 + 2n/2 + 1) times;
±2n/2 − 1, 2n/2(2n/2 − 1)(2n−1 ± 2n/2−1)(2n + 2n/2+1 + 4)/3 times;
2n − 1, 2n/2 times.
Combining the above two distributions together with Proposition 18, the distribution of cor-
relation values of Fk is obtained as Eq. (65).
The imbalance I(s) of a binary sequence s is the difference of the times zeros and ones appear
in s. The imbalance of sequences in Fk is distributed as follows.
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Proposition 24: Assume n/2 is odd. The imbalance distribution of sequences in Fk is
I(s) =


±2n/2+1 − 1, (2n−3 ± 2n/2−2)(2n/2+1 − 1)/3 times;
−1, 23n/2−1 − 2n−2 + 1 times;
2n/2 − 1, (23n/2−1 + 2n + 2n/2+1)/3 times;
−2n/2 − 1, (23n/2−1 + 2n/2 − 3)/3 times.
(66)
Proof: It is sufficient to determine the joint distribution of fwb,c(1) and fw1,c(0) as (b, c) runs
through all elements in E × F. By Proposition 18, the imbalance distribution is easy to obtain
as Eq. (66).
Theorem 25: Assume n/2 is even. The distribution of the correlation values of the family Fk
is given as

2n − 1, 23n/2 + 2n/2 − 1 times;
−1, 24n−1 − 27n/2−2 − 22n−1 + 3 · 23n/2−1 − 5 · 2n−1 − 2n/2 + 2 times;
2n/2 − 1, (24n−1 + 27n/2 + 23n+1 − 25n/2 − 3 · 22n − 5 · 23n/2 + 3 · 2n/2+1 − 2)/3 times;
−2n/2 − 1, (24n−1 + 23n − 25n/2+2 + 22n+1 − 23n/2+2 + 7 · 2n − 2n/2)/3 times;
2n/2+1 − 1, (24n−2 + 3 · 27n/2−3 − 23n−2 − 25n/2−1 − 5 · 22n−2 + 23n/2−2+
5 · 2n−2 − 2n/2−1)/3 times;
−2n/2+1 − 1, (24n−2 − 5 · 27n/2−3 + 23n−2 − 25n/2−1 + 3 · 22n−2 + 5 · 23n/2−2−
3 · 2n−2 + 3 · 2n/2−1 − 4)/3 times.
(67)
Proof: Similar to the case for odd n/2, when (b, c) runs through all elements in E × F for
(2n+2n/2−1) times, the distribution of fwb,c(1)−1 and correlation values of sequences between
Fk1 and Fk1 ∪ Fk2 is given by

±2n/2+1 − 1, 23n/2(2n/2 − 1)(2n−3 ± 2n/2−2)(2n+1 + 2n/2 − 1)/3 times
−1, 23n/2(2n/2 − 1)(22n−1 + 23n/2−2 − 2n−2 + 2n/2 + 1) times
±2n/2 − 1, 23n/2(2n/2 − 1)(2n−1 ± 2n/2−1)(2n + 2n/2+1 + 4)/3 times
2n − 1, 23n/2 times.
The set E×F can be divided into three disjoint parts: {ζ1}×F\{η1}, E\{ζ1}×F\{η1}, and
E× {η1}. When (b, c) runs through all elements in
⋃
(ζ1,η1)∈Γ×∆
({ζ1} × F\{η1}
⋃
E× {η1})
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for exactly once, the distribution of fwb,c(0)− 1 and correlation values of sequences between Fk2
and Fk1 ∪ Fk2 is given by

±2n/2+1 − 1, (2n/2 − 1)(2n/2 − 1)(2n−3 ± 2n/2−2)(2n+1 + 2n/2 − 1)/3 times;
−1, (2n/2 − 1)(2n/2 − 1)(22n−1 + 23n/2−2 − 2n−2 + 2n/2 + 1) times;
±2n/2 − 1, (2n/2 − 1)(2n/2 − 1)(2n−1 ± 2n/2−1)(2n + 2n/2+1 + 4)/3 times;
2n − 1, 2n/2 − 1 times.
By Proposition 21, the distribution of correlation values of family Fk is obtained as Eq. (67).
Proposition 26: Assume n/2 is even. The imbalance distribution of sequences in Fk is
I(s) =


2n/2+1 − 1, (2n/2+1 − 1)(2n−3 + 2n/2−2)/3 times;
−2n/2+1 − 1, (23n/2−2 − 5 · 2n−3 + 2n/2−2 − 1)/3 times;
−1, 23n/2−1 − 2n−2 + 1 times;
2n/2 − 1, (23n/2−1 + 2n + 2n/2+1 − 2)/3 times;
−2n/2 − 1, (23n/2−1 + 2n/2 − 3)/3 times.
(68)
Proof: It is sufficient to determine the distribution of fwb,c(1) and fwb′,c′(0), as (b, c) and (b′, c′)
run through all elements in E×F and Γ×∆, respectively. By Propositions 5, 6, 17 and Lemmas
19 and 20, the imbalance distribution is obtained as Eq. (68).
Table I summarizes the properties of some families with low correlation.
Below is an example obtained through computer search.
Example 27: (1) Let n = 6 and k = 2. The correlation distribution of F2 is given by
63, 520 times; −1, 7893232 times; 7, 3668224 times;
−9, 2853064 times; 15, 1637600 times; −17, 982560 times.
(2) Let n = 4 and k = 1. The correlation distribution of F1 is given by
15, 67 times; −1, 28598 times; 3, 18418 times;
−5, 11044 times; 7, 6902 times; −9, 2306 times.
These distributions agree with the corresponding results given by Eq. (65) and Eq. (67).
Take
k =


m+ 1, for m odd;
m, for m even.
(69)
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TABLE I
SOME FAMILIES OF BINARY SEQUENCES OF PERIOD 2n − 1 WITH LOW CORRELATION.
Family n Family size Rmax
Gold and Gold-like sequences n = 2m + 1 2n + 1 1 + 2(n+1)/2
GKW and GKW-like∗ sequences n = me,m odd 2n + 1 1 + 2(n+e)/2
Large set of Kasami sequences
n = 4m + 2
n = 4m
23n/2 + 2n/2
23n/2 + 2n/2 − 1
1 + 2n/2+1
The proposed families Fk
n = 4m + 2, gcd(n, k) = 2
n = 4m, gcd(n, k) = 1
23n/2 + 2n/2
23n/2 + 2n/2 − 1
1 + 2n/2+1
∗ GKW-like sequences are those sequences constructed in [9].
for n = 4m + 2 ≥ 10, and take k = 1 for n = 4m ≥ 8. Then, k 6= n/2 ± 1. Thus, for any
n ≥ 8, there is parameter k such that Fk is different from the large set of Kasami sequences.
The proposed families are generalizations of the large set of Kasami sequences.
VI. CONCLUSIONS
New families of binary sequences of period 2n− 1 have been proposed in this paper for even
n. They are generalizations of the large set of Kasami sequences. These families achieve low
correlation. Through studying a class of equations over finite fields and determining the distri-
bution of Fourier transforms for the functions defined in Eq. (13), the correlation distributions
of the proposed families are completely determined.
REFERENCES
[1] M. K. Simon, J. K. Omura, R. A. Scholtz, and B. K. Levitt, Spread Spectrum Communications Handbook. McGraw Hill,
2001.
[2] T. Helleseth and P. V. Kumar, “Sequences with low correlation,” in Handbook of Coding Theory, V. S. Pless and W. C.
Huffman, Eds., Amsterdam, the Netherlands: North-Holland, vol. II, pp. 1765-1853, 1998.
[3] T. Helleseth, “Correlation of m-sequences and related topics,” in Sequences and Their Applications. Springer, pp. 49-66,
1999.
[4] R. Gold, “Optimal binary sequences for spread spectrum multiplexing,” IEEE Trans. Inform. Theory, vol. IT-13, no. 5, pp.
619-621, Oct. 1967.
[5] D.V. Sarwate and M.B. Pursley, “Crosscorrelation properties of pseudorandom and related sequences,” Proceeding of IEEE,
vol. 68, no. 5, pp. 593-620, May 1980.
Oct 6, 2005 DRAFT
30
[6] T. Kasami, “Weight distribution formula for some class of cyclic codes,” Coordinated Science Laboratory, University of
illionos, Urbana, Tech. Rep. R-285 (AD632574), 1966.
[7] S. Boztas and P. V. Kumar, “Binary sequences with Gold-like correlation but larger linear span,” IEEE Trans.Inform.Theory,
vol.40, no.1, pp.532-537, mar. 1994.
[8] P. Udaya, “Polyphase and frequency hopping sequences obtained from finte rings,” Ph.D dissertation, Dept. Elec. Eng.,
Indian inst. Technol., Kanpur, 1992.
[9] S. H. Kim and J. S. No, “New families of binary sequences with low correlation,” IEEE Trans. Inform. Theory, vol. 49,
no. 11, pp. 3059-3065, Sep. 2003.
[10] X. Tang, P. Udaya and P. Fan, “A new family of nonbinary sequences with three-level correlation property and large linear
span,” IEEE Trans. Inform. Theory, vol. 51, no. 8, pp. 2906-2914, Aug. 2005.
[11] T. Kasami, “Weight distribution of Bose-Chaudhuri-Hocquenghem codes,” in Combinatorial Mathematics and Its Appli-
cations. Chapel Hill, NC: Univ. North Carolina Press, 1969.
[12] O.S. Rothaus, “Modified Gold codes,” IEEE Trans. Inform. Theory, vol. 39, no. 2, pp. 654-656, Mar. 1993.
[13] J. MacWilliams and N. J. A. Sloane, The theory of error-correcting codes. North Holland, Amsterdam, 1983.
[14] R. Lidl and H. Niederreiter, “Finite fields,” in Encyclopedia of Mathematics and Its Applications. Reading, MA: Addison-
Wesley, 1983, vol. 20.
[15] J. D. Olsen, R. A. Scholtz, and L. R. Welch, “Bent-function sequences,” IEEE Trans. Inform. Theory, vol. 28, no. 6, pp.
858-864, Nov. 1982.
[16] L. Welch, “Lower bounds on the maximum cross correlation of signals,” IEEE Trans. Inform. Theory, vol. 20, no. 3, pp.
397-399, May 1974.
[17] J. S. No and P. V. Kumar, “A new family of binary pseudorandom sequences having optimal periodic correlation properties
and large linear span,” IEEE Trans.Inform.Theory, vol.35, no.2, pp. 371-379, Mar. 1989.
[18] A. Klapper, “d-form sequences: families of sequences with low correlation values and large linear spans,” IEEE Trans.
Inform. Theory, vol. 41, no. 2, pp. 423-431, Mar. 1995.
[19] Guang Gong, “New designs for signal sets with low cross correlation, balance property, and large linear span: GF(p) case,”
IEEE Trans. Inform. Theory, vol. 48, no. 11, pp. 2847-2867, Nov. 2002.
[20] J. Lahtonen, “On the odd and the aperiodic correlation properties of the Kasami sequences,” IEEE Trans. Inform. Theory,
vol. 41, no. 5, pp. 1506-1508, Sep. 1995.
[21] T. Helleseth and J. Lahtone, and P. Rosendahl, “On certain equations over finite fields and cross-correlation of m-sequences,”
in K. Feng, H. Niederreiter, and C. Xing, editors, Coding, Cryptography and Combinatorics, volume 23 of Progress in
Computer Science and Applied Logic, pp. 169-176, 2004.
[22] T. Helleseth and P. V. Kumar, “The weight hierarchy of the Kasami codes,” Discrete Mathematics, vol. 145, (1-3), pp.
133-143, Oct. 1995.
[23] R. Gold, “Maximal recursive sequences with 3-valued recursive crosscrorlation functions,” IEEE Trans. Inform. Theory,
vol. IT-14, no. 1, pp. 154-156, Jan. 1968.
[24] H. M. Trachtenberg, “On the crosscorrelation functions of maximal linear recuring sequences,” Ph.D. dissertation, University
of Southern California, Los Angeles, 1970.
Oct 6, 2005 DRAFT
