Abstract. A brief summary of the author's results is given and some new results are presented.
Introduction
The first inverse problem IP1 is: given A,(8', 8, k) for a fixed k > 0 and all e', 8 E S 2 find q(x).
We denote A,(8',8,k = 1) := A(8 ',8) . The fixed k > 0 can be taken to be k = 1 without loss of generality. Let The data are the set of ordered pairs {f, h ) Vf E H3/2(r). Here is uniquely solvable and h := uNlr is well defined. By uNlr we denote the normal derivative of U on r.
The problem IP2b is: given the set { f , h ) Vf E H312(r), find u(x).
data { f , h } Vf E H3/2(r). We assume that U = 5, U E L2(D).
Since k > 0 is fixed this problem is equivalent to finding q(x) = -k2u(x) from the (3) Consider the equation
The problem IP2c is: given the set {f,oh)lr Vf E H312(r) find a(x).
Here h := uNlrr and U is the unique solution to (6) under the boundary condition U = f on r. In [R27] the problem IP2c, is considered: given the set {f,h}lr Vf E H312(r), find a(x). This problem does not have a unique solution: a(x) is determined by the above data uniquely up to a constant factor. See also [R27, R41] where formulae are given for calculating air and aN,, given the data { f , o h ) Vf E H312(r).
(4) Let i= c r be an open set on r. Assume that the set { f , h ) is known on p only, for all f E C F (~= ) .
The problem IP26 is: given the above data for equation (5) find u(x) assuming that u(x) is compactly supported in D.
A similar problem IP2E can be considered for a which is equal to a constant in a neighbourhood of r and the data are the set {f,oh)lp Vf E CF(p).
For the above problems the following questions are of interest:
Q1: uniqueness of the solution to the inverse problems; Q2 : mathematically justified inversion procedures;
43 : stability of the inversion procedures;
Q4: characterisation of the data: what are necessary and sufficient conditions on the given functions for these functions to be the data corresponding to the coefficients from a certain class?
In this paper: (1) we describe a general method for proving uniqueness theorems; in particular this method gives the uniqueness theorems for all of the above IP (inverse problems), so that question Q1 is answered; (2) we answer questions 42, 4 3 and 44 for IP1 and discuss the characterisation problem in 3D inverse scattering theory, an inverse spectral problem, and an inverse problem for the wave equation.
The IP1 and IP2 have been open for several decades. The IP1 was solved in [R3-R6] , although earlier some results appeared in the literature for spherically symmetric potentials [l] and for small in some sense potentials [3] . The IP2 has been solved in [R3-R5] . An important contribution to the solution of IP2c is the work of Sylvester and Uhlmann [16] who treated the problem for r~ E C m ( o ) , r E C a .
Their method allows one to treat CT E W2@(D), where W'J'(D) is the Sobolev space of functions whose derivatives up to the order 1 are in LP(D), but does not allow to treat r~ E W2s2(D) = H 2 ( D ) . We mention also the works [7,6] and [9] . In [9] there are a number of errors and gaps in arguments (see [R32,R34] for a discussion of some of these errors). The inverse problem for time-dependent potential scattering is treated in [14, 15] .
It is of interest to find unconditional results which give some properties of 4(x) given some properties of A,(B',O,k). We prove that 4(x) = q(lx1) if and only if A,(@', 8, k ) = A(8' e 8, k ) at a fixed k > 0 for all e', 8 E S2.
The basic tool that we use is property C for the pair (lq1,1q2 
Thus, property C means completeness of the set of products {u1u2} Vuj E Nj, j = 1,2 in ~~( 0 ) . We prove that the pair (lql, lq2) has property C for any 4 E Q, (not necessarily realvalued) and derive from this the uniqueness theorems for IPl and IP2. In section 2 we formulate the uniqueness theorems and sketch their proofs. In section 3 we formulate the analytical inversion formula for IP1. In section 4 the stability result is given. In section 5 a characterisation of the class d, of the scattering amplitudes A (8',8) corresponding to real-valued potentials q E Q,. is given. In section 6 some properties of the scattering amplitudes are formulated and as an application a necessary and sufficient condition for a scatterer to be spherically symmetric is given in terms of the corresponding scattering amplitude: 
Uniqueness theorems
Theorem 1. The problems IP1, IP2, IP2a, b, c, 6,C have at most one solution.
In subsection 7.3 we discuss the result of [R38] which says that the data in IP2 determine u(x, y , kj) Vx, y E P, j = 1,2, uniquely. Remark 1. Suppose that for equation (6) the data are the set {f,h} V f E H3/,(r) and the value o(s0) at an arbitrary fixed point so of r. Then a(x) is uniquely determined. If the data are the set {f, h} Vf E H3/,(r), then a is determined uniquely up to a constant factor [R27].
Sketch ofproofs. First we explain why property C holds ([R2,R35] ). If 9, = 9, = 9 then we say that property C holds for 9 if it holds for the pair (Y,Y) . 
If the set {z + 5}z,cEA contains a ball in a", then (*) implies that f = 0 (assuming f E LP(D), p 2 1, and D c IR" compact). One can check that this set contains a ball if A has at least two points m, and m2 such that the tangent spaces Tm, and Tm, to A?' at these points are not parallel. Analytically this is equivalent to the following: the polynomial 9 is not of the form n;,(b,, + bjzj)ml where bj = constant, 1 I j I n, bo, = constant, CI=lml = m, bj do not depend on 1. It is proved in 
). This, (9) , and the equation in (7) imply that j, f exp(ip * x) dx = 0 Vp E IR". Thus f = 0 and the pair (lql, lq2) has property C. The second fact has been explained above. The first part of claim 1 is known, the second is proved in [R4] . Thus, the uniqueness theorem for IP1 follows. Formula (83) of section 7, is useful for proving uniqueness theorems.
Similar arguments prove theorem 1. Let us, for example, sketch possible proofs of the uniqueness theorem for IP2c. One approach [Rll] is to multiply (6) by a w E N D ( Y u ) and integrate by parts to get
The right-hand side of (11) (11) gives the moments of the unknown function (T with the functions from a complete in L2(D) set. Therefore (T is uniquely determined. A rigorous proof using this idea is given in [Rll] . A similar but technically easier argument is this: multiply (6) by a w E ND(A), that is take w to be a harmonic function, explicitly,
and integrate by parts to get
The right-hand side in (12) Thus V o is uniquely determined by the boundary data. Since (T on r is also uniquely determined by the boundary data, (T in D is uniquely determined.
Note that equation (3) 
, and, therefore, a2(x) and p(x). If p(x) is known then b, is uniquely determined, so that al(x) is uniquely determined. The method described in this section has been applied to inverse problems for Maxwell's equations [R17], while the method based on the low-frequency data inversion has been developed in [Rl] and applied to Maxwell's equations in [R18] . Low-frequency asymptotics of the solution to Maxwell's equations is studied in [R18,R48].
Inversion formula
Claim 1 in section 2 implies the existence of a sequence v, (a,8) 
where Y is the special element of N,3(1,) defined in (8), (9), and D, c R3 is an arbitrary compact domain. Put 8 = a E S 2 in (lo), choose a 8 E M,, multiply (10) by vE(a,8) , integrate over S 2 and pass to the limit E + 0 to get
E+O J 2
Use (9) and (14) to get:
iei-+m,e-ts=p E+O This is the analytical inversion formula we wanted to derive [R6] . In order to use (15) for inversion, one needs an algorithm to compute vE(a, 8) from the data A(a', a), a', a E S 2 . Let us describe the algorithm. Let
1=0
Here the bar stands for complex conjugate, { Y,(a)}, 0 5 1 5 CO, is the orthonormal-in-L2(S2) system of spherical harmonics dlmlPl(cos 9)
where a, = sin 9 cos cp, a2 = sin 9 sin cp, aj = cos 9. Note that ?(a) is defined also on where h,(r) := exp[(iz/2)(l+ 1)](71/2r)'/'~~~~/~(r) are the spherical Hankel functions with the asymptotics h,(r) N r-l exp(ir) as r -+ +CO. Let us choose 8 E M,, 181 % 1, the notation 101 % 1 means that 181 is sufficiently large. Consider the variational problem: Remark 2. It is of interest to consider the IP1 in the cases when the scattering data A(@', a), a', U E S2, are given not for all a', a E S2 (incomplete data), when the data are given at a discrete set of points (a(i,am) E S2, and when the data are noisy, so that a number 6 > 0 is given, the accuracy of measurements, and a function that The noisy data A,(a',a) is not necessary a scattering amplitude; it is function which satisfies (22). These cases have been discussed in [R14,R the stability result is described in the next section. 
Stability of the inversion procedure
If A, (a', a) V a', a E S',
1=0
Given 6 > 0, the number N ( 6 ) solves the equation
an arbitrary 6,R28] and
Here c > 0 is a constant, N ( 6 ) -Iln6l/lnlln6I as 6 + 0, al > a is an arbitrary fixed number, and 
Im(6)I
Let us sketch a proof. Note that p(6) -+ 0 as 6 -+ 0 in (30) does not depend on E and 8 (see formula (26)). Therefore, one can choose l8(6)( -+ 03 and E(lS(S)/) -+ 0 so slowly that a(va) exp[~(6)a,]p(6) I ~~( 6 ) I c exp [-yN(6) 5] as 6 -+ 0, where 0 < 5 < 1 is arbitrary. If e(IO(6)l) is properly chosen, one can prove that m(6) in (30) admits the following estimate: lm(6)I I cle(S)I-', where c = constant =-0 does not depend on 6.
Indeed, using (10) and (21) one gets By an efficient solution of the characterisation problem we mean finding necessary and sufficient conditions for A(8', 8, k) to be the scattering amplitude corresponding to a q E QB which can be algorithmically checked given the function A(8', 8, k ) .
In 3D inverse scattering problems such an efficient solution of the characterisation problem is not found.
Much effort has been spent by many researchers in attempts to find a characterisation of the 3D scattering data. We mention the works of Faddeev, Newton, Beals and Coifman, Ablowitz and Nachman, Henkin and Novikov, which are reviewed in [3]. Of these authors only Henkin and Novikov formulated conditions which are both necessary and sufficient for a function A(#, 8, k) to be the scattering amplitude corresponding to a potential q(x). In the works of Faddeev, Newton, Ablowitz and Nachman, various necessary conditions are given for A(8', 8, k ) to be the scattering amplitude but no necessary and sufficient conditions are given for A(8',8,k) to be the scattering amplitude. The classical necessary conditions include unitarity, reality, reciprocity and the existence of the limit Since the high-energy (k + 00) data are not easy to collect, especially in the forward direction (in a neighbourhood of 8' = e), and since at high energies the Schrodinger equation itself does not give a good description of the system, it is of interest to find an inversion procedure which does not use the high energy data. Newton [8] found a necessary condition for A(#, 8, k) to be the scattering amplitude, an indirect compatibility condition on A(8/, 8, k), which he called a 'miracle', and which can be used for recovery of 4(x). However, as was observed in [R21], the recovery formula based on the 'miracle' condition uses actually the high-frequency asymptotics of the scattering solution and in this respect is similar to formula (42). On the other hand, in order to use the recovery based on the 'miracle' condition one has to first solve a continuum of some multidimensional Fredholm equations over a non-compact region, which makes a recovery algorithm based on such an approach difficult to implement. A characterisation of the scattering data for potentials in Schwartz's class is formulated in [3, theorem 4.21. This characterisation has the following logical structure. It is well known that if one defines the kernel of the S-matrix by the formula where S(8) is the delta-function, then the solution to (l), (2) satisfies the equation (8',8) is considered as the scattering data at a fixed k > 0. In this case we have to assume that q E Q,, q = q, because the uniqueness theorem, theorem 1, is proved for this class of potentials.
Proofs of these results can be found in [R4, R21, R301.
Transformation properties of scattering amplitude and applications to inverse problems
It is well known that if then A,@', e, k) = q e ' . e, k) ve', e E s2 In this section we answer this question (in the affirmative) assuming either that q E QB, / I > 3, and (50) holds for all k > 0 or that q E Q, and (50) holds at a fixed k > 0. The answer is based on uniqueness theorems (theorem 1, in particular) and on a general transformation law for scattering amplitudes. Our method allows one to establish similar results for scattering by an obstacle. Namely, the obstacle is a sphere if and only if (50) holds at a fixed k > 0.
Let us start with the formulation of the transformation laws for scattering amplitudes.
Let O(3) denote the group of rotations of R3. Let q o R be the potential whose value at a point x is given by the formula
The first transformation law is
E S 2 and VR E O(3). (53)
Physically formula (53) means that the scattering amplitude corresponding to a potential q ( x ) in a certain coordinate system is equal to the scattering amplitude in the rotated (by an element R E O(3)) coordinate system corresponding to the 'rotated' potential q o R and rotated directions of the incident 8' and exit 8 waves. We will sketch a formal proof of (53): consider the equation 
The third transformation law is:
where 8',0 E S 2 , k > 0, and
The proof of (59) and (60) is similar to the proof of (53) (see [R31] ). Let us apply (53) to the proof of the following.
Theorem 5 . Assume that q E QB, q = 4. Then (49) holds if (50) holds for all k =-0.
Assume that q E Q,, q = 4, then (49) holds if (50) holds for a single k > 0 (and therefore for all k > 0).
ProoJ Let us prove the second part. The proof of the first part is similar. The key to the proof is theorem 1 combined with formula (53). (49)) we argue as follows. If (50) holds then Necessity ((49) => (50)) is well known. To prove sufficiency ( (50) A ,(8', 8, k) = A,(R8', RB, k) (61) since 8'. 8 = RB' . RB due to orthogonality of R E O(3) (RI = R-', where R' is the transposed transformation). From (61) and (53) it follows that Aq(R8', Re, k ) = AqoR(R8', R8, k).
Let R8' := a', R8 = a. Then (62) yields
If 4 E Q,, so is 4 o R. By theorem 1 equation (63) at a single k > 0 implies
This is equivalent to (49). Theorem 5 is proved.
A similar argument applies to the inverse scattering by an obstacle and yields the conclusion that the surface of an acoustically soft or hard or impedance obstacle is a sphere and the impedance ( = constant if (50) holds at a single k > 0, and therefore at all k > 0 (see [R19, R311). Namely, let
Here D is a bounded domain with a smooth boundary r, ((s) is a smooth function on r, U,.,, is the normal derivative on r, N is the normal to r pointing into R. If the Dirichlet boundary condition is assumed in place of the third boundary condition (69), and if p, and o,(x) are the corresponding eigenvalues and eigenfunctions then the following result holds.
Theorem 7'. The data (p,,onN} determine q(x) uniquely.
Sketch of proof of theorem 7 . problem
Step 1. Let f E H2(r) be arbitrary and U solve the Then Therefore cj are uniquely determined by the data (70) and by f ,
Step 2. If ql,al and q2,02 generate the same data (70) then I,w = pu2
wry + o l w = ~r~2 on r pr := o2 -ol.
By the assumption and step 1, w = 0 on r. Multiply (73) by an arbitrary element Y E ND(l1) integrate by parts and use (74) to get (12) . (75) From (75) and property C for the pair (I1,l2) one derives p = Pr = 0. Thus q1 = q2 and a1 = 0 2 . Theorem 7 is proved. Note that property C has been defined originally [R3, R4] by formula (7) for f E L2(D). However, the argument after formula (8) 2. Consider the problem
T r := r x [0, TI (77) where D c IR3 is a bounded domain with a smooth boundary r,
Assume that the data are the set of ordered pairs
where h := uNIrr.
Theorem 8. The data (78) determine q ( x , t ) uniquely.
For q which does not depend on t a result similar to theorem 8 has been obtained in [ll] where the argument is more complicated. For the time-dependent q(x,t) our argument is based on property C for the pair (Z1, 3,) := (0+q, , Cl+q2) . Our argument is the same for q = q(x) and gives a simple way to get the result in [ll] . We sketch the argument briefly.
Sketch of proof of theorem 8.
Subtract equation (76) with q = q, from this equation with q = q1 to get Assume that qj, j = 1,2, produce the same data (78).
Let w E N D r ( 9 J , w = w t = 0 at t = T . Multiply (79) Under the assumptions of theorem 8 one can prove that the set {u,w} is complete in C ( L 2 ( D ) , [a,b] ). Thus (81) implies p = 0, q1 = q,, and theorem 8 follows. Remark. In the last step of the above argument one can reduce the implication (81) p = 0 to the proof of injectivity of the light-ray transform: The proof is based on the observation that a function metaharmonic in a region containing P and vanishing on an open set 0 c P which belongs to an irreducible algebraic variety P vanishes on all of P . In our problems P is the plane, but the result is applicable to the case when P is a sphere or a cylindrical surface.
A generalisation of theorem 2 in [R4, p 2161 similar to theorem 9 holds as follows.
Theorem 10 . If u ( x , y , k ) , the solution to (3) with a, = 0 and a, = u(x), is known at a fixed k > 0 for all x E 0, and all y E O,, then u(x) is uniquely determined by the above data. 
(84)
Let us assume that p ( x ) 2 0, that is, q l ( x ) 2 q2(x). Then, using analyticity of uj (x, 8, k) in the region Im k 2 0, Ikl > k, where k, > 0 is sufficiently large, one obtains from (84) that p ( x ) = 0, that is q1 = q,. This is a uniqueness result under the a priori assumption q , 2 q2. To see that (84) and the assumption p ( x ) 2 0 imply p = 0 note that uj(x, 8, iz), z > k,, are positive functions, uj(x, 8,iz) = exp(-zO . x ) ( l + E ) where E + 0 uniformly in 8 E S 2 and in x in a bounded region as z + +W.
For the time-dependent potentials Stefanov [15] proved the uniqueness result for the inverse backscattering problem under the a priori assumptions: q1 2 q2 and qj, j = 1,2, produce no bound states.
Let us sketch the proof of (83). Let ljGj = -S(x -y ) , G j satisfy the radiation condition. Consider the identity [G,(x,z)loG,(x,Y) -G , ( x~Y )~o G , ( x ,~) l dx Applying Green's formula to the integral on the left, using the radiation condition, taking R -+ 03 and using the symmetry G j ( z , y) = G j ( y , z ) , yields :
Let IzI + 00, z/lzl = 8'. Then, using the formula [Rl, p 461 one gets Now take (yl -+ 03, y/lyl = -8 in (87) and use (86) to get
4.n ' S
Since Aj(-8, -e', k) = Aj(8', 8, k), (88) is the same as (83). The first uniqueness result for this not-overdetermined inverse problem is given in [R36] : If U satisfies the above assumptions and au/axj = 0 for some j , 1 I j I 3, then IP3 has at most one solution.
The method given in [R36] is used in [R37] to prove the following result: If U is real analytic in a neighbourhood of D then IP3 has at most one solution.
Let us sketch the argument. Assume that vi, j = 1,2, produce the same surface data 7. In this section we briefly present the error estimates for the Born inversion. Much work has been published on the Born inversion. However, error estimates were not obtained. In [R45] the following conclusions are obtained: (1) Born's inversion for the inverse potential scattering problem is ill-posed even when the potential 4(x) is small; and (2) the scattering data in the Born inversion must be considered as noisy Born data; it is not advisable to measure the scattering data with accuracy exceeding the accuracy of the Born approximation for solving the direct problem. Born's data are equal to the exact data iff 4(x) = 0. where q,(x) is defined by (99) and c1 is defined by (100).
