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No estudo de doenças infecciosas de transmissão direta, um parâmetro epidemiológico de interesse é o 
Número de Reprodutibilidade Basal. Ele representa a capacidade intrínseca que um microorganismo tem de 
invadir e se estabelecer em uma comunidade, podendo ser definido como o número total de infecções 
secundárias que um único indivíduo infeccioso primário é capaz de produzir em uma população totalmente 
suscetível durante o período de infectividade. Por sua própria definição, pode-se ver a impossibilidade do 
cálculo direto deste parâmetro epidemiológico, sendo que o mesmo deve ser obtido de forma indireta. 
Outro parâmetro útil no estudo epidemiológico da disseminação de uma doença em uma população é a 
força de infecção, que é definida como a incidência per capita, ou seja, o número de novos casos por unidade de 
tempo per capita, e representa a "velocidade" com que uma doença se propaga em uma comunidade. 
A partir de um modelo idade-estruturado, caracterizamos o Número de Reprodutibilidade Basal como o 
raio espectral da derivada de Fréchet de um operador integral, e estabelecemos limites inferior e superior para o 
mesmo. Além disto, da equação integral obtemos condições para que a força de infecção tenha uma solução 
distinta de zero e única, sendo esta obtida via uma seqüência recursiva. Também estudamos o comportamento 
dos resultados obtidos frente a diferentes taxas de contato. Usamos para tanto a Teoria Espectral e a teoria de 
Análise Funcional Não-linear em espaços de Banach com cones. 
Abstract 
In order to analyze lhe spread out of directly transmitted infectious diseases, we must obtain a 
significant epidemiological parameter, which is the Basic Reproductive Number. It represents whether if a 
parasite is capable of invading, and establishing itself within, a host population, and can be defined as the 
number of secundary infections produced when one infected individual is introduced into a host population 
totaly susceptible. By its definition, it is difficult to assess this epidemiological parameter directly, then it must 
be indirectly measured. 
Other useful parameter in the epidemiological study is the force o f infection, which is defined as the per 
capita incidence rale, that is, the per capita number o f lhe new cases o f lhe infection in a population per period 
o f time, and it representa the "velocity" of spread out o f disease in a community. 
Considering an age-structured model we obtained a characterization for the basic reproductive ratio as 
the spectral radius of a Fréchet derivative of an integral operator and estimations for the upper and lower 
bounds. Moreover, we stablish conditions for the uniqueness of lhe non-trívial solution, which can be attained 
by successive approximations. Also, we analysed different kinds of contact rales. We used the Spectral Theory 
and results from Nonlinear Functional Analysis on Banach spaces with cone. 
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O primeiro modelo matemático epidemiológico conhecido data de 1760 e é da autoria de Daniel 
Bernoulli [8]. Ele fez uso da modelagem matemática a fim de avaliar a eficiência das técnicas 
de imunização artificial contra varíola auxiliando na elaboração de políticas de saúde pública. 
Segue-se então um vácuo até meados do século dezenove quando, em 1840, Willian Farr [14] 
realizou um ajuste estatístico de dados sobre mortes causadas pela varíola na Inglaterra e País 
de Galles no período 1837-9 tentando descrever o curso da epidemia. No entanto, uma con-
tribuição decisiva na modelagem matemática de epidemias é devida a Hamer e Ross. Eles foram 
os primeiros a formular princípios matemáticos sobre a transmissão de doenças infecciosas e in-
vestigar as propriedades resultante dos modelos estabelecidos com base nas teorias matemáticas 
postuladas. Em 1906 Hamer [21] postulou que o curso de uma epidemia depende da taxa de 
contato entre indivíduos suscetíveis (aptos a adquirir a doença) e indivíduos infecciosos (aptos 
a transmitir a doença). Originalmente a formulação era para um modelo de tempo discreto. 
Mais tarde, Ross [32], [33], [34], [35], postulou uma lei equivalente em seus trabalhos sobre a 
dinâmica da malária utilizando um modelo de tempo contínuo. Este princípio é conhecido como 
Lei de Ação das Massas, em que a taxa de espalhamento de uma infecção é proporcional ao 
produto da densidade dos indivíduos suscetíveis pela densidade dos indivíduos infecciosos. A 
segunda pilastra dos modelos matemáticos epidemiológicos é devida a Kermack e McKendrick 
[24], em 1927, em que estabeleceram a Teoria do Limiar. Tal teoria estabelece que a in-
trodução de um pequeno número de indivíduos infecciosos em uma comunidade de suscetíveis 
não é capaz de se alastrar como um surto epidêmico a menos que a densidade (ou o número) 
de suscetíveis esteja acima de um certo valor crítico, denominado limiar. A Lei de Ação das 
Massas conjuntamente com a Teoria do Limiar formam a base da moderna teoria matemática 
2 
epidemiológica. 
A partir de então a literatura em modelos matemáticos epidemiológicos tem aumentado 
rapidamente. Os trabalhos mais recentes enfocam os mais distintos problemas como: a apli-
cação da teoria de controle aos modelos epidemiológicos, o espalhamento espacial de doenças, os 
mecanismos envolvidos no comportamento recorrente das epidemias, a importância da hetero-
geneidade na transmissão de doenças infecciosas e a extensão da Teoria do Limiar aos modelos 
determinísticos e estocásticos mais complexos. 
Os modelos matemáticos não só auxiliam a interpretar e prever as tendências de uma epi-
demia, mas também orientam na coleta de dados e no estabelecimento de programas de controle. 
O bom desempenho de um modelo depende da ação conjunta e equilibrada das variáveis que 
determinam o curso da infecção no indivíduo com as variáveis que controlam o padrão de in-
fecção na comunidade. Sendo assim é importante conhecer o número de variáveis referentes à 
população e as consequentes equações envolvidas na descrição do sistema, as relações entre os 
vários parâmetros (como taxa de nascimento, taxa de mortalidade, taxa de recuperação e taxa 
de contato) e se as equações matemáticas capturam a essência do processo de transmissão. 
Estamos interessados na modelagem de uma doença infecciosa de transmissão direta cujo 
agente patológico causador é classificado como microparasita. Faz-se o diagnóstico da doença 
determinando o estado de saúde ou doença do indivíduo, ou seja, não existe a preocupação 
com o grau de severidade da doença (isto é, a abundância do parasita no hospedeiro). Sendo 
assim, os modelos cornpartirnentais, aqueles em que a população é dividida em compartimentos, 
prestam-se bem à modelagem das doenças causados por microparasitas. 
Neste caso, muitos dos parâmetros epidemiológicos e demográficos podem ser medidos dire-
tamente por estudos apropriados, corno taxas de nascimento e mortalidade, taxa de mortalidade 
induzida pela doença, taxa de recuperação e taxa de perda de imunidade. Contudo, sendo a 
taxa de contato urna combinação de fatores biológicos, sociais e de meio ambiente, tal medi-
da direta não é possível. Freqüentemente ela é inferida indiretamente pela medida de outros 
parârnentros. 
A força de infecção À é definida corno a taxa per capita de aquisição da infecção e 
À (t) ilt representa a probabilidade que um indivíduo suscetível tornar-se infectado no intervalo 
de tempo t.t. Se considerarmos a população homogeneamente misturada, ou seja, em média 
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todos os indivíduos são assumidos intrinsecamente similares do ponto de vista epidemiológico, 
independente da idade, material genético, hábitos sociais, localização geográfica, etc., a força 
de infecção é assumida como sendo linearmente proporcional ao número total de indivíduos 
infecciosos (Bailey [5], Dietz [11]). Ao designarmos por {3 a taxa de contato, a qual combina 
um série de fatores epidemiológicos, sociais e de meio ambiente, temos que 
À (t) = {3Y(t), 
onde Y ( t) representa o número de indivíduos infecciosos no tempo t. 
A força de infecção no equilíbrio pode ser estimada a partir de dados sorológicos ou noti-
ficações de casos. Em países desenvolvidos, onde existem registros da incidência de doenças 
infecciosas por grandes períodos (Fine e Clarkson [15], [16], London e Yorke [31]), as notifi-
cações de casos são usadas freqüentemente como referências para testar modelos matemáticos 
de doenças infecciosas de transmissão direta (Anderson e May [3], Schenzle [36]). Contudo, no 
caso de países em desenvolvimento, onde as políticas de saúde geralmente não se encontram bem 
estruturadas, informações mais precisas podem ser encontradas em levantamentos sorológicos, 
os quais têm sido utilizados na validação de modelos matemáticos (Azevedo et a!. [4]). 
Observe que a força de infecção pode ser alterada por programas de imunização ou quimiote-
rápicos, uma vez que o nível de infecciosidade é alterado. Contudo com {3 tal não acontece, 
uma vez que as intervenções anteriormente descritas não tem influência no padrão de compor-
tamento da população. Ou seja, {3 é uma constante que caracteriza a infecção, de modo que a 
determinação de .À tem relevância quando a partir dela podemos determinar {3. 
Um outro parãmetro de interesse em modelos epidemiológicos é o Número de Repro-
dutibilidade Basal Ro. Ele representa a capacidade intrínseca que um microorganismo tem 
de invadir e se estabelecer em uma comunidade. Para o caso de microparasitas, Ro pode ser 
definido como o número total de infecções secundárias que um único caso primário é capaz de 
produzir em uma população hospedeira totalmente suscetível durante seu período infeccioso. 
Quando um microparasita dissemina-se em uma população hospedeira, a fração de suscetíveis 
decresce. Eventualmente, um equilíbrio pode ser atingido quando a taxa pela qual indivíduos 
suscetíveis são infectados for balanceada pela taxa pela qual novos indivíduos suscetíveis apare-
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cem. No equilíbrio, cada infecção irá produzir, em média, exatamente uma infecção secundária 
e neste caso, o número efetivo de infecções secundárias geradas pelo individuo infeccioso, ou 
Número de Reprodutibilidade Efetivo, R, será igual a 1. 
No caso da população ser homogeneamente misturada, o número total de infecções se-
cundárias produzidas por um único indivíduo infectado numa população inteiramente suscetí-
vel será linearmente proporcional a probabilidade de contacto dele com um indivíduo suscetível 
(Lei de Ação das Massas), ou seja, o Número de Reprodutibilidade Efetivo, R, será igual ao 
produto do Número de Reprodutibilidade Basal, ~' pela fração de suscetíveis, x, a saber, 
R ~X. 
Considerando a população no estado estacionário, a condição de equilíbrio R = 1 conduz a 
seguinte relação entre ~ e x*, a fração de suscetíveis no equilíbrio, 
1 = ~x*. (0.1) 
Esta equação fornece uma maneira de calcularmos ~' uma vez que x* pode ser efetivamente 
encontrado, por exemplo, a partir de estudos sorológicos. Além disto, temos explicitado um 
mecanismo de controle epidemiológico pois, para que R seja mantido menor que 1, basta que 
controlemos a fração de suscetíveis abaixo de um certo patamar. Note ainda que, observando 
as duas equações anteriores, se ~ :0: 1 a doença se extingue, caso contrário, ou seja, se ~ > 1, 
ela é capaz de invadir e se instalar na população hospedeira. 
Desafortunadamente, a equação (0.1) depende fortemente da suposição da homogeneidade 
da população. Quando algum tipo de heterogeneidade na transmissão da doença for levado em 
conta, mesmo que percamos a simplicidade da equação (0.1), ainda assim permanece o cerne 
da questão, ou seja, ~ como um parâmetro epidemiológico que traz em si a capacidade de 
disseminação da doença em uma população hospedeira em questão. 
Doenças infantis infecciosas de transmissão direta, como rubéola, sarampo ou catapora, 
têm visivelmente sua taxa de transmissão idade-dependente (existem evidências empíricas da 
idade-dependência da força de infecção, Anderson e May [1], Collins [::!] e Griffiths [20]). Ao 
assumirmos a população homogeneamente misturada, tal asserção tem clara influência nas 
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conclusões tiradas a partir do modelo, pois temos como conseqüência que a força de infecção é a 
mesma para todas as idades. Ao determinarmos o nível crítico de cobertura por imunização 
prévia v c, ou seja, a menor cobertura possível de modo a conter um surto epidêmico, temos que 
este é igual à fração de imunes no equilíbrio na população pré-imunizada (Anderson e May [2]). 
Um efeito indireto da imunização é elevar a idade média de ocorrência da primeira infecção, 
assim, se a força de infecção for maior para idade maiores o nível crítico real será maior que o 
estimado, e se a força de infecção for maior para idades menores, o nível crítico real será menor 
que o estimado (Anderson e May [2]). 
Desta maneira, um modelo mais realista para doenças infecciosas de transmissão direta deve 
conter algum tipo de heterogeneidade. Essa não-homogeneidade foi introduzida na taxa de 
transmissão de várias maneiras (Anderson e May [2], Dietz [11], Greenhalgh [18], Hoppenstead 
[22], Inaba [23], Knolle [25], Yang [39], [40]), e a partir disto vários resultados acerca do Número 
de Reprodutibilidade Basal Ro foram deduzidos. 
Greenhalgh [18] e Inaba [23] caracterizaram Ro como o raio espectral de um operador 
integral, respectivamente, para funções separáveis e um subconjunto especial de C1 [0, L], onde 
L representa a expectativa máxima de vida. Em nosso trabalho utilizamos um modelo idade-
estruturado e a taxa de contato idade-estruturada como uma função de C [0, L] , e caracte-
rizamos Ro como o raio espectral da derivada de Fréchet de um operador integral, obtendo 
limites inferior e superior para Ro. Estabelecemos condições suficientes para a unicidade do 
estado estacionário não-trivial e uma maneira recursiva para obtenção da força de infecção. 
Também estudamos condições para a estabilidade local da solução trivial. 
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Capítulo 1 
O problema biológico versus o 
modelo matemático 
A modelagem matemática para fins epidemiológicos tem dois objetivos. O primeiro deles diz 
respeito a descrição da disseminação da doença e o segundo, com a análise de mecanismos de 
controle ou erradicaçao da doença. Desde muito a vacina tem sido usada como um meio de 
controle e/ ou erradicação de doenças, uma vez que a mesma é capaz de conferir ao indivíduo 
inoculado uma proteção, perene ou não, contra o agente infeccioso em questão. 
Quando um modelo matemático é fundamentado em conhecimentos biológicos do agente 
infeccioso quanto à infectividade (traduzida pela transmissibilidade do vírus de um indivíduo 
para outro) e no mecanismo de ação de uma vacina, ele pode descrever, com algum realismo, o 
fenômeno de transmissão e os vários cenários oriundos de diferentes estratégias de vacinação. 
Estamos interessados no estudo epidemiológico matemático de doenças infecciosas de 
transmissão direta. Estas são infecções, viróticas ou bacterianas, cuja disseminação acontece 
diretamente através do meio físico quando ocorre um contato apropriado entre um indivíduo 
suscetível e um indivíduo infeccioso. Portanto, não estamos considerando doenças, viróticas ou 
bacterianas, que exijam um agente transmissor (por exemplo, dengue) ou contato físico íntimo 
(por exemplo, doenças sexualmente transmissíveis). 
Tendo em vista os objetivos anteriormente descritos, prosseguiremos fazendo uma descrição 
biológica do agente infeccioso, da sua interação com o hospedeiro e do processo de disseminação 
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da doença. A seguir, desenvolvemos um modelo matemático que descreve o processo de dis-
seminação levando em conta as várias características da doença. As referências para esta seção 
são Anderson e May [2] e Yang [41]. 
Convém ressaltar que um modelo matemático sempre é limitado às hipóteses e simplificações 
assumidas em seu desenvolvimento, de maneira que modificações e aperfeiçoamentos podem e, 
mais que isto, devem ser introduzidas ao modelo de modo a torná-lo cada vez mais próximo da 
realidade. 
1.1 O fenômeno biológico 
Os agentes etiológicos das doenças infecciosas de transmissão direta, geralmente vírus e bac-
térias, são classificados como microparasitas. Os microparasitas são caracterizados pelo seu 
pequeno tamanho tendo reprodução direta dentro do hospedeiro, geralmente a altas taxas; tem-
po pequeno decorrido entre a infecção do indivíduo e sua recuperação; sendo que, usualmente, 
o hospedeiro após a recuperação adquire imunidade que pode ser temporária (gripe) ou per-
manente (doenças infecciosas infantis como rubéola, catapora, sarampo, etc) e a duração da 
infecção é curta em relação à expectativa de vida do hospedeiro. 
O encadeamento do processo infeccioso inicia-se quando um indivíduo suscetível, ou seja, 
aquele apto a adquirir a doença uma vez que não entrou em contato com o agente infeccioso, en-
tra em contato suficientemente próximo com um indivíduo infectado apto a transmitir a doença. 
O agente infeccioso invade o organismo hospedeiro e por um certo período de tempo ele replica-
se rapidamente pois não encontra nenhuma resistência. Concomitantemente à invasão do agente 
infeccioso, o organismo invadido, tendo seu sistema imunológico estimulado pela presenta do 
agente infeccioso, dá início a uma resposta imunológica com a produção de anticorpos especí-
ficos contra o invasor. Após alguns dias, a concentração deste agente infeccioso no indivíduo 
começa a declinar proporcionalmente ao aumento na concentração de anticorpos produzidos. 
Decorridos mais alguns dias, praticamente não é possível encontrar o agente infeccioso circulante 
no indivíduo, que é quando os anticorpos atingem valores máximos. A partir daí, o indivíduo 
se recupera e adquire imunidade contra a doença, que pode ser perene ou apenas temporária. 
Esta descrição é a nível individual, no entanto, a relação hospedeiro-parasita também pode ser 
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descrita a nível coletivo ao analisarmos a situação do indivíduo frente a comunidade em relação 
à concentração do agente infeccioso ao longo do tempo. 
Inicialmente, os indivíduos suscetíveis ao se infectarem com o agente infecioso passam por um 
período denominado período latente. Este período corresponde ao tempo que decorre desde 
o contato efetivo, ou seja, aquele contato que efetivamente dá origem a uma nova infecção, 
até o instante que a multiplicação do agente infeccioso no hospedeiro atinge uma quantidade 
circulante tal, que o mesmo passe a ser eliminado ao meio-ambiente através de excreções, como 
por exemplo saliva, excreções do trato respiratório, etc.. O hospedeiro neste período recebe o 
nome de exposto ou latente, ou ainda, infectado. 
O período subseqüente, que decorre desde quando o agente infeccioso atinge um nível circu-
lante alto tal que o mesmo começa a ser eliminado do organismo hospedeiro, até o quase com-
pleto declínio da quantidade circulante do mesmo, declínio este devido a resposta imunológica 
do hospedeiro, é denominado período infeccioso ou de recuperação, e o hospedeiro recebe o 
nome de infeccioso ou infectante É neste estágio que o indivíduo encontra-se apto a transmitir 
a doença. 
Finalmente, no período onde a quantidade do agente infeccioso é tal que o indivíduo não 
mais retoma ao estado infeccioso e adquire imunidade à doença, seja ela perene ou temporária, 













período onde o indivíduo 
adquire imunidade 
gráfico do desenvolvimento da doença em 
um indivíduo infectado no instante t = O 
-~' tempo 
Esta descrição dá-se em nível laboratorial, uma vez que é necessária uma dosagem da con-
centração do agente infeccioso ou de anticorpos correspondentes ao mesmo. No entanto, uma 
determinação grosseira do período de recuperação pode ser feita observando-se o aparecimento, 
e depois o desaparecimento, dos sintomas correspondentes à doença, uma vez que estes são 
uma resposta defensiva do organismo hospedeiro à concentração do agente infeccioso. Assim, 
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o período infeccioso vai de alguns dias anteriores ao aparecimento dos sintomas até alguns dias 
após o desaparecimento dos sintomas. 
Um auxílio ao combate às doenças é conseguido com a utilização de vacinas. A indução 
de imunidade pela inoculação do agente infeccioso atenuado, seja por envelhecimento ou pela 
passagem por hospedeiros artificiais, tem a finalidade de proteger o indivíduo contra a forma 
mais virulenta do mesmo. A proteção conferida pela vacina vem do fato que, mesmo o agente 
infeccioso não sendo capaz de produzir a doença, ainda retém a capacidade de estimular o 
sistema imunológico do organismo hospedeiro na produção de anticorpos específicos frente a 
presença do correspondente antígeno, ou seja, aquela substância do agente invasor capaz de, 
em condições normais e apropriadas, induzir a produção de anticorpos no hospedeiro. Em geral, 
a imunidade produzida pela infecção é perene, no entanto, as vacinas podem falhar em dois 
níveis. A falha primária consiste em a vacina não induzir a imunidade no indivíduo vacinado, 
o que pode ocorrer ou pela deficiência do sistema imunitário do indivíduo ou por falha na 
produção da vacina. A falha secundária ocorre quando o nível de imunidade vacina! é baixo, 
gerando uma perda de imunidade, que algumas vezes pode ser recuperada via reinfecções. 
Uma vez que, como foi dito, o contato entre indivíduos é necessário à transmissão da doença, 
a dinâmica populacional da comunidade também deve ser levada em consideração. Um aspecto 
é a questão da mortalidade. Além da mortalidade natural, a mortalidade induzida pela doença 
pode ou não ser considerada. Em paralelo ao aspecto da mortalidade devemos considerar tam-
bém os nascimentos e como ambas as taxas, a de mortalidade e a de nascimento, se comportam 
uma em relação a outra. Por exemplo, se a população cresce, decresce ou se mantém constante, 
cada uma destas suposições implicará numa dada relação entre as taxas de mortalidade e nasci-
mento de tal modo que o fenômeno se verifique. Os fenômenos migratórios também devem ser 
levados em conta. Uma suposição que pode ser feita é que a população é fechada, ou seja, os 
fluxos de migração e emigração são tais que não resultem em uma variação populacional, nem 
influenciem na dinâmica da doença, como por exemplo, produzindo a entrada de suscetíveis. 
Portanto, como podemos ver pelo que foi anteriormente explicitado, na descrição quan-
titativa das infecções de transmissão direta devemos levar em conta tanto fatores biológicos 
relacionados ao agente infeccioso, como por exemplo, presença de anticorpos maternos nos 
recém-nascidos, transmissão vertical, mortalidade induzida pela doença, não-indução de imu-
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nidade pela vacina, etc., quanto fatores alheios ao agente etiológico, como diversidade social e 
espacial, condições climáticas, heterogeneidade genética dos indivíduos da população, etc .. 
Como desejamos descrever a disseminação da doença e também avaliar programas de vaci-
nação, na descrição da sua dinâmica consideraremos os seguintes aspectos: tempo de geração 
de uma infecção, capacidade de indução da imunidade por meio de vacina e capacidade de 
transmissão da infecção. 
O tempo de geração de infecção é a soma dos períodos médios latente e infeccioso. 
Baseando-se neste tempo de geração, os indivíduos de uma comunidade são discriminados e 
sub-divididos em quatro compartimentos ou classes não-interceptantes: suscetíveis, expostos, 
infecciosos e recuperados. Um modelo que apresente as quatro classes é comumentemente re-
ferenciado como um modelo SEIR (Suscetível, Exposto, Infeccioso e Recuperado). Outros 
modelos, contendo outras combinações de compartimentos, podem ser considerados, como por 
exemplo, um modelo SIS, onde somente as classes de suscetíveis e infecciosos é considerada, ou 
um modelo SIR, quando não consideramos a classe do expostos, etc .. 
Fazendo diferentes suposições no modelo temos associados diferentes fluxos nos comparti-
mentos. Se consideramos, por exemplo, a imunidade materna com a sua respectiva perda após 
algum tempo decorrido do nascimento, temos um fluxo de recém-nascidos entrando numa classe 
especial dos removidos, aqueles removidos por imunidade materna temporária que, depois de 
algum tempo, se deslocam para a classe dos suscetíveis se não ocorrer a vacinação. Caso ocor-
ra a vacinação, ingressam então na classe dos recuperados. Por outro lado, se são infectados 
via contato efetivo com algum indivíduo infeccioso, ingressam na classe dos expostos, posteri-
ormente na classe dos infecciosos e, finalmente, na classe dos recuperados. Outras diferentes 
hipóteses geram fluxos diversos. 
A capacidade de indução da imunidade por meio da vacina está relacionada tanto 
com a capacidade de resposta do sistema imunológico do indivíduo quanto com a eficácia da 
vacina. As hipóteses da ocorrência de falhas, primária ou secundária, podem ser incluídas ou 
não no modelo, e cada uma delas dará origem a um determinado fluxo entre compartimentos. 
Se, por exemplo, consideramos a não ocorrência de falhas vacinais, os indivíduos suscetíveis, 
ao serem vacinados, produzem um fluxo em direção ao compartimento dos recuperados onde 
permanecem até a saída por mortalidade. 
11 
Finalmente, a capacidade de transmissao da infecção está ligada, primeiro ao com-
portamento de relacionamento entre os indivíduos da comunidade, uma vez que, para que uma 
nova infecção ocorra, é necessário que indivíduos infecciosos e suscetíveis tenham encontros 
relativamente próximos que propiciem condições para a transmissão do agente infeccioso. Se-
gundo, a transmissibilidade (ou infectividade) do agente infeccioso, ou seja, a capacidade do 
agente infeccioso circulante infectar um indivíduo suscetível. Da conjunção dos dois fatores, 
padrão de relacionamento e transmissibilidade do agente infeccioso, surge o conceito de taxa 
de contato, /3, parãmetro epidemiológico matemático que descreve a transmissão da uma dada 
doença entre os indivíduos de uma certa comunidade, uma vez que engloba ambos os aspectos 
de transmissão. 
Uma suposição possível é que a taxa de contato entre os indivíduos seja igual para todos 
os indivíduos e, neste caso, dizemos que a população é homogeneamente misturada. Com esta 
suposição estamos assumindo que, epidemiologicamente, os indivíduos não podem ser diferen-
ciados quanto a idade, hábitos sociais, material genético, etc .. E, em particular, a transmissão 
da doença dependerá unicamente da transmissibilidade do agente infeccioso e da probabilidade 
de encontro do indivíduo suscetível com o infeccioso. No entanto, existem doenças que apre-
sentam um padrão comprovadamente heterogêneo na sua transmissão, como por exemplo, as 
doenças infantis infecciosas de transmissão direta, onde um padrão de contato levando em conta 
este tipo de heterogeneidade deve necessariamente ser considerado se queremos um modelo que 
represente de forma realista a disseminação da doença. 
Uma vez que estamos levando em consideração o padrão de comportamento dos indivíduos, 
outro aspecto a ser observado na transmissão da doença diz respeito aos encontros entre indi-
víduos da comunidade. Estaremos considerando o Princípio de Ação das Massas, conceito 
emprestado da Lei da Cinética Química, que estabelece que a velocidade da reação química 
é proporcional à concentração dos reagentes. Tal conceito está baseado no encontro aleatório 
entre os reagentes. O mesmo será assumido no caso epidemiológico, ou seja, a "velocidade" de 
propagação da epidemia será considerada proporcional ao produto dos indivíduos suscetíveis e 
infecciosos. 
A maneira como a população se comporta juntamente com a transmissibilidade do agente in-
feccioso vão determinar a forma como a doença se espalha pela comunidade. A força de infecção 
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é um parâmetro epidemiológico que mede a dimensão da propagação da doença. Definindo a in-
cidência como o número de casos novos por unidade de tempo temos que a força de infecção 
é definida como a incidência per capita de uma doença, comumente designada por ..\. 
Com base na discussão acima, procedemos na próxima seção o desenvolvimento do modelo 
que descreve a disseminação de uma doença infecciosa de transmissão direta. 
1.2 O modelo 
Com base nas considerações da seção anterior, passamos agora ao desenvolvimento de um mo-
delo matemático que descreve o fenômeno biológico da disseminação de uma doença infecciosa 
de transmissão direta. 
Para descrever o espalhamento de uma doença infecciosa de transmissão direta em uma 
população idade-estruturada, consideramos um sistema de equações integro-diferenciais (Dietz 
[ll]). Estamos supondo a população fechada e dividida em compartimentos designados por 
X (a, t) , H (a, t) , Y (a, t) e Z (a, t), que representam, respectivamente, a densidade com respeito 
a idade a no tempo t de individues suscetíveis, expostos, infecciosos e recuperados. Por exemplo, 




representa o número de indivíduos infecciosos entre as idades a1 e a2 no instante t. 
Estamos desconsiderando a imunidade adquirida verticalmente (ou seja, os recém-nascidos 
são considerados suscetíveis), a perda de imunidade, seja ela adquirida por recuperação ou 
vacinação, e a mortalidade induzida pela doença. 
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As considerações anteriores resultam no seguinte sistema de equações diferenciais parciais 
~:(a, t) + 88"i (a, t) = -(À (a, t) +v (a)+!-') X (a, t) 
~~(a, t) + 88~ (a, t) - À (a, t) X (a, t)- (1-' + u) H (a, t) 
~~ (a,t) + ~~ (a,t) uH(a,t)- (1-'+i)Y(a,t) 
~~(a,t)+~f(a,t) = v(a)X(a,t)+!Y(a,t)-1-'Z(a,t) 
com a força de infecção idade-específica na idade a no instante t definida por 
L 




onde (3 (a, a') é a taxa de contato idade-estruturada entre indivíduos suscetíveis de idade a com 
indivíduos infecciosos de idade a', v (a) é a taxa de vacinação, 1-' é a taxa de mortalidade, u-1 é 
o período médio de latência, ,-1 é o período médio de recuperação, Xb é a taxa de nascimento 
total e L é a idade máxima acima da qual nenhum indivíduo da população sobrevive. 
As condições iniciais do sistema (1.1) são dadas por valores previamente conhecidos X (a, O), 
H(a,O), Y(a,O) e Z(a,O), e as condições de fronteira do sistema (1.1) são dadas por 
{ 
X (O, t) 
H (0, t) = Y (0, t) = Z (0, t) -
(1.3) 
o, 
as quais derivam das asserções do modelo. 
Definindo a densidade de indivíduos na idade a no instante t por N (a, t) = X (a, t) + 
H(a,t) + Y(a,t) + Z(a,t) temos que, no equilíbrio (ou seja, ft =O), N(a) representa a 
densidade de indivíduos com respeito a idade a. Segue que N (a) ll.a é o número de indiví-
duos no intervalo de idade [a, a+ ll.a] e N (a+ ll.a) ll.a o número de indivíduos no intervalo 
[a+ t.a, a+ 2ll.a]. Então 




da (a)= -p (a) N (a). 
Sendo N (O) = Xb, obtemos 
Assim, o número de indivíduos no intervalo [a, a+ Lla] no tempo t é dado por 
a 
-f ~(s)ds 
Xbe 0 Lla, 
e o número de nascimentos para estes indivíduos no tempo [t, t + Llt] é 
O número total de nascimentos é dado por 
Similarmente o número total de mortes é dado por 
Assumindo que o tamanho total da comunidade é constante temos que os nascimentos e mortes 
devem compensar-se mutuamente, assim segue que 
L a L a 
X? e 0 dallt = p (a) Xbe o dallt. f -]!'(s)ds f -J~(s)ds 
o o 
-f ~(s)ds 
Como nenhum indivíduo sobrevive acima da idade L, e sendo e 0 a fração de indivíduos 




que e o = O, donde 
L • 
f -f !'(s)ds xb e o da= 1. 
o 
Tendo descrito o modelo matemático com base nas considerações biológicas, no próximo 
capítulo procedemos a caracterização do Número de Reprodutibilidade Basal. 
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Capítulo 2 
Caracterizando Ro como o raio 
espectral 
Neste capítulo damos uma caracterização do Número de Reprodutibilidade Rv como o raio 
espectral da derivada de Fréchet de um operador integral. Greenhalgh [18] considerou uma 
taxa de contato idade estruturada /3 (a, a') como sendo uma função separável 
n 
j3 (a, a') = 2> (a) q; (a') 
i=l 
e utilizou resultados sobre o raio espectral de operadores lineares sobre espaços de Banach 
de dimensão finita. Em nosso caso, consideramos /3 (a, a') E C [0, L] e usamos resultados de 
operadores positivos em cones obtidos por Deimling [10] e pontos fixos de Krasnosel'skii [27]. 
Inaba [23] utilizando um modelo SIR discutiu acerca da unicidade da solução não-trivial. 
Usando um modelo SEIR analisamos a questão da unicidade da solução não-trivial e quando 
esta pode ser o limite de uma seqüência recursiva. Discutimos também acerca da estabilidade 
da solução trivial. 
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2.1 A caracterização de R.J como raio espectral 
No estado estacionário, o sistema (1.1), a força de infecção (1.2) e as condições iniciais (1.3) 
passam a ter a seguinte forma: 
~:(a) = -(À(a)+v(a)+p)X(a) 
"/!,(a) = À(a)X(a)- (p+cr)H(a) 
(2.1) 
~~(a) = crH (a)- (p + 1') Y (a) 
f. (a) v (a) X (a)+ 1Y (a)- pZ (a), 
L 
À (a)= f /3 (a, a') Y (a') da' (2.2) 
o 
e { X (O) - xb H (O) = Y (O) = Z (O) o, (2.3) 
onde X(a), H( a), Y(a), Z(a) e À (a) são variáveis independentes do tempo. 
Resolvendo as equações do sistema (2.1) sob condições (2.3), obtemos para a força de infecção 
a equação integral não-linear 
L ç 
f -f À(s)ds À(a) = B(a,()e o À(()d(, (2.4) 
o 
onde o núcleo é dado por 
B (a,() (2.5) 
A equação integral de À (a) é uma equação integral do tipo Hammerstein. 
Uma vez que À representa a força de infecção, a existência de uma solução não nula para 
equação integral (2.4) significa, biologicamente, que a doença é capaz de invadir e se estabelecer 
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na população. Nosso objetivo é estabelecer condições para que a equação integral (2.4) possua 
solução distinta da trivial. Para tanto, vamos introduzir algumas definições e resultados clássicos 
em Análise Funcional e Análise Funcional Não-linear, necessários ao entendimento do texto. 
Afora menção em contrário, X é um espaço de Banach e A : X -+ X é um operador. 
1) Um subconjunto K de X é um cone se é um subconjunto fechado, convexo, Kn( -K) {O} 
e para todo k E R, k > O, kK C K. Um cone é sólido se tem interior não vazio, isto é, 
int (K) # 0. Em particular, se um cone é sólido ele é gerador, isto é, X = K - K. K 
estabelece sobre X uma relação de ordem parcial definida por: dados x, y E X, x ::; y se 
y- x E K ex< y se y- x E K ex# y. Particularmente, O::; x se x E K; e O< x se x E K e 
x # O. Um cone é chamado normal se existe um 8 > O tal que llx1 + x2ll 2: 8 para x1, x2 E K 
e llxlll = llx2ll 1. Por exemplo, o cone das funções reais definidas sobre um intervalo real 
fechado, contínuas e não-negativas com a norma do supremo é um cone normal. Um operador 
A : X --> X é positivo se A(K) C K, e fortemente positivo se dado O # x E K então 
A (x) E int (K) (Deimling [10]). 
2) Um operador A: X--+ X é (fortemente) Fréchet diferenciável no ponto V{) E X na 
direção do cone K se para todo h E K, h# O, existe um operador linear A' (uo) :X-+ X e 
um operador rv ( uo, .) : K --+X tal que 
A(uo+h) A(uo) +A'(uo)h+rv(uo,h), 
onde lim ll"'jj;;tlll =O. A' (V{)) é chamado derivada (forte) de Fréchet com respeito ao 
!lhii~O 
cone K no ponto uo. 
3) Uma função y: tE R-+ y (t) E X é dita diferenciável no infinito se a razão (t) y (t) con-
verge para algum elemento y' (oo) E X quando t-+ oo. É comum falar em diferenciabilidade 
forte ou fraca no infinito dependendo de ( t) y ( t) convergir forte ou fracamente para y' ( oo). 
O operador A é dito (fortemente) diferenciável no infinito na direção do cone K se para 
todas as direções h E K e h # O, temos que a derivada y' ( oo) de A ( th) é representada na forma 
y' ( oo) = A' ( oo) h, onde A' ( oo) é um operador linear contínuo. A' ( oo) é chamada derivada 
no infinito com relação ao cone K. O operador A' ( oo) é chamado derivada assintótica 
forte com relação ao cone K e o operador A é chamado fortemente assintoticamente 
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linear com relação ao cone K se 
. IIAx- A' (oo) xll hm sup =O R~oo llxi]2:R,xEK llxll 
(Krasnosel'skii [27]). 
4) Se X não é um espaço de Banach complexo podemos considerar sua complexificação Xc, o 
espaço de Banach complexo de todos os pares (x,y), x,y E X, com 
e 
e cuja norma é dada por li (x, y) li = sup llx cose+ y sin e11. Temos então que X e o subespaço 
8E[0,2,-] 
real X = { (x, O); x E X} de X c são isométricos. Se A : X --> X é um operador linear, sua 
complexificação Ac : Xc --> Xc é definida por 
Ac (x,y) = (Ax,Ay), 
e IIAcll = IIAII (Deimling [10]). 
5) Seja A : X ---> X um operador linear em um espaço normado complexo X, e Ç um número 
complexo, ou seja, Ç E C. Podemos então associar os operadores 
A~=A-ÇI 
e 
sempre que o operador inverso existir. A aplicação ~ que a cada Ç E C associa ~ ( Ç), quando 
isto é possível, é chamada de operador resolvente de A. Ç E C é chamado um valor regular 
de A se existe~ (Ç) e este é um operador linear limitado com Dom(~ (Ç)) =X. O conjunto 
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de todos os valores regulares de A é chamado de conjunto resolvente de A, ou simplesmente, 
o resolvente de A, e é denotado p (A). O espectro de A é definido por a (A) = C- p (A). 
O conjunto de todos Ç E C tal que R (Ç) não existe é chamado de espectro puntual de A e 
denotado por ap (A). Seus elementos são ditos autovalores e assim, Ç E aP (A) se e somente 
se existe x E X, x # O, tal que Ax = Çx, onde x é dito um autovetor de A associado ao 
autovalor Ç, ou simplesmente, um autovetor de A. Segue da definição do espectro de A que 
Ç E a (A) se uma das condições não se verifica, ou seja, se A(1 não existe, ou se existe, não é 
limitado ou Dom (R (Ç)) #X. 
6) Sejam X um espaço de Banach complexo e A um operador limitado. Se~ (Ç) existe, ele está 
definido em todo X e é limitado. Resultados clássicos mostram que p (A) é aberto e o domínio 
de analiticidade natural de~ (um domínio no plano complexo C é um subconjunto aberto tal 
que todo par de pontos por ser ligado por número finito de segmentos de retas inteiramente 
contidos nele) e a (A) é um conjunto fechado, limitado e não vazio. Sendo A um operador linear 
limitado e a (A) limitado, podemos definir seu raio espectral r (A) por 
r (A) = sup IÇI. 
ÇEo-(A) 
É possível provar que se Ac é a complexificação de A então r (A) = r ( Ac). Outro resultado 
relativo ao raio espectral é que 
1 
r(A) = lim IWII;;, 
n~oo 
que é chamada fórmula de Gelfand (Kreyszig [29]). 
7) Um operador T : X __, X é compacto se leva conjuntos limitados em conjuntos relativamente 
compactos. Se A é um operador linear compacto então suas propriedades são muito próximas 
das de operadores sobre espaços de dimensão finita. Por exemplo, se A é um operador linear 
compacto seu conjunto de autovalores é enumerável (talvez finito ou mesmo vazio) e Ç = O 
é o único ponto de acumulação possível deste conjunto. Além disto, a dimensão de qualquer 
autoespaço de A é finita e todo valor espectral Ç # O é um autovalor. Se Ç #O é um autovalor 
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então existe um número natural p = p ( Ç) tal que 
onde 
N(A~) c N(Aç) c N(A~) c ... c N (A~)= N (~+1) = ... 
e 
A~ (X) :::J Aç (X) :::J A~ (X) :::J •.• :::J A~ (X) = A~+l (X) = .... 
dim ( N (A~)) é a multiplicidade algébrica de Ç e dim (N (Aç)) é a multiplicidade ge-
ométrica de Ç (no caso de X = Rn, dim (N ( An) e dim (N (Aç)) são, respectivamente, as 
multiplicidades de Ç como zero do polinômio característico e do polinômio mínima! de A). Par-
ticularmente, a ordem do autovalor Ç # O como um pólo do operador resolvente !R ( .) é igual a sua 
multiplicidade algébrica (Deimling [10]). 
Consideremos o espaço de Banach C [0, L] de todas as funções reais contínuas definidas no 
intervalo [O, L] com a norma usual llfll = sup lf(a)l, com cone sólido e normal C[O,L]+ = 
aE[O,L] 
{f E C [0, L] :f (a) ::0:: O}. Voltando às equações (2.4) e (2.5), estas podem ser reescritas como 
L 




-f >.(s)ds -f v(s)ds 
M ( (, .\ ( () , v ( ()) = e o e o (2.7) 
e 
(2.8) 
Algumas considerações são feitas sobre {3 (a, a') e v (a) . Assumamos que {3 (a, a') e v (a) são 
tais que 
a) {3 (a, a') é contínua e estritamente positiva, exceto possivelmente em a= a' =O onde podemos 
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ter {3 (a, a') =O. 
b) v (a) é não-negativa, contínua ou contínua por partes com no máximo um número finito de 
descontinuidades, e limitada. 
Como conseqüência da asserção (a) sobre f3 (a, a') temos que E (a, () é contínua em a e (, 
limitada e estritamente positiva. De fato, supondo que E (a*,(*) = O segue que 
Necessariamente temos 
{3 (a*,a') =O 
para todo a E [(*,L] , o que não é possível de acordo com a condição (a). 
M((,À((),v(()) é estritamente positiva, contínua em (para cada À e v, e estritamente 
monótona decrescente em À para cada ( e v. Obviamente IM((, À((), v (())I < 1 para todo 
(E [O, L] e 
IM((, .\1 ((),v(()) 
( 
- f(À,(s)-Àz(s))ds 
1- e 0 
de modo que IM ((,.\1 ((),v(())- M ((, .\2 ((),v (())I-+ O quando ll.\1- À2ll-+ O. Além disto, 
temos que 
e, portanto, 
L ( ( L ( L 
f -f u(s)ds -f v(s)ds f -f u(s)ds -f u(s)ds e o e o u (() d( ~ e o u (() d( = 1- e o 
o o 
L 
lim fM((,x((),v(())x(()d( < oo. 
llxll~oo 
o 
Seja T o operador sobre C [0, L] definido por 
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L 
Tu (a)= f B (a,() M ((,u ((),v(()) u (() d(, (2.9) 
o 
onde M ( (, u, v) e B (a,() são funções reais satisfazendo as condições abaixo anunciadas: 
c) B (a,() está definida em [0, L] x [0, L], é estritamente positiva e contínua nas variáveis a e(. 
d) M ((, u, v) está definida sobre [0, L] x [0, oo) x [0, oo), é estritamente positiva, contínua em 
(para cada u e v, estritamente monótona decrescente em u para cada (e v, e existe k1 2: O tal 
que 
com lim R(ul,uz) =O. 
llu1-u211~0 
e) Existe um número real m > O tal que [M ((, u, v)[ :S m para todo(, u e v. 
L 
f) lim J M(Ç,u(Ç) ,v(Ç))u(Ç)d( < oo. 
iiull~oo O 
Uma solução não-trivial da equação (2.6) é um ponto fixo do operador dado pela equação 
(2.9) onde M ((,À((), v(()) e B (a,() são dadas, respectivamente, pelas equações (2.7) e (2.8). 
Estamos interessados, portanto, em saber quando 1 é um autovalor do operador (2.9). Inicial-
mente estabelecemos propriedades para o operador (2.9). 
Definição 1: Um operador A é completamente contínuo se for compacto e contínuo. 
Os Teoremas 1, 2 e 3 que seguem abaixo enunciados são utilizados na demonstrações de 
diversos lemas e teoremas relacionados à equação (2.9). As provas podem ser encontradas, 
respectivamente, em Krasnosel'skii [28], página 46 e Kreyszig [29], páginas 407 e 454. 
Teorema 1: Sejam os espaços de Banach E 1 e Ez, os operadores 1: E 1 -> Ez contínuo e 
limitado e B : Ez -> E1 linear e completamente contínuo. Então o operador A = B 1 : 
E1 _, E1 é completamente contínuo. 
Teorema 2 (Critério de Compacidade): Seja S : Y _, Z um operador linear onde Y e 
Z são espaços normados. Então S é compacto se e só se mapea toda seqüência limitada 
(yn)n em Y em uma seqüência em Z que possua uma subseqüência convergente. 
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Teorema 3 (Teorema de Asco!i): Toda seqüência limitada e eqüicontinua (xn)n em C [0, L] 
tem uma subseqüência que converge na norma em C [0, L] (uma seqüência (Yn)n em 
C [O, L] é chamada eqüicontínua se para todo e >O existe um ó = ó (e) > O tal que 
para todo Yn e todos a, a' E [O,L] satisfazendo la-a'l <Ó temos IYn(a) -yn(a')l <s). 
Lema 1: O operador T definido pela equação (2.9) é positivo e completamente contínuo. 
Dem.: i) Seu E C [O, L]+ então Tu E C [O, L]+. De fato, sejam a1 ,az E [O, L], então 
ITu (ai)- Tu (az)l < { Í IM ((,u (Ç), v (())I lu (Ç)I x 
IE (a1, Ç)- E (az,Ç)I dÇ} 
L 
< mllulljiE(al,() E(az,()ldÇ. 
o 
Sendo E contínuo no conjunto compacto [O, L] x [0, L], dado e > O existe ó > O tal que se 
então 
Portanto, se la1 azl :::; ó então ITu (ai)- Tu (a2)l:::; é. 
ii) A positividade de T é facilmente verificada. 
iii) T é completamente contínuo. Sejam os operadores E e 1 definidos pelas equações 
e 
E : C [0, L] --> C [0, L] 
L 
Eu(a) =f E(a,Ç)u(Ç)dÇ 
o 
1: C[O,L] --> C[O,L] 
1u (() = M ((, u (Ç) ,v (Ç)) u (Ç). 
Segue do Teorema 1 que, sendo E= E 1, para que o mesmo seja completamente contínuo, 
é suficiente que E seja completamente contínuo e 1 seja contínuo e limitado. 
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E é contínuo. Sejam u, uo E C [0, L] e a E [0, L] então 
L 
JEu (a)- Euo (a)J =fIE (a,()llu (()- uo (()I d(. 
o 
Como E é contínuo no conjunto compacto [0, L] x [0, L] então existe m 1 > O tal que 
IE(a,()l :C: m1 para todo (a,() E [O, L] x [O, L]. Então 
e JJEu- EuoJI ..., O quando llu- uoll ..., O. Agora verifiquemos que E é compacto. Se-
ja (un)n uma sequência limitada em C [0, L], isto é, existe mz E R tal que IIUnll = 
sup iun (a)l :C: mz para todo n. Sejam dados E> O e a1,a2 E [O, L]. Temos que 
aE[O,L] 
L L 
JEun(al)-Eun(az)J = JE(al,()un(()d(- JE(a2,()un(()d( 
o o 
L 
:C: mzf IE (a1,()- E (a2,Ç)I d(. 
o 
Sendo E contínuo no conjunto compacto [0, L] x [0, L], existe ó > O tal que se la1 - azl :C: 
ó então IE(al,Ç) -E(a2,()1 :C: m~L· Assim (B(un))n é eqüicontínua; a limitação de 
(B (un))n pode ser verificada facilmente. Do Teorema 3 (Teorema de Ascoli), segue que 
(B (un))n tem uma subsequência que converge na norma em C [O,L]. Desde que E leva 
uma sequência limitada em uma sequência que possui uma subsequência convergente, o 
Teorema 2 (Critério de Compacidade) garante que E é um operador compacto. 
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i v) 1 é contínua. Sejam u, uo E C [0, L] e ( E [0, L]. Como 
i]u (() -1uo (()i = IM((, u ((),v(()) u (()- M ((,uo ((),v(()) uo (()I 
< {IM((, u ((),v(()) u (()- M ((, u ((),v(()) uo (()I+ 
IM((, u ((),v(()) uo (()- M ((,uo ((),v(()) uo (()I} 
< {IM((,u((),v(())lllu-uoll+ 
IM((, u ((),v(())- M ((, uo ((),v (())llluoll} 
< m I lu- uoll + lluoll [k1llu- uoll +R (u ((), uo (())]. 
e desde que lim R(ÀI>À2) =O, então ii1u-1uoii ___,O quando llu-uoll ___,O. 
IIÀ,-À,II~o 
v) 1 é limitado. De fato, 




- sup IM((,u(() ,v(())llu(()l 
ÇE[O,L] 
< mllull-
Lema 2: O operador T, definido pela equação (2.9), tem derivada forte de Fréchet em O E 
C [0, L] na direção do cone C [0, Lj+ dada pela equação 
L 
T' (O)h(a) =f B(a,()M((,O,v(())h(()d(. (2.10) 
o 
Além disso, T' (O) é um operador linear, fortemente positivo e completamente contínuo. 
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Dem.: i) Calculemos inicialmente a expressão T' (O). Sejam u, h E C [0, L]+, então 
T (u + h)(a)- T (u) (a) 
L 
= I B (a, () M ( (, ( u + h)(() , v ( ()) ( u + h) ( () d(-
o 
L I B (a,() M ((, u ((),v(()) u (() d( 
o 
L I B(a,() [M((,(u+h) ((),v(())- M((,u(() ,v(())]u(()d(+ 
o 
L 
+I B (a,() M ((, (u +h)(() ,v(()) h(() d(. 
o 
Assim, temos em u = O que 
T (h) (a)- T (O) (a) 
L 
= I B(a,Ç)M((,h(Ç) ,v(())h(()d( 
o 
L 
= I B (a,() [M ((,h((), v(())- M ((,O,v (())]h(() dÇ+ 
o 
L I B (a, Ç) M ((, O,v (())h(() d(. 
o 
Definindo rv (a, h) pela equação 
temos 
L 
rv(a,h) = j B(a,() [M((,h(() ,v(()) -M((,O,v(())]h(()d(, 
o 
L 
lrv (a, h)l = I B (a,() [M ((,h((), v(())- M ((,O, v(())] h(() d( 
o 
L 
:SI IB (a,()l [k1 Ih (()I+ R (h(() ,O)] Ih (()I d(, 
o 
que resulta, usando a relação lim R(h(() ,0) =O, em 
llhii-O 
lim llrv(a,h)ll =O. 
llhll-0 llhll 
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Segue da definição de derivada de Fréchet que 
L 
T' (O) h (a)= f B (a,() M ((,O, v(()) h(() d(. 
o 
ii) T' (O) é fortemente positivo. Suponhamos O i= h E C [0, L]+, ou seja, existe (* E [0, L] 
tal que h ( (*) i= O. Se T' (O) h (a*) = O para algum a* E [0, L] então 
L f B(a*,Ç)M(Ç,O,v(Ç))h(Ç)dÇ O. 
o 
Desde que B(a,()M((,O,v(())h(() é uma função positiva e contínua em (para cada 
a, temos que 
B(a*,()M((,O,v(())h(() =0 
para todo (. Particularmente em (* temos 
B(a*,Ç*)M(Ç*,O,v(Ç*))h(Ç*) =O. 
Assim, segue que 
B(a*,Ç*) O, 
o que implica em j3 (a*, a') = O para todo a' E [(*,L], o que não é possível devido a 
condição (a) sobre j3 (a, a'). 
iii) Sendo T 1 (O) um operador linear, a verificação que o mesmo é completamente contínuo 
faz-se de modo análogo a demonstração de que o operador B do Lema 1 é completamente 
contínuo. Sendo tal cálculo extenso mas de idêntica verificação, optamos por exclui-lo da 
demonstração. 
Temos então que o operador T dado pela equação (2.9) é positivo e completamente contínuo. 
Sua derivada forte de Eéchet em O na direção do cone C [0, L]+ é dada pela equação (2.10) que 
é um operador linear, fortemente positivo e completamente contínuo. 
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Para demonstrarmos que Ro = r (T' (O)), usamos os Teoremas 4 e 5 enunciados abaixo, 
cujas respectivas provas podem ser encontradas em Krasnosel'skii [27], página 135 e Deimling 
[10], página 228. Nos enunciados destes teoremas X, K e A são espaço, cone e operador gerais. 
Teorema 4: Seja A um operador positivo (com A (O)= O) tendo a derivada forte de Fréchet 
A' (O) e a derivada assintótica forte A' ( oo) , ambas com respeito ao cone. Suponhamos 
que o espectro do operador A' ( oo) esteja contido no circulo { Ç E C; IÇI ::; p < 1}, A' (O) 
tenha em K um autovetor ho cujo autovalor é maior que 1, ou seja, 
T' (O) ho = Ç0ho, 
onde Ç0 > 1 e A' (O) não tenha em K autovetores correspondendo ao autovalor 1. Se A 
é um operador completamente contínuo então A tem pelo menos um ponto fixo no cone. 
Teorema 5: Sejam X um espaço de Banach, K C X um cone sólido, isto é, int (K) # 0, e 
A: X -+X um operador linear, fortemente positivo e compacto. Então: 
i) r (A) > O, onde r (A) é um autovalor simples com autovetor x E int (K) e não existe 
outro autovalor com autovetor positivo. 
ii) Se Ç é um autovalor e Ç #r (A) então IÇI <r (A). 
iii) Se S: X-+ X é um operador linear limitado e Sx 2: Ax em K, então r (S) 2: r (A). 
Além disto, se Sx > Ax para x E K,x >O então r (S) >r (A) . 
O Teorema 6, enunciado e demonstrado a seguir, estabelece uma condição necessária e 
suficiente para a existência de uma solução não-trivial da equação 
L 
.\(a)= J B(a,()M((,.\(() ,v(()).\(()d(, (2.11) 
o 
a qual seja, que o raio espectral da derivade de Fréchet de um certo operador integral seja 
estritamente maior que 1. Resultado semelhante foi obtido por Inaba [23] e Greenhalgh [19], 
contudo, em ambos os casos, encontramos a exigência de que a taxa de contato {3 (a, a'), que faz 
parte da função B (a,(), seja estritamente positiva. Tal restrição, em nosso caso, não ocorre. 
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O trabalho de Lopez e Coutinho [30] também obtém a mesma caracterização para a existência, 
via raio espectral, sendo que o resultado é obtido de forma diversa da nossa. 
Teorema 6 (Teorema de Existência): Seja o operador T: C [0, L] ->C [0, L] definido pela 
equação (2.9), ou seja, 
L 
Tu(a) =f B(a,Ç)M((,u(Ç),v(Ç))u(()d(. 
o 
Se r (T' (O)) ::; 1, então a única solução da equação (2.11 ), ou seja, 
L 
À (a)= f B (a,() M ((,À((), v(()) À(() d(, 
o 
é a solução trivial. Caso contrário, se r (T' (O)) > 1, então existe pelo menos uma solução 
positiva não-trivial para esta equação. 
Dem.: Seguimos inicialmente o mesmo argumento usado por Greenhalgh [18]. 
Suponhamos r (T' (O)) ::; 1 e que a equação (2.11) tenha urna solução positiva não-trivial 
À*, isto é, 
L 
,\*(a)= f B(a,()M((,>-*((),v(())J..*(()d(. 
o 
Sendo,\*> O e M((,Ã,v) estritamente monótona decrescente em À, ternos 
L L f B (a,() M ((,>-*((),v(())>-*(() d( <f B (a,() l'vi ((, O,v (()) >.* (() d( 
o o 
ou seja, 
L f B (a,() M ((,>.* (Ç), v(())>-*(() d( < T' (0)>-* (a). 
o 
Corno ambos os lados da equação acima são contínuos no conjunto compacto [0, L], existe 
e:>Otalque 
>.* (1 +e:)< T' (0)>-*. 
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Iterando n vezes a equação anterior e desde que T' (O) é linear e positivo ternos 
).*(1+st <T'(Of >.*. 
Assim 
o que implica 
(1 + sr < IIT' (Ofll' 
para todo n = 1,2,3, .... Segue da Fórmula de Gelfand que r(T'(O)) > 1, o que é urna 
contradição e, portanto, a única solução possível é a trivial. 
Suponhamos agora que r (T' (O)) > 1. Primeiramente calculemos T' ( oo) . Para todo u E 
K, como 
L 
T(tu) 1 f 
-t- = t B (a,() M ((,tu(() ,v(()) tu(() d(, 
o 
torna-se x = tu na condição (f) e ternos 
lirn T (tu) =O, 
t-+oo t 
o que resulta em T' ( oo) = O. Mais que isto, T é fortemente assintoticamente linear com 
respeito ao cone C [0, L]+ , ou seja, 
N oternos que 
l. IITx-T'(oo)xll 0 1m sup = . R~oo llxii?R,xEK llxll 
L 
IITxll = sup f B(a,()M((,x(() ,v(())x(()d( 
aE[O,Lj O 
L 
::; m' f M ((,x ((),v(()) x (() d(, 
o 
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onde m' = sup [B' (a, Ç) [. Então 
a,ÇE[O,Lj 
1. j[Tx-T' {co )xll 1m sup i R~oo llxi!?R,xEK j,xjj = lim sup IIT~II R~oo llx/[?R,xEK jjx,[ 
L 
::; lim sup n!l'm' f M (Ç,x (Ç), l/ (Ç)) X (Ç) dÇ. 
R~oo llx[[?R,xEK 1 O 
L 





[jx[J~oo O llxll~oo 
O, segue-se que lim sup 11 1~~11 = O, ou seja, T é fortemente assintoticamente linear R~oo llxii?R,xEK 
com respeito ao cone C [0, L]+ , onde a derivada assintótica forte com respeito ao cone 
C [0, L]+ é dada por T' ( oo) = O, cujo único autovalor é O. Consideremos a identidade 
Ç0 = r (T' (O)) no Teorema 4. De acordo com o Teorema 5, r (T' (O)) é um autovalor 
simples de T' (O) com autovetor no int (K) e não existe outro autovalor de T' (O) com 
autovetor positivo. Obviamente, sendo T' (O) um operador positivo e r (T' (O)) > 1, 1 
não pode ser um autovalor positivo de T' (O) pelo argumento anterior. Desde que T é 
completamente contínuo, todas as condições do Teorema 4 são satisfeitas, o que resulta 
que a equação (2.11) tem pelo menos uma solução não-trivial. 
Finalmente, mostremos que r (T' (O)) é Ro pelo critério de bifurcação. 
A Definição 2 e o Teorema 7 que seguem podem ser encontrados em Griffell [17] na página 
328. 
Definição 2: Seja X um espaço de Banach e A um operador sobre X com A (O) =O. "f/o E R, 
um parâmetro escalar, é um ponto de bifurcação de zero da equação 
Au=ryu, 
se para todo é > O existe "f/e E R e Ue # O, Ue E X tal que Aue r~eu,, ITJo- TJel ::; é e 
Teorema 7: Considere a equação Au = ryu onde A é um operador não-linear, compacto, 
Fréchet diferenciável em u =O, tal que A (O) =O. Então: 
i) Todo ponto de bifurcação de zero é um autovalor do operador linear A' (O) . 
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ii) Todo autovalor de A' (O) com multiplicidade (algébrica) ímpar é um ponto de bifurcação 
de zero de Au = ryu. 
Teorema 8: r (T' (O)) é o único ponto de bifurcação de zero de Tx Çx, onde T é o operador 
definido pela equação (2.9}. 
Dem.: Pelo Teorema 5 (i) r (T' (O)) é um autovalor simples de T' (0), e portanto, de acordo 
com o Teorema 7, um ponto de bifurcação de T. Suponhamos que exista Ç* >O um ponto 
de bifurcação de zero de Tx = Çx. Uma vez que estamos interessados em autovalores 
positivos (são aqueles autovalores cujos autovetores associados são positivos) podemos 
assumir que existem seqüências (Çn) e (xn) tais que En -> Ç* e Xn -+ O, quando n -> co, 
onde Xn E K\ {O} e Txn = ÇnXn· 
Sendo T Fréchet diferenciável em u = O na direção do cone C [0, L]+, temos 
onde ,}~'!, llwl~~~~lll = O. Como T (O) = O segue que 
Sendo T' (O) um operador compacto e ( 11~: 11 ) uma seqüência limitada, podemos assumir 
que existe y E C [0, L]+ tal que 
,}~'!, { T' (O) 11::11} = y. 
Temos então 
lim Çn IIXnll = lim T' (O) IIXnll = y. 
n-oo Xn n--+oo Xn 
Por sua vez, da linearidade e continuidade de T' (O) segue 
y = lim T' (O) --""-llx I' 
n-oo Xn: 
T' (O) u~'!, L çn 11~:11) 
34 
= ,}~'!,T'(O) (ç~En11~:11) 
= T' (O) u. y) , 
ou seja, T' (O) (y) = ~·y e~· é um autovalor positivo de T' (O). Assim Ç* :S r (T' (O)). 
Se O < Ç* <r (T' (O)) então Ç* é um autovalor de T' (O) com autovetor positivo, o que 
não é possível pelo Teorema 5 (i). Então~· =r (T' (O)) e portanto, r (T' (O)) é o único 
ponto de bifurcação de zero de Tx = ~x. 
Vemos então que, considerando no operador (2.9) as funções M ((,À ( () , z; ( ()) e B (a,() 
dadas, respectivamente, pela equações (2.7) e (2.8), temos que r (T' (O)) é exatamente Ro, uma 
vez que, se r (T' (O)) :S 1, então a única solução possível para a equação (2.6) é a solução trivial, 
ou seja, a força de infecção é nula, e se r (T' (O)) > 1 então a equação (2.6) tem pelo menos 
uma solução não-trivial, ou seja, existe uma força de infecção distinta da trivial. Além do mais, 
r (T' (O)) é a único ponto de bifurcação de zero do operador (2.9). 
Na próxima seção enfocamos a questão da estabilidade local da solução não-trivial. 
2.2 A unicidade da solução não-trivial 
Nesta seção estudamos condições suficientes para que a solução não-trivial da equação (2.4) 
seja única e possa ser atingida por aproximações sucessivas. São utilizados resultados acerca 
de operadores côncavos e as definições, enunciados e demonstrações podem ser encontrados em 
Krasnosels'kii [27] nas páginas 185, 188 e 192, respectivamente. 
Definição 3: Um operador A : E -+ E, onde E é um espaço de Banach com cone K, é 
côncavo se existe um elemento não-nulo uo E K tal que para um arbitrário x E K, 
x # O, as inequações 
a (x) u0 :S Ax :S (3 (x) uo, 
onde a (x) e /3 (x) são positivos, são válidas (em particular, se as desigualdades anteriores 
se verificam o operador A é chamado uo-limitado) e, se para todo x E K tal que 
com a 1 (x) ,(31 (x) >O, a relação 
A (tx) 2: tA (x), 
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com O ::; t ::; 1, é verdadeira. 
Definição 4: O operador A : E ---> E, onde E é um espaço de Banach com cone K, é 
u 0-monótono se é cóncavo; para todo x E K tal que x ;::: Çu0 (Ç > O) e para t # O e 1 
então A(tx) # tA(x) e segue de x > y que Ax;::: Ay+eouo, onde eo =eo(x,y) >O. 
Teorema 9: Se o operador A é uo-monótono, então a equação 
Ax 1)X 
não tem duas soluções não-nulas distintas no cone para um valor do parâmetro 1). 
Teorema 10: Consideremos a equação 
Ax=x, 
onde A é um operador cóncavo monótono tendo uma única solução não-nula x* no cone 
K. Se o cone K é normal e o operador A é completamente contínuo então as sucessivas 
aproximações 
Xn = Axn-1, (n = 1, 2, ... ) 
convergem com respeito a norma para x* independente da aproximação inicial xo E K, 
XO # Ü. 
Seja T o operador agindo no espaço de Banach C [0, L] com cone C [0, L]+ definido por 
L < 
f -f u(s)ds Tu(a) = B(a,()e o u(Ç)dÇ, (2.12) 
o 
com o núcleo B (a,(), o qual é dado pela equação (2.5), reescrito como 
< L 




G (a, s) =f f3 (a, a') e-(p.+-y)a' da'. (2.14) 
' 
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A equação (2.12) pode ser reescrita como 
L < 
f -Ju(s)ds8B Tu (a)= B (a, O)+ e o 8( (a,() d(, 
o 




Tu-Tv- B(a,O)+[e o ~~(a,()d( 
L - j v(s)ds ] 
-B(a,O)-[e o ~~(a,()d( 
L [ -Ju(s)ds -Jv(s)ds] 
- f e o - e o ~~ (a, () d( 
o 
L -Jv(s)ds [ -Ju(s)ds+}v(s)ds ] ôB f e o e o o - 1 aç (a,() d( 
o 
L - J v(s)ds [ - j(u(s)-v(s))ds ] âB f e o e o -1 &ç (a,()d(, 
o 
L ç [ < ] f -f v(s)ds - J(u(s)-v(s))ds 8B Tu-Tv= e o e o -1 8( (a,()d(. 
o 
Seu> v e~~ (a,()< O temos Tu> Tv, e então o operador T é monótono. 
Calculando ~~ (a,() temos 
o-(-Jv(s)ds L [ ( ] axbgç e o { e-s(o---r)a (a, s) ds 
Ç cr(- f v(.s)ds L { ( aXb [a- fç [v(s)ds] e 0 { e-s(o---rlG(a,s)ds 
( } cr(-f v(s)ds 




'iJZ (a,() = -oXbe-lv(s)ds { (:ç [v(s)ds) e""ç {e-s(o---y)G(a,s)ds 
+e'' G (a,() - ae""ç t e-s(o---y)G (a, s) ds} . 
Observe que, sendo 
positivo, ternos que, se 
então ~~ (a,() < O. 
Contudo, 
( :(l v (s) ds) e"ç í e-s(o---y)G (a, s) ds 
L 
e"~çG(a,() -a f e-o-(s-Ç)e'Y8 G(a,s)ds >O, 
ç 
L f e-o-(s-Oe'Y(G (a,() ds 
ç 
= e'Y(Q (a,() (e-u<:-()) L 
s=Ç 
e, portanto, 
= e"~'G(a,() [~- e-•~-<1] 
L 




e"t(G (a,()- a f e-o-(s-Ç)e'Y8 G (a, s) ds = 
ç 
L L 
=a f e-o-(s-Oe'Y(Q (a,() ds + e'Y(-o-(L-Ç)G (a,()- a f e-o-(s-Ç)e"~8G (a, s) ds 
ç ç 
L 






e>(-a(L-Ç)G (a,() (2.18) 
é estritamente positivo, se e'5 G (a,s) é decrescente em s para todo a então~~ (a,()< O. 
Definamos a função H (a, s) como 
H(a,s) = e'5 G(a,s), (2.19) 
onde G (a, s) é dada pela equação (2.14). 
Teorema 11 (Condição Forte): Se a função H (a, s), dada pela equação (2.19), é decres-
cente em s para cada a, então o operador T é completamente contínuo e uo-monótono, 
onde uo = 1. 
Dem.: i) T é positivo e completamente contínuo. Isto já foi verificado no Lema 1, uma vez 
que T é o operador definido pela equação (2.9) com 
E (a,()= aXb í e-a(s-Ç)e-ys [í f3 (a, a') e-(1'+-r)a' da'] ds 
( 
e M ( (, u ( () , v ( ()) -f u(s)ds e 0 e 
( f v(s)ds 
o 
ii) Para um arbitrário e não-nulo u E K, as inequações 
a (u) uo ::; Tu::; f3 (u) uo, 
onde a ( u) e f3 ( u) são positivos, são válidas. Desde que 
( 
Tu(a) 
L -f u(s)ds 
=f B (a,() e o u (() dÇ 
o 
L -fu(s)ds [ ( ] = [B (a,() fç -e o d(, 
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considerando o Primeiro Teorema do Valor Médio (Bartle [7], página 232) temos que 
existe um (* E [0, L] tal que 
Tu(a) [ 
< ] L -f u(s)ds 
= B (a,(*) [ f, -e o d( 
[ 
L ] -f u(s)ds 
= B (a,(*) 1 - e o . 
Tomando b = inf IB (a,()l e Ê = sup IB (a, ()I temos 
a,ÇE[O,L] a,(E[O,L] 
a (u) uo::; Tu::; p (u) uo, 
[ f u(s)ds] ~ [ -f u(s)ds] ondeuo=o1,a(u)=b 1-e 0 ep(u)=B 1-e o . Notequeseb=O 
então existe a' e (' tal que B (a',(') = O, mas já foi demostrado que isto não é possível. 
iii) Para todo u E K tal que 
com a 1 (u), í31 (u) >O, temos verificada a inequação 
T(tu) > tTu 
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com O < t < 1. Desde que 
T(tu)-tTu = 
[
L - ftu(s)ds [ B (a, () e o tu ( () d(-
L - fu(s)ds ] 
t [ B (a, () e o u ( () d( 
L [ -ftu(s)ds -fu(s)ds] 
t J B (a,() e o -e o u (() d( 
o 
L f u(s)ds [ -I tu(s)ds+ J u(s)ds ] 
= tJB(a,()e o e o o -1 u(()d( 
o 
L - j u(s)ds [ (1-t) J u(s)ds ] 
= tJB(a,()e o e o -1 u(()d(, 
o 
temos 
T (tu) tTu >O. 
i v) Para u > v segue que Tu 2: Tv + t:ouo, onde t:o = co ( u, v) > O. Usando a equação 
(2.15) temos 
f -f v(s)ds - J(u(s)-v(s))ds âB L ( [ < ] Tu - Tv = e o e o - 1 â( (a,() d(. 
o 
Desde que H (a, s) é decrescente em s para todo a temos que 
L 
cr f e-"(s-Ç) [ e''G (a,() - e''G (a, s)] ds > O. 
ç 
Como as equações (2.17) e (2.18) sempre são positiva e estritamente positiva, respectiva-
mente, então~~ (a,()< O. Assim, segue que 
L < [ ( ] f -f v(s)ds - J(u(s)-v(s))ds âB Tu- Tv = e o e o - 1 â( (a,() d( > O. 
o 
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No teorema que segue, temos caracterizada uma condição suficiente para que a solução não-
trivial da equação (2.4) seja única. Inaba [23] obtém resultado semelhante usando um modelo 
SIR. Em nosso caso, além de utilizarmos um modelo SEIR, ou seja, incluirmos a classe dos 
expostos ou latentes, estamos considerando um esquema de vacinação, que é dado pela função 
v (a). Afora isso, exibimos uma seqüência recursiva que permite obter a solução não-trivial a 
partir de qualquer aproximação inicial escolhida em C [0, Lj+ '\.._{O}. 
Teorema 12 (Teorema de Unicidade): Seja o operador T: C[O,L] _., C[O,L] definido 
pela equação (2.12). Suponhamos que a função H (a, s), dada pela equação (2.19}, seja 
decrescente em s para cada a. Se r(T' (O))> 1 então a equação (2.4}, ou seja, 
L < 
f -f -'<(s)ds .X(a) = B(a,()e o .X(()d(, 
o 
tem uma única solução não-trivial que é atingida por aproximações sucessivas dadas por 
onde n = 1, 2, ... , independente da aproximação inicial Ào E C [0, L]+, Ào #O. 
Dem.: Como o operador satisfaz as condições do Teorema 6 (Teorema de Existência) 
temos que, sendo r(T' (O)) > 1, a equação integral tem pelo menos uma solução não-
trivial. Do Teorema 11, T é completamente contínuo e uo-monótono com u 0 = 1. Além 
disto, C [0, L]+ é um cone normal. Usando então os Teoremas 9 e 10 temos o resultado 
desejado. 
Temos então que, se r(T' (O))> 1 e H (a,s) é decrescente em s para cada a então a solução 
da equação (2.4) é não-trivial e única. Mais que isto, a solução não-trivial pode ser obtida como 
o limite de uma seqüência recursiva cuja aproximação inicial pode ser qualquer elemento não 
nulo de C [0, L]+. 
A exigência da função H (a, s) ser decrescente em s para cada a pode ser substituída por 
outra condição. Uma vez que as equações (2.17) e (2.18) sempre são positiva e estritamente 
positiva, respectivamente, observando a expressão da derivada parcial ~~ (a,() , que é dada 
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pela equação (2.16), vemos que, mesmo quando a condição decrescente sobre H(a,s) falha, se 
a equação 
L 
CJe"ç f e-s(a--y)G (a, s) ds (2.20) 
ç 
for positiva, temos que ~~ (a,() é negativa. A equação (2.20) será chamada de Condição 
Fraca, uma vez que a condição de H (a, s) ser decrescente em s para cada a implica na última. 
2.3 A estabilidade da solução trivial 
Nesta seção, estabelecemos condições para que a solução trivial da equação (2.4) seja localmente 
estável. Como no caso da existência de soluções não-triviais para a mesma, as condições de 
estabilidade são dadas por asserções sobre o raio espectral da derivade de Fréchet em O na direção 
do cone C[O,L]+ do operador integral (2.9), onde M((,,\((),v(()) e B(a,() são dadas pelas 
equações (2.7) e (2.8), respectivamente. 
Sejam x (a, t), h (a, t), y (a, t) e z (a, t) pequenas perturbações do equilíbrio (X*, H*, Y*, Z*) 
dadas por 
X (a, t) 
-
X*(a)+x(a,t) 
H (a, t) = H*(a)+h(a,t) 
Y (a, t) 
-
Y*(a)+y(a,t) 
Z (a, t) = Z' (a) +z(a,t), 
gerando uma perturbação na força de infecção dada por 
,\(a,t) =,\*(a) +l(a,t), 
onde,\* (a), a força de infecção na idade a no estado estacionário, é dada por 
L 





e a perturbação é dada por 
L 
l(a,t) =f f3(a,a')y(a',t)da'. 
o 
Substituindo as equações (2.21) e (2.22) no sistema de equações íntegro-diferenciais (1.1) e 
(1.2), e considerando somente os termos de primeira ordem, obtemos um novo sistema íntegro-
diferencial dado por 
com 
g~ (a, t) +~~(a, t) = -l (a, t) X* (a)- (Ã* (a)+ v (a)+ 11) x (a, t) 
g: (a, t) + ~7 (a, t) = l (a, t) X* (a)+ À* (a) x (a, t)- (!L+ o-) h (a, t) 
~(a,t)+~(a,t) = o-h(a,t)-(!l+"!)Y(a,t) 
~~ (a,t) + ~~ (a,t) = v(a)x(a,t) +"fy(a,t) -11z(a,t), 
L 
l (a, t) =f f3 (a,a') y (a', t) da' 
o 
e condições de fronteira 




Usando o Método de Separação de variáveis para resolver o sistema de equações (2.23), 
consideramos soluções na forma 
x(a,t) x(a)ewt 
h (a, t) =h (a) ewt 
y(a,t) =y(a)ewt 
z(a,t) = z(a)ewt, 
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(2.26) 
onde w E C. Substituindo as equações (2.26) no sistema de equações íntegro-diferenciais (2.23) 
e (2.24) obtemos 
â~ (a) -l (a) X* (a)-(.\* (a)+ 1-' +v (a) +w) x (a) 
âZ(a) = l(a)X*(a)+.\'(a)x(a)-(1-'+ll+w)h(a) 
(2.27) 
~(a) llh(a)- (!L+'Y+w)y(a) 
~~(a) = v(a)x(a) +7y(a)- (1-'+w)z(a), 
onde 
L 
l (a)= f {3 (a, a') y (a') da' (2.28) 
o 
e as condições iniciais são dadas por 
X (O) =h (O) = y (O) = z (O) =o. (2.29) 
Resolvendo o sistema de equações (2.27) e (2.29) para então substituirmos a solução encontrada 
na equação (2.28), obtemos a seguinte equação integral para l (a), 
l (a) 
( ( 
L a' b , -I Ã'(s)ds- I v(s)ds+a( f f f llXbi3 (a, a') e-(J'+-y+w)a e(-y-a)be o o 
o o o 
x [z (() ew<- .\' (() Jz (s) ewsds] d(dbda', 
(2.30) 
que, em se tratando do equilíbrio trivial, ou seja, .\ * = O, tem a forma 
L ~ b c 
f f f , -J v(s)ds+a( l (a)= llXbi3 (a, a') e-(J'+-y+w)a eb-a)be o l (() ew<d(dbda'. (2.31) 
o o o 
Mudando a ordem de integração, a equação (2.31) pode ser reescrita como 
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L 




Se tomamos nas equações (2.32) e (2.33) w =O obtemos 
L 
l(a)= f S(a,(,v((),O)l(()d( T'(O)l(a), (2.34) 
o 
onde 
S(a,(,v((),O) = B(a,()M((,O,v(()) (2.35) 
e T' (O) é o operador dado pela equação (2.10). 
Estamos interessados em verificar se o equilíbrio trivial é localmente estável ou localmente 
instável, e isto equivale a analisarmos se a parte real de w é negativa ou não-negativa. 
Seja w um número real. Quando w é positivo é fácil verificar que S (a, (,v ( () , w) é uma 
função estritamente monótona decrescente em w. De fato, suponhamos WJ < w2, desde que 
f(w) = e-w é uma função estritamente monótona decrescente em w temos que e-wl(a'-Ç) > 
e-wz(a'-Ç). Sendo S (a,(, v(() ,w) dada pela equação (2.33) temos então 
ou seja, 
S (a,(,v (() ,w1) > S (a,(, v(() ,w2). 
Seja R.., o operador linear sobre o espaço de Banach C [0, L] com a norma dada por I lu li = 
46 
sup lu(a)l, com o cone K = C[O,L]+, definido por 
aE[O,L] 
L 
Rwl(a) =f S(a,(,v((),w)l(()d(. 
o 
Os seguintes lemas são usados na prova do Teorema de Estabilidade: 
(2.36) 
Lema 3: O operador Rw definido em C [0, L] pela equação {2. 36) é linear, fortemente positivo 
e completamente contínuo. 
Dem.: i) É de fácil verificação que Rwu é um operador linear em u. 
ii) Rw fortemente positivo. Seja l E K = C [0, L]+, l # O. Rw é fortemente positivo 
se Rw (l) E int(K), ou seja, Rw (L) > O. Suponhamos que exista a* E [O, L] tal que 
Rw (l) a* =O, isto é, 
L 
Rwl (a*)= f S (a*,(, v(() ,w) l (() d( =O. 
o 
Sendo S (a,(, v((), w) l (() contínua e não-negativa e desde que estamos integrando sobre 
todo o intervalo [0, L]. então S (a*,(, v ( () , w) l ( () := O. 
Além disso, como l #O existe(* tal que l((*) #0. Portanto S(a*,(*,v((*),w) =0, ou 
seja, 
ç• L L 
e-[ f f aXb/3 (a*, a') e-"a' eW -a')w e(b-a'h eW -b)a dbda' = O. 
ç b 
Então f3(a*,a') =O para todo a' E [(*,L], o que contradiz a condição (a) sobre {3. Por-
tanto tal a* não existe. 
iii) Se l E C [0, L] então Rwl E C [0, L]. É suficiente observar que Rwl é uma composição 
de funções contínuas. 
i v) R.) é contínuo em l. Suponhamos h.l2 E C [0, L], onde lll1 -l2ll = sup Ih (a) -12 (a)l. 
aE[O,L] 
Desejamos calcular IIRwh- Rjzll = sup IRwh (a)- Rh (a)l-
aE[O,L] 
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Dado a E [0, L], temos 
L 
!Rwl1 (a)- Rwlz (a)! f S(a,(,v((),w)h (()d( 
o 
L 





Sejam* E R tal que IS(a,(,v(() ,w)! ::S m* para todo (a,() E [O, L] x [O, L]. Dado é> O 
considerando IIZ1 l2!! ::S 15 = m"-L' segue que 
e I!Rwh- Rwlzll ::Sé. 
L 
!R.)l (a)- Rwl2 (a)! ::S f m* m~L dÇ =é, 
o 
v) R, um operador compacto. Sendo R, um operador linear em C [0, L] usamos o Teo-
rema 2 (Critério de Compacidade) e o Teorema 3 (Teorema de Ascoli) para provar sua 
compacidade. Seja (ln)n uma seqüência limitada em C [0, L]. (Rwln)n é uma seqüência 
limitada eqüicontínua. De fato, sendo (ln)n uma seqüência limitada em C [0, L] existe 
m** > O tal que !Zn (a) I ::S m** para todo n = 1, 2, ... , e todo a E [0, L]. 
Dado é > O sejam a1 , az E [0, L] . Para cada n, n = 1, 2, ... , temos 
L 






< I m** IS (a1,(, v(() ,w)- S (a2, (,v(() ,w)! dÇ. 
o 
Sendo S contínuo sobre conjunto compacto [0, L], S é uniformemente contínuo. Portanto, 
existe /51 > O tal que se !a1 - a2! < 151 então 
é 
S(az,(,v(() ,w)! ::S m**L' 
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e conseqüentemente IRwln (al)- R,)n (az)l S e, isto é, (Rwln)n é eqüicontínua. Que 
(Rwln)n é limitada pode ser verificado facilmente. Sendo (Rwln)n uma seqüência limitada 
e eqüicontínua em C [0, L] segue do Teorema 3 que ela tem uma subseqüência convergente. 
Segue então do Teorema 2 que Rw é um operador compacto. 
Lema 4: r (Rw2 ) <r (Rw,) para todo w1 < w2. Em particular, r (Rw) <r (T' (O)) para todo 
w E R positivo. 
Dem.: Já vimos que S (a,(, v(() ,w) é uma função estritamente monótona decrescente em w. 
Segue então da definição de Rw que Rw, > Rw2 • Usando o Teorema 5 (iii) para A= Rw2 
e S = Rw, temos r (Rw,) >r (Rw2 ). 
O Teorema 13, que segue abaixo enunciado e pode ser encontrado em Zabreyko [38] na 
página 138, será utilizado na demonstração do Lema 5. 
Teorema 13: Sejam E 1 ,Ez espaços de Banach com cones K 1 e Kz, respectivamente. Se 
A : E 1 --> E1 é um operador linear, C : E2 --> E2 é um operador linear positivo e 
<p: E1 --> Kz é um operador satisfazendo as seguintes condições: 
i) <p (u +v) S <p (u) + <p (v), \fu, v E E1, 
ii) se II'P (Un)ll-> O onde n-> co então lunl--> O onde n--> co, e 
iii) <p (.4u) S C<p (u), \fu E K1, 
então r (A) S r (C). 
Lema 5: Seja o operador R.., definido pela equação {2.36} onde w E [O,+co). Então r(Rw)--> 
O quando w -> +co. 
Dem.: TomandoE1 =C [O,L], Ez = Rn, K1 =C [O, L]+, Kz {((1, ... , (n); (i :2: O,i = 1, ... , n}, 
A = Rw, 'P (u) = (jju hao,a,JII ' ... , jju l[an-loanJII)' e C = S (w) = (Sij (w))l:Si.j:Sn' onde 
a; 
Sij(w)= sup J S(a,(,v((),w)d(,seguedoTeorema13quer(R..,)Sr(S(w)). 
ai-l:::;a:::=;a,:aj-1 
Fazendo uso do Teorema da Convergência Dominada de Lebesgue (Bartle [6], página 
44) temos S(a,(,v(() ,w)--> O quando w-> +co, particularmente, Sij (w)-> O quando 
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w--+ +co. Desdequer(S(w)) = max j),l, temosr(S(w))-+ Oquandow-+ +co (veja 
J.Eo-(S(w)) 
Apêndice). Obtemos portanto o resultado desejado. 
Lema 6: r (Rw) é uma função contínua em w. 
Dem.: Observando a expressão para Rwl (a), dada por 
L 
R.,l (a)= f S (a,(, v(() ,w) l (() d(, 
o 
vemos que Rw é um operador linear, fortemente positivo e completamente contínuo 
definido no cone sólido K = C [0, L]+. Seja r a função 
r: [O,+co) --+ R 
w >---+ r(w) r(Rw), 
que está definida em todo intervalo [0, +co) . 
i) r (w) é contínua à esquerda para todo w > O. Seja (wn) uma seqüência crescente em 
[O, +co) tal que Wn --+ w quando n -+ +co. Desde que r (.) é uma função decrescente de 
w temos que, sendo 
então 
r(wn) ?: r(wn+l) ?: r(w). 
Sejam rn =r (wn) e r= r (w). Desde que (rn)n é uma seqüência decrescente limitada, de 
acordo com Bartle [7], página 105, existe r* tal que 
r*= lim Tn = inf{rn;n = 1,2, ... } .2: r. 
n~oo 
Para cada n seja ln E C [0, L]+ tal que lllnll = 1 e 
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Se existe l* E C [0, L]+ tal que R, I* = r*l*, ou seja, r* é um autovalor de R,, então 
r*= Ir* I~ r (R,)= r, 
e obtemos o resultado desejado. 
Sendo R, compacto e (ln) uma seqüência limitada podemos assumir que (R,ln) é con-
vergente. Supondo l* tal que R,ln .- l* quando n .- oo, e desde que 
temos que IIR,nln- R.)nll .-O quando n .- oo. 
Sendo 
então IIR...,)n 1*11 .-O quando n .- oo. Portanto R,nln .-l* quando n .- oo. 
Além disso, 
Assim 
R..., (l*) =R, (r* lim ln) =r* lim R..., (ln) = r*l*. 
n-oo n-oo 
ii) r (w) é contínua à direita para todo w :::>: O. Seja (wn) urna seqüência decrescente tal 
que Wn .- w quando n .- oo. Corno 
segue 
Sendo (rn) urna seqüência crescente limitada, de acordo com Bartle [7], página 104, existe 
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r** E R tal que 
r**= lim Tn = sup {rn; n = 1, 2, ... }::;:r. 
n~oc 
Suponhamos que O < r** < r. Considerando o operador resolvente de ~ definido em um 
domínio V de C, 
e para cada n, n = 1, 2, ... , o operador resolvente de R'"" definido em um domínio 'Dn de 
c 
temos que ambos, ~ e R'"", são operadores lineares compactos e seus respectivos con-
juntos de autovalores são enumeráveis com únicos possíveis pontos de acumulação sendo 
zero. Sendo também ambos fortemente positivos, segue do Teorema 5 que seus respectivos 
raios espectrais são positivos e singularidades isoladas que são pólos simples de R e Rn, 
respectivamente. Desde que lim rn =r** <r e 
n~oo 
rn =r(~")= sup {I ÀI; À é uma autovalor de~"}, 
segue que existe uma vizinhança de r, Bc (r) = {À E C n 'D; IÀ - ri < E}, tal que podemos 
assumir que Rn é holomorfa em Be (r) e sobre sua fronteira 
Considerando R como sendo a curva contínua, fechada e simples descrita por 8 ( Bc (r)), 
que pode ser orientada no sentido positivo, e sendo Rn holomorfa dentro e sobre R, temos 
2~i f 1Rn (À) dÀ =o. 
e 
Sendo r um pólo simples de R e a única singularidade de R dentro de R, então 




O = lim ,;-,f 1Rn (>.) d>. 
n-+oc 1Tt C 
= f lim 1Rn (>.) d>. 
en---->00 
= 2~i f1R(>.)d>. #o 
c 
e isto é uma contradição (Dunford e Schwartz [13]). Assim r** =r. 
Teorema 14 (Teorema de Estabilidade): Se r (T' (O)) s; 1 então o equilíbrio trivial da 
equação (2.4) é localmente estável. Se r (T' (O)) > 1 então o equilíbrio trivial da mesma 
é localmente instável. 
Dem.: Suponhamos r (T' (O)) S: 1 e que a equação (2.32) tenha uma solução não-trivial com 
w um número complexo cuja parte real wo é positiva. Como 
L 
IRw (1 (a))l S: j S(a,(,v(() ,wo) [1 (()[d(, 
o 
temos 
[1 (a)[= [R.., (l (a))[ $ Rwo ([1 (a)[)< Ro (ll (a)l) = T' (O) [1 (a)[. 
Aplicando Rw0 n vezes na equação 
[1 (a)[ S: Rwo ([l (a)l), 
obtemos 
[1 (a)[ S: R~0 ([l (a)l), 
e assim 
11111 S: IIR~o (llllll S:IIR~olllll[[. 
Pela Fórmula de Gelfand segue 
Do Lema 4 temos 
r (Rw0 ) <r (T' (O)), 
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então 
1 ~r (Rw,) <r (T' (O)) ~ 1, 
o que é uma contradição. Assim a única solução possível da equação (2.32) é a trivial. 
Supondo que r (T' (O)) > 1, e sendo r (Rw) uma função decrescente em w (Lema 4) e 
contínua em w (Lema 6) e desde que r (Rw) -+ O quando w -+ +oo (Lema 5), existe 
w* > O tal que r (R..;•) = 1 e a correspondente autofunção de r (Rw•) gera a instabilidade 
da solução trivial. 
Temos então, como resultados deste capítulo, que: 
I) na seção 2.1 mostramos que, se as funções B (a, Ç) e M (a, u, v) satisfazem as condições (b), 
(c), (d) e (f), então operador (2.9) tem 1 como autovalor se e só se o raio espectral do operador 
linear T' (O) , dado pela equação (2.10), é maior que 1. 
II) na seção 2.2 estabelecemos a unicidade da solução não-trivial da equação (2.4) pela verifi-
cação de uma das seguintes duas condições: a Condição Forte, ou seja, H (a, s) ser decrescente 
em s para todo a, ou a Condição Fraca, isto é, a equação (2.20) ser positiva, e finalmente, 
III) na seção 2.3, verificamos condições para a estabilidade local da solução trivial da equação 
(2.4) no caso em que as funções f3(a,a') e v(a) satisfazem as condições (a) e (b), respectiva-
mente. 
No próximo capítulo são estabelecidas estimativas para o raio espectral do operador linear 
T' (0), dado pela equação (2.10), principalmente devido a dificuldade de calculá-lo, na maio-




Estimativas para Ro e exemplos 
Para aplicar os diversos resultados acerca do Número de Reprodutibilidade Rv necessitamos 
do próprio raio espectral de T' (O) ou de estimativas suficientemente boas do mesmo. Uma 
vez que nem sempre o cálculo do raio espectral é uma tarefa realizável, na seção que se segue 
apresentaremos algumas estimativas para o mesmo. Além disto, na seção subseqüente, apre-
sentaremos exemplos de estimativas do Número de Reprodutibilidade, ou seja, r (T' (O)), para 
diferentes taxas de contato. 
3.1 Estimativas para ~ 
Nesta seção, apresentamos algumas estimativas para r (T' (O)) a partir de alguns teoremas de 
Krasnosel'skii [26]. Estes teoremas apresentam estimativas do raio espectral para núcleos não-
negativos usando inequações envolvendo o cálculo do operador em elementos convenientemente 
escolhidos no cone K. Contudo, devemos ter em mente que a acuracidade das estimativas 
depende fortemente da escolha dos elementos e, algumas vezes, os limites obtidos podem ser 
exagerados. Em aplicações é muito importante que tenhamos estimativas precisas. 
Os Teoremas 15 e 16, que seguem abaixo, podem ser encontrados em Krasnosels'kii [26] nas 
páginas 77 e 82, respectivamente. 
Teorema 15: Se 
Axo:?: Çxo, 
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onde A é um operador linear positivo, -xo 'f- K e K é um cone gerador, então o raio 
espectral de A satisfaz r (A) ::O: Ç. 
Teorema 16: Seja A um operador linear positivo tal que 
onde xo # O e xo E K. Se K é um cone s6lido e normal e x0 é um ponto interior de K 
então 
r (A) :::; '1· 
Estes resultados serão aplicados ao nosso operador T' (0). 
Teorema 17: Seja T' (O) o operador linear sobre o espaço de Banach C [0, L] com cone 
C [O, L]+ dado pela equação {2.10}, com núcleo dado pela equação {2.5). Temos então 
as seguintes estimativas para r (T' (O)) : 
inf {!L B(a,()d(} :::;r(T'(O)):::; sup {!L B(a,()d(} (3.1) 
aE[O,Lj aE[O L] 
o ' o 
e 




L } lffB(a,()B((,r)d(drJ 
inf j B (a,() d( :::; inf -"-0 --"0'---,L,_-----






L L } f f B (a,() B ((, T) d(dT L 
o o 
sup L · ::; sup B (a, () d( . 
oC[OJ-\ [ B (O,() d{ •'fUI {! ) 
Dem.: Considerando o operador 
L 
T' (O) h f B(a,Ç)h(Ç)dÇ, 
o 
dado pela equação (2.10), cujo núcleo é dado pela equação (2.5), ou seja, 
temos que T' (O) é um operador linear, fortemente positivo e completamente contínuo 
sobre o espaço de Banach C [0, L] com cone sólido e normal C [0, L] +. Já mostramos que 
este núcleo é estritamente positivo. 
Considerando xo = 1 temos 
inf {!L B(a,()d(}xo::; JL B(a,()x0 (()d(::; sup {!L B(a,()d(}xo. (3.3) ~M aE[OL] o o . o 
L 
Tomando xo (a) f B (a,() d( então 
o 
L [L ] LL 
T'(O)xo= JB(a,() jB((,T)dT d(= f jB(a,()B((,T)d(dT. 
o o o o 
Sendo B (a,() estritamente positivo, segue que xo é um ponto interior de K, particular-
57 
L 




L L f fB(a,()B((,T)d(dT L f f B(a,()B((,T)d(dT= 0 0 L f B(a,()d( 
o o f B (a, () d( o 
o 
{f fB (a,() B ((,T)d(dT} {f fB (a,()B ((,T)d(dT} 'f oo T'(O) oo m L xo :S xo :S sup L xo. aE[O,L] f B (a,() d( aE[O,L] f B (a,() d( 
o o 
(3.4) 
Todas as considerações anteriores, juntamente com os Teoremas 15 e 16 e as inequações 
(3.3) e (3.4), resultam no desejado. 
Particularmente, os limitantes para o raio espectral de T' (O) estabelecidos na inequação 
(3.2) já haviam sido obtidos anteriormente por Lopez e Coutinho [30]. Contudo, a forma como 
nossos limitantes foram obtidos, via a escolha de elementos do cone satisfazendo as desigualdades 
necessárias, apresentam a vantagem de, encontrando funções mais convenientes, estabelecer 
melhores estimativas. 
Seguem na próxima seção alguns exemplos de estimativas do Número de Reprodutibilidade, 
ou seja, do raio espectral de T' (0), utilizando diferentes taxas de contato idade-estruturadas. 
3.2 Exemplos 
3.2.1 Uma taxa de contato constante 
Considerando uma taxa de contato constante em todas as idades, ou seja, 
(3 (a, a') = (3, (3.5) 
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e uma taxa de vacinação idade-estruturada dada por 
(3.6) 
onde e é a função de Heaviside, v é a taxa de vacinação constante e a1 e a 2 são idades tais que O ::; 
a 1 < a2 ::; L, temos que o operador sobre o espaço de Banach C [0, L] com cone C [0, L]+ dado 
por 
L ( 
f- -f A(r)dr T:l(a) = B(()e o -\(()d(, 
o 
onde 
_ -f v(r)dr , 1 ( L [L ] B (() = {3aXbe 0 e"' f eb-o-)s f e-(1'~-r)a da' ds 
é um operador positivo e completamente contínuo, com derivada forte de Fréchet em O na 
direção do cone dada por 
L 
r' (0),\(a) =f B(()-\(()d(, 
o 
que é um operador linear, fortemente positivo e completamente contínuo. 
Usando o Teorema 6 (Teorema de Existência) temos que o Número de Reprodutibilidade 
Rv é dado pelo raio espectral de r' (0), ou seja, 
Rv = sup {I 'li : '7 é um autovalor de r' (O)} . 
Usando o Teorema 5 (i) temos que r = r (r' (O)) é um autovalor simples com autovetor 
pertencente ao conjunto int (C [0, L]+) = {f E C [0, L]+ : f (a) > O, a E [O,Ll}, e não existe 
outro autovalor com autovetor positivo. Como r' (O) tem sua imagem em R, considerando 
L 









r' (O)h(a) =f E(Ç)dÇ f E(() dZ;. 
o o 
r' (O)h(a) ='l)h(a), 
L 
'l) =f E(()dÇ. 
o 
L 
Rv =f E(() d(, 
o 
Rv = (3uXb /e -l v(r)dr e"' { í e(-y-a)s [/ e-(J"+r)a' da'] ds} d(. 
Note que pelo Teorema 17, os limites inferior e superior de r(r' (O)) dados pela inequação 
(3.1) são 
L L 
f E(Ç)dÇ::õr(r'(O)):::; f E(Ç)d(, 
o o 
e sendo ambos os limites iguais, tem-se o valor exato para o Número de Reprodutibilidade Rv. 
Usando a função de Heaviside, a expressão para Rv pode ser reescrita como 
e mudando as ordens de integração temos 
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é o Número de Reprodutibilidade Basal. 
Se v i O, e tomando a1 = O e a2 --+ oo, temos 
Note que o nível crítico de cobertura V c, ou seja, o valor mínimo necessário para a erradicação 
da doença, é dado por V c= !L (R.o- 1). 
Mais que isto, sendo 
L 
G (a, s) f f3 (a, a') e-(!'+'Y)a' da' 
temos 
e'"~5G (a, s) 
s 
L 
- f {Je-(I'+'Y)a' da 
s 
{3e-(JJ.+"f)s - [3e-(~L+"f)L 
(!'+'Y) (!'+'Y) ' 
e'YS ((3e-(!1-+'"f)s - (3e-(JJ.+!)L) 
(!'+'Y) (!'+'Y) 
......fL_ re-J.J.S-fS+"fs _ e-J.J.L-rL+is] 
(!'+'Y) • 
_ ~ [1 _ 8 -'Y(L-s)-!'(L-s)] 
= r:~~; [1 8 -b+I')(L-s)l, 
que é uma função decrescente em s para todo a E [0, L] . Segue do Teorema 12 (Teorema de 
Unicidade) que, se Rv > 1, temos uma única solução não-trivial da força de infecção que pode 
ser atingida pela seqüência recursiva 
onde qualquer aproximação inicial Ào E C [0, L]+, Ào i O, pode ser escolhida. 
Agora, desejando o esforço mínimo de vacinação necessário para erradicar a doença, v'h, 
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precisamos calcular o infimum do conjunto {v: Rv < 1 }, ou seja, 
vth = inf {v: Rv < 1}. 
Esta condição pode ser aplicada à equação (3.8) tomando Rv = 1 e resolvendo a mesma em 
v. Desta maneira obtemos vth sempre que ele existe. 
3.2.2 Taxas de contato separáveis 
Calculando B (a,() para 
(3 (a, a') = f (a) g (a') , (3.10) 
temos 
f v(s)ds 
< {L [L ] } B(a,() =CJXbe 0 f e-o-(s-Ç)e~s f g(a!)e-(JJ.+-y)a'da' ds f(a). 
Considerando asserções sobre as funções reais f e g definidas no intervalo real [0, L], tais 
que as condições necessárias para o Teorema 6 (Teorema de Existência) se verifiquem, segue 
que o operador 
L < 
f f À(s)ds TÀ (a)= B (a,() eo ,\ (() d( 
o 
é positivo, completamente contínuo e sua derivada de Fréchet no ponto O na direção do cone 
C [0, L]+ é dada por 
L 
T' (O),\ (a)= f B (a,(),\(() d(, 
o 
que é um operador linear, fortemente positivo e completamente contínuo. 
Como no caso anterior, é suficiente calcular o único autovalor positivo de T' (O) que é 
exatamente seu raio espectral. 
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Calculando T' (O) f (a) temos 
T' (O) f(a) = 
[! g (a') e-(f.'+-r)a' da'] ds} f (a) f(() d(}. 
Esta equação pode ser reescrita como 




L -f v(s)ds {L 
r (T' (O)) = rJ X& [e 0 [ e-~(s-() e<8 x 
(3.11) 
[! g(a')e-(1-'+-r)a'da'] ds} f(()d(}. 
Usando a inequação (3.1) do Teorema 17 temos 











L -lv(,)d• {L [L ] } 
=f (a) 7],crXb [e 0 { e-a(s-Ç)e'' [ g (a') e-(1-'+-r)a' da' ds d(, 
LL f f B(a,Ç)B(Ç,r)dÇdr 
o o 
L f B(a,Ç)dÇ 
o 
( 
L f v(s)ds L L , 
f(a)TJ,..UX~; J e 0 J e-u(s-Ç)e-rs J g(a')e-(~+-y)a da' ds dÇ 
= ------~0~~--~~(------~~·----------~~~ 
f(a)aX, l e -l *)d• {! e-*-OeO' [! g(a')e-("+ol•' da'] ds }dÇ 
Segue da inequação (3.2) do Teorema 17 que 
mais uma vez um valor exato para R,. 
Particularmente, considerando v= O temos o Número de Reprodutibilidade Basal, ou seja, 
(3.12) 
Antes de verificarmos a unicidade da solução não-trivial usando o Teorema 12 (Teorema 
de Unicidade), analisemos a questão diretamente da equação (2.4), isto é, 
L ç 
f -f >.(s)ds À (a)= B (a,() e o À(() d(. 
o 
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Neste caso temos que 
À (a)= { ( ( L -f À(s)ds -f v(>)d> oXb] e o À ( () e 0 x o 
Considerando 
temos que a solução tem a forma 
À(a) = kf(a). 
Substituindo esta fórmula na equação (2.4) obtemos 
L , -k f f(s)ds [I g (a') e-CJ.'+-r)a da'] ds} e 0 f(() d( , ( } 
e assumindo f (a) uma função estritamente positiva, e desde que procuramos k # O, temos que 
k deve satisfazer a seguinte equação 
(3.13) 
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Definindo o lado esquerdo da equação (3.13) por Ç (k), ou seja, 
-f v(,)d' -k f(s)ds L< {L [L ] } < Ç (k) = aXb I e 0 f e-o-(s-()e'' f g (a') c(~+-r)a'da' ds e [ f(() d(, 
temos que se k =O então Ç (k) =r (T' (O)) e sendo Ç (k) uma função contínua e estritamente 
decrescente em k segue que se r (T' (O))> 1 existe um único k >O tal que a equação (3.13) tem 
uma solução. Por outro lado, se r (T' (O)) ::; 1, a equação (3.13) não tem solução estritamente 
positiva. 
Argumentos similares para a prova da unicidade no caso de funções separáveis podem ser 
encontrados em Greenhalgh [18] e Dietz e Schenzle [12]. 
Usando o Teorema 12 (Teorema de Unicidade), temos que, se 
L 
H(a,s) = f(a)e"~' J g(a')e-(u+-y)a'da' 
s 
é uma função decrescente em s para todo a e r (T' (O)) > 1, então a solução não-trivial é única 
e pode ser atingida por uma seqüência recursiva do tipo 
onde qualquer aproximação inical .\o E C [0, L]+ , .\o # O, pode ser escolhida. Esta exigência 
sobre H (a, s) estabelece condições sobre as funções f (a) e g (a'). Por exemplo, é suficiente que 
g (a') seja decrescente. 
Entretanto, mesmo que a função H (a, s) não seja decrescente em s para cada a, podemos 
ainda verificar se a equação (2.20) é positiva. 
Primeiro exemplo: f3 (a, a') f3e-c,ae-c2a' 
Calculamos o Número de Reprodutibilidade Rv utilizando a equação (3.11). Substituindo 
(3.14) 
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e a taxa de vacinação dada pela equação (3.6) na equação (3.11) segue que 
Resolvendo esta integração e tomando L --+ oo obtemos 
onde o Número de Reprodutibilidade Basal Ro é dado por 
Se c 1 = c2 = O, ou seja, se a taxa de contato é constante igual a (3, reobtemos 
onde 
é o Número de Reprodutibilidade Basal, que são as equações (3.8) e (3.9). 
Se v # O e tomando a1 = O e a2 -+ oo obtemos 
Portanto, considerando a taxa de contato idade estruturada dada pela equação (3.14), para 
uma vacinação em todas as idades temos que o nível crítico de cobertura v c é agora dado por 
V c = (!1 + C1 + C2) (Ro- 1) · 
Neste caso, decorre do Teorema 12 (Teorema de Unicidade) que, sendo g(a') = e-c2 a' 
uma função decrescente em a', não só a solução não-trivial quando ocorre é única, como esta 
pode ser atingida recursivamente pela seqüência 
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onde Ào # O, >-o E C [0, L]+ pode ser tomado arbitrariamente. 
Segundo exemplo: {3 (a, a')= {3e-c,la-ad e-C2Ia'-azl 
Substituindo 
(3.15) 
na equação (3.11) obtemos 
Considerando v = O, a1 < az (no caso de a 1 ;::: a2 procedemos da mesma maneira) e e a 
função de Heaviside, a última equação pode ser reescrita como 
[t e-czia'-azle-(!'+"Y)a' e (a1 - s) da'] ds} d(}. 
Resolvendo a equação (3.16) e tomando L -+ oo obtemos 
= 
h- a)(/'+ c1)(J.L +i'- c2) (J.L + /' + cz) 
2c2e-qal e-(p.+o-)a2 
+7(1'----a7) 7(a-+~c~l)'(_J.L_+_a----cz')'(J.L~+-a-+~~') 
2c2e-c1( a2a1) e-p.a2 




(1- O")(/- CJ) ('y + CJ) (!" + "(- C2) (/" + "( + C2) 
4cl c2e-J.Laze-o-(az-al) 
Se c1 = c2 = O então 
e se a1 = a2 = O então 
que são, respectivamente, os resultados de R,; obtidos quando consideramos a taxa de contato 
constante, ou seja, (3 (a, a')= (3, e (3 (a, a')= (3e-c,ae-c2 a'. 
Neste caso, a questão da unicidade da solução não-trivial quando ela existe, ou seja, r (T' (O)) > 
1, provém do fato de (3 (a, a') ser uma função separável. A existência de uma função recursiva 
que convirja para a mesma fica então dependendo de condições sobre os parâmetros de modo 
que H (a, s) seja uma função decrescente em s para todo a ou, que a equação (2.20) seja positiva. 
Sendo H (a, s) dada por 
H(a,s) = 
e-(-..+--r+cz )Leczaz e-(~-t+r-cz).s e-cza.z } 
(,u+y+cz) + (J.L+r cz) ,ses~az 
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segue que 8Jf (a, s) é igual a 
&H 
as (a, s) = 
(p.-c2)e-c2a2e-(l-'+-r-c2)s} 
(Jk+'Y C2) 
Portanto, é necessário que verifiquemos a relação entre os vários parâmetros envolvidos para 
verificar quando H (a, s) é decrescente. Assim, temos que: 
A) Se az::; s então ~~(a, s) <O. 
B) Se s ::; az, os seguintes casos se verificam: 
Bl) Se (t-L + 1- cz) >O e (t-L- cz) >O então~~ (a,s) <O. 
B2) Se (t-L+I-Cz) >O e (J.L-cz) <O. 
Das suposições anteriores segue que (!'+r Z-,c, > O e ( (~-c2 ) ) < O, e portanto, para que 02)(!'+-t+cz) I' -y cz 
'iJ: (a,s) <O, devemos ter 
ou seja, 
f€c2a2e-(p.+y+c2 )L 
(f.L + 1 + cz) 
Como a pior possibilidade ocorre em s = O, então 
B3) Se (!-' + 1 - cz) < O. 
Observe que neste caso temos que f.L- cz < -1 < O. Segue então que - (1'+-r ;,;(:: -r+c2 ) > O e 
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- J~c'J, 1 <O, e portanto, para que ~~(a, s) <O, devemos ter 
0< 
Novamente, a pior comparação ocorre em s =O, e portanto, 
0< 
2J'C2€c2a2 e- (,u+-y+c2 )a2 
(p, + 'Y - c2) (p, + 'Y + c2) 
"(eczaze-(I'+'Y+cz)L (p, _ c2 ) e-czaz 
< (p, + 'Y + c2) + (p, + 'Y - cz) · 
A condição de ser H (a, s) decrescente em s para todo a resulta nas considerações anteriores. 
Nos casos em que tal asserção não se verifica, resta a possibilidade de verificarmos a positividade 
da equação (2.20). 
Sendo a equação (2.20) dada por 
( 
( ) L L ~ J v(s)ds e"( f e-s(oc--y)G(a,s)ds+e'<G(a,() -r5e"ç f e-s(a--y)G(a,s)ds, 
o ( ( 
L 





e''G(a,() -ae"' f cs(oc--y)G(a,s)ds. 
( 
-ae"' f cs(a--y)G (a, s) ds = e"' (e-aLe-yLG (a, L)- e-açe,çG (a,()) 
( 
L 
-e"( f e-as-f, (e"~5G (a, s)) ds, 
( 
segue que a equação (2.20) passa a ser 
L 
-e"ç f e-ocs :
8 
(e"~5G (a, s)) ds, 
( 
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quando v= O. Como H (a, s) = e'"~5G (a, s), ambas as condições, a Condição Forte sobre H (a,s), 
ou seja, de H (a, s) ser decrescente em s para cada a, e a Condição Fraca, de positividade da 
equação (2.20), são equivalentes. 
3.2.3 Um caso onde o Teorema de Existência não é aplicável 
Considerando a taxa de contato 
(3 (a, a') = (38 (a - a') , 
onde 8 é o Delta de Dirac, e v = O, a equação (2.5) tem a forma 
B(a,() = (Jo"Xbe"' l eC'"Y-<7)se(s-() [/8 (a-a')e-Ci'+'"Y)a'e (a'- s)da'] ds, 
onde e é a função de Heaviside. 
Fazendo L --> oo e resolvendo a equação acima, obtemos 
Neste caso, a equação (2.4) é reescrita como 
a < 
f -I >.(s)ds .\(a)= B(a,()e o .\(()d(, 
o 
,se(::;a 
, se a< ( 
(3.17) 
(3.18) 
que é uma equação integral de Volterra homogênea não-linear do segundo tipo (Tricomi [37]). 
É fácil ver que>.= O é uma solução da equação (3.18). De fato, a solução trivial é sua única 
solução. Suponhamos.\* uma solução não-negativa da equação (3.18). Então 
a < 






B(a,()e o ,\* (() = 
ç 
-I >.•(s)ds 





B (a,() e o ,\ * ( () = 
ç 
-I >.•(s)ds ~-~ e-~<ae--y(a-Ç) [ck--y)(a-Ç)- 1] e o ,\* (() , se 1 < u. 
Então, em ambos os casos, temos 
< 
-I >.•(s)ds 
B(a,()e o ,\*(() ::;K\,\*(()\, 
onde K = f-;_:1· 
Assim 
a 
\,\*(a)\::; J K\,\*(()\d(::;K\\,\*1\a. 
o 
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Segue então que 
a a 
2 
i>! (a)! :S f K 1,\* (()I d(,::; f K 2 11,\*ll (d( = K 2 ll,\*ll ~. 
o o 
É possível mostrar, usando indução sobre n, que 
n 
1,\* (a)! :5: Kn 11,\*11 ;. 
n. 
Tomando o limite quando n....., oo obtemos ,\ * =O, e portanto a única solução da equação (2.4) 
é a trivial. 
Note que, o significado biológico da única solução possível, considerada a taxa de contato 
dada pela equação (3.17), ser a solução nula, traduz o fato de que se uma doença se propaga 
preferencialmente entre indivíduos da mesma idade, então ela não será capaz de se disseminar 
numa população. 
3.2.4 Uma taxa de contato geral 
Considerando uma taxa de contato do tipo 
f3 (a, a') j3e -ela-a' I' (3.19) 
onde a função (3 (a, a') é tal que as asserções do Teorema 6 (Teorema da Existência) são 
satisfeitas, segue que o Número de Reprodutibilidade é o raio espectral do operador linear, 
fortemente positivo e completamente contínuo T' (O) que é dado pela equação (2.10), ou seja, 
com núcleo 
L 
T' (O) u (a)= f B (a,() u (() d(, 
o 
[! (3 (a, a') e-(M+'t)a'da'] ds. 
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Tomando v = O e /3 (a, a') dado pela equação (3.19) e substituindo ambos na equação de 
B (a,() temos que 
B(a,() = 
Não sendo possível encontrar uma expressão analítica para o raio espectral de T' (O) podemos 
estim&-lo através da inequação (3.1) do Teorema 17. 
L 
Calculando f B (a,() d( quando L-> oo obtemos 
o 
Se c = O temos que 
00 
f /3!7Xb B(a,()d(= ( )( ) !t ~t+"i ~t+C7 
o 
que é o Número de Reprodutibilidade Basal quando a taxa de contato é considerada constante 
igual a /3. 
Se a= O temos 
00 
e se a _, oo então f B (a,() d( -+ O. 
o 
Analisando a questão da unicidade pelo Teorema 12 (Teorema de Unicidade) devemos 
L 
estudar o comportamento de H (a, s) e-rs f /3 (a, a') e-(1'+-r)sds. H (a, s) será decrescente em 
s 
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s para cada a dependendo das relações entre os parâmetros c, I" e 1. Substituindo a equação 
(3.19) na equação de H (a, s) obtemos 
H(a,s) = 
e-(p.+-y-c)se-ca} 




, se s s; a. 
Observe que esta equação é a mesma que obtemos para H (a, s) quando consideramos 
(3 (a, a') = (3e-c,la-a,le-c2 1•'-a2 1 e tornamos c1 = O, az = a e cz = c e portanto, as mesmas 
considerações que as feitas no caso anteriormente estudado são válidas. 
Uma outra alternativa seria determinar urna seqüência recursiva que convergisse para al-
guma solução não-trivial de TÀ = À, mesmo que não possamos afirmar nada quanto a unici-
dade. Iremos então determinar operadores que limitam T superior e inferiormente e sejam, eles 
próprios, operadores monótonos, onde obviamente as afirmações anteriores, quanto à unicidade 
e existência de seqüências recursivas convirgindo para a solução não-trivial, são válidas. 
Considerando a taxa de contato 
73 (a, a') = (3e-c(d-al, (3.20) 
seja T o operador da equação (2.12) obtido a partir da função 73 (a, a') . Ternos então que T é 
um operador positivo e completamente contínuo, com derivada forte de Fréchet em O na direção 
do cone C [0, L]+ dada por 
L 
T'(O)u(a) = j B(a,()u(()d(, 
o 
onde B(a,() é obtido da equação (2.5) substituindo (3(a,a') por 73(a,a'). T'(O) é linear, 
fortemente positivo e completamente contínuo. Além disto, é de fácil verificação que T' (O) :S 
T' (O) urna vez que (3 (a, a') :S 73 (a, a'). Segue do Teorema 5 (iii) que r (T' (O)) :S r (r' (O)). 
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L~ 
Sendo H (a,s) = e<• J (3(a,a')e-(J'+r)a'da' uma função decrescente em s para cada a, se 
$ 
1 < r (T' (O)) então segue, de 1 < r (T' (O)) :; r ( T' (O)) e do Teorema 12 (Teorema de 
Unicidade), que T tem uma única solução não-trivial que por ser atingida recursivamente 
pela seqüência 
independente da escolha da aproximação inicial .\0 E C [0, L]+ , .\0 i= O. 
Sendo T :; T e T é um operador monótono, ao considerarmos a seqüência positiva 
temos que .\1 = T.\o:; T.\o = .\1. Supondo então que a desigualdade Àn-1 :; C seja válida 
para n um inteiro positivo qualquer, segue que 
ou seja, a seqüência (Àn) é limitada superiormente pela seqüência ( Àn) que é uma seqüência 
convergente e portanto, ela própria limitada. Portanto (.\n) é limitada. Sendo T um ope-
rador compacto e (.\n):;"=1 = (T>-n-1):;"=0 temos que (.\n) possui uma subseqüência convergente, 
digamos, (.\nk). Se .\* = lim Ànk segue que 
n~oo 
ou seja, ,\ * é uma solução de T ,\ = .\. 
Uma vez que Te T são ambos uo-limitados, uo = 1, temos que existem a1, (3 1 , a2 e (32 
números positivos tais que para todo x E C [0, L]+, x i= O, são válidas as desigualdades 
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e 
Assim, é possível encontrar O < a < 1 tal que 
aT:::;T. 
Portanto aÀ1 = ( a:T) Ào $ T>.o = À1. Suponhamos válida a inequação ar,;:;:$ Àn-1 para 
n um inteiro positivo qualquer. Desde que T é côncavo e monótono e, O < a < 1, segue que, 
Como a seqüência ( Àn) converge para a solução não-trivial de T>. =.\,temos que,\* é também 
não-trivial e além disso, 
onde); é a única solução não-trivial de T>. = .\. 
Sendo assim, determinamos uma seqüência que converge para uma solução não-trivial de 
T.\ = .\. 
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-CONCLUSAO 
O principal objetivo deste trabalho é estabelecer condições para que a equação integral 
L < 
f -f À(()dÇ ,\(a)= B(a,Ç)e o ,\(Ç)d( 
o 
tenha uma solução não-trivial. Para uma taxa de contato idade dependente, (3 (a, a') E C [0, L], 
positiva a menos de (3 (0, O) , onde pode ser igual a zero, e uma taxa de vacinação, também 
idade dependente, v (a) , contínua ou contínua por partes com no máximo um número finito 
de descontinuidades, e limitada, o Teorema 5 (Teorema de Existência), desenvolvido no 
Capítulo 1, estabelece que se o raio espectral do operador integral sobre espaço de Banach 
C [0, L] , com cone C [0, L]+ , o qual é dado pela equação 
L 
T' (0),\ (a)= f B (a, Ç) ,\ (() d(, 
o 
é maior que 1 então existe pelo menos uma solução não-trivial. Caso contrário, ou seja, se o 
raio espectral é menor ou igual a 1, então a única solução possível é a trivial. Portanto, mais 
que caracterizar 14!, o resultado se aplica à avaliação de programas de vacinação, uma vez que 
para cada v (a) temos caracterizado o valor Rv (:s; 14J). 
Tratamos também a questão da unicidade. O Teorema 12 (Teorema de Unicidade) 
estabelece a unicidade da solução não-trivial e uma seqüência recursiva que converge para a 
mesma, assumindo que o raio espectral de T' (O) é maior que um e que a função H (a, s) é 
decrescente em s para todo a. Vemos ainda que a condição sobre H (a, s) pode ser substituída 
pela condição que a equação (2.20) seja positiva, uma vez que as equações (2.17) e (2.18) são 
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sempre positiva e estritamente positiva, respectivamente. Ambas as condições implicam que a 
derivada parcial gsB (a, s) é menor que zero e, portanto, o operador T é uo-monótono. 
A estabilidade local da solução trivial, resultado estabelecido no Teorema 14 (Teorema 
de Estabilidade), também é caracterizada por condições sobre o raio espectral do operador 
T' (O). Se r (T' (O)) ::; 1 a solução trivial é localmente estável e, caso contrário, ou seja, se 
r (T' (O)) > 1, então a solução trivial é localmente instável. 
Finalmente, devido a dificuldade que geralmente é encontrada no cálculo do raio espectal, 
no Teorema 17 estabelecemos limites superior e inferior para Ro. Os limites se comportam de 
maneira bem conveniente na análise de casos clássicos (taxas de contato constante e separável). 
No mesmo capítulo 3, trabalhamos alguns exemplos para diferentes taxas de contato idade 
dependente. 
Para a obtenção dos resultados acima descritos, foram utilizados resultados do tipo Ponto 
Fixo e de operadores monótonos, encontrados em Krasnosels'kii [26] [27], além de propriedades 
de operadores positivos e fortemente positivos sobre cones, encontrados em Deimling [10]. 
Outros dois trabalhos, Greenhalgh [19] e Lopez e Coutinho [30], também usando uma taxa 
de contato idade dependente como sendo uma função pertencente a C [0, L] , caracterizaram o 
Número de Reprodutibilidade como o raio espectral de um operador integral.. 
Greenhalgh [19] faz a exigência que a taxa de contato seja estritamente positiva (página 
651, linha -12), o que não é necessário em nosso caso. Lopez e Coutinho [30] usam em sua 
demonstração o Teorema de Schauder. O Teorema de Schauder exige que a aplicação aja em 
um conjunto convexo. A definição de convexo dada por Griffell [17], página 145, geometrica-
mente tem o seguinte significado: um conjunto convexo deve conter qualquer segmento de reta 
unindo quaisquer dois pontos pertencentes a ele. Considerando, por questão de simplificação 
dos cálculos, L= 1, temos que é fácil ver que o conjunto T = C[O,L]+ n {<p; II'PII = 1} não 
é convexo, bastando considerar as funções x (a) = a, y (a) = 4a ( 1 - a) pertencentes a T e 
z (a) = ~x (a)+ (1- !)y (a). A norma dez é igual a ~~'ou seja, llzll = ~~'e portanto z não 
pertence a T apesar de pertencer ao segmento de reta que une pontos de T, a saber, x e y. 
Lembremos que o Teorema de Schauder é um resultado que estabelece a existência de um pon-
to fixo para um operador contínuo agindo num conjunto fechado e convexo cuja imagem, pelo 
operador, está contida em um subconjunto relativamente compacto do domínio de definição. 
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Ao considerarmos o conjunto C[O,L]+ n {<,o; II'PII:::; 1}, este sim um conjunto convexo, abrimos 
a possibilidade que a função nula seja o ponto fixo obtido na resposta do Teorema de Schauder, 
uma vez que para o operador considerado, a imagem da função nula é a própria função nula. 
A questão da estabilidade da solução trivial não é enfocada por Lopez e Coutinho [30], mas 
somente por Greenhalgh [19]. Greenhalgh utiliza a caracterização de Ro como raio espectral 
para estabelecer condições de estabilidade. Como a caracterização exige que a taxa de contato 
seja estritamente positiva, os resultados acerca da estabilidade também estão condicionados a 
tal exigência, o que, como já havíamos dito, não é exigido em nosso caso. 
Quanto a questão da unicidade da solução não-trivial, esta não é abordada por Greenhalgh 
[19], mas somente por Inaba [23] e Lopez e Coutinho [30]. Inaba considera um modelo SIR e não 
leva em conta qualquer esquema de vacinação, estabelecendo condições para a monoticidade 
do operador integral. Lopez e Coutinho não exigem a monoticidade do operador integral e 
baseiam seu resultado em outros dois. O primeiro deles estabelece um intervalo que contém 
o espectro do operador integral (veja seção 4) usando o Teorema de Schauder agindo sobre 
conjunto T = C [0, L]+ n { <p; II'PII = r} . O segundo resultado diz respeito ao uso de um teorema 
de Krasnosel 'skii [27], página 159, Teorema 5.4. No mencionado teorema é necessário que ao 
único autovalor de B~ corresponda um único autovetor. O único autovalor de B~ é O e seu 
correspondente autoespaço é C [0, L] . 
Ainda um breve comentário aos resultados obtidos por Lopez e Coutinho, quando gener-
alizam os resultados obtidos para um núcleo positivo para um núcleo não-negativo (seção 6, 
subseção 6.1), observamos que o conjunto das funções positivas, em que ser positiva, para os 
autores, significa ter somente um número finito de pontos onde a função se anula, acrescido da 
função nula não é um cone. Um cone, em particular, deve ser um conjunto fechado. Tomando 
novamente L = 1 pela mesma razão exposta anteriormente, e considerando a seguinte seqüência 
l ~ [sen (4nr.a) + 1] fn (a)= 2(n-l) (a_ l) + l n 2 n 
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que pertence ao conjunto acima descrito, temos que esta converge para a função 
! o f (a)= 2 (a-~) 
que não pertence ao conjunto mencionado. 
Olhando os resultados estabelecidos no trabalho do ponto de vista epidemiológico, temos 
que: 
( 
L -f .>-(()d( 
I) Obter condições para que a equação integral À (a) = J B (a,() e o À ( () d( tenha solução 
o 
distinta da trivial é equivalente a estabelecer condições para que uma dada doença seja capaz 
de invadir e se estabelecer em uma certa comunidade, uma vez que, neste caso, À (a) representa 
a força de infecção, parâmetro epidemiológico definido como a taxa de incidência per capita. 
II) A caracterização de Rv como o raio espectral de um operador permite que possamos 
avaliar resultados de um determinado programa de vacinação que tenha como objetivo a er-
radicação de uma doença. Considerando, por exemplo, o programa de vacinação dado por 
v(a) = vB(a-a1)B(a2 -a), onde v é a taxa de vacinação e [a1,a2] o intervalo etário onde a 
vacinação será feita, podemos: (i) saber se este programa é eficiente, ou seja, se Rv :S 1, uma 
vez que teremos, neste caso, À = O; (ii) determinar o esforço mínimo de vacinação, ou seja, o 
menor valor de v tal que Rv = 1; (iii) determinar intervalos etários [a1, a2] convenientes para o 
controle da doença. 
III) A estabilidade da solução trivial é equivalente a que a ocorrência de um pequeno número 
de casos não implicará no alastramento da doença na forma de um surto epidêmico. 
IV) Finalmente, a questão da unicidade tem primordialmente um significado numérico. A 
força de infecção é passível de alterações por meio de intervenções na população (por exemplo, 
quimioterapias, campanhas de vacinação, etc.) e, assim, a obtenção de À é interessante quando 
a partir dela é possível obter a taxa de contato, {3 (a, a'), este sim um parâmetro que caracteriza 
o padrão de comportamento da doença na comunidade em questão. Quando temos não só a 
unicidade mas também uma maneira de obter À, no nosso caso, ><ia uma seqüência recursiva, 
podemos, ao estudar o caso de uma população em equilibrio em relação ao tempo e que não re-
cebeu qualquer intervenção de controle relativamente a doença, calcular os vários parâmentros 
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envolvidos na taxa de contato. 
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APÊNDICE 
Sobre r (S (w)) --->O quando w---> +oo 
a; 
SejaS (w) = (S;j (w))l:Si,j:<;n uma matriz com S;j (w) = sup f S (a,(, v(() ,w) d( e, 
ai-l:Sa:Saiaj-1 
S(a,(,v(() ,w) dado pela equação (2.33), ou seja, 
- jv(s)ds 1 , , ç L [L ] S(a,(,v((),w)=e 0 f ( aXbf3(a,a')e-~""e-w(a-Ç)e--y(a-b)da1 e-a(b-Ç)db. 
Se w1 :::; w2 então S (a,(, v(() ,w1) 2: S (a,(, v(() ,w2) e portanto 
aj aj f S(a,Ç,v(() ,w1)d( 2: f S(a,(,v(Ç) ,w2)d(. 
aj 
Observe que para cadaj, j = l, ... ,n, a função a E [a;-!, a;]>--+ f S(a,(,v((),w)d( é 
a1-1 
contínua em a, para todo i= 1, ... n. Sendo [ai-1, a;] um compacto, existe a* E [a;_1 , a;] tal que 
aj a1 





S;j(wz) = sup f S(a,Ç,v((),w2)d( 
e portanto S (w1) 2:: S (w2). 
ai-l$a$aiaj-l 
a; 
= f S(a*,(,v((),wz)d( 
Uj-1 
a; 
< f S(a*,(,v(() ,w1)d( 
a; 
< sup f S (a,(, v ( () , w1) d( 
Ui-1$a$_aiaj-1 
Considerando, no Teorema 5 (iii), A = S (w2) e S = S (w1), segue que r (S (wz)) :O: 
r (S (w1)), ou seja, r (S (w)) é função monótona decrescente em w. Particularmente, se w1 < wz 
então r (S (w2)) <r (S (w1)). Mais que isto, temos que S (w) = (Sij (w))--+ O quando w--+ +oo. 
Definição: Uma matriz Anxn is irredutível se não existe uma matriz permutação P (uma 
matriz peNnutação é uma matriz quadrada tal que Pe; = ej, com i--+ j uma permu-
tação de {1, ... ,n} e {e1, ... ,en} a base natural de Rn) tal que 
com matrizes quadradas A1 e Az. Se tal é possível, então A é dita redutível. Particu-
larmente, se A= [a;j] é tal que a;j >O, para todo i,j, então A é irredutível. 
Os teoremas A e B podem ser encontrados, respectivamente, em Deimling [10], página 226 
e Greenhalgh [18]. 
Teorema A: Seja A= (a;j) uma matriz n x n, com a,j 2:: O para todo i,j :O: n { A 2:: O para 
simplificar). Então 
i) r (A) é um autovalor A com autovetor positivo. Se B > O e A - B > O, então 
r (A) 2:: r (B). 
ii) Se A é irredutível, então r (A) é um autovalor simples com autovetor em int (R+). 
iii) Se a;j >O para todo i,j, então 1>-1 <r (A) para todos os autovalores ,\;;f r (A). 
89 
Teorema B: Seja 
F (k, 77) = det (A (k)- ryid) 
a equação polinomial onde A (k) é uma matriz n x n. Suponhamos que 
i) F (k, ry) é continua em k para k real, continua à direita em k = O, e analítica na 
variável complexa 7J para 7J E V, V um domínio em C. 
ii) r (A (k)) é uma raíz simples de F (k, ry). 
iii) r (A ( k)) é estritamente monótona decrescente em k. 
Então r (A (k)) é contínua em k para k >O e contínua à direita em k =O. 
Por definiçãor(S(w)) = max{IÀI: À é um autovalor de S(w)}, e sendo À um autovalor da 
matriz S ( w) , segue que À é raíz da equação polinômial em x 
P (x,w) = det [S (w)- xid]. 
Como Sij (w) > O para todo i,j, a matriz S (w) é irredutível. Usando o Teorema A segue 
que r ( S ( w)) é um autovalor simples com autovetor em int (R+) . 
Tomando A(w) = S(w) e F(w,ry) = det[S(w) ryid], pelo Teorema B temos que r(S(w)) 
é uma função contínua em w, particularmente, 
lim r(S(w))=r(lim S(w))=r(O)=O. 
'W--+00 W--+00 
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