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Abstract
By using the unit-cube decomposition to the frequency spaces, we study the Cauchy problem for the
nonlinear Schrödinger equation and the nonlinear Klein–Gordon equation. Some global well posedness
results are obtained for the small Cauchy data in some modulation spaces Ms
p,1.
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1. Introduction
In this paper we study the Cauchy problem for the nonlinear Schrödinger equation (NLS) and
the nonlinear Klein–Gordon equation (NLKG):
iut +u+ f (u) = 0, u(0) = u0, (1.1)
utt + (I −)u+ f (u) = 0, u(0) = u0, ut (0) = u1, (1.2)
where u(t, x) is a complex valued function of (t, x) ∈ R × Rn, i = √−1, ut = ∂/∂t , utt =
∂2/∂2t,  = ∂2/∂2x1 + · · · + ∂2/∂2xn, f (u) is a scalar nonlinear function of u ∈ C, u0 and
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equivalent forms:
u(t) = S(t)u0 + iA f (u), (1.3)
u(t) = K ′(t)u0 +K(t)u1 −Bf (u), (1.4)
where we denote ω = (I −),
S(t) = eit, A =
t∫
0
S(t − τ) · dτ, (1.5)
K(t) = sin tω
1/2
ω1/2
, K ′(t) = cos tω1/2, B =
t∫
0
K(t − τ) · dτ. (1.6)
In this paper, we mainly study the global well posedness of (1.1) and (1.2) with small data
in Ms2,1, which is a kind of modulation spaces with lower smoothness, see Section 2. Before
stating our main results, we give a brief explanation to our main ideas on the NLS only, because
the NLKG can be handled in a similar way. In order to solve the NLS, the basic Lp−Lp′ estimate
of S(t) plays an important role (cf. [4,7,18,31]):
∥∥S(t)ϕ∥∥
p
 |t |−n(1/2−1/p)‖ϕ‖p′, 1/p + 1/p′ = 1, 2 p ∞, (1.7)
where ‖u‖p := ‖u‖Lp(Rn). This estimate and the Strichartz inequalities derived from (1.7) are
fundamental tools in the study of the NLS. We see that the right-hand side of (1.7) has singularity
at t = 0. In order to control the growth of singularity, we usually have a restriction n(1/2 −
1/p)  1; cf. [7,18]. By using the unit-cube decomposition to the frequency space as in our
earlier work [38], we will remove the singularity at t = 0 but preserve the decay at t = ∞ in
certain modulation spaces.
Let S := S (Rn) be the Schwartz space and S ′ := S ′(Rn) be its dual space. Let Q0 =
{ξ : ξi ∈ [−1/2,1/2), i = 1, . . . , n} and Qk = k + Q0, k ∈ Zn. One easily sees that {Qk}k∈Zn
consists in a unit-cube decomposition of Rn, that is,
⋃
k∈Zn Qk = Rn and Qk ∩Qj = ∅ if k 
= j .
The unit-cube decomposition to the physical space has been applied into the study of the non-
linear evolution equations in recent years; cf. Constantin and Saut [9], Kenig, Ponce and Vega
[19,20], and Ginibre and Velo [14]. Vargas and Vega [37] used a kind of isometric decompo-
sition with length 2j to the frequency space when they considered the well posedness of 1D
cubic NLS with infinite L2 mass. In this paper we will mainly use the unit-cube decomposition
to the frequency space. Following [38], we denote k ∼ F−1χQkF , k ∈ Zn, which are said to
be the isometric decomposition operators (or, frequency-uniform-decomposition operators). For
any s ∈ R, 0 <p,q ∞, we write 〈k〉 = 1 + |k| and
Msp,q :=
{
f ∈S ′: ‖f ‖Msp,q =
(∑
n
〈k〉sq‖kf ‖qp
)1/q
< ∞
}
. (1.8)k∈Z
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cases 1 p,q ∞ were considered.1 We can show that S(t) satisfies the following estimate:∥∥S(t)f ∥∥
Msp,q

(
1 + |t |)−n(1/2−1/p)‖f ‖Ms
p′,q , (1.9)
where s ∈ R, 1/p + 1/p′ = 1, 2 p ∞, 0 < q ∞. Comparing (1.9) with (1.7), we see that
the decay rate at t = ∞ is preserved but the singularity at t = 0 disappears in (1.9).
On the basis of (1.7), the Strichartz inequalities can be established in the following versions
(see, for instance, Cazenave and Weissler [7], Keel and Tao [18]):∥∥S(t)ϕ∥∥
Lγ (p)(R,Lp)
 ‖ϕ‖2, (1.10)
‖A f ‖Lγ (p)(R,Lp)  ‖f ‖Lγ (r)′ (R,Lr′ ), (1.11)
where 2/γ (·) = n(1/2 − 1/·), 1/q + 1/q ′ = 1; 2  p, r  ∞ satisfying γ (p), γ (r)  2,
p, r 
= ∞ if n = 2. Keel and Tao [18] pointed out that the ranges of exponents (γ (p),p) could
most likely be not optimal. In fact, Keel and Tao also showed that if a semigroup S(t) satisfies
the estimate ∥∥S(t)f ∥∥
p

(
1 + |t |)−n(1/2−1/p)‖f ‖p′ , (1.12)
then (1.10) and (1.11) hold if one substitutes γ (p) and γ (r) by any γ  γ (p) ∨ 2 and β 
γ (r) ∨ 2, respectively. Since the estimate (1.9) is similar to (1.12), we can optimize (1.10) and
(1.11) in function spaces Msp,q to cover the exponents (γ,p) and (β, r) satisfying γ  γ (p)∨ 2
and β  γ (r)∨ 2, see Section 3 for details.
For simplicity, we denote M0p,q = Mp,q . We are particularly interested in the space Mp,1 and
M2,1, in which the norms can be rewritten as
‖f ‖Mp,1 =
∑
k∈Zn
‖kf ‖p, (1.13)
‖f ‖M2,1 =
∑
k∈Zn
‖χQk fˆ ‖2. (1.14)
Using (1.9) and the Strichartz estimates in function spaces Msp,q , we can get some global well
posedness results for the NLS with small data in Mp,1 and M2,1. Let κ0 be the positive root of
the quadratic equation
nκ2 + (n− 2)κ − 4 = 0. (1.15)
Strauss [31] studied the scattering at lower energy of the NLS in the case when f (u) = λ|u|κu,
κ ∈ (κ0,4/(n− 2)). Weissler [44] considered the global small solutions and asymptotically self-
similar solutions of the NLS in the two power case f (u) = λ|u|κu + μ|u|ρu, κ,ρ ∈ (κ0,4/
(n− 2)), where the initial data belong to certain Sobolev spaces with some derivative regularity.
Let π(uκ+1) be any (κ + 1)-time product of u and u¯. We have the following
1 Here we adopt an equivalent norm on modulation spaces, for the original definition of Msp,q , see Section 2.
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and there exists a small δ > 0 such that ‖u0‖M(2+κ)/(1+κ),1  δ. Then (1.3) has a unique global
solution
u ∈ X :=
{
u: sup
t∈R
(
1 + |t |)nκ/(4+2κ)∥∥u(t)∥∥
M2+κ,1 < ∞
}
. (1.16)
Theorem 1.1 needs several remarks. We can show that Mp,1 ⊂ L∞∩Lp is a sharp embedding,
i.e., Mp,1 has no derivative regularity: Mp,1 
⊂ Hεp ∪ Bε∞,∞ for any ε > 0; cf. Section 2. So, the
solutions obtained in Theorem 1.1 have small amplitudes but no derivative regularity. Due to
M2+κ,1 ⊂ L2+κ , we have from (1.16) that∥∥u(t)∥∥2+κ  (1 + |t |)−nκ/(4+2κ) (1.17)
and the decay rate is the same as that of the Schrödinger semigroup S(t). If the initial data belong
to M(2+a)/(1+a),1 with a ∈ (κ0, κ] ∩N and ‖u0‖M(2+a)/(1+a),1  δ, then the same results hold if we
substitute κ by a in (1.16).
There is no essential difficulty to generalize Theorem 1.1 to the nonlinearity f (u) which is the
sum of different powers, say f (u) = λ(e|u|2 − 1)u. If f (u) takes such an exponential growth,
(1.1) is a model equation in nonlinear optics.
Theorem 1.2. Let n  2, f (u) = λ(e|u|2 − 1)u, λ ∈ C,  > 0. Assume that u0 ∈ M4/3,1 and
there exists a small δ > 0 such that ‖u0‖M4/3,1  δ. Then (1.3) has a unique global solution
u ∈ X :=
{
u: sup
t∈R
(
1 + |t |)n/4∥∥u(t)∥∥
M4,1
< ∞
}
. (1.18)
Theorem 1.2 does not cover one spatial dimension as a special case. In Theorem 1.1 we need
κ > κ0 = (1 +
√
17 )/2 for f (u) = |u|κu in one spatial dimension, so, the nonlinearity f (u) =
|u|2u is excluded in the case n = 1. Recalling that (e|u|2 − 1)u = ∑k1 k|u|2ku/k!, which
contains |u|2u, we easily see that the method of Theorem 1.1 is invalid for f (u) = λ(e|u|2 −1)u
if n = 1. However, if f (u) = λ(e|u|2 − 1 − |u|2)u, then the result of Theorem 1.2 also holds
for one spatial dimension.
When f (u) = uκ+1, κ  4/n, we can apply the Strichartz inequalities in Msp,q to get the
well posedness of solutions with small Cauchy data in M2,1. In current case, Cazenave and
Weissler [7] studied the local well posedness of solutions of (1.3) in the critical space Hsκ ,
sκ = n/2 − 2/κ  0, and the local solution is a global one if u0 in H˙ sκ is sufficiently small.
Planchon [29] generalized the initial data to the space B˙sκ2,∞, from which the self-similar global
solutions were also obtained. If the nonlinearity is the sum of different powers, say an exponential
growth, Nakamura and Ozawa [23] studied the global well posedness with small data in the
critical space Hn/2. In the case u0 ∈ M2,1, the local well posedness of solutions in M2,1 has been
shown in our earlier work [38]. This local solution can be extended to a global one if u0 in M2,1
is sufficiently small:
Theorem 1.3. Let n  1, f (u) = π(u1+κ ), κ ∈ N, κ  4/n. Assume that u0 ∈ M2,1 and there
exists a small δ > 0 such that ‖u0‖M2,1  δ. Then (1.3) has a unique global solution
40 B. Wang, H. Hudzik / J. Differential Equations 232 (2007) 36–73u ∈ C(R,M2,1)∩ 1
(
L
p
x,t∈R
)
, (1.19)
where p ∈ [2 + 4/n,2 + κ] ∩ N, and
1
(
L
p
x,t∈R
)= {u ∈S ′(Rn+1): ∑
k∈Zn
(∫
R
∫
Rn
∣∣ku(t, x)∣∣p dx dt)1/p < ∞}. (1.20)
Theorem 1.4. Let n 2, f (u) = λ(e|u|2 − 1)u, λ ∈ C,  > 0. Assume that u0 ∈ M2,1 and there
exists a small δ > 0 such that ‖u0‖M2,1  δ. Then (1.3) has a unique global solution
u ∈ C(R,M2,1)∩ 1
(
L4x,t∈R
)
. (1.21)
Noticing that M2,1 ⊂ L∞ ∩ L2, we know that the solutions above are small amplitude solu-
tions. But we do not forget that M2,1 has no derivative regularity: M2,1 
⊂ Hε ∪ Bε∞,∞ for any
ε > 0. In Section 2 we will show that Bn/22,1 ⊂ M2,1 is a sharp embedding, from which we see that
M2,1 is a lower regularity version of Besov spaces Bn/22,1 . So, our Theorems 1.3 and 1.4 obtain
new global well posedness results for the NLS with suitable small rough data. Recall that there
are many works which have been devoted to the study of the nonlinear dispersive wave equa-
tions with rough initial data in recent years (see, for instance, [2,33]). On the other hand, due to
Mp,1 ⊂ M2,1 for p < 2, we see that the conditions on initial data in Theorems 1.3 and 1.4 are
weaker than those of Theorems 1.1 and 1.2, respectively. Using a standard way we can get the
existence of the scattering operators in M2,1.
Corollary 1.5. Assume that the conditions on f (u) and n in Theorem 1.3 or Theorem 1.4 are
satisfied. Then the scattering operator S for the NLS carries a whole neighborhood M2,1(δ) =
{u: ‖u‖M2,1  δ} into M2,1.
For the NLKG, we have some similar results as in Theorems 1.1–1.4. Since the Klein–Gordon
semigroup eitω1/2 is lack of smoothness, the basic estimates of eitω1/2 are slightly more compli-
cated than those of Schrödinger semigroup. We have for G(t) = eitω1/2 , ω = (I −),∥∥G(t)f ∥∥
M−2σp,q 
(
1 + |t |)−nθ(1/2−1/p)‖f ‖Mp′,q , (1.22)
where 2 p ∞, θ ∈ [0,1] and
2σ = (n+ 2)θ
(
1
2
− 1
p
)
. (1.23)
From (1.22) we can get some global existence and uniqueness results for the NLKG analogous to
Theorems 1.1 and 1.2 and we will not state these results. If f (u) ∼ uκ+1, κ  4/n, the existence
of the scattering operators with small data in energy space H 1 was shown by Pecher [27,28]
in the case κ  4/(n − 2), and Wang [41,42] generalized Pecher’s results to the Hs critical
case κ = 4/(n − 2s), 0  s < n/2. If f (u) is the sum of different powers, especially for the
exponential nonlinearities, the existence of small data scattering operators in Hs was established
by Nakamura and Ozawa [24,25], and Wang [43]. On the basis of (1.22) and the Strichartz type
B. Wang, H. Hudzik / J. Differential Equations 232 (2007) 36–73 41estimates derived from (1.22), we can deal with the initial data at lower regularity and have the
following
Theorem 1.6. Let n 1, f (u) = π(u1+κ ), κ ∈ N, κ  4/n. Let
σ = n+ 2
n(2 + κ) . (1.24)
Assume that (u0, u1) ∈ Mσ2,1 × Mσ−12,1 and there exists a small δ > 0 such that ‖u0‖Mσ2,1 +‖u1‖Mσ−12,1  δ. Then (1.4) has a unique global solution
u ∈ C(R,Mσ2,1)∩ 1(L2+κx,t∈R), (1.25)
where ‖f ‖Ms2,1 =
∑
k∈Zn〈k〉s‖χQk fˆ ‖2.
In Theorem 1.6, κ  4/n implies that σ  1/2 and σ = 1/2 if and only if σ = 4/n. One
easily sees that σ → 0 as κ → ∞. But we do not know if Theorem 1.6 still holds when we only
assume that (u0, u1) ∈ M2,1 ×M−12,1 , where the difficulty arises from the “derivative loss” of the
semigroup estimates (1.22). The initial condition can be slightly improved by
(u0, u1) ∈ Mσ2,q ×Mσ−12,q , 1 q <
n(1 + κ)
n(1 + κ)+ 2σ − 1 , (1.26)
see Section 8 for details. If the nonlinearity has an exponential growth, say for the sinh-Gordon
equation, we have the following
Theorem 1.7. Let n  2, f (u) = sinhu − u, σ = (n + 2)/4n. Assume that (u0, u1) ∈ Mσ2,1 ×
Mσ−12,1 and there exists a small δ > 0 such that ‖u0‖Mσ2,1 + ‖u1‖Mσ−12,1  δ. Then (1.4) has a
unique global solution
u ∈ C(R,Mσ2,1)∩ 1(L4x,t∈R). (1.27)
Corollary 1.8. Assume that the conditions on f (u), n and σ in Theorem 1.6 or Theorem 1.7 are
satisfied. Then the scattering operator S for the NLKG carries a whole neighborhood Mσ2,1 ×
Mσ−12,1 (δ) = {(u0, u1): ‖u0‖Mσ2,1 + ‖u1‖Mσ−12,1  δ} into M
σ
2,1 ×Mσ−12,1 .
This paper is organized as follows. In Section 2 we state the notion of the modulation spaces
Msp,q and the embedding theory of such a kind of spaces will be discussed. In Section 3 we will
consider the dual space of Msp,q . Some basic estimates and the Strichartz estimates in Msp,q for
the Schrödinger and Klein–Gordon semigroups will be given in Sections 4 and 5. Finally, we
show our main results in Sections 6–8, respectively.
Throughout this paper, R,N and Z will stand for the sets of reals, positive integers and in-
tegers, respectively. R+ = [0,∞), Z+ = N ∪ {0}. c < 1, C > 1 will denote positive universal
constants, which can be different at different places. a  b stands for a  Cb for some constant
C > 1, a ∼ b means that a  b and b  a. We write a ∧ b = min(a, b), a ∨ b = max(a, b).
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to use a variety of function spaces: Lebesgue spaces Lp := Lp(Rn), ‖ · ‖p := ‖ · ‖Lp , Bessel
potential spaces Hsp = (I − )−s/2Lp , Hs = Hs2 . Some properties of these function spaces can
be found in [3,35]. For any function sequence f = {fk(x)}, we write ‖f ‖q (Lp) = ‖‖fk‖Lp‖q ,
‖f ‖Lp(q ) = ‖‖fk‖q‖Lp . We will use the function space Lγ (R,Lρ(Rn)), ‖f ‖Lγ (R,Lρ(Rn)) =
(
∫
R
(
∫
Rn
|f (t, x)|ρ dx)γ/ρ dt)1/γ and if there is no confusion, Rn will be omitted in various func-
tion spaces. We denote by B(x,R) the ball in Rn with center x and radius R. F or ˆ denotes
the Fourier transform; F−1 denotes the inverse Fourier transform. At the end of this section, we
state the well-known Bernstein multiplier estimate; cf. [3,17,35]:
Proposition 1.9 (Bernstein multiplier estimate). Let Ω ⊂ Rn be a compact set, 0 < r ∞. Let
us denote σr = n(1/(r ∧ 1) − 1/2) and assume that s > σr . Then there exists a constant C > 0
such that ∥∥F−1ϕFf ∥∥
r
C‖ϕ‖Hs‖f ‖r (1.28)
holds for all f ∈ LrΩ := {f ∈ Lp: supp fˆ ⊂ Ω} and ϕ ∈ Hs . Moreover, if r  1, then (1.28)
holds for all f ∈ Lr .
2. Modulation spaces Msp,q
As indicated in Section 1, the modulation spaces Msp,q(Rn) in the case 1  p,q ∞ were
introduced by Feichtinger [11], where he also considered the modulation spaces Msp,q(G) on
locally compact Abelian group G and some fundamental results for Msp,q(Rn) were derived as
corollaries of those for Msp,q(G), see Propositions 2.1, 2.3–2.5 below. The modulation space
Msp,q(R
n) was also mentioned as a remark in our earlier work [38], where the cases 0 <p,q < 1
were also covered by resorting to the norm as in (1.8). In this paper we are only interested
in the problems which are relevant to PDE, especially, the embedding between Besov spaces
and modulation spaces. Some earlier inclusion results between Besov and modulation spaces
were obtained by Gröbner in his unpublished thesis [15]. Recently, Okoudjou [26] and Toft [34]
obtained some new inclusions between Besov and modulation spaces, where all of those results
dealt with the cases 1 p,q ∞. The main purpose of this section is to give some generalized
versions to the embeddings between Msp,q and Bsp,q for all 0 < p,q ∞, and we also present
some counterexamples to show that some of them are optimal embeddings. Our approach is the
frequency-uniform-decomposition method used by Gröbner and different from Okoudjou’s and
Toft’s techniques. Now let us recall Feichtinger’s definition on modulation spaces. The short-time
Fourier transform of a function f with respect to g ∈S is
Vgf (x,ω) =
∫
Rn
e−it ·ωg(t − x)f (t) dt,
where g is said to be a window function. We write
‖f ‖◦Msp,q =
( ∫
n
( ∫
n
∣∣Vgf (x,ω)∣∣p dx)q/p〈ω〉sq dω)1/q,
R R
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Msp,q is defined as the space of all distributions f ∈ S ′(Rn) for which ‖f ‖◦Msp,q is finite (see
Feichtinger [11] in the cases 1 p,q ∞).
Now we give an exact definition of ‖ · ‖Msp,q as in (1.8). Let ρ ∈ S (Rn) and ρ :Rn → [0,1]
be a smooth radial bump function adapted to the ball B(0,
√
n ), say ρ(ξ) = 1 as |ξ | √n/2,
and ρ(ξ) = 0 as |ξ |√n. Let ρk be a translation of ρ:
ρk(ξ) = ρ(ξ − k), k ∈ Zn. (2.1)
Since ρk(ξ) = 1 in the unit closed cube Qk with center k and {Qk}k∈Zn is a covering of Rn, one
has that
∑
k∈Zn ρk(ξ) 1 for all ξ ∈ Rn. We write
σk(ξ) = ρk(ξ)
(∑
k∈Zn
ρk(ξ)
)−1
, k ∈ Zn. (2.2)
It is easy to see that ⎧⎪⎪⎪⎨⎪⎪⎪⎩
|σk(ξ)| c, ∀ξ ∈ Qk,
suppσk ⊂ {ξ : |ξ − k|√n},∑
k∈Zn σk(ξ) ≡ 1, ∀ξ ∈ Rn,
|Dασk(ξ)| Cm, ∀ξ ∈ Rn, |α|m.
(2.3)
Hence, the set
Υ = {{σk}k∈Zn : {σk}k∈Zn satisfies (2.3)} (2.4)
is nonempty. Let {σk}k∈Zn ∈ Υ be a function sequence. Denote
k :=F−1σkF , k ∈ Zn, (2.5)
which are said to be the isometric decomposition operators (or, frequency-uniform-decomposition
operators). For any k ∈ Zn, we write |k| = |k1| + · · · + |kn|, 〈k〉 = 1 + |k|. For any s ∈ R,
0 <p,q ∞, we denote:
Msp,q
(
Rn
)= {f ∈S ′(Rn): ‖f ‖Msp,q = (∑
k∈Zn
〈k〉sq‖kf ‖qp
)1/q
< ∞
}
. (2.6)
For simplicity, we will write M0p,q = Mp,q .2
2 Replacing the power regularity index 〈k〉sq by an exponential regularity index 2λq|k| in (2.6), we get ‖f ‖
Eλp,q
:=
(
∑
k∈Zn 2λq|k|‖kf ‖qp)1/q . Eλp,q introduced in [38] can be regarded as a kind of exponential modulation spaces. It is
easy to see that E0p,q = Mp,q .
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equivalent norms on modulation spaces Msp,q .
Recall that Feichtinger [11] showed the equivalence of ‖ · ‖Msp,q and ‖ · ‖◦Msp,q in the case 1
p,q ∞, and we leave the proof of Proposition 2.1 for the cases 0 <p,q < 1 into Appendix A.
Now we give some comparisons between function spaces Msp,q and Besov spaces Bsp,q . Let
ψ :Rn → [0,1] be a smooth radial bump function adapted to the ball B(0,2): ψ(ξ) = 1 as
|ξ |  1 and ψ(ξ) = 0 as |ξ |  2. We write δ(·) := ψ(·) − ψ(2·) and δk := δ(2−k·) for k  1;
δ0 := 1 −∑k1 δk . We say that k := F−1δkF , k ∈ Z+, are the dyadic decomposition opera-
tors. Besov spaces Bsp,q are defined in the following way:
Bsp,q =
{
f ∈S ′(Rn): ‖f ‖Bsp,q =
( ∞∑
j=0
2sjq‖jf ‖qp
)1/q
< ∞
}
. (2.7)
Recalling that
k ∼F−1χQkF , k ∈ Zn; j ∼F−1χ|·|∼2jF , j ∈ Z+ (2.8)
and each dyadic shell {ξ : |ξ | ∼ 2j } contains O(2nj ) many cubes Qk , we can regard {k}k∈Zn is
the refinement of {j }j∈Z+ . Roughly speaking, in Msp,q , the regularity index 〈k〉s corresponds
to the cube Qk in which ξ ∈ Qk means that |ξ | = |k| + O(1) in frequency spaces. In Bsp,q , the
regularity index 2js reflects the position of the dyadic region {ξ : |ξ | ∼ 2j } in frequency spaces.
From this point of view, we can easily understand that Msp,q is a natural generalization to Bsp,q .
If there is no explanation, we will always assume that s, si ∈ R, 0 <p,pi, q, qi ∞.
Proposition 2.2 (Equivalent norm). Let {σk}k∈Zn , {ϕk}k∈Zn ∈ Υ . Then {σk}k∈Zn and {ϕk}k∈Zn
generate equivalent norms on Msp,q .
Proposition 2.3 (Completeness). For any s ∈ R, 0 <p,q ∞, we have
(1) S (Rn) ⊂ Msp,q ⊂S ′(Rn);
(2) Msp,q is a quasi-Banach space. Moreover, if 1 p,q ∞, then Msp,q is a Banach space;
(3) If 0 <p,q < ∞, then S (Rn) is dense in Msp,q .
Proposition 2.4 (Isomorphism). Let 0 < p,q ∞, s, σ ∈ R. Then Jσ = (I − )σ/2 :Msp,q →
Ms−σp,q is an isomorphic mapping.
Proposition 2.2 can be found in [38]. The proofs of Propositions 2.3–2.4 are quite similar
to Besov spaces, one can refer to [11] for the cases 1  p,q ∞ and [35,38] for the cases
0 <p,q < 1.
Proposition 2.5 (Embedding). We have the following
(1) Ms1p1,q1 ⊂ Ms2p2,q2 , if s1  s2, 0 <p1  p2, 0 < q1  q2,
(2) Ms1p,q1 ⊂ Ms2p,q2 , if q1 > q2, s1 > s2, s1 − s2 > n/q2 − n/q1.
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sition 3.5 in [38] for the cases 0 < pi, qi ∞. Now we prove (2). We have from Hölder’s
inequality,
‖f ‖
M
s2
p,q2
=
(∑
k∈Zn
〈k〉s2q2‖kf ‖q2p
)1/q2
 ‖f ‖
M
s1
p,q1
(∑
k∈Zn
〈k〉(s2−s1)q1q2/(q1−q2)
)(q1−q2)/q1q2
. (2.9)
Noticing that
∑
k∈Zn
〈k〉(s2−s1)q1q2/(q1−q2) 
∞∑
i=0
〈i〉n−1+(s2−s1)q1q2/(q1−q2) (2.10)
and the series on the right-hand side (2.10) is convergent if s1 − s2 > n/q2 − n/q1, we get the
result of (2). 
Remark 2.6. One may ask if (2) in Proposition 2.5 still holds in the case s1 − s2  n/q2 − n/q1.
The answer is negative. For instance, we show that
M1p,∞(R) 
⊂ Mp,1(R). (2.11)
Let f ∈S (R) satisfy supp fˆ ⊂ (−1/2,1/2). Put
F̂ (ξ) =
∑
k∈Z
1
1 + |k| fˆ (ξ − 2k)χQ2k (ξ). (2.12)
It is easy to see that F ∈ M1p,∞(R), but
‖F‖Mp,1(R) 
∑
k∈Z
‖2kF‖p ∑
k∈Z
1
1 + |k| = ∞. (2.13)
Proposition 2.7 (Embedding). For any 1 <p ∞, we have Mp,1 ⊂ L∞ ∩Lp .
Proof. In [38] we have shown that Mp,1 ⊂ B0p,1. Since B0p,1 ⊂ Lp , we have Mp,1 ⊂ Lp . By
Proposition 2.5, we have Mp,1 ⊂ M∞,1 and
‖f ‖∞ 
∑
k∈Z
‖kf ‖∞ = ‖f ‖M∞,1 , (2.14)
which implies Mp,1 ⊂ L∞. 
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M2,1 ⊂ L∞ ∩L2. (2.15)
Moreover, we can ask if the inclusion in (2.15) is optimal. This question relates to a more general
question: In [38] we have shown that
Mp,q ⊂ B0p,q, 0 < q  p ∧ 1. (2.16)
We can further ask if Mp,q contains some derivative regularity, i.e., if
Mp,q ⊂ Bεp,r (2.17)
holds for some 0 < ε  1, 0 < r ∞. The answer is negative:
Proposition 2.8. For any 0 < ε  1, 0 <p,q, r ∞, we have
Mp,q 
⊂ Bεp,r ∪Bε∞,∞. (2.18)
Proof. Let f ∈S (Rn) be a Schwartz function satisfying supp fˆ ⊂ {ξ : |ξi | < 1/2, i = 1, . . . , n}.
Denote
Λ = { ∈ Zn: B(0,√n )∩B(,√n ) 
= ∅}. (2.19)
Let N  1, 0 < ε  1,
k(j) = (2Nj ,0, . . . ,0) ∈ Zn, (2.20)
F̂ (ξ) =
∞∑
j=1
2−εNj fˆ
(
ξ − k(j)). (2.21)
Noticing that supp F̂ ⊂⋃∞j=1 Qk(j), we see that
kF = 0 if k /∈
∞⋃
j=1
(
k(j)+Λ). (2.22)
Since N  1, we see that {k(j)+Λ}∞j=1 is a pairwise disjoint sequence. Hence,
‖F‖qMp,q 
∞∑
j=1
∑
∈Λ
‖k(j)+F‖qp 
∞∑
j=1
∑
∈Λ
2−εNqj
∥∥F−1σk(j)+fˆ (· − k(j))∥∥qp
=
∞∑
j=1
∑
∈Λ
2−εNqj‖f ‖qp  1, (2.23)
whence, it follows that F ∈ Mp,q . On the other hand, taking s > ε, we have
B. Wang, H. Hudzik / J. Differential Equations 232 (2007) 36–73 47‖F‖rBsp,r 
∞∑
j=1
2srj‖jF‖rp 
∞∑
j=1
2srNj‖NjF‖rp

∞∑
j=1
2(s−ε)rNj
∥∥F−1δNjχQk(j) fˆ (· − k(j))∥∥rp, (2.24)
where δj = δ(2−j ·). We may assume, without loss of generality, that δ(ξ) = 1 if |ξ | ∈ [3/4,5/4].
Hence,
F−1δNjχQk(j) fˆ
(· − k(j))=F−1χQk(j) fˆ (· − k(j)). (2.25)
By (2.24) and (2.25),
‖F‖rBsp,r 
∞∑
j=1
2(s−ε)rNj = ∞. (2.26)
From the discussion above we also see that F /∈ Bs∞,∞. 
Hence, we obtain that Mp,1 has no derivative regularity, i.e.,
Mp,1 
⊂ Hεp ∪Bε∞,∞, M2,1 
⊂ Hε ∪Bε∞,∞ ∀ε > 0. (2.27)
Gröbner [15] showed that Msp,q ⊂ Bs−n/q
′
p,q if 1 p,q ∞. The following is a generalization
to his result in the cases 0 <p,q ∞.
Lemma 2.9. We have
Mp,q ⊂ B0p,q, ∀q  p ∧ 1,
M
n(1/(p∧1)−1/q)
p,q ⊂ B0p,q, ∀q  1 ∧ p.
Proof. In [38], we have shown that Mp,q ⊂ B0p,q if 0 < q  p ∧ 1. Now we show that
M
n(1/(p∧1)−1/q)
p,q ⊂ B0p,q for q > 1 ∧ p. We divide the proof into the cases p < 1 and p  1.
If p  1, our result is identical with Gröbner’s result. However, we would like to keep our proof
for completeness.
Case 1. p  1. Write
Λ0 =
{
k ∈ Zn: B(k,√n )∩ {ξ : |ξ | ∈ [0,2)} 
= ∅}, (2.28)
Λj =
{
k ∈ Zn: B(k,√n )∩ {ξ : |ξ | ∈ [2j−1,2j+1)} 
= ∅}, j  1. (2.29)
Using Bernstein’s multiplier estimate, we have
‖jf ‖p 
∑
k∈Λ
∑
∈Λ
‖jk+kf ‖p  ∑
k∈Λ
‖kf ‖p, (2.30)
j j
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(a1 + · · · + am)q mq−1
(
a
q
1 + · · · + aqm
)
. (2.31)
Since k ∈ Λj implies that |k| ∼ 2j and Λj overlaps O(2nj ) many unit cubes, we have from
(2.30) and (2.31) that
‖f ‖q
B0p,q

∞∑
j=0
( ∑
k∈Λj
‖kf ‖p
)q

∞∑
j=0
2jn(q−1)
∑
k∈Λj
‖kf ‖qp

∞∑
j=0
∑
k∈Λj
〈k〉n(q−1)‖kf ‖qp  ‖f ‖q
M
n(1−1/q)
p,q
. (2.32)
Case 2. p < 1. In view of q/p > 1, one sees that
(a1 + · · · + am)q/p mq/p−1
(
a
q/p
1 + · · · + aq/pm
)
. (2.33)
Using Bernstein’s multiplier estimate, we have
‖jf ‖qp 
( ∑
k∈Λj
∑
∈Λ
∫
Rn
|jk+kf |p dx
)q/p
 2jn(q/p−1)
∑
k∈Λj
‖kf ‖qp. (2.34)
Using the same method as in Case 1, we easily get the result, as desired. 
The second inclusion for the case p = 2 in Proposition 2.9 is also sharp, see [38] for a coun-
terexample.
Lemma 2.10. We have
B
n(1/q−1/2)
2,q ⊂ M2,q , ∀0 < q < 2.
Proof. By the Plancherel equality, we have
‖f ‖qM2,q ∼
∑
k∈Zn
‖χQk fˆ ‖q2 . (2.35)
Denote Λj = {k ∈ Zn: |k| ∈ [2j−1,2j )}. We have for some L  1,
‖f ‖qM2,q 
∑
L
‖χQk fˆ ‖q2 +
∞∑
j=L
∑
k∈Λ
‖χQk fˆ ‖q2 . (2.36)
|k|2 j
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we have
‖f ‖qM2,q  ‖f ‖
q
2 +
∞∑
j=L
2jn(1−q/2)
∥∥∥∥ ∑
k∈Λj
χQk fˆ
∥∥∥∥q
2
 ‖f ‖q2 +
∞∑
j=L
2jn(1−q/2)‖χ|·|∈(2j−2,2j+1)fˆ ‖q2 .
 ‖f ‖q
B
n(1/q−1/2)
2,q
, (2.37)
which implies the result, as desired. 
In the cases 1  p,q ∞, by using the norm ‖ · ‖◦Msp,q , together with Young’s convolution
inequality and the interpolation in modulation spaces, Toft [34] proved the following inclusions:
Lemma 2.11. Let 1 p,q ∞. We have
M
σ(p,q)
p,q ⊂ B0p,q, σ (p, q) = max
(
0, n
(
1
p ∧ p′ −
1
q
))
. (2.38)
Proof. We give a new proof for completeness. In view of Lemma 2.9 and the dual version of
Lemma 2.10, we have
Mnp,∞ ⊂ B0p,∞, 1 p ∞, (2.39)
M
n(1/2−1/q)
2,q ⊂ B02,q , 2 q ∞. (2.40)
Taking p = 1,∞ and q = ∞, one has that
Mn1,∞ ⊂ B01,∞, Mn/22,∞ ⊂ B02,∞, Mn∞,∞ ⊂ B0∞,∞. (2.41)
A complex interpolation between the embeddings in (2.41) (cf. [3,11]) yields
M
n/(p∧p′)
p,∞ ⊂ B0p,∞, 1 p ∞. (2.42)
Lemma 2.9 also implies that
Mp,1 ⊂ B0p,1, 1 p ∞. (2.43)
Recall that
M2,2 = B02,2. (2.44)
By the complex interpolations between (2.42)–(2.44), we have the result, as desired. 
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p′ =
{
p/(p − 1), 1 <p ∞,
∞, 0 <p  1. (2.45)
Theorem 2.12. Let 0 <p,q ∞, s ∈ R. We have
M
s+σ(p,q)
p,q ⊂ Bsp,q, σ (p, q) = max
(
0, n
(
1
p ∧ p′ −
1
q
))
. (2.46)
Proof. It is a straightforward consequence of Lemmas 2.9 and 2.11. 
Theorem 2.12 generalizes Toft’s result to all 0 < p,q ∞. We now give a brief explanation
to σ(p,q). Let us observe (1/p,1/q) ∈ R2+ and put
S1 =
{
(1/p,1/q): 1/q  (1/p)∨ (1/p′)},
S2 =
{
(1/p,1/q): 1/q  1/p, 1/p  1/2
}
,
S3 = R2+ \ (S1 ∪ S2).
We easily see that
σ(p,q) =
⎧⎨⎩
0 in S1,
n(1/p − 1/q) in S2,
n(1/p′ − 1/q) in S3.
(2.47)
By the above discussions and counterexamples, we see that the embedding (2.46) is optimal in
the region (1/p,1/q) ∈ S1 and the line 1/p = 1/2, however, we do not know if it is also optimal
in the region S2 ∪ S3 \ {(1/p,1/q): 1/p = 1/2}.
The dual version of the embedding Msp,q ⊂ Bs−n/q
′
p,q in Gröbner [15] is that Bs+n/qp,q ⊂ Msp,q ,
1 p,q ∞. We can generalize it to the cases 0 <p,q ∞.
Lemma 2.13. Let 0 <p,q ∞, s ∈ R. We have
B
s+n/q
p,q ⊂ Msp,q . (2.48)
Proof. It suffices to consider the case s = 0. In view of Bernstein’s multiplier estimate, we have
for |k|  1, |k| ∈ [2j−1,2j ),
‖kf ‖p =
∥∥∥∥∥F−1σk
4∑
=−4
δj+Ff
∥∥∥∥∥
p

4∑
=−4
‖j+f ‖p. (2.49)
If q = ∞, (2.49) implies the result, as desired. So, we only need to consider the case 0 < q < ∞.
Since {k: |k| ∈ [2j−1,2j )} has at most O(2nj ) elements, we have
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|k|1
‖kf ‖qp
)1/q

(∑
j1
∑
|k|∈[2j−1,2j )
‖kf ‖qp
)1/q

∑
||4
(∑
j1
2nj‖j+f ‖qp
)1/q
 ‖f ‖
B
n/q
p,q
. (2.50)
The case |k| 1 is easier to handle and we omit the details. 
As a dual version of (2.46) in Theorem 2.12, we have
Theorem 2.14. Let 0 <p,q ∞, s ∈ R. We have
B
s+τ(p,q)
p,q ⊂ Msp,q, (2.51)
where
τ(p, q) =
{
max(0, n( 1
q
− 1
p∨p′ )), 1 p,q ∞,
n/q, 0 <p < 1 or 0 < q < 1.
(2.52)
Proof. It is a consequence of Lemmas 2.11 and 2.13. 
Remark 2.15. In view of Theorem 2.14 or Lemma 2.10, together with (2.15), we have
B
n/2
2,1 ⊂ M2,1 ⊂ L∞ ∩L2. (2.53)
In [38], we also showed that Hn/2 
⊂ M2,1. So, the first inclusion in (2.53) is sharp. Moreover, by
Proposition 2.8, the second inclusion in (2.53) is also optimal.
3. Dual space of Msp,q
For a quasi-Banach space X, we denote by X∗ the dual space of X. For any p ∈ (0,∞), we
denote by p′ the dual number of p as in (2.45). If 1 p,q < ∞, Feichtinger [11] showed that
(Msp,q)
∗ = M−s
p′,q ′ . It is known that (B
s
p,q)
∗ = B−s+n(1/(p∧1)−1)
p′,q ′ for all s ∈ R, 0 < p,q < ∞. In
this section we show that (Msp,q)∗ = M−sp′,q ′ holds for all s ∈ R, 0 <p,q < ∞, which is different
from the dual space of Besov space Bsp,q in the case 0 <p < 1.
Theorem 3.1 (Dual space). Let s ∈ R, 0 <p,q < ∞. We have
(
Msp,q
)∗ = M−s
p′,q ′ . (3.1)
The proof of Theorem 3.1 proceeds in a similar way as in the proof for the dual spaces of
Besov spaces; cf. Triebel [35]. Since it is of importance for its own sake, we give a self-contained
proof. We need some useful lemmas.
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lection of all f ∈S ′(Rn) satisfying that there exists {fk}k∈Zn ⊂ Lp such that f =∑k∈Zn kfk
and ‖〈k〉sfk‖q(Lp) < ∞. Let us define
‖f ‖M˜sp,q = inf
{∥∥〈k〉sfk∥∥q (Lp): f ∈ M˜sp,q}. (3.2)
Then M˜sp,q = Msp,q and ‖ · ‖M˜sp,q is an equivalent norm on Msp,q .
Proof. Let f ∈ Msp,q . Write fk =
∑
∈Λk+f , where Λ is as in (2.19). It is easy to see that
f =∑k∈Zn kfk and ∥∥〈k〉sfk∥∥q (Lp)  ‖f ‖Msp,q . (3.3)
So, we have Msp,q ⊂ M˜sp,q . On the other hand, for any f ∈ M˜sp,q , in view of Bernstein’s multiplier
estimates we have,
‖kf ‖p ∑
∈Λ
‖kk+fk+‖p ∑
∈Λ
‖fk+‖p. (3.4)
Hence, the inverse of (3.3) also holds. 
For simplicity, we write

q
s
(
Zn,Lp
)= {f = {fk(x)}k∈Zn : ‖f ‖qs (Lp) < ∞}, (3.5)
‖f ‖qs (Lp) =
(∑
k∈Zn
〈k〉sq‖fk‖qp
)1/q
. (3.6)
The next proposition is to describe the dual space of qs (Zn,Lp), whose proof seems rather
standard, see Appendix A.
Proposition 3.3 (Dual space). Let s ∈ R, 1 p,q < ∞. Then
(

q
s
(
Zn,Lp
))∗ = q ′−s(Zn,Lp′). (3.7)
More precisely, g ∈ (qs (Zn,Lp))∗ is equivalent to
〈g,f 〉 =
∑
k∈Zn
∫
Rn
gk(x)fk(x) dx (3.8)
for all f = {fk}k∈Zn ∈ qs (Zn,Lp), where
g = {gk}k∈Zn ∈ q
′
−s
(
Zn,Lp
′)
, ‖g‖(qs (Lp))∗ =
∥∥{gk}∥∥

q′
−s (Lp
′
)
. (3.9)
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proof is divided into the following four steps.
Step 1. 1 p,q < ∞. First, we show that M−s
p′,q ′ ⊂ (Msp,q)∗. For any g ∈ M−sp′,q ′ ⊂ S ′(Rn),
ϕ ∈S (Rn),
∣∣〈g,ϕ〉∣∣= ∣∣∣∣ ∑
k∈Zn
∑
∈Λ
〈∗k+g,kϕ〉∣∣∣∣ ∑
k∈Zn
∑
∈Λ
∥∥∗k+g∥∥p′ ‖kϕ‖p
 ‖ϕ‖Msp,q‖g‖M−s
p′,q′
, (3.10)
where ∗k := FσkF−1. Since S (Rn) is dense in Msp,q , we have from (3.10) that M−sp′,q ′ ⊂
(Msp,q)
∗
.
Next, we prove that (Msp,q)∗ ⊂ M−sp′,q ′ . Indeed, it is easy to see that
Msp,q  f → {kf }k∈Zn ∈ qs (Zn,Lp) (3.11)
is an isometric mapping from Msp,q into a subspace X of 
q
s (Z
n,Lp). Hence, any g ∈ (Msp,q)∗
can be regarded as a continuous functional on X, which can be extended onto qs (Zn,Lp) and
the norm of g is preserved. In view of Proposition 3.3,
〈g,f 〉 =
∑
k∈Zn
∫
Rn
gk(x)fk(x) dx (3.12)
for all {fk} ∈ qs (Zn,Lp), and we have {gk} ∈ q
′
−s(Zn,Lp
′
) and
‖g‖(Msp,q )∗ =
∥∥{gk}∥∥

q′
−s (Lp
′
)
. (3.13)
Noticing that {∗kϕ} ∈ qs (Zn,Lp) for any ϕ ∈S (Rn), we have
〈g,ϕ〉 =
∑
k∈Zn
∫
Rn
gk(x)∗kϕ(x) dx =
∫
Rn
∑
k∈Zn
kgk(x)ϕ(x) dx. (3.14)
By (3.14), g =∑k∈Zn kgk(x). It follows from Proposition 3.2 that
‖g‖M−s
p′,q′

∥∥{gk}∥∥

q′
−s (Lp
′
)
= ‖g‖(Msp,q )∗ , (3.15)
which implies that (Msp,q)∗ ⊂ M−sp′,q ′ .
Step 2. 1  p < ∞, 0 < q < 1. Since Msp,q ⊂ Msp,1, we have M−sp′,∞ ⊂ (Msp,q)∗. Hence, it
suffices to show that (Msp,q)∗ ⊂ M−sp′,∞. Indeed, for any f ∈ (Msp,q)∗, ϕ ∈ S (Rn), by duality
and Bernstein’s estimates, we get
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 ‖f ‖(Msp,q )∗〈k〉s
∑
∈Λ
∥∥Fσkσk+F−1ϕ∥∥p
 〈k〉s‖f ‖(Msp,q )∗‖ϕ‖p. (3.16)
Hence, by duality, (3.16) implies that (Msp,q)∗ ⊂ M−sp′,∞.
Step 3. 0 < p,q < 1. Similar to the proof as in Step 2, we have M−s∞,∞ ⊂ (Msp,q)∗. Hence, it
suffices to show that (Msp,q)∗ ⊂ M−s∞,∞. Indeed, for any f ∈ (Msp,q)∗,∣∣kf (x)∣∣= ∣∣〈f,F−1σk(x − ·)〉∣∣ ‖f ‖(Msp,q )∗∥∥F−1σk(x − ·)∥∥Msp,q
 〈k〉s‖f ‖(Msp,q )∗ . (3.17)
(3.17) implies that (Msp,q)∗ ⊂ M−s∞,∞.
Step 4. 0 < p < 1, 1 q < ∞. Similar to Step 2, it suffices to show that (Msp,q)∗ ⊂ M−s∞,q ′ .
For any f ∈ (Msp,q)∗, in view of (3.17), we have kf ∈ L∞. Let xk ∈ Rn satisfy
‖kf ‖∞  ∣∣F−1σkFf (xk)∣∣. (3.18)
Let (ak)k∈Zn ∈ q
′
s , ϕ =∑k∈Zn ak(F−1σk)(xk − ·). One can assume, without loss of generality
that ak(F−1σk)(xk − ·)  0. Noticing that 〈f,ϕ〉 = ∑k ak[(F−1σk) ∗ f ](xk), we have from
(3.17) and (3.18) that ∑
k∈Zn
|ak|‖kf ‖∞  ∣∣〈f,ϕ〉∣∣ ‖f ‖(Msp,q )∗‖ϕ‖Msp,q . (3.19)
One easily checks that
‖ϕ‖Msp,q 
(∑
i∈Zn
〈i〉sq
∑
∈Λ
|ai+|q
∥∥F−1σiσi+∥∥qp)1/q  ∥∥(ai)∥∥qs . (3.20)
Since (qs )∗ = q
′
−s , we have from (3.19) and (3.20) that (Msp,q)∗ ⊂ M−s∞,q ′ . 
When Planchon [29,30] studied the NLS and the nonlinear wave equation, he introduced the
following function space s,q (X) (which is denoted by Planchon [29] as Bs,qX , it seems that our
notation is more convenient if X = Lγ (R,Lp)):

s,q
 (X) =
{
u ∈S ′(Rn+1): ‖u‖s,q (X) =
( ∞∑
i=0
2sqi‖iu‖qX
)1/q
< ∞
}
, (3.21)
where X is a Banach function space defined in Rn+1, say X = Lγ (R,Lp), and i (i ∈ Z+) are
the dyadic decomposition operators on Rn. For our purpose, substituting the dyadic decomposi-
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
s,q (X) =
{
u ∈S ′(Rn+1): ‖u‖s,q (X) =
(∑
k∈Zn
〈k〉sq‖ku‖qX
)1/q
< ∞
}
. (3.22)
In the definition of s,q (X), if s = 0, then we write 0,q (X) = q(X). In this paper, we are
interested in the space s,q (Lγ (R,Lp)). Analogously to Msp,q , we have the following duality
theorems.
Theorem 3.4 (Dual space). Let s ∈ R, 1 p,q, γ < ∞. We have
(

s,q (Lγ (R,Lp)))∗ = −s,q ′ (Lγ ′(R,Lp′)). (3.23)
We also need the case q = ∞. Denote
cs(X) =
{
u: ‖u‖cs(X) = sup
k∈Zn
〈k〉s‖ku‖X, lim|k|→∞〈k〉s‖ku‖X = 0
}
. (3.24)
Theorem 3.5 (Dual space). Let s ∈ R, 1 p,γ < ∞. We have
(
cs
(
Lγ
(
R,Lp
)))∗ = −s,1 (Lγ ′(R,Lp′)). (3.25)
The proofs of Theorems 3.4 and 3.5 are analogous to that of Theorem 3.1. We will sketch
their proof in Appendix A.
4. Semigroup estimates in Msp,q
Let S(t) = eit be the Schrödinger semigroup. It is known that S(t) satisfies the following
Lp −Lp′ estimate:
∥∥S(t)f ∥∥
p
 |t |−n(1/2−1/p)‖f ‖p′, 2 p ∞, (4.1)
and we also showed in [38] that
∥∥kS(t)f ∥∥p ∑
∈Λ
‖k+f ‖p′ , 2 p ∞, (4.2)
where Λ is as in (2.19). (4.1) and (4.2) imply that
∥∥kS(t)f ∥∥p  (1 + |t |)−n(1/2−1/p)∑
∈Λ
‖k+f ‖p′, 2 p ∞. (4.3)
Multiplying 〈k〉s and then taking the q norm in both sides of (4.3), we have
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∥∥S(t)f ∥∥
Msp,q

(
1 + |t |)−n(1/2−1/p)‖f ‖Ms
p′,q . (4.4)
Comparing (4.1) with (4.4), we see that the singularity at t = 0 contained in (4.1) has been
removed in (4.4), and the decay rate in (4.4) at t = ∞ is the same one as in (4.1). (4.4) also
indicates that S(t) is uniformly bounded in M2,q , i.e., eit |ξ |
2 is a uniform multiplier in M2,q for
all t ∈ R. Recently, Bényi, Gröchenig, Okoudjou and Rogers [1] obtained the following estimate:
∥∥S(t)f ∥∥
Mp,q

(
1 + |t |)n/2‖f ‖Mp,q . (4.5)
A complex interpolation between the cases p = 2 in (4.4), and p = ∞ in (4.5) yields
∥∥S(t)f ∥∥
Mp,q

(
1 + |t |)n(1/2−1/p)‖f ‖Mp,q , 2 p ∞. (4.6)
However, it is not clear for us that if the growth order on time in the right-hand side of (4.6) is
optimal.
Next, we consider the Klein–Gordon semigroup G(t) = eitω1/2 , ω = I − . It is known that
G(t) satisfies the following Lp −Lp′ estimate (cf. Brenner [5,6]):∥∥G(t)f ∥∥
H
−2σ(p)
p
 |t |−n(1/2−1/p)‖f ‖p′ , (4.7)
where
2 p < ∞, 2σ(p) = (n+ 2)
(
1
2
− 1
p
)
. (4.8)
It follows from (4.7) that∥∥kG(t)f ∥∥H−2σ(p)p  |t |−n(1/2−1/p)‖kf ‖p′ . (4.9)
In view of Bernstein’s multiplier estimate,∥∥k(I −)δ/2g∥∥p  〈k〉δ‖g‖p. (4.10)
By (4.9) and (4.10), we have
∥∥kG(t)f ∥∥p  〈k〉2σ(p)∑
∈Λ
∥∥k+G(t)f ∥∥H−2σ(p)p
 〈k〉2σ(p)|t |−n(1/2−1/p)
∑
∈Λ
‖k+f ‖p′ . (4.11)
On the other hand, by Hölder’s and Young’s inequalities,
B. Wang, H. Hudzik / J. Differential Equations 232 (2007) 36–73 57∥∥kG(t)f ∥∥p  ∥∥σkeit (1+|ξ |2)1/2 fˆ ∥∥p′ ∑
∈Λ
∥∥σkeit (1+|ξ |2)1/2Fk+f ∥∥p′

∑
∈Λ
‖Fk+f ‖p ∑
∈Λ
‖k+f ‖p′ . (4.12)
Hence, for any θ ∈ [0,1], from (4.11) and (4.12) it follows that∥∥kG(t)f ∥∥p  〈k〉2σ(p)θ |t |−nθ(1/2−1/p)∑
∈Λ
‖k+f ‖p′ . (4.13)
Noticing that σ(p) 0, from (4.12) we have∥∥kG(t)f ∥∥p  〈k〉2σ(p)θ ∑
∈Λ
‖k+f ‖p′ . (4.14)
Combining (4.13) and (4.14), we have
∥∥kG(t)f ∥∥p  〈k〉2σ(p)θ (1 + |t |)−nθ(1/2−1/p)∑
∈Λ
‖k+f ‖p′ . (4.15)
Multiplying 〈k〉s and then taking the q norm in both sides of (4.15), we immediately obtain that
Proposition 4.2. Let s ∈ R, 2  p < ∞, 1/p + 1/p′ = 1, 0 < q < ∞, θ ∈ [0,1], σ(p) be as
in (4.8). Then we have∥∥G(t)f ∥∥
Msp,q

(
1 + |t |)−nθ(1/2−1/p)‖f ‖
M
s+2σ(p)θ
p′,q
. (4.16)
5. Strichartz estimates in Msp,q
Recalling that for the Schrödinger and Klein–Gordon semigroup, we have the following type
estimates: ∥∥U(t)f ∥∥
Mαp,q

(
1 + |t |)−δ‖f ‖Mp′,q , (5.1)
where 2 p < ∞, 1 q < ∞, α = α(p) ∈ R, δ = δ(p) > 0, α, δ are independent of t ∈ R. Here
U(t) is a dispersive semigroup:
U(t) =F−1eitP (ξ)F , (5.2)
P(·) :Rn → R is a real valued function. Our aim of this section is to derive some time–space
estimates of U(t) satisfying (5.1) and (5.2).
Proposition 5.1. Let U(t) satisfy (5.1) and (5.2). We have for any γ  2 ∨ (2/δ),∥∥U(t)f ∥∥ α/2,q γ p  ‖f ‖M2,q . (5.3) (L (R,L ))
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Lγ (R,M
α/2
p,q )
 ‖f ‖M2,q . (5.4)
Proof. The proof follows by the dual estimate method; cf. [7,13,18,19,39,40]. But we need to
deal carefully with the indices α,p,q, γ . First, we consider the case 1 < q < ∞. We show that∫
R
(
U(t)f,ψ(t)
)
dt  ‖f ‖M2,q‖ψ‖−α/2,q′ (Lγ ′ (R,Lp′ )) (5.5)
holds for all f ∈ S (Rn), ψ ∈ C∞0 (R,S (Rn)). Noticing that S (Rn) and C∞0 (R,S (Rn)) are
dense in M2,q and −α/2,q
′ (Lγ ′(R,Lp′)), respectively, we see that (5.5) implies (5.3). By duality,∫
R
(
U(t)f,ψ(t)
)
dt  ‖f ‖M2,q
∥∥∥∥∫
R
U(−t)ψ(t) dt
∥∥∥∥
M2,q′
. (5.6)
For any k ∈ Zn,∥∥∥∥k ∫
R
U(−t)ψ(t) dt
∥∥∥∥2
2
 ‖kψ‖Lγ ′ (R,Lp′ )
∥∥∥∥k ∫
R
U(t − s)ψ(s) ds
∥∥∥∥
Lγ (R,Lp)
. (5.7)
Since {k}k∈Zn is almost orthogonal, in view of (5.1) and the definition of ‖ · ‖Mp′,q , together
with Bernstein’s multiplier estimates we have∥∥kU(t)f ∥∥p  〈t〉−δ〈k〉−α∑
∈Λ
‖kk+f ‖Mp′,q  〈t〉−δ〈k〉−α‖kf ‖p′, (5.8)
where Λ is as in (2.19). If δ 
= 1, one can apply (5.8), and Young’s or Hardy–Littlewood–
Sobolev’s inequalities to obtain that3∥∥∥∥k ∫
R
U(t − s)ψ(s) ds
∥∥∥∥
Lγ (R,Lp)
 〈k〉−α‖kψ‖Lγ ′ (R,Lp′ ). (5.9)
If δ = 1 and γ > 2, we can apply Young’s inequality to get that (5.9) holds. If γ = 2 and δ = 1,
following Keel and Tao’s endpoint Stichartz estimates,4 we also have (5.9). Hence, in view of
(5.7) and (5.9) we have∥∥∥∥k ∫
R
U(−t)ψ(t) dt
∥∥∥∥
2
 〈k〉−α/2‖kψ‖Lγ ′ (R,Lp′ ). (5.10)
3 Since 〈t − s〉−δ < |t − s|−δ , one can apply Hardy–Littlewood–Sobolev’s inequality in the case δ < 1 and γ = 2/δ.
4 Even though the case α 
= 0 was not covered by Keel and Tao’s endpoint estimates, but their proof can be developed
to the case α 
= 0. For the Klein–Gordon semigroup, the endpoint estimates were obtained by Nakamura and Ozawa [24].
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R
U(−s)ψ(s) ds
∥∥∥∥
M2,q′
 ‖ψ‖

−α/2,q′ (Lγ ′ (R,Lp′ )). (5.11)
(5.6) and (5.11) imply (5.5), as desired.
If γ  q , in view of Minkowski’s inequality, we see that the left-hand side of (5.4) is controlled
by the left-hand side of (5.3).
Next, we consider the case q = 1. By Theorem 3.5, it suffices to show that∫
R
(
U(t)f,ψ(t)
)
dt  ‖f ‖M2,q‖ψ‖c−α/2 (Lγ ′ (R,Lp′ )) (5.12)
holds for all f ∈S (Rn) and ψ ∈ C∞0 (R,S (Rn)). Repeating the above procedure, we can obtain
the result, as desired. 
Denote
(U f )(t) =
t∫
0
U(t − s)f (s, ·) ds. (5.13)
Proposition 5.2. Let U(t) satisfy (5.1) and (5.2). We have for any γ  2 ∨ (2/δ),
‖U f ‖q(L∞(R,L2))  ‖f ‖−α/2,q (Lγ ′ (R,Lp′ )). (5.14)
In addition, if γ ′  q , then
‖U f ‖L∞(R,M2,q )  ‖f ‖Lγ ′ (R,M−α/2
p′,q )
. (5.15)
Proof. We sketch the proof. Using the same way as in (5.7), (5.9) and (5.10), we have
‖kU f ‖22  〈k〉−α‖kf ‖2Lγ ′ (R,Lp′ ). (5.16)
(5.16) implies (5.14). Applying Minkowski’s inequality, from (5.14) we have (5.15). 
Proposition 5.3. Let U(t) satisfy (5.1) and (5.2). We have for any γ  2 ∨ (2/δ),
‖U f ‖

α/2,q (Lγ (R,Lp))  ‖f ‖−α/2,q (Lγ ′ (R,Lp′ )). (5.17)
In addition, we assume that q  2 in the case δ = 1 and γ = 2. Then we have for any γ 
2 ∨ (2/δ),
‖U f ‖
Lγ (R,M
α/2
p,q )
 ‖f ‖
Lγ
′
(R,M
−α/2
p′,q )
. (5.18)
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‖U f ‖
M
α/2
p,q

t∫
0
〈t − s〉−δ∥∥f (s)∥∥
M
−α/2
p′,q
ds. (5.19)
If δ 
= 1, or δ = 1 and γ > 2, we can use the same way as in (5.9) to get the result. In the case
δ = 1 and γ = 2, it follows from (5.9) and Minkowski’s inequality that (5.18) holds. 
Proposition 5.4. Let U(t) satisfy (5.1) and (5.2) and γ satisfy γ max(2/δ,2). Then we have
‖U f ‖

α/2,q (Lγ (R,Lp))  ‖f ‖q(L1(R,L2)). (5.20)
In addition, if γ  q , then
‖U f ‖
Lγ (R,M
α/2
p,q )
 ‖f ‖L1(R,M2,q ). (5.21)
Proof. Let f,ψ ∈ C∞0 (R,S (Rn)). Following Proposition 5.2, we have∣∣∣∣∣
∫
R+
( t∫
0
U(t − τ)f (τ) dτ,ψ(t)
)
dt
∣∣∣∣∣
 ‖f ‖L1(R,M2,q )
∥∥∥∥∥
∞∫
·
U(· − t)ψ(t) dt
∥∥∥∥∥
L∞(R,M2,q′ )
 ‖f ‖L1(R,M2,q)‖ψ‖−α/2,q′ (Lγ ′ (R,Lp′ )). (5.22)
Since ψ ∈ C∞0 (R,S (Rn)) is dense in −α/2,q
′ (Lγ ′(R,Lp′)) and c−α/2 (Lγ ′(R,Lp′)), by duality
we have the result, as desired. 
The Schrödinger semigroup corresponds to the case α = 0, δ = n(1/2 − 1/p), 2  p < ∞.
Taking q = 1 in Propositions 5.1–5.3, we have
Corollary 5.5. Let 2 p < ∞, γ  2 ∨ γ (p),
2
γ (p)
= n
(
1
2
− 1
p
)
. (5.23)
Let S(t) and A be as in (1.5). Then we have∥∥S(t)ϕ∥∥
1(Lγ (R,Lp))  ‖ϕ‖M2,1, (5.24)
‖A f ‖1(Lγ (R,Lp))∩1(L∞(R,L2))  ‖f ‖1(Lγ ′ (R,Lp′ )). (5.25)
For the Klein–Gordon semigroup, we have
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2
γθ (p)
= nθ
(
1
2
− 1
p
)
, 2σ = (n+ 2)θ
(
1
2
− 1
p
)
. (5.26)
Let G(t) be as in (4.7) and G = ∫ t0 G(t − s) · ds. Then for any γ  2 ∨ γθ (p), we have∥∥G(t)ϕ∥∥

−σ,q (Lγ (R,Lp))  ‖ϕ‖M2,q , (5.27)
‖G f ‖

−σ,q (Lγ (R,Lp))∩q(L∞(R,L2))  ‖f ‖σ,q (Lγ ′ (R,Lp′ )). (5.28)
6. Proofs of Theorems 1.1 and 1.2
The proof of Theorem 1.1 proceeds in constructing a time-decaying norm
Γ (u) = sup
t∈R
(
1 + |t |)2/γ ∥∥u(t)∥∥
M2+κ,1 , (6.1)
where 2/γ = nκ/2(2 + κ). To our knowledge, this idea for the NLS goes back to the work of
Strauss [31], where he used the time-decay norm |||u||| = supt t2/γ ‖u(t)‖2+κ . If we adopt this
norm, the singularity of ‖u(t)‖2+κ at t = 0 prevents us to deal with the case 2/γ  1. But we do
not forget that the estimates in (4.4) contains no singularity at t = 0, which leads to the natural
choice of the time-decay norm in (6.1) and enables us to handle the case 2/γ  1. Again, in view
of (4.4), we only need the initial data is in the rough spaces M(2+κ)/(1+κ),1. The following is an
easy proof of Theorem 1.1.
Proof of Theorem 1.1. On the basis of the contraction mapping argument, we consider the
mapping:
T :u(t) → S(t)u0 − iA f (u) (6.2)
in the metric space
D = {u: Γ (u)M}, d(u, v) = Γ (u− v), (6.3)
where S(t) and A are as in (1.5). For any u ∈D, in view of Proposition 4.1, we have
Γ (T u) ‖u0‖M(2+κ)/(1+κ),1 + Γ
(
A f (u)
) (6.4)
and (remembering that 〈t〉 = 1 + |t |)
Γ
(
A f (u)
)
 sup
t
〈t〉2/γ
t∫
〈t − s〉−2/γ ∥∥π(uκ+1)(s)∥∥
M(2+κ)/(1+κ),1 ds. (6.5)
0
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M(2+κ)/(1+κ),1  ‖u‖
κ+1
M2+κ,1 . (6.6)
By (6.5) and (6.6),
Γ
(
A f (u)
)
 Γ (u)κ+1 sup
t
〈t〉2/γ
t∫
0
〈t − s〉−2/γ 〈s〉−2(κ+1)/γ ds. (6.7)
Since κ > κ0, we see that 2(κ + 1)/γ > 1. It follows that
t/2∫
0
〈t − s〉−2/γ 〈s〉−2(κ+1)/γ ds  〈t〉−2/γ . (6.8)
We also have
t∫
t/2
〈t − s〉−2/γ 〈s〉−2(κ+1)/γ ds  〈t〉−2(κ+1)/γ
t∫
t/2
〈t − s〉−2/γ ds. (6.9)
No matter whether 2/γ is equal to 1, the right-hand side of (6.9) can be controlled by 〈t〉−2/γ .
So, we have
Γ
(
A f (u)
)
 Γ (u)κ+1. (6.10)
Hence, by (6.4) and (6.10),
Γ (T u) ‖u0‖M(2+κ)/(1+κ),1 + Γ (u)κ+1. (6.11)
Using a standard way (cf. [31]) we can show that if ‖u0‖M(2+κ)/(1+κ),1 M/2 and M is small
enough, then (1.3) has a unique solution satisfying (1.16). 
Proof of Theorem 1.2. Theorem 1.2 can be shown in the same way as above. Put
Γ (u) = sup
t∈R
(
1 + |t |)n/4∥∥u(t)∥∥
M4,1
. (6.12)
We use Taylor’s expansion of f (u) = (e|u|2 − 1)u,
f (u) =
∞∑
k=1
k
k! |u|
2ku. (6.13)
5 Similar estimates were obtained by Bényi and Okoudjou [2] by using different way.
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Γ (T u) ‖u0‖M4/3,1 +
∞∑
k=1
sup
t
〈t〉n/4
t∫
0
〈t − s〉−n/4 
k
k!
∥∥|u|2ku(s)∥∥
M4/3,1
ds. (6.14)
Using the nonlinear estimates from our earlier work (cf. [38], Corollary 4.2), we have∥∥|u|2ku∥∥
M4/3,1
C2k+1‖u‖3M4,1‖u‖2k−2M∞,1 . (6.15)
In view of M4,1 ⊂ M∞,1, one has that∥∥|u|2ku∥∥
M4/3,1
C2k+1‖u‖2k+1M4,1 . (6.16)
Hence,
Γ (T u) ‖u0‖M4/3,1 +
∞∑
k=1
C2k+1
k! Γ (u)
2k+1. (6.17)
Repeating the procedure as in the proof of Theorem 1.1, we see that if Γ (u)M , ‖u0‖M4/3,1 
M/2 and M is small enough, then T : (D, d) → (D, d) is a contraction mapping. The left part
of the proof follows Theorem 1.1 and we omit the details of the proof. 
7. Proofs of Theorems 1.3 and 1.4
The main idea of the proofs of Theorems 1.3 and 1.4 is to apply the Strichartz estimates as in
Section 5. According to the Strichartz estimates, a simple working space should be of the type
X1 = L∞(R,M2,1)∩Lγ (R,Mp,1). (7.1)
But we still have some difficulty if we choose X1 as a working space. Let us recall the estimates
(5.15) on the nonhomogeneous part of the solutions for the NLS:∥∥A f (u)∥∥
L∞(R,M2,1) 
∥∥f (u)∥∥
Lγ
′
(R,Mp′,1)
, (7.2)
where γ ′ must be chosen as γ ′ = 1; cf. (5.15). So, we could not directly use (7.2) if γ 
= ∞. We
are obligated to apply Corollary 5.5,∥∥A f (u)∥∥
1(L∞(R,L2))  ‖f ‖1(Lγ ′ (R,Lp′ )). (7.3)
Some earlier ideas related to this kind of estimates are due to Planchon [29,30], which were
developed by Molinet and Ribaud [21,22] (cf. also [8]). Our idea here is to substitute the dyadic
decomposition applied in [21,29,30] by the isometric decomposition to the frequency space. By
(7.3), we will choose the following function space as a working space:
X2 = 1
(
L∞
(
R,L2
))∩ 1(L2+κ(R,L2+κ)). (7.4)
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ing
Lemma 7.1. Let 1 p,pi, γ, γi ∞ satisfy
1
p
= 1
p1
+ · · · + 1
pN
,
1
γ
= 1
γ1
+ · · · + 1
γN
. (7.5)
Then there exists a universal constant C > 0 such that
‖u1u2 · · ·uN‖1(Lγ (R,Lp))  CN
N∏
i=1
‖ui‖1(Lγi (R,Lpi )), (7.6)
Proof. It suffices to consider the case N = 2. We have
∥∥k(u1u2)∥∥p  ∑
i,j∈Zn
∥∥k(iu1j u2)∥∥p. (7.7)
Noticing that k(iu1j u2) = 0 if |k − i − j | k0(n), where k0(n) is an integer that depends
only on n (cf. [38]), we have from (7.7) that
∥∥k(u1u2)∥∥p  ∑
i,j∈Zn
∥∥k(iu1j u2)∥∥pχ|k−i−j |k0(n). (7.8)
Applying Bernstein’s and then Hölder’s inequalities, by (7.8) we have
∥∥k(u1u2)∥∥p  ∑
i,j∈Zn
‖iu1‖p1‖j u2‖p2χ|k−i−j |k0(n). (7.9)
Hence, by (7.9), Hölder’s and Minkowski’s inequalities, we get
‖u1u2‖1(Lγ (R,Lp))

∑
k∈Z
(∫
R
( ∑
i,j∈Zn
∥∥iu1(t)∥∥p1∥∥j u2(t)∥∥p2χ|k−i−j |k0(n)
)γ
dt
)1/γ

∑
k∈Z
∑
i,j∈Zn
∥∥iu1(t)∥∥Lγ1 (R,Lp1 )∥∥j u2(t)∥∥Lγ2 (R,Lp2 )χ|k−i−j |k0(n). (7.10)
In view of Young’s inequality, it follows from (7.10) that
‖u1u2‖1(Lγ (R,Lp))  ‖u1‖1(Lγ1 (R,Lp1 ))‖u2‖1(Lγ2 (R,Lp2 )). (7.11)
By induction and (7.11), we can easily get the result, as desired. 
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X = 1
(
L∞
(
R,L2
))∩ 1(Lp(R,Lp)), (7.12)
it is easy to see that
2
p
 n
(
1
2
− 1
p
)
= n(p − 2)
2p
(7.13)
and “=” holds in (7.13) if and only if p = 2 + 4/n. By Corollary 5.5,∥∥S(t)u0∥∥X  ‖u0‖M2,1, (7.14)
‖A f ‖X 
∥∥f (u)∥∥
1(Lp′x,t∈R). (7.15)
Proof of Theorem 1.3. Let X be as in (7.12) and T be as in (6.2). We have from (7.14) and
(7.15) that
‖T u‖X  ‖u0‖M2,1 +
∥∥f (u)∥∥
1(Lp′x,t∈R). (7.16)
Since p ∈ [2 + 4/n,2 + κ], we have
1
p′
= p − 1
p
+ κ + 2 − p∞ . (7.17)
By Lemma 7.1,
∥∥π(u1+κ)∥∥
1(Lp′x,t∈R)  ‖u‖
p−1
1(Lpx,t∈R)‖u‖
2+κ−p
1(L∞x,t∈R). (7.18)
Since
‖iu‖∞  ‖iu‖2, i ∈ Zn, (7.19)
in view of (7.18) and (7.19), we have,∥∥π(u1+κ)∥∥
1(Lp′x,t∈R)  ‖u‖
1+κ
X . (7.20)
It follows from (7.16) and (7.20) that
‖T u‖X  ‖u0‖M2,1 + ‖u‖1+κX . (7.21)
Taking
D = {u: ‖u‖X M}, d(u, v) = ‖u− v‖X, (7.22)
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tion mapping, which implies that (1.3) has a solution u ∈ X. The left part of the proof is standard
and we omit the details; cf. [7] for instance. 
The proof of Theorem 1.4 also follows the idea in the proof of Theorem 1.3. Put
Y = 1
(
L∞
(
R,L2
))∩ 1(L4x,t∈R). (7.23)
We have
‖T u‖Y  ‖u0‖M2,1 +
∞∑
k=1
k
k!
∥∥|u|2ku∥∥
1(L4/3x,t∈R). (7.24)
In view of Lemma 7.1,∥∥u1+2k∥∥
1(L4/3x,t∈R)  C
2k+1‖u‖3
1(L4x,t∈R)‖u‖
2k−2
1(L∞x,t∈R)  C
2k+1‖u‖2k+1Y . (7.25)
Hence,
‖T u‖Y  ‖u0‖M2,1 +
∞∑
k=1
C2k+1
k! ‖u‖
2k+1
Y . (7.26)
In view of (7.26) one can easily show that Theorem 1.4 holds.
8. Proofs of Theorems 1.6 and 1.7
The proof of Theorem 1.6 is on the same line as that of Theorem 1.3. Since the Strichartz
estimates for the Klein–Gordon semigroup is a little more involved than that of the Schrödinger
semigroup, the proof of Theorem 1.6 is slightly complicated. We need several lemmas.
Lemma 8.1 (Multi-Young inequality). Let 1 q,p1, . . . , pm ∞ and
1
q
= 1
p1
+ · · · + 1
pm
−m+ 1. (8.1)
Then we have
∥∥(a(1)i ) ∗ · · · ∗ (a(m)i )∥∥q  m∏
k=1
∥∥(a(k)i )∥∥pk . (8.2)
Next, we perform the multi-linear estimates in the spaces −α,q (Lγ ′(R,Lp′)).
Lemma 8.2. Let 1 p,pi, γ, γi ∞ satisfy
1
′ =
1 + · · · + 1 , 1′ =
1 + · · · + 1 . (8.3)p p1 pm γ γ1 γm
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q ′α > nm. (8.4)
Then we have
‖u1u2 · · ·um‖−α,q (Lγ ′ (R,Lp′ )) 
m∏
i=1
‖ui‖q(Lγi (R,Lpi )). (8.5)
Proof. We use the manner from the proof of Lemma 7.1. We have∥∥k(u1 · · ·um)∥∥p′  ∑
i1,...,im∈Zn
∥∥k(i1u1 · · ·imum)∥∥p′ . (8.6)
Due to supp ̂i1u1 ⊂ B(i1,√n ), we see that there exists k0 := k0(n) ∈ N such that
k(i1u1 · · ·imum) = 0 if |k − i1 − · · · − im| k0. (8.7)
We have from (8.6) and (8.7) that∥∥k(u1 · · ·um)∥∥Lγ ′ (R,Lp′ )

∑
i1,...,im∈Zn
∥∥k(i1u1 · · ·imum)∥∥Lγ ′ (R,Lp′ )χ|k−i1−···−im|k0 . (8.8)
Hence, in view of Bernstein’s multiplier estimate and Hölder’s inequality and (8.8), we have
∥∥k(u1 · · ·um)∥∥Lγ ′ (R,Lp′ )  ∑
i1,...,im∈Zn
m∏
j=1
‖ij uj‖Lγj (R,Lpj )χ|k−i1−···−im|k0 . (8.9)
It follows from (8.9), Hölder’s and Minkowski’s inequalities that,
‖u1 · · ·um‖−α,q (Lγ ′ (R,Lp′ ))

∑
i1,...,im∈Zn
〈i1 + · · · + im〉−α
m∏
j=1
‖ij uj‖Lγj (R,Lpj )
 ‖u1‖q(Lγ1 (R,Lp1 ))
∥∥∥∥∥ ∑
i2,...,im∈Zn
〈· + i2 + · · · + im〉−α
m∏
j=2
‖ij uj‖Lγj (R,Lpj )
∥∥∥∥∥
q
′
. (8.10)
Noticing that
1
q ′
= m
q ′
+ m− 1
q
−m+ 1 (8.11)
and by (8.4) and 〈i〉−α ∈ q ′/m, we have from Lemma 8.1 that
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i2,...,im∈Zn
〈· + i2 + · · · + im〉−α
m∏
j=2
‖ij uj‖Lγj (R,Lpj )
∥∥∥∥∥
q
′

m∏
j=2
‖uj‖q(Lγj (R,Lpj )). (8.12)
By (8.10) and (8.12), we get the result. 
Theorem 8.3. Let n 1, f (u) = π(u1+κ ), κ ∈ N, κ  4/n and
σ = n+ 2
n(2 + κ) , 1 q <
n(1 + κ)
n(1 + κ)+ 2σ − 1 . (8.13)
Assume that (u0, u1) ∈ Mσ2,q × Mσ−12,q and there exists a small δ > 0 such that ‖u0‖Mσ2,q +‖u1‖Mσ−12,q  δ. Then (1.4) has a unique global solution
u ∈ C(R,Mσ2,q)∩ q(L2+κx,t∈R). (8.14)
Sketch Proof. We apply Corollary 5.6. Put θ = 4/nκ,p = 2 + κ . It is easy to see that
γθ (p) = 2 + κ, 2σ = (n+ 2)θ
(
1
2
− 1
p
)
= 2(n+ 2)
n(2 + κ) . (8.15)
Denote
X = σ,q (L∞(R,L2))∩ q(L2+κ(R,L2+κ)). (8.16)
By Corollary 5.6, we have
∥∥G(t)u0∥∥X  ‖u0‖Mσ2,q , (8.17)∥∥G f (u)∥∥
X

∥∥f (u)∥∥

2σ,q (L(2+κ)/(1+κ)x,t∈R ). (8.18)
From condition (8.13) we can apply Lemma 8.2 to obtain that
∥∥π(uκ+1)∥∥

−1+2σ,q (L(2+κ)/(1+κ)x,t∈R )  ‖u‖
κ+1

q(L2+κx,t∈R)
. (8.19)
Using the same way as in Section 7, we have the result, as desired. 
In view of Theorem 8.3, we immediately get the results of Theorem 1.6. Applying the idea as
in the proof of Theorems 8.3 and 1.4, one can get an exact proof of Theorem 1.7, whose proof
will be omitted.
Remark 8.4. Let σ be as in (8.13). In view of Proposition 2.5 we see that Mσ2,q ⊂ M2,1 if
σ > n/q ′. From this inclusion it seems that the upper bound of q in Theorem 8.3 should be
n/(n− σ). We do not know how to reach this index.
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Appendix A
In this appendix we sketch the proof of Propositions 2.1 and 3.3, Theorems 3.4 and 3.5. These
results seem to be essentially known and so, we only sketch their proofs.
Feichtinger [11] showed Proposition 2.1 in the case 1 p,q ∞ for the modulation spaces
defined in locally compact Abelian group. Here we give a more easily understood proof of Propo-
sition 2.1.
Proof of Proposition 2.1. We only consider the cases 0 <p,q < ∞. Recall that
Vgf (x,ω) ∼ e−ix·ω
(
Vgˆfˆ (ω,−x)
)
= e−ix·ω
∫
Rn
eix·ξ gˆ(ξ −ω)fˆ (ξ) dξ = e−ix·ω(F−1gˆ(· −ω)fˆ )(x). (A.1)
One may assume that f ∈S . In view of mean value theorem, we can find ωk ∈ Qk such that
‖f ‖◦Msp,q =
( ∫
Rn
〈ω〉sq∥∥F−1gˆ(· −ω)fˆ ∥∥q
p
dω
)1/q
∼
(∑
k∈Zn
〈k〉sq∥∥F−1gˆ(· −ωk)fˆ ∥∥qp)1/q . (A.2)
We can assume that supp gˆ is contained in B(0,100
√
n ) and gˆ(ξ) = 1 in B(0,3√n ). In view of
Bernstein’s multiplier estimate,
‖kf ‖p = ∥∥F−1σkgˆ(· −ωk)fˆ ∥∥p  ∥∥F−1gˆ(· −ωk)fˆ ∥∥p. (A.3)
It follows from (A.2) and (A.3) that ‖f ‖Msp,q  ‖f ‖◦Msp,q . On the other hand, it is easy to see
that supp gˆ(· − ωk) overlaps at most O(√n ) many suppσk . In view of Bernstein’s multiplier
estimate,
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∈Λ
σk+gˆ(· −ωk)fˆ
∥∥∥∥
p

∑
∈Λ
∥∥F−1σk+fˆ ∥∥p
=
∑
∈Λ
‖k+f ‖p, (A.4)
where Λ has at most O(
√
n ) many elements. By (A.4), we have ‖f ‖◦Msp,q  ‖f ‖Msp,q . 
The proof of Proposition 3.3 is on the same line as in the following
Proposition A.1. Let s ∈ R, 1 ρ,γ,p < ∞. We have
[

q
s
(
Lγ
(
R,Lp
))]∗ = q ′−s(Lγ ′(R,Lp′)), (A.5)[
cs
(
Lγ
(
R,Lp
))]∗ = 1−s(Lγ ′(R,Lp′)). (A.6)
Proof. Obviously, we have [qs (Lγ (R,Lp))]∗ ⊃ q
′
−s(Lγ
′
(R,Lp
′
)) and
〈g,f 〉 =
∑
k∈Zn
∫
Rn+1
gk(t, x)fk(t, x) dx dt (A.7)
for all f = {fk}k∈Zn ∈ qs (Lγ (R,Lp)), g = {gk}k∈Zn ∈ q
′
−s(Lγ
′
(R,Lp
′
)). On the other hand let
us denote for any g ∈ [qs (Lγ (R,Lp))]∗,
〈gk, fk〉 =
〈
g, (0, . . . ,0, fk,0,0, . . .)
〉
, f = {fk}k∈Zn ∈ qs
(
Lγ
(
R,Lp
))
. (A.8)
It follows that gk ∈ (Lγ (R,Lp))∗, whence,
〈gk, fk〉 =
∫
Rn+1
gk(t, x)fk(t, x) dx dt. (A.9)
Consequently,
〈g,f 〉 =
∑
k∈Zn
∫
Rn+1
gk(t, x)fk(t, x) dx dt. (A.10)
We may assume that gk 
= 0 for all k ∈ Zn. Put fk = 0 if |k|N , and
〈k〉sfk(t, x) =
∥∥〈k〉−sgk∥∥q ′−γ ′
Lγ
′
(Lp
′
)
|〈k〉−sgk(t, x)|p′−1 signgk(t, x)
‖〈k〉−sgk(t, ·)‖p′−γ ′p′
(A.11)
if |k|N . It is easy to see that
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
q′
−s (Lγ
′
(R,Lp
′
))
, (A.12)∥∥(fk)∥∥qs (Lγ (R,Lp)) = ∥∥(gk)|k|N∥∥q ′−1q′−s (Lγ ′ (R,Lp′ )). (A.13)
Now (A.12) and (A.13) imply that g ∈ q ′−s(Lγ ′(R,Lp′)) and [qs (Lγ (R,Lp))]∗ ⊂

q ′
−s(Lγ
′
(R,Lp
′
)). (A.6) can be shown in a similar way. 
Proposition A.2 (Equivalent norm). Let s ∈ R, 0 <p,q, γ ∞. We denote by ˜s,q (Lγ (R,Lp))
the collection of all f ∈ S ′(Rn+1) such that there exists {fk}k∈Zn ⊂ Lγ (R,Lp) satisfying f =∑
k∈Zn kfk and ‖〈k〉sfk‖q(Lγ (R,Lp)) < ∞. Let us denote
‖f ‖
˜
s,q (Lγ (R,Lp)) = inf
{∥∥〈k〉sfk∥∥q (Lγt Lpx ): f ∈ ˜s,q (Lγ (R,Lp))}. (A.14)
Then ˜s,q (Lγ (R,Lp)) = s,q (Lγ (R,Lp)).
Proof. Using the same way as in Proposition 3.2, we can show that Proposition A.2 holds, but
we omit the details. 
Proofs of Theorems 3.4 and 3.5. In view of Propositions A.1 and A.2, we can easily get the
proofs of Theorems 3.4 and 3.5, one can refer to the proof of Theorem 3.1 for details. 
Proposition A.3. Let s ∈ R, 1 p,q, γ < ∞. Then C∞0 (R,S (Rn)) is dense in cs(Lγ (R,Lp))
and s,q (Lγ (R,Lp)).
The proof of Proposition A.3 is similar to that of Proposition 2.3; cf. [35].
Final remark. For a full view on modulation spaces Msp,q , one can consult Feichtinger’s survey
paper [10] and Gröchenig’s book [16]. For another kind of modulation spaces, see Triebel [36].
There are also some recent works which have been devoted to the study of the modulation spaces
and their relevant function spaces in the cases 0 <p,q < 1, see [12,32] and references therein.
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