For a one-dimensional diffusion on an interval for which 0 is the regular-reflecting left boundary, three kinds of conditionings to avoid zero are studied. The limit processes are h-transforms of the process stopped upon hitting zero, where h's are the ground state, the scale function, and the renormalized zero-resolvent. Several properties of the h-transforms are investigated.
Introduction
For the reflecting Brownian motion {(X t ), (P x ) x∈[0,∞) } and its excursion measure n away from 0, it is well-known that P 0 x [X t ] = x for all x ≥ 0 and all t > 0, where {(X t ), (P 0 x ) x∈[0,∞) } denotes the process stopped upon hitting 0, and t → n[X t ] is constant in t > 0. Here and throughout this paper we adopt the notation µ[F ] = F dµ for a measure µ and a function F . The process conditioned to avoid zero may be regarded as the h-transform with respect to h(x) = x of the Brownian motion stopped upon hitting zero. The obtained process coincides with the 3-dimensional Bessel process and appears in various aspects of n (see, e.g., [11] and [21] ).
We study three analogues of conditioning to avoid zero for one-dimensional diffusion processes. Adopting the natural scale s(x) = x, we let M = {(X t ) t≥0 , (P) x∈I } be a D m D s -diffusion on I where I ′ = [0, l ′ ) or [0, l ′ ] and I = I ′ or I ′ ∪ {l}; the choices of I ′ and I depend on m (see Section 2). We suppose that 0 for M is regular-reflecting. Let M 0 = {(X t ) t≥0 , (P 0 ) x∈I } denote the process M stopped upon hitting zero. We focus on three functions which are involved in conditionings to avoid zero. The first one is the natural scale s(x) = x. The second one is given as follows. When l ′ is natural, we set γ * = 0 and h * = s. When l ′ is not natural, it was shown in [17, Theorem 3 .1] that the q-resolvent operator G 0 q on L 2 (dm) for M 0 is compact and is represented by the eigenfunction expansion G 0 q = n (q − γ n ) −1 f n ⊗ f n with 0 ≥ γ 1 > γ 2 > · · · ↓ −∞; in (1) Graduate School of Science, Kyoto University, JAPAN (2) The research of this author is supported by KAKENHI (26800058) and partially by KAKENHI (24540390).
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this case we write γ * = γ 1 and h * = f 1 . The obtained function h * is the second one. The third one is h 0 (x) = lim q↓0 {r q (0, 0) − r q (x, 0)}, (1.1) where r q (x, y) denotes the resolvent density with respect to the speed measure. We will prove h 0 always exists and we call h 0 the renormalized zero-resolvent.
We now state three theorems concerning conditionings of M to avoid zero. Their proofs will be given in Section 5. We write (F t ) t≥0 for the natural filtration. Let T a denote the first hitting time of a. The first conditioning is a slight generalization of a formula found in [24, Section 2.2]. Theorem 1.1. Let x ∈ I ′ \ {0}. Let T be a stopping time and F T be a bounded F Tmeasurable functional. Then
2)
where T * = sup a∈I T a . (If l is an isolated point in I, we understand that the symbol lim a↑sup I means the evaluation at a = l.)
The second conditioning is essentially due to McKean [17] , [18] . Theorem 1.2. Let x ∈ I ′ \ {0}. Let T be a stopping time and F T be a bounded F Tmeasurable functional. Then
3)
The third conditioning is an analogue of Doney [6, Section 8] (see also ChaumontDoney [3] ) for Lévy processes. For q > 0, we write e q for the exponential variable independent of M.
Theorem 1.3. Let x ∈ I
′ \ {0}. Let T be a stopping time and F T be a bounded F Tmeasurable functional. Then
The aim of this paper is to investigate several properties of the three functions h * , h 0 and s and of the corresponding h-transforms.
We summarize some properties of the h-transforms of M 0 as follows (See Section 2 for the definition of the boundary classification and see the end of Section 4 for the classification of recurrence of 0; here we note that m(∞) < ∞ if and only if 0 is positive recurrent):
(i) If m(∞) = ∞, we have that s, h * and h 0 all coincide. If l ′ for M is natural with m(∞) < ∞, we have that s and h * coincide.
(ii) For the h-transform of M 0 for h = s, h * or h 0 , the boundary 0 is entrance.
(iii) For the h-transform of M 0 for h = s, (iii-a) the process explodes to ∞ in finite time when l ′ for M is entrance;
(iii-b) the process has no killing inside the interior of I and is elastic at l ′ when l ′ for M is regular-reflecting; (iii-c) the process is conservative otherwise.
(iv) For the h-transform of M 0 for h = h * , the process is conservative.
(v) For the h-transform of M 0 for h = h 0 when m(∞) < ∞, the process has killing inside.
Let us give an example where the three functions are distinct from each other. Let M be a reflecting Brownian motion on [0, l ′ ] where both boundaries 0 and l ′ are regularreflecting. Then we have
We shall come back to this example in Example 4.2.
We give several remarks about earlier studies related to the h-transforms for the three functions.
1
• ). The h-transform of M 0 for h = s is sometimes used to obtain a integral representation of the excursion measure: see Salminen [23] , Yano [29] and Salminen-ValloisYor [24] .
2
• ). The penalization problems for one-dimensional diffusions which generalize Theorem 1.2 were studied in Profeta [19] , [20] .
3
• ). The counterpart of h 0 for one-dimensional symmetric Lévy processes where every point is regular for itself has been introduced by Salminen-Yor [25] who proved an analogue of the Tanaka formula. Yano-Yano-Yor [33] and Yano [30] [31] investigated the h-transform of M 0 and studied the penalisation problems and related problems. For an approach to asymmetric cases, see Yano [32] . This paper is organized as follows. We prepare notation and several basic properties for one-dimensional generalized diffusions in Section 2 and for excursion measures in Section 3. In Section 4, we prove existence of h 0 . Section 5 is devoted to the proofs of Theorems 1.1, 1.2 and 1.3. In Section 6, we study invariance and excessiveness of h 0 and s. In Section 7, we study several properties of the h-transforms.
Notation and basic properties for generalized diffusions
Let m and s be strictly-increasing functions (0, l ′ ) → R such that m is right-continuous and s is continuous. We fix a constant 0 < c < l ′ (the choice of c does not affect the subsequent argument at all). We set
We adopt Feller's classification of the right boundary l ′ with a slight refinement as follows:
(ii) If F 1 < ∞ and F 2 = ∞, then l ′ is called exit. In this case we have s(l ′ −) < ∞.
(iv) If F 1 = ∞ and F 2 = ∞, then l ′ is called natural. In this case we have either
There are three subcases as follows:
The classification of the left boundary 0 is defined in a similar way.
Let m be a function [0, ∞) → [0, ∞] which is non-decreasing, right-continuous and m(0) = 0. We assume that there exist l ′ and l with 0 < l
We take m = m| (0,l ′ ) and the natural scale s(x) = s(x) = x on (0, l ′ ) to adopt the classification of the boundaries 0 and l ′ . We choose the intervals I ′ and I as follows:
(i) If l ′ is regular, there are three subcases related to the boundary condition as follows:
We always write (X t ) t≥0 for the coordinate process on the space of paths ω : [0, ∞) → R ∪ {∂} with ζ(ω) ∈ [0, ∞) such that ω : [0, ζ(ω)) → R is continuous and ω(t) = ∂ for all t ≥ ζ(ω). We always adopt the canonical representation for each process and the right-continuous filtration (F t ) t≥0 defined by F t = s>t σ(X u : u ≤ s).
We study a D m D s -generalized diffusion on I where 0 is the regular-reflecting boundary (see Watanabe [28, Section 3] ). Such a process can be constructed from the Brownian motion via the time-change method. Let {(X t ) t≥0 , (P B x ) x∈R } denote the Brownian motion on R and let ℓ(t, x) denote its jointly-continuous local time. Set A(t) = I ℓ(t, x)dm(x) and write A −1 for the right-continuous inverse of A. Then the process {(X A −1 (t) ) t≥0 , (P B x ) x∈I } is a realization of the desired generalized diffusion.
For x ∈ I, we write
Then, for a, x, b ∈ I with a < x < b, we have
Note that, whenever l ∈ I, we have P x (T l < ∞) = 1 for all x ∈ I and l is a trap for M.
For a function f : [0, l) → R, we define
We sometimes write s(x) = x to emphasize the natural scale. For q ∈ C, we write φ q and ψ q for the unique solutions of the integral equations
respectively. They can be represented as
Let q > 0. Note that φ q and ψ q are non-negative increasing functions. Set
Then there exist σ-finite measures σ and σ * on [0, ∞) such that
If we write m(∞) = lim x→∞ m(x), we have
Note that π 0 = 0 whenever l < ∞. We define
Then the function ρ q is a non-negative decreasing function on [0, l) which satisfies
We define
In particular, we have r q (0, x) = r q (x, 0) = H(q)ρ q (x) and r q (0, 0) = H(q). It is wellknown (see, e.g., [13] ) that
In particular, we have
We write
It is well-known (see, e.g., [13] ) that r q (x, y) is the resolvent density of M ′ with respect to dm, or in other words,
We have the resolvent equation
If l ∈ I, we define 22) and define a measure m on I by
We emphasize that r q (x, y) is no longer symmetric when either x or y equals l.
Proposition 2.1. The formulae (2.16) and (2.18) extend to
First, we let x = l. Then we have
. We also have R q f (l) = P l
Hence we obtain (2.24) and (2.25) in this case.
Second, we assume x ∈ I ′ . On one hand, we have
On the other hand, we have
Hence we obtain (2.24) for y = l. Using (2.18), we obtain
which implies (2.25).
3 The excursion measure away from 0
For y ∈ I, we write (L t (y)) t≥0 for the local time at y normalized as follows (see [9] ):
We write L t for L t (0). Let n denote the excursion measure away from 0 corresponding to (L t ) t≥0 (see [1] ), where we adopt the convention that
We define the functional N q by
Then it is well-known (see [22] ) that n can be characterized by the following identity:
In particular, taking f = 1 I\{0} , we have
and, by (2.9), we have
We write M 0 = {(X t ) t≥0 , (P 
The resolvent density with respect to m(dy) is given as
Note that r 0 q (x, y) = ψ q (x)ρ q (y) for x ≤ y and that
Note also that (L t (y)) t≥0 is the local time at y such that
The strong Markov property of n may be stated as
where T is a stopping time, F T is a non-negative F T -measurable functional, G is a nonnegative measurable functional such that 0 < n[
Let x, y ∈ I be such that 0 < x < y. Because of the properties of excursion paths of a generalized diffusion, we see that X under n hits y if and only if X hits x and in addition X • θ Tx hits y. Hence, by the strong Markov property of n, we have,
This shows that xn(T x < ∞) equals a constant C in x ∈ I \ {0}, so that we have
If l ∈ I, then we have
The following theorem generalizes this fact and a result of [4] .
Theorem 3.1 (see also [4] ). In any case, C = 1.
Theorem 3.1 will be proved at the end of Section 6.
The following lemma is the first step of the proof of Theorem 3.1.
Lemma 3.2 (see also [4] ). The constant C may be represented as
Proof. By definition of C, we have
Since n(t < T x < ∞) ↑ n(T x < ∞) as t ↓ 0, we have
Because of the properties of excursion paths of a generalized diffusion, we see that X under n hits T x after t if and only if X does not hit x nor 0 until t and X • θ t hits x. Hence, by the strong Markov property of n, we have,
We divide the remainder of the proof into three cases.
(i) The case l < ∞. Since T x ≤ T l for x ∈ I \ {0}, we have
Since n(T l < ∞) < ∞, we may apply the dominated convergence theorem to obtain
(ii) The case l ′ < l = ∞. The proof of Case (i) works if we replace l by l ′ .
(iii) The case l
by the monotone convergence theorem. This implies Equality (3.18).
The renormalized zero resolvent
For q > 0 and x ∈ I, we set
Note that h q (x) is always non-negative, since we have, by (2.24),
The following theorem asserts that the limit h 0 := lim q↓0 h q exists, which will be called the renormalized zero resolvent.
Theorem 4.1. For x ∈ I, the limit h 0 (x) := lim q↓0 h q (x) exists and is represented as
where
The function h 0 (x) is continuous increasing in x ∈ I, positive in x ∈ I \ {0} and zero at x = 0. In particular, if π 0 = 0, then h 0 coincides with the scale function, i.e., h 0 (x) = s(x) = xD Proof. For x ∈ I ′ , we have
where we used the facts that 0 ≤ ρ q (x) ≤ 1 and ρ q (x) → 1 − x l (= 1 if π 0 > 0) as q ↓ 0 and used the dominated convergence theorem. If l ∈ I, we have
and hence we obtain h 0 (l) = l, which shows (4.3) for x = l, since π 0 = 0 in this case.
It is obvious that h 0 is continuous. If π 0 = 0, then h 0 (x) = x is increasing in x ∈ I and positive in x ∈ I \ {0}. If π 0 > 0, then we have π 0 m(y) ≤ 1 for all y ∈ I and π 0 m(y) < 1 for all y < l ′ , so that h 0 (x) is increasing in x ∈ I and positive in x ∈ I \ {0}. The proof is now complete. 
Note that we have π 0 = 1/m(∞) = 1/l ′ and
We study recurrence and transience of 0. 
(ii) 0 is positive recurrent if and only if π 0 > 0. In this case, it holds that
(iii) 0 is null recurrent if and only if l = ∞ and π 0 = 0.
Although this theorem seems well-known, we give the proof for completeness of the paper.
Proof. (i) By the formula (2.16), we have, for x ∈ I ′ ,
Hence 0 is transient if and only if l < ∞. If x = l ∈ I, it is obvious that P l (T 0 = ∞) = 1. This proves the claim.
(ii) Since (1 − e −x )/x ↑ 1 as x ↓ 0, we may apply the monotone convergence theorem to see that 14) for x ∈ I. This shows that P x [T 0 ] < ∞ if and only if π 0 > 0, which proves the claim.
(iii) This is obvious by (i) and (ii).
We illustrate the classification of recurrence of 0 of Theorem 4.3 as follows:
′ is type-2-natural, entrance or regular-reflecting. (3) l ′ is type-3-natural, exit, regular-elastic or regular-absorbing.
Various conditionings to avoid zero
We prove the three theorems concerning conditionings to avoid zero. We need the following lemma in later use.
Lemma 5.1. For any stopping time T and for any x ∈ I, it holds that
for all compact subset K of I.
Let K be a compact subset of I and let
x -a.e. and thus we obtain
which proves (5.2) for x / ∈ K. Hence we obtain the desired result.
First, we prove Theorem 1.1.
Proof of Theorem 1.1. (i) Suppose that l ′ (= l) is entrance or natural. By the strong Markov property, we have
x -a.s. and by Lemma 5.1, we may thus apply the dominated convergence theorem to see that (5.6) converges as a ↑ l to P 0 x [F T X T ; T < ∞]. Since aP x (T a < T 0 ) = x, we obtain (1.2).
(ii) Suppose that l ′ is regular-elastic, regular-absorbing or exit. By the strong Markov property, we have
(5.8)
Since P x (T l < T 0 ) = x/l, we obtain (1.2).
(iii) In the case where l ′ is regular-reflecting, the proof is the same as (ii) if we replace l by l ′ , and so we omit it.
Second, we prove Theorem 1.2.
Proof of Theorem 1.2. By McKean [17] (see also [29] ), we have the following facts. For γ ∈ R, let ψ γ be the solution of the integral equation ψ γ = s + γJψ γ . Then we have the eigendifferential expansion
for the spectral measure θ. We now have
and, for r > 0,
We note that γ * equals the supremum of the support of θ and that h * = ψ γ * . If l ′ is natural, exit, regular-absorbing or regular-elastic, we see that γ * = 0 and h * = s.
By the strong Markov property, we have
(5.12)
Since we have
we have P y (T 0 > t − r) ≤ yn(T 0 > t − r). Hence, by Lemma 5.1 and by the dominated convergence theorem, we obtain
Dividing both sides of (5.14) by those of the first equality of (5.11), we obtain (1.3).
Third, we prove Theorem 1.3.
Proof of Theorem 1.3. By (4.2), we have
Note that
By the strong Markov property, we have
x -a.s. Once the interchange of the limit and the integration is justified, we see that (5.21) converges as q ↓ 0 to P 0 x [F T h 0 (X T ); T < ∞], and hence we obtain (1.4).
Let us prove h q (x) ≤ x for q > 0 and x ∈ I. If x ∈ I ′ , we use (2.14) and we have
If l ∈ I, we have h q (l) = H(q) ≤ l. We thus see that the integrand of (5.21) is dominated by X T . By Lemma 5.1, we thus see that we may apply the dominated convergence theorem, and therefore the proof is complete.
Invariance and excessiveness
Let us introduce notation of invariance and excessiveness. Let h be a non-negative measurable function on E.
(i) We say h is α-invariant for M 0 (resp. for n) (α ∈ R) if e −αt P 0 x [h(X t )] = h(x) for all x ∈ E and all t > 0 (resp. there exists a positive constant C such that e −αt n[h(X t )] = C for all t > 0).
(ii) We say h is α-excessive for M 0 (resp. for n) (α ≥ 0) if e
for all x ∈ E and all t > 0 and e
as t ↓ 0 (resp. there exists a positive constant C such that e −αt n[h(X t )] ≤ C for all t > 0 and n[h(X t )] → C as t ↓ 0).
(iii) We say h is invariant (resp. excessive) when h is 0-invariant (resp. 0-excessive).
We give the following remarks.
(i) As a corollary of Theorem 1.2, the function h * is γ * -invariant for M 0 .
(ii) As a corollary of (i), the function s is invariant for M 0 when l ′ for M is natural, exit, regular-absorbing or regular-elastic.
(iii) As a corollary of Lemma 5.1, the function s is excessive for M 0 when l ′ for M is entrance or regular-reflecting.
(iv) As a corollary of Theorem 1.3, the function h 0 is excessive for M 0 .
In this section, we prove several properties to complement these statements.
Following [8, Section 2], we introduce the operators
whenever the limit exist. Note that f (x) = ψ q (x) (resp. f (x) = ρ q (x)) is an increasing (resp. decreasing) solution of the differential equation D m D s f = qf satisfying f (0) = 0 and D s f (0) = 1 (resp. f (0) = 1 and D s f (0) = −1/H(q)).
Theorem 6.1. The function h * is γ * -invariant for n when l ′ for M is entrance or regularreflecting.
Proof. By [7, Section 12]), we see that if
Hence we have
Integrate both sides on I ′ with respect to dm, we obtain
where we used the facts that ρ q (0) = ψ
Hence we obtain e −γ * t n[h * (X t )] = 1 for a.e. t > 0. For 0 < s < t, we see, by the γ * -invariance of h * for M 0 , that 6) which shows that t → e −γ * t n[h * (X t )] is constant in t > 0. Thus we obtain the desired result.
For later use, we need the following lemma.
Lemma 6.2. For 0 < p < q, it holds that
Consequently, it holds that R ′ q ψ p (x) < ∞.
Proof. Let x < l ′ . Using the fact that ρ p ≥ 0 and the resolvent equation, we have
Letting x ↑ l ′ , we obtain (6.7).
We compute the image of the resolvent operators of h 0 .
Proposition 6.3. For q > 0 and x ∈ I, it holds that (6.13 )
Proof. Suppose x ∈ I ′ . Let 0 < p < q/2. On one hand, by the resolvent equation, we have
On the other hand, for y ∈ I ′ , we have
By Lemma 6.2, we see by the dominated convergence theorem that R q h p (x) → R q h 0 (x) as p ↓ 0. Hence we obtain (6.12) for x ∈ I ′ .
Suppose l ∈ I and x = l. Then we have 20) which shows (6.12) for x = l, since r q (l, 0) = 0 and π 0 = 0 in this case. Thus we obtain (6.12). Using (3.7), (3.4), (6.12) and (2.24), we immediately obtain (6.13) and (6.14).
We now obtain the image of the transition operators of h 0 .
Theorem 6.4. For t > 0 and x ∈ I, it holds that
Consequently, for M 0 and n, it holds that h 0 is invariant when π 0 = 0 and that h 0 is excessive but non-invariant when π 0 > 0.
Proof. By (6.13), we have
which proves (6.21) for a.e. t > 0. By Fatou's lemma, we see that
holds for all t > 0 and all x ∈ I. For 0 < s < t, we have
This shows that t → P 0 x [h 0 (X t )] is non-increasing. Since the right-hand side of (6.21) is continuous in t > 0, we see that (6.21) holds for all t > 0. By (6.14), we have 26) which proves (6.22) for a.e. t > 0. For 0 < s < t, we have
from which we can conclude that (6.22) holds for all t > 0.
We have already proved that s is invariant for M 0 and n when π 0 = 0. We now study properties of s in the case where π 0 > 0. In the case l ′ (= ∞) is entrance, the measure P l ′ denotes the extension of M starting from l ′ constructed by a scale transform (see also Fukushima [10, Section 6]).
Theorem 6.5. Suppose π 0 > 0. Then the following assertions hold:
′ is type-2-natural, then the scale function s(x) = x is invariant for M 0 and n.
(ii) If l ′ is entrance or regular-reflecting, then, for any q > 0 and any t > 0,
Consequently, s(x) = x is excessive but non-invariant for M 0 and n.
Proof. By (2.14), we have, for
We write ρ q (l ′ ) = lim x↑l ′ ρ q (x). Recalling g is defined by (4.4) and using (6.33), we obtain [12, Theorem 5.13 .3], we have ρ q (l ′ ) = 0. By (6.14), we obtain N q s = 1/q. Since t → n[X t ] is non-decreasing, we obtain n[X t ] = 1 for all t > 0. We thus conclude that s is invariant for n. The invariance of s for M 0 has already been remarked in the beginning of this section.
(ii) We postpone the proof of (6.28) until the end of the proof of Theorem 7.5. Let us prove (6.29) and (6.30) .
If l
′ is regular-reflecting, we have ρ q (l ′ ) = P l ′ [e −qT 0 ]. If l ′ is entrance, then we may take limit as x ↑ l ′ and obtain
(see Kent [14, Section 6] ). Since π 0 m(∞) = 1, we obtain
This proves (6.29) and n[X t ] = P l ′ (t < T 0 ) for a.e. t > 0. Since t → P l ′ (t < T 0 ) is continuous (see Kent [14, Section 6] ) and by Lemma 5.1, we can employ the same argument as the proof of Theorem 6.4, and therefore we obtain (6.30).
Suppose that s were invariant for M 0 . Then we would see that n[
Xs [X t−s ]] = n[X s ] for 0 < s < t, which would lead to the invariance of s for n. This would be a contradiction.
Remark 6.6. An excessive function h is called minimal if, whenever u and v are excessive and h = u + v, both u and v are proportional to h. It is known (see Salminen [23] ) that s is minimal. We do not know whether h 0 is minimal or not in the positive recurrent case.
We now prove Theorem 3.1.
Proof of Theorem 3.1. In the case where π 0 = 0, we have h 0 (x) = x by Theorem 4.1. Hence, by Theorem 6.4, we see that n[X t ] → 1 as t ↓ 0, which shows C = 1 in this case.
In the case where π 0 > 0, we obtain C = 1 by Theorem 6.5 and Lemma 3.2. The proof is therefore complete.
The h-transforms of the stopped process
We study h-transforms in this section. For a measure µ and a function f , we write f µ for the measure defined by f µ(A) = A f dµ.
Since h * is γ * -invariant, there exists a conservative strong Markov process
on F t for t > 0 and x ∈ I \ {0}, (7.1)
We set
where 0 < c < l ′ is a fixed constant, We define, for q > 0,
r q+γ * (0, y) h(y)r q+γ * (0, 0) for x = 0 and y ∈ I \ {0}. Theorem 7.1. For M h * , the following assertions hold:
Proof. (i) For q ∈ R and for any function h such that D m D s h exists, we see that (iv) Suppose that l ′ for M is entrance or regular-reflecting. Then h * is bounded, so that l ′ for M h * is of the same classification as l ′ for M. Since M h * is conservative, we obtain the desired result.
We now develop a general theory for the h-transform with respect to an excessive function. Let α ≥ 0 and let h be a function on I which is α-excessive for M 0 and n which is positive on I \ {0}. Then it is well-known (see, e.g., [5, Theorem 11.9] ) that there exists a (possibly non-conservative) strong Markov process
on F t for t > 0 and x ∈ I \ {0}, (7.8)
We note that M h becomes a diffusion when killed upon hitting l if l ∈ I. If α ≥ 0, we see by [5, Theorem 11.9 ] that the identities (7.8) and (7.9) are still valid if we replace the constant time t by a stopping time T and restrict both sides on {T < ∞}. We set
r q+α (0, y) h(y)r q+α (0, 0) for x = 0 and y ∈ I \ {0}. It also holds that
Proof. Since P h x is locally absolutely continuous with respect to P 0 x , we see that (L h t (y)) t≥0 is the local time at y for M h . Let x, y ∈ I \ {0}. For u ≥ 0, we note that η u (y) = inf{t > 0 : L t (y) > u} is a stopping time and that X ηu(y) = y if η u (y) < ∞. Let 0 = u 0 < u 1 < . . . < u n . Then, by the strong Markov property, we have
f (t)dL t (y) ; (7.14) in fact, we have (7.14) with restriction on {η un (y) ≤ T εx } and then we obtain (7.14) by letting ε ↓ 0. Hence, by the monotone convergence theorem, we obtain
Letting f (t) = e −qt , we obtain (7.12) for x ∈ I \ {0}.
Let x = 0 and y ∈ I \ {0}. For p > 0, we write e p for an independent exponential time of parameter p. By the strong Markov property, we have
On one hand, we have
On the other hand, since we have h(x) ≤ ψ q+α (x), we have
By the monotone convergence theorem, we obtain (7.12) for x = 0. Using (7.12) and using the strong Markov property, we obtain This shows (7.13). 25) we see that M s has killing at l ′ . Thus we see that l ′ for M s is regular-elastic.
Remark 7.4. When l ′ = ∞ and ∞>x>c x 2 dm(x) < ∞, the left boundary ∞ is called of limit circle type. See Kotani [15] for the spectral analysis involving Herglotz functions. 
ψ q (x)xdm(x). (7.30) Since D m {ψ ′ q (x)x − ψ q (x)} = qψ q (x)x, we obtain
Thus we obtain (7.26).
We now give the proof of (6.28).
Proof of (6.28). Note that This shows that l ′ for M h 0 is of the same classification as l ′ for M.
