Recently, in [P. Jizba and J. Korbel, Physica A 444, 2016, 808827], four generalized Shannon-Khinchin [GSK] axioms have been proposed and a generalized entropy which uniquely satisfies the GSK axioms has been derived. In this comment, we show that the unique class of the entropies derived in the aforementioned paper is not correct, as it violates the fourth GSK axiom, and we derive the correct one. Nevertheless, the class of entropies proposed in the commented paper still can serve as a basis for generalized statistical mechanics. We propose a new axiomatic system which characterizes the class of entropies.
Preliminary notions
The set of positive real numbers will be denoted with R + and the set of nonnegative real numbers will be denoted with R + 0 . The set of all n-dimensional distributions will be denoted with
For P = (p 1 , . . . , p n ) ∈ ∆ n and Q = (q 1 , . . . , q m ) ∈ ∆ m , a direct product, P ⋆ Q ∈ ∆ nm is defined as P ⋆ Q = (p 1 q 1 , p 1 q 2 , . . . , p n q m ).
Let in the following q ∈ R + . For a distribution P ∈ ∆ n , we define a q-escort distribution P (q) ∈ ∆ n with
A ⊕ q -addition [9] is defined with
Let us define an increasing, continuous, and invertible function h : R → R and the inverse mapping
Then, the following equality holds:
2. On the generalized Shannon-Khinchin axioms from [7] and a corresponding unique class of entropies A generalized entropy is characterized as a unique function D n : ∆ n → R + 0 , which for all n ∈ N, n > 1 satisfies the following generalization of the Shannon-Khinchin axioms [8] :
[A1] D n is continuous in ∆ n ;
[A2] D n takes its largest value for the uniform distribution,
j=1 r i j , and Q |i = (q 1|i , . . . , q m|i ) ∈ ∆ m , where q j|i = r i j /p i and q ∈ R + is some fixed parameter. Then,
where f h is an invertible continuous function.
The axiomatic system [A1]-[A4]
was first presented in [6] and latter on in [7] , where a class of entropies is proposed as the unique one which satisfies the axioms, as it is summarized in Theorem 2. [7] 
) The class of entropies which uniquely satisfies [A1]-[A4] is given by
D n (P) = D n (P) = h        − n k=1 p (q) k log 2 p k        =                    − n k=1 p k log 2 p k , for q = 1 1 1 − q        n k=1 p (q−1)p (q) q k − 1        for q 1.(8)
Remark 2.2. (Incorrectness of Theorem 2.1)
In the proof of the theorem from [7] it is (incorrectly) assumed that D n (P) has the form
and, as a consequence, f h is found as a linear function of h −1 , which leads to the class of entropies (8) 
After applying the mapping h −1 to the equation (10) , and according to (6) , we obtain
The equation (11) does not hold, in general, for every q. To check this, let q = 2 and
where we have used q j|i = r i j /p i . Note that if V = (1/2, 1/2) or V = (1, 0), then V is equal to its escort distribution, V = V (q) , so that P (q) = P, Q
Therefore, we have:
and
and the equality (11) does not hold, which means that entropy form from [7] violates the axiom [A4].
In the following theorem, we fix the mistake by determining the correct unique class of functions which satisfies [A1]-[A4], and the class of functions which f h belongs to.
Theorem 2.3. (Correction to Theorem 2.1) The class of entropies which uniquely satisfies [A1]-[A4] is given by the following class:
and f h has the form :
or any linear function of (17). [B1] N n is continuous in ∆ n ;
Proof. Let us define N
[B2] N n takes its largest value for the uniform distribution, U n = (1/n, . . . , 1/n) ∈ ∆ n , i.e. N n (P) ≤ N n (U n ), for any P ∈ ∆ n ;
[B3] N n is expandable: 
where f is an invertible continuous function.
As shown in [5] , a function N n : ∆ n → R 
