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Résumé
Les systèmes temps réel à contraintes temporelles strictes sont caractérisés par des en-
sembles de tâches pour lesquelles sont connus l’échéance, le modèle d’arrivée (fré-
quence) et la durée d’exécution pire cas (WCET). Nous nous intéressons à l’ordonnan-
cement de ces systèmes sur plate-forme multiprocesseur.
Garantir le respect des échéances pour un algorithme d’ordonnancement est l’une
des problématiques majeures de cette thématique. Nous allons plus loin en nous in-
téressant à la sûreté temporelle, que nous caractérisons par les propriétés (i) de robus-
tesse et (ii) de viabilité. La robustesse consiste à proposer un intervalle sur les augmen-
tations (i-a) de WCET et (i-b) de fréquence tel que les échéances soient respectées. La
viabilité consiste cette fois à garantir le respect des échéances lors du relâchement des
contraintes (ii-a) de WCET (réduction), (ii-b) de fréquence (réduction) et (ii-c) d’échéance
(augmentation). La robustesse revient alors à tolérer l’imprévu, tandis que la viabilité est
la garantie que l’algorithme d’ordonnancement n’est pas sujet à des anomalies suite à
un relâchement de contraintes.
Nous considérons l’ordonnancement en priorités fixes, où chaque occurrence d’une
tâche est ordonnancée avec la même priorité. Dans un premier temps, nous étudions la
propriété de robustesse dans les approches d’ordonnancement hors-ligne et sans mi-
gration (partitionnement). Nous traitons le cas des tâches avec ou sans partage de res-
sources. Dans un second temps, nous étudions la propriété de viabilité d’une approche
d’ordonnancement en ligne avec migrations restreintes et sans partage de ressources.
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Abstract
The hard real-time systems are characterized by sets of tasks for which are known the
deadline, the arrival model (frequency) and the Worst-Case Execution Time (WCET).
We focus on the scheduling of these systems on multiprocessor platforms.
One of the main issues of this topic is to ensure that all deadlines are met. We go
further by focusing on the temporal safety which we characterized by the properties of (i)
robustness and (ii) sustainability. The robustness consists in providing an interval on the
increases of (i-a) WCET and (i-b) frequency in such a way that the deadlines are met.
The sustainability consists in ensuring that no deadline is missed when the following
constraints are relaxed : (ii-a) WCET (decreasing), (ii-b) frequency (decreasing) and
(ii-c) deadline (increasing). The robustness amounts to tolerate unexpected behaviors
while the sustainability is the guarantee that the scheduling algorithm does not suffer
from anomalies because of a relaxation of constraints.
We consider fixed-priority scheduling for which any job of a task is scheduled with
the same priority. Firstly, we study the property of robustness in off-line scheduling
approaches without migration (partitioning). We deal with the case of tasks with or
without shared resources. Secondly, we study the property of sustainability of an on-
line restricted-migration scheduling approach without shared resources.
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CHAPITRE 1
INTRODUCTION GÉNÉRALE
1.1 Systèmes temps réel
Cette thèse s’inscrit dans la thématique de l’informatique « temps réel ». Le terme
temps réel peut revêtir plusieurs sens. Il est souvent associé à l’absence de latence ou
d’attente. On fera référence à une « animation temps réel » pour parler d’une anima-
tion qui peut être visionnée en même temps qu’elle est produite (par opposition à une
animation pré-calculée). La production de telles animations est rendue possible par la
puissance de calcul grandissante des ordinateurs actuels. Ce terme de temps réel se
prête aussi très bien à des néologismes tels que l’« information temps réel », qui ne
fait finalement référence qu’à de l’information distribuée avec des délais brefs, grâce
notamment aux moyens de communication modernes.
Pourtant, l’informatique temps réel n’est pas une thématique récente issue des nou-
velles technologies. Au contraire, le besoin de déterminisme dans les systèmes infor-
matiques complexes s’est très vite fait ressentir, notamment lorsqu’il est devenu pos-
sible d’utiliser l’outil informatique pour contrôler des systèmes critiques*.
Définition 1.1 (Système critique). Un système critique est un système dont une défaillance
peut avoir des conséquences dramatiques, telles que des morts ou des blessés graves, des dom-
mages matériels importants, ou encore des conséquences graves pour l’environnement.
L’utilisation de tels systèmes pouvant comporter des risques, il est donc nécessaire
d’apporter un soin particulier au développement des programmes qui les contrôlent.
En informatique temps réel, ces programmes sont soumis à des contraintes tempo-
relles.
Définition 1.2 (Informatique temps réel [Sta88]). En informatique temps réel, la validité du
système ne dépend pas seulement du résultat logique du calcul, mais aussi de la date à laquelle
sont produits les résultats.
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CHAPITRE 1. INTRODUCTION GÉNÉRALE
Pour se convaincre de l’utilité pratique de l’étude des systèmes temps réel*, il convient
de présenter un exemple. Un des plus pertinents est celui des systèmes embarqués
dans les automobiles récentes. Il existe depuis plusieurs années des systèmes de correc-
tion électronique de trajectoire sur ces véhicules qui permettent de corriger des erreurs
de conduite. Ces systèmes ont besoin pour fonctionner de connaître l’état du véhicule.
Et cet état peut être obtenu en procédant à des mesures par le biais de capteurs. Mais
il y a bien sûr un délai entre la prise de mesures et la transmission de l’information
au système de décision. Si un capteur mesure la vitesse de rotation d’une roue, il n’est
pas difficile de se convaincre que la validé de l’information fournie par ce capteur est
limitée dans le temps. En effet, si la vitesse de rotation met trop de temps à arriver au
calculateur, celui-ci risque de prendre une décision erronée. Il faut donc pouvoir ga-
rantir que l’acheminement, ou encore le traitement de l’information puisse être réalisé
en respectant des contraintes temporelles préalablement établies.
Ce manuscrit s’inscrit dans la thématique de l’ordonnancement* d’un ensemble de
tâches temps réel*. Il s’agit du traitement de ces tâches avec la contrainte qu’elles se
terminent toutes avant une date préalablement fixée. Nous définissons avec plus de
précision l’ordonnancement temps réel dans la section 1.3. Une tâche, au sens informa-
tique du terme, peut être caractérisée par l’exécution d’une suite d’instructions sur un
ordinateur.
Définition 1.3 (Tâche temps réel). Une tâche temps réel est une tâche dont l’exécution doit
être terminée avant une date fixée.
Si un système temps réel n’était composé que d’une seule tâche, il n’y aurait pas de
problème d’ordonnancement. C’est pourquoi nous considérons un ensemble de tâches
temps réel et nous disons qu’elles constituent une application temps réel. Cette ap-
plication a besoin d’une plate-forme pour pouvoir être exécutée. Une plate-forme est
constituée d’un ensemble de composants qui interagissent pour pouvoir exécuter le
code de l’application. Le composant principal sur lequel se porte notre attention est le
processeur.
Définition 1.4 (Système temps réel). Un système temps réel est un système qui est en
charge de l’exécution d’un ensemble de tâches temps réel sur une plate-forme donnée.
De plus en plus, les plates-formes se composent de plusieurs processeurs. Cette
évolution technologique est principalement due au fait que la production de proces-
seurs plus puissants avec les procédés conventionnels devient très difficile. En effet,
l’augmentation de la fréquence des processeurs et la réduction de la taille de la gravure
atteint des limites physiques. Les processeurs deviennent notamment trop consomma-
teurs en énergie et difficiles à refroidir. Une solution à ces problèmes se révèle être la
mise en parallèle de plusieurs processeurs. Nous parlons alors de plate-forme multi-
processeur.
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Définition 1.5 (Système temps réel multiprocesseur). Un système temps réel multi-
processeur* est un système temps réel dont la plate-forme est constituée de plusieurs pro-
cesseurs.
Nous présentons dans la suite de ce chapitre un ensemble de notions relatives à
l’ordonnancement temps réel multiprocesseur. Dans la section 1.2, nous introduisons
les modèles généralement rencontrés dans la littérature, en détaillant ceux que nous
considérons dans ce manuscrit. Dans la section 1.3, nous introduisons les bases de la
théorie de l’ordonnancement temps réel. Dans la section 1.4, nous faisons un rapide
tour d’horizon des problématiques de l’ordonnancement temps réel multiprocesseur.
Dans la section 1.5, nous présentons les raisons qui ont motivé l’écriture de cette thèse.
Enfin, nous détaillons l’organisation du manuscrit dans la section 1.6.
1.2 Représentation des systèmes temps réel
Nous distinguons entre le temps réel strict et le temps réel souple. Pour un système
temps réel strict*, aucun dépassement d’échéance n’est toléré. Il s’agit là des systèmes
critiques pour lesquels une défaillance peut avoir des conséquences graves. Dans un
système temps réel souple*, le dépassement de certaines contraintes temporelles est ac-
ceptable dans la mesure où la qualité du service fourni par l’application est correcte.
Cette qualité de service peut par exemple s’exprimer par une borne maximale sur le
dépassement des échéances [LA10]. Il s’agit des systèmes de visioconférence, ou en-
core de jeux en réseau. Comme nous l’avons introduit dans la section 1.1, nous nous
focalisons sur l’étude des systèmes temps réel stricts.
Lorsqu’on étudie l’ordonnancement d’un système temps réel, il est primordial de
spécifier les hypothèses qui sont faites sur ce système. Notamment, il convient de spé-
cifier les modèles considérés car l’analyse du système dépend de ces modèles. Il existe
différents modèles de tâches, ainsi que différents modèles de plates-formes multipro-
cesseurs. Nous présentons ici les modèles couramment rencontrés dans la littérature
en précisant ceux que nous considérons dans ce manuscrit.
1.2.1 Modèles de tâches
Modèle d’activation
L’analyse d’un système temps réel implique la connaissance du modèle d’activation
des tâches. Trois modèles sont couramment rencontrés dans la littérature. Le premier
est celui des tâches apériodiques. Une tâche apériodique est une tâche pour laquelle la
période d’activation n’est pas connue. Il est donc difficile d’analyser de manière stricte
un système composé de ce type de tâches sans faire d’hypothèse sur la probabilité de
leur arrivée. Les deux autres modèles d’arrivée sont respectivement ceux des tâches
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sporadiques* et des tâches périodiques*. La durée séparant deux activations d’une tâche
τi est appelée période* dans le cas où τi est une tâche périodique. Dans le cas où τi est
une tâche sporadique, la durée séparant deux activations n’est pas fixe. Néanmoins, la
période minimale entre deux activations est connue, ce qui permet de pouvoir analyser
ces tâches dans le pire cas. Cette période d’inter-arrivé minimale* est, par souci d’homo-
généité avec le modèle périodique, couramment appelée période. La période d’une
tâche τi constitue un de ses paramètres temporels et nous la notons Ti. Nous portons
notre attention sur l’étude des tâches sporadiques et des tâches périodiques. Le lecteur
intéressé par la gestion des tâches apériodiques dans les systèmes temps réel pourra
toutefois se reporter entre autres à la thèse de Masson [Mas08].
Instance
Une tâche périodique (ou sporadique) correspond à l’exécution d’un ensemble d’ins-
tructions qui se répète. Afin de distinguer les différentes occurrences d’une même
tâche, nous employons le terme d’instance* d’une tâche (aussi appelée requête). Nous
notons Ji,k la kième instance de la tâche τi en commençant la numérotation à 1. Ainsi, la
première instance de la tâche τ1 est donc notée J1,1. Lorsque nous faisons référence à
une instance quelconque de la tâche τi, nous notons celle-ci Ji.
Instant d’activation
L’instant d’activation* d’une tâche est l’instant auquel une instance de cette tâche est
prête à être ordonnancée. L’instant d’activation d’une tâche correspond à un décalage
par rapport à une origine des temps fixée à l’instant t = 0. L’instant d’activation d’une
instance est appelé release time dans la littérature anglophone. Nous notons par consé-
quent cet instant d’activation ri,k pour l’instance Ji,k et ri pour une instance quelconque
Ji. Nous notons Oi l’instant d’activation de la première instance de la tâche τi. Dans le
cas d’une tâche périodique, l’instant ri,k est défini par ri,k = Oi + (k − 1)Ti.
Échéance
L’échéance* d’une tâche temps réel est l’instant auquel cette tâche doit avoir terminé
son exécution. C’est un paramètre commun à toutes les tâches temps réel, quel que soit
le modèle considéré. Une tâche τi est caractérisée par son échéance relative*, qui corres-
pond, pour toute instance Ji,k de τi, à une durée constante entre sa date d’activation
ri,k et la date à laquelle son exécution doit être terminée. Nous notons Di l’échéance
relative d’une tâche τi. L’échéance absolue* de Ji,k, que nous notons di,k, correspond à
la durée entre l’instant 0 et l’instant où cette instance doit être terminée. Nous no-
tons également di l’échéance absolue d’une instance quelconque Ji. Dans le cas d’une
tâche périodique, l’instant di,k est défini par di,k = 0i + (k − 1)Ti + Di. Pour les tâches
sporadiques ou les tâches périodiques, on différencie les modèles de tâches grâce à la
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relation entre l’échéance et la période. Les trois principaux modèles référencés dans la
littérature sont :
– les tâches à échéances implicites* (ou à échéances sur requêtes) pour lesquellesDi =
Ti, pour toute tâche τi, comme étudiées dans [LL73] ;
– les tâches à échéan-ces contraintes* pour lesquelles Di ≤ Ti, pour toute tâche τi,
comme étudiées dans [Mok83] ;
– les tâches à échéances arbitraires* pour lesquelles l’échéanceDi n’est plus contrainte
par la période Ti.
Dans ce manuscrit, nous concentrons notre attention sur l’étude des ensembles de
tâches à échéances contraintes. Avec ce modèle de tâche, il est possible de représen-
ter la majeure partie des applications. De plus, les tâches à échéances arbitraires sont
plus complexes à analyser. Il convient de noter que les tâches à échéances contraintes
incluent les tâches à échéances implicites.
Durée d’exécution
Une tâche temps réel τi est caractérisée par sa durée d’exécution pire cas (Worst
Case Execution Time) (WCET). Il s’agit de la plus longue durée pendant laquelle une
instance de τi peut s’exécuter. En effet, l’une des motivations majeures de l’étude des
systèmes temps réel est de garantir que toutes les tâches respectent leur échéance. Il
est donc nécessaire de connaître quelle sera la pire durée d’exécution des tâches. Pour
cela, toutes les tâches sont étudiées indépendamment. Leur WCET est estimé soit en les
exécutant un grand nombre de fois (analyse dynamique), soit par étude du code (ana-
lyse statique) [CP01]. Nous notons Ci le WCET de la tâche τi. Nous notons également
ei,k la durée d’exécution de l’instance Ji,k et ei la durée d’exécution d’une instance Ji.
Cette notation nous permet de distinguer deux instances avec des durées d’exécution
différentes.
Notations
Dans ce manuscrit, nous considérons les ensembles de tâches périodiques et les
ensembles de tâches sporadiques. Une tâche τi sera alors caractérisée par le quadruplet
(Oi, Ci, Di, Ti), où :
– Oi correspond à l’instant d’activation de la première instance de la tâche τi par
rapport à l’instant 0 ;
– Ci correspond au WCET de la tâche τi ;
– Di correspond à l’échéance relative de la tâche τi ;
– Ti correspond à la période de la tâche τi.
De la même manière, l’instance Ji,k de la tâche τi sera caractérisée par le triplet (ri,k, ei,k,
di,k), où :
– ri,k correspond à l’instant d’activation de l’instance Ji,k ,
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– ei,k correspond au coût d’exécution de l’instance Ji,k ,
– di,k correspond à l’échéance absolue de l’instance Ji,k.
Lorsque nous faisons référence à une instance quelconque de la tâche τi, nous em-
ployons la notation Ji caractérisée par le triplet (ri, ei, di).
Définition 1.6 (Utilisation d’une tâche). L’utilisation Ui d’une tâche τi représente la fraction
du temps processeur nécessaire pour pouvoir exécuter τi dans le pire cas et est définie par :
Ui =
Ci
Ti
Par exemple, une tâche caractérisée par (Oi = 0, Ci = 2, Di = 6, Ti = 10) a une
utilisation de 0.2. En effet, elle nécessite dans le pire cas 20% de la capacité de calcul
d’un processeur pour pouvoir être exécutée.
Définition 1.7 (Utilisation d’un ensemble de tâches). L’utilisation U(τ) d’un ensemble de
tâches τ représente la capacité de calcul nécessaire pour pouvoir exécuter τ dans le pire cas et
est définie par :
U(τ) =
n∑
i=1
Ui
Indépendance
Une hypothèse souvent rencontrée dans la littérature est celle de l’indépendance
des tâches. Cela signifie que les seules ressources pour lesquelles une tâche du sys-
tème est en concurrence sont l’ensemble des processeurs en charge de l’exécuter. Pour-
tant, lorsque l’on considère une application réelle, il est fort probable que les diffé-
rentes tâches qui la composent ne soient pas indépendantes. En effet, il peut exister des
contraintes de précédences entre des tâches, c’est-à-dire qu’une tâche requiert qu’une
autre ait terminé son exécution avant de commencer la sienne. L’application peut aussi
nécessiter que des ressources (autres que les processeurs) soient partagées entre les dif-
férentes tâches. Dans ce manuscrit, nous considérons principalement des modèles de
tâches indépendantes. Le problème du partage de ressource est toutefois abordé dans
le chapitre 4.
1.2.2 Temps de réponse
Définition 1.8 (Temps de réponse d’une instance). Le temps de réponse d’une instance est
la durée entre la date d’activation de cette instance et sa date de terminaison.
Une instance Ji d’une tâche τi respecte son échéance lorsque son temps de réponse*
est inférieur à la durée Di (l’échéance relative de τi).
Définition 1.9 (Pire temps de réponse d’une tâche). Le pire temps de réponse d’une tâche
est le temps de réponse de l’instance de cette tâche qui a le temps de réponse le plus long.
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Une tâche τi ne dépasse aucune de ses échéances lorsque son pire temps de réponse
est inférieur à son échéance relative Di.
1.2.3 Modèles de processeurs
Concernant les plates-formes multiprocesseurs, il est courant de rencontrer dans
l’état de l’art trois modèles d’architecture :
– les systèmes uniformes. Sur un tel système, chaque processeur pij est caractérisé
par sa capacité de calcul sj . Ainsi, toute instance exécutée sur un processeur pij
pendant une durée t réalise sj × t unités d’exécution. Un exemple de ce type de
système est représenté par une plate-forme avec des processeurs identiques dont
la fréquence de chaque cœur peut être fixée indépendamment ;
– les systèmes homogènes (ou identiques). Ils sont caractérisés par ∀ j, k, 1 ≤ j, k ≤
m, sj = sk. Un exemple de ce type de systèmes est représenté par la plupart des
processeurs multi-cœurs grand public ;
– les systèmes hétérogènes. Pour ces systèmes, un taux ρi,j est associé à chaque
paire formée de l’instance Ji et du processeur pij . Ainsi, une instance Ji exécutée
sur un processeur pij pendant une durée t réalise ρi,j × t unités d’exécution. Un
exemple de ce type de systèmes est le processeur Cell d’IBM (notamment uti-
lisé dans la PlayStation R© 3 de Sony). Ces processeurs sont constitués d’un cœur
principal et de 8 cœurs spécifiques.
Ces trois modèles prennent uniquement en considération la capacité de calcul des
processeurs. Il est également possible de distinguer différents types d’accès à la mé-
moire. La plupart des processeurs multi-cœurs grand public sont à accès mémoire uni-
forme (Uniform Memory Access) (UMA). Cela signifie que chaque cœur accède à la mé-
moire centrale via un unique canal de communication partagé. Mais il existe aussi des
plates-formes à accès mémoire non uniforme (Non-Uniform Memory Access) (NUMA).
Par exemple, une plate-forme peut être constituée de plusieurs processeurs Opteron
d’AMD montés en parallèle. Chaque processeur dispose de sa propre mémoire en ac-
cès rapide, mais peut aussi avoir accès à la mémoire des autres processeurs en accès
plus lent. Les deux distinctions précédemment évoquées portent sur l’aspect maté-
riel des plates-formes. Il existe une distinction logicielle entre le multitraitement symé-
trique (Symmetric multiprocessing) (SMP) et le multitraitement asymétrique (Asymmetric
multiprocessing) (ASMP). En SMP, chaque processeur est en mesure d’exécuter n’importe
quelle tâche, tandis qu’en ASMP, un ensemble de tâches ne pourra être attribué qu’à
un ou plusieurs processeurs. Dans ce manuscrit, nous considérons le modèle le plus
simple, à savoir une plate-forme multiprocesseur homogène, UMA et SMP.
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1.3 Ordonnancement temps réel
Pour un système de tâches, l’ordonnancement consiste à décider dans quel ordre
exécuter les tâches. Un ordonnancement temps réel strict a le même objectif mais avec
la contrainte supplémentaire qu’aucune instance d’aucune tâche ne rate son échéance.
Une des motivations de la théorie de l’ordonnancement, et par extension de l’ordon-
nancement temps réel, est de concevoir des algorithmes d’ordonnancement qui mini-
misent les temps de réponse des tâches. Dans le domaine du temps réel, en plus de
décrire un algorithme d’ordonnancement, il est nécessaire de proposer un algorithme
qui garantit, pour cet ordonnancement, que les échéances soient respectées.
1.3.1 Ordonnancement hors-ligne / en ligne
L’ordonnancement des tâches temps réel est à la charge de l’ordonnanceur, qui est
une des briques logicielles qui composent le système d’exploitation temps réel. L’or-
donnanceur peut être vu comme une tâche spécifique chargée de décider dans quel
ordre exécuter les autres tâches. On distingue les ordonnancements hors-ligne* des ordon-
nancements en ligne*. Pour un ordonnancement hors-ligne, les décisions d’ordonnan-
cement sont connues avant le début de l’ordonnancement. L’ordonnanceur n’a donc
pas à calculer ses décisions d’ordonnancement, mais juste à appliquer une politique
déjà établie. Au contraire, pour un ordonnancement en ligne, l’ordonnanceur prend
ses décisions durant l’ordonnancement en fonction de l’état du système.
1.3.2 Ordonnancement préemptif / non préemptif
Lorsque plusieurs tâches doivent être ordonnancées de manière concurrente, deux
approches sont distinguées : les ordonnancement non préemptifs* et ordonnancements pré-
emptifs*. Dans un ordonnancement non préemptif, une tâche qui a été démarrée ne
peut pas être interrompue avant d’avoir terminé son exécution. Avec cette approche,
il y a au plus un changement de contexte, c’est-à-dire que l’ordonnanceur remplace le
contexte d’exécution d’une instance par celui d’une autre instance. Ces changements
de contexte ont un coût qu’il faut prendre en considération durant l’analyse d’ordon-
nançabilité, bien que l’hypothèse que ce coût soit nul est souvent faite. Dans un or-
donnancement préemptif, l’ordonnanceur peut décider d’interrompre une tâche pour
en démarrer une autre. L’avantage de cette approche est de réduire les temps de ré-
ponse des tâches les plus prioritaires, de mieux utiliser les processeurs et d’obtenir des
taux d’ordonnançabilité plus importants. Dans le cas d’un ordonnancement conduit
par les priorités, ce type d’interruption se produit lorsqu’une instance plus prioritaire
que l’instance en cours d’exécution est activée. Avec ce type d’ordonnancement, des
tâches se retrouvent en situation de compétition, notamment lorsqu’elles partagent des
ressources communes. Ce problème nécessite de synchroniser les ressources partagées
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pour garantir leur cohérence. Dans ce manuscrit, nous nous concentrons sur l’étude
des algorithmes d’ordonnancement préemptif. Le lecteur intéressé par les résultats sur
l’ordonnancement non préemptif pourra se référer entre autres à [GRS96].
1.3.3 Ordonnancement oisif / non oisif
Un algorithme d’ordonnancement peut produire un ordonnancement oisif*, c’est-à-
dire qu’il peut créer un ordonnancement dans lequel un processeur est inactif alors
qu’une instance d’une tâche est active. Cette propriété peut sembler contre-productive,
mais elle peut représenter un intérêt dans le cas de la prédictibilité d’un algorithme
d’ordonnancement comme nous le verrons dans le chapitre 5. Un ordonnancement non
oisif* ne permet pas qu’un processeur soit inactif alors qu’une instance est active. Cette
propriété est appelée work-conserving dans la littérature anglophone.
1.3.4 Ordonnançabilité et faisabilité
Dans un système temps réel strict, la garantie du respect des échéances est obtenue
par une analyse d’ordonnançabilité.
Le temps de réponse d’une instance d’une tâche est la durée entre l’instant d’acti-
vation de cette instance et l’instant de sa terminaison [JP86, AATW93].
Définition 1.10 (Ordonnançabilité d’une tâche). Une tâche est ordonnançable relativement
à un algorithme d’ordonnancement si son pire temps de réponse avec cet algorithme est inférieur
ou égal à son échéance.
Le fait qu’une tâche soit ordonnançable ne garantit en rien l’ordonnançabilité des
autres tâches.
Définition 1.11 (Ordonnançabilité d’un ensemble de tâches). Un ensemble de tâches
temps réel est ordonnançable relativement à un algorithme d’ordonnancement si toutes les
tâches qui le composent sont ordonnançables.
Pour décider de l’ordonnançabilité d’un ensemble de tâches relativement à un al-
gorithme d’ordonnancement, il est nécessaire de disposer d’un test d’ordonnançabilité
pour cet algorithme d’ordonnancement.
Il n’est pas toujours possible, pour un algorithme donné, de pouvoir procéder à une
analyse de temps de réponse pire cas avec une complexité en temps raisonnable. C’est
pourquoi pour certaines approches d’ordonnancement, seuls des tests d’ordonnance-
ment suffisants permettent de garantir l’ordonnancement des ensembles de tâches.
L’inconvénient de ces tests est qu’ils peuvent décider qu’un ensemble de tâches n’est
pas ordonnançable alors qu’il l’est effectivement.
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Définition 1.12 (Test d’ordonnançabilité suffisant). Soit A un algorithme d’ordonnance-
ment. Un test d’ordonnançabilité est suffisant relativement à A si tous les ensembles de tâches
considérés ordonnançables par ce test sont effectivement ordonnançables.
Pour qu’un test d’ordonnançabilité n’écarte pas des systèmes ordonnançables, il
doit aussi être nécessaire.
Définition 1.13 (Test d’ordonnançabilité nécessaire). SoitA un algorithme d’ordonnance-
ment. Un test d’ordonnançabilité est nécessaire relativement àA si tous les ensembles de tâches
considérés non ordonnançables par ce test ne sont effectivement pas ordonnançables.
Un test d’ordonnançabilité nécessaire trivial pour tout algorithme d’ordonnance-
ment monoprocesseur est
∑
τi∈τ Ui ≤ 1. Dans le cas multiprocesseur, ce test trivial
devient
∑
τi∈τ Ui ≤ m où m est le nombre de processeurs. En effet, des processeurs ne
pourront jamais exécuter un ensemble de tâches ayant besoin d’une capacité de calcul
supérieure à celle que ceux-ci peuvent fournir. Mais un test nécessaire n’est pas suffi-
sant pour pouvoir décider de l’ordonnançabilité d’un ensemble de tâche. Il doit être
associé à un test d’ordonnançabilité suffisant. Réciproquement, un test suffisant doit
être nécessaire pour garantir l’ordonnançabilité d’un système.
Définition 1.14 (Test d’ordonnançabilité nécessaire et suffisant). Soit A un algorithme
d’ordonnancement. Un test d’ordonnançabilité est nécessaire et suffisant relativement à A si
tous les ensembles de tâches considérés (i) ordonnançables par ce test sont effectivement ordon-
nançables et (ii) non ordonnançables par ce test ne sont effectivement pas ordonnançables.
Relativement à la définition 1.11, il n’est possible de garantir le respect des échéances
d’un ensemble de tâches que si l’algorithme d’ordonnancement est connu. Une notion
plus générale est celle de faisabilité.
Définition 1.15 (Faisabilité d’un ensemble de tâches). Un ensemble tâches de temps réel
est faisable si il existe un algorithme d’ordonnancement qui peut ordonnancer cet ensemble de
telle manière que toutes les tâches qui le compose respectent leurs échéances.
1.3.5 Priorités dans l’ordonnancement
Nous distinguons trois classes d’algorithmes d’ordonnancement. La première est
référencée dans la littérature comme la classe des algorithmes à « priorités fixes » ou
encore à « priorités statiques ». La dénomination exacte de cette classe devrait être la
classe des algorithmes à priorités fixes au niveau des tâches (Fixed Task Priority) (FTP).
Pour les algorithmes de cette classe, la priorité est une caractéristique de la tâche.
Toutes les instances d’une tâche sont exécutées avec la priorité de cette dernière. Les
algorithmes les plus connus de cette classe sont les algorithmes Rate-Monotonic (RM)
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[LL73], Deadline-Monotonic (DM) [LW82] et l’algorithme d’attribution des priorités op-
timal (Optimal Priority Assignment) (OPA) [Aud01, DB95]. Nous présentons ces algo-
rithmes dans la section 1.3.6.
La deuxième classe d’algorithmes est souvent référencée dans la littérature comme
la classe des algorithmes à « priorités dynamiques ». La dénomination exacte de cette
classe devrait être la classe des algorithmes à priorités fixes au niveau des instances
(Fixed Job Priority) (FJP). En effet, les algorithmes de cette classe attribuent des priorités
fixes aux instances qui ne changent pas pendant l’exécution de ces instances. Ainsi, les
priorités de deux instances d’une même tâche peuvent être différentes. L’algorithme le
plus représentatif de cette classe est l’algorithme Earliest Deadline First (EDF) [LL73]. Il
attribue la priorité la plus haute à l’instance ayant l’échéance absolue la plus courte.
La troisième classe d’algorithmes est souvent, à juste titre, référencée comme la
classe des algorithmes à priorités dynamiques (Dynamic Priority) (DP), même si l’amal-
game est souvent fait avec les algorithmes FJP. Les algorithmes de cette classe font évo-
luer la priorité à l’intérieur des instances en fonction de l’état du système. La priorité
peut changer pendant l’exécution de l’instance. L’algorithme le plus représentatif de
cette classe est Least Laxity First (LLF) [Leu89, DM89]. Il attribue à l’instant t la priorité
la plus forte à l’instance dont la durée entre son instant de terminaison et son échéance
est la plus courte.
La différence entre les classes FJP et DP est le moment où la priorité d’une instance
est recalculée, c’est-à-dire le moment où l’ordonnanceur est invoqué. Dans le cas de la
classe FJP, la priorité de l’instance est recalculée au moment de son activation. Dans le
cas de la classe DP, elle est recalculée à l’activation de toute instance.
Définition 1.16 (Algorithme d’ordonnancement optimal). Un algorithme d’ordonnance-
ment est optimal relativement à un modèle de tâche si il peut ordonnancer tous les ensembles
de tâches faisables relativement à ce modèle.
Pour les plates-formes monoprocesseurs, l’algorithme d’ordonnancement EDF a été
prouvé optimal pour des ensembles de tâches périodiques à échéances implicites par
Liu et Layland [LL73]. Dertouzos a étendu ce résultat aux ensembles de tâches pé-
riodiques à échéances contraintes ou à échéances arbitraires [Der74]. Un ensemble de
tâches périodiques est donc faisable si il est ordonnançable avec EDF. Décider de la fai-
sabilité d’un tel ensemble de tâches revient ainsi à tester son ordonnançabilité avec EDF.
Le test d’ordonnançabilité nécessaire et suffisant d’EDF pour des tâches à échéances
implicites est que l’utilisation de l’ensemble de tâches τ soit inférieure ou égale à la
capacité de calcul du processeur. Cette condition s’exprime par la relation U(τ) ≤ 1.
Un ensemble de tâches périodiques à échéances implicites respectant cette condition
est donc ordonnançable avec EDF. EDF étant optimal pour ce modèle de tâche, cet en-
semble est donc faisable. De la même manière, l’algorithme d’ordonnancement LLF a
été prouvé optimal pour des ensembles de tâches périodiques à échéances contraintes
[Mok83].
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Priorités fixes au niveau
des tâches
Priorités fixes au niveau
des instances
Priorités dynamiques
RM [LL73], DM [LW82],
OPA [Aud01]
EDF [LL73] LLF [Mok83]
TABLE 1.1 – Classes d’algorithmes d’ordonnancement temps réel.
Dans cette thèse, nous focalisons notre attention sur la classe des algorithmes FTP.
En effet, les ordonnanceurs à priorités fixes (au niveau des instances) ont l’avantage
d’être simple à implanter. Ce qui implique qu’ils sont largement supportés dans les
systèmes d’exploitation temps réel et que des interfaces sont disponibles pour pouvoir
les exploiter (par exemple POSIX ou AUTOSAR). Afin d’éviter toute ambiguïté, nous
désignons cette classe par l’acronyme FTP dans suite de ce manuscrit.
1.3.6 Attribution des priorités
Les algorithmes d’ordonnancement FTP fixent une priorité à chaque tâche et celle-ci
n’évolue plus durant l’ordonnancement. On parle alors d’algorithme d’attribution des
priorités. L’algorithme RM fixe la priorité la plus haute à la tâche ayant la période la
plus petite, tandis que l’algorithme DM fixe la priorité la plus haute à la tâche ayant
l’échéance la plus petite.
Définition 1.17 (Algorithme d’attribution des priorités optimal). Un algorithme d’at-
tribution des priorités est optimal relativement à un modèle de tâche si il peut trouver une
attribution faisable des priorités pour un ensemble de tâches ordonnançables en FTP.
L’algorithme RM est optimal dans le cas des tâches à échéances implicites. Mais
il faut être vigilant avec ce résultat. Cela ne veut pas dire qu’un ensemble de tâches
faisable pourra forcément être ordonnancé avec RM. Cela signifie que si il existe une
attribution des priorités telle que l’ensemble de tâches soit ordonnançable en FTP, alors
RM peut ordonnancer cet ensemble de tâches. De la même manière, DM est un algo-
rithme d’attribution des priorités optimal pour les tâches à échéances contraintes. OPA,
comme son nom l’indique, est aussi un algorithme d’attribution des priorités optimal.
Il présente l’avantage de ne pas dépendre d’un modèle de tâche particulier.
1.4 Ordonnancement temps réel multiprocesseur
L’ordonnancement temps réel tel qu’il est décrit depuis le début de ce chapitre
concerne principalement les plates-formes monoprocesseurs. Dans cette thèse, nous
nous intéressons aux plates-formes composées de plusieurs processeurs. Ce type de
plate-forme est désigné par le terme de plate-forme multiprocesseur. Depuis le dé-
but des années 80, le constat qu’il serait impossible d’augmenter indéfiniment la fré-
quence des processeur a motivé l’intérêt pour les architectures à plusieurs processeurs.
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Le problème de la consommation énergétique et de la dissipation thermique a renforcé
cette intérêt. C’est pourquoi de plus en plus de plates-formes multiprocesseurs (et no-
tamment multi-cœurs) sont proposées sur le marché. Bien que la motivation en terme
d’ordonnancement reste la même, à savoir garantir le respect des échéances pour un
ensemble de tâches, le nombre de possibilités d’ordonnancement augmente.
En ordonnancement temps réel monoprocesseur, nous pouvons considérer que l’or-
donnanceur n’a qu’un seul degré de liberté, à savoir une liberté temporelle. En effet,
le problème d’ordonnancement consiste à décider quand exécuter une tâche sur ce
processeur. Ce problème est en général résolu, comme nous l’avons présenté dans la
section 1.3, en appliquant des priorités, qu’elles soient fixes ou dynamiques. Dans le
cas de l’ordonnancement multiprocesseur, l’ordonnanceur a un degré de liberté sup-
plémentaire, à savoir une liberté spatiale. En plus de décider quand exécuter une tâche,
l’ordonnanceur doit maintenant décider sur quel processeur l’exécuter. Ainsi, l’ordon-
nanceur peut décider de faire migrer une tâche ou une instance de tâche d’un proces-
seur vers un autre.
Dans l’état de l’art, il est fréquemment énoncé qu’en ordonnancement temps réel
multiprocesseur, deux principales approches sont distinguées par leur aptitude à tolé-
rer ou non les migrations* entre processeurs. La première est l’ordonnancement par par-
titionnement, pour laquelle les migrations ne sont pas autorisées. Chaque processeur
dispose alors de son propre ordonnanceur pour ordonnancer l’ensemble de tâches qui
lui a été alloué. La seconde est l’ordonnancement global, pour laquelle les migrations
sont autorisées. Avec cette approche, un ordonnanceur unique ordonnance toutes les
tâches du système. Un des arguments qui peut justifier que la communauté porte un in-
térêt à ces deux approches est qu’elles sont incomparables. En d’autres termes, il existe
des ensembles de tâches qui sont ordonnançables avec un algorithme d’ordonnance-
ment par partitionnement et ne le sont pas avec un algorithme d’ordonnancement glo-
bal, et réciproquement (il existe des ensembles de tâches qui sont ordonnançables avec
un algorithme d’ordonnancement global et ne le sont pas avec un algorithme d’ordon-
nancement par partitionnement).
Ces approches sont relativement différentes dans le sens où elles ne soulèvent pas
les mêmes problèmes. L’étude des ordonnancements globaux soulève le problème de
l’ordonnançabilité des ensembles de tâches. Par contre, la problématique majeure de
l’ordonnancement par partitionnement est de trouver une partition de l’ensemble des
tâches sur les différents processeurs composant la plate-forme d’exécution. Une fois la
partition trouvée, l’ordonnancement de chaque sous-ensemble de tâches est indépen-
dant. L’ordonnancement de chaque sous-ensemble de tâches peut donc être réalisé par
un algorithme d’ordonnancement monoprocesseur. Sans rentrer dans les détails algo-
rithmiques, trouver une partition d’un ensemble de tâches sur plusieurs processeurs
est un problème NP-difficile. Cela signifie qu’il n’existe pas d’algorithme de partition-
nement qui garantisse de trouver une solution optimale en temps polynomial, à moins
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que P = NP . La conjecture que l’ensemble des problèmes solubles en temps poly-
nomial par une machine de Turing déterministe (P ) ne soit pas égal à l’ensemble des
problèmes solubles en temps polynomial par une machine de Turing non déterministe
(NP ) sort du cadre de ce manuscrit et ne sera donc pas détaillée.
L’ordonnancement par partitionnement consiste à allouer une tâche sur un proces-
seur. Chaque instance de cette tâche est alors exécutée sur ce processeur. Par analogie
avec les classes d’algorithmes d’attribution des priorités, nous pouvons qualifier cette
approche d’ordonnancement multiprocesseur d’ordonnancement à affectation fixe des
tâches aux processeurs (Fixed Task Processor) (FTΠ). De la même manière, un ordon-
nancement global peut être qualifié d’ordonnancement à affectation dynamique des
instances aux processeurs (Dynamic Processor) (DΠ). En effet, toute instance d’une tâche
peut migrer plusieurs fois d’un processeur à un autre durant son exécution. À l’ins-
tar des algorithmes d’attribution des priorités, il apparaît logique de considérer l’ap-
proche d’ordonnancement multiprocesseur intermédiaire que nous pouvons qualifier
d’ordonnancement à affectation fixe des instances aux processeurs (Fixed Job Proces-
sor) (FJΠ). Cette dernière approche, peu étudiée comparativement aux deux premières,
est désignée dans la littérature comme ordonnancement à migrations restreintes. Elle
présente l’intérêt de borner le nombre de migrations à au plus une par instance de
tâche. Les migrations inter-processeurs ayant à l’heure actuelle un coût prohibitif, il est
nécessaire de minimiser le nombre de ces migrations.
Priorités fixes au
niveau des tâches
FTP
Priorités fixes au
niveau des
instances FJP
Priorités
dynamiques DP
Processeurs fixes
au niveau des
tâches FTΠ
RMNF & RMFF
[DL78], RMBF
[OS93], RMST &
RMGT [BLOS95],
RM-FFDU [OS95],
RM-DU-NFS
[AJ02]
EDF-NF & EDF-FF
[LGDG00],
EDF-BF [LDG04]
[SWPT03]
Processeurs fixes
au niveau des
instances FJΠ
[Fis07] r-EDF [BC03] FLLF [YSKA+08]
Processeurs dyna-
miques DΠ
RM-US[m/(3m-2)]
[ABJ01],
Global-DM (BAK)
[Bak03], Global-FP
(RTA) [BC07]
GFB [GFB03],
BAK, [Bak03],
BAR [Bar07], RTA
[BC07], LOAD
[BB09a], BCL
[BCL09], FF-DBF
[BBMSS10]
Pfair [BCPV96],
ERfair [AS00], BF
[ZMM03], LLREF
[CRJ06], DP-Fair
[LFPB10]
TABLE 1.2 – Classes d’algorithmes d’ordonnancement temps réel multiprocesseur.
Il est possible de fixer une certaine analogie entre les classes d’algorithmes d’attri-
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bution des priorités et les degrés de migrations autorisées. C’est pourquoi Carpenter
et al. ont proposé une table similaire à la table 1.2 [CFH+04]. Ainsi, on peut faire réfé-
rence à une classe d’algorithme par (X-Y) où X est la classe d’algorithme d’attribution
des priorités et Y le degré de migrations autorisées. Les références aux travaux que
nous citons dans cette table ne sont pas exhaustives, mais donnent une tendance quant
à l’intérêt porté à ces différentes approches d’ordonnancement. L’ordonnancement par
partitionnement (FTΠ) est très souvent mis en opposition à l’ordonnancement global
(DΠ), de même que l’ordonnancement à priorités fixes (FTP) est mis en opposition à
l’ordonnancement EDF (FJP). C’est pourquoi de nombreux travaux se focalisent sur les
approches (FTP-FTΠ) et (FJP-FTΠ) d’une part, et (FTP-DΠ) et (FJP-DΠ) d’autre part. De-
puis une quinzaine d’années, nous constatons aussi un engouement pour l’approche
(DP-DΠ), qui s’explique par le fait que l’utilisation des priorités dynamiques couplée
à l’absence de restriction sur les migrations permettent de concevoir des algorithmes
optimaux.
Bien que la table 1.2 organise de manière claire les principales classes d’algorithmes
d’ordonnancement multiprocesseur, elle ne les représente pas toutes. En effet, il existe
des approches hybrides d’ordonnancement qui exploitent les avantages de plusieurs
classes d’algorithmes. Ainsi les algorithmes Earliest Deadline until Zero Laxity (EDZL)
[Lee94, WCL+07] et Earliest Deadline until Critical Laxity (EDCL) [KY11] exploitent les
mécanismes des classes FJP et DP. De même, l’algorithme Fixed Priority until Zero Laxity
(FPZL) [DB11] exploite les mécanismes des classes FTP et DP. Ces algorithmes sont
hybrides relativement à leurs classes d’attribution des priorités. Il en va de même
pour les classes de degré de migrations autorisées. Ainsi, il est fait référence à l’ap-
proche semi-partitionnée qui pour un ordonnancement par partitionnement autorise
un sous-ensemble de tâches à migrer. Les algorithmes semi-partitionnés ont beaucoup
été étudiés dans le cas FTΠ / DΠ. Nous pouvons citer les algorithme EKG [AT06], EDF-
SS(DMIN /δ) [ABB08], RMDP [KY08], DM-DP [KY09], PDMS_HPTS_DS [LdNR09],
EDF-WM [KYI09] et SPA2 [GSYY10] qui sont tous des algorithmes semi-partitionnés
de cette classe hybride de migrations autorisées. Il existe également un algorithme
pour le cas FTΠ / FJΠ [DMYGR10]. La plupart de ces algorithmes ont été implantés et
comparés par George, Courbin et Sorel, qui ont également proposé l’algorithme EDF-
RRJM [GCS11].
1.5 Motivations
Dans cette thèse, en plus de nous intéresser à l’ordonnançabilité des systèmes, nous
focalisons notre attention sur la sûreté temporelle. Nous considérons la sûreté tempo-
relle d’un système comme une propriété de tolérance aux variations des paramètres
temporels des tâches. Nous nous intéressons à deux notions permettant d’accroître la
sûreté dans les systèmes temps réel. Dans un premier temps, il s’agit de la robustesse
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temporelle qui permet de donner des garanties quant aux variations tolérables des
paramètres temporels lorsque ceux-ci rendent le système plus difficilement ordonnan-
çable. Par la suite, nous considérons la notion de viabilité d’un ordonnancement. Cette
notion consiste en la propriété qu’a un algorithme de pouvoir ordonnancer un en-
semble de tâches alors même que les paramètres temporels peuvent varier de manière
à rendre l’ensemble de tâches moins contraint. Dans le cas de temps d’exécution infé-
rieurs au WCET, on parlera de prédictibilité. Cette notion de viabilité semble contradic-
toire et pourtant, certains algorithmes d’ordonnancement sont sujets à ce genre d’ano-
malies. Nous détaillons ce concept de sûreté temporelle plus en détail dans le chapitre 2
qui lui est consacré entièrement.
1.6 Organisation
Le reste de ce manuscrit est organisé de la manière suivante. Dans le chapitre 2,
nous définissons le concept de sûreté temporelle qui a motivé la rédaction de cette
thèse. Nous abordons différentes approches permettant d’apporter cette sûreté aux
systèmes temps réel multiprocesseur. Dans le chapitre 3, nous focalisons notre atten-
tion sur l’approche d’ordonnancement par partitionnement et nous nous concentrons
sur un modèle de tâches indépendantes. Il s’agit là d’un ordonnancement hors-ligne
car l’algorithme que nous proposons ne fait que décider de l’allocation des tâches sur
les processeurs. Dans le chapitre 4, nous étendons cette étude au cas du modèle des
tâches partageant des ressources. L’approche d’ordonnancement considérée est tou-
jours une approche d’ordonnancement par partitionnement. Dans le chapitre 5, nous
nous intéressons cette fois à une approche d’ordonnancement en ligne. Contrairement
aux ordonnancements présentés dans les deux chapitres précédents, le choix du pro-
cesseur pour l’allocation d’une instance revient à l’ordonnanceur à l’instant de l’activa-
tion de celle-ci. L’algorithme d’ordonnancement que nous présentons dans ce chapitre
appartient à la classe des algorithmes FTΠ. Dans le chapitre 6, nous présentons l’outil
de simulation que nous avons développé. Enfin, dans le chapitre 7, nous faisons la syn-
thèse des travaux présentés dans cette thèse et donnons nos perspectives de recherche.
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SÛRETÉ TEMPORELLE
2.1 Introduction
Nous nous intéressons à la sûreté temporelle dans les systèmes temps réel multipro-
cesseurs. Nous devons donc définir précisément en quoi consiste cette sûreté tempo-
relle. Tout d’abord, nous rappelons que les tâches temps réel sont des tâches contraintes
par leurs échéances temporelles et que la validité du résultat calculé par une tâche
dépend du respect de cette échéance. Pour pouvoir analyser l’ordonnancement d’un
ensemble de tâches, il est nécessaire de connaître certains paramètres. Les deux princi-
paux paramètres connus sont le WCET et la période. Nous définissons alors la sûreté
temporelle de la manière suivante :
Définition 2.1 (Sûreté temporelle). Soit un algorithme d’ordonnancementA respectivement
à un modèle de tâche donnée. La sûreté temporelle associée à un intervalle de variations I est la
propriété pour A de pouvoir garantir le respect des échéances lorsque les paramètres temporels
des tâches subissent des variations comprises dans I.
Une des propriétés de la sûreté temporelle est la capacité qu’a un algorithme à
tolérer des variations négatives sur les paramètres temporels des tâches. Nous parlons
dans ce cas de robustesse temporelle.
Définition 2.2 (Variation négative). Soit A un algorithme d’ordonnancement. Soit τ un
ensemble de tâches ordonnançable avec A. Une variation négative sur un paramètre temporel
d’une tâche de τ est une variation qui rend τ « plus difficilement ordonnançable » avec A. Une
variation négative pour une tâche τi peut donc être l’augmentation de son WCET Ci ou une
diminution de sa période Ti.
Pour illustrer ce que nous entendons par « plus difficilement ordonnançable », consi-
dérons les deux tâches suivantes ordonnancées en FTP :
– τ1 (C1 = 2, T1 = 4) est la plus prioritaire,
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J1 J3
J4 J6
J5pi 1
pi 2 J2
0 5 10 15 20
(a) Ensemble d’instances ordonnançable
J1pi 1
pi 2 J3
J5
J4J2 J6J4
0 5 10 15 20
(b) Ensemble d’instances non ordonnançable
FIGURE 2.1 – Algorithme ne supportant pas les variations négatives sur les paramètres.
– τ2 (C2 = 4, T2 = 8) est la moins prioritaire.
L’ensemble de tâches τ = {τ1, τ2} est ordonnançable. Si nous considérons maintenant
l’ensemble de tâches τ ′ = {τ ′1, τ2} où τ ′1 est définie par (C ′1 = 3, T ′1 = 4), celui-ci
ne l’est plus. Nous pouvons dire que l’augmentation du WCET d’une tâche a rendu
l’ordonnancement plus difficile. Maintenant, nous considérons l’ensemble de tâches
τ ′′ = {τ ′′1 , τ2} où τ ′′1 est définie par (C ′′1 = 1, T ′′1 = 4). Comme τ est ordonnançable,
nous pouvons ajouter 1 au WCET C ′′1 de τ ′′1 et τ ′′ reste ordonnançable (puisque τ ′′ = τ ).
Nous avons ainsi pu appliquer une variation négative sur le WCET d’une tâche de τ ′′
de manière à ce qu’elle reste ordonnançable.
Une autre des propriétés définissant la sûreté temporelle est la capacité qu’a un
algorithme à tolérer des variations positives sur les paramètres temporels des tâches.
Définition 2.3 (Variation positive). Soit A un algorithme d’ordonnancement. Soit τ un en-
semble de tâches ordonnançable avecA. Une variation positive sur un paramètre temporel d’une
tâche de τ est une variation qui rend τ plus facilement ordonnançable avec A. Une variation
positive pour une tâche τi peut donc être la réduction de son WCET Ci, une augmentation de
sa période Ti ou une augmentation de son échéance relative Di.
Contrairement aux variations négatives des paramètres temporels qui peuvent évi-
demment poser des problèmes d’ordonnancement, il n’est pas intuitif que d’appli-
quer des variations positives sur les paramètres temporels puisse en poser aussi. Mais
comme nous pouvons le remarquer dans l’exemple proposé par Ha et Liu [HL94] et
représenté dans la figure 2.1, il est possible qu’un algorithme puisse ordonnancer un
ensemble d’instances mais qu’il ne puisse pas ordonnancer le même ensemble si l’une
d’entre elles avait une durée d’exécution inférieure au WCET de la tâche associée. En
effet, nous représentons dans la figure 2.1(a) un ensemble d’instances ordonnançable
avec un algorithme A de la classe d’ordonnancement (FTP-FJΠ) sur une plate-forme
composée de 2 processeurs. Ces instances sont indexées dans l’ordre décroissant de
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leur priorité. J1 est l’instance la plus prioritaire et J6 la moins prioritaire. Ces ins-
tances sont caractérisées de la manière suivante : J1 (r1 = 0, e1 = 5, d1 = 10), J2
(r2 = 0, e2 = 6, d2 = 10), J3 (r3 = 4, e3 = 8, d3 = 15), J4 (r4 = 0, e4 = 10, d4 = 20),
J5 (r5 = 5, e5 = 100, d5 = 200) et J6 (r6 = 7, e6 = 2, d6 = 25). Nous représentons dans la
figure 2.1(b) ce même ensemble d’instances. Cette fois, l’instance J2 a une durée d’exé-
cution inférieure et est caractérisée par (r2 = 0, e2 = 3, d2 = 10). L’ensemble d’instances
n’est plus ordonnançable. Nous détaillons cet exemple dans le chapitre 5. Ce phéno-
mène est appelé « anomalie d’ordonnancement ». Ainsi, bien que nous puissions dire
qu’un algorithme supporte des variations positives, nous pouvons également dire que
cet algorithme résiste aux anomalies d’ordonnancement.
L’échéance absolue d’une tâche n’est pas seulement un paramètre de cette tâche,
il s’agit également d’une contrainte temporelle. Néanmoins, il est intéressant de noter
qu’un algorithme d’ordonnancement peut ne pas supporter l’augmentation d’échéance
d’une ou plusieurs tâches. Nous précisons la notion de résistance aux anomalies dans
la section 2.4.
Dans la section 2.2, nous définissons la terminologie et les notations employées
dans ce chapitre. Dans la section 2.3, nous présentons les solutions algorithmiques per-
mettant de calculer les variations négatives qui peuvent être tolérées par un algorithme
d’ordonnancement FTP. Dans la section 2.4, nous nous intéressons cette fois aux varia-
tions positives et nous introduisons la notion de viabilité d’un ordonnancement. Enfin,
dans la section 2.5, nous résumons les notions qui ont été présentées dans ce chapitre.
2.2 Terminologie et notations
Nous notons Jki un ensemble de k instances de la tâche τi Jki = {Ji,1, . . . , Ji,k}.
Nous notons également Ji(p) l’ensemble des p instances les plus prioritaires Ji(p) =
{Ji,1, . . . , Ji,p} avec p < k et p, k ∈ N. Pour rappel, nous notons Ji une instance de la
tâche τi. Cette instance est caractérisée par le triplet (ri, ei, di) où ri est l’instant de son
activation, ei est sa durée d’exécution et di son échéance absolue. Nous notons J+i une
instance de la tâche τi caractérisée par (ri, e+i , di) où e
+
i est la durée d’exécution le plus
grand parmi toutes les instances de la tâche τi. De la même manière, nous notons J−i
une instance de la tâche τi caractérisée par (ri, e−i , di) où e
−
i est la durée d’exécution
le plus petit. Ainsi, nous notons J+i (p) l’ensemble {J+i,1, . . . , J+i,p} et J−i (p) l’ensemble
{J−i,1, . . . , J−i,p}. Nous notons l’instant où démarre l’instance la moins prioritaire de Jki
par S(Jki ). De la même manière, nous notons l’instant où termine l’instance la moins
prioritaire de Jki par F (Jki ). L’ensemble de ces notations est résumé dans la table 2.1.
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Notation Définition
pij Le processeur d’indice j
τ Un ensemble de tâches
τ(pij) L’ensemble des tâches allouées sur le processeur pij
τi La tâche d’indice i
Ci Le WCET de τi
Di L’échéance relative de τi
U(τ) L’utilisation processeur de l’ensemble de tâches τ
Jki Un ensemble de k instances de τi
Ji Une instance de τi
J(p) L’ensemble des p premières instances de plus haute priorité
ri L’instant d’activation d’une instance Ji
ei La durée d’exécution d’une instance Ji (ei ≤ Di)
e+i La durée d’exécution maximale d’une instance Ji
e−i La durée d’exécution minimale d’une instance Ji
di L’échéance absolue d’une instance Ji
J+i (p) L’ensemble des p premières instances ayant une durée d’exécution maximale
J−i (p) L’ensemble des p premières instances ayant une durée d’exécution minimale
S(J) L’instant où démarre l’instance la moins prioritaire de J
F (J) L’instant où termine l’instance la moins prioritaire de J
processeur pij
hp(i) L’ensemble des tâches plus prioritaires que τi
lp(i) L’ensemble des tâches moins prioritaires que τi
Wi Le temps de réponse pire cas de la tâche τi
TABLE 2.1 – Notations employées dans le chapitre 2.
2.3 Augmentation des paramètres temporels
La notion de tolérance aux variations négatives des paramètres temporels a été ré-
cemment abordée par Davis et Burns [DB07]. Ils se sont intéressés à proposer une assi-
gnation des priorités qui maximise la tolérance aux variations négatives de WCET dans
le cas d’un algorithme d’ordonnancement FTP. En effet, les tâches temps réel peuvent
être sujettes à des interférences additionnelles qui peuvent être dues :
– aux interruptions matérielles ;
– aux latences du système d’exploitation temps réel qui seraient mal spécifiées ou
inconnues ;
– à une mauvaise estimation des WCET ;
– à du temps de calcul qui serait détourné par des contrôleurs de périphériques ;
– à des erreurs se produisant à une fréquence non prévisible, causant ainsi la ré-
exécution d’instructions de code différentes.
Dans cette section, nous présentons des travaux dont la synthèse est faite par George
dans [Geo08]. Nous rappelons ces solutions algorithmiques qui permettent de calcu-
ler les variations négatives pouvant être tolérées par un algorithme d’ordonnancement
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FTP. Nous avons défini ces variations négatives comme étant l’augmentation de WCET
ou la réduction de période.
2.3.1 Marge sur les paramètres temporels
Nous présentons la notion de marge sur le WCET puis nous l’étendons au domaine
des périodes.
Marge sur le WCET
La marge sur le WCET en monoprocesseur, appelée Allowance par Bougueroua,
George et Midonnet dans [BGM07], est définie de la manière suivante :
Définition 2.4 (Marge sur le WCET). La marge sur le WCET ACi représente la durée d’exé-
cution pouvant être ajoutée au WCET Ci d’une tâche τi sans qu’aucune tâche du système τ ne
dépasse son échéance.
Ainsi, seule la tâche τi dispose d’une durée ACi pour pouvoir continuer son exécu-
tion après avoir été exécutée pendant son WCET. Contrairement au travail présenté
dans [BGM07], une seule tâche fautive est ici considérée.
Soit τ un ensemble de tâches sporadiques allouées sur le processeur pij . La marge
sur le WCET ACi de la tâche τi est la valeur maximale de marge respectant les trois
inéquations :
U(τ) +
ACi
Ti
≤ 1 (2.1)
W 0i = Ci (2.2)
W r+1i = Ci + A
C
i +
∑
τh∈hp(i)
⌈
W ri
Th
⌉
Ch ≤ Di (2.3)
∀τj ∈ lp(i), W 0j = Cj (2.4)
W r+1j = Cj +
∑
τh∈hp(j)
⌈
W rj
Th
⌉
Ch +
⌈
W rj
Ti
⌉
ACi ≤ Dl (2.5)
Dans les équations (2.3) et (2.5), W ri représente le temps de réponse pire cas de la tâche
τi calculé itérativement. L’équation (2.1) est une condition nécessaire d’ordonnança-
bilité. Elle permet de vérifier que l’utilisation totale de l’ensemble des tâches n’excède
pas la capacité de calcul du processeur. L’équation (2.3) permet de vérifier que le temps
de réponse pire cas de la tâche τi, à laquelle est ajoutée la marge sur le WCET ACi à son
WCET, est inférieur à son échéance relative. Enfin, l’équation (2.5) permet de vérifier
que le temps de réponse pire cas de toutes les tâches moins prioritaires que τi est infé-
rieur à leur échéance relative, et ce alors que le WCET de τi est augmenté de ACi . Une
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recherche dichotomique permet de calculer la valeur de marge sur le WCET d’une
tâche en vérifiant que les 3 équations sont respectées.
Pour pouvoir appliquer cette solution, nous devons donc fournir un intervalle de
recherche pour la valeur de marge sur le WCET. La borne inférieure de cette intervalle
est bien évidemment 0. Une borne supérieure évidente est donnée par la relation Di −
Ci. Mais dans le cas où plusieurs tâches sont allouées sur le même processeur pij , une
meilleure borne est donnée par la relation (1− U(τ(pij)))Ti où U(τ(pij)) est l’utilisation
processeur des tâches allouées sur le processeur pij , obtenue à partir de l’équation (2.1).
Dans le cas de tâches à échéances contraintes, la relation Di − Ci peut toutefois être
inférieure à la relation (1−U(pij))Ti. C’est pourquoi nous utilisons la relation min(Di−
Ci, (1 − U(pij))Ti) (comme borne supérieure de l’intervalle de recherche de la valeur
maximale de marge sur le WCET).
Marge sur la période
Nous proposons d’étendre la notion de marge sur le WCET à la période. En effet,
de la même manière qu’il peut être difficile de calculer avec exactitude les valeurs du
WCET, la période est un paramètre qu’il peut être dangereux de considérer comme
invariable. Nous proposons un ensemble d’inéquations permettant de vérifier qu’un
ensemble de tâches reste ordonnançable lorsque l’inter-arrivée d’une tâche est réduite.
Définition 2.5 (Marge sur la période). La marge sur la période Afi représente la valeur
pouvant être ajoutée à la période Ti d’une tâche τi sans qu’aucune tâche du système ne dépasse
son échéance.
Soit τ un ensemble de tâches sporadiques allouées sur le processeur pij . La valeur
Afi est une valeur de marge sur la période valide de la tâche τi (τi ∈ τ ) si les équations
suivantes sont respectées :
U(τ − {τi}) + Ci
Ti − Afi
≤ 1 (2.6)
W 0i = Ci (2.7)
W r+1i = Ci +
∑
τh∈hp(i)
⌈
W ri
Th
⌉
Ch ≤ Ti − Afi (2.8)
∀τl ∈ lp(i), W 0j = Cj (2.9)
W r+1j = Cj +
∑
τh∈hp(j)−{τi}
⌈
W rj
Th
⌉
Ch +
⌈
W rj
Ti − Afi
⌉
Ci ≤ Dl (2.10)
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Dans les équations (2.8) et (2.10), W ri représente le temps de réponse pire cas de la
tâche τi calculé itérativement. L’équation (2.6) est une condition nécessaire d’ordonnan-
çabilité. Elle correspond à l’équation (2.1) étendue au domaine des périodes. L’équa-
tion (2.8) permet de garantir que le temps de réponse pire cas de la tâche τi est inférieur
à son échéance relative. Nous considérons ici le cas des échéances contraintes, d’où la
relationDi ≤ Ti−Afi qui conduit à l’équation (2.8). À l’instar de l’équation (2.5), l’équa-
tion (2.10) permet de vérifier que le temps de réponse pire cas de toutes les tâches
moins prioritaires que τi est inférieur à leur échéance relative, et ce alors que la période
de τi est diminuée de A
f
i .
2.3.2 Analyse de sensibilité
Les travaux de Bini, Di Natale et Buttazzo [BDNB06] sur la sensibilité abordent
d’une manière sensiblement différente de la notion de marge dans le sens où elle consi-
dère des variations sur un espace. Ainsi, plutôt que de vérifier que l’augmentation du
WCET d’une tâche ne compromet pas l’ordonnançabilité d’un ensemble de tâches, leur
approche permet de vérifier que cet ensemble de tâches reste ordonnançable lorsqu’un
facteur multiplicatif est appliqué à l’ensemble des WCET.
Sensibilité du WCET
L’analyse de sensibilité consiste à explorer un ensemble d’instants d’ordonnance-
ment. L’ensemble des instants d’ordonnancement relativement au niveau de priorité i
est noté schedPi et est définit récursivement par schedPi = Pi−1(Di) où Pi(t) est défini
par : P0(t) = tPi(t) = Pi−1 (⌊ tTi⌋Ti) ∪ Pi−1(t) (2.11)
Le facteur maximal qui peut être appliqué aux WCET est donné par :
λmax =
n
min
k=1
max
t∈schedPk
t− ~nk · ~Ck
~nk · ~dk
(2.12)
où ~Ck, ~nk et ~dk sont des vecteurs. ~Ck est le vecteur des WCET, il est défini par ~Ck =
(C1, C2, . . . , Cn). ~nk est défini par ~nk =
(⌈
t
T1
⌉
,
⌈
t
T2
⌉
, . . . ,
⌈
t
Tk−1
⌉
, 1
)
et ~dk est un vec-
teur où l’élément k correspond à la valeur de marge sur le WCET de la tâche τk. Par
exemple, il est possible de calculer la variation maximale que nous pouvons appliquer
à la fréquence d’un processeur en considérant ~dk = ~Ck dans l’équation 2.12. En effet,
λmax correspond alors au coefficient multiplicateur qu’il est possible d’appliquer à tous
les WCET de l’ensemble de tâches.
À partir de l’équation 2.12, il est possible de calculer la valeur de marge sur le
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WCET d’une tâche τi. Pour cela, il suffit de prendre ~dk = (0, . . . , 0, 1︸︷︷︸
iièmeélément
, 0, . . . , 0).
Ainsi, ~nk · ~dk =
⌈
t
Ti
⌉
et nous obtenons l’équation :
ACi =
n
min
k=i
max
t∈schedPk
t− ~nk · ~Ck
dt/Tie (2.13)
Le calcul de la marge sur le WCET et l’analyse de sensibilité du WCET permettent
de calculer la même valeur. Avec l’analyse de sensibilité, l’ensemble des instants d’or-
donnancement se calcule en temps exponentiel en le nombre de tâches avec l’équa-
tion (2.11), même si le nombre d’instants d’ordonnancement distincts reste petit, ce qui
présente un inconvénient. En contrepartie, l’analyse de sensibilité permet facilement
d’obtenir une marge sur le WCET applicable à toutes les tâches (un facteur d’augmen-
tation du WCET) avec l’équation (2.12).
Sensibilité de la période
Étant donné que l’échéance relative d’une tâche doit être inférieure à son temps de
réponse pire cas pour être ordonnançable, nous avons la relation sur la période Ti de
τi suivante :
Wi ≤ Di ⇒ Ti ≥ Wi
δi
(2.14)
où δi est la densité de la tâche et est défini par DiTi .
Bini, Di Natale et Buttazzo ont prouvé que si l’équation 2.14 n’est pas respectée,
alors il existe une tâche τj de priorité inférieure à τi pour laquelle le temps de réponse
Wj est un multiple entier de la période minimale Tmini de τi. Nous obtenons donc la
valeur de temps de réponse W ij pour τj suivante :
W ij (Ii) = Cj + IiCi +
j−1∑
h=1
h6=i
⌈
Wj
Th
⌉
Ch (2.15)
où W ij (Ii) est le temps de réponse de la tâche τj en considérant que τi interfère exacte-
ment Ii fois sur τj . Nous obtenons une seconde relation sur la période Ti de τi :
Ti ≤ min
Ii
W ij (Ii)
Ii
(2.16)
La période minimale Tmini de la tâche τi est donnée par la relation :
Tmini = max
{
Wi
δi
,
n
max
k=i+1
min
Ik
W ik(Ik)
Ik
}
(2.17)
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La valeur de marge sur la période donnée par l’équation :
Afi = Ti − Tmini (2.18)
Comme pour la marge sur le WCET, le calcul de marge sur la période et l’analyse de
sensibilité de la période permettent de calculer la même valeur de marge. Il n’y a pas,
cette fois-ci, de différence de complexité notable entre les deux approches de calcul.
2.4 Anomalies d’ordonnancement
La sûreté temporelle relativement aux variations négatives sur les paramètres tem-
porels (robustesse temporelle) est une propriété supplémentaire des algorithmes d’or-
donnancement. Elle apporte une valeur ajoutée qui est de pouvoir tolérer, pour un in-
tervalle de variations préalablement calculé, une mauvaise estimation des paramètres
temporels ou une défaillance de la plate-forme. Par contre, la sûreté temporelle relati-
vement aux variations positives sur les paramètres temporels, que nous appelons aussi
résistance aux anomalies d’ordonnancement, est une propriété indispensable pour la
validité des algorithmes d’ordonnancement.
2.4.1 Prédictibilité de l’ordonnancement
Définition 2.6 (Algorithme prédictible). Soit A un algorithme d’ordonnancement. A est
prédictible si S(J−i (p)) ≤ S(Ji(p)) ≤ S(J+i (p)) et F (J−i (p)) ≤ F (Ji(p)) ≤ F (J+i (p)) pour
tout p tel que 1 ≤ p ≤ k et pour tout ensemble faisable de k instances J+i (p).
La prédictibilité est une propriété importante pour un algorithme d’ordonnance-
ment. En effet, il semble intuitif que le pire scénario d’ordonnancement pour un en-
semble d’instances se produisent lorsque chaque instance est exécutée pour une durée
égale à son WCET. Pourtant, Ha et Liu ont prouvé que pour certaines approches d’or-
donnancement multiprocesseur, cela n’était pas le cas [HL94].
Cucu et Goossens [CG06] ont prouvé qu’un ordonnancement multiprocesseur non
oisif et conduit par les priorités est prédictible, de manière générale, pour les systèmes
à processeurs uniformes. Les systèmes à processeurs identiques étant un cas particulier
des systèmes à processeurs uniformes, ce résultat s’étend donc au cas des systèmes à
processeurs identiques.
2.4.2 Viabilité de l’ordonnancement
Baruah et Burns ont étendu la notion de prédictibilité à la notion de viabilité (de
l’anglais sustainability) [BB06, BB08]. Cette notion plus générale ne considère plus seule-
ment les diminutions de durée d’exécution, mais aussi les augmentations de période,
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ainsi que les augmentations d’échéance. Dans ces travaux, Baruah et Burns ne s’inté-
ressent non pas aux algorithmes d’ordonnancement mais aux tests d’ordonnançabilité.
La définition 2.7 est une autre formulation de la définition 2.6 appliquée aux tests d’or-
donnançabilité.
Définition 2.7 (Test résistant aux diminutions de durée d’exécution). Soit A un algo-
rithme d’ordonnancement, etF un test d’ordonnançabilité pourA. Soit τ un ensemble de tâches
considéré ordonnançable d’après F . Soit J un ensemble d’instances obtenu à partir de τ . F est
résistant aux diminutions de durée d’exécution si et seulement si il considère ordonnançable
n’importe quel ensemble d’instances obtenu à partir de J en diminuant la durée d’exécution
d’une ou de plusieurs instances.
Définition 2.8 (Test résistant aux augmentations d’échéance). SoitA un algorithme d’or-
donnancement, et F un test d’ordonnançabilité pourA. Soit τ un ensemble de tâches considéré
ordonnançable d’après F . Soit J un ensemble d’instances obtenu à partir de τ . F est résistant
aux augmentations d’échéance si et seulement si il considère ordonnançable n’importe quel en-
semble d’instances obtenu à partir deJ en augmentant l’échéance absolue d’une ou de plusieurs
instances.
Définition 2.9 (Test résistant aux augmentations de période). Soit A un algorithme d’or-
donnancement, et F un test d’ordonnançabilité pourA. Soit τ un ensemble de tâches considéré
ordonnançable d’après F . Soit J un ensemble d’instances obtenu à partir de τ . F est résis-
tant aux augmentations de période si et seulement si il considère ordonnançable n’importe quel
ensemble d’instances obtenu à partir de J en retardant l’activation d’une ou de plusieurs ins-
tances.
Définition 2.10 (Test viable). SoitA un algorithme d’ordonnancement, et F un test d’ordon-
nançabilité pourA. Soit τ un ensemble de tâches considéré ordonnançable d’aprèsF . Soit J un
ensemble d’instances obtenu à partir de τ . F est viable si et seulement si il est résistant (i) aux
diminutions de durée d’exécution, (ii) aux augmentations d’échéance et (iii) aux augmentations
de période.
Baker et Baruah se sont pour leur part intéressés aux algorithmes d’ordonnance-
ment et à leur viabilité [BB09b].
Définition 2.11 (Algorithme résistant aux diminutions de durée d’exécution). SoitA un
algorithme d’ordonnancement. Soit τ un ensemble de tâches ordonnançable avec A. Soit J un
ensemble d’instances obtenu à partir de τ .A est résistant aux diminutions de durée d’exécution
si et seulement si il peut ordonnancer sans qu’aucune échéance ne soit ratée n’importe quel
ensemble d’instances obtenu à partir de J en diminuant la durée d’exécution d’une ou de
plusieurs instances.
Définition 2.12 (Algorithme résistant aux augmentations d’échéance). Soit A un algo-
rithme d’ordonnancement. Soit τ un ensemble de tâches ordonnançable avec A. Soit J un
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ensemble d’instances obtenu à partir de τ . A est résistant aux augmentations d’échéance si et
seulement si il peut ordonnancer sans qu’aucune échéance ne soit ratée n’importe quel ensemble
d’instances obtenu à partir de J en augmentant l’échéance absolue d’une ou de plusieurs ins-
tances.
Définition 2.13 (Algorithme résistant aux augmentations de période). Soit A un algo-
rithme d’ordonnancement. Soit τ un ensemble de tâches ordonnançable avec A. Soit J un
ensemble d’instances obtenu à partir de τ . A est résistant aux augmentations de période si et
seulement si il peut ordonnancer sans qu’aucune échéance ne soit ratée n’importe quel ensemble
d’instances obtenu à partir de J en retardant l’activation d’une ou de plusieurs instances.
Définition 2.14 (Algorithme viable). Soit A un algorithme d’ordonnancement. Soit τ un
ensemble de tâches ordonnançable avec A. Soit J un ensemble d’instances obtenu à partir de
τ . A est viable si et seulement si il est résistant (i) aux diminutions de durée d’exécution, (ii)
aux augmentations d’échéance et (iii) aux augmentations de période.
2.5 Conclusion
Nous avons présenté dans la section 2.3 deux approches pour calculer les marges
sur ce que nous appelons des variations négatives sur les paramètres temporels. Ces
variations sur les paramètres tendent à rendre l’ordonnancement plus difficile. Concrè-
tement, nous avons porté notre attention sur l’augmentation des WCET et sur les ré-
ductions de périodes. La première approche (calcul d’Allowance) ne permettant que
de calculer les marges sur le WCET, nous avons proposé son extension au domaine
des périodes. Dans la section 2.4, nous avons introduit la notion de variations po-
sitives sur les paramètres temporels. Ces variations sur les paramètres, bien qu’elles
tendent à rendre intuitivement l’ordonnancement plus facile, peuvent poser des pro-
blèmes d’anomalies. Nous avons donc présenté la notion de prédictibilité d’un algo-
rithme d’ordonnancement, ainsi qu’une notion plus générale qu’est la viabilité d’un
algorithme d’ordonnancement et des tests associés. La prédictibilité étant propre aux
durées d’exécution des tâches, la viabilité est une extension de cette notion aux do-
maines des périodes et des échéances.
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CHAPITRE 3
ALLOCATION DE TÂCHES INDÉPENDANTES
3.1 Introduction
Dans ce chapitre, nous étudions les algorithmes appliqués aux tâches avant le dé-
marrage de l’ordonnancement. Il s’agit d’une approche par partitionnement (FTΠ) où
nous considérons que l’ordonnancement en ligne est réalisé par un algorithme de la
classe FTP. Nous considérons des tâches sporadiques à échéan-ces contraintes. Ces tâches
sont indépendantes dans le sens où elles ne partagent pas de ressources communes.
L’approche d’ordonnancement temps réel multiprocesseur hors-ligne la plus repré-
sentative est l’approche par partitionnement. Chaque sous-ensemble de tâches obtenu
à partir d’un partitionnement est ensuite ordonnancé de manière indépendante sur
chaque processeur. Cette approche interdit donc les migrations inter-processeurs. Mais
nous pouvons tout à fait concevoir des approches d’ordonnancement pour lesquels des
schémas de migrations sont connus à l’avance.
Nous proposons un algorithme de partitionnement qui soit robuste aux variations
négatives de WCET et de périodes. Plus particulièrement, un algorithme pour lequel
la marge sur le WCET ou la période des tâches est maximisée. L’aspect de la robus-
tesse qui est ici considéré consiste à rendre le système plus tolérant à des fautes, à de
mauvaises estimations de WCET ou à un mauvais dimensionnement au niveau des
périodes.
Dans la section 3.2, nous décrivons les modèles et les notations utilisés dans ce cha-
pitre. Dans la section 3.3, nous présentons la problématique de l’ordonnancement par
partitionnement. Dans la section 3.5, nous discutons des propriétés de robustesse des
algorithmes de partitionnement. Enfin, nous proposons une synthèse de ce chapitre
dans la section 3.6.
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3.2 Notations
Notation Définition
Π Un ensemble de processeurs
pij Le processeur d’indice j
τ Un ensemble de tâches
τi La tâche d’indice i
τ(Π) L’ensemble des tâches assignées sur un ensemble de processeurs Π
τ(pij) L’ensemble des tâches assignées sur le processeur pij
TABLE 3.1 – Notations employées dans le chapitre 3.
La table 3.1 contient la synthèse des notations utilisées dans ce chapitre.
3.3 Partitionnement
Nous nous intéressons dans cette section au modèle de tâches indépendantes. L’ap-
proche par partitionnement consiste à subdiviser un ensemble de tâches en autant
de sous-ensembles disjoints qu’il y a de processeurs. Chaque sous-ensemble est en-
suite ordonnancé sur un processeur, et ce sans migration. Cette approche a l’avantage
qu’une fois le partitionnement connu, les résultats provenant de l’état de l’art sur l’or-
donnancement temps réel monoprocesseur sont valides. La difficulté dans l’étude de
l’ordonnancement par partitionnement réside dans la recherche de partitions ordon-
nançables.
3.3.1 Anomalie de partitionnement
Certains algorithmes de partitionnement peuvent être sujets à des anomalies. An-
dersson et Jonsson montrent dans [AJ02] que des anomalies peuvent se produire avec
l’algorithme R-BOUND-MP [LMM98] lorsque les périodes des tâches sont augmen-
tées. Ce phénomène se produit car la condition d’admission R-BOUND (utilisée par
R-BOUND-MP) exploite le rapport entre la période maximale et la période minimale
des tâches à assigner. Une période plus grande implique un rapport différent qui peut
modifier la condition d’admission. Un ensemble de tâches pouvant être partitionné
par R-BOUND-MP peut ne plus pouvoir l’être avec une ou plusieurs tâches ayant des
périodes plus grandes.
Dans le cas où le partitionnement est effectué hors-ligne, le problème des anomalies
n’est qu’un problème de dimensionnement du système. En effet, le fait qu’un ensemble
de tâches ne puisse pas être partitionné avec des périodes plus grandes ne conduit pas
à ce que des échéances soient dépassées.
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3.4 Algorithmes de partitionnement
Nous considérons une plate-forme multiprocesseur composée de processeurs iden-
tiques. Étant donné un ensemble de tâches sporadiques caractérisées par leur utili-
sation, nous pouvons nous poser la question de savoir combien de processeurs sont
nécessaires pour pouvoir ordonnancer cet ensemble de tâches. Cette formulation du
problème est très similaire à celle du problème de BIN-PACKING.
Définition 3.1 (Problème de BIN-PACKING). Étant donné des boîtes de taille V et un en-
semble d’objets de taille inférieure ou égale à V à ranger dans les boîtes, le problème consiste à
trouver le nombre minimum de boîtes nécessaires pour ranger les objets.
Il est aisé de remarquer que nous pouvons transformer une instance de notre pro-
blème de partitionnement d’un ensemble de tâches en une instance du problème BIN-
PACKING. Il suffit de considérer nos processeurs comme étant des boîtes dont la taille
serait la puissance de calcul des processeurs et de considérer nos tâches comme des ob-
jets à ranger dont la taille serait l’utilisation de ces tâches. Nous pouvons maintenant
résoudre notre problème de partitionnement en utilisant un algorithme permettant
de résoudre le problème de BIN-PACKING. Malheureusement, il a été montré que ce
dernier est un problème NP-difficile [GJ79]. Cela signifie qu’à moins qu’il soit prouvé
que P = NP , aucun algorithme ne peut garantir de trouver la solution optimale à
ce problème en temps polynomial. Une solution optimale correspondrait, pour notre
problème, au nombre minimal de processeurs nécessaires pour pouvoir ordonnancer
un ensemble de tâches. Heureusement, le problème de BIN-PACKING a été largement
étudié et il existe de nombreuses heuristiques permettant de le résoudre sans garantie
de trouver la solution optimale.
Une autre question que nous pouvons nous poser est de savoir si il existe un parti-
tionnement d’un ensemble de tâches pour une plate-forme multiprocesseur donnée, en
d’autres termes lorsque le nombre de processeurs est fixé. Ce problème correspond au
problème de décision associé au problème BIN-PACKING. La description du problème
donnée dans la définition 3.1 correspond au problème de minimisation. Pour résoudre
le problème de décision, il suffit d’appliquer un algorithme résolvant le problème de
minimisation et de vérifier que la valeur de la solution retournée est inférieure ou égale
au nombre de processeurs.
Bien que nous n’ayons pas à notre disposition d’algorithme garantissant de trou-
ver les solutions optimales en temps polynomial, la littérature concernant le problème
BIN-PACKING contient plusieurs algorithmes donnant de bons résultats en temps poly-
nomial. Naturellement, la communauté de l’ordonnancement temps réel s’est inspirée
de ces derniers pour proposer des heuristiques de partitionnement.
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3.4.1 Algorithmes pour BIN-PACKING dans le cas du partitionnement
Nous comparons ici les différents algorithmes utilisés pour résoudre le problème
BIN-PACKING dans le but de choisir celui qui permettra de fournir des partitions les
plus robustes.
Entrées : τ /* Un ensemble de tâches */
Sorties : k /* Un nombre de processeurs */
1 Π← pi1;
2 k ← 1;
3 pour τi ∈ τ faire
4 pour j ∈ {1, . . . , k} faire /* Ordre croissant */
5 si τi est ordonnançable sur pij alors
6 τ(pij)← τ(pij) ∪ τi;
7 sortie de boucle;
8 fin
9 fin
10 si τ(Π) ∩ τi = ∅ alors /* τi n’est pas assignée */
11 k ← k + 1;
12 Π← Π ∪ pik; /* Ajout d’un processeur */
13 τ(pik)← τ(pik) ∪ τi; /* Allocation */
14 fin
15 fin
16 retourner k
Algorithme 3.1: FF
First-Fit L’algorithme First-Fit (FF) associe un ordre à l’ensemble des tâches. Chaque
tâche est ensuite assignée sur le premier processeur pour lequel le test d’ordonnança-
bilité réussit. Ce test dépend de l’algorithme d’ordonnancement choisi pour ordonnan-
cer les ensembles de tâches sur les processeurs. Les processeurs sont considérés dans
l’ordre croissant de leur indice. Si une tâche ne peut être assignée à aucun processeur,
alors un processeur est ajouté à l’ensemble des processeurs et la tâche y est assignée.
Last-Fit L’algorithme Last-Fit (LF) est similaire à FF à la différence que les processeurs
sont pris dans l’ordre décroissant de leur indice.
Next-Fit L’algorithme Next-Fit (NF) se comporte comme FF, mais avec la particularité
qu’un processeur n’ayant pu admettre une tâche n’est plus considéré pour l’affectation.
Cet algorithme a donc une complexité en temps réduite par rapport aux autres car pour
chaque tâche, un seul processeur est considéré.
Best-Fit L’algorithme Best-Fit (BF) se comporte comme FF mais les processeurs sont
considérés dans un ordre associé à une métrique. Dans notre cas, la métrique corres-
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Entrées : τ /* Un ensemble de tâches */
Sorties : k /* Un nombre de processeurs */
1 Π← pi1;
2 k ← 1;
3 pour τi ∈ τ faire
4 si τi n’est pas ordonnançable sur pik alors
5 k ← k + 1;
6 Π← Π ∪ pik; /* Ajout d’un processeur */
7 fin
8 τ(pik)← τ(pik) ∪ τi; /* Allocation */
9 fin
10 retourner k
Algorithme 3.2: NF
Entrées : τ /* Un ensemble de tâches */
Sorties : k /* Un nombre de processeurs */
1 Π← pi1;
2 k ← 1;
3 pour τi ∈ τ faire
4 {1′, . . . , k′} ← decrcost({1, . . . , k}; /* Coût décroissant */
5 pour j ∈ {1′, . . . , k′} faire
6 si τi est ordonnançable sur pij alors
7 τ(pij)← τ(pij) ∪ τi; /* Allocation */
8 sortie de boucle;
9 fin
10 fin
11 si τ(Π) ∩ τi = ∅ alors /* τi n’est pas assignée */
12 k ← k + 1;
13 Π← Π ∪ pik; /* Ajout d’un processeur */
14 τ(pik)← τ(pik) ∪ τi; /* Allocation */
15 fin
16 fin
17 retourner k
Algorithme 3.3: BF
pond à l’utilisation de l’ensemble des tâches assignées sur le processeur. C’est-à-dire
que le premier processeur testé, pour l’affectation d’une tâche, est le processeur le plus
chargé. Mais ce n’est qu’un exemple et d’autres fonctions de coût peuvent être utilisées.
La fonction decrcost() (algorithme 3.3, ligne 4) retourne l’ensemble des indices des
processeurs triés par ordre de leur coût décroissant.
Worst-Fit L’algorithme Worst-Fit (WF) se comporte comme BF mais les processeurs
sont considérés cette fois-ci dans l’ordre de leur utilisation croissante. C’est-à-dire que
le premier processeur, sur lequel la tâche à assigner est testée, est le processeur le moins
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chargé. Comme dans le cas de Best-Fit, une autre fonction de coût peut être utilisée.
Entrées : τ /* Un ensemble de tâches */
Sorties : k /* Un nombre de processeurs */
1 Π← pi1;
2 k ← 1;
3 pour τi ∈ τ faire
4 {1′, . . . , k′} ← iu({1, . . . , k}; /* Util. croissante */
5 pour j ∈ {2′, 1′, . . . , k′} faire
6 si τi est ordonnançable sur pij alors
7 τ(pij)← τ(pij) ∪ τi; /* Allocation */
8 sortie de boucle;
9 fin
10 fin
11 si τ(Π) ∩ τi = ∅ alors /* τi n’est pas assignée */
12 k ← k + 1;
13 Π← Π ∪ pik; /* Ajout d’un processeur */
14 τ(pik)← τ(pik) ∪ τi; /* Allocation */
15 fin
16 fin
17 retourner k
Algorithme 3.4: AWF
Almost-Worst-Fit L’algorithme Almost-Worst-Fit (AWF) se comporte comme WF dans
le sens où les processeurs sont considérés dans l’ordre de leur utilisation croissante. La
différence avec ce dernier est que le premier processeur testé pour l’affectation d’une
tâche est le deuxième processeur le moins chargé.
3.4.2 Algorithmes modifiés
Les algorithmes proposés précédemment permettent de trouver une solution à un
problème d’optimisation. En effet, pour un ensemble de tâches donné, ces algorithmes
renvoient un nombre de processeurs nécessaires pour pouvoir les ordonnancer. Ce
type de problème est adapté dans le cas du dimensionnement d’un système. Par contre,
dans le cas d’une analyse d’ordonnançabilité sur une plate-forme dont le nombre de
processeurs est fixé, c’est une solution au problème de décision qui doit être trouvée.
Il s’agit de décider si l’ensemble de tâches peut être partitionné sur m processeurs. La
solution à ce problème repose sur la solution au problème d’optimisation. Il suffit d’ap-
pliquer ce dernier et de vérifier que k ≤ m. Dans notre étude, nous voulons maximiser
la marge des tâches. Notre objectif est donc une répartition au mieux des tâches sur les
différents processeurs. Malheureusement, les algorithmes présentés précédemment ne
sont pas spécialement adaptés pour ce genre de comportement. En effet, il ne peuvent
pas répartir les tâches sur un ensemble de m processeurs car ils procèdent pour ajout
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itératif de processeur au cours du déroulement de l’algorithme. C’est pourquoi nous
proposons des variantes des algorithmes WF et AWF. Ces variantes considèrent en en-
trée, en plus de l’ensemble des tâches, un ensemble de processeurs.
Entrées : τ /* Un ensemble de tâches */
Sorties : Π /* Un ensemble de processeurs */
1 m← |Π|;
2 pour τi ∈ τ faire
3 {pi1′ , . . . , pim′} ← iu(Π); /* Util. croissante */
4 pour pij ∈ {pi1′ , . . . , pim′} faire
5 si τi peut être assignée sur pij alors
6 τ(pij)← τ(pij) ∪ τi;
7 sortie de boucle;
8 fin
9 fin
10 if τ(Π) ∩ τi = ∅ then /* τi n’est pas assignée */
11 retourner échec
12 end
13 fin
14 retourner succès
Algorithme 3.5: F-WF
Fixed-Worst-Fit L’algorithme WF choisit toujours le processeur pour lequel la fonc-
tion de coût retourne la plus petite valeur. Dans notre cas, il s’agit de l’utilisation pro-
cesseur qui doit être la plus petite possible. Mais ce choix est fait parmi un ensemble
de processeurs qui grandit au fur et à mesure du déroulement de l’algorithme. Fina-
lement, on obtient une partition pour laquelle les premiers processeurs sont les plus
remplis. En effet, un processeur n’est rajouté à l’ensemble que lorsque qu’une tâche ne
peut être assignée sur un processeur déjà présent dans l’ensemble. Le comportement
de Fixed-Worst-Fit (F-WF) décrit dans l’algorithme 3.5 est sensiblement le même que WF.
Toutefois, les m processeurs sont considérés comme déjà présents. Cet algorithme pro-
duit une partition pour laquelle les tâches sont réparties sur tous les processeurs plutôt
que concentrées sur les premiers.
Fixed-Almost-Worst-Fit L’algorithme Fixed-Almost-Worst-Fit (F-AWF) présente la même
modification que F-WF. Pour chaque tâche, le processeur sur lequel assigner cette der-
nière est choisi parmi l’ensemble des m processeurs du système.
3.4.3 Ordre sur les tâches
L’ordre dans lequel les tâches sont prises pour être assignées sur les processeurs
impacte grandement sur les performances de l’algorithme. Il est d’ailleurs souvent fait
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Entrées : τ /* Un ensemble de tâches */
Sorties : Π /* Un ensemble de processeurs */
1 m← |Π|;
2 pour τi ∈ τ faire
3 {pi1′ , . . . , pim′} ← iu(Π); /* Util. croissante */
4 pour pij ∈ {pi2′ , pi1′ , . . . , pim′} faire
5 si τi peut être assignée sur pij alors
6 τ(pij)← τ(pij) ∪ τi;
7 sortie de boucle;
8 fin
9 fin
10 si τ(Π) ∩ τi = ∅ alors /* τi n’est pas assignée */
11 retourner échec
12 fin
13 fin
14 retourner succès
Algorithme 3.6: F-AWF
référence à l’algorithme First-Fit Decreasing pour parler de l’algorithme FF où les tâches
sont prises dans l’ordre décroissant de leur utilisation. Il existe différentes manières de
trier les tâches par ordre de leur :
– utilisation décroissante (Decreasing Utilization) (DU) ;
– utilisation croissante (Increasing Utilization) (IU) ;
– échéances décroissantes (Decreasing Deadline) (DD) ;
– échéances croissantes (Increasing Deadline) (ID) ;
– périodes décroissantes ;
– périodes croissantes (Increasing Period) (IP) ;
– WCET décroissant (Decreasing WCET) (DW) ;
– WCET croissants (Increasing WCET) (IW).
Nous considérons l’ordre DU car c’est l’un des plus utilisés dans l’état de l’art.
3.4.4 Travaux existants
First-Fit L’algorithme Rate-Monotonic-First-Fit (RMFF) a été proposé par Dhall et Liu
[DL78], puis étudié à nouveau par Oh et Son [OS93]. Il s’agit de l’un des premiers al-
gorithmes de partitionnement basé sur un algorithme pour le problème BIN-PACKING.
Il a été proposé pour partitionner des tâches périodiques à échéances implicites.
L’algorithme First-Fit Decreasing-Utilization Factor (FFDUF) a été proposé par Davari
et Dhall [DD86].
L’algorithme Fisher-Baruah-Backer First-Fit-Decreasing (FBB-FFD) a été proposé par
Fisher, Baruah et Baker [FBB06b]. Il est capable de partitionner un ensemble de tâches
sporadiques à échéances arbitraires.
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Nom Algorithme Ordre Priorité Modèle de tâche
RMFF [DL78] FF IP RM périodique /
échéances implicites
RMNF [DL78] NF IP RM périodique /
échéances implicites
FFDUF [DD86] FF DU RM périodique /
échéances implicites
RMBF [OS93] BF IP RM périodique /
échéance implicites
RM-DU-NFS [AJ02] NF DU RM périodique /
échéances implicites
FBB-FFD [FBB06b] FF ID DM sporadique /
échéances arbitraires
TABLE 3.2 – Algorithmes de partitionnement
Best-Fit L’algorithme Rate-Monotonic-Best-Fit (RMBF) [OS93] a été proposé par Oh et
Son. Il est basé sur l’algorithme BF et permet de partitionner un ensemble de tâches
périodiques à échéances implicites.
Next-Fit L’algorithme Rate-Monotonic-Next-Fit (RMNF) a été proposé par Dhall et Liu
[DL78], puis étudié à nouveau par Oh et Son [OS93]. Il s’agit de l’un des premiers al-
gorithmes de partitionnement basé sur un algorithme pour le problème BIN-PACKING.
Il a été proposé pour ordonnancer des tâches périodiques à échéances implicites.
L’algorithme Rate-Monotonic Decreasing-Utilization Next-Fit-Scheduling (RM-DU-NFS)
a été proposé par Andersson et Jonsson [AJ02]. Il a été conçu pour pallier aux anoma-
lies de partitionnement. On parle d’anomalies lorsqu’un ensemble de tâches peut être
partitionné mais qu’un ensemble de tâches avec une plus petite utilisation ne le peut
pas.
Tous ces algorithmes référencées dans la table 3.2 ont été conçus dans le but d’of-
frir une meilleure ordonnançabilité ou d’éviter les anomalies de partitionnement dans
le cas de RM-DU-NFS. Mais aucun de ces algorithmes ne prend en considération la
tolérance aux dépassements de WCET ou à la réduction de période.
3.5 Partitionnement robuste
Dans cette section, nous proposons un algorithme de partitionnement dont l’objec-
tif est de maximiser la marge des tâches. Cet algorithme est décliné en deux version :
– Allowance-Fit-WCET (AFC) pour la marge sur le WCET ;
– Allowance-Fit-Frequency (AFf ) pour la marge sur la période.
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3.5.1 Description de l’algorithme
Entrées : τ /* Un ensemble de tâches */
Sorties : Π /* Un ensemble de processeurs */
1 m← |Π|;
2 minMarge[m]i;
3 pour τi ∈ τ faire
4 pour j ∈ {1, . . . ,m} faire
5 minMarge[j]← marge_minimale(τ(pij) ∪ τi);
6 si maxmj=1minMarge[j] = −1 alors
7 retourner échec
8 fin
9 fin
10 pik ← maxmj=1minMarge[i];
11 τ(pik)← τ(pik) ∪ τi;
12 fin
13 retourner succès
Algorithme 3.7: AF
L’algorithme 3.7 décrit le comportement général d’Allowance-Fit (AF). La distinction
entre AFC et AFf est faite par la fonction de calcul de marge (marge sur le WCET ou
marge sur la période).
Le principe de cet algorithme est d’allouer les tâches sur le processeur où la marge
minimale est la plus grande. Pour chaque processeur pij (ligne 4-9), cette marge mini-
male est calculée (ligne 5) en considérant que la tâche τi est assignée sur pij . La fonction
marge_minimale() appelée avec la valeur j renvoit la valeur −1 si au moins une
tâche n’est pas ordonnançable sur pij . Si τi ne peut être assignée sur aucun processeur,
l’algorithme échoue (ligne 6-8). Dans le cas contraire, le processeur choisit pour l’allo-
cation de τi est celui ayant la plus grande valeur de marge minimale (ligne 10-11). Si
toutes les tâches ont pu être allouées, l’algorithme termine avec succès (ligne 13).
3.5.2 Protocole de simulation
Les résultats de simulation présentés dans cette section ont été produits par notre
simulateur. Chaque simulation se compose de 10000 ensembles de tâches pour chaque
valeur d’utilisation parmi [0.025, 0.05, . . . , 0.975]×m oùm est le nombre de processeurs.
Une simulation revient donc à l’analyse de 390000 ensembles de tâches engendrés aléa-
toirement. Les ensembles de tâches sont constitués de 16 tâches à échéances contraintes
et la plate-forme multiprocesseur est composée de 4 processeurs.
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FIGURE 3.1 – Algorithmes de partitionnement avec utilisation décroissante, ordonnan-
cement Deadline-Monotonic et analyse de temps de réponse.
3.5.3 Marge sur le WCET
Dans cette section, nous appelons « marge » la marge sur le WCET. La figure 3.1 re-
présente la comparaison d’un ensemble d’algorithmes de partitionnement. L’ordre sur
les tâches, l’algorithme d’attribution des priorités, ainsi que le test d’ordonnançabilité
sont les mêmes. Ainsi, pour tous les ensembles de tâches, les tâches sont triées dans
l’ordre DU, les priorités sont attribuées suivant l’algorithme DM et l’acceptation d’une
tâche sur un processeur relève d’une analyse de temps de réponse. Ainsi, ce sont les
performances des algorithmes pour BIN-PACKING qui sont comparées et non pas les
performances de conditions suffisantes d’ordonnançabilité. Dans la figure 3.1(a), nous
comparons les performances en terme d’ordonnançabilité des algorithmes de parti-
tionnement. Nos résultats sont concordants avec ceux que nous pouvons trouver dans
la littérature, à savoir que les algorithmes FF et BF sont les plus performants en terme
d’ordonnançabilité. Nous remarquons que l’algorithme AWF, qui, à la différence de FF
et BF est très rarement cité dans la littérature, offre des performances en terme d’ordon-
nançabilité équivalentes. Les algorithmes LF et WF sont les algorithmes qui appliquent
le comportement inverse des algorithmes FF et BF. Alors qu’avec FF c’est le premier pro-
cesseur qui peut accepter une tâche qui est choisi, avec LF, c’est le dernier. Bien que LF
et WF peuvent sembler être les algorithmes antagonistes de FF et BF, ils offrent des per-
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formances qui sont assez proches. L’algorithme NF est moins performant car il bloque
l’accès à un processeur dès lors qu’une tâche ne peut y être admise. Cette propriété
réduit l’ordonnançabilité mais présente l’avantage d’empêcher les anomalies de parti-
tionnement. Alors que les choix faits par BF, WF et AWF sont souvent les mêmes, ceux de
F-WF et de F-AWF sont assez différents. En effet, BF, WF et AWF commencent le partition-
nement en ne considérant qu’un seul processeur pour l’allocation des tâches. Si une
allocation échoue, alors un processeur est ajouté tant que le nombre de processeurs ne
dépasse pas celui de la plate-forme cible. En revanche, F-WF et F-AWF calculent un parti-
tionnement directement sur un ensemble de processeurs correspondant au nombre de
processeurs de la plate-forme considérée. Enfin, nous avons proposé un algorithme de
partitionnement, nommé AFC spécialement conçu pour maximiser la marge minimale
des tâches. Bien qu’il soit plus complexe en terme de temps de calcul que F-WF, il offre
de meilleures performances en terme d’ordonnançabilité.
Dans la figure 3.1(b), nous représentons la marge minimale (définie dans la sec-
tion 2.3.1) obtenue à partir de chacun des algorithmes présentés précédemment. La
marge minimale est la plus petite valeur de marge qui peut être ajoutée à une tâche.
Elle nous donne un indicateur sur la robustesse aux dépassements de WCET du sys-
tème. Nous montrons dans cette figure que l’algorithme AFC offre la meilleure alterna-
tive pour maximiser la valeur de marge minimale pour des valeurs d’utilisation com-
prises dans l’intervalle [0.025, 0.065] ×m où m est le nombre de processeurs. Pour des
valeurs d’utilisation supérieures, les systèmes sont trop chargés pour pouvoir établir
la prédominance d’un algorithme par rapport aux autres. La complexité d’AFC est po-
lynomiale en le nombre de tâches. Les algorithmes F-WF et F-AWF restent toutefois des
alternatives intéressantes car moins complexes à implanter. Leur complexité, indépen-
damment du test d’ordonnançabilité, est linéaire en le nombre de tâches. Par contre,
tous les algorithmes couramment utilisés dans la littératures, qui sont à l’origine des
algorithmes fondés sur BIN-PACKING, ont des résultats bien en deçà des 3 algorithmes
précédemment cités. Nous représentons dans la figure 3.1(c), et respectivement dans la
figure 3.1(b), la marge maximale, et respectivement la marge moyenne, obtenue pour
les ensembles de tâches testés. Les courbes représentées nous permettent de confir-
mer que les 3 meilleurs algorithmes de la figure 3.1(b) surpassent bien les autres en
général, et pas seulement dans le cas de la marge minimale. Bien que AFC soit prépon-
dérant dans le cas de la marge minimale, ce n’est pas le cas pour la marge maximale
et moyenne. Ce qui signifie que l’algorithme F-WF reste une bonne alternative pour
fournir un partitionnement robuste aux dépassements de WCET.
Dans la figure 3.1, nous avons comparé les algorithmes de placement des tâches sur
les processeurs (algorithmes fondés sur BIN-PACKING). Nous nous intéressons mainte-
nant à l’influence de l’ordre sur les tâches. Jusqu’à maintenant, nous considérions que
les tâches étaient triées selon l’ordre DU. Cet ordre est parmi l’un des plus couramment
utilisé, sûrement par analogie avec la taille des objets dans le problème BIN-PACKING.
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FIGURE 3.2 – Algorithmes de partitionnement avec Deadline-Monotonic et analyse de
temps de réponse. Comparaison entre utilisation décroissante et laxité croissante.
Dans le but de maximiser la marge minimale, nous proposons de trier les tâches par
ordre de laxité croissante (Increasing Laxity) (IL). Nous définissons la laxité d’une tâche
comme la durée entre la terminaison de son exécution et son échéance. Ainsi, une tâche
τi considérée seule a comme valeur de laxité Li = Di − Ci. Cet ordre est intuitif car il
conduit à placer en premier les tâches qui ont le moins de laxité.
Dans la figure 3.2, nous comparons l’ordre DU avec l’ordre IL pour les algorithmes
F-WF et AFC . Dans la figure 3.2(a), nous représentons l’ordonnançabilité des ensembles
de tâches obtenue à partir ces algorithmes. Nous voyons donc que le fait de prendre
les tâches dans l’ordre IL améliore légèrement l’ordonnançabilité sans ajouter aucune
complexité à l’algorithme de partitionnement.
Dans la figure 3.2(b), nous voyons que l’ordre IL, améliore les performances de l’al-
gorithme AFC en terme de maximisation de la marge minimale. Cette amélioration
est encore plus flagrante pour l’algorithme F-WF. Par contre, dans les figures 3.2(c) et
3.2(d), la marge maximale et moyenne qui peut être ajoutée aux tâches est inférieure
avec l’ordre IL. Ce résultat est dû au fait que maximiser la marge minimale tend à ré-
duire la marge maximale et moyenne. Notre objectif étant de garantir la plus grande
valeur de marge pour toutes les tâches de l’ensemble de tâches, l’ordre IL apparaît être
un choix intéressant. Couplé à l’algorithme AFC , il permet ainsi d’obtenir une bonne
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robustesse aux dépassements de WCET.
3.5.4 Marge sur la période
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FIGURE 3.3 – Algorithmes de partitionnement avec utilisation décroissante, ordonnan-
cement Deadline-Monotonic et analyse de temps de réponse.
Dans cette section, nous appelons « marge » la marge sur la période. Nous propo-
sons également l’algorithme AFf dans le but de maximiser la marge sur la période. La
différence entre AFC et AFf est l’algorithme de calcul de marge utilisé, à savoir le calcul
de marge sur le WCET pour AFC et le calcul de marge sur la période pour AFf . Nous
l’avons comparé à l’ensemble des algorithmes auxquels nous avions comparé AFC pour
la marge sur le WCET. Dans la figure 3.3(a), nous montrons que AFf a les mêmes per-
formances en terme d’ordonnançabilité que AFC . Concernant notre métrique princi-
pale, à savoir la marge minimale, nous montrons dans la figure 3.3(b) que AFf pour les
périodes est le meilleur algorithme pour une utilisation allant jusqu’à 65%. Pour une
utilisation supérieure, la laxité des tâches n’est plus suffisante pour faire ressortir un
algorithme prédominant. Nous remarquons qu’il est possible de faire le parallèle entre
la marge minimale sur le WCET et la marge minimale. En effet, les résultats pour ces
deux métriques sont sensiblement équivalents. Dans les figures 3.3(c) et 3.3(d), nous
montrons les résultats concernant les valeurs maximales et moyennes de marge. Au-
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cun des algorithmes ne se démarque vraiment, même si les algorithmes F-WF, F-AWF et
AFf restent les meilleurs algorithmes. Encore une fois, notre métrique la plus significa-
tive étant la marge minimale, l’algorithme AFf reste le choix le plus intéressant pour
maximiser la marge minimale.
3.6 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la classe d’ordonnancement (FTP-
FTΠ) dans le cas d’un ordonnancement hors-ligne. Cette classe d’ordonnancement est
plus connue dans la littérature sous la dénomination d’ordonnancement par partition-
nement. Nous avons considéré un modèle de tâches sporadiques à échéances contrain-
tes ne partageant pas de ressource. Nous avons montré par une étude basée sur la si-
mulation que l’algorithme AFC-IL-DM est un choix intéressant pour maximiser la marge
minimale sur le WCET. Nous avons aussi établi le parallèle avec la marge minimale sur
la période et nous avons montré que les algorithmes AFC et AFf sont les candidats les
plus efficaces pour maximiser la marge minimale. Ce travail a donné lieu aux publica-
tions [FMG09, FMG10a].
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CHAPITRE 4
ALLOCATION DE TÂCHES DÉPENDANTES
4.1 Introduction
Nous considérons dans ce chapitre une approche par partitionnement (FTΠ). Les
tâches à ordonnancer sont des tâches sporadiques à échéan-ces contraintes.
L’état de l’art sur l’ordonnancement de tâches temps réel met en évidence un nombre
important de travaux où des ensembles de tâches indépendantes sont considérés. L’hy-
pothèse faite par ces modèles est que les tâches ne sont en concurrence que pour l’accès
aux processeurs. Elles ne partagent aucune autre ressource (périphériques, mémoire,
...). L’étude de tels modèles de tâches peut paraître surprenante car elle ne reflète pas
les modèles d’architectures existantes. Pourtant, les modèles de tâches indépendantes
sont essentiels pour l’étude des systèmes temps réel car ils permettent de formaliser
plus simplement les problèmes d’ordonnancement ou d’allocation des tâches. Le test
d’ordonnançabilité pour EDF dans le cas de tâches à échéances implicites proposé par
Liu et Layland (
∑n
i=1Ci/Ti ≤ 1) [LL73] a été exploité abondamment et l’est toujours à
l’heure actuelle. Il ne l’aurait peut-être pas été si il avait dû prendre en considération
les interférences dûes aux attentes sur des ressources et donc utiliser un formalisme
plus complexe.
Néanmoins, une fois que les bases algorithmiques ont été posées, il convient d’éten-
dre les modèles pour que la représentation des systèmes se rapproche au mieux des ar-
chitectures existantes. Les plates-formes multiprocesseurs récentes embarquent pour
la plupart des mémoires partagées, ainsi que de nombreux périphériques. Ainsi, les
tâches vont pouvoir échanger des données avec le monde extérieur, mais surtout entre
elles. C’est la motivation qui nous pousse à nous intéresser à des modèles de tâches
partageant des données. Si une tâche est préemptée alors qu’elle utilise des données
partagées, ces données peuvent se retrouver dans un état incohérent. Pour résoudre ce
problème, les instructions qui utilisent des ressources partagées sont exécutées dans
des sections critiques. L’entrée dans ces sections critiques est protégée par un méca-
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nisme de synchronisation. Un mécanisme simple de synchronisation consiste à poser
un verrou lors de l’entrée dans la section critique. Ce verrou doit être commun à toutes
les sections critiques utilisant la même ressource. La prise du verrou ne peut se faire
que si ce dernier est libre. Dans le cas contraire, l’instance est bloquée en attente de
libération de ce verrou.
Le principe de la synchronisation est simple, il doit toutefois être manipulé avec
attention. En effet, une tâche de haute priorité peut se retrouver en attente de libéra-
tion d’un verrou pour une durée qui peut ne pas être bornée. Ce dernier problème,
bien qu’il puisse être acceptable dans le cas d’un ordonnancement classique, pose un
souci majeur dans le cas des systèmes temps réel lors de leur analyse. C’est pourquoi
des protocoles de synchronisation ont été mis en place afin de définir des règles pour
la prise des verrous, et ainsi éviter les inversions de priorités non bornées. En plus du
protocole de synchronisation, il est nécessaire de fournir une borne sur le pire temps de
blocage que peut subir une tâche. Il devient alors possible de borner le pire temps de
réponse de cette tâche, et ainsi d’établir une condition d’ordonnançabilité pour un al-
gorithme d’ordonnancement donné. Notre contribution est de proposer un algorithme
de partitionnement de tâches dépendantes qui optimise la robustesse temporelle du
système en maximisant la marge des tâches.
Ce chapitre est organisé de la manière suivante. Dans la section 4.2, nous définis-
sons la terminologie et les notations utilisées dans ce chapitre. Dans la section 4.3, nous
faisons l’état de l’art des principaux protocoles de synchronisation temps réel multi-
processeurs. Dans la section 4.4, nous présentons quelques approches proposées pour
le problème du partitionnement de tâches dépendantes. Dans la section 4.5, nous pro-
posons une solution de partitionnement qui optimise le critère de robustesse tempo-
relle. Nous évaluons cette solution dans la section 4.6. La section 4.7 fait la synthèse de
ce chapitre.
4.2 Terminologie et notations
4.2.1 Modèle
Dans cette étude, nous considérons que chaque tâche τi peut utiliser un ensemble
de ressourcesR(τi) qui lui sont accessibles. Lorsqu’une tâche accède à la ressourceRk,
elle entre dans une section critique sk. Le WCET d’une tâche est donc composé d’un
ensemble de sections d’exécution indépendante et de sections critiques. Les protocoles
de synchronisation décrivent l’entrée dans une section critique par l’utilisation d’un
sémaphore ou la prise d’un verrou. Dans le but de ne pas surcharger la description des
protocoles de synchronisation, nous dirons qu’une instance peut utiliser une ressource
lorsqu’elle est en mesure de mettre en place les mécanismes nécessaires à la synchro-
nisation de cette ressource.
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4.2.2 Notations
Notation Définition
τi La tâche d’indice i
Ji Une instance de τi
Π Un ensemble de processeurs
pij Le processeur d’indice j
Rk La ressource locale d’indice k
RGk La ressource globale d’indice k
Rl Une ressource longue
Rs Une ressource courte
sk Une section critique deRk
max(|C(sk)|) Longueur de la plus grande section critique deRk
max(|C(sk, τi)|) Longueur de la plus grande section critique deRk utilisée par τi
p(Ji) La priorité de Ji
p(Rk) La priorité plafond deRk
p(t) La priorité plafond du système à l’instant t
p(t, pij) La priorité plafond de pij à l’instant t
ρ(J1) Le niveau de préemption de J1
ρ(Rk) Le niveau de préemption deRk
ρ(t) Le niveau de préemption plafond du système à l’instant t
ρ(t, pij) Le niveau de préemption plafond du système à l’instant t sur pij
Bi Le pire temps de blocage de τi
TABLE 4.1 – Notations employées dans le chapitre 4.
4.3 Protocoles de synchronisation
Afin de choisir le protocole de synchronisation le plus adapté, nous avons étudié le
comportement de 3 protocoles proposés dans le cadre des systèmes temps réel multi-
processeurs. Il convient de noter que l’allocation des tâches et des ressources est sta-
tique.
4.3.1 MPCP
Le protocole de synchronisation Multiprocessor Priority Ceiling Protocol (MPCP) a été
proposé par Rajkumar [RR90]. Il est l’extension au cas des systèmes multiprocesseurs
du protocole Priority Ceiling Protocol (PCP) proposé par Sha, Rajkumar et Lehoczky
[SRL90].
Avec PCP, une priorité plafond est associée à chaque ressource partagée Rk. Cette
priorité p(Rk) est définie comme la priorité de la tâche la plus prioritaire qui peut
utiliser cette ressource. À l’instant t, la priorité plafond du système p(t) est donnée par
la plus haute priorité plafond des ressources en cours d’utilisation (verrouillées).
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À l’instant t, l’instance Ji peut utiliser une ressource Rk seulement si la priorité de
Ji est strictement supérieure à la priorité plafond du système : p(Ji) > p(t). Dans le cas
contraire, l’instance Jj qui bloque Ji hérite de sa priorité p(Ji) jusqu’à ce qu’elle libère
toutes les ressources de priorité plafond supérieure à p(Ji).
Avec MPCP, deux types de ressources partagées sont distingués. Les ressources lo-
cales sont partagées par des tâches assignées sur le même processeur tandis que les
ressources globales sont partagées par des tâches assignées sur des processeurs diffé-
rents. La différence avec PCP est qu’une ressource globale RGk a une priorité plafond
p(RGk) égale à la somme de la plus haute priorité du système pG et de la priorité de
la tâche la plus prioritaire qui peut utiliser cette ressource. Une instance utilisant une
ressource globale est exécutée à la priorité plafond de celle-ci.
Un exemple mettant en œuvre l’utilisation de MPCP est donné dans l’annexe A.1.
4.3.2 MSRP
Le protocole de synchronisation Multiprocessor Stack Resource Policy (MSRP) a été
proposé par Gai, Lipari et Di Natale [GLDN01]. Il est l’extension au cas des systèmes
multiprocesseurs du protocole Stack Resource Policy (SRP) proposé par Baker [Bak91].
Chaque instance Ji possède un niveau de préemption ρ(Ji). Ji ne peut préempter
Jj que si ρ(Ji) > ρ(Jj). Chaque ressourceRk possède un plafond de préemption ρ(Rk)
qui est le maximum des niveaux de préemption des instances pouvant utiliser Rk. À
l’instant t, le plafond de préemption du système ρ(t) est donné par le plus haut plafond
de préemption des ressources en cours d’utilisation.
Avec SRP, les instances actives sont placées dans une pile par ordre décroissant de
leur priorité. Pour qu’une instance Ji puisse préempter une instance Jj , il faut que
sa priorité soit la plus haute parmi celles des instances actives et que son niveau de
préemption soit supérieur au plafond de préemption du système.
Avec MSRP, chaque processeur pij dispose de son plafond de préemption ρ(t, pij).
MSRP se comporte comme SRP dans le cas des ressources locales. Pour chaque res-
source globale RGk, tous les processeurs pij définissent un plafond supérieur ou égal
au niveau de préemption maximum sur pij . Lorsqu’une instance Ji veut utiliser une
ressource globale RGk sur le processeur pij , ρ(t, pij) est élevé à ρ(RGk), rendant ainsi Ji
non préemptible.
Un exemple mettant en œuvre l’utilisation de MSRP est donné dans l’annexe A.2.
4.3.3 FMLP
Flexible Multiprocessor Locking Protocol (FMLP) est un protocole de synchronisation
spécifiquement conçu pour les plates-formes multiprocesseurs. Il a été proposé par
Block et al. [BLBA07]. Ce protocole peut être utilisé dans le cas d’un ordonnance-
ment EDF par partitionnement, d’un ordonnancement EDF global, ainsi que dans le
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cas de PD2 [AS00]. Il a été étendu au cas d’un ordonnancement par partitionnement
FTP par Brandenburg et Anderson [BA08]. Une des caractéristiques de ce protocole est
de considérer deux types de ressources : des ressources courtes Rs et des ressources
longues Rl. Cette caractéristique permet de tirer parti à la fois de l’approche d’attente
active (pour les ressources courtes) et à la fois de l’approche par suspension (pour les
ressources longues). Une tâche bloquée en attente d’une ressource courte continuera
donc son exécution de manière non préemptive empêchant ainsi les autres tâches du
système de s’exécuter. En revanche, les tâches bloquées en attente d’une ressource
longue seront suspendues, laissant ainsi le processeur libre pour ordonnancer d’autres
tâches. Le choix de la classification des ressources (courtes ou longues) est laissé aux
soins du développeur.
Lorsqu’une instance J1 tente d’utiliser une ressource courte Rsk, elle devient non
préemptible et est mise en attente active dans une structure First In First Out (FIFO). Une
fois Rsk libérée et J1 en tête de la FIFO, elle peut prendre le verrou associé à Rsk, utiliser
la ressource de manière non préemptive, puis la libérer pour continuer son exécution
de manière préemptive. Dans le cas d’une ressource longue Rlk, J1 est suspendue et
mise en attente passive dans une FIFO. Une fois Rsk libérée et J1 en tête de la FIFO, elle
peut prendre le verrou associé à Rsk, utiliser la ressource de manière non préemptive,
puis la libérer.
Un exemple mettant en œuvre l’utilisation de FMLP est donné dans l’annexe A.3.1.
4.4 Partitionnement de tâches dépendantes
Tindell, Burns et Wellings ont proposé un algorithme de partitionnement de tâches
dépendantes [TBW92]. Ils ont considéré le cas d’une architecture distribuée où la syn-
chronisation est garantie par un protocole d’échange de messages. Leur approche est
basée sur l’algorithme de recuit simulé, que nous détaillons dans la section 4.5.1 qui lui
est dédiée.
Le recuit simulé a également été utilisé par Di Natale et Stankovic pour minimiser
les décalages d’activations dans les systèmes temps réel multiprocesseurs distribués
[DNS95]. Cette approche offrant de bons résultats en terme de maximisation de l’or-
donnançabilité, nous l’avons étendue dans le but de maximiser la marge des tâches.
Lakshmanan, de Niz et Rajkumar ont récemment proposé l’algorithme de partition-
nement Synchronization-Aware Partitioning Algorithm (SPA) pour les tâches dépendantes
[LdNR09]. Cette heuristique s’appuie sur le protocole de synchronisation MPCP.
Le principe de cet algorithme est de rassembler sur le même processeur les tâches
partageant des ressources. Dans un premier temps, les tâches partageant des ressources
sont regroupées. Ce regroupement est transitif, ce qui signifie que si une tâche τ1 par-
tage une ressource avec une tâche τ2, et que τ2 partage une ressource avec une tâche
τ3, ces 3 tâches sont dans le même groupe G. Les tâches d’un groupe sont triées dans
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l’ordre DU. L’algorithme commence le partitionnement avec autant de processeurs qu’il
est nécessaire pour assigner l’ensemble des tâches (c’est-à-dire que l’algorithme com-
mence avec 4 processeurs pour un ensemble de tâches d’utilisation 3.5).
Les groupes de tâches et les tâches indépendantes sont ordonnés suivant leur utili-
sation décroissante (ordre DU). L’algorithme tente d’assigner les groupes de tâches sur
les processeurs avec BF en utilisant le critère d’utilisation processeur des groupes de
tâches. Aucun processeur n’est ajouté à ce stade de l’algorithme et les groupes ne pou-
vant être assignés entièrement sur un processeur sont stockés dans une liste d’attente.
Les groupes restants sont triés par ordre croissant d’un coût de pénalité. Ce coût de
pénalité correspond au temps de blocage induit par la transformation des ressources
locales en ressources globales. Le coût de pénalité d’un groupe cost(G) est défini de la
manière suivante :
cost(G) =
∑
Rk∈R(G)
cost(Rk)
oùR(G) est l’ensemble des ressources partagées par les tâches de G. Le coût de pénalité
d’une ressource cost(Rk) est donné par :
cost(Rk) = costG(Rk)− costL(Rk)
avec
costG(Rk) = max(|C(sk)|)/min
i
(p(τi)
et
costL(Rl) = max
τi∈τ(Rk)
(max(|C(sk, τi)|/p(τi)))
Les tâches du groupe ayant le plus petit coût de pénalité sont assignées sur les pro-
cesseurs. Les tâches sont prises dans l’ordre DU et allouées avec WF (sur le processeur
le moins chargé). Si une tâche ne peut pas être placée, un processeur est ajouté et l’al-
gorithme se poursuit jusqu’à ce que toutes les tâches aient été assignées.
4.5 Partitionnement robuste
Dans cette section, nous présentons l’algorithme de partitionnement Robust Parti-
tioning based on Simulated Annealing (RPSA) basé sur le recuit simulé [FMG10b]. Il a été
proposé dans le but de maximiser la marge des tâches pour accroître la robustesse
temporelle.
Après avoir étudié les différents protocoles de synchronisation temps réel multi-
processeur, nous avons fait le choix d’utiliser FMLP. Ce choix est justifié par le fait que
FMLP exploite deux mécanismes de blocages :
– l’attente active pour les ressources courtes. Ce mécanisme, consistant à rendre
l’instance bloquée non préemptible, est exploité par MPCP ;
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– l’attente passive pour les ressources longues. Ce mécanisme, consistant à inter-
rompre l’exécution de l’instance, est exploité par MSRP.
FMLP est donc un protocole flexible tirant parti des avantages des protocoles MPCP
et MSRP. Nous différencions les ressources courtes des ressources longues de la ma-
nière suivante. Si la longueur maximale des sections critiques d’une ressource Rk est
inférieure ou égale à une borne fixée 1, alors Rk est une ressource courte. Rk est une
ressource longue dans le cas contraire.
4.5.1 Recuit simulé
L’algorithme de recuit simulé est une méta-heuristique proposée par Kirkpatrick,
Gelatt et Vecchi [KGV83]. Une méta-heuristique est un algorithme permettant de ré-
soudre des problèmes d’optimisation difficiles lorsque les algorithmes permettant de
résoudre ces problèmes ne sont pas connus ou sont trop complexes. Le recuit simulé
s’inspire d’un processus utilisé en métallurgie pour obtenir l’état le plus stable d’un
métal et donc accroître sa solidité. Ce processus consiste à contrôler le refroidissement
du métal en alternant des cycles de refroidissement lents et des cycles de réchauffage
(recuits). Le comportement de l’algorithme de recuit simulé est fondé sur ce principe.
Une instance du problème d’optimisation, engendrée aléatoirement, sert de donnée
d’entrée. Cette instance du problème, par analogie avec le recuit métallurgique, cor-
respond à un état instable du système. À partir de cet état instable, un autre état
du système est obtenu en appliquant des modifications aléatoires. La notion d’éner-
gie du système intervient alors, et permet de faire converger le système vers un état
stable, c’est-à-dire vers une solution qui se rapproche de l’optimale. Si l’énergie du
système engendré est inférieure à l’énergie du système d’origine, le système engendré
est conservé. Sinon, un tirage aléatoire permet de décider si il est conservé ou écarté. Ce
tirage à pour but d’éviter que la solution tende trop vite vers un optimum local. Le ti-
rage dépend de la température du système. Celle-ci est donc élevée à l’initialisation de
l’algorithme afin de ne pas confiner le champs d’investigation à un ensemble de solu-
tions trop restreint. Puis elle diminue progressivement pour faire converger le système
vers une solution proche de l’optimale. Si le système engendré est écarté, l’algorithme
continue à évoluer avec le système d’origine. Sinon, le système engendré remplace le
système d’origine et l’algorithme se poursuit.
4.5.2 Algorithme de partitionnement
Le fonctionnement de RPSA est décrit par l’algorithme 4.1. Une partition de départ
P est engendrée aléatoirement en fonction de l’ensemble des tâches et du nombre de
1. Nous fixons cette borne à 1% du WCET maximal d’une tâche. Dans nos simulations, le WCET
maximal est fixée à 1000 ms et une ressource est donc courte si la longueur maximale de ses sections
critiques est inférieure ou égale à 10 ms.
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Entrées : n /* Nombre de tâches */
Entrées : m /* Nombre de processeurs */
Entrées : P =engendrerPartitionAleatoirement(n, m)
Entrées : temp = −m
ln 0.99
Entrées : Kmax = n ·m /* Nombre d’essais */
1 while temp > tempmin do
2 k = 0;
3 while k 6= Kmax do
4 N =engendrerVoisinAleatoirement(P);
5 EP =calculerEnergie(P);
6 EN =calculerEnergie(N);
7 if EN < EP then
8 P = N ;
9 else
10 x = EP−EN
temp
;
11 if ex ≥NombreAleatoire(0, 1) then
12 P = N ;
13 end
14 end
15 k = k + 1;
16 end
17 temp = temp
2
;
18 end
Algorithme 4.1: RPSA
processeurs. Une température de départ est choisie en fonction du nombre de proces-
seurs de telle manière qu’elle soit d’autant plus haute que le nombre de processeurs est
grand. Le nombre d’itérations Kmax entre chaque refroidissement est calculé en fonc-
tion de la taille du système (n · m). Une itération consiste à engendrer aléatoirement
une partition N à partir de P . L’énergie EP de P et EN de N est ensuite calculée. Ce
calcul est décrit par la suite dans la section 4.5.4. Si EN < EP , N remplace P . Sinon, la
valeur x est calculée en fonction de l’énergie des deux partitions et de la température
du système (algorithme 4.1, ligne 10). Si ex est supérieur ou égal à un nombre tiré aléa-
toirement entre 0 et 1, N remplace P . Dans le cas contraire, N est écarté. L’algorithme
se poursuit ainsi jusqu’à ce que la température du système ait atteint une valeur mini-
male.
4.5.3 Initialisation et voisinage aléatoire
La fonction engendrerPartitionAleatoirement place aléatoirement les n tâches
de l’ensemble de tâches à partitionner sur les m processeurs. Aucune analyse d’or-
donnançabilité n’est faite pour cette partition d’initialisation de RPSA. Ainsi, aucune
partition de départ n’est écartée.
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La fonction engendrerVoisinAleatoirement produit une partition N à partir
d’une partition d’origine P . N est engendrée soit :
– en échangeant deux tâches. Pour cela, deux processeurs pik et pil non vides sont
sélectionnés aléatoirement avec pik 6= pil, ainsi qu’une tâche τi de τ(pik) et une
tâche τj de τ(pil) ;
– en déplaçant une tâche d’un processeur vers un autre. Pour cela, un processeur
d’origine pik non vide est sélectionné aléatoirement, ainsi qu’une tâche τi de τ(pik)
et un processeur pil (pouvant être vide) avec pij 6= pik.
4.5.4 Calcul de l’énergie
1 energie = 0;
2 marge[m];
3 foreach pij ∈ P do
4 if τ(pij) = ∅ or pij non ordonnançable then
5 energie = energie+ 1;
6 marge[j] = 0;
7 else
8 marge[j] =
∑
τi∈τ(pij)Ai
9 end
10 end
11 energie = energie+ 1∑m
k=1marge[k]
Algorithme 4.2: calculerEnergie(P)
Le fait que le recuit simulé puisse être appliqué sur différents problèmes d’optimi-
sation repose sur la fonction de calcul de l’énergie du système. Cette fonction permet
de donner un poids aux critères à maximiser. Dans le cas de RPSA, elle est décrite dans
l’algorithme 4.2. Le critère que nous cherchons à maximiser est la robustesse tempo-
relle du système. Notre fonction calcule donc une valeur d’énergie pour un ensemble
de tâches qui est d’autant plus petite que les tâches ont une marge importante. Pour
chaque processeur, deux cas de figure s’offre au sous-ensemble de tâches qui lui est
affecté. Soit il est non ordonnançable, et dans ce cas, l’énergie est incrémentée de 1
pour maximiser la probabilité d’écarter cette partition. Soit la marge du processeur est
calculée en faisant la somme de la marge de chacune des tâches qui lui sont assignées.
L’énergie est ensuite incrémentée de l’inverse de la somme des marges de chaque pro-
cesseur.
Le calcul de la marge sur le WCET ou la fréquence nécessite d’inclure le facteur
de blocage des tâches. Le calcul du pire temps de blocage Bi d’une tâche τi induit par
l’utilisation de FMLP est décrit dans l’annexe A.3.2.
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4.6 Évaluation
Dans le but de comparer notre approche basée sur le recuit simulé avec une approche
heuristique, nous avons implanté les algorithmes RPSA et SPA dans notre simulateur.
Afin de ne pas introduire de biais lié à l’utilisation de protocoles de synchronisation
différents, nous avons adapté SPA pour qu’il utilise le protocole FMLP.
4.6.1 Protocole de simulation
Les résultats de simulation présentés dans les sections 4.6.2 et 4.6.3 ont été produits
par notre simulateur. Chaque simulation se compose de 1000 ensembles de tâches pour
chaque valeur d’utilisation parmi [0.025, 0.05, . . . , 0.975]×m oùm est le nombre de pro-
cesseurs. Une simulation revient donc à l’analyse de 39000 ensembles de tâches engen-
drés aléatoirement. Les ensembles de tâches sont constitués de 16 tâches à échéances
contraintes et la plate-forme multiprocesseur est composée de 4 processeurs. Chaque
tâches utilise au plus 2 ressources (tirage aléatoire entre 0 et 2). Les durées des sections
critiques sont tirées aléatoirement en fonction de WCET de la tâche.
4.6.2 Marge sur le WCET
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FIGURE 4.1 – Comparaison entre RPSA et SPA pour la marge sur le WCET.
Nous montrons dans la figure 4.1(a) que les performances en terme d’ordonnan-
çabilité sont toujours meilleures en moyenne avec RPSA. Nous montrons également
dans la figure 4.1(b) que RPSA permet de trouver en moyenne un partitionnement où
la marge sur le WCET minimale est maximisée par rapport à SPA.
4.6.3 Marge sur la fréquence
De même qu’avec les tâche indépendantes, les résultats sur la marge sur la fré-
quence sont assez similaires à ceux sur la marge sur le WCET. Ainsi, nous montrons
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FIGURE 4.2 – Comparaison entre RPSA et SPA pour la marge sur les fréquences.
dans la figure 4.2(a) que RPSA surpasse en moyenne SPA en terme d’ordonnançabilité.
Nous montrons également dans la figure 4.2(b) qu’il offre de meilleures performances
en terme de maximisation de la marge sur la fréquence par rapport à SPA.
4.7 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la classe d’ordonnancement (FTP-
FTΠ) dans le cas d’un ordonnancement hors-ligne. Nous avons considéré un modèle de
tâches sporadiques à échéances contraintes partageant des ressources. Nous avons pré-
senté différents protocoles de synchronisation issus de la l’état de l’art. Nous avons fait
le choix d’utiliser FMLP car il tire parti des mécanismes employés par MPCP et MSRP.
Nous avons proposé un algorithme de partitionnement basé sur le recuit simulé qui
répartit un ensemble de tâches en maximisant la marge des tâches. Nous l’avons com-
paré par la simulation à une heuristique de partitionnement pour tâches dépendantes
et nous avons montré qu’il permet de trouver des partitions où la marge sur le WCET
et sur la fréquence est maximisée. Ce travail a donné lieu à la publication [FMG10b].
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CHAPITRE 5
ORDONNANCEMENT À MIGRATIONS RESTREINTES
5.1 Introduction
Dans ce chapitre, nous considérons l’ordonnancement de tâches périodiques à échéan-
ces contraintes. Il s’agit d’un ordonnancement en ligne, dont la définition est donnée
dans la section 1.3.1. Nous proposons un algorithme d’ordonnancement pour lequel
les migrations sont autorisées. Si nous nous référons aux tests d’ordonnançabilité ac-
tuels, les approches d’ordonnancement par partitionnement (sans migration) sont plus
performantes que les approches d’ordonnancement globales (avec migrations). En ef-
fet, Baker a proposé une comparaison empirique entre ces deux approches d’ordon-
nancement qui montre la supériorité de l’approche par partitionnement [Bak05]. Mais
cette supériorité est imputable aux tests d’ordonnançabilité et non pas aux approches
d’ordonnancement en elles-mêmes. Intuitivement, les migrations apportent une liberté
supplémentaire aux tâches et augmentent leur chance de pouvoir être ordonnancées
avec succès. Il convient d’ailleurs de remarquer que tous les algorithmes d’ordonnan-
cement temps réel multiprocesseur optimaux nécessitent des migrations de tâches.
Notre algorithme appartient à la classe d’ordonnancement (FTP-FJΠ). Pour rappel,
la classe d’ordonnancement FJΠ est aussi appelée classe d’ordonnancement à migra-
tions restreintes. Un des inconvénients des algorithmes de la classe DΠ est le nombre
potentiellement important de migrations qu’ils peuvent engendrer. C’est pourquoi des
travaux s’intéressent à proposer des bornes sur le nombre de migrations engendrées
par les algorithmes de la classe DΠ. Par exemple, l’algorithme DP-Wrap [LFPB10] n’en-
gendre pas plus de m− 1 migrations par intervalle de temps (où l’intervalle de temps
dépend des paramètres des tâches). Pour les algorithmes de la classe FJΠ, les migrations
ne sont autorisées qu’entre deux instances d’une même tâche. Ainsi, une fois qu’une
instance est démarrée sur un processeur, elle perd la possibilité de migrer. Cette ap-
proche présente l’avantage de borner le nombre de migrations à au plus une par ins-
tance.
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Ha et Liu ont présenté un algorithme de la classe (FTP-FJΠ) [HL94]. Ils ont également
prouvé que cet algorithme n’était pas prédictible. Nous en analyserons les raisons puis
nous présenterons la contribution majeure de ce chapitre : un algorithme prédictible
pour la classe (FTP-FJΠ).
Ce chapitre est organisé de la manière suivante. Dans la section 5.2, nous présen-
tons le modèle considéré, ainsi que les notations employées. Dans la section 5.3, nous
proposons un nouvel algorithme d’ordonnancement basé sur l’approche d’ordonnan-
cement FJΠ (aussi appelée ordonnancement à migrations restreintes). Bien qu’étant de
la classe FTP, cet algorithme utilise le paramètre de laxité pour prendre les décisions
d’ordonnancement. Mais contrairement à LLF, il ne n’utilise pas la laxité pour attribuer
une priorité, mais pour choisir le processeur sur lequel activer l’instance. Dans la sec-
tion 5.4, nous étudions la propriété de viabilité de notre algorithme. Dans la section 5.5,
nous proposons deux tests d’ordonnançabilité. Le premier est un test nécessaire et suf-
fisant. Le second est un test suffisant, plus simple à calculer. Finalement, nous faisons
la synthèse de ces résultats dans la section 5.6.
5.2 Terminologie
Notation Définition
τi La tâche d’indice i
Ji Une instance de la tâche τi
Ji,k La kième instance de la tâche τi
ri,k L’instant d’activation de l’instance Ji,k
ei,k Le coût d’exécution de l’instance Ji,k
e∗i,k(t) Le coût d’exécution restant de l’instance Ji,k à l’instant t
di,k L’échéance absolue de l’instance Ji,k
Li,k(t, pij) La laxité de Ji,k sur le processeur pij à l’instant t
pij Le processeur d’indice j
hp(pij, Ji,k) L’ensemble des instances plus prioritaires que Ji,k sur le processeur pij
lp(pij, Ji,k) L’ensemble des instances moins prioritaires que Ji,k sur le processeur pij
J(pij) L’ensemble des instances ordonnancées sur le processeur pij
Ci Le WCET de τi
Di L’échéance relative de τi
Ti La période de τi
Dmax(k) L’échéance relative maximale parmi {D1, . . . , Dk}
δi La densité de τi (δi = Ci/min(Di, Ti))
δmin(k) La densité minimale parmi les densités des tâches {τ1, . . . , τk}
TABLE 5.1 – Notations employées dans le chapitre 5.
Nous rappelons que ri,k (respectivement ei,k, e∗i,k(t), di,k et Li,k(t)) peut être notée ri
(respectivement ei, e∗i (t), di etLi(t)) lorsque nous ne faisons pas référence à une instance
particulière de la tâche τi.
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Définition 5.1 (Laxité). La laxité Li,k(t, pij) d’une instance Ji,k sur le processeur pij à l’instant
t est l’intervalle de temps entre la terminaison de Ji,k et son échéance absolue. Li,k(t, pij) est
définie sur l’intervalle [ri,k, di,k].
5.3 Algorithme d’ordonnancement
5.3.1 Travaux existants
À notre connaissance, l’approche FJΠ a été peu étudiée. Nous pouvons citer les tra-
vaux de Baruah et Carpenter. Ils ont proposé deux algorithmes dans [BC03], r-EDF basé
sur EDF et r-PriD basé sur PriD [GFB03]. Ce travail a été étendu au modèle des architec-
tures à processeurs uniformes par Funk et Baruah [FB05]. Un algorithme à migrations
restreintes fondé sur EDF a été proposé par Anderson, Bud et Devi [ABD08], mais dans
le cas d’un ordonnancement temps réel souple. Cette approche a aussi été utilisée par
Dorin et al. pour proposer un algorithme de partitionnement des instances hors-ligne et
un ordonnancement en ligne basé sur EDF [DMYGR10]. Tous ces travaux considèrent
que l’algorithme d’attribution des priorités est EDF. Ha et Liu ont présenté une ma-
nière d’ordonnancer des instances avec un algorithme de la classe (FixedTaskPriority-
FixedJobProcessor) [HL94]. Ils ont montré que cette approche d’ordonnancement n’était
pas prédictible. Fisher a plus récemment proposé un une condition suffisante d’ordon-
nancement pour cet algorithme [Fis07]. Mais il n’a pas abordé la notion de prédictibi-
lité.
5.3.2 Laxité
Lorsque l’on parle d’ordonnancement avec laxité, il est tout naturel de penser à
l’algorithme LLF [Leu89, DM89]. Nous considérons toutefois dans ce chapitre un algo-
rithme de la classe d’ordonnancement FTP. La laxité est utilisée pour prendre des déci-
sions d’ordonnancement aux instants d’activations des instances, c’est-à-dire à chaque
début d’instance, et pas pendant son exécution comme avec LLF. Nous considérons
le critère de laxité car nous nous intéressons à la robustesse, qui consiste à exploiter
le temps pendant lequel le processeur est oisif pour permettre des déviations sur les
paramètres temporels. Même si la valeur de laxité calculée à l’instant de l’activation de
l’instance peut être amenée à diminuer au cours de son exécution, la connaissance de
cette valeur peut permettre la mise en place d’un mécanisme similaire au vol de temps
creux. Le vol de temps creux consiste à récupérer les temps d’oisiveté afin d’exécuter
entre autres des traitements apériodiques.
À l’instant de son activation t = ri,k, la laxité Li,k(t) de l’instance Ji,k sur le proces-
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instance ri di [e−i , e
+
i ]
J1 0 10 [5, 5]
J2 0 10 [2, 6]
J3 4 15 [8, 8]
J4 0 20 [10, 10]
J5 5 200 [100, 100]
J6 7 25 [2, 2]
TABLE 5.2 – Paramètres temporels des instances de l’exemple de la figure 5.1.
seur pij est donnée par :
Li,k(t) = Di − Ci −
∑
Jj∈hp(pij ,Ji,k)
e∗j(t) (5.1)
Les valeurs données par l’équation 5.1 correspondent à la laxité dans le pire cas. La
laxité Li,k(t) d’une instance Ji,k est une fonction décroissante qui décroît lorsqu’une
instance de plus haute priorité que Ji,k est activée sur le même processeur.
5.3.3 Anomalies d’ordonnancement
La preuve de non prédictibilité de Ha et Liu est basée sur l’exemple donné par
la figure 5.1. Leur algorithme d’ordonnancement fonctionne de la manière suivante.
Lorsqu’une instance est activée, elle peut être soit démarrée sur un processeur libre,
soit mise en attente de libération d’un processeur. Un processeur est considéré libre
relativement au niveau de priorité de l’instance active si ce processeur n’exécute pas
d’instance de priorité supérieure. Si la tâche nouvellement activée préempte une ins-
tance en cours d’exécution, cette dernière est alors mise en attente de libération du
processeur sur lequel elle s’exécutait.
Les paramètres temporels des 6 instances sont donnés dans la table 5.2. Il faut re-
marquer que l’instance J2 peut être exécutée pour une durée comprise entre 2 et 6 uni-
tés de temps. Toutes les autres instances ne peuvent être exécutées que pour une durée
fixée (e−i = e
+
i ). Dans la figure 5.1(a), l’instance J2 est exécutée pour une durée e2 = 6,
soit ∀i ∈ [1 − 6], ei = e+i . Dans la figure 5.1(b), e2 = 2 et ∀i ∈ [1 − 6], ei = e−i . Ces deux
figures représentent donc l’ordonnancement dans le pire cas (figure 5.1(a)) et l’ordon-
nancement dans le meilleur cas (figure 5.1(b)) relativement aux coûts d’exécution des
instances. Pour ces deux ordonnancements, aucune échéance n’est dépassée. Pourtant,
dans la figure 5.1(c), l’instance J4 rate son échéance alors que l’instance J2 est exécutée
pour une durée e2 = 3. Nous pouvons remarquer que ce phénomène se produit car le
processeur pi2 devient disponible à l’instant t = 4 car J4 est moins prioritaire que J3.
J3 est alors admise sur pi2, mais la laxité de J4 n’est plus suffisante pour lui permettre
de terminer son exécution avant son échéance. Nous pouvons aussi remarquer que le
meilleur cas pour J4 se produit lorsque J2 est exécutée pour e2 = 5 (figure 5.1(d)). Cet
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FIGURE 5.1 – Exemple de la non prédictibilité d’un algorithme d’ordonnancement à
migrations restreintes [HL94].
algorithme n’est donc pas prédictible.
5.3.4 Description de l’algorithme
Nous proposons l’algorithme r-SP_wl (r-SP faisant référence à r-EDF mais avec un
ordonnancement FTP, aussi appelé Static-Priority (SP) dans l’état-de-l’art, et wl pour
with laxity). Cet algorithme prend ses décisions d’ordonnancement lors de l’activation
d’une instance en fonction de la laxité des instances actives.
L’ordonnanceur doit stocker pour chaque instance ordonnancée sa valeur de laxité
pour pouvoir la consulter et la mettre à jour. Nous considérons des tâches à échéances
contraintes, ce qui implique qu’au plus une seule instance d’une même tâche peut être
activée à l’instant t. Nous faisons l’hypothèse d’un ordonnanceur capable d’attribuer
une priorité différente à chaque tâche. Nous utilisons alors une table d’association (à
hachage parfait) pour associer une valeur de laxité à un niveau de priorité. En effet, une
telle structure d’association permet d’obtenir la valeur associée en un temps constant.
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Les instances sont admises sur un processeur à l’instant de leur activation. Une
instance Ji,k peut être admise sur un processeur pij à l’instant t = ri,k si et seulement si :
– la laxité de Ji,k est supérieure ou égale à 0. Li,k(t) ≥ 0 avec Li,k(t) donnée par
l’équation (5.1) ;
– la laxité des instances de priorité inférieure à Ji,k est supérieure ou égale à 0 après
admission de Ji,k :
∀Jj ∈ lp(pij, Ji,k), Lj(t)− ei,k ≥ 0 (5.2)
La condition donnée par l’équation (5.2) garantit qu’aucune instance de priorité infé-
rieure à celle de l’instance Ji,k nouvellement admise ne dépassera son échéance. Nous
noterons que cette phase d’admission consiste à garantir, qu’à l’instant t, l’instance
ayant la plus petite valeur de laxité, parmi toutes les instances de priorité inférieure,
en aura suffisamment pour ne pas dépasser son échéance. Cette opération consiste à
vérifier la valeur de laxité de toutes les instances de priorité inférieure à celle de Ji,k.
Pour un processeur pij , elle a une complexité linéaire en le nombre de tâches.
Lorsqu’une instance Ji,k est activée ou admise, une entrée est ajoutée dans la struc-
ture de données pour stocker sa valeur de laxité telle que calculée par l’équation (5.1).
Avant de calculer cette valeur, le coût d’exécution restant ej(ri,k)∗ de toutes les ins-
tances Jj plus prioritaires que Ji,k doit être mis à jour. Le coût d’exécution restant des
instances en cours d’exécution est décrémenté de la durée écoulée depuis le dernier
instant d’ordonnancement.
Quand plusieurs processeurs sont disponibles lors de l’admission d’une instance,
notre algorithme admet celle-ci sur le processeur pour lequel la valeur de laxité mini-
male est la plus grande. La laxité minimale à l’instant t d’un processeur pij est donnée
par minJi∈J(pij) Li(t). Ce choix n’est pas optimal. Il permet néanmoins une bonne répar-
tition des instances sur les différents processeurs dans le cas où le système n’est pas
trop chargé. Cela a pour effet de pouvoir offrir plus de marge aux tâches. Notre algo-
rithme d’ordonnancement étant un algorithme en ligne avec des migrations, il est dif-
ficile de calculer cette valeur de marge autrement qu’en déroulant l’ordonnancement
sur une période d’étude.
À la terminaison d’une instance, celle-ci est arrêtée et les ressources qu’elle a utili-
sées sont libérées. Il est important de noter que, d’après l’équation (5.1), la laxité d’une
instance est calculée à partir de son WCET. Si cette instance Ji termine son exécu-
tion avant son WCET, l’ordonnanceur continue de considérer l’interférence de celle-
ci sur les instances moins prioritaires jusqu’à ce que son WCET ait été virtuellement
consommé. Il adoptera donc un comportement oisif en n’admettant pas d’instance sup-
plémentaire qui ne l’aurait pas été dans le cas où Ji aurait été exécutée pour une durée
égale à son WCET.
Dans l’algorithme 5.1, nous décrivons le fonctionnement de r-SP_wl. Tout d’abord,
nous considérons que l’ordonnanceur est réveillé par des évènements (signaux, inter-
ruptions) correspondant à l’activation ou à la terminaison d’une instance. La donnée
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Entrées : Π
Entrées : τ
Données : Qg
Données : Ql
1 pour pij ∈ Π faire /* Initialisation */
2 Ql(pij)← ∅;
3 fin
4 Qg ← ∅;
5 tant que évènement E reçu pour Ji faire /* Ordonnancement */
6 si E = activation de Ji alors
7 pour pij ∈ trierParLaxiteDecroissante(Π) faire
8 si Li(tE) ≥ 0 et min(lp(pij, Ji)) >= ei alors
9 empiler Ji dans Ql(pij);
10 saut à l’instruction 16;
11 fin
12 fin
13 empiler Ji dans Qg;
14 sinon si E = terminaison de Ji alors
15 arrêter Ji;
16 fin
17 Jj ← instance la plus prioritaire de Qg ∪Q(pi(Ji));
18 Jk ← instance la plus prioritaire de pi(Ji);
19 si Jj plus prioritaire que Jk alors
20 dépiler Jj ;
21 démarrer Jj ;
22 empiler Jk dans Ql(pi(Jk));
23 fin
24 fin
Algorithme 5.1: Algorithme d’ordonnancement r-SP_wl.
Qg représente la file globale des instances actives. C’est dans cette file que sont stockées
les instances qui n’ont pas pu être assignées sur un processeur au moment de leur ac-
tivation en attente de libération d’un processeur. La donnée Ql représente l’ensemble
des files locales aux processeurs des instances actives. Ainsi, Ql(pij) représente la file
locale au processeur pij . C’est dans cette file qu’est stockée une instance, déjà assignée
sur un processeur, qui est préemptée par une instance de plus haute priorité.
La boucle événementielle (lignes [5 - 24]) traite les activations et terminaisons d’ins-
tances. Lorsqu’une instance Ji est activée (ligne 6), l’ensemble des processeurs trié par
laxité décroissante est parcouru (ligne 7). Si la laxité est suffisante pour admettre l’ins-
tance sur un processeur pij (ligne 8), Ji est ajoutée à la file Ql(pij). Le traitement de
l’évènement est alors terminé. Si aucun processeur n’est disponible (ligne 13), J1 est
ajoutée à la file globale Qg.
À la ligne 7, nous omettons volontairement la description de la gestion des proces-
seurs en utilisant la fonction trierParLaxiteDecroissante. Cette gestion peut
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être opérée par le maintien d’un arbre AVL pour que la mise à jour de l’ensemble des
processeurs soit faite avec une complexité en O(log2(m)). Un arbre AVL (pour Adelson-
Velsky et Landis) est un arbre binaire de recherche automatiquement équilibré.
Lorsque Ji termine son exécution (ligne 14), elle est arrêtée et l’ordonnanceur sup-
prime les informations concernant sa laxité et son coût d’exécution restant.
Quand le traitement des évènements est terminé, l’ordonnancement doit mettre à
jour l’instance active sur le processeur pij (ligne [17 - 23]). Jj est l’instance la plus prio-
ritaire parmi la file globale Qg et la file locale Ql(pij) de pij . Jk est l’instance la plus
prioritaire de pij . Si Jj est plus prioritaire que Jk, elle la préempte et démarre son exé-
cution sur pij . Jk est alors ajoutée à la fileQl(pij). S’il n’y a pas d’instance Jj , aucune mise
à jour n’est nécessaire. S’il n’y a pas d’instance Jk, Jj est démarrée sans préemption.
5.4 Viabilité
La viabilité d’un algorithme d’ordonnancement, ou tout du moins la viabilité du
test d’ordonnançabilité qui lui est associé, est une propriété importante. Elle apporte
notamment la garantie que l’algorithme puisse être implanté sans que des anomalies
d’ordonnancement ne se produisent. Nous montrons dans cette section que r-SP_wl
n’est pas viable au sens strict de la définition donnée dans le chapitre 2. Nous montrons
qu’il l’est dans le cas des tâches périodiques et non pas sporadiques.
5.4.1 Résistance aux diminutions de coûts d’exécution
L’anomalie qui se produit avec l’algorithme (FTP-FJΠ) de Ha et Liu est imputable à
la définition de la disponibilité processeur qui lui est associée. En effet, avec cet algo-
rithme, un processeur est disponible pour une instance Ji si il est soit inactif, soit en
train d’exécuter une instance de priorité inférieure à celle de Ji. Dans le cas de r-SP_wl,
un processeur pij est disponible pour l’admission d’une instance Ji si et seulement si la
laxité des instances déjà assignées sur pij reste supérieure ou égale à 0 après admission
de Ji.
Comme l’ont montré Ha et Liu, le problème de prédictibilité de la classe d’ordon-
nancement (FTP-FJΠ) vient du fait qu’une diminution de coût d’exécution peut per-
mettre l’admission d’une tâche qui aurait été assignée sur un processeur différent.
Cette instance peut alors interférer sur l’exécution d’instances de priorités inférieures
et leur faire rater leur échéance. Comme nous le montrons dans la figure 5.2, r-SP_wl
souffrirait d’anomalies si son comportement ne faisait pas de lui un algorithme d’or-
donnancement oisif.
Dans la figure 5.2(a), nous représentons un ensemble d’instances ordonnançables.
L’ensemble de tâches qui les engendre est caractérisé par {τ1(O1 = 0, C1 = 5, D1 =
5, T1 = 5), τ2(O2 = 0, C2 = 3, D2 = 6, T2 = 6), τ3(O3 = 0, C3 = 3, D3 = 6, T3 = 6)}.
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pi 1
pi 2
J1,1 J1,2 J1,3 J1,4 J1,5 J1,6
J3,5J2,1 J3,1 J2,2 J3,2 J2,3 J3,3 J2,4 J3,4 J2,5
0 5 10 15 20 25 30
(a) Ensemble d’instances ordonnançable.
pi 1
pi 2
J1,5J1,4 J1,6J1,1 J1,2 J1,3
J3,1 J2,2 J3,2 J2,3 J3,3 J2,4 J3,4 J3,5J2,1
J2,5J2,5
0 5 10 15 20 25 30
(b) Ensemble d’instances non ordonnançables sans oisiveté.
pi 1
pi 2
J1,3J1,1 J1,2 J1,4
J2,1 J3,1 J2,2 J3,2 J2,3 J3,3
J1,5 J1,6
J2,4 J3,4 J2,5 J3,5
0 5 10 15 20 25 30
(c) Ensemble d’instances ordonnançables avec oisiveté.
FIGURE 5.2 – Exemple de non prédictibilité en migrations restreintes avec et sans oisi-
veté.
Dans la figure 5.2(b), nous représentons ce même ensemble où l’instance J1,5 a un
coût d’exécution e1,5 = 4. À l’instant t = 24, les processeurs pi1 et pi2 sont donc tous
deux disponibles. L’instance J2,5, respectivement J3,5, est donc assignée et démarrée
sur le processeur pi1, respectivement pi2. Lorsqu’à l’instant t = 25, l’instance J1,6 est
activée, elle ne peut être assignée sur aucun processeur sans causer le dépassement
d’une échéance. Dans la figure 5.2(c), nous représentons le l’ordonnancement de cet
ensemble d’instances réalisé par r-SP_wl. Mais cette fois-ci, le processeur pi1 reste oisif
entre les instants t = 24 et t = 25.
Proposition 5.1. r-SP_wl est un algorithme d’ordonnancement oisif résistant aux diminu-
tions de coûts d’exécution.
Démonstration. La démonstration est faite par récurrence sur la priorité des instances.
Soit J un ensemble de n instances. Nous notons J−i l’instance Ji dont le coût d’exécu-
tion e−i est tel que e
−
i ≤ ei. Nous notons aussi L−i (t, pij) = Di −Ci −
∑
J−h ∈hp(pij ,J−i ) e
−∗
j (t)
la laxité de J−i à l’instant t sur le processeur pij . L’hypothèse de récurrence est ∀ 1 ≤ i ≤
n, L−i (t, pij) ≥ Li(t, pij). L’hypothèse est vraie au rang 1 car J1 étant l’instance la plus
prioritaire, L−i (t, pij) = Li(t, pij) par définition de la laxité. Supposons maintenant que
la récurrence soit vraie pour les i premières instances. Nous vérifions maintenant que
65
CHAPITRE 5. ORDONNANCEMENT ÀMIGRATIONS RESTREINTES
la relation L−i+1(t, pij) ≥ Li+1(t, pij) est vraie pour l’instance Ji+1. Par contradiction :
L−i+1(t, pij) < Li+1(t, pij) (5.3)
⇒
∑
J−h ∈hp(pij ,J−i )
e−∗j (t) >
∑
Jh∈hp(pij ,Ji)
e∗j(t) (5.4)
Comme pij est resté oisif lorsque des instances plus prioritaires que J−i+1 ont terminé
leur exécution avant leur WCET, nous avons
∑
J−h ∈hp(pij ,J−i ) e
−∗
j (t) =
∑
Jh∈hp(pij ,Ji) e
∗
j(t),
ce qui est en contradiction avec l’équation 5.4. L’hypothèse de récurrence est donc vé-
rifiée.
5.4.2 Résistance aux augmentations d’échéances
Une autre propriété de l’algorithme r-SP_wl est d’être résistant aux augmentations
d’échéance. Ce type d’anomalie est lié à un problème d’implantation de l’algorithme.
En effet, l’analyse d’ordonnançabilité est en général faite en considérant un ensemble
de tâches avec des paramètres temporels fixés. Si certaines instances ont des échéances
plus grandes et que l’ordonnanceur les considère (comme l’algorithme EDF), alors il
peut en résulter des anomalies d’ordonnancement. Il suffit alors de prendre l’échéance
fixe de la tâche comme critère d’ordonnancement pour éviter toute anomalie de ce
type.
Proposition 5.2. r-SP_wl est résistant aux augmentations d’échéances.
Démonstration. Il suffit de remarquer que la laxité des instances ne dépend pas de leur
échéance absolue mais de l’échéance relative de la tâche qui les a engendrées.
5.4.3 Résistance aux augmentations de périodes
pi 1
pi 2
J1,1 J1,2 J1,3 J1,4 J1,5 J1,6
J3,5J2,1 J3,1 J2,2 J3,2 J2,3 J3,3 J2,4 J3,4 J2,5
0 5 10 15 20 25 30
(a) Ensemble d’instances ordonnançable.
pi 1
pi 2
J1,1 J1,2 J1,3
J3,1 J2,2 J3,2 J2,3 J3,3J2,1
J1,4J2,5
J3,4
J2,5
0 5 10 15 20 25 30
(b) Ensemble d’instances non ordonnançable.
FIGURE 5.3 – Exemple de non résistance aux augmentations de périodes.
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Dans la figure 5.3(a), nous représentons un ensemble d’instances engendrées par
l’ensemble de tâches {τ1(O1 = 0, C1 = 5, D1 = 5, T1 = 5), τ2(O2 = 0, C2 = 3, D2 =
6, T2 = 6), τ3(O3 = 0, C3 = 3, D3 = 6, T3 = 6)}. Cet ensemble est ordonnançable. Dans
la figure 5.3(b), nous représentons le même ensemble d’instance à la différence que
cette fois-ci, la période d’inter-arrivée entre les instances J1,3 et J1,4 est de 9 unités de
temps au lieu de 5. Il en résulte que l’ensemble n’est plus ordonnançable.
Proposition 5.3. r-SP_wl n’est pas résistant aux augmentations de périodes.
Démonstration. La démonstration est donnée par le contre-exemple de la figure 5.3.
Proposition 5.4. r-SP_wl n’est pas viable.
Démonstration. r-SP_wl est résistant aux diminutions de coûts d’exécution d’après la
propriété 5.1, aux augmentations d’échéances d’après la propriété 5.2, mais pas aux
augmentations de périodes d’après la propriété 5.3. r-SP_wl n’est donc viable par défi-
nition de la viabilité.
Ce résultat peut sembler négatif. Toutefois, r-SP_wl étant prédictible, ce résultat si-
gnifie que notre algorithme ne permet pas d’ordonnancer des tâches sporadiques. Traiter
le cas du modèle sporadique est donc une perspective intéressante pour la poursuite
de cette étude.
5.5 Tests d’ordonnançabilité
5.5.1 Test nécessaire et suffisant
L’algorithme r-SP_wl étant prédictible, nous pouvons définir un intervalle d’étude
pour pouvoir décider de l’ordonnançabilité d’un ensemble de tâches τ .
Définition 5.2 (Intervalle de faisabilité). Soit un ensemble de tâches τ à ordonnancer sur un
ensemble de processeurs Π. Un intervalle de faisabilité est un intervalle fini tel que si aucune
échéance n’est dépassée pour les instances activées dans cet intervalle, alors l’ensemble de tâches
est ordonnançable.
Un scénario d’activation asynchrone pour un ensemble τ de n tâches périodiques
est l’ensemble {O1, . . . , On} tel que ∃i, 1 ≤ i ≤ n, Oi 6= 0. Dans [CG06], Cucu et
Goossens ont donné un intervalle de faisabilité pour un ensemble de tâches avec scé-
nario d’activations asynchrone. Cet intervalle considère que l’ordonnancement d’un
ensemble de tâches avec scénario asynchrone est périodique à partir de l’instant Sn.
La période P est égale au plus petit commun multiple des périodes des tâches de τ .
Sn correspond à l’instant où toutes les tâches sont activées et est défini récursivement
par :
– S1 = O1 ;
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– Si = max(Oi, Oi +
⌈
Si−1−Oi
Ti
⌉
Ti).
Théorème 5.1 (Théorème 9 [CG06]). Pour tout algorithme FTP préemptif A, si un ensemble
de tâches asynchrones à échéances contraintes τ est ordonnançable avec A, alors l’ordonnance-
ment de τ produit par A sur m processeurs est périodique de période P à partir de Sn.
L’ordonnancement produit par r-SP_wl étant périodique, il est donc nécessaire de dé-
finir un intervalle de faisabilité pour pouvoir vérifier le respect des échéances.
Théorème 5.2 (Théorème 12 [CG06]). Pour tout ensemble τ de tâches ordonnançable avec
m processeurs, [X1, Sn + P ] est un intervalle de faisabilité.
L’intervalle commence à l’instant X1 correspondant à l’instant où ont été activées
les instances qui se terminent après Sn. X1 est défini récursivement par :
– Xn = Sn ;
– Xi = Oi +
⌊
Xi+1−Oi
Ti
⌋
Ti.
Proposition 5.5 (Condition nécessaire et suffisante). L’étude de l’ordonnancement produit
par r-SP_wl sur l’intervalle [X1, Sn+P ] est une condition nécessaire et suffisante d’ordonnan-
çabilité.
Démonstration. L’ordonnancement produit par r-SP_wl est prédictible (proposition 5.1)
et périodique (théorème 5.1). La démonstration découle du théorème 5.2.
Pour pouvoir décider de l’ordonnançabilité d’un ensemble τ de tâches sur un en-
semble Π de processeurs, nous devons identifier le pire scénario d’activations.
Définition 5.3 (Pire scénario d’activations). Un scénario d’activations caractérisé par {O1,
. . . , On} pour un ensemble τ de n tâches est le pire scénario d’activations si l’ordonnançabi-
lité (respectivement la non ordonnançabilité) de τ avec ce scénario implique l’ordonnançabilité
(respectivement la non ordonnançabilité ) de τ pour tout scénario.
Dans le cas d’un ordonnancement monoprocesseur en priorités fixes, le pire scéna-
rio d’activations est le scénario synchrone. Le scénario d’activations synchrone corres-
pond au scénario Oi = 0 pour 1 ≤ i ≤ n.
Dans la figure 5.4, nous représentons un ensemble d’instances engendré par l’en-
semble de tâches {τ1(O1 = 0, C1 = 5, D1 = 5, T1 = 5), τ2(O2 = 0, C2 = 3, D2 = 6, T2 =
6), τ3(O3 = 0, C3 = 3, D3 = 6, T3 = 6)}. Cet ensemble est ordonnançable dans le cas du
scénario d’activations synchrones comme nous le représentons dans la figure 5.4(a).
Dans la figure 5.4(b), nous représentons l’ordonnancement produit par l’ensemble de
tâches {τ ′1, τ2, τ3} où τ ′1 est caractérisée par (O′1 = 1, C ′1 = 5, D′1 = 5, T ′1 = 5). L’instance
J2,1 dépasse son échéance et cet ensemble de tâches n’est donc par ordonnançable avec
r-SP_wl.
Proposition 5.6. Pour l’algorithme r-SP_wl, le pire scénario d’activations pour un ensemble
τ de tâches à ordonnancer sur un ensemble Π de processeurs n’est pas le scénario synchrone.
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pi 1
pi 2
J1,1 J1,2 J1,3 J1,4 J1,5 J1,6
J3,5J2,1 J3,1 J2,2 J3,2 J2,3 J3,3 J2,4 J3,4 J2,5
0 5 10 15 20 25 30
(a) Ensemble d’instances ordonnançable avec un scénario synchrone.
pi 1
pi 2
J1,1J2,1 J2,1
J3,1
0 5 10 15 20 25 30
(b) Ensemble d’instances non ordonnançable avec un scénario asynchrone.
FIGURE 5.4 – Exemple de scénario synchrone et asynchrone.
Démonstration. La démonstration est donnée par le contre-exemple de la figure 5.4.
Pour pouvoir décider de l’ordonnançabilité d’un ensemble τ de tâches sur un en-
semble Π de m processeurs, il faut donc considérer tous les scénarios d’activations
possibles pour identifier le pire. Goossens a montré qu’il existait
∏n
i=1 Ti
P
scénarios non
équivalents [GD97]. Avec l’algorithme r-SP_wl, il faut étudier tous les scénarios d’acti-
vations non équivalents sur l’intervalle [X1, Sn + P ].
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FIGURE 5.5 – Comparaison de l’ordonnançabilité d’algorithmes FTP : algorithme glo-
bal, algorithme à migrations restreintes et r-SP_wl.
Dans la figure 5.5, nous comparons l’ordonnançabilité de trois algorithmes avec une
condition nécessaire et suffisante. Nous simulons l’ordonnancement d’un ensemble de
tâches sur un intervalle d’étude et nous vérifions qu’aucune échéance n’est dépassée.
Cette approche requiert un temps de calcul important 1, c’est pourquoi nous avons
1. La simulation décrite dans ce chapitre a duré environ une semaine sur une machine octo-cœur.
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limité la simulation à 1000 ensembles de tâches périodiques à échéances contraintes
pour chaque valeur d’utilisation comprise dans l’intervalle [0, 025, 0, 05, . . . , 0, 975] (soit
39000 ensembles de tâches au total). De plus, la longueur de l’intervalle d’étude étant
exponentielle en le nombre de tâches, nous avons limité le nombre de tâches à 6 par
ensemble de tâches. L’ordonnancement de ces ensembles de tâches est simulé sur 2
processeurs.
L’algorithme d’ordonnancement identifié par g-SP est l’algorithme global FTP. Ce-
lui que nous désignons par r-SP est l’algorithme (FTP-FJΠ) présenté par Ha et Liu. Hor-
mis le fait que les migrations d’instances soient autorisées pour g-SP mais pas pour
r-SP, ces deux algorithmes ont été implantés de manière relativement similaire. Dès
qu’une instance devient active, elle est démarrée sur le premier processeur disponible.
Sinon, elle est mise en attente dans une file globale. Un processeur est disponible pour
une instance Ji,k lorsqu’il n’exécute pas d’instance plus prioritaire que Ji,k. Les tâches
étant à échéances contraintes, l’algorithme DM est utilisé pour attribuer les priorités
des tâches.
Nous remarquons que l’algorithme g-SP offre les meilleurs résultats en terme d’or-
donnançabilité. Mais nous remarquons aussi que la distance entre la courbe représen-
tant l’algorithme r-SP et celle représentant notre algorithme r-SP_wl est beaucoup plus
grande que la distance entre les courbes de r-SP_wl et g-SP. Nous obtenons ainsi une
ordonnançabilité presque aussi bonne avec r-SP_wl qu’avec un ordonnancement glo-
bal, mais en garantissant au plus une migration par instance. Nous pouvons observer
que l’utilisation de la laxité du système permet d’améliorer les décisions d’ordonnan-
cement en moyenne. Dans le but de ne pas biaiser la simulation, nous avons implanté
l’algorithme r-SP pour qu’il choisisse les processeurs inactifs pour admettre les ins-
tances plutôt que de préempter des instances de priorités inférieures.
5.5.2 Test suffisant
Le test nécessaire et suffisant donné dans la section 5.5.1 étant complexe à calculer,
nous proposons un test suffisant d’ordonnançabilité basé sur l’utilisation de l’ensemble
de tâches à ordonnancer. Ce test d’ordonnançabilité s’appuie sur la charge du système,
et plus particulièrement sur la définition de LOAD. La démonstration de cette borne
s’inspire de celle décrite dans [BF08].
Définition 5.4 (DBF). Pour un intervalle de longueur t, la fonction DBF (τi, t) d’une tâche
sporadique τi borne le temps d’exécution des instances de τi qui sont activées et ont leur
échéance dans cet intervalle.
Il a été montré dans [BMR90] que DBF (τi, t) = max
(
0, (
⌊
t−Di
Ti
⌋
+ 1)Ci
)
.
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Définition 5.5 (LOAD). Pour tout k, le paramètre LOAD est défini de la manière suivante :
LOAD(k) = max
t>0
(∑k
j=1DBF (τj, t)
t
)
Considérons τ un ensemble de tâches sporadiques dont les priorités sont assignées
par un algorithme à priorités fixes. Considérons un scénario où une instance de la tâche
τk commet un dépassement d’échéance sur le processeur pij . Nous notons ta la date à
laquelle cette échéance est activée et td la date à laquelle se produit le dépassement.
td − ta = Dk (5.5)
Considérons W (ta) la durée d’exécution des instances qui ont une échéance ≤ td et
qui sont exécutées sur l’intervalle [ta, td). r-SP_wl a assigné l’instance de τk qui dépasse
son échéance à l’instant ta sur le processeur pij car celui-ci avait la plus grande valeur
de laxité minimale. Mais une instance plus prioritaire a été activée avant td, ce qui
conduit au dépassement d’échéance de l’instance de τk. Ce processeur où a été assignée
l’instance de τk a donc exécuté des instances pour une durée td− ta (il n’a pas été oisif).
La seule hypothèse que nous pouvons faire sur les autres processeurs est qu’au moins
une instance est active à tout instant. En effet, si un processeur est inoccupé, sa laxité
sera considérée comme infinie, et il sera forcément choisi pour l’activation d’une future
instance. Nous pouvons faire l’hypothèse la plus pessimiste que les (m − 1) autres
processeurs exécutent les instances qui ont la plus petite densité. Ce qui nous conduit
à :
W (ta) > (td − ta) + (m− 1)× (td − ta)× δmin(k) (5.6)
Parce que W (ta) correspond à l’exécution d’instances sur l’intervalle [ta, td), toutes
les instances contribuant à W (ta) doivent avoir une fenêtre d’exécution dont l’intersec-
tion avec [ta, td) est non nulle. Pour cela, nous considérons les instances activées après
ta−Dmax(k) dont l’échéance précède td +Dmax(k). Toutes ces instances ont leur activa-
tion et leur échéance dans un intervalle de taille (2Dmax(k) + (td − ta)). Par définition
du paramètre LOAD, nous avons :
W (ta) ≤ (td − ta + 2Dmax(k))× LOAD(k)
⇒ (ine´galite´ 5.6) (td − ta) + (m− 1)(td − ta)δmin(k) < (td − ta + 2Dmax(k))× LOAD(k)
≡ (td − ta)(1 + (m− 1)δmin(k)) < (td − ta + 2Dmax(k))× LOAD(k)
≡ 1 + (m− 1)δmin(k) <
(
1 + 2
Dmax(k)
td − ta
)
× LOAD(k)
⇒ (e´galite´ 5.5) 1 + (m− 1)δmin(k) <
(
1 + 2
Dmax(k)
Dk
)
× LOAD(k)
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Cette condition est une condition nécessaire pour qu’un dépassement d’échéance soit
commis. La négation de cette condition nous donne une condition suffisante de faisa-
bilité.
Proposition 5.7. Une condition suffisante pour qu’un ensemble de tâche soit ordonnançable
avec l’algorithme r-SP_wl est donnée par :
∀k : 1 ≤ k ≤ n :
[
LOAD(k) ≤ 1 + (m− 1)δmin(k)
1 + 2(Dmax(k)/Dk)
]
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FIGURE 5.6 – Comparaison des bornes basées sur le LOAD de l’algorithme global et de
r-SP_wl.
Dans la figure 5.6, nous comparons le test d’ordonnançabilité basé sur le LOAD
de l’algorithme global avec celui de l’algorithme r-SP_wl. Ces tests ont été implantés
en utilisant un algorithme d’approximation pour calculer le LOAD comme décrit par
Fisher, Baker et Baruah dans [FBB06a]. Les paramètres des simulations sont les mêmes
que ceux utilisés pour la simulation de la figure 5.5. Nous remarquons que l’écart entre
les courbes représentant l’ordonnançabilité de l’algorithme global et de l’algorithme
r-SP_wl est bien plus important pour la figure 5.6 que pour la figure 5.5. En effet, il
est plus difficile de construite un scénario où une instance dépasse son échéance avec
r-SP_wl.
5.6 Conclusion
Dans ce chapitre, nous avons décrit notre algorithme r-SP_wl. Il est conçu pour ga-
rantir la prédictibilité de l’ordonnancement. Nous avons montré qu’il était viable dans
le cas des tâches périodiques, avec la perspective d’explorer le cas des tâches spora-
diques. La prédictibilité nous permet de proposer un intervalle d’étude qui nous donne
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un test nécessaire et suffisante d’ordonnançabilité. Cet intervalle pouvant être très
grand et donc l’ordonnancement sur cet intervalle pouvant être très long à construire,
nous proposons un test d’ordonnançabilité suffisant. Une perspective est d’explorer
d’autres techniques de construction de conditions suffisantes d’ordonnançabilité dans
le but d’obtenir une meilleure borne. Ce travail a donné lieu aux publications [FGMM11,
FMG11]
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CHAPITRE 6
SIMULATEUR
6.1 Introduction
La simulation est un approche nécessaire pour comparer plusieurs algorithmes
d’ordonnancement ou plusieurs tests d’ordonnançabilité. Elle permet de générer aléa-
toirement des ensembles de tâches et d’évaluer les propriétés des algorithmes. Bien
que les systèmes temps réel soient étudiés depuis longtemps, aucun outil de simula-
tion libre n’a réussi à s’imposer comme standard dans le monde académique (comme
peut l’être ns-2 pour la simulation des protocoles réseaux). Cheddar [SJNM04], bien
qu’étant un outil de simulation abouti, nécessite la connaissance de la programmation
en langage Ada. Même si nous n’avons pas la prétention de fournir un tel standard,
nous avons décidé de rendre disponible le code développé dans le cadre de cette thèse
sous la forme du logiciel libre Real-Time Multiprocessor SIMulator (RTMSim).
6.2 Propriétés du logiciel
6.2.1 Licence
RTMSim est développé et distribué sous licence BSD modifiée. Il s’agit d’une licence
libre qui permet à quiconque de pouvoir exploiter le code de ce logiciel, de le modifier
et de le redistribuer sous une quelconque forme. Cette licence n’est pas contaminante
car elle n’impose pas au contributeur de continuer à utiliser la même licence. Ce choix
a été motivé par la volonté de ne mettre aucune entrave juridique pour pouvoir utiliser
ou contribuer au développement de RTMSim.
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6.2.2 Langage de programmation
RTMSim est développé avec le langage de programmation Java. Java est un langage
objet de haut niveau et utilisé par une large communauté de développeurs. Nous ex-
pliquons par la suite quelles propriétés font de RTMSim un simulateur évolutif.
6.2.3 Interface utilisateur
Le développement d’une interface graphique est une tâche longue et qui apporte
que de valeur ajoutée à un logiciel de simulation. Si l’interface graphique permet de
rendre compte rapidement du potentiel d’un logiciel, elle est souvent difficilement
maintenable pour un logiciel en cours de développement. Nous nous sommes foca-
lisés sur le développement d’un noyau de simulateur évolutif. C’est pourquoi nous
avons fait le choix d’utiliser une interface en ligne de commande. Plutôt que de fournir
une commande monolithique difficile à prendre en main, nous avons préféré respec-
ter la philosophie des systèmes Unix consistant à ce qu’une commande ne fournisse
qu’une seule fonctionnalité. La commande doit être simple d’utilisation et pouvoir in-
teragir avec le reste du système. RTMSim est donc constitué d’un ensemble de com-
mandes qui peuvent être liées entre elles. Nous donnons l’exemple de la visualisation
d’un diagramme d’ordonnancement. RTMSim dispose des commandes taskgen, per-
mettant d’engendrer aléatoirement des ensembles de tâches, sched, permettant de
simuler un ordonnancement et schedviz, permettant de visualiser la trace d’un or-
donnancement. Le diagramme de l’ordonnancement global d’un ensemble de tâches
engendré aléatoirement pourra être obtenu en exécutant :
j ava − j a r taskgen . j a r | java − j a r sched . j a r −a GLOBAL_DM | java − j a r
schedviz . j a r
La syntaxe « | » permet d’établir un tube de communication qui relie la sortie standard
d’une commande à l’entrée standard de la commande suivante.
6.2.4 Format des données
Les données produites (traces, résultats) ou traitées (jeux de tâches) par les com-
mandes de RTMSim utilisent le format eXtensible Markup Language (XML). Il s’agit d’un
langage de balises permettant de mettre en forme toute sorte de données. Il existe plu-
sieurs analyseurs syntaxiques pour XML, évitant ainsi de devoir écrire un analyseur
spécifique pour un format de données non standard. Ce choix a été motivé par la vo-
lonté de rendre notre format de données facilement accessible en utilisant un langage
largement exploité et reconnu.
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6.2.5 Validation
La validation de notre simulateur s’effectue grâce à un système de tests unitaires.
Ces tests permettent de vérifier à partir de scénarios connus (use cases) que les algo-
rithmes implantés produisent bien le résultat attendu. Cette technique permet de tes-
ter indépendamment les différentes briques logicielles qui forment RTMSim et de se
prémunir contre des régressions pouvant survenir durant le développement.
6.3 Architecture
Le langage Java nous a permis de fournir à RTMSim une architecture évolutive, no-
tamment grâce au concept d’héritage, d’interface et de polymorphisme. L’héritage permet
à un objet « père » de transmettre ses caractéristiques à un objet « fils » qui pourra
ainsi les étendre. Une tâche périodique est caractérisée, entre autre, par son WCET, son
échéance et sa période. Une tâche périodique dépendante partage les mêmes caracté-
ristiques qu’une tâche périodique avec la particularité qu’un ensemble de sections cri-
tiques lui est associé. Ainsi l’objet DependentTask hérite de l’objet Task. Une interface
permet de spécifier un comportement commun à différents objets. Nous considérons
un objet ordonnançable si il est caractérisé par un instant d’activation, une durée d’exé-
cution et une échéance. Ainsi, un objet Task est un objet de type Schedulable et im-
plante les méthodes getStart(), getWCET() et getDeadline(). Le polymorphisme
permet, grâce à l’héritage, que des objets différents aient le même comportement. Ainsi,
les objets Task et DependentTask qui sont tous deux de type Schedulable, im-
plantent la méthode getWCET(). Mais tandis que l’objet Task ne fait que retourner la
valeur d’un champs wcet qui caractérise sa durée d’exécution, l’objet DependentTask
retourne la somme des durées d’exécution de ses segments (segments synchronisés et
segments non synchronisés).
6.3.1 Génération de tâches
Comparer par simulation des algorithmes sur des données totalement aléatoires re-
vient à comparer leur comportement en moyenne. Pour limiter l’introduction de biais
dans la simulation, il est nécessaire d’engendrer une quantité importante de données.
Dans le cas des systèmes temps réel, Bini et Buttazzo ont proposé l’algorithme UUni-
Fast qui permet d’engendrer aléatoirement et sans biais un ensemble de tâches [BB04].
Initialement proposé dans le cas ou l’utilisation de l’ensemble de tâches est bornée
par 1 (cas monoprocesseur), il a été adapté (algorithme UUniFast-Discard) par Davis
et Burns [DB10] pour le cas des systèmes multiprocesseurs. Cet algorithme permet
d’engendrer un ensemble de n tâches pour lesquelles l’utilisation est uniformément
répartie en rejetant les ensembles contenant des tâches ayant une utilisation supé-
rieure à 1. Pour un nombre de processeurs important, cette technique conduit à un
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grand nombre de rejet. Bertogna a aussi proposé un algorithme pour engendrer des
tâches pour les systèmes multiprocesseurs [Ber08] qui ne produit pas de rejet comme
UUniFast-Discard. Mais cet algorithme combine deux variables (l’utilisation et la cardi-
nalité des ensembles de tâches) et n’engendre donc pas nécessairement des systèmes
exempts de biais.
FIGURE 6.1 – Diagramme de représentation des algorithmes de génération de tâches.
Ces deux algorithmes sont complémentaires. L’un permet de garantir une absence
de biais mais est limité par le nombre de processeurs tandis que l’autre peut produire
des ensembles de tâches pour un nombre important de processeurs mais ne garantit
pas l’absence de biais. Nous les avons donc implantés avec une interface commune
comme représenté dans la figure 6.1. Il devient alors possible de choisir quel algorithme
sera utilisé en exécutant la commande taskgen avec en paramètre le nom de la classe.
6.3.2 Algorithmes pour la robustesse
Nous avons présenté dans le chapitre 2 deux approches algorithmiques pour cal-
culer la marge sur le WCET ou la fréquence. Le calcul d’Allowance proposé par Bou-
gueroua, George et Midonnet [BGM07] consiste à trouver par recherche dichotomique
la plus grande valeur de marge. L’analyse de sensibilité proposé par Bini, Di Natale et
Buttazzo [BDNB06] recherche cette valeur parmi un ensemble d’instants d’ordonnan-
cement. Même si leur formalisme diffère, ces deux algorithmes permettent de calculer
les mêmes valeurs de marge maximale. Le calcul d’Allowance explorera dans la plu-
part des cas un ensemble de valeur plus grand que l’analyse de sensibilité. Mais le
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calcul des instants d’ordonnancement, dans le cas de l’analyse de sensibilité, a une
complexité exponentielle en le nombre de tâches, ce qui le rend difficilement exploi-
table pour de grands ensembles de tâches.
FIGURE 6.2 – Diagramme de représentation des algorithmes de calcul de marge.
Nous les avons donc implantés avec une interface commune comme représenté
dans la figure 6.2. Le choix de l’algorithme de calcul de la marge revient à l’utilisateur.
6.3.3 Algorithmes de partitionnement
FIGURE 6.3 – Diagramme de représentation des algorithmes de partitionnement.
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Comme nous l’avons présenté dans le chapitre 3, le partitionnement d’un ensemble
de tâches consiste à subdiviser cet ensemble en autant de sous-ensembles que de pro-
cesseurs. Il est donc naturel de définir une interface pour définir ce comportement. Plu-
tôt que d’implanter tous les algorithmes de partitionnement basés sur les algorithmes
pour BIN-PACKING, nous avons défini un objet abstrait BinPackingAlgorithm. Il
représente le comportement d’un algorithme pour BIN-PACKING. Il utilise des objets
dédiés pour (i) le tri des tâches (DU, DD, IP, ...), (ii) l’algorithme de choix du processeur
(FF, BF, NF, ...), (iii) la politique d’attribution des priorités et (iv) le test d’ordonnançabi-
lité. L’objet BinPackingAlgorithmFactory est un constructeur permettant de pro-
duire un algorithme de partitionnement de deux façons différentes. Soit il utilise une
description du comportement de l’algorithme à partir des objets dédiés (i), (ii), (iii) et
(iv), soit il utilise la dénomination d’un algorithme connu (FBB_FFD est par exemple
décrit par (i) ID, (ii) FF, (iii) DM et (iv) un test basé sur la Request Bound Function (RBF)).
Les algorithmes RPSA (chapitre 4) et SPA [LdNR09] sont des algorithmes de partition-
nement pour tâches dépendantes qui ont un comportement différent des algorithmes
de BIN-PACKING. Ils disposent de leur propre classe. Tous ces algorithmes sont donc
implantés suivant la hiérarchie de classe décrite dans la figure 6.3.
6.3.4 Algorithmes d’ordonnancement
Nous avons implanté un simulateur d’ordonnancement pour évaluer les perfor-
mances en terme d’ordonnançabilité de l’algorithme proposé dans le chapitre 5. Il est
initialisé par les activations des tâches qui ajoute des évènements dans une file événe-
mentielle. Un évènement correspond à un changement dans le système et peut repré-
senter une activation d’instance, une terminaison d’instance, une préemption, ou tout
autre action susceptible d’influer sur l’ordonnancement. Ces évènements sont extraits
de la pile puis traités, et leur traitement génère de nouveaux évènements jusqu’à ce
que la fin de la simulation soit atteinte. Le traitement des évènements permet le dérou-
lement de l’ordonnancement, mais aussi la création d’une trace qui peut être exploitée,
notamment pour la création d’un diagramme d’ordonnancement. Durant le dévelop-
pement, nous avons exploité les similitudes entre les différentes approches d’ordon-
nancement. Plutôt que d’écrire une classe pour chaque algorithme, nous avons préféré
développer une unique classe Scheduler qui représente le comportement d’un or-
donnanceur événementiel. Cet objet est paramétré par une politique de gestion des
priorités, ainsi que par une politique de migrations. L’ordonnanceur délègue alors le
traitement des évènements à cette dernière.
Nous avons implanté trois ordonnanceurs en respectant le modèle de conception
décrit dans la figure 6.4 :
– l’algorithme (FTP-FJΠ) décrit par Ha et Liu [HL94] ;
– r-SP_wl ;
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FIGURE 6.4 – Diagramme de représentation des algorithmes d’ordonnancement.
– l’algorithme (FTP-DΠ) (global priorités fixes).
Ils appliquent une politique de gestion de priorités héritant de FixedTaskPriority.
L’algorithme à migrations restreintes de Ha et Liu et l’algorithme r-SP_wl appliquent
une politique de migrations restreintes , héritant de la classe RestrictedMigration.
L’algorithme (FTP-DΠ) applique une politique de migrations non restreintes en héritant
de la classe FullMigration.
6.4 Conclusion
RTMSim n’a pas la prétention d’être un produit fini. Il s’agit d’un outil qui a été
développé dans un cadre académique avec pour objectif de fournir rapidement des
intuitions sur la pertinence de différents algorithmes d’ordonnancement. Mais plutôt
que d’investir du temps à produire des programmes ne pouvant être réutilisés par
la suite (car non évolutifs), nous avons fait un effort de développement pour fournir
un ensemble cohérent qui, s’il ne devient pas un logiciel de référence, offrira une base
solide pour un effort coopératif plus vaste. Une perspective est de s’inspirer du modèle
de conception de RTMSim pour proposer des extensions à la spécification temps réel
pour Java (Real-time Specification for Java) (RTSJ) pour les systèmes multiprocesseurs.
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CONCLUSION GÉNÉRALE
L’étude de l’ordonnancement monoprocesseur de tâches temps réel a conduit à plu-
sieurs approches algorithmiques pour décider de l’ordre d’exécution des tâches. Il est
souvent fait référence à l’ordonnancement à priorités fixes et à l’ordonnancement à
priorités dynamiques (EDF, LLF), même si nous préférons une terminologie plus rigou-
reuse de classe d’ordonnancement FTP, FJP et DP qui fait intervenir la notion d’ins-
tances de tâche. L’avènement des plate-formes multi-cœur grand public a relancé l’in-
térêt pour la problématique de l’ordonnancement temps réel multiprocesseur. L’étude
de l’ordonnancement monoprocesseur semble avoir atteint une certaine maturité, no-
tamment avec des ordonnanceurs optimaux tels qu’EDF qui sont désormais implan-
tés sur des systèmes d’exploitation comme Linux [FTC09]. Même si Linux n’est pas
un système d’exploitation temps réel strict, plusieurs projets, notamment RTAI et Xe-
nomai, apportent des solutions pour l’ordonnancement temps réel strict à priorités
fixes. Pourtant, l’étude de l’ordonnancement multiprocesseur a encore du chemin à
parcourir. En effet, le degré de liberté supplémentaire qu’apporte la migration inter-
processeur augmente considérablement le nombre d’approches d’ordonnancement. Il
est alors possible d’avoir des ordonnanceurs par partitionnement, globaux ou encore
hybrides entre ces deux approches. Même si des algorithmes d’ordonnancement op-
timaux sont identifiés depuis une quinzaine d’années, ils reposent souvent sur des
modèles qui rendent leur implantation difficile.
Dans ce manuscrit, nous avons abordé cette problématique de l’ordonnancement
temps réel multiprocesseur du point de vue de la sûreté temporelle. Nous définissons
la sûreté temporelle comme d’une part la robustesse temporelle consistant à tolérer des
dépassements de WCET et des augmentations de fréquence d’activation des tâches, et
d’autre part, la viabilité. La viabilité consiste à garantir qu’un algorithme ou qu’un
test d’ordonnançabilité soit résistant à la diminution des WCET, l’augmentation des
échéances et l’augmentation des périodes qui peuvent parfois conduire à des anoma-
lies d’ordonnancement. Un exemple d’anomalie serait un algorithme capable d’ordon-
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nancer un ensemble de tâches sans qu’aucune ne dépasse d’échéance, mais qui ne
pourrait pas ordonnancer l’ensemble de tâches pour lequel une instance aurait une
échéance plus grande.
Nous avons concentré notre attention sur la classe d’ordonnancement FTP. Nous
avons étudié l’approche par partitionnement (classe FTΠ) pour des tâches sporadiques
et indépendantes. Cette étude a consisté en une comparaison de plusieurs d’algo-
rithmes de partitionnement. Nous avons identifié ceux qui permettent de maximiser la
marge sur le WCET et sur la fréquence. Nous avons ensuite élargi cette étude au cas des
tâches dépendantes qui partagent des ressources. Ce modèle de tâche implique l’utili-
sation d’un protocole de synchronisation pour garantir un temps de blocage borné. Il
devient alors plus difficile de construire un algorithme car la maximisation de la marge
n’a plus de lien direct avec la minimisation des temps de blocage, alors qu’elle en avait
un avec l’ordonnançabilité.
Toujours en contexte d’ordonnancement FTP, nous nous sommes intéressé aux or-
donnancements avec migrations. Nous avons proposé un algorithme d’ordonnance-
ment à migrations restreintes, pour lequel une tâche n’est autorisée à migrer que lors de
l’activation de ses instances. Il a été prouvé qu’un algorithme appartenant à cette classe
d’ordonnancement était sujet à des anomalies relatives aux diminutions de WCET.
Nous avons donc proposé un algorithme d’ordonnancement viable pour les tâches
périodiques en permettant que cet ordonnancement soit oisif. Nous avons également
proposé un intervalle d’étude et condition suffisante d’ordonnançabilité pour cet algo-
rithme.
Nous avons développé un simulateur nous permettant d’évaluer toutes les ap-
proches que nous avons proposées. Les sources de ce logiciel sont librement dispo-
nibles.
Une perspective à court terme est l’implantation de ces travaux dans un système
d’exploitation temps réel. L’implantation ne doit bien sûr pas être une fin en soit mais
bien un exercice technique qui permet de mettre en évidence les imperfections des
modèles théoriques ou la trop grande rigidité des hypothèses de départ.
Si l’ordonnancement parallèle d’une tâche est depuis longtemps étudié pour les
systèmes sans contraintes temps réel, l’intérêt pour le parallélisme dans les systèmes
temps réel va grandissant. En effet, de récents travaux commencent à s’intéresser à
cette problématique et étendent des résultats connus de l’ordonnancement temps réel
multiprocesseur vers l’ordonnancement parallèle avec contraintes de temps [CCG08,
KI09, GB10, LKRR10, FMQ11, QFM11]. Une autre perspective, qui pourra faire l’objet
d’un travail théorique, est l’étude de la sûreté temporelle dans les systèmes de tâches
parallèles.
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GLOSSAIRE
A
Activation Date à laquelle une instance est prête à pouvoir démarrer son exécution. 4
E
Échéance 4
absolue Date à laquelle une instance d’une tâche doit avoir terminé son exécution.
4
arbitraire Échéance non contrainte par la période. 5
contrainte Échéance inférieure ou égale à la période. 5, 29, 45, 57
implicite Échéance strictement égale à la période. 5
relative Échéance relative à la date d’activation d’une instance de la tâche. 4
I
Instance Occurrence d’une tâche temps réel. 4
M
Migration Déplacement d’une tâche ou d’une instance de cette tâche d’un processeur
vers un autre. 13, 57
O
Ordonnancement Mécanisme consistant à décider dans quel ordre exécuter les tâches.
2
en ligne Ordonnancement pour lequel les décisions d’ordonnancement sont prises
durant l’ordonnancement. 8
hors-ligne Ordonnancement pour lequel les décisions d’ordonnancement sont con-
nues avant le démarrage de l’ordonnanceur. 8
non oisif Ordonnancement pour lequel aucun processeur ne peut rester inactif alor
que des instances sont actives. 9
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Glossaire
non préemptif Ordonnancement pour lequel l’exécution d’une instance ne peut
pas être suspendue. 8
oisif Ordonnancement pour lequel au moins un processeur peut rester inactif alors
que des instances sont actives. 9
préemptif Ordonnancement pour lequel l’exécution d’une instance peut être sus-
pendue. 8
P
Période Intervalle fixé de temps séparant l’activation de deux instances d’une tâche
temps réel. 3
d’inter-arrivé minimale Intervalle minimum de temps séparant l’activation de deux
instances d’une tâche temps réel. 3
S
Sysème
critique Système dont la défaillance peut avoir des conséquences graves. 1
temps réel Un système en charge de l’exécution d’un ensemble de tâches temps
réel sur une plate-forme donnée. 1, 2
multiprocesseur système dont la plate-forme est constituée de plusieurs proces-
seurs. 2
souple Système pour lequel le dépassement d’un certain nombre d’échéances est
autorisé dans la mesure où une certaine qualité peut être garantie. 3
strict Système pour lequel aucun dépassement d’échéance n’est autorisé. 3
T
Tâche
périodique Tâche dont la période est constante. 3, 57
sporadique Tâche pour laquelle seule une durée minimale entre deux activations
d’instances est connue. 3, 29, 45, 67
temps réel Tâche dont toutes les instances doivent avoir terminé leur exécution
avec une échéance fixée. 2
Temps de réponse Durée entre l’instant d’activation et l’instant de terminaison. 6,
9
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ACRONYMES
A
AF (AF) Allowance-Fit. 38
AFC (AFC) Allowance-Fit-WCET. 37, 38, 40–43
AFf (AFf ) Allowance-Fit-Frequency. 37, 38, 42, 43
ASMP (ASMP) multitraitement asymétrique (Asymmetric multiprocessing). 7
AWF (AWF) Almost-Worst-Fit. 34, 38
B
BF (BF) Best-Fit. 32, 33, 36–38, 50, 79
D
DΠ (DΠ) affectation dynamique des instances aux processeurs (Dynamic Processor). 14, 15,
57, 80, 81
DD (DD) échéances décroissantes (Decreasing Deadline). 36, 79
DM (DM) Deadline-Monotonic. 10, 12, 37, 38, 43, 70, 79
DP (DP) priorités dynamiques (Dynamic Priority). 11, 14, 15, 83
DU (DU) utilisation décroissante (Decreasing Utilization). 36–38, 40, 41, 49, 50, 79
DW (DW) WCET décroissant (Decreasing WCET). 36
E
EDCL (EDCL) Earliest Deadline until Critical Laxity. 15
EDF (EDF) Earliest Deadline First. 10, 11, 59, 66, 83
EDZL (EDZL) Earliest Deadline until Zero Laxity. 15
F
F-AWF (F-AWF) Fixed-Almost-Worst-Fit. 35, 38, 40, 42
FF (FF) First-Fit. 32, 35, 37, 38, 79
FIFO (FIFO) First In First Out. 49, 106, 107
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Acronymes
FJΠ (FJΠ) affectation fixe des instances aux processeurs (Fixed Job Processor). 14, 15, 18,
57–59, 64, 70, 80
FJP (FJP) priorités fixes au niveau des instances (Fixed Job Priority). 10, 11, 14, 15, 83
FMLP (FMLP) Flexible Multiprocessor Locking Protocol. 48–51, 53, 55
FPZL (FPZL) Fixed Priority until Zero Laxity. 15
FTΠ (FTΠ) affectation fixe des tâches aux processeurs (Fixed Task Processor). 14–16, 29,
43, 45, 55, 84
FTP (FTP) priorités fixes au niveau des tâches (Fixed Task Priority). 10–12, 14, 15, 17–20,
29, 43, 48, 55, 57–59, 61, 64, 67, 70, 80, 81, 83, 84
F-WF (F-WF) Fixed-Worst-Fit. 35, 38, 40–42
I
ID (ID) échéances croissantes (Increasing Deadline). 36, 37, 79
IL (IL) laxité croissante (Increasing Laxity). 40, 41, 43
IP (IP) périodes croissantes (Increasing Period). 36, 37, 79
IU (IU) utilisation croissante (Increasing Utilization). 36
IW (IW) WCET croissants (Increasing WCET). 36
L
LF (LF) Last-Fit. 32, 38
LLF (LLF) Least Laxity First. 11, 59, 83
M
MPCP (MPCP) Multiprocessor Priority Ceiling Protocol. 47–51, 55
MSRP (MSRP) Multiprocessor Stack Resource Policy. 48, 50, 51, 55
N
NF (NF) Next-Fit. 32, 37, 38, 79
NUMA (NUMA) accès mémoire non uniforme (Non-Uniform Memory Access). 7
O
OPA (OPA) attribution des priorités optimal (Optimal Priority Assignment). 10, 12
P
PCP (PCP) Priority Ceiling Protocol. 47, 48
R
RBF (RBF) Request Bound Function. 79
RM (RM) Rate-Monotonic. 10, 12, 37
RPSA (RPSA) Robust Partitioning based on Simulated Annealing. 50, 51, 53, 54, 79
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Acronymes
RTMSim (RTMSim) Real-Time Multiprocessor SIMulator. 75–77, 81
RTSJ (RTSJ) spécification temps réel pour Java (Real-time Specification for Java). 81
S
SMP (SMP) multitraitement symétrique (Symmetric multiprocessing). 7
SPA (SPA) Synchronization-Aware Partitioning Algorithm. 49, 53, 54, 79
SRP (SRP) Stack Resource Policy. 48
U
UMA (UMA) accès mémoire uniforme (Uniform Memory Access). 7
W
WCET (WCET) durée d’exécution pire cas (Worst Case Execution Time). 5
WF (WF) Worst-Fit. 33–35, 38, 50
X
XML (XML) eXtensible Markup Language. 76
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Acronymes
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ANNEXEA
PROTOCOLES DE SYNCHRONISATION
A.1 MPCP
Notation Définition
Ji Une instance de τi
pij Le processeur d’indice j
Rk La ressource locale d’indice k
RGk La ressource globale d’indice k
p(Ji) La priorité de Ji
p(Rk) La priorité plafond deRk
p(t) La priorité plafond du système à l’instant t
p(t, pij) La priorité plafond de pij à l’instant t
TABLE A.1 – Notations pour MPCP.
Dans la figure A.1, nous représentons un exemple donné dans [RR90] correspon-
dant à l’ordonnancement de 7 instances ({J1, . . . , J7}) réparties sur 3 processeurs ({pi1, pi2, pi3}),
partageant 3 ressources locales ({R1,R2,R3}) et 2 ressources globales ({RG1,RG2}). La
plus haute priorité du système est définie par p(J1) + 1.
– à t = 0, J3 et J6 sont les seules instances actives sur leur processeur respectif et
démarrent donc leur exécution ;
– à t = 1, J3 utilise RG1 et est exécutée à la priorité p(RG1) = pG + p(J1) (car J1 est
l’instance la plus prioritaire pouvant utiliser RG1). J6 utilise R2 car la ressource
est libre ;
– à t = 2, J1 est activée mais ne peut pas démarrer car J3 est exécutée à la priorité
p(RG1). J4 est activée et préempte J6 moins prioritaire ;
– à t = 3, J3 libère RG1 et redevient moins prioritaire que J1 qui la préempte pour
démarrer son exécution. J4 veut utiliser R2, mais sa priorité n’est pas strictement
supérieure à p(R2) = p(J4) ;
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FIGURE A.1 – Exemple d’ordonnancement avec MPCP.
– à t = 4, J1 utiliseRG1. J7 est activée mais est moins prioritaire que J2. J6 libère R2
et est donc préemptée par J4 qui utilise alors R2 ;
– à t = 5, J2 veut utiliser RG1 mais celle-ci est déjà utilisée par J1. J2 est alors
bloquée. J5 est activée mais est moins prioritaire que J4 ;
– à t = 6, J7 utilise RG2 et est donc exécutée à la priorité p(RG2) = pG + p(J2). J4
veut utiliserRG1 mais celle-ci est déjà utilisée par J1. J4 est alors bloquée. J5 peut
donc démarrer son exécution ;
– à t = 7, J1 libère RG1. J2 peut donc l’utiliser car c’est l’instance la plus prioritaire
en attente de cette ressource et p(RG1) > p(RG2. J5 utilise la ressourceR3 ;
– à t = 8, J1 utiliseR1. J2 libèreRG1 et est donc préemptée par J7 qui s’exécute à la
priorité p(RG2. J4 peut alors préempter J5 pour utiliserRG1 ;
– à t = 9, J7 libèreRG2 et retrouve sa priorité initiale. Elle est donc préemptée ;
– à t = 10, J1 termine son exécution et permet ainsi à J3 de continuer la sienne. J4
utilise R2 car sa priorité plafond est supérieure à celle de R3 en cours d’utilisa-
tion ;
– à t = 11, J3 utiliseRG1 car cette ressource est libre ;
– à t = 12, J2 termine son exécution et permet ainsi à J7 de continuer la sienne. J5
peut reprendre l’utilisation deRG2 après la terminaison de J4 ;
– à partir de t = 13, J5 est l’instance restante la plus prioritaire et termine donc son
exécution à t = 16, permettant ainsi à J6 de terminer à son tour.
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Notation Définition
Ji Une instance de τi
pij Le processeur d’indice j
Rk La ressource locale d’indice k
RGk La ressource globale d’indice k
ρ(J1) Le niveau de préemption de J1
ρ(Rk) Le niveau de préemption deRk
ρ(t) Le niveau de préemption plafond du système à l’instant t
ρ(t, pij) Le niveau de préemption plafond du système à l’instant t sur pij
TABLE A.2 – Notations pour MSRP.
pi 2
J 4
J 5
pi 1
J 3
J 2
1 6
RG1 RG2
0 5 10 15
0 5 10 15
FIGURE A.2 – Exemple d’ordonnancement avec MSRP
A.2 MSRP
Dans la figure A.2, nous représentons un exemple donné dans [GLDN01] corres-
pondant à l’ordonnancement de 4 instances ({J1, . . . , J5}) réparties sur 2 processeurs
({pi1, pi2}) et partageant 2 ressources globales ({RG1,RG2}). Les niveaux de préemptions
sont ρ(J1) = 3, ρ(J2) = 2, ρ(J3) = 1, ρ(J4) = 1 et ρ(J5) = 2.
– à t = 2, J2 est bloquée car son niveau de préemption n’est pas strictement supé-
rieur au plafond ρ(t, pi1) ;
– à t = 3, J3 utiliseRG2 et élève ρ(t, pi1) à 3 ;
– à t = 4, J4 veut utiliser RG2 qui n’est pas libre. Il élève donc ρ(t, pi2) à 2 et se met
en attente active ;
– à t = 5, J1 et J5 sont bloqués car les plafonds de préemption de pi1 et pi2 sont au
maximum ;
– à t = 6, J3 libère RG2 et J4 peut alors l’utiliser. ρ(t, pi1) est rétabli à 2 et J1 peut
donc préempter J3.
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A.3 FMLP
A.3.1 Exemple
Notation Définition
Ji Une instance de τi
pij Le processeur d’indice j
Rk La ressource locale d’indice k
RGk La ressource globale d’indice k
Rl Une ressource longue
Rs Une ressource courte
TABLE A.3 – Notations pour FMLP.
J 1
pi 1
J 2
pi 2
J 3
J 4
RG1 RG2
0 5 10 15
0 5 10 15
l l
FIGURE A.3 – Exemple d’ordonnancement avec FMLP (ressources longues).
Dans la figures A.3, nous représentons un exemple donné dans [BA08] correspon-
dant à l’ordonnancement de 4 instances ({J1, . . . , J4}) réparties sur 2 processeurs ({pi1, pi2})
et partageant 2 ressources globales longues ({RlG1,RlG2}).
– à t = 0, J3 et J4 sont les seules instances actives sur leur processeur respectif et
démarrent donc leur exécution ;
– à t = 1, J3 utiliseRlG1 car celle-ci est libre ;
– à t = 2, J1 est activée mais ne peut pas démarrée car, bien que plus prioritaire
que J3, cette dernière est exécutée de manière non préemptive. J4 veut utiliser
RlG1 mais celle-ci n’est pas libre. J4 est donc suspendue en attente de la libération
deRlG1 ;
– à t = 4, J2 est à son tour suspendue en attente deRlG1 ;
– à t = 5, J3 libère RlG1, la rendant ainsi disponible pour J4, qui est la première
instance à avoir été mise en attente pour cette ressource. J1 démarre son exécution
en préemptant J3 ;
– à t = 6, J1 est suspendue en attente de RlG1. J4 libère RlG1, la rendant disponible
pour J2 (J1 est plus prioritaire que J2 mais J2 est avant J1 dans la FIFO). J3 utilise
RlG2 car celle-ci est libre ;
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– à t = 7, J3 libère RlG2, rendant ainsi pi1 disponible et J2 libère RlG1. J1 peut donc
utiliser RlG1. À partir de cet instant, il n’y a plus de requêtes concurrentes pour
les ressources ;
– à t = 13, toutes les instances ont terminé leur exécution.
J 1
pi 1
J 2
pi 2
J 3
J 4
RG1 RG2
0 5 10 15
0 5 10 15
s s
FIGURE A.4 – Exemple d’ordonnancement avec FMLP (ressources courtes).
Dans la figures A.4, nous représentons l’ordonnancement de 4 instances ({J1, . . . , J4})
réparties sur 2 processeurs ({pi1, pi2}) et partageant 2 ressources globales courtes ({RsG1,
RsG2}). Les différences avec l’ordonnancement de la figure A.3 sont les suivantes :
– à t = 2, J4 ne peut pas utiliserRsG1, elle est donc placée en attente active dans une
FIFO ;
– à t = 7, J2 ne peut pas utiliserRsG1, elle est donc placée en attente active dans une
FIFO.
A.3.2 Pire temps de blocage
Pour pouvoir calculer le pire temps de réponse d’une tâche τi, il est nécessaire de
connaître le pire temps de blocage Bi qu’elle peut subir. Ce pire temps de blocage Bi
se décompose en 5 facteurs :
– le blocage local court noté ABi (pour Arrival Blocking),
– le blocage local long noté BBi (pour Boost Blocking),
– le blocage global court noté SBi (pour Short Blocking),
– le blocage global long noté LBi (pour Long Blocking),
– le blocage différé long DBi.
Blocage local court Ce facteur inclut le temps de blocage induit par une tâche τj
moins prioritaire que τi lorsque τj est en attente sur une section critique courte et que
τi et τj sont ordonnancées sur le même processeur. τj est donc en train d’être exécutée
de manière non préemptive et retarde le démarrage de τi. Le pire temps de blocage
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pour ce facteur est donné par :
ABi =
min(na,nb)∑
l=1
|Rl|
où na est le nombre possible d’arrivées de τi et où nb est le nombre de blocages que τi
peut subir. Le nombre d’arrivées possibles de la tâche τi est défini par :
na = 1 + |RL(τi)|
En effet, τi peut être démarrée après son activation et dans le pire cas après avoir été
bloquée pour chaque section critique longue. Le nombre de blocage nb que τi peut
subir correspond à la taille de l’ensemble abr et est défini par :
nb = |abr(τi)|
où l’ensemble abr représente l’ensemble des sections critiques courtes qui peuvent être
partagées avec des tâches de priorité inférieure à celle de τi. Cet ensemble est défini
par :
abr(τi) =
⋃
τj∈lp(τi)
pi(τi)=pi(τj)
wcsx(τi)
où wcsx(τi) est le nombre de sections critiques courtes qui peuvent être exécutées par
d’autres tâches que τi. wcsx est défini par :
wcsx(τi) =
{
(R, k)|R ∈ RC(τi) ∧ k ∈
{
1, . . . ,
⌈
Ti
Tj
⌉
+ 1
}}
Le facteur ABi est égal à la somme de n = min(na, nb) durées de sections critiques.
Ces n sections critiques sont les n premiers éléments de l’ensemble abr trié par ordre
croissant des durées des sections critiques.
Blocage local long Ce facteur inclut le temps de blocage induit par une tâche τj moins
prioritaire que τi dont la priorité a été élevée parce que celle-ci exécute une section
critique longue ordonnancée sur le même processeur que τi. Le pire temps de blocage
pour ce facteur est donné par :
BBi =
∑
τj∈lp(τi)
pi(τi)=pi(τj)
bbt(τj, τi)
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où la fonction bbt donne la durée pire cas du blocage induit par une tâche de plus faible
priorité que τi. Cette fonction est définie par :
bbt(τj, τi) =
min(na,nb)∑
l=1
|Rl|
où na correspond toujours au nombre d’arrivées possibles de τi défini par :
na = 1 + |RL(τi)|
et nb le nombre de blocage que τi peut subir. Ce nombre de blocage est borné par la
taille de l’ensemble des sections critiques qui peuvent être exécutées par une tâche de
priorité inférieure à τi et est défini par :
nb = |wclx(τi)|
où wclx(τi) est donné par :
wclx(τi) =
{
(R, k)|R ∈ RL(τi) ∧ k ∈
{
1, . . . ,
⌈
Ti
Tj
⌉
+ 1
}}
Les n = min(na, nb) durées de sections critiques composant la somme dans la fonction
bbt sont les n premiers éléments de l’ensemble wclx trié dans l’ordre croissant de durée
des sections critiques.
Blocage global court Ce facteur inclut le temps de blocage induit par les tâches par-
tageant des ressources courtes avec τi et ordonnancées sur des processeurs différents
de celui sur lequel est ordonnancée τi. Le pire temps de blocage pour ce facteur est
donné par :
SBi =
∑
R∈RC(τi)
sbr(τi,R)
où la fonction sbr donne la pire durée de blocage que peut subir la tâche τi en attendant
de pouvoir exécuter la section critiqueR. Cette fonction est définie par :
sbr(τi,R) =
∑
pik∈Π
pik 6=pi(τi)
max(R|pi(τj) = pik ∧R ∈ RC(τi) ∧R ∈ RC(τj))
Blocage global long Ce facteur inclut le temps de blocage induit lorsque la tâche τi
tente d’exécuter une section critique longue. Deux cas peuvent se présenter en consi-
dérant que τi est bloquée par une tâche τj avec laquelle elle partage une ressource et
qui est ordonnancée sur un processeur différent de celui sur lequel est ordonnancé τi.
Soit τj est bloquée parce qu’une tâche s’exécute de manière non préemptive en attente
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d’une ressource courte. Soit τj est bloquée parce qu’une tâche exécute une section cri-
tique longue et a donc sa priorité élevée. Le pire temps de blocage pour ce facteur est
donc donné par :
LBi = rbs(τi) + rbl(τi)
La fonction rbs donne le pire temps de blocage que peut subir τi par un blocage transitif
distant sur une ressource courte. Cette fonction est définie par :
rbs(τi) =
∑
pik∈Π
pik 6=pi(τi)
min(nb,ns)∑
l=1
|Rl|
où nb est le nombre de fois où τi est directement bloquée par une tâche qui exécute une
section critique longue sur le processeur pik. nb est défini par :
nb =
∑
τj∈pi(τi)
∑
r∈RL(τi)
ntg(τj, τi, r)
où la fonction ntg est donnée par :
ntg(τj, τi, r) = min
(
|{R|R ∈ RL(τi)}|, |{R|R ∈ RL(τj)}| ·
(⌈
Ti
Tj
⌉
+ 1
))
et où ns est le nombre de sections critiques courtes qui peuvent être exécutées par des
tâches τj . ns est défini par :
ns =
⋃
τj∈pi(τi)
wcsx(τi)
Pour rappel, wcsx est défini par :
wcsx(τi) =
{
(R, k)|R ∈ RC(τi) ∧ k ∈
{
1, . . . ,
⌈
Ti
Tj
⌉
+ 1
}}
Les n = min(nb, ns) durées d’utilisation des sections critiques composant la double
somme de sbr sont les n premiers éléments de l’ensemble wcsx trié dans l’ordre crois-
sant des durées des sections critiques.
La fonction rbl donne le pire temps de blocage que peut subir τi par un blocage
transitif distant sur une ressource longue. Cette fonction est définie par :
rbl(τi) =
∑
pik∈Π
pik 6=pi(τi)
∑
τj∈pik
min(nb,ns)∑
l=1
|Rl|
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Cette fois, nb est défini par :
nb =
∑
τx∈pi(τj)
∑
r∈RL(τi)
ntg(τx, τi, r)
et ns est défini par :
ns = |wclx(τi)|
Les n = min(nb, ns) durées d’utilisation des sections critiques composant la triple
somme de sbr sont les n premiers éléments de l’ensemble wclx triés dans l’ordre crois-
sant des durées des sections critiques.
Blocage différé Ce facteur inclut le temps de blocage induit lorsque une tâche de
priorité supérieure à celle de τi a son exécution retardée à cause d’un blocage sur une
section critique. Ce retard engendre une interférence accrue sur τi. Le pire temps de
blocage pour ce facteur est donné par :
DBi =
∑
τj∈hp(τi)
pi(τj)=pi(τi)
min(Cj, LBj)
Blocage total Le pire temps de blocage Bi pour une tâche τi est donc donné par la
somme de tous ces facteurs :
Bi = ABi +BBi + SBi + LBi +DBi
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