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Abstract
We present a method for solving the Transport equation when its solution has to belong to a constrained set which is not required
to be convex. An autonomous formulation of the characteristics method allows us to use the tangency condition which has been
introduced for ordinary differential equations. Thus we obtain a sufﬁcient condition for existence of solutions, which shows the
interplay between the geometry of the constraints set K and the velocity ﬁeld . A numerical method is proposed for solving the
problem when the sufﬁcient condition is not satisﬁed. A numerical experiment is presented showing the efﬁciency of the algorithm
proposed.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let u be a solution to the following Transport equation subject to constraints:⎧⎪⎨⎪⎩
(|∇u) = f for (t, x) ∈ Q,
u(t, x) = 0 for (t, x) ∈ Q−,
u(t, x) ∈ K ∀ (t, x) ∈ Q,
(1)
where Q = (0, T ) ×  ⊂ Rp+1 is the time–space domain,
(t, x) = (1, 2(t, x), . . . , p+1(t, x))t
is the velocity ﬁeld, (·, ·) stands for the Euclidean inner product of Rp+1, and ∇ denotes the time–space gradient,
T u = (|∇u) = t u +
i=p+1∑
i=2
ixi u.
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K is the constraints set. The Transport equation subject to constraints appears in many mathematical models. Let us
quote for example reacting ﬂows with convection [8], or in an image registration context the optical ﬂow method
[11]. When a least square formulation of the Transport equation is used, it has been proved in [16] that for a con-
vex subset of constraints K the problem (1) has a unique solution. The aim of this article is to provide a time–space
formulation of problem (1) where time and space variables have the same role in order to have existence and unique-
ness results for this problem. Extending the so-called tangency condition known for differential equations subject to
constraints (see for example, among a huge literature, [6,1,2,12]), a sufﬁcient condition (15) is derived for problem
(1) to have a unique solution. The interplay between the geometry of K, the velocity ﬁeld  and the right-hand side
f is exhibited, showing that the following simple strategy: solving then projecting, is not relevant for the issue under
consideration. Then an efﬁcient numerical algorithm is proposed to solve problem (1) when condition (15) is not
satisﬁed.
The paper is organized as follows. The introduction is ended by recalling some standard results concerning the
Lipschitzian domains according to [13]. The second section is dedicated to the formulation of the characteristic method
in the form of an autonomous system. Some results established in [3] for velocities independent of time are extended to
the time-dependent velocity cases. In the third section, the existence and uniqueness of solutions to problem (1) in the
Banach space of theL2 graph normof the Transport operator is established. Finally in Section 4 an algorithm is proposed
for solving problem (1)when the necessary condition is not satisﬁed. The algorithm is proved to be convergent, provided
some monotonicity hypotheses are assumed to hold. Some numerical results are presented proving the efﬁciency of
the proposed method.
The following results are classical, the reader is referred to [13,9] for a complete presentation. Here we introduce an
isometryTa , which is implicitly deﬁned with the Lipschitzian parametrization h in Necas:
(H0)  is a Lipschitzian bounded domain of Rp.
Set Q= (0, T )× a time–space cylindrical bounded domain of Rp+1. For any point a in Q, there exist a a positive
real, ha a Lipschitzian application deﬁned in Va=] − a, a[p by
ha : Va −→ R,
z = (z1, z2, . . . , zp) → zp+1 = ha(z1, z2, . . . , zp)
a positive real a and an isometryTa from Rp+1 onto Rp+1, the associated vectorial isometry of which is denoted−→
Ta , and which veriﬁes:
(i) Ta{(z, ha(z))/z ∈ Va} ⊂ Q;
(ii) Ta{(z, zp+1)/z ∈ Va and ha(z)< zp+1 <ha(z) + a} ⊂ Q;
(iii) Ta{(z, zp+1)/z ∈ Va and ha(z) − a < zp+1 <ha(z)} ⊂ Q.
For every partition of unity {i}i=mi=1 associated to a covering of Q with the open subsets
Uai = {Tai (z, hai (z))/z ∈ Vai , −ai < zp+1 − hai (z)< ai } ∩ Q (2)
we introduce the carried surface measure (with Lipschitzian functions) on Q and for k ∈ N we deﬁne the Banach
space Lk(Q) by:  ∈ Lk(Q) if  is measurable and if
∫
Q
||k d=
i=m∑
i=1
∫
V ai
(||ki )(z, hai (z))
√√√√√1 + j=p∑
j=1
(Djhai )
2(z) dz<∞.
The Banach spaces so deﬁned are independent of the partition of unity used [13, Theorem 4.1, p. 82, Lemmas 1.1, 1.2,
p. 119 and p. 120].
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1.1. Functional setting
We end this introduction with the functional space in which the solution will be sought. LetD(Q) denote the space
of restrictions to Q of C∞ functions with compact support in Rp+1, and consider the norm
‖‖H(,Q) =
(
‖‖2
L2(Q) + ‖div()‖2L2(Q) +
∫
Q−
|(|n)|2 d
)1/2
.
We deﬁne the space H0(u,Q) as the closure of the subset { ∈ D(Q),|Q− = 0} for this norm:
H0(,Q) = { ∈ D(Q),|Q− = 0}
H(,Q)
.
If  is regular enough ( ∈ L2(0, T ;H 10 ())) it can be seen that (see [5])
H0(,Q) ∩ L∞(Q) = {	 ∈ L2(Q), (|∇	) ∈ L2(Q), 	|Q− = 0 in L2(Q−, |(|n)| d)} ∩ L∞(Q).
Let us recall the following result (see [5]).
Theorem 1.1. If div() = 0 then the semi-norm | · |1, deﬁned by
||1, = ‖(|∇)‖L2(Q)
is an equivalent norm in H0(,Q).
2. Autonomous formulation for the characteristic curves
Concerning the velocity ﬁeld we assume the following hypotheses to be satisﬁed:
(H1) There exists a bounded open set Q1 ⊂ Rp+1 verifying Q ⊂ Q1 and such that  ∈ C1(Q1;Rp+1) with
= (1, 0, . . . , 0)t in Q1; f ∈ C0(Q;R) and bounded.
(H2) div() = 0.
The issue of this section is to prove that for almost every point y ∈ Q there exists a characteristic curve issued from
a point of Q− and containing y. The cornerstone for proving this result is Sard’s theorem [3]. Since the velocity
ﬁeld depends on time, the ordinary differential system deﬁning the characteristic curves is expressed as a differential
autonomous system in time–space.
Lemma 2.1. Assume the hypothesis (H1) to be satisﬁed, then ∀y ∈ R+ ×Rp there exists a unique solution Y (s, y) ∈
C1(R+ × Rp+1) to{ d
ds
Y (s, y) = (Y (s, y)) ∀t ∈ R+,
Y (y1, y) = y.
(3)
Moreover we have Y1(s, y) = s for all s ∈ R+ and the orbits of the differential system (3) constitute a partition of
Rp+1. The application{
Rp+1 → Rp+1,
y → Y (s, y) (4)
is a diffeomorphism of Rp+1 for all s ∈ R+.
Proof. Theorem 1.2.2 of [10] applies thus the existence of the solution Y (t, y) is proved in a neighborhood of y1.
Since Q1 is compact and  ∈ C1, from hypothesis (H1) the right-hand side of system (3) can be bounded by a linear
function of the unknown Y (s, y). A consequence of Gronwall’s lemma is the global existence with respect to time.
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Trivially we have: Y1(s, y) − y1 = s − y1. Since system (3) is autonomous, uniqueness implies that orbits do not
intercept and constitute a partition of Rp+1. 
Later on we will need some notation concerning the characteristic curves. The characteristic curve containing the
point y at time t = y1 is denoted by
Cy = {Y (s, y), s ∈ R+}.
The incoming time t−(y) is deﬁned with the connex component Iy of the set {s ∈ R+, Y (s, y) ∈ Q} containing y1:
Iy = {s ∈ [0, y1] such that if t ∈ [s, y1] then Y (t, y) ∈ Q},
which is
t−(y) = inf(Iy). (5)
It is easy to see that Iy = (t−(y), y1]. In a symmetric way, the outgoing time t+(y) is deﬁned as to be the supremum
of the interval
{s ∈ [y1, T ] such that if t ∈ [y1, s] then Y (t, y) ∈ Q}.
We denote by C˜y the curve
C˜y = {Y (s, y), s ∈ [t−(y), t+(y)]}.
Let Q0 denote the subset {a ∈ Q s.t. (N(a)|=0}, whereN(a) is the outward normal (which exists almost every-
where since the parametrization is locally Lipschitz). In the same way Q± are deﬁned by {a ∈ Q s.t. (N(a)|)>
<
0}.
The set of irregular points of the boundary (i.e., the points where the parametrization is not differentiable) is denoted
by Qi . Thus, the boundary is decomposed as follows:
Q = Qi ∪ Q0 ∪ Q+ ∪ Q−.
Now we present a technical lemma, the proof of which can be found in [14] (Lemma 3.1).
Lemma 2.2. For all y ∈ Q, if Y (t−(y), y) is a regular point, then we have either
Y (t−(y), y) ∈ Q− or Y (t−(y), y) ∈ Q0.
For all y ∈ Q, if Y (t+(y), y) is a regular point, then we have either
Y (t+(y), y) ∈ Q+ or Y (t+(y), y) ∈ Q0.
Finally, this section is ended with a consequence of Sard’s theorem.
Lemma 2.3. Assume the hypotheses (H0) and (H1) to be satisﬁed, then
• M1, the union of characteristic curves issued from points in Qi (where the parametrization h is not a differentiable
function), is a subset of Q of zero measure.
• M0, the union of characteristic curves issued from points in Q0, is a subset of Q of zero measure.
Proof. Let us give a sketch of the proof. For a complete proof, the reader is referred to [14, Lemmas 3.1 and 3.4].
LetM1 be the subset of irregular points of Q,M1 is the range of [0, T ] ×M1 with the application 
 deﬁned by

 : [0, T ] × Q− → Rp+1,
(s, a) → Y (s, a). (6)
From (2), a partition of unity of Q, we can argue locally, and we deﬁne ai (z)=(z, hai (z)) for z ∈ Vai . The pre-domain
ofUai ∩M1 throughTai ◦ai isCi = (Tai ◦ai )−1(Uai ∩M1). ClearlyCi is the singular set points of the Lipschitzian
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applicationTai ◦ ai , then the Rademacher theorem states that Ci ⊂ Rp has a zero measure. Introduce the application
for a ﬁxed s ∈ [0, T ], z → gs(z) = Y (s,Tai ◦ ai (z)). This Lipschitzian application from Rp into Rp+1 is such that
gs(Ci) has a zero measure. Let s vary in [0, T ], we have the subsetM1, all the ﬁrst sections of which have zero measure,
thus we deduce that the subset itself, belonging to a product of measured spaces, has a zero measure. That proves that
the union of characteristic curvesM1 has a zero measure.
The proof of the second part of the theorem is quite technical and uses Sard’s theorem associatedwith the autonomous
formulation of the characteristic curves, so we skip it (see [14, Lemmas 3.4]). 
Thus, we have the following characteristics ﬁlling theorem [14, Theorem 3.3]:
Theorem 2.4. Assume the hypotheses (H0) and (H1) to be satisﬁed, then there existsM, a zero measure subset of Q,
such that
Q\M= {Y (s, y), s ∈]t−(y), t+(y)[, y ∈ Q−}.
The next lemma will be useful for the deﬁnition at the solution to the Transport equation [14, Theorem 4.2].
Lemma 2.5. Assume the hypotheses (H0) and (H1) to be satisﬁed, then there existsM, a zero measure subset of Q
such that the incoming time application y → t−(y) from Q\M with values in R is continuous.
Let us mention that a time–space formulation of the Transport equation is settled into a different way in [4] by
introducing a measured space of Rp+1 endowed with the product measures of Q− with the time, d× ds, where s is
the time needed to travel along the integral curve C˜y , y ∈ Q−.
3. Existence of solutions belonging to the Banach space of the L2 graph norm of the Transport operator
Let us deﬁne a solution to the Transport equation (1) by means of characteristic curves. Let f ∈ C0(Q) be given,
then consider the function
F : Q × R → Rp+1 × R,
(t, x, z) → ((t, x), f (t, x)) (7)
and introduce the following autonomous ordinary differential system for the function H = (Y,)t
⎧⎪⎨⎪⎩
d
dt
H = F(H),(
Y (y1, y)
(y1)
)
=
(
y
0
)
,
y1 < t,
⎧⎪⎪⎪⎨⎪⎪⎪⎩
d
dt
Y (t, y) = (Y (t, y)),
d
dt
(t) = f (Y (t, y)),
Y (y1, y) = y and (y1) = 0.
y1 < t , (8)
We have the following existence result:
Lemma 3.1. Assume hypotheses (H1) and (H2) hold true. Then there exists a unique solutionH =(Y,)t ∈ (C1(Q)×
C1(]t−(y), t+(y)[)) to problem (8).
Proof. Theorem 1.2.2 of [10] applies thus existence of the solution Y (t, y) is proved in a neighborhood of y1. Since
from hypothesis (H1) the right-hand side of the ﬁrst equation of system (8) is bounded by a linear function of the
unknown Y (t, y), a consequence of Gronwall’s lemma is the global existence with respect to time. The existence and
uniqueness of  is straightforward since f ∈ C0. 
Now we are in position for introducing the deﬁnition of a solution to the Transport equation when f ∈ C0(Q). When
f ∈ L2(Q), the same deﬁnition is still meaningful, provided a regularization procedure and a limit process are used as
explained in the remark following the proof of Lemma 3.3.
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Deﬁnition 3.2. For f ∈ C0(Q) and for y ∈ Q\M, the solution to the Transport equation (1) is deﬁned by
∀t ∈]t−(y), t+(y)[, u(y) =
∫ y1
t−(y)
f (Y (s, y)) ds = (t). (9)
Let us prove that the function u belongs to the Banach space of the L2 graph norm of the Transport operator.
Lemma 3.3. Assume the hypotheses (H1) and (H2) hold true, then the function u deﬁned by (9) veriﬁes
‖u‖L2(Q)T ‖f ‖L2(Q), ‖(|∇u)‖L2(Q)‖f ‖L2(Q) (10)
and is a weak solution in H0(,Q) to the Transport equation.
Proof. From Theorem 2.4 we get the existence of a zero measure setM such that Q\M is contained in the union of
the characteristic curves coming from Q−. Letting 
 denote the indicator function, the product function
(t, y) ∈ Rp+2 → 
[t−(y),y1](t)
Q\M(y)
is measurable since the function t−(·) is continuous. Since f is bounded in Q, the function 
[t−(y),y1](t)
Q\M(y)f 2
(Y (t, y)) is integrable in [0, T ] × Q. We conclude that u2 is integrable in Q.
We note that the function t → u(Y (t, y)) ∈ C1(]t−(y), t+(y)[) and dds u(Y (t, y)) = f (Y (t, y)). The chain rule
theorem provides with t = y1:
(|∇u) = f a.e. in Q.
We deduce
|u|1, = ‖f ‖L2(Q).
Moreover from Lemma 2.2, we have Y (t−(y), y) ∈ Q− thus u|Q− =0. The estimate in theL2-norm is a consequence
of the equivalence of the semi-norm with the norm. 
Remark 3.4. We extend Deﬁnition 3.2 for a function f ∈ L2(Q) in a classical way. Let n be a bounded by one
function such that
n(t, x) =
{
1 ∀ (t, x) ∈ Q, dist((t, x), Q) 1
n
,
0 ∀ (t, x) ∈ Q.
Now the product nf is regularized by convolution with a mollifying kernel and thus we get a sequence of continuous
functions {fn}n∈N converging towards f in L2(Q) (see [7] for example). The sequence {fn}n∈N is a Cauchy sequence,
since formula (9) provides a sequence of functions {un}n∈N verifying (|∇un) = fn in L2(Q). Thus we have the
convergence of {un}p∈N towards u in the H0(,Q)-norm.
Conversely, for every y ∈ Q\M, the incoming time t−(y) can be deﬁned and (9) is meaningful, which with estimates
(10), provide a solution belonging to H0(,Q).
3.1. The tangency condition and Nagumo’s theorem
Now we introduce some well-known deﬁnitions of variational geometry (see for example [17]). For K a subset of X
a Hilbert space, the distance function to K is deﬁned by
dK(x) = inf
z∈K(‖x − z‖X) if K = ∅ and dK(x) = ∞ otherwise.
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Deﬁnition 3.5. Let K ⊂ X be a non-empty subset and let x ∈ K be given. Then w ∈ X is tangent to K at the point
x if
lim
h→0+
inf
1
h
dK(x + hw) = 0.
If x ∈ X, then w ∈ X is tangent to K at the point x if
lim
h→0+
inf
1
h
(dK(x + hw) − dK(x))0.
The set of tangent vectors to K at the point x is called the contingent cone or the Bouligand cone and is denoted by
TK(x).
For m<p + 2 let h : Rp+2 → Rm be a C1 function. Introduce a closed subset D ⊂ Rm, and deﬁne K ⊂ Rp+2 by
K = C˜y × R ∩ h−1(D). The constraint set is such that it has to belong to a characteristic curve plus to the pre-image
of D. Then we have (see [17, p. 221, 15]).
Lemma 3.6. Assume h ∈ C1(Rp+2;Rm) to be of maximal rank on K (i.e., the rank of Dh(z) equals m for all z ∈ K)
and that the following transversality condition is satisﬁed:
Dh(x)[T
C˜x1×R(x)] − TD(h(x)) = R
m
,
where x = (x1, x2) ∈ Rp+1 × R. Then we have
TK(x) = {w ∈ Rp+2, w ∈ TC˜x1×R(x) and Dh(x)w ∈ TD(h(x))}. (11)
Please remark that since  is regular, then T
C˜x1×R(x) = span{(x1)} × R. For what follows, the Nagumo theorem
for differential equations is given (see [2, p. 29 and p. 354]).
Theorem 3.7 (Nagumo’s theorem). Let X be an Hilbert space, K a locally closed subset and let g ∈ C0(K;X) be
bounded. Then for all 	0 ∈ K there exists 	 ∈ C1([0, T ];X) verifying:⎧⎪⎨⎪⎩
d
dt
	(t) = g(	(t)) ∀ t ∈ (0, T ),
	(0) = 	0,
	(t) ∈ K ∀ t ∈ [0, T ]
(12)
if and only if
∀ ∈ K, g() ∈ TK(). (13)
Let us give the main result of this article. Let K ⊂ Q × R ∩ h−1(D) be a closed subset.
Theorem 3.8. Assume (y, 0) ∈ K,∀y ∈ Q−. Then a sufﬁcient condition for existence and uniqueness of solutions
u ∈ H0(,Q) verifying:{
(|∇u) = f for y ∈ Q,
(y, u(y)) ∈ K(i.e., h(y, u(y)) ∈ D, a.e. y ∈ Q) (14)
is given by for F = (, f )t then
∀ (y, r) ∈ K, Dh(y, r)[span{(y)} × R] − TD(h(y, r)) = Rm,
F (y, r) ∈ span{(y)} × R, Dh(y, r)F (y, r) ∈ TD(h(y, r)). (15)
Proof. Using Lemmas 3.1 and 3.3 the characteristic curves method reduces the H0(,Q) solutions to the Transport
equation subject to a constraint (9) to the solution H of the ordinary system of equations subject to a constraint (8).
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Since K ⊂ Q1 × R with Q1 bounded, Nagumo’s theorem (12) applies and a necessary and sufﬁcient condition (13)
for existence and uniqueness of solutions to problem (8) is obtained. Condition (15) is nothing else than the tangency
condition of Nagumo’s theorem. 
Remark 1. Condition (15) becomes necessary if the subset K is moreover constituted of points reachable with the
Transport equation.
4. Algorithms and numerical experiments
The sufﬁcient condition (15) obtained in the previous section is of limited practical use if it is not satisﬁed. If this
condition is not satisﬁed, a simple remedy consists in modifying the right-hand side F in order to verify (15). Then
the function f is changed, the little as possible, according to the obtained conditions. In what follows this strategy is
exempliﬁed with a subset K deﬁned as follows. Let D ⊂ R be a closed subset, let h : Q × R → R be a C1 function,
the rank of which is one, and the constraints subset K is deﬁned by
K = {(y, z) ∈ Q × R, h(y, z) ∈ D}. (16)
Hereafter the domain Q and the function h (where y will be changed to (t, x)) are speciﬁed. Set D = R−, = (0, 1),
Q = (0, T ) ×  and deﬁne:
h : Q × R → R,
((t, x), r) → sin(10r) − sin(x).
The derivative of h is Dh(t, x, z) = (0,− cos(x), 10 cos(10z))t . Since cos(x) = 0 in Q, the rank of h is one. The
vector valued function  is deﬁned by (t, x) = (1, x + t)t , the function f is deﬁned by f (t, x) = x + (x + t)t for
all (x, t) ∈ Q and we set F = (, f )t . It is easy to check that the transversality condition in (15) is veriﬁed since
Dh(t, x, r)F (t, x, r) − TD(h(t, x, r)) = R. Let sgn− be deﬁned by
sgn−(z) =
{1 if z< 0,
0 if z0.
Now some technicalities concerning the contingent cone are given. Recall that the positive and negative parts of w are,
respectively, denoted by w+ = max(w, 0) and by w− = −max(−w, 0). We have:
Lemma 4.1. For all z the contingent cone TD(z) is deﬁned by
TD(z) = {w+sgn−(z) − w− ∀w ∈ R}.
It is a convex subspace, so there exists a projector operator on TD(z) which is denoted by TD(z) and given by
TD(z)= sgn−(z)+ − −. (17)
The contingent cone TD(z) is characterized with  ∈ TD(z) if and only if =TD(z).
Gathering the previous results and the sufﬁcient condition (15) we have:
Lemma 4.2. Let , f and h be given as previously. Set F = (, f )t , K =Q×R∩h−1(D), then ∀ ∈ K the contingent
cone TK() is given by
TK() = {w ∈ span[× R] such that Dh()w ∈ TD(h())}. (18)
By using (17) and the characterization of TD , condition (15) F(t, x) ∈ TK((t, x, u)) is speciﬁed as
Dh(t, x, u)F (t, x) = sgn−(h(t, x, u))[Dh(t, x, u)F (t, x)]+ − [Dh(t, x, u)F (t, x)]−. (19)
The Transport equation is a linear equation but due to the constraint, the problem becomes a nonlinear problem
because of the nonlinear equation (19) to be solved. The resolution of Eq. (19) requires the modiﬁcation of F in one
case: if h(·, u)0 and if Dh(·, u)F (·)> 0, then it is sufﬁcient to impose Dh(·, u)F (·) = 0.
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For solving problem (14), the following algorithm is proposed:
• assume uk to be known
(i) if h(t, x, uk)0, f˜ (uk) = f , otherwise compute f˜ (uk) verifying
Dh((·, uk)(, f˜ (uk))t = sgn−(h(·, uk)[Dh(·, uk)(, f˜ (uk))t ]+ − [Dh(·, uk)(, f˜ (uk))t ]− (20)
(ii) compute uk+1 solution to{
(|∇uk+1) = f˜ (uk) for (t, x) ∈ Q,
uk+1(t, x) = 0 for (t, x) ∈ Q− (21)
• if ‖uk+1 − uk‖H0(,Q) stop; else k = k + 1 go to (i).
Now let us make it clear how to compute f˜ . Condition (20) reads: if h(·, uk)0 and if Dh(·, uk)F (·)> 0 then
Dh(·, u)F (·) = 0 so we have f˜ (uk) = −D1h(·, uk)/D2h(·, uk); f˜ (uk) = f otherwise. Let us rewrite that in a
functional way for proving the convergence of the algorithm.
f˜ (uk) = sgn−(h(·, uk))f + (1 − sgn−(h(·, uk)))
×
[
sgn+(Dh(·, uk)F ) − D1h(·, uk)
D2h(·, uk) + (1 − sgn
+(Dh(·, uk)F ))f
]
,
f˜ (uk) = f − (1 − sgn−(h(·, uk)) sgn
+(Dh(·, uk)F )
D2h(·, uk) (Dh(·, uk)F ). (22)
Deﬁne
sign+(z) =
{1 if 0z
0 if z< 0,
set G(uk) = (Dh(·, uk)F )+/D2h(·, uk) and ﬁnally we get the following expression for the function f˜ :
f˜ (uk) = f − sign+(h(·, uk))G(uk). (23)
Since we want Lemma 4.2 to apply, we need a continuous right-hand side for the Transport equation. So, we will deal
with sign+n
sgn+n (t) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, t − 1
n
,
n
(
t + 1
n
)
, −1
n
 t0,
1, 0 t
(24)
a continuous perturbation of the sign+ function, ensuring that the modiﬁed right-hand side belongs to the contingent
cone (since the cut off function is changed only on the negative part). In what follows, for n large enough, we replace
sign+ by sign+n in the expression of f˜ in (23).
Before giving a convergence result for the algorithm (20)–(21), let us recall that the Transport operator T ∈
L(H0(,Q), L2(Q)) is an isomorphism, and T −1 is monotone.
Lemma 4.3. Assume the function G to be Lipschitz, non-decreasing and non-negative, the function h to be non-
decreasingwith respect to its secondargument and the function f to be non-negative.Let (u, u)=(T −1f˜ (T −1f ), T −1f ).
Then starting the algorithm (20)–(21) with u0 ∈ [u, u) provides a sequence (un)n∈N ⊂ H0(,Q) converging towards
u ∈ H0(,Q) ∩ K a solution to the problem
T u = f − sign+n [h(·, u)]G(u) = f˜ (u). (25)
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Proof. We use a monotone iterative technique. First, remark that (u, u) deﬁne a couple of lower-upper solutions to
(25). Since f˜ is non-increasing, we have
vw,
T v f˜ (w), f˜ (v)Tw
}
⇒ T v f˜ (w) f˜ (v)Tw. (26)
With u0 = u, u1 = T −1f˜ (u), deﬁne the sequence un = T −1f˜ (un−1) for 2n. Since, G is non-negative, we have
f˜ (u)f , and u2 = T −1f˜ (u0)u0 = T −1f (T −1 is monotone). We deduce: u3 = T −1f˜ (u2)T −1f˜ (u0) = u1.
Let k be ﬁxed and set vk = u2k+1; wk = u2k . We have v0v1w1w0. Arguing by induction we have
vk−1vkwkwk−1,
T vk+1 = f˜ (wk), f˜ (vk) = Twk+1
}
⇒
⎧⎨⎩
T vk+1 = f˜ (wk) f˜ (vk) = Twk+1,
T wk+1 = f˜ (vk) f˜ (vk−1) = Twk,
T vkf˜ (wk−1) f˜ (wk) = T vk+1.
(27)
It is easy to prove that (vk)k∈N is a non-decreasing sequence and (wk)k∈N is a non-increasing sequence. To summarize
(vk, wk) are sequences converging pointwise and inLp toward (v,w) verifying, vw, for 1p<∞. On the one hand,
we know the function f˜ to be continuous and monotone, and the sequences (vk, wk) to be bounded and monotone,
thus we have thanks to Lebesgue’s dominated convergence theorem, the following convergence in Lp for 1p<∞
lim
n→+∞ f˜ (vn) = f˜ (v), limn→+∞ f˜ (wn) = f˜ (w).
On the other hand, we have v,w ∈ H0(,Q) which verify
vw, T v = f˜ (w), T w = f˜ (v)
that is to say (v,w) is a pair of quasi-solutions to (25). Since, the function f˜ is Lipschitz, there exists a constant
0<k such that
−k(w − v) f˜ (w) − f˜ (v).
Gathering the previous inequality and the deﬁnition of a quasi-solution, we have
Tw − T v − k(w − v)0. (28)
Deﬁning V = e−kt v; W = e−ktw, (28) leads to
TW − T V 0
which implies WV and wv thus v = w = u is a solution to (25). 
The hypothesis concerning the non-negativity of the function f is used for deriving a simple upper solution and can
be weakened.
The section is ended with a numerical example. The numerical simulations have been realized with an implicit ﬁnite
differences scheme with 150 points in time and 150 points in space. It is easy to check that the hypotheses of Lemma
4.3 are satisﬁed, thus the algorithm converges. The convergence of the iterative procedure is reached with at most 200
iterations. In Fig. 1 the solution without accounting for the constraint is depicted on the left (u(t, x) = tx), and on the
right, the constraint function (t, x) → h(t, x, u(t, x)) is shown. In Fig. 2, the solution computed with the algorithm
(20)–(21) is presented (left) and the residual error for the constraint (i.e., the positive part of (t, x) → h(t, x, u(t, x)))
(right).
The residual error for the constraint is essentially due to the mesh size. If the mesh size decreases then the residual
error decreases as is shown in the following table.
Convergence of the residual L∞-error for the constraint
Number of points in each direction 200 400 800 1600
Residual L∞-error 0.0094 0.0064 0.0033 0.00154
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Fig. 1. Solution without constraint: (left), constraint for this solution (right).
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Fig. 2. Solution verifying the constraint (left), constraint residual error for this solution (right).
4.1. Conclusion
For the case of the Transport equation, Nagumo’s theorem has been generalized, allowing this handling of a non-
convex set of constraints. An efﬁcient algorithm has been proposed when the set of constraints is the inverse range of
a convex subset of R through a C1 full rank application h. This algorithm allows the computation of the solution to
problem (14) when the sufﬁcient condition (15) is not veriﬁed and has been proved to be convergent. The equation
obtained (25) can be interpreted as a generalized Langrange multiplier [17]. Numerical results have been presented
illustrating the efﬁciency of this algorithm.
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The method presented can be generalized to the case of a convex subset of Rp (see [15]) and will be presented in a
forthcoming work.
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