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Microwave Scattering in the Subohmic Spin-Boson Systems of Superconducting
Circuits
Tsuyoshi Yamamoto ∗ and Takeo Kato
Institute for Solid State Physics, The University of Tokyo, Kashiwa, Chiba 277-8581, Japan
We study quantum critical phenomena in the microwave scattering of the subohmic spin-boson system, which exhibits
a quantum phase transition at a critical system-reservoir coupling. By relating the reflection coefficient of a microwave
with the dynamic susceptibility of the subohmic spin-boson system, we clarify the appearance of quantum critical phe-
nomena in microwave scattering. Further, we propose experimental setups to realize the subohmic spin-boson system in
a superconducting circuit composed of a charge qubit and a dissipative transmission line.
1. Introduction
The ubiquity of quantum critical phenomena (QCP) in
strongly correlated systems has been investigated in a number
of studies.1) Nonetheless, it remains challenging to observe
QCP in well-controllable systems by the fine adjustment of
experimental parameters. Recent developments in nanostruc-
ture fabrication and measurement have enabled us to design
nanoscale devices for the study of novel quantum phenom-
ena in a system strongly interacting with an environment. For
example, QCP in the two-channel Kondo model have been
studied in detail in quantum dot systems, as effectively de-
scribed by a local spin interacting antiferromagnetically with
an electronic environment.2–9) It is natural to ask whether one
can realize a counterpart in controllable bosonic systems that
display quantum phase transitions (QPTs).
The spin-boson model has been studied as a minimal model
of a quantum two-state system interacting with a bosonic en-
vironment for a long time.10, 11) This model has a variety of
applications, including superconducting circuits,12, 13) photon
waveguides,14) and molecular junctions.15, 16) The properties
of the bosonic reservoir are characterized by a spectral den-
sity, I(ω) ∝ ωs. On the one hand, the ohmic spin-boson sys-
tem (s = 1) has been studied in various contexts in a great
deal of theoretical work,13, 17–26) because it displays remark-
able phenomena such as the Kosterlitz-Thouless-type phase
transition10, 27, 28) and the Kondo effect.10, 20, 27, 29) On the other
hand, the subohmic spin-boson system (s < 1) induces a
second-order phase transition at zero temperature by tuning
the system-reservoir coupling to a critical value.11, 30–43) The
present authors studied QCP under heat transport through
evaluation of the temperature dependence of thermal con-
ductance.43) Nevertheless, studying QCP using standard tech-
niques of measurement would be preferable, given the ex-
pected difficulty of measuring thermal conductance.
Experimental techniques on light-matter interaction sys-
tems have greatly improved over the past few decades.44, 45)
Recently, the ohmic spin-boson model has been realized in a
flux qubit coupled to an LC transmission line, where exper-
imental microwave scattering measurements have been per-
formed.25, 26) This development suggests the possibility of
probing the QCP in the subohmic spin-boson system by mi-
crowave scattering in a transmission line weakly coupled to it.
∗t.yamamoto@issp.u-tokyo.ac.jp
Realization of the subohmic reservoir in a circuit model was
first discussed for the special case of s = 1/2 in Ref. 46 and,
recently, for arbitrary values of s in the range 0 < s < 1 in
Ref. 43 by the present authors. In the latter paper, a flux qubit
coupled to an RLC series circuit was effectively described by
the subohmic spin-boson model.
In this paper, QCP are studied in a charge qubit coupled
to the subohmic reservoir, and microwave scattering is con-
sidered with an additional transmission line weakly coupled
to the charge qubit. The input-output theory19, 47, 48) is used to
derive the relation between the reflection coefficient and the
dynamic susceptibility of the subohmic spin-boson system.
Furthermore, this study clarified the appearance of quantum
critical behavior in the frequency dependence of the dynamic
susceptibility by analytic discussion as well as numerical cal-
culations based on the continuous-time quantum Monte Carlo
(CTQMC) method. Thus, the dynamic susceptibility in the
quantum critical regime was confirmed to exhibit distinctive
power-law frequency dependence reflected by the nature of
QPTs. Three experimental setups are proposed to realize the
subohmic reservoir using the charge qubit and the RLC trans-
mission line. One of the proposed setups has the advantage of
the number of circuit elements being less than that proposed
previously.43, 46)
The rest of this paper is organized as follows. The model,
which consists of a charge qubit, a subohmic reservoir, and a
transmission line, is introduced in Sect. 2. In Sect. 3, the re-
flection coefficient of microwave scattering in a transmission
line is related to the dynamic susceptibility of the subohmic
spin-boson system. A brief summary of the analytic results on
the dynamic susceptibility is provided in Sect. 4, followed by
numerical evaluation as well as the calculation of the reflec-
tion by the CTQMC method in Sect. 5. Circuit models realiz-
ing the subohmic spin-boson system are proposed in Sect. 6.
A summary of the results is given in Sect. 7.
2. Model
We prepare a target system, consisting of a two-state sys-
tem and a subohmic reservoir, and consider microwave scat-
tering in the target system within the linear response theory
(Fig. 1 (a)). An incident microwave enters from a transmis-
sion line into the charge qubit, and a reflected microwave is
allowed to propagate in the same transmission line in the op-
posite direction. The frequency dependence of the microwave
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Fig. 1. (Color online) (a) Schematic representation of the spin-boson
model (the target system), which comprises a two-state system coupled to a
subohmic reservoir. A transmission line weakly coupled to the target system
is introduced as a probe. The microwave is injected from the transmission line
into the target system. (b) Superconducting circuit for a charge qubit coupled
to the subohmic reservoir and the transmission line.
loss at the target system can be used to probe the system’s
quantum critical behavior, that is, the subohmic spin-boson
system.
2.1 Charge qubit
We consider a superconducting circuit shown in Fig. 1 (b)
for a charge qubit composed of two Josephson junctions with
Josephson energies EJ,ν and capacitances CJ,ν (ν = L,R). The
charge state of the qubit is controlled by a gate voltage Vg
via a gate capacitance Cg. If no excitation occurred in both
the subohmic reservoir and the transmission line, their output
voltages, VL,0 and VR,0, respectively, are equal to zero. Thus,
the Hamiltonian of the charge qubit can be expressed as
HS = EC(n − ng)2 −
∑
ν=L,R
EJ,ν cos(φν/φ0), (1)
where EC = 2e2/CΣ (CΣ = Cg +CJ,L +CJ,R: total capacitance)
is the Coulomb energy, ng is the offset Cooper-pair number
defined by ng ≡ Qg/2e (Qg: charge accumulated at the gate
capacitance), φν is the phase difference across the Josephson
junction, and φ0 = h/2e is a flux quantum. The operator n
describes the number of excess Cooper pairs at the super-
conducting island (Q = 2en). Considering small Josephson
junctions (EJ,L, EJ,R  EC) and setting the offset charge as
ng = 0.5, we can effectively describe the system by only the
two charge states (|n = 0〉 and |n = 1〉), whose charging ener-
gies are well separated from the others. After truncating the
system into a two-state system, the Hamiltonian can be writ-
ten as
HS = −~∆2 σx − εσz, (2)
where the first term describes the Josephson energy, and the
second term corresponds to detuning from the degenerate gate
voltage ng = 0.5. Here, ∆ ≡ EJ/~ is the tunneling frequency
and σi (i = x, y, z) is the Pauli matrix. We rewrote the two
charge states, |n = 1〉 and |n = 0〉, with |σz = ±1〉 and replaced
the number operator n with σz = 2n − 1. In this paper, we
consider the symmetric case (ε = 0) and use only the detuning
energy to define the static susceptibility.
2.2 Subohmic reservoir
The Hamiltonian of the target system (the charge qubit cou-
pled to the subohmic reservoir) can be expressed as
Hsub = HS + HR,sub + HI,sub. (3)
The second and third terms on the right-hand side describe the
reservoir and the system-reservoir interaction, respectively,
which are generally expressed as
HR,sub =
∑
k
~ωkb
†
kbk, (4)
HI,sub = −σz2
∑
k
~λk
(
bk + b
†
k
)
, (5)
respectively. This Hamiltonian is called the spin-boson
Hamiltonian. Here, bk (b
†
k) is an annihilation (creation) oper-
ator of excitation with a frequency ωk and a system-reservoir
coupling constant λk in the subohmic reservoir. The properties
of the reservoir are characterized by the spectral density
Isub(ω) ≡
∑
k
λ2kδ(ω − ωk). (6)
In the numerical calculation shown in Sect. 5, we assume that
the spectral density takes a form
Isub(ω) = 2αω
(
ω
ωc
)s−1
e−ω/ωc , (7)
for simplicity, where α is the dimensionless system-reservoir
coupling strength, and ωc is the cutoff frequency. The expo-
nent of spectral density can be taken as s < 1 (the subohmic
reservoir).
The two-state system coupled to the subohmic reservoir
displays a QPT when the coupling strength is tuned to the crit-
ical point αc, which is a function of s and ∆/ωc.11, 30, 31, 38, 43, 49)
For α < αc, the ground state is expressed by the coherent su-
perposition of two σz-basis states, |σz = ±1〉. This phase is
called the “delocalized phase”. For α > αc, the ground state
becomes twofold degenerate with a completely broken quan-
tum coherence. This phase is called the “localized phase”.
Explicit construction of the subohmic reservoir using an
RLC transmission line is discussed in Sect. 6. There, the in-
teraction between the charge qubit and the subohmic reservoir
can be expressed as
HI,sub = −|e|CJ,LCΣ σzVL,0, (8)
VL,0 =
CΣ
2|e|CJ,L
∑
k
~λk
(
bk + b
†
k
)
, (9)
where VL,0 is the output voltage of the subohmic reservoir
(Fig. 1 (b)). We introduce the retarded voltage-voltage cor-
relation function defined by
GRV (t) ≡ −
i
~
θ(t)
〈[
VL,0(t),VL,0(0)
]〉
0 , (10)
where θ(t) is the Heaviside step function, VL,0(t) =
eiHR,subt/~VLe−iHR,subt/~, and 〈· · ·〉0 indicates an ensemble aver-
age with respect to HR,sub. Using Eq. (6), the imaginary part
2
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Fig. 2. (Color online) The LC transmission line coupled to the target sys-
tem. Input mode Vin(t) is injected into the target system from the LC trans-
mission line. Output mode Vout(t) is radiated into the LC transmission line
from the target system. The target system represents a two-state system cou-
pled to the subohmic reservoir (see Fig. 1).
of the Fourier transformation of GRV (t) can be expressed in
terms of the spectral density:
Im
[
GRV (ω)
]
= −pi~
(
CΣ
2|e|CJ,L
)2
Isub(ω). (11)
Using the linear response theory,50) the voltage-voltage corre-
lation function GRV (t) is related with the impedance Zsub(ω) of
the subohmic reservoir as
GRV (ω) = −iωZsub(ω). (12)
Therefore, the spectral function can be related with the
impedance of the circuit as
Isub(ω) =
1
pi~
(
2|e|CJ,L
CΣ
)2
ωRe [Zsub(ω)] . (13)
2.3 Transmission line
We confirm critical behavior near the QPT after preparing a
transmission line weakly coupled to the target system (Fig 1).
The transmission line is described by a continuum limit of the
LC circuit in Fig. 2. The phase operator is defined as
φ(x, t) ≡
∫ t
−∞
dt′ V(x, t′), (14)
where V(x, t) is the voltage on the LC transmission line at
position x at time t. Classical partial differential equations for
the phase operator φ(x, t) can be derived from the Hamiltonian
defined by12, 51)
HR,line =
∫ d
0
dx
{
1
2c
q(x)2 +
1
2l
[
∂xφ(x)
]2} , (15)
where c and l are the capacitance and the inductance per unit
length, respectively, d is the length of the transmission line,
and q(x) is the charge density operator conjugate to φ(x). For a
description of the quantum dynamics, we impose an exchange
relation [
φ(x), q(x′)
]
= i~δ(x − x′). (16)
Using a Bosonic operator
Bk ≡ 1√
~Ωkd
∫ d
0
dx e−ikx
 q(x)√
2c
− i
√
k2
2l
φ(x)
 , (17)
the Hamiltonian of the transmission line is diagonalized as
HR,line =
∑
k
~ΩkB
†
kBk, (18)
where Ωk = |k|/
√
lc. Here, note that the commutation relation[
Bk, B
†
k′
]
= δk,k′ holds for Eq. (16).
We consider the capacitive coupling between the charge
qubit and the transmission line, with the voltage written by
the field operators, Bk and B
†
k , as
V(x) =
∑
k
√
~Ωk
dc
(
Bkeikx + B
†
ke
−ikx) , (19)
and the output voltage at the qubit is written as VR,0 = V(x =
0). The Hamiltonian of the interaction between the charge
qubit and the transmission line is given as
HI,line = −|e|CJ,RCΣ σzVR,0 = −
σz
2
∑
k
~Λk
(
Bk + B
†
k
)
, (20)
Λk =
2|e|CJ,R
CΣ
√
Ωk
~dc
. (21)
The spectral density for the transmission line is obtained as
Iline(ω) ≡
∑
k
Λ2kδ(ω −Ωk)
=
1
pi~
√
l
c
(
2|e|CJ,R
CΣ
)2
ω ≡ αlineω. (22)
in the limit d → ∞. Note that the transmission line plays
the role of the ohmic reservoir as the spectral density is pro-
portional to ω. This is consistent with Eq. (13) because the
impedance of the LC transmission line is Zline(ω) =
√
l/c.
3. Input-output Theory
In this section, we relate the reflection coefficient in mi-
crowave scattering with the dynamic susceptibility of the tar-
get system by combining the input-output theory19, 47, 48) and
the linear response theory. We begin with the total Hamilto-
nian
H = Hsub + HR,line + HI,line, (23)
and consider the Heisenberg equation of motion for the anni-
hilation operator on the transmission line,
B˙k(t) =
i
~
[H, Bk(t)] = −iΩkBk(t) + iΛk2 σz(t), (24)
where O(t) = eiHt/~Oe−iHt/~. By integrating the Heisenberg
equation of motion (24), the solution of this equation is given
by19)
Bk(t) = e−iΩk(t−t0)Bk(t0) + i
Λk
2
∫ t
t0
dt′ e−iΩk(t−t
′)σz(t′), (25)
where t0 is a past time before any excitation mode reaches the
two-state system. The first term represents the free time evo-
lution in the transmission line, and the second term describes
the effect of the interaction between the charge qubit and the
transmission line. Similarly, we obtain an alternative solution
to Eq. (24) as
Bk(t) = e−iΩk(t−t1)Bk(t1) − iΛk2
∫ t1
t
dt′ e−iΩk(t−t
′)σz(t′), (26)
where t1 is a future time after the entire excitation mode leaves
the two-state system. The voltages of input and output modes
are defined as
Vin(t) ≡
∑
k
√
~Ωk
dc
[
e−iΩk(t−t0)Bk(t0) + h.c.
]
, (27)
3
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Vout(t) ≡
∑
k
√
~Ωk
dc
[
e−iΩk(t−t1)Bk(t1) + h.c.
]
, (28)
respectively. Fourier transformation of the voltages of the in-
put and output modes gives
〈Vout(ω)〉 = 〈Vin(ω)〉 + i pi~CΣ2|e|CJ,R Iline(ω) 〈σz(ω)〉 , (29)
where Iline(ω) ∝ ω is the spectral density of the transmission
line, 〈· · ·〉 = tr[e−βH · · · ]/tr[e−βH], and β = 1/kBT .
Assuming weak coupling between the two-state system and
the ohmic reservoir (αline  1), the population 〈σz(ω)〉 in
Eq. (29) can be calculated using the linear response theory as
〈σz(ω)〉 = |e|CJ,RCΣ χsub(ω) 〈Vin(ω)〉 . (30)
Here χsub(ω) is the Fourier transformation of the dynamic sus-
ceptibility of the two-state system coupled to the subohmic
reservoir defined by
χsub(t) ≡ i
~
θ(t)
〈[
σz(t), σz(0)
]〉
sub , (31)
where 〈· · ·〉sub = tr[e−βHsub · · · ]. From Eqs. (29) and (30), we
obtain the reflection coefficient as
r(ω) ≡ 〈Vout(ω)〉〈Vin(ω)〉 = 1 + i
pi~
2
Iline(ω)χsub(ω). (32)
4. Dynamic Susceptibility
In this section, we briefly summarize the features of the
dynamic susceptibility χsub(ω) at the critical point (α = αc)
and in the delocalized regime (α < αc).
4.1 Quantum critical regime
When the system-reservoir coupling is tuned at QPT (α =
αc), the dynamic susceptibility exhibits distinctive frequency
dependence reflecting the nature of the QPT:
χsub(ω) ∼ ω−y, (α = αc). (33)
The critical exponent y is related to the critical exponent η of
the imaginary-time spin-spin correlation function:
C(τ) ≡ 〈σz(τ)σz(0)〉sub ∼ τ−η+1, (34)
y = 2 − η, (35)
where σz(τ) = eHsubτ/~σze−Hsubτ/~. For 0 < s ≤ 0.5, the QPT
belongs to the mean-field universality class,38, 41, 43, 52–54) and
we obtain η = 2 − s, which leads to
y = s, (0 < s ≤ 0.5), (36)
In contrast, the critical exponent y becomes a complex func-
tion of s for 0.5 < s < 1, because the QPT belongs to a
nontrivial universal class.54)
4.2 Delocalized regime
If the system-reservoir coupling is set sufficiently below the
critical value (α < αc), the ground state would become a co-
herent superposition of the two charge states. At low temper-
atures, we can apply the generalized Shiba relation:49, 55)
lim
ω→+0
~Im
[
χsub(ω)
]
ωs
= 2piαω1−sc
(
~χ0,sub
2
)2
, (37)
where the static susceptibility χ0,sub is defined as
χ0,sub ≡ lim
ε→0
〈σz〉sub
ε
. (38)
Using this generalized Shiba relation, the low-frequency dy-
namic susceptibility is obtained as
Im
[
χsub(ω)
] ∼ ωs. (39)
5. Numerical Calculation
We demonstrate the critical behavior of the dynamic sus-
ceptibility by performing the CTQMC simulation,38, 49) in
which the correlation function C(τ) = 〈σz(τ)σz(0)〉sub can be
evaluated numerically (for details, see Ref. 49). We define the
Fourier transformation of the imaginary-time spin-spin corre-
lation function as
C(iωn) =
∫ β
0
dτ eiωnτC(τ), (40)
where ωn = 2pin/~β is the Matsubara frequency. The Monte
Carlo data presented below represent averages over 105 to 106
cluster updates. The dynamic susceptibility is obtained from
C(iωn) by the analytic continuation
χsub(ω) = C(iωn → ω + iδ). (41)
We use the Pade´ approximation as continuation of the numer-
ical analysis.56, 57) From the dynamic susceptibility χsub(ω),
we evaluate the reflection coefficient r(ω) using Eq. (32).
We first discuss the dynamic susceptibility in the quantum
critical regime (α = αc). For demonstration purposes, we con-
sider the case of s = 0.5 and ∆/ωc = 0.1, for which the crit-
ical point is determined as αc = 0.1074 by the Binder anal-
ysis (see Ref. 49). Figures 3 (a) and (b) describe the plots
of the real and imaginary parts of the dynamic susceptibility
obtained by the CTQMC simulations as a function of ω at
α = αc for three different temperatures (β~ωc = 212, 213, and
214). The dynamic susceptibility exhibits quantum critical be-
havior, χsub(ω) ∼ ω−y, as discussed in Sect. 4.1. As shown in
Fig. 3, the dynamic susceptibility is proportional to ω−0.5 for
a frequency range, kBT/~  ω  ∆˜, where ∆˜ . ∆ is the
renormalized tunneling frequency, which is a function of s,
∆/ωc, and α. Note that our result is consistent with those of
previous studies.32, 35) The result for the low-frequency region
is in good agreement with the critical exponent in Eq. (36) for
s = 0.5.
We next consider the delocalized regime (α < αc) in the
case of s = 0.5 and ∆/ωc = 0.1. In Figs. 3 (a) and (b), we
also plot the dynamic susceptibility for the coupling strength
α = 0.05, which is sufficiently smaller than the critical point
αc = 0.1074. Additionally, the inverse temperature is set as
β~ωc = 214. The real (imaginary) part of the dynamic sus-
ceptibility has a shoulder (peak) at a slightly higher frequency
thanω = ∆˜ for the quantum critical regime, indicating that the
renormalization effect of ∆˜ due to the subohmic reservoir be-
comes stronger as the coupling strength increases. Forω  ∆˜,
the numerical result for the imaginary part of the dynamic sus-
ceptibility is consistent with the power-law frequency behav-
ior obtained from the generalized Shiba relation (37), which
is proportional to ω0.5 for s = 0.5.
The same feature can be observed for other values of s. In
Fig. 4 (a) and (b), we show the real and imaginary parts of
the dynamic susceptibility respectively in the case of s = 0.3,
4
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Fig. 3. (Color online) Frequency dependence of the dynamic susceptibility
for s = 0.5 and ∆/ωc = 0.1. (a) and (b) describe the plot of numerical results
for the real and imaginary parts of the dynamic susceptibility calculated by
the CTQMC simulations, respectively. The three plots indicate the results for
α = αc = 0.1074 at three different temperatures (β~ωc = 212, 213, and 214),
and the other plot for α = 0.05 (< αc) and β~ωc = 214. The black solid line
is given by the generalized Shiba relation (37)
.
for which the critical point is determined as αc = 0.034. The
other parameters are common as the calculation for s = 0.5.
As expected, the dynamic susceptibility shows the critical be-
havior, χsub(ω) ∝ ω−s, at the quantum critical point (α = αc),
although the frequency range showing the critical behavior is
narrower than the case of s = 0.5. When the system is in the
delocalized regime (α = 0.01 < αc), Im
[
χsub(ω)
]
is propor-
tional to ωs as predicted from the generalized Shiba relation.
Figure 5 (a) and (b) depict the reflection loss, 1 − |r(ω)|2,
for s = 0.5 and 0.3, respectively. The parameters are set as
∆/ωc = 0.1 and αline = 0.01, the latter of which satisfies the
weak coupling condition between the two-state system and
the transmission line (the ohmic reservoir). The reflection has
a peak for both α = αc and α < αc for the renormalized tun-
neling amplitude ∆˜. For ω < ∆˜, the reflection loss approaches
zero more slowly at the quantum critical point with a decrease
in ω. From Eq. (32), the reflection loss can be written as
1 − |r(ω)|2 = pi~Iline(ω)Im [χsub(ω)] + O(α2line). (42)
Because Iline(ω) ∝ ω, the frequency dependencies of the dy-
namic susceptibility, as in Eqs. (33) and (39), would lead to
reflection loss proportionality with ω1−s in the quantum crit-
Fig. 4. (Color online) (a) The real and (b) imaginary parts of the dynamic
susceptibility for s = 0.3 and ∆/ωc = 0.1 as a function of frequency. The
three plots correspond to the numerical results for α = αc = 0.034 at three
different temperatures (β~ωc = 212, 213, and 214), and the other plot for α =
0.01 (< αc) and β~ωc = 214. The black solid line is given by the generalized
Shiba relation (37).
ical regime for kBT/~  ω  ∆˜, and with ω1+s in the delo-
calized regime for ω  ∆˜. These frequency dependencies are
consistent with the numerical result for s = 0.5 and 0.3 (see
Fig. 5).
6. Experimental Realization
In this section, we propose superconducting circuits, in-
cluding RLC transmission lines as shown in Fig. 6, for the
realization of the subohmic spin-boson model. As previously
stated in Sect. 2.2, the spectral density of the superconducting
circuit is related to the total impedance as
Zsub(ω) =
1
ZL(ω)−1 + iωC0
, (43)
where ZL(ω) is the impedance of the RLC circuit and C0 is
the capacitance connected to the output terminals in parallel
(Fig. 1 and 6). Using Eq. (13), the spectral density of the sub-
ohmic reservoir is
Isub(ω) =
1
pi~
(
2|e|CJ,L
CΣ
)2
I˜sub(ω), (44)
I˜sub(ω) = ωRe [Zsub(ω)] . (45)
5
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Fig. 5. (Color online) Frequency dependence of the reflection calculated
using the CTQMC simulations. The plots represent the numerical results for
(a) s = 0.5 and (b) s = 0.3. The other parameters are set as ∆/ωc = 0.1 and
β~ωc = 214. The red plots indicate the result for the critical point (α = 0.1074
for s = 0.5, and α = 0.034 for s = 0.3), whereas the purple plots indicate that
for the delocalized regime (α = 0.05 for s = 0.5 and α = 0.01 for s = 0.3).
Fig. 6. (Color online) The subohmic reservoir composed of an RLC trans-
mission line.
To obtain the impedance of the RLC transmission line, ZL(ω),
we use the recurrence relation:
ZL(ω) ≡ ZL,1(ω), (46)
ZL, j(ω) = RL, j + iωLL, j +
1
ZL, j+1(ω)−1 + iωCL, j
, (47)
where ZL,N+1(ω)−1 = 0 and N is the number of repeated struc-
tures of circuit elements.
We first consider a simple circuit to realize the subohmic
reservoir with s = 0.5 in Sect. 6.1. We next expand the circuit
model for an arbitrary value of s smaller than 0.5 in Sect. 6.2.
Finally, we mention a circuit model for arbitrary s in the range
0 < s < 1.
Fig. 7. (Color online) Spectral density of the reservoir by the RLC trans-
mission line to realize the subohmic spin-boson system with s = 0.5. The
elements of the circuit are set as R = 1 Ω, L = 1 pH, C = 1 pF, C0 = 1 pF.
6.1 Subohmic reservoir of s = 0.5
Let us first consider a uniform RLC circuit:
R j = R, L j = L, C j = C. (48)
Figure 7 gives the spectral density, I˜sub(ω), of the RLC cir-
cuit for N = 102, 103, 104, and ∞. Note that the case of
N = ∞ has been discussed in Ref. 46. Here, the circuit pa-
rameters are set as R = 1 Ω, L = 1 pH, C = 1 pF, and
C0 = 1 pF. To observe the effect of inhomogeneity in the
circuit, we added 10% relative randomness to the circuit pa-
rameters. As shown in Fig. 7, inhomogeneity in the circuit
does not have any visible influence on the spectral density,
except for the high-frequency region of N = 102. Figure 7
indicates that this circuit realizes the subohmic reservoir with
s = 0.5 for the frequency range, ω∗  ω  ωc, where ω∗
and ωc are the low- and high-frequency cutoffs, respectively.
From the recurrence relation in Eq. (47), these cutoffs can be
defined as ω∗ = pi2/(N2RC) and ωc = C/(RC20), respectively.
Fig. 7 also displays the low-frequency cutoff ω∗ for N = 103
and the high-frequency cutoff ωc (independent of N). To re-
alize the subohmic spin-boson system, we need to satisfy the
condition ω∗  kBT/~  ∆  ωc. Typical values of the
tunneling frequency and the temperature for the charge qubit
are ∆ = 35 GHz58) and kBT/~ = 0.13 GHz, respectively.26)
Therefore, the condition for observing QCP is well fulfilled
for N = 103.
6.2 Subohmic reservoir of 0 < s < 0.5
We next propose a circuit for the subohmic reservoir of ar-
bitrary s < 0.5. We consider an RC circuit whose elements
exhibit spatial dependence as
R j = R
( j
N
)n
, L j = 0, C j = C. (49)
Here, n is a positive real number. Figure 8 shows the spectral
density, I˜sub(ω), for n = 2 and N = 102. The circuit parame-
ters are set as R = 50 mΩ, L = 0 H, C = 0.2 µF, and C0 = 0 F,
to which we added 10% relative randomness (blue line). Ac-
cording to the figure, the present circuit realizes the subohmic
reservoir for the frequency range of ω∗  ω  ωc, where
ω∗ and ωc are the low- and high-frequency cutoffs, respec-
tively. Randomness in the circuit produces small fluctuations
but does not change the overall feature of the spectral den-
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Fig. 8. (Color online) Spectral density of the reservoir by the RC transmis-
sion line to realize the subohmic spin-boson system of s = 0.25 (n = 2). The
circuit parameters are R = 50 mΩ, L = 0 H, C = 0.2 µF, C0 = 0 F, N = 102.
sity for the case of no randomness (indicated by the red line).
It is noteworthy that the subohmic reservoir can be realized
for a wider frequency range extending to N = 102. We stress
that the condition ω∗  kBT/~  ∆  ωc is well fulfilled
even for N = 102, which is much less than in the case of the
proposed circuit in Sect. 6.1.
We can prove that for an arbitrary positive value of n, the
spectral density is
I˜sub(ω) ∝ ω1/(n+2), (ω∗  ω  ωc). (50)
A detailed derivation is given in the Appendix . This formula
indicates that the present RC transmission line potentially re-
alizes the subohmic reservoir of s < 0.5 because n is a real
positive number. This formula is consistent with Fig. 8, in
which the RC circuit of n = 2 realizes the subohmic reser-
voir of s = 1/(n + 2) = 0.25. The low- and high-frequency
cutoffs are given by
ω∗ =
1
RC
( n
2N
)2 1 + 2√2n
n+2 , (51)
ωc =
1
RC
(
2N
n
)n
, (52)
respectively, and are shown in Fig. 8. Note that as n decreases,
the frequency range in which the spectral density behaves like
the subohmic reservoir becomes narrower.
6.3 Subohmic reservoir of 0 < s < 1
Finally, we briefly discuss how to realize the subohmic
spin-boson model with 0 < s < 1, which includes the re-
gion of 0.5 < s < 1 where the dynamic susceptibility,
χ(ω), has a nontrivial critical exponent in the quantum critical
regime (36). We assume that the resistances and inductances
depend on position with respect to
R j = R
( j
N
)n
, L j = L
( j
N
)p
, C j = C, (53)
where n and p are non-negative real numbers. We can derive
an analytic expression of the spectral density realized by this
circuit as
I˜sub(ω) ∝ ω2/(p+2), (ω∗  ω  ωc), (54)
where the low-frequency cutoff, ω∗, is give by
ω∗ =
[( p
2N
)2(n−p) Rp+2
Ln+2Cn−p
]1/(2n−p+2)
, (55)
and the high-frequency cutoff,ωc, is a complex function of the
element parameters in the RLC transmission line. Although
this circuit can realize a subohmic reservoir of an arbitrary
value of s in the range of 0 < s < 1, we need a very large
number of circuit elements, N & 105, to achieve a sufficient
frequency range where the spectral density behaves like the
subohmic one.
7. Summary
We theoretically investigated QCP in the microwave scat-
tering of a superconducting circuit. We considered a system
composed of a charge qubit and an RLC circuit, which is ef-
fectively described by the subohmic spin-boson model, and
studied the reflection coefficient of a microwave that is al-
lowed to pass from a transmission line. By performing the
numerical calculation with the continuous-time Monte Carlo
method, we clarified the frequency dependence of the dy-
namic susceptibility at and far from the QPT. Moreover, we
clarified how quantum critical behavior appears in the fre-
quency dependence of a microwave loss. We proposed three
types of superconducting circuits to realize the subohmic
spin-boson model and derived detailed conditions to observe
QCP. As such, this study is expected to provide an experimen-
tal platform to investigate QCP in a controlled manner.
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Appendix: Analytic Expression of the Spectral Density
In this appendix, we derive the analytic form of the spectral
density, Eq. (50), in the circuit model discussed in Sect. 6.2.
Assuming |ωCL, jZL, j+1(ω)|  1, the recurrence relation (47)
can be rewritten into a differential equation in the limit N →
∞:
∂Z(ω, x)
∂x
= −r(x) + iωl(x) + iωc(x)Z(ω, x)2, (A·1)
where Z(ω, x = j/N) ≡ ZL, j(ω), and r(x), l(x), and c(x) are the
resistance, capacitance, and inductance per unit length at x =
j/N, respectively. The total impedance of the RLC circuit is
obtained from the relation ZL(ω) = Z(ω, x → 0). The spatial
dependence of the circuit elements given in Eq. (49) can be
rewritten as
r(x) = rxn, l(x) = 0, c(x) = c. (A·2)
For x  x∗ ≡ (n2/4ωrc)1/(n+2), the impedance is given by
ZA(ω, x) =
√
r
iωc
xn/2, (A·3)
due to the sufficiently small ∂xZ(ω, x), in comparison with
the other terms. In contrast, for x  x∗, where the first term,
rxn, on the right-hand side of Eq. (A·1), can be neglected, the
impedance is expressed as
ZB(ω, x) =
1
−iωcx + A(ω) , (A·4)
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where A(ω) is the constant of integration determined from
the condition ZA(ω, x∗) = ZB(ω, x∗). Finally, we obtain the
impedance of the RLC circuit as
ZL(ω) ∼ ZB(ω, x→ 0)
=
n√
2ωc
(
4ωrc
n2
)1/(n+2) 1 + i n + √2√
2
−1 . (A·5)
for ω∗  ω  ωc. Therefore, the spectral density is obtained
as
Isub(ω) ∝ ωRe[Zsub(ω)] ∼ ωRe[ZL(ω)] ∝ ω1/(n+2). (A·6)
This expression shows the subohmic spectral density with
s < 0.5, which corresponds to Eq. (49). Note that the
high-frequency cutoff, ωc, is obtained through the condition
ωC|ZA(ω, x∗)|  1, where the recurrence relation (47) can
be reduced to the differential equation (A·1) for x < x∗. The
imaginary part of the impedance shows a sharp peak for x ' 1,
which is neglected for x > x∗ in the above analysis, leading
to the condition ωC(1 − x∗)Im [ZA(ω, x∗)]  1, by which the
low-frequency cutoff ω∗ is determined.
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