Object tracking is an important process for many applications in computer vision. This process must be implemented in a discrete manner because the images are available only at certain periods. A discrete integral sliding mode algorithm is proposed to control a stereo vision system and perform the aforementioned second task. The kinematic model of the structure is obtained using geometric algebra. The performance of the controller is compared with proportional-integral-derivative control via simulation. The implementation for a pan tilt unit is presented in real time. The algorithm presents a good and robust performance.
Introduction
Consider a stereo vision system (SVS) that is mounted on a mechanical device that defines the system's orientation related to a defined base frame. In order to focus on one target, the orientation should be aligned with the 3D point defined by the target's position. Using a stereo system (two cameras) provides the advantage of depth information, which is fundamental in tasks such as grasping and manipulating objects, in addition to visual tracking.
The global task can be divided in two parts: first, the system must recognize the target in the scene and extract a vector that will characterize the object's position; then, the system must redefine its kinematic structure so that its orientation can be aligned with the target's position.
Histogram-based methods use a histogram obtained from the target and compare it with a reference image in the scene. The histogram uses usually color or spatial information. [5] [6] [7] This kind of representation has gained significant attention, as it is relatively invariant to translation and rotation about the view axis.
Kinematic control
Several algorithms have been used to control robotic devices such as the classic PID controller, adaptive control, 8, 9 neural control, 10 fuzzy control, 11 and sliding mode control (SMC). 12 In most cases, an accurate model of the system to control is impossible to obtain. For this reason, a controller that is robust against model uncertainties must be designed. Among these methods, SMC is one of the most effective approaches due to its robustness to matched perturbations, model uncertainties, and low computational cost. On the other hand, the integral SMC (ISMC) 13 can guarantee the robustness of the closed-loop system throughout the entire response starting from the initial time, and permits the controller gains to be reduced, in comparison with the standard SMC. SMC has been widely studied and well established for continuous-time systems, but most control strategies nowadays are implemented in discrete-time. This reason led many investigators to pay more attention to the discrete-time sliding mode controller design.
Due to a finite sampling rate, some properties available for the continuous-time SMC could be inappropriate for a discrete-time system. More important, a controller conceptually developed for continuous-time systems may become unstable when there is a direct digital implementation. Hence, a rework in the SMC strategy for sampled-data systems is necessary.
There are two common approaches for discrete-time SMC. One is focused on preserving the switching term in the control law for discrete SMC.
14, 15 The other uses the equivalent control design and a disturbance observer. The use of a discontinuous control law in discrete-time systems generates an undesirable effect, known as the chattering phenomenon. For this reason, the equivalent control is used in this work to design a chattering-free discrete ISM controller (DISMC) for an SVS.
This work is presented as follows. The problem is described in Sec. 2, which also describes the kinematical model and the discrete state-space model. Section 3 depicts the procedure to design the proposed DISM controller. The performance of the aforementioned controller is demonstrated in simulation and in a real-time environment for a pan-tilt unit. The results of these experiments are shown and analyzed in Sec. 4 . In addition, a comparison with a standard PID controller is made. Finally, some conclusions are presented in Sec. 5.
Problem Formulation
A general scheme for an SVS is presented in Fig. 1 , where T p is the target's point, A is the orientation vector for the SVS, O b is the origin of the base frame, and O c is the origin of the camera frame conveniently attached to the last link of the kinematic device.
The kinematic model of this structure can be defined as
where
T is the angle vector of the system, n is the number of joints in the kinematic structure, and the vector f (θ) is defined by the direct kinematics of the system.
Kinematic model with geometric algebra
The kinematic model for a serial manipulator can be obtained using a geometric algebra approach, 19 which has the advantage of being a simple procedure. The geometric algebra G 3,0,0 with the orthonormal base {e 1 , e 2 , e 3 } is used in this work. For this algebra, a rotor is an operator used to define a rotation through an axis L by an angle θ. The axis L is defined of the form
where α i for i = 1, 2, 3 are scalars and the operator (∧) defines the outer product in the geometric algebra. Therefore, first, we need to define the rotor for each joint of the system as
where L i is the axis of rotation for the ith joint given by
and L i,0 is the axis of rotation for the joint in the initial position. For a more detailed explanation about using geometric algebra to define axes and rotors, please see references. 19 Then, the actual orientation A of the last link is obtained in the
where A 0 is the initial orientation (θ 1 (0) = · · · = θ n (0) = 0) andR i is the reverse rotor for the ith joint given byR
Liθi .
An equivalent expression for the orientation vector A can be defined, in the orthonormal base {e 1 , e 2 , e 3 }, as
with the coordinates a 1 , a 2 and a 3 . Taking the time derivative of Eq. (1) yieldṡ
where J A (θ) ∈ 3xn is the Jacobian matrix. This equation defines the differential kinematics of the system.
Discrete state-space model
Defining the continuous reference orientation A d (t) ∈ 3 as the smooth vector conformed by the target's point and the origin of the camera frame, a control error variable can be defined as follows: 
Assuming the termsȦ d (t) and γ(t) are unknown, representing them in a pertur-
and consideringθ as the control vector u, Eq. (6) can then be reformulated aṡ
We assume that function d(θ, t) is continuous and bounded by known positive scalar function
Using Euler's discretization, and defining the state-space variables as x 1,k = θ k and x 2,k = A k , we can obtain the discrete state-space model for the system defined in Eq. (4) as
where x i,k = x i (kT ) for i = {1, 2}, y k is the output of the system, and T is the sample time. Then, the discrete counterpart of Eq. (5) yields
where A d,k is the discrete version of the reference vector. Then, using Eqs. (7), (9) and (10), the dynamics for the error system can be presented as
with d k as the discretization of the perturbation vector. Now, the problem considered here is to design a discrete integral sliding mode controller (DISMC) that ensures visual object tracking in despite of external disturbance d k .
DISM Controller Design
In this article, we consider the typical case n ≤ 3, with n as the number of joints in the kinematic structure, which can be easily extended to general case. On the other hand, due to physical constraints, we have n > 1. Under this assumption, the sliding function s k ∈ n can be chosen as
where P ∈ n×3 is a design matrix and z k is the integral variable which will be defined later. We define the control term as
where u k0 is the nominal part of the control and u k1 is the control that will be designed to reject the perturbation term d k (x 1,k , k) in Eq. (11). Thus, Eq. (11) becomes
Using Eqs. (12) and (14), the projection motion of the system on the subspace s k Eq. (12) can be obtained in the form
Now, the dynamics for the integral variable z k+1 are chosen as
which results in the simplified Eq. (15):
To introduce sliding mode on s k = 0 and reject the perturbation in Eq. (14), the second part u k1 of the control term can be selected in the form
where the equivalent control u k1eq is obtained from s k+1 = 0 in Eq. (17) and J + A (x 1,k ) is the pseudo-inverse of J A (x 1,k ). This control brings the system trajectory on the sliding manifold s k = 0 in one sampling period. Moreover, to ensure sliding mode occurrence on this manifold from initial instance k = 0, the initial condition for Eq. (16) is selected as z 0 = −P e 0 .
However, the control law Eq. (18) cannot be realized since the perturbation vector d k (x 1,k , k) is unknown. On the other hand, this perturbation term can be estimated, with some continuity assumptions, by its previous value d k−1 .
16 Considering a previous sample of Eq. (17), we can obtain the estimationd k of the form 
To introduce the desired dynamics Ke A,k for the error variable e A,k , we select the nominal control u k0 as (20) , and (21) 
Proof. From Eqs. (17) and (20), we obtain
therefore, we can conclude that s k will be converging to a vicinity of zero given by δ d = P T ϕ k . Then, the sliding mode equation for error system e A,k+1 yields
It can be noted that the order of original error system given by Eq. (11) is identical than the order of sliding motion defined in Eq. (24). This is a characteristic of integral sliding modes. Using Eq. (21), the Eq. (24) becomes
If K is a Schur matrix, then e A,k converges to a vicinity of zero bounded by δ ≤ T ϕ k and Theorem 1 is fulfilled.
Thus, the control objective is fulfilled and the SVS with the proposed discrete controller performs tracking of the target.
Application for a Pan-Tilt Unit
The proposed controller [given by Eq. (21)] is implemented first in simulation and then in real time. The simulation results are obtained by applying the designed controller to a pan-tilt unit (PTU). A PTU is an SVS (two cameras) mounted on a kinematic chain of two degrees of freedom, pan and tilt, as depicted in Fig. 2 .
The base frame is defined by the unit vectors {e 1 , e 2 , e 3 }. The angles vector is defined as
T .
Kinematic model for the PTU
The axes of rotation in the initial position of the PTU are given by The actual orientation A is calculated as
and the Jacobian matrix results in the following equation
where y i = sin(θ i ) and c i = cos(θ i ), i = 1, 2.
Control parameters
The control parameters for DISMC algorithm, used in simulation and in real time, are A parallel discrete PID algorithm, defined by the following equation
is applied in simulation for comparison purposes, and the control gains are adjusted to
The disturbance term and initial conditions used in simulation are and the sample time is 220 milliseconds. The sample time is selected according to the average time needed to capture and process the images from the SVS.
Simulation results
In this section, the process of obtaining a reference orientation vector is described. This reference is used in simulation of the DISM controller in the kinematic model of the PTU. The control parameters used in simulation are defined, and a comparison between the standard PID controller and the proposed controller is made. For simplicity, it is assumed that the orientation A of the second link is identical to the orientation of the principal axis of the left camera; therefore, there is no need for hand-eye calibration. In other words, the transformation from the frame of the second link to the frame of the left camera is the identity.
Reference orientation vector
In order to obtain a real reference vector A d,k , a color segmentation of a moving target in the SVS is developed. The SVS is composed of two Flea r cameras from Point Grey Research Inc. mounted on a metal bar as depicted in Fig. 2 . The segmentation is based on color information from the images in HSV color space (hue-saturation-value); this color space is chosen due to its relative robustness to changes in the environment's illumination. First, a calibration process for the SVS is realized. This process consists of retrieving the position and orientation of the principal axis of the right camera with respect to the principal axis of the left camera.
Then, the HSV parameters from the target are obtained and compared with the HSV values from the images, resulting in the segmentation of the target in the images. After the segmentation, it follows that the target is located with 2D coordinates for each image; then, the 3D vector V s , defined from the center of the left camera to the target T p , is obtained via an algorithm that relates the 2D coordinates of the target in both images and the calibration parameters of the SVS with the 3D vector of the target. Figure 3 shows samples of the segmentation process (bottom row) and the corresponding locations in the image (top row) for the right camera. In total, 45 pairs of images are captured with a sample time of t s = 220 milliseconds.
Then, the reference orientation vector can be obtained as
where V s,k is the vector obtained from the kth pair of images. The result of the experiment is depicted in Fig. 4. Figure 5 shows the three components of the orientation vector and their references for DISMC and PID algorithms, respectively. It can be appreciated that the goal of control is fulfilled in both controllers, since the objectives are accomplished. However, the convergence in DISCM is smoother than in PID and less oscillatory. The error variables converge to a vicinity of zero in less time (settling time) for DISMC than for PID, which can be observed in Fig. 6 . In addition, a lower overshoot and a better transient response are noted in the DISMC simulation. The angular velocities (control signals) of the joints of the PTU are shown in Fig. 7 .
Comparison between PID and DISMC
Note the lower magnitude of the control signals in DISMC and the absence of high frequency components due to the use of a continuous control instead of a sign function, in comparison with standard SMC. Finally, the sliding surfaces for DISMC are depicted in Fig. 8 , which depicts their convergence to a vicinity of zero.
Real-time results
In order to implement the DISM controller in real time, a hand-eye calibration is necessary to relate measurements made by the stereo system to the PTU's coordinate frame. In this case, the calibration process is to obtain the transformation between a coordinate frame attached to the end effector (second link of the PTU) and a frame attached to the center of the left camera in the SVS. These two frames can be observed in Fig. 9 . The algorithm used to perform the hand-eye calibration is based on the use of dual quaternions to represent the coordinate frame transformation. Figure 10 shows the angular positions for the two links of the PTU and the error variables defined by the difference between the current orientation and its reference. Note that the error variables converge to a vicinity of zero. An abrupt change in the reference orientation produces a variation in the error variables, which can be observed at 10, 14, and 17 seconds.
The sliding surfaces and the control variables responses are depicted in Fig. 11 . The peaks in the control signals (angular velocities) are consequences of the aforementioned abrupt changes in the orientation reference. Despite these peaks, the average magnitude of the control signals is low. Figure 12 depicts the orientation vector components and its references. The tracking of the references shows a good performance throughout the experiment.
Finally, a sequence of images captured during the real-time experiment is shown in Fig. 13 . The target (electric drill) in the images has a good segmentation and location. In addition, the controller maintains the target aligned with the orientation of the SVS, keeping the target within the visual field of the cameras. Note that the The proposed algorithm demonstrates a satisfactory performance in the output tracking problem, since it achieves a reduced steady-state tracking error in simulation as well as in a real-time application.
The procedure for obtaining the DISM controller is simple and it can be applied to any kind of serial kinematic structure. Moreover, the use of a continuous control law allows us to ensure chattering-free SM motion. Therefore, it can be concluded that ISMC is a good approach to solving the visual object tracking problem.
