The standard linearization of a binary quadratic program yields an equivalent reformulation as an integer linear program, but the resulting LP-bounds are very weak in general. We concentrate on applications where the underlying linear problem is tractable and exploit the fact that, in this case, the optimization problem is still tractable in the presence of a single quadratic term in the objective function. We propose to strengthen the standard linearization by the use of cutting planes that are derived from jointly considering each single quadratic term with the underlying combinatorial structure. We apply this idea to the quadratic minimum spanning tree and spanning forest problems and present complete polyhedral descriptions of the corresponding problems with one quadratic term, as well as efficient separation algorithms for the resulting polytopes. Computationally, we observe that the new inequalities significantly improve dual bounds with respect to the standard linearization, particularly for sparse graphs.
Introduction
Optimization problems with a quadratic objective function and linear constraints over binary variables are usually hard to solve. This remains true in general in the special case where the underlying linear problem is polynomially solvable; even in the unconstrained case the binary optimization problem is NP-hard due to its equivalence to the Maximum-Cut problem [5] .
A very common approach to binary quadratic optimization is to linearize the quadratic terms and to develop an appropriate polyhedral description of the corresponding set of feasible solutions. For reasons of complexity, one cannot expect to find a tight and polynomial sized polyhedral description. A straightforward idea is to linearize each product in the objective function independently and simply combine the result with the given linear side constraints [6] . This approach yields a correct integer programming model of the problem, but the resulting In contrast to the QMST, the quadratic minimum forest problem has received little attention in the literature so far. Lee and Leung [12] define the polytope corresponding to the linearized QMSF as the Boolean Quadric Forest Polytope and classify several facet classes. For some of these classes, they develop polynomial time separation algorithms. Note that many variants of the linear spanning forest problem have been considered in the literature, e.g., the number of connected components or the degree of vertices may be bounded. In this paper, we do not consider any such restriction but optimize over the set of all spanning forests in the given graph.
Following our general approach outlined above, we devise complete polyhedral descriptions of the spanning forest problem and the spanning tree problem with one quadratic term. It turns out that, beyond the well-known subtour elimination constraints for the linear case and the standard linearization constraints, only one additional exponential-size class of facet-defining inequalities is needed for the complete description. The shape of these constraints depends on whether the two edges involved in the quadratic term share a vertex or not; in both cases they are closely related to the subtour elimination constraints. In particular, we present exact and efficient separation algorithms based on the separation algorithm for subtour elimination constraints.
Turning back to the general QMSF and QMST problems, this separation algorithm can be applied to each quadratic term independently. We evaluate the strength of the resulting relaxation by computational experiments, integrating the new separation algorithm into a branch-and-bound scheme. Our experiments show that the new cutting planes significantly improve over the standard linearization in terms of dual bounds, particularly for sparse graphs.
This paper is organized as follows. In Section 2, we introduce the basic notation needed throughout the paper. Sections 3 and 4 present our polyhedral results for QMSF and QMST with one quadratic term. The corresponding separation problem is addressed in Section 5, whereas Section 6 contains the results of an experimental evaluation. Section 7 concludes.
Preliminaries
Throughout this paper, we assume that G = (V, E) is a complete undirected graph. A spanning forest F is a cycle free subgraph of G with V (F ) = V . In a weighted graph, the cost of a spanning forest is the sum of edge weights c e over all edges e ∈ E(F ). If additional costs q ef arise for each pair of different edges e, f ∈ E contained in the forest, we have a quadratic minimum spanning forest problem (QMSF). In a very natural way, QMSF can be formulated as an integer program with linear constraints and a quadratic objective function:
(QIP QMSF ) min e∈E c e x e + e,f ∈E e =f q ef x e x f s.t.
e∈E(G[S])
x e ≤ |S| − 1 ∀ ∅ = S ⊆ V
x e ∈ {0, 1} ∀ e ∈ E Here G[S] denotes the subgraph of G induced by the vertices in S and E(G[S]) denotes its edge set. The subtour elimination constraints (1) ensure that no subgraph induced by S contains a cycle.
To get rid of the quadratic terms in the objective function, we linearize all products x e x f by introducing artificial binary variables y ef and link them to the original variables using the following additional linear inequalities:
y ef ≥ x e + x f − 1 ∀ e, f ∈ E
The x-entries of all feasible solutions of the linearized problem (QIP QMSF ) model exactly the incidence vectors of all spanning forests, and due to the binary constraints, the value of every y ef is exactly the product of x e and x f by (2) and (3).
In the following, we denote the convex hull of all incidence vectors of spanning forests by P lin , while P ql is the convex hull of all feasible vectors of the linearized quadratic problem, i.e., of all binary vectors (x, y) satisfying (1) to (3) . While it is well-known that the inequalities (1) yield a complete polyhedral description of P lin , the inequalities (1) to (3) do not suffice to describe P ql completely. Moreover, while all inequalities (1) are facet-defining for P lin , this does not remain true for P ql . We will see that both negative statements concerning P ql hold true even in the case of a single product term in the objective function.
When considering a quadratic objective function with a single product term, we have to distinguish between two cases. In the first case, the product term consists of variables corresponding to two adjacent edges. Throughout the paper, we denote these edges by e 1 := {u, v} and e 2 := {v, w} and the product of their variables is called a connected monomial. The corresponding problem is denoted by QMSF c in the following. In the second case, the edges of the product variables are non-adjacent in the graph, therefore, the edges are e 1 := {u, v} and e 2 := {w, z} with pairwise distinct vertices u, v, w, z ∈ V . In this case, we refer to a disconnected monomial and denote the problem by QMSF d . Whenever the context leads to the correct association, we shortly denote the linearization variable y e 1 e 2 by y.
Our aim is thus to investigate the polytope corresponding to QMSF c , defined as P c F := conv (x, y) ∈ {0, 1} |E|+1 x satisfies (1) and y = x {u,v} x {v,w} and the polytope corresponding to QMSF d , defined as
x satisfies (1) and y = x {u,v} x {w,z} .
A spanning tree T is a connected spanning forest. In a similar vein to the QMSF, the quadratic minimum spanning tree problem (QMST) can be formulated as an integer program by adding the cardinality constraint e∈E x e = |V | − 1 (4) to (QIP QMSF ), which in combination with the subtour elimination constraints (1) guarantees connectivity. Considering the QMST with one single product term we analogously define the polytopes corresponding to QMST c and QMST d , i.e., the spanning tree polytopes with one linearized connected, respectively disconnected monomial:
|E|+1 x satisfies (1), (4) and y = x {u,v} x {v,w}
By definition, we have P c T ⊆ P c F and
In the following two sections, we devise complete polyhedral descriptions of all four polytopes.
Complete Polyhedral Descriptions for Spanning Forests
In the following we assume |V | ≥ 4. The dimension of the (linear) spanning forest polytope P lin is |E|. Clearly, the additional linearization variable y increases the dimension by at most one. In fact, we have Theorem 3.1.
Proof. For each of the two polytopes P c F and P d F we list |E|+2 feasible and affinely independent vectors.
Letz ∈ V \{u, v, w} be an arbitrary but fixed vertex in the connected case andz = z in the disconnected case. Let S 1 be a set of vertices containing both u and w, but neither v norz. Define S 2 := V \S 1 andē := {u,z}. on the subgraph induced by G[S 2 ] whose incidence vectors are pairwise affinely independent. Leth 1 ∈ F 1 1 andh 2 ∈ F 1 2 be fixed edges in the paths in F 1 1 from u to w and in F 1 2 from v toz, respectively; see Figure 1 for an illustration. Illustration of the fixed forests and edges. The dashed lines represent the two different cases for edge e 2 : in the connected case, e 2 is the edge from vertex w to vertex v; in the disconnected case, e 2 connects w and z.
The x-components of all vectors constructed below are incidence vectors of forests, whereas the y-entry is determined by y = x e 1 x e 2 . The incidence vectors of the forests F listed in 1 to 7 are affinely independent, as every new vector violates some (trivial) equation which all former vectors satisfy. Here, the y-variable in the corresponding incidence vector is always set to zero, since not both product edges e 1 and e 2 belong to F . The incidence vector of the forest in 8 is affinely independent, as y = 1 since e 1 , e 2 ∈ F .
We obtain a total number of
affinely independent vectors in P c F and P d F , respectively. Therefore, the corresponding polytopes are of dimension |E| + 1.
The following results introduce one class of facet-defining inequalities for each of the polytopes P c F and P d F , respectively. Both strengthen the subtour elimination constraints (1); we call them quadratic subtour elimination constraints in the following.
Theorem 3.2.
Let S 1 ⊂ V be a set of vertices with u, w ∈ S 1 and v ∈ V \S 1 . Then the inequality
is valid and induces a facet of P c F .
Proof. If y = 0, inequality (5) is obviously valid as it agrees with a subtour elimination constraint (1) . Validity in case y = 1 also follows from the subtour elimination constraints by rewriting
By (1) the middle sum is at most |S 1 ∪ {v}| − 1 = |S 1 |, while the right sum subtracts at least a value of 2 since x e 1 = x e 2 = 1 due to y = 1. Combined and with the addition of y = 1, we obtain a value of at most |S 1 | − 1 for the left hand side of (5). Consider a fixed vertex set S 1 with u, w ∈ S 1 and v ∈ V \S 1 =: S 2 . To prove the facetdefining property, we show that the dimension of the face induced by inequality (5) equals |E|. Similar to the proof of Theorem 3.1 we construct |E| + 1 valid and affinely independent vectors satisfying (5) with equality. 1 with affinely independent incidence vectors on the subgraph induced by G[S 1 ] and leth 1 be an edge in the cycle of F 1 1 ∪ {e 1 , e 2 }. The reasoning for affine independence is as before, with y = 1 only in case 5: In summary, for all cases of S 1 ⊂ V with u, w ∈ S 1 and v ∈ V \S 1 , the dimension of the induced face is |E|, showing that it is a facet of P c F .
Theorem 3.3. Let S 1 , S 2 ⊂ V be disjoint subsets of vertices such that both edges e 1 and e 2 have exactly one end vertex in S 1 and one end vertex in S 2 . Then the inequality
is valid and induces a facet of P d F . Proof. In case of y = 0, the inequality is obviously valid since it is the sum of two subtour elimination constraints. In the case of y = 1, we rewrite
and due to (1) and with the same arguments as in the proof for Theorem 3.2, inequality (6) follows.
For the proof of the facet-defining property, assume without loss of generality u, w ∈ S 1 and v, z ∈ S 2 . We again construct |E| + 1 affinely independent vectors satisfying (6) with equality. We distinguish by the number of vertices in S 3 := V \(S 1 ∪ S 2 ). 
f } for all edges f =f with exactly one end vertex in S 1 and one end vertex in S 3 .
for all edges g =ḡ with exactly one end vertex in S 2 and one end vertex in S 3 .
e} for all edges e =ē with exactly one end vertex in S 1 and one end vertex in S 2
Summing up, we obtain |E| + 1 affinely independent vectors being tight in (6) .
The only forest in S 3 is the empty forest, therefore set F 1 3 = ∅ and consider the same forests as before except the ones in 7 and 9 which do not exist. In total they sum up to |E| + 1 forests again.
For each case of the disjoint vertex sets S 1 and S 2 with the required properties for the vertices u, v, w and z, the face induced by inequality (6) has dimension |E| and therefore is a facet of P d F .
The two new classes of inequalities (5) and (6) lead to tighter descriptions of the polytopes P c F and P d F , respectively, as they take the influence of the product variable into account. The following example on four vertices shows that both classes of inequalities indeed cut off infeasible vectors which are feasible in the linearized and relaxed problem (QIP QMSF ).
Example 3.4.
Consider the fractional solution illustrated on the right hand side, with non-zero values on the edge variables x {u,w} = 1, x {v,z} = 1, x {u,v} = x {v,w} = x {w,z} = 1 /3, and the value y = 1 /3 for the product variable. This solution is feasible for the subtour elimination constraints (1) and satisfies (2) and (3), i.e., the inequalities of the standard linearization. However, the quadratic subtour elimination constraints (5) and (6) are both violated for the subset S 1 and the subsets S 1 and S 2 , respectively.
Theorems 3.2 and 3.3 show that the quadratic subtour elimination contraints are needed in any complete polyhedral description of P c F and P d F , respectively. In the following, we show that they also suffice to describe these polyhedra completely, together with (1)-(3). However, we first consider the case of a nonnegative weight on the product variable, where it turns out that quadratic subtour elimination contraints are not needed. 
has an integer optimal solution.
Proof. Let (x * , y * ) be an optimal integer solution of (LP ≥0 ), so that x * is the incidence vector of a spanning forest F * and y * = x * e 1 x * e 2 . It suffices to exhibit a feasible solution z * of the dual of (LP ≥0 ) such that (x * , y * ) and z * satisfy the complementary slackness conditions. Our construction uses a similar argumentative structure as given in the proof for a complete description of the spanning tree polytope given in [10] , Theorem 6.12.
As F * is a minimal spanning forest, for each of its edges the optimality criterion c e ≤ 0 for e ∈ E(F * ) (7) is satisfied, since edges with positive costs are not considered in an optimal solution, and for all edges not contained in the forest we have the optimality criteria c e ≥ c f ∀ e / ∈ E(F * ) leading to a cycle C e in F * ∪ {e} and ∀ f ∈ C e 0 ∀ e / ∈ E(F * ) otherwise (8) as otherwise the insertion of e, eventually with a removal of f , would yield a better feasible solution.
In order to set up the dual problem, we introduce a dual variable z S for each set ∅ = S ⊆ V . Additionally, three variables z 1 , z 2 and z 12 are needed for the linearization inequalities. We obtain
We first assume that none of the edges e 1 and e 2 belongs to F * , so that y * = 0. Our construction of z * starts as in the proof given in [10] : let the edges E(F * ) = {f 1 , . . . , f m−1 } of the optimal spanning forest F * be sorted by ascending costs, i.
where l is the first index greater than k for which f l ∩S k = ∅. Additionally, we set z * S m−1 := −c f m−1 and z * S := 0 for all S / ∈ {S 1 , . . . , S m−1 }. Note that by this construction we have z S ≥ 0 for all S ⊆ V due to the ascending sorting and due to (7) . Finally, we assign z * 1 := 0, z * 2 := 0 and z * 12 := 0. If the end vertices of an edge e are in the same connected component of F * , this construction yields
see [10] , where i is the smallest index with e ⊆ S i . If otherwise the end vertices are in different connected components of F * , we have
The solution z * is thus dual feasible by (8) . Moreover, the dual constraint corresponding to an edge e is satisfied with equality whenever x * e > 0, whereas z * S > 0 implies that the corresponding subtour elimination constraint is tight. In summary, the complementary slackness conditions are satisfied by (x * , y * ) and z * . Now let only one of the product edges, say e 1 , be contained in F * , i.e. x * e 1 = 1, x * e 2 = 0 and thus y * = 0. Then, the optimality criterion (7) still holds, but if insertion of e 2 leads to a cycle C e 2 , the corresponding inequalities (8) are no longer valid for e 2 and f ∈ C e 2 but only the weaker optimality criterion c e 2 + q e 1 e 2 ≥ c f ∀f ∈ C e 2 \{e 1 }.
We construct z * analogously but define z * 1 := q e 1 e 2 and z * 12 := q e 1 e 2 ; thus z * 1 , z * 12 ≥ 0. For all edges e = e 1 , e 2 the complementary slackness constraints are satisfied by (8) and the same arguments as before. For edge e 1 we have equality in the dual problem by z * 1 = z * 12 and x * e 1 > 0; in particular, we obtain complementary slackness. Furthermore, if the insertion of e 2 leads to a cycle, the left hand side of the inequality corresponding to e 2 equals c f i − q e 1 e 2 which in turn is not greater than c e 2 due to optimality criterion (9) . Otherwise, the left hand side equals −q e 1 e 2 ≤ 0 such that complementary slackness is satisfied by optimality criterion (8) . Finally, −z * 1 − z * 2 + z * 12 = 0 ≤ q e 1 e 2 proves dual feasibility of z * . It thus remains to consider the case that F * contains both e 1 and e 2 . Then, the optimality criterion (7) does not hold for e 1 , e 2 but we have c e 1 + q e 1 e 2 ≤ 0 and c e 2 + q e 1 e 2 ≤ 0,
since otherwise removing one of these edges would increase the solution value. In this case we change the entire construction of the dual solution by considering a modified objective function
c e if e ∈ E\{e 1 , e 2 } c e 1 + q e 1 e 2 if e = e 1 c e 2 + q e 1 e 2 if e = e 2 and by recomputing the basic dual solution z * according to this new cost function c instead of c. Note that c e 1 , c e 2 ≤ 0 because of (10) . Moreover, we set z * 12 := q e 1 e 2 in this case. Again, this solution turns out to be dual feasible and complementary slackness conditions corresponding to all x * e > 0 as well as to all z * S > 0 are satisfied. The additional complementary slackness condition resulting from y * > 0 is z * 12 = q e 1 e 2 and hence satisfied by definition.
The modified objective function c, used in the last case of the preceding proof, is motivated by the following reasoning: if the optimal forest contains both edges e 1 and e 2 , then removing one of these edges not only decreases the objective function by the linear weight c e 1 or c e 2 , but also by the product weight q e 1 e 2 , as the variable y switches to zero as well in this case. The linear optimality criterion (8) can thus be extended to c.
Proposition 3.5 shows that quadratic subtour elimination constraints are not needed if the objective function coefficient of the single product term is nonnegative. Nevertheless, for general objective functions, Example 3.4 shows that the quadratic subtour elimination constraints lead to a tighter description of the corresponding polytope. In fact, we can show that they even yield a complete polyhedral description of P c F and P d F , respectively. Theorem 3.6.
|E|+1 (x, y) satisfies (1), (2), (3) and (5) Proof. All constraints (1), (2), (3), and (5) are valid for P c F , it thus remains to show that they yield a complete polyhedral description of P c F . As in the proof of Proposition 3.5, we use duality. The primal problem reads (LP) min e∈E c e x e + q e 1 e 2 y s.t.
x e ≤ |S| − 1 for S ⊆ V else y ≤ x e 1 , x e 2 y ≥ x e 1 + x e 2 − 1 x, y ≥ 0 Again, we introduce a dual variable z S for each ∅ = S ⊆ V and one variable each for the three linearization inequalities, denoted by z 1 , z 2 and z 12 . The dual then turns out to be (DP) max −
Let (x * , y * ) be an optimal integer solution of (LP), so that x * is the incidence vector of a spanning forest F * and y * = x * e 1 x * e 2 . As in the proof of Proposition 3.5, we sort the forest edges E(F * ) = {f 1 , . . . , f m−1 } by ascending costs, construct the connected components S k and define the corresponding basic dual solution z * , to be modified in the following. Note that again optimality criteria (7) and (8) hold such that S k ≥ 0 and the dual constraint (d1) follows as in the linear case by construction. Moreover we can assume q e 1 e 2 < 0 by Proposition 3.5.
As the spanning forest F * can either contain or not contain the edges e 1 and e 2 , we split up the construction of the dual solution into four cases two of which are symmetric.
x * e 1 = x * e 2 = y * = 0, i.e. none of the edges e 1 and e 2 belong to F * Initially, consider the case that the three vertices u, v and w are connected in F
as otherwise replacing f r and f t by e 1 and e 2 in E(F * ) would yield a strictly better solution than (x * , y * ).
case I: We extend the basic dual solution by setting
This solution satisfies (d2) with equality, as
and equality in (d3) follows analogously. To show (d4), we use the optimality criterion (11) and the fact that z * S = 0 for all S ⊂ V with u, w ∈ S, v / ∈ S. This leads to −
to the basic dual solution, we obtain equality in both (d2) and (d3). Inequality (d4) is satisfied since
which by optimality criterion (11) is bounded by q e 1 e 2 .
Then, we obtain
and with u, w ∈ S r − S⊆V u,w∈S, v / ∈S z * S = c fr − c e 1 − c e 2 ≤ q e 1 e 2 .
Finally, if u, v and w are in pairwise different components of F * , we have c e 1 , c e 2 ≥ 0 by (8) and the optimality criterion c e 1 + c e 2 + q e 1 e 2 ≥ 0.
We again extend z * by z We have thus constructed a dual feasible solution in all cases of e 1 , e 2 / ∈ F * . The complementary slackness conditions for x * e > 0 and z * S > 0 are satisfied as in the linear case, while the remaining ones are satisfied by the construction of z * 1 , z * 2 and z * 12 .
x * e 1 = 1, x * e 2 = 0, y * = 0 (the case x * e 1 = 0, x * e 2 = 1, y * = 0 is analogous). In this case we again make use of the optimality criteria (7), (8) and (9) and first of all we consider the case where the vertices u, v and w are connected in F * . Let again r be the smallest index with |S r ∩ {u, v, w}| = 2 and t be the smallest index with {u, v, w} ⊆ S t . We again distinguish between the cases where either u, v ∈ S r (case I ) or u, w ∈ S r (case II ). The case v, w ∈ S r is analogous to case I.
case I: We set z
By the same arguments as in case I we obtain feasibility in (d2) and (d4), furthermore, the left hand side of (d3) equals −q e 1 e 2 which is not greater than c e 2 due to (14) .
In all cases, the complementary slackness conditions for x * e > 0 and z * S > 0 are satisfied as in the linear case, observing z * 1 = 0 and z * 12 = 0 for equality in (d2). The remaining complementary slackness conditions are satisfied by construction.
x * e 1 = x * e 2 = y * = 1, i.e. both e 1 , e 2 ∈ F * . Let F ′ be a minimal linear spanning forest subject to the cost function c, where we may assume E(F * )\E(F ′ ) ⊆ {e 1 , e 2 }. Define the sets S k and the basic solution z * as before, but based on the forest F ′ instead of F * . Let r be the smallest index with |S r ∩ {u, v, w}| = 2 and let t be the smallest index with {u, v, w} ⊆ S t . We again distinguish between the two cases that either S r contains u and v (case I ), or it contains u and w (case II ). The case that S r contains v and w is analogous to case I.
In both cases, we obtain (d1) as in the linear case. Moreover, we can derive c fr + c ft ≥ c e 1 + c e 2 + q e 1 e 2 (15) by c ft ≥ c fr and (15). Insertion into (d2)-(d4) yields equality:
In both cases, the complementary slackness conditions are satisfied, noting that equality in (d2)-(d4) holds as required by x * e 1 = x * e 2 = y * = 1, and that setting z * {u,w} > 0 does not violate the complementary slackness conditions, since the subtour elimination constraint for S = {u, w} is satisfied with equality. Moreover, setting z * {u,w} > 0 increases the slack only in (d1) and only for edge {u, w}, in which case equality is not required.
The above proof shows that the constraint y ≥ x e 1 + x e 2 − 1, corresponding to the dual variable z * 12 , is only needed in the case q e 1 e 2 ≥ 0, which was addressed in Proposition 3.5.
Theorem 3.7. (2), (3) and (6) .
Proof. Analogous to the proof of Theorem 3.6.
To conclude this section, we remark that these results cannot easily be generalized to the case of matroid polytopes, as one might be tempted to believe, considering that the forests in G form the independent sets of the graphic matroid of G. E.g., for the uniform matroid, one can show that the convex hull of the linearized problem with one quadratic term has an exponential number of facets, while the corresponding polytope in the linear case has a compact polyhedral description. In particular, it is not possible in general to obtain a polyhedral description of the one-product case by adding y to the left hand side of facets of the linear case.
Complete Polyhedral Descriptions for Spanning Trees
It is well-known that a complete polyhedral description of the spanning tree problem in the linear case is given by nonnegativity and the constraints (1) and (4), i.e., by adding the cardinality constraint (4) to the complete description of the spanning forest polytope. In fact, we will show that even our polyhedral results obtained for the spanning forest problem with one quadratic term can be carried over to the spanning tree problem with one quadratic term.
First of all, we can derive the dimension of the polytopes in the spanning tree case from Theorem 3.1, since all incidence vectors constructed in the corresponding proof remain feasible, except for the first one. 
dim(P
Furthermore, the quadratic subtour elimination constraints remain facet defining in both cases. x e + y ≤ |S 1 | − 1 is valid and induces a facet of P c T .
b) Let S 1 , S 2 ⊂ V be disjoint subsets of vertices such that both edges {u, v} and {w, z} have exactly one end vertex in S 1 and one end vertex in S 2 . Then the inequality
is valid and induces a facet of P d T .
Proof. Validity of (5) follows by P c T ⊂ P c F and P d T ⊂ P d F , i.e., each valid inequality for the quadratic spanning forest polytope remains valid for the quadratic spanning tree polytope. For the facet-inducing property, consider the incidence vectors of Theorem 3.2 in case a) and of Theorem 3.3 in case b). All these vectors except the first one of each case also satisfy the cardinality constraint (4) . Without these first vectors we result in |E| feasible and affinely independent vectors in each case.
In the spanning forest case, the main result of Section 3 states that the quadratic subtour elimination constraints yield a complete description of the spanning forest polytope with one quadratic term, when added to the well-known polyhedral description of the linear case and the standard linearization constraints. The same statement remains true for spanning trees, which is a direct consequence of the following observation.
T is a face of P c F .
Proof. By the subtour elimination constraints (1), one direction of the cardinality constraint (4) is valid for both polytopes P c F and P d F , so that (4) induces a face in both polytopes. In particular, the intersection of both P c F and P d F with (4) is an integer polytope and hence by definition agrees with P c T and P d T , respectively.
Using Lemma 4.3, we derive the following results from Proposition 3.5 and Theorems 3.6 and 3.7, respectively. Corollary 4.5. (1), (2), (3), (4), and (5) (1), (2), (3), (4), and (6) One might wonder whether the result of Corollary 4.4 also holds in the case of more than one quadratic term. The following example shows that for the spanning tree case this is not true in general even in the case of a fixed number of quadratic terms, even if the corresponding optimization problem is still tractable in this case.
Example 4.6.
Consider the graph K n = (V, E). The costs of single edges are indicated in the illustration on the right; the omitted edges are assigned a cost value large enough to ensure that they never appear in any optimal solution. Quadratic costs q ef are only given for the products of edges in the subgraph induced by T := {1, 2, 3, 4}; they are set to 2. The optimal integral solution of
is the vector (x * , y * ) with x * being the incidence vector of the spanning tree given by the green colored edge set {{1, 2}, {2, 3}, {2, 4}, {4, 5}, {5, 6}, . . . , {n − 1, n}} and y * being the corresponding linearization vector, with an objective value of n+5. However, (x * , y * ) is not optimal for the LP relaxation stated above, as there exists a feasible solution with lower objective value n + 2 1 3 , given as follows:
• x e = 0 and y ef = 0 otherwise.
Separation Routines
All three classes of subtour elimination constraints (1), (5) and (6) are of exponential size, so that these inequalities cannot be separated by enumeration. Therefore, to use these inequalities within a cutting plane approach, a polynomial time separation routine is required. For (1), a well-known separation algorithm is based on a minimal cut algorithm. For the sake of clarity and completeness, we shortly review the concept of this separation routine. Details of the reformulations can be found in [18] .
Separation of linear subtour elimination constraints
e and rewrite
e∈E(G[S])
x * e − |S| = − 1 2
Now there exists a violated subtour elimination constraint, corresponding to some set S, if and only if there exists a nonempty set S ⊆ V with
x * e − |S| > −1.
As κ is a constant, this can be decided by minimizing f (S) over all ∅ = S ⊆ V . For this purpose, construct a directed network G ′ := (V ′ , E ′ , c): double all edges of G, direct them reversely and set capacities c (i,j) = c (j,i) = x * {i,j} . Add two vertices s and t with directed edges from s to i if d i > 0 and from i to t if d i < 0. Set the capacities on these edges to c {s,i} = d i and c {i,t} = −d i . Then,
which is the value of a cut set in G ′ containing t and which is to minimize. As S must not be empty, for each vertex i ∈ V a minimal cut has to be computed with i being linked to t by setting c {i,t} = ∞. This in turn leads to |V | maximal flow problems. Each of the corresponding |V | sets satisfying (16) yields a violated subtour elimination constraint. If no such set satisfies (16) , then x * is valid for (1).
Separation of quadratic subtour elimination constraints
Connected case: For the separation of constraints (5) we propose a highly analogous algorithm. Again, the values d i and the network are defined and, with appropriate fixings, a maximal s-t-flow is calculated. There are only two differences to consider. The first one is the additional y-term, i.e., a vector (x * , y * ) ∈ [0, 1] |E|+1 violates an inequality of type (5) if there exists a set S 1 with
Second, only those subsets S 1 including the vertices u and w but excluding vertex v are feasible. Therefore, we set infinite capacities on the edges {u, t}, {w, t} and {s, v}. As a result, only a single maximal s-t-flow has to be computed, since the cut cannot be empty in this context. Afterwards, it has to be checked whether the subset S 1 on the t-side of the corresponding cut satisfies inequality (17) .
Disconnected case:
The separation of constraints (6) is slightly more complicated. We can rewrite (6) as
This in turn is equivalent to 4 + 2y
The requirement that e 1 and e 2 have to connect S 1 and S 2 leads to four cases out of which we describe the case u, w ∈ S 1 and v, z ∈ S 2 ; the other cases can be handled analogously. As in the former separation routines, we define d i and the network with capacities, set infinite costs on the edges {u, t}, {w, t}, {s, v} and {s, z} and calculate the minimal cut set S 1 containing t.
In a second step, we go for the same but invert the linkings to s and t and calculate the minimal cut set S 2 containing t. The combination of S 1 and S 2 is used to check inequality (6) for violation. Although this approach does not necessarily lead to disjoint sets S 1 and S 2 , the separation routine is correct, as the inequality remains valid for non-disjoint sets S 1 and S 2 .
In all cases, the proposed separation algorithms can be implemented to run in polynomial time, as at most eight maximum s-t-flows have to be calculated.
Experimental Results
In the previous sections, we could derive complete polyhedral descriptions and efficient separation algorithms for the polytopes obtained from adding and linearizing a single quadratic term to the spanning forest or spanning tree problem. Our ultimate motivation, however, is to solve the problem in the case where more or all quadratic terms are present in the objective function. Since all inequalities obtained in the case of a single quadratic term remain valid in this setting, we can apply our results to each quadratic term individually, one after another, and thus obtain a separation algorithm for the general QMSF and QMST problems. Our aim in the following is to determine the impact of such a separation algorithm in terms of the bound improvement. Therefore, we implemented the devised separation algorithms and embedded them into the branch-and-cut software SCIL [19] . We considered the basic problem formulation using Constraints (1) to (3) where the subtour elimination constraints were separated dynamically and no further reformulation was applied (called stdlin in the following). For comparison, we then separated the quadratic subtour elimination constraints (5) and (6) for each of the appearing products (qsec). As it turns out that the constraints (6) often do not lead to a significant improvement, and since in many application we only have connected quadratic terms in the objective function, we also consider the separation approach only using the constraints (5), denoted by qsec c .
We tested random graphs generated as in [4] . For a given number n and a given density d, we produce a random graph with n vertices and ⌊ n 2 d/100⌋ edges. All edges obtain random integer coefficients in the range {1, . . . , 10}. We consider instances where either all possible products of variables have non-zero coefficients or where only connected products are present. All non-zero quadratic coefficients are chosen either from {−100, . . . , −1} or {1, . . . , 100}.
All experiments were carried out on Intel Xeon E5-2670 processors, running at 2.60 GHz with 64 GB of RAM. All computing times are stated in cpu seconds. We are mostly interested in the root gaps obtained (rootgap), computed as
i.e. the relative difference between the optimal solution (OPT ) and the dual bound (rootDB ) in the root node of the branch and bound tree, and in the number of subproblems that have to be enumerated to solve the instance to optimality (# subs). These two values indicate the strength of the additional cutting planes. Moreover, we report the time needed for separation (septime), the total time needed to solve the instance to optimality (cputime), and the total number of LPs to be solved (# LPs). All lines in the following tables report average results over 10 random instances. We start by considering the spanning forest problem. As the case of positive coefficients of the quadratic terms is trivial then, we consider only instances with quadratic coefficients in {−100, . . . , −1}. When only connected product terms are present in the original instance, as is the case for typical applications involving reload or changeover costs, we obtain the results summarized in Table 1 . The results show that the new inequalities can improve the root gap significantly with respect to the standard linearization for instances on sparse graphs. For denser graphs, the improvement in the root gap is much smaller, but the number of subproblems to be enumerated is still decreased significantly, showing that the new inequalities are effective in deeper levels of the enumeration tree. Nevertheless, the separation time remains small compared to the total time. In summary, this results in a decrease of computational times for all instances considered.
When considering instances with all quadratic terms having non-zero coefficients, our results are weaker in general, see Table 2 . While the root gaps are only slightly improved, the number of subproblems can still be decreased by adding both inequalities for the connected and the disconnected quadratic terms. However, while the former also lead to a slight improvement in Table 1 : Results for spanning forests with negative coefficients on connected terms; each line reports averages over ten random instances terms of computational times, the latter lead to longer times due to the higher computational effort of separation. Also the gap improvement obtained by adding the latter inequalities is very small even for sparse instances, which suggests that the constraints of type (5) are much more effective in practice than those of type (6) . We next investigate quadratic spanning trees. Then also the case of positive quadratic coefficients is non-trivial. However, by Proposition 4.4, we cannot expect to obtain any improvement in this case by adding constraints of type (5) or (6) . For this reason, we reformulate the cardinality constraint (4) in a quadratic fashion: we add the constraint e,f ∈E,e =f
to our linear problem formulation. This constraint fixes the sum of all product variables, so that the signs of the corresponding coefficients become irrelevant. Note that this additional constraint has a positive impact on bounds even if added to the standard linearization. Whenever adding (18) to our model, we denote this by qref in our tables.
In Tables 3 and 4 , we state the results for the cases of negative and positive quadratic coefficients, respectively. The results in the first case turn out to be much better than those obtained for QMSF. However, this improvement is apparent in all methods and partly due to the reformulation qref. Indeed, when comparing different methods, the relative behaviour is very similar to the QMSF case. Comparing positive and negative coefficients, it turns out that the latter case is slightly easier to solve than the former, but the difference is comparably small.
To conclude, we also tested our approach on the original instances of Cordone and Passeri [4] . For given n = 10, 15, 20 and given density d = 33, 67, 100, we have coefficient ranges {1, . . . , 10} or {1, . . . , 100} for linear and quadratic variables in each combination, leading to four different instances per row. Results are given in Table 5 . As mentioned above, our method cannot achieve the same computational times as the approach presented in [4] . However, just by separating our constraints (5) and the quadratic reformulation (18), we can solve 18 of these instances within the time limit of 5 hours.
Conclusion
We propose a new polyhedral approach for quadratic combinatorial optimization problems based on the idea of considering a single product term at a time. Assuming that the underlying linear problem is tractable, the same is true for optimizing the problem with one quadratic term, and hence also the corresponding separation problem is tractable from a theoretical point of view. To make such an approach practical, one needs to consider specific underlying problems and develop concrete separation algorithms that are not based on an optimization oracle. In this article, we investigate this approach for the quadratic spanning forest problem and the quadratic spanning tree problem, presenting a complete polyhedral description and an efficient separation algorithm for the corresponding problems with one quadratic term. Computationally, we show that the resulting inequalities lead to better LP-bounds when embedded into a branch-and-cut scheme, particularly in the sparse case. Even if this approach in itself is not able to -and not meant to -compete with tailored, fully-fletched approaches to the quadratic spanning tree problem presented recently in the literature, it can be combined with any other linearization-based approach, leading to improved bounds and thus to faster computational times if applied carefully. Table 5 : Results for instances of Cordone and Passeri [4] 
