Introduction
The aim of many observational epidemiologic studies is to estimate a causal relation between an exposure and an outcome. One of the fundamental challenges in making inference about causal effects from observational data is adequately dealing with confounding. In the case of a point-treatment, that is estimating the effect of a treatment at a single time point on a subsequent outcome, many methods exist that aim to estimate average treatment effects (ATEs). These include traditional conditional regression analysis as well as marginal structural models estimated using inverse probability weighting (MSMs-IPW) [1, 2] . Unlike conditional regression, MSMs extend more easily to longitudinal settings with time-dependent confounding.
To obtain valid inference, MSMs-IPW, like other methods to correct for confounding, assume that confounding variables are measured without error, an assumption that is hardly ever warranted in observational epidemiologic research [3, 4, 5, 6] . For instance, CD4 count is known to be error-prone [7] , but used as a time-dependent confounder in one of the introductory papers of MSMs, studying the effect of zidovudine therapy on mean CD4 count in HIV-infected men [1] . Another example of the use of an error-prone confounding variable is γ-glutamyltransferase in investigating the relationship between Hepatitus C virus treatment and progression of liver disease [8] . In both examples, the assump-tion of measurement error-free confounding variables is possibly violated and may lead to bias in the treatment effect estimator.
There is a substantial literature on bias due to measurement error in confounding variables in conditional regression analyses [9, 10, 11, 12] , but the impact of measurement error in confounding variables in causal inference methods, such as MSMs-IPW, has not received much attention. One exception is a study by Regier et al. that showed by means of a simulation study that measurement error in continuous confounding variables can introduce bias in the ATE in a point-treatment study [13] . McCaffrey et al. proposed a weighting method to restore the treatment effect estimator when covariates are measured with error [14] .
We provide a discussion of when measurement error in a confounding variable is important for estimating treatment effects and when it is not. In addition, we derive expressions that quantify the bias in the ATE if a dichotomous confounding variable is misclassified, focusing on a point-treatment study with a continuous outcome. These expressions allow us 1) to quantify the bias due to classification error in a confounding variable in MSMs-IPW, and to compare this with the bias from a conditional regression analysis and 2) to inform sensitivity analyses to assess the uncertainty of study results if the assumption of no classification error in a confounding variable is violated [15, 16, 17] . Simulation results are used to study the finite sample performance of a MSM-IPW and compared to that of conditional regression models if classification error in a confounding variable is present. Finally, we illustrate our sensitivity analysis in a study of the effect of blood pressure lowering drugs on blood pressure.
2 Settings and impact of measurement error, notation and assumptions Let A denote the treatment indicator and Y the outcome. Let there be a variable L that confounds the association between treatment and outcome and suppose that, instead of confounding variable L, the error-prone confounding variable L * is observed. We consider two settings in which measurement error in confounding variables may occur and discuss the impact of measurement error in both settings.
Settings and impact of measurement error. The Directed Acyclic Graph (DAG) in Figure 1a illustrates setting 1. In this setting, treatment initiation is based on the error-prone confounding variable rather than the underlying truth. Consider for example a study investigating the effect of zidovudine therapy (A) on mean CD4 count (Y ) in HIVinfected patients. Past CD4 count (L) confounds the relation between zidovudine therapy and future CD4 count [1] , but the observed past CD4 count is prone to measurement error (L * ) [7] . Yet, the actual information that the clinician uses to initiate treatment is the observed error-prone CD4 count (L * ) instead of true CD4 count (L), as depicted in Figure 1a (measurement error in the outcome, in our example also CD4 count, is not depicted here). In setting 1, conditioning on error-prone confounding variable L * will block the backdoor path from treatment A to outcome Y . Thus, if there is confounding by indication but the error-prone variable is used for treatment decisions, it is sufficient to control for the errorprone confounding variable to estimate the causal effect of treatment on outcome. We recognize this as an important exception since this means that measurement error in a confounding variable will not always lead to bias.
The DAG in Figure 1b illustrates setting 2, in which treatment initiation is based on confounding variable L, but only a proxy of L is observed (L * ). An example here might be a study investigating the effect of influenza vaccination (A) on mortality (Y ) in the elderly population [18] . Frailty (L) possibly confounds the association between influenza vaccination and mortality. Frailty is observed by a clinician and may influence vaccination probability, but only a proxy of frailty (L * ) may be available in patient record data, as depicted in Figure 1b . In this setting, conditioning on L * will not fully adjust for confounding by L, because conditioning on L * does not block the backdoor path from A to Y via L. Notation and assumptions. The above is a graphical interpretation and we will now continue investigating the impact of classification error in setting 2, by focusing on the setting where that L is a dichotomous confounding variable and Y a continuous outcome. We use the potential outcomes framework [19, 20] . Let Y a=0 denote the outcome that a individual would have had if treatment A was set to a = 0, and let Y a=1 denote the outcome if treatment A was set to a = 1. We assume that L * is non-differentially misclassified with respect to the outcome (L * |= Y |L) and to the treatment (L * |= A|L) (the notation Q |= R|S denotes that a variable Q is independent of another variable R given a third variable S). Let p 1 denote the sensitivity of L * and 1 − p 0 the specificity of L * (i.e., P (L * |L = l) = p l ). We also denote the probability of treatment given the level of L by P (A = 1|L = l) = π l and the prevalence of L by P (L = 1) = λ.
We also assume that the following causal assumptions are satisfied to recover the causal effect of treatment on the outcome. Under the consistency assumption, we require that we observe Y = Y a=0 if the individual is not exposed, or Y = Y a=1 if the individual is exposed [21] . Further, we assume that the potential outcome Y a for an individual does not depend on treatments received by other individuals, also referred to as Stable-Unit-Treatment-Value-Assumption [22] . Additionally, we assume conditional exchangeability, i.e., given the level of the confounding variable L, the outcome in the untreated would have been the same as the outcome in the treated had individuals in the untreated group received treatment [21] . In notation, A |= Y a |L, for a = 0, 1. Finally, we assume π L > 0 for L = 0, 1 (positivity) [23] .
For causal contrasts, we compare expected potential outcomes (i.e., counterfactual outcomes) under the two different treatments. The average causal effect of the treatment on the outcome is
]. Under the above defined assumptions, the conditional effect of treatment A on outcome Y can be defined through the following linear model:
Estimates for β in the above model can be obtained by fitting a conditional regression model. Alternatively, the effect of treatment A on outcome Y may be estimated by fitting a MSM:
Estimates for β in the above model can be obtained by IPW estimation: by fitting a linear regression model for Y on A where the contribution of each individual is weighted by 1 over the probability of that individual's observed treatment given the confounding variable L [2], estimating the marginal treatment effect. Since our focus is on linear models, the conditional and marginal treatment effect, respectively denoted by β in model (1) and (2), are equal (not generally true for non-linear models [2] ).
Quantification of bias due to classification error in a confounding variable
Our aim is to study the effect of using the misclassified confounding variable L * in place of the confounding variable L in the conditional regression model or in the model for the weights used to fit the MSM on the ATE estimator in the setting where L, not L * , influences treatment initiation (setting 2 above).
Conditional model. By the law of total expectation, the expected value of the outcome Y given treatment A and misclassified confounding variable L * is (see appendix section A1.1 for further detail),
where φ al * = P (L = 1|A = a, L * = l * ), δ = E[Y |A = 1, L * = 1] = γ(φ 11 − φ 10 − φ 01 + φ 00 ) and u 0 , u A , u L * represent the coefficients of the linear model E[AL * |A, L * ] = u 0 + u A A + u L * L * , modeling the mean of treatment A times the misclassified confouding variable L * (i.e., AL * ) given A and L * (see next paragraph for an explanation of why these appear).
The coefficient for treatment A in the above model is β+γ(φ 10 −φ 00 )+δu A , and is therefore biased for the parameter of interest (β). By rewriting u A in terms of λ, π 0 , π 1 , p 0 and p 1 (see appendix section A1.1), we find that the bias due to classification error in L * in the ATE in a conditional regression model is,
where π * l * = P (A = 1|L * = l * ), = P (L * = 1) and ω = P (A = 1) (see the appendix section A1.1 for a derivation).
We focused above on a model for Y conditional on A and L * which includes only main effects of A and L * , as this is typically what would be done in practice when replacing L with L * . In fact, it can be shown that when the model for the outcome Y given A and L includes only main effects of A and L, the implied correctly specified model for Y given A and L * also includes an interaction between A and L * , explaining the appearance of u 0 , u A and u L in the above since the interaction is not modelled. We refer to the appendix section A1.1 for the bias in the ATE in a model including an interaction between the treatment and the misclassified confouding variable.
MSM estimated using IPW. A MSM-IPW proceeds by fitting a linear regression for outcome Y on treatment A where the contribution of each individual is weighted by 1 over the probability of that individual's observed treatment given misclassified confounding variable L * [2] . An estimator for the ATE β is,
.
It can be shown that
Consequently, the bias in the ATE β in a MSM estimated using IPW is,
We refer to the appendix section A1.2 for a derivation of the above formula.
Exploration of bias
To study the bias due to misclassification from the conditional model and MSM-IPW, we analytically and graphically explore bias expressions (3) and (4).
Null-bias. From the bias expressions, it can be seen that there are four trivial conditions in which the bias in the ATE is null in both the conditional model and MSM-IPW, in line with general understanding of causal inference [24] . 1) If there is no classification error in the observed confounding variable L * , i.e., specificity is 1 (p 0 = 0) and sensitivity is 1 (p 1 = 1), it follows that the confounding variable L corresponds to the observed variable L * , irrespective of treatment level (i.e., φ 10 = 0, φ 00 = 0, φ 11 = 1 and φ 01 = 1). 2) If the true relation between variable L and outcome Y is null (i.e., γ is zero, thus there is no arrow from L to Y in Figure (1b) ). 3) If the variable L does not affect the probability of receiving treatment (i.e., π 0 = π 1 , thus there is no arrow from L to A in Figure (1b) ), the probability that the variable L is 1 depends on the value of the misclassified variable L * but no longer on A (i.e., φ 00 = φ 10 and φ 01 = φ 11 ). 4) If the prevalence of the confounding variable L is null or one (i.e., λ = 0 or λ = 1) bias is null since if λ = 0 then the probability that L is one given A = a and L * = l * is null (i.e., φ 00 = φ 01 = φ 10 = φ 11 = 0) and if λ = 1, then φ 00 = φ 01 = φ 10 = φ 11 = 1.
Equal biases. In some cases, bias in the ATE from the conditional regression analysis equal to that from the MSM-IPW. Evidently, biases are identical if bias in both models is null (see first paragraph of this section). Additionally, bias formula 3 and 4 show that bias from the two methods is equal if the term between curly brackets in equation (3) is equal to 1.
Sign and magnitude of bias. Figure 2 illustrates bias in the ATE in a conditional model and a MSM-IPW, obtained by using the bias expressions and by varying either the probability of receiving treatment if the confounding variable is one (i.e., 0 < π 1 < 1) or the effect of the confounding variable on the outcome (i.e., −5 ≤ γ ≤ 5) or the prevalence of the confounding variable (i.e., 0 ≤ λ ≤ 1) or 1 minus the specificity or sensitivity of the error-prone confounding variable (i.e., 0 ≤ p 0 ≤ 1 and 0 ≤ p 1 ≤ 1, respectively) and keeping the other ones fixed.
Figures 2a-2d show that the direction of the bias depends on whether the effect of the confounding variable on the outcome is positive or negative (i.e., γ > 0 or γ < 0, respectively) and whether the probability of receiving treatment given that confounding variable L is one, is greater, equal or smaller than the probability of receiving treatment given that L is null (π 1 : π 0 > 1, π 1 = π 0 or π 1 : π 0 < 1, respectively). The lines showing the bias under the two methods cross at point (1, 0) in Figure 2a and 2b and at point (0,0) in Figure 2c and 2d. This, together with the fact that the functions are strictly monotonic, show that the bias in a MSM-IPW cannot be negative if the bias in the conditional model is positive and vice versa (i.e., the bias will be in the same direction for both models). Figures 2a and 2b show that in absolute values the bias is greatest when π 0 = and π 1 = 1.
In Figure 2e and 2f, the prevalence of the confounding variable L was varied (λ) while π 1 , π 0 , γ, p 1 and p 0 were kept constant. Given these variables, there is a λ for which the bias curve has a maximum (if bias is greater than zero) or minimum (if bias is smaller than zero). The specificity and sensitivity of L * were kept constant across Figure 2a -2f, i.e., the specificity was 0.95 (p 0 = 0.05) and the sensitivity was 0.90 (p 1 = 0.90). In Figure  2g , 1 minus specificity was varied (i.e., 0 ≤ p 0 ≤ 1). Bias is smallest if the specificity is one (i.e., p 0 = 0) and is maximal if the 1 minus specificity equals sensitivity (i.e., p 0 = p 1 ). In Figure 2h , sensitivity was varied (i.e., 0 ≤ p 1 ≤ 1). Bias is smallest if the sensitivity is one (i.e., p 1 = 1) and is maximal if the 1 minus specificity equals sensitivity (i.e., p 0 = p 1 ). An online application has been developed which can be used to obtain bias plots for other In graphs a-f, the specificity of the misclassified confounding variable is 0.95 (p 0 = 0.05) and the sensitivity of the misclassified confounding variable is 0.9 (p 1 = 0.9). In all graphs except (e) and (f), the prevalence of the confounding variable 0.5 (i.e., λ = 0.5). Graph (a): the probability of receiving treatment if the confounding variable is 1 varies from 0 to 1 (i.e., 0 ≤ π 1 ≤ 1) and the effect of the confounding variable on the outcome is positive (γ = 2). Graph (b): same as (a) apart from that γ = −2. The open points in graphs (a) and (b) depict that bias for these parameters is not defined as the ATE is not defined (non-positivity). Graph (c): the effect of the confounding variable on outcome is varied (i.e., −5 ≤ γ ≤ 5) and the probability of receiving treatment is greater if the confounding variable is 1 than if 0 (i.e., π 1 : π 0 > 1). Graph (d): same as (c) apart from that π 1 : π 0 < 1. Graph (e): the prevalence of the confounding variable is varied (i.e., 0 ≤ λ ≤ 1), π 1 : π 0 > 1 and γ = 2. Graph (f): same as (e) apart from that γ = −2. Graph (g): the specificity is varied (i.e., 0 ≤ p 0 ≤ 1), π 1 : π 0 > 1, γ = 2 and the sensitivity is 0.95 or 0.80 (p 1 = 0.95 or p 1 = 0.80). Graph (h): same as (f) apart from that the sensitivity is varied (i.e., 0 ≤ p 1 ≤ 1) and the specificity is 0.95 or 0.80 (p 0 = 0.05 or p 1 = 0.20).
combinations of the parameters available at: https://lindanab.shinyapps.io/SensitivityAnalysis.
Simulation study
A simulation study was conducted to study the finite sample properties of MSMs estimated using IPW and conditional models if there is classification error in the confounding variable. Five-thousand data sets were generated with sample sizes of 1,000 and 100, using the following data generating mechanisms:
Five different scenarios were studied, of which the parameters values can be found in Table  1 . In all scenarios, the ATE β (estimand) is 1 and the association between the confounding variable L and outcome Y is positive (i.e., γ = 2). In scenario 0, we assume no classification error. In scenarios 1-4, we assume that the error-prone variable L * is a misclassified representation of L with a sensitivity of 0.95 (i.e., p 0 = 0.05) and a specificity of 0.90 (i.e., p 1 = 0.9). In scenario 1, bias in the ATE β is expected to be negative since the probability of receiving treatment given that L is not present is greater than receiving treatment given that L is present, and the association between L and Y is positive (i.e., π 0 > π 1 and γ = 2). In contrast, in scenario 2 and 3, bias in the ATE is expected greater than null, since π 0 < π 1 and γ = 2. Further, after investigation of Figure 2 , we expect that bias in the ATE estimated in the conditional model is greater than bias in the ATE in a MSM estimated using IPW in scenario 2 (and vice versa in scenario 3 and 4). Finally, in scenario 4, we expect that bias in the ATE from the conditional model is equal to that in a MSM estimated using IPW. Model estimation and performance measures. The ATE β (estimand) was obtained by fitting a conditional model using conditional regression and by fitting a MSM estimated using IPW, both using the misclassified confounding variable L * instead of the confounding variable L from the data generating mechanism. For the MSM analysis we used the R package ipw [25] [26] . Performance of both models was evaluated in terms of the bias, mean model-based standard error standard error, and mean square error of the estimated treatment effect, the percentages of 95% confidence intervals that contain the true value of the estimand (coverage), the empirical standard deviation of the estimated treatment effects (empSE) and mean model based standard error of the estimated treatment effect. Robust model based standard errors of the ATE in a MSM estimated using IPW were estimated using the R package survey [27] . Monte Carlo standard errors were calculated for all performance measures [28] , using the R package rsimsum [29] . Additionally, theoretical bias of the ATE in both methods was calculated based on the bias expressions defined by model (3) and model (4) .
Results. Table 3 shows the results of the simulation study. Bias found in the simulation study corresponds to the theoretical bias derived from the bias expressions. The standard deviation of the ATE estimates (empSE) from the MSM estimated using IPW is equal to or greater than that from the conditional model. Yet, in the scenarios where bias in the ATE in the MSM estimated using IPW was smaller than bias in the conditional model (scenarios 2 and 3), empSE of both methods was equal, and hence, MSE is smaller for one method if also bias is smaller. Furthermore, the (robust) model based standard errors of the ATE in a MSM estimated using IPW are conservative and greater than the empirical standard errors, since the uncertainty in estimating the treatment weights is not taken into account. Allowing for the estimation of the weights will shrink the standard errors [2, 30] . Consequently, confidence intervals of the treatment effect obtained in a MSM estimated using IPW are generally wider and coverage of the true treatment effect is higher compared to a conditional model, ranging from over coverage if there is no classification error to smaller under coverage when there is classification error.
Illustration: sensitivity analysis of classification error in a confounding variable
Sensitivity analyses provide a tool to incorporate uncertainty in study results due to systematic errors [15, 17] . Using an example study of blood pressure lowering therapy, we will illustrate how the bias expressions in section 3 can be used to perform a sensitivity analysis for misclassification in a confounder.
Application. To illustrate how the bias expressions can be used in a sensitivity analysis for the ATE, we use data of the National Health And Nutritional Examination Survey (NHANES) [31, 32] . Specifically, we study the effect of diuretic use (A = 1) in comparison to beta blocker use (A = 0) on systolic blood pressure (Y ), adjusted for self-reported categorical body mass index (BMI) (L * ). For this illustration, we categorise self-reported BMI into two distinct categories: underweight/normal weight (BMI < 25 (L * = 0)) and overweight/obese (BMI ≥ 25 (L * = 1)). However, we stress that one should preferably not categorise BMI in most practical applications [33] .
We assume that blood pressure lowering therapy is initiated based on the true BMI (L) instead of the observed self-reported BMI available in our data (setting 2, depicted in Figure 1b) . Further, we consider BMI the only confounding variable, which is a simplification of reality. Our earlier results indicate that if we use self-reported measures to adjust for BMI instead of the true level of BMI, the ATE will be biased. To quantify how large the bias in the ATE is expected to be due to classification error in self-reported BMI category, we perform a sensitivity analysis using the bias expressions presented in section 3.
The NHANES survey consists of questionnaires, followed by a standardized health examination in specially equipped mobile examination centers. In the 2011-2014 sample 19,151 participants were physically examined. Of the 19,151 physically examined people, 12,185 participants aged over 16 were asked to fill out a questionnaire, including questions on self-reported weight and height, used to calculate self-reported BMI. For this illustration, we used complete data on 585 users of diuretics and 824 users of beta blockers (excluding non-users and people using both). Average treatment effect. Table 2 shows the ATE of diuretics use in comparison to beta blocker use on mean systolic blood pressure, unadjusted and adjusted for selfreported BMI category. In a MSM estimated using IPW, an ATE (95 % CI) of −3.52 (−1.21; −5.74) was found. In a conditional regression model, the ATE (95 % CI) was found to be −3.48 (−1.27; −5.76).
Sensitivity analysis To inform the bias expressions, we need to make assumptions on the sensitivity and specificity of the self-reported BMI as well as that classification errors are non-differential with respect to blood pressure and treatment. We speculate reasonable ranges for the sensitivity and specificity of self-reported BMI category of 0.90 to 0.98. Reports in the literature and/or a researcher's own experience should inform these parameters. Further, in the NHANES data, it was found that the prevalence of self-reported overweight/obese was 0.77 ( ), the probability of receiving treatment given that one selfreports to be underweight/normal weight is 0.32 (π * 0 ), the probability of receiving treatment given that one self-reports to be overweight/obese is 0.44 (π * 1 ). The prevalence of diuretic treatment use was 0.42 (ω).
By uniformly sampling from the range of possible values of p 0 and p 1 and applying the bias expressions obtained in section 3, a distribution of possible biases is obtained (see appendix section A1.2 for further details). Figure 3 shows the distribution of bias in a MSM estimated using IPW. Mean bias is -0.31 and median bias is -0.30 (interquartile range -0.40 to -0.20). This result suggests that the results in Table 2 are not affected much by the classification error in self-reported BMI category.
BMI measured by trained technicians. In the NHANES, anthropometric measures were also taken by trained health technicians. By using these measures to calculate BMI category, we found that the specificity of self-reported BMI category was 0.94 (p 1 ), and the sensitivity was 0.92 (p 0 = 0.08). The ATE (CI) of diuretics use in comparison to beta blocker use on mean blood pressure adjusted for BMI category was -3.59 (-5.84; -1.35) in a MSM estimated using IPW. The ATE was slightly higher than that found by adjusting for self-reported BMI category: -3.52 (-5.74;-1.21), Table 2 . In conclusion, the bias due to classification error was minor, a result in accordance with our sensitivity analysis.
Discussion
Inverse probability weighting and conditional models are both important and frequently used tools to adjust for confounding variables in observational studies. In this article, we investigated the effect of classification error in a confounding variable in a MSM-IPW in a point-treatment study with a continuous outcome. We derived expressions for the bias in the ATE in a MSM-IPW and a conditional model. These expressions can inform sensitivity analyses for bias due to a misclassified confounding variable.
Sensitivity analysis of misclassified confounding variables is one example of sensitivity analyses for observational epidemiologic studies. Several approaches exist to assess sensitivity of causal conclusions to unmeasured confounding [34, 35, 36] , that aim to quantify the impact of violations of the assumption of no unmeasured confounding, while our approach aims to quantify the impact of violations of the assumption that all confounding variables are measured without error. Although this paper discusses classification error in a dichotomous confounding variable, the same principles apply to measurement error in a categorical or continuous confounding variable or when multiple confounding variables are considered. Clearly, in such more complex situations, more elaborate assumptions about the structure of measurement error should be made [37] .
Several methods have been proposed to adjust for measurement error in covariates in MSMs estimated using IPW. Pearl developed a general framework for causal inference in the presence of error-prone covariates, which yields weighted estimators in the case of a dichotomous confounding variable measured with error [38] . The framework relies on a joint distribution of the outcome and the confounding variable. Conversely, the weighting method proposed by McCaffrey et al. does not require a model for the outcome [14] . Additionally, regression calibration [39] , simulation-extrapolation [8, 40] and multiple imputation [41] have been proposed for correcting for measurement error in covariates of MSMs. These previously discussed methods assume that the measurement error model is known, which may often be unrealistic. In this context it is also important to mention previous studies of the impact of measurement error in the exposure or the endpoint in MSMs, which has been studied by Babanezhad et. al [42] and Shu et. al [43] , respectively.
If treatment is allocated based on an error-prone confounding variable, the treatment effect will not be biased (see DAG in Figure 1a ). However, investigators should be careful in concluding that covariate measurement error will not affect their analysis. Suppose that there is an unmeasured variable U that acts as a confounder between the error-prone covariate L * and treatment A. Conditioning on L * will then open a path between A and L via U and thus confound the relation between A and Y . Hence unmeasured variables that would not be problematic if confounding variables were measured without error can introduce unmeasured confounding when confounding variables are measured with error.
This paper considered classification error in a dichotomous confounding variable in a point-treatment study with a continuous outcome. Due to the collapsibility of the marginal treatment effect and conditional treatment effect under the identity link function, the marinal and conditional treatment effect were equal in our study. This is generally not true for models with non-collapsible measures, such as logistic regression. Future research could extend this work to settings with a continuous confounding variable, a binary outcome, multiple confounding variables and to the time-dependent setting with time varying treatments and confounding variables.
The bias expressions derived in this paper can be used to assess bias due to classification error in a dichotomous confounding variable. If classification error in confounding variables is suspected, a sensitivity analysis provides an opportunity to quantitatively inform readers on the possible impact of such errors on causal conclusions.
[42] M Babanezhad, S Vansteelandt, and E Goetghebeur. Comparison of causal effect estimators under exposure misclassification. J Stat Plan Inference, 140:1306-1319, 2010.
[43] Di Shu and Grace Y. Yi. Causal inference with measurement error in outcomes: Bias analysis and estimation methods, 2017. a In all scenarios, the average treatment effect (estimand) is 1 (β = 1) and the effect of the confounding variable on the outcome is 2 (γ = 2). In scenario 0, there is no classification error (specificity and sensitivity of the misclassified confounding variable are 1, i.e., p 0 = 0 and p 1 = 1). In scenarios 1-4, the specificity of the misclassified confounding variable is 0.95 (i.e., p 0 = 0.05) and the sensitivity is 0.9 (i.e., p 1 = 0.9). The prevalence of the confounding variable (λ), and the probability of receiving treatment if the confounding is not present or present (π 0 and π 1 , respectively) are set as follows in the scenarios: scenario 0: λ = 0.5, π 0 = 0.5, π 1 = 0.75; scenario 1: λ = 0.5, π 0 = 0.9, π 1 = 0.45; scenario 2: λ = 0.8, π 0 = 0.25, π 1 = 0.75; scenario 3: λ = 0.8, π 0 = 0.5, π 1 = 0.75; scenario 4: λ = 0.45, π 0 = 0.5, π 1 = 0.75.
A1 Quantification of bias due to classification error in a confounding variable

A1.1 Conditional model
Under the assumptions in section 2 and by the law of total expectation, the expected value of the outcome Y given the covariates A and L * is,
which relies on the assumption that L * is non-differentially misclassified with respect to the outcome and includes an interaction between A and L * . Further, φ al * is the probability that confounding variable L is one, given that treatment A is a and that misclassfied confounding variable L * is l * , or, 
Where = P (L * = l * ) = p 0 (1 − λ) + p 1 λ and π * l * is the probability that treatment A is one given that the misclassified confounding variable L * = l * or, π * l * = P (A = 1|L * = l * ) = Σ l P (A = 1|L * = l * , L = l)P (L = l|L * = l * ) = Σ l P (A = 1|L = l)P (L = l|L * = l * ) = Σ l P (A = 1|L = l) P (L * = l * |L = l)P (L = l) P (L * = l * )
Thus, the bias in the coefficient for A = a is γ(φ 10 − φ 00 ) if one includes an interaction term between A and L * to model mean Y given A and L * . Yet, in this model, the coefficient for A = a now represents the ATE given that L * is null. Typically, one would only include main effects of A and L * in a conditional model for Y conditional on A and L * :
where AL * , A and L * denote mean of A times L * , A and L * , respectively. Now, we like to express u A and u L * in terms of λ, π 0 , π 1 , p 0 and p 1 . We can write a linear model for the model of A conditional on L * using that P (A = 1|L * = l * ) = π * l * and use standard regression theory to get an expression for Cov(A, L * ): Where, Var(A) = ω(1 − ω), and ω = P (A = 1) = π 0 (1 − λ) + π 1 λ. To conclude,
The intercept, the coefficient for A and the coefficient for L * in a conditional model for Y conditional on A and L * which includes only main effects of A and L * are, respectively:
and γ(φ 01 − φ 00 ) + δu L * .
A1.2 MSM
Under the assumptions in section 2, a MSM under model (2) proceeds by solving the weighted regression model,
Solving these equations for α msm and β result in the following estimators:
Where,
Let n * al be the number of people with A = a and L * = l * . In a population of n people, = n 00 (1 − p 0 ) + n 01 (1 − p 1 ), n * 01 = n 00 p 0 + n 01 p 1 , n * 10 = n 10 (1 − p 0 ) + n 11 (1 − p 1 ) and n * 11 = n 10 p 0 + n 11 p 1 .
Hence, = n * = π * 1 − π * 0 (1 − ) p 0 (1−p 0 ) + (1−p 1 )p 0 (1−p 0 ) λπ 1 p 1 λ = π * 1 − π * 0 (1 − ) p 0 (1−p 0 )
Consequently,
From model (A2) we now obtain an value for π 1 , which we use to get obtain a value for π 0 from model (A1). The bias expressions (3) and (4) can subsequently be used to calculate bias in the ATE.
