Abstract. The aim of this paper is the introduction of a new method for the numerical computation of the rank of a three-way array, X ∈ R I×J×K , over R. We show that the rank of a three-way array over R is intimately related to the real solution set of a system of polynomial equations. Using this, we present some numerical results based on the computation of Gröbner bases.
Introduction
Let X ∈ R I×J×K be a tensor of order 3, sometimes named a three-way array or a three-mode data set. A rank 1 or a decomposed tensor is
where a ∈ R I , b ∈ R J and c ∈ R K , and ⊗ is the tensor product, sometimes named also outer product. X can be expressed as a sum of decomposed tensors given in (1),
The rank of X is defined to be the minimal integer r, see for instance Kruskal (1977 Kruskal ( , 1989 . In data analysis, this implies that the rank of a three-way array is the smallest number of components that provide a perfect fit in Candecomp/Parafac (CP), see for instance, (Carroll and Chang, 1970, and Harshman, 1970) . In statistics CP is considered a natural extension of singular value decomposition or principal components analysis to three-way data.
There is quite a literature concerning the value of maximal rank, generic rank or typical rank of three-way arrays in the area of statistics, algebraic complexity theory and algebraic geometry. Some references, among others, are: Ja' Ja ' (1979) , Kruskal (1977 Kruskal ( , 1983 Kruskal ( , 1989 , Strassen (1983 ), Ten Berge (1991 , 2000 , 2004a , 2004b , Ten Berge and Kiers (1999) , Ten Berge and Stegeman (2006) , Comon and Ten Berge (2008) , Bürgisser et al (1997) , Catalisano et al (2002) , Friedland (2008) and Abo et al. (2006) . Friedland (2008) provides an up todate survey with some new results on the generic rank of three-way arrays.
First, we give the following Definition 1: A dataset is called generic if its elements are randomly generated from a continuous distribution.
The generic and typical ranks are defined in the following way by Comon and Ten Berge (2008) : Given that the rank of I × J × K arrays is bounded, one can partition the arrays according to the rank values. Generic rank is defined to be true almost everywhere; while typical ranks are associated with the rank values that occur with positive probability. So, if there is a single typical rank, then it may be called generic rank; that is, a generic rank is typical, but the converse is not true.
Ten Berge (2000) classified three-way arrays into three classes: very tall, tall and compact. Let X ∈ R I×J×K be a tensor of order 3 with I ≥ J ≥ K. The array X is called very tall when I ≥ KJ; X is tall when KJ − J < I ≤ KJ − 1; X is compact when I ≤ KJ − J. The generic rank of the very tall arrays is very well known and easiest to prove: it is KJ. Ten Berge (2000) showed that all tall three-way arrays have generic rank I; and the tallest among the compact arrays, that is when I = KJ − J, have typical rank {I, I + 1} . Ten Berge and Stegeman (2006) provided some further results on the compact case. Friedland (2008) showed that: typical rank(12×4×4) ≥12, typical rank(11×4×4) ≥11, and typical rank(I ×J ×K) ≥ I for (I, J, K) = ((J −1) 2 +1, J, J) when J ≥ 2. These results are all based on mathematical proofs. However, the rank computation problem has also been approached from a numerical point of view: Comon and ten Berge (2008) and Friedland (2008) applied Terracini's lemma, based on the numerical calculation of the maximal rank of the Jacobian matrix of (2), to obtain numerically the generic rank of some three-way arrays. The numerical method based on Terracini's lemma, when used to evaluate rank over R, gives the generic rank when the typical rank is single-valued, and the smallest typical rank value otherwise.
Two well known facts are: a) There is no known method to calculate the rank of a given three-way dataset, Martin (2004, AIM tensor workshop); b) A three-way array over R may have a different rank than the same array considered over C, (Kruskal, 1989) .
We shall be concerned by the numerical computation of the rank of a three-way array over R only.
Computationally, the most primitive approach to the numerical evaluation of the typical rank of three-way arrays is based on the alternating least square (ALS) min-imization algorithm: It is to run ALS many times to convergence on many generic three-way arrays of a given format, and to check whether or not the fit is perfect for a given number of components. But as a referee remarked, this approach has 2 problems: First, we do not know how many three-way arrays of a given format to examine before a valid inference can be drawn. For instance, when 100000 arrays have been examined and all seem to have the same rank α, it does not follow that α is indeed the generic rank for that array format. After all, a different rank may occur with an extremely small yet positive probability. Second, the decision of when to terminate ALS is hazardous, because even if the residual sum of squares is, say, exp(−32), this does not prove that it is zero; in fact, it may have zero as infimum. The present paper relieves us from both above mentioned problems: It offers a straightforward method of determining the rank of any given array over R, based on inspection of the number of real roots of a system of certain polynomial equations.
The real solution set of a system of polynomial equations is called semi-algebraic set in real algebraic geometry, see Basu, Pollack and Roy (2006) or Friedland (2008) . Semi-algebraic sets are open sets and are composed of a finite union of connected components, where each component is called a basic semi-algebraic set. The main problem can be reformulated as: For a given tensor X over R calculate the number of connected components where each component is characterized by a unique real rank value. Our numerical results will shed some light on this. The numerical results on simulated datasets will be obtained by computing the Gröbner bases using Maple 12 of the system of polynomial equations characterizing the dataset. We note that generic datasets and random numbers are generated from integers between −99 and 99.
The paper is organized as follows. In section 2 we present the main lemma which provides a necessary and sufficient condition that a three-way array can be expressed as a sum of a fixed number of decomposed tensors. All results in this paper will be based on this lemma. In section 3, we show how the lemma can be applied to compute the rank of a generic tensor over R numerically for some cases. In section 4, we show another application of the lemma for the computation of rank for nongeneric particular datasets. In section 5, we show how the lemma can be applied to compute the rank of generic I symmetric J × J arrays, named INDSCAL arrays, over R. And finally in section 6 we conclude.
Main Lemma
Let X ∈ R I×J×K be a three-way dataset and 2 ≤ K ≤ J ≤ I. The lemma provides a necessary and sufficent condition that the tensor X can be expressed as a sum of I decomposed tensors; that is
where {a α | α = 1, ..., I} is a basis for R I , c α ∈ R K and b α ∈ R J . Note that if (3) is true, then rank(X) ≤I. We denote by X k ∈ R I×J the kth slice in X for k = 1, ..., K.We note that (3) can be written as
where
I×I is a diagonal matrix with diagonal elements c kα . Note that the vector c k ∈ R I represents the kth row of C. We consider the system of polynomial equations
where {s α | α = 1, ..., I} is a basis for R I and c α ∈ R K , and b α ∈ R J . We note that (5) can be written as
where S has columns s α .
Lemma 1: (6) is a necessary and sufficient condition for (4). Proof: Let I = AS ′ , then (4) is true if and only if (6) is true.
Remark 1: a) To see if (5) is true, we solve the system of polynomial equations
for s ∈ R I , b ∈ R J and c ∈ R K . b) We note that (7) has two indeterminacies: It can be rewritten as s
for k = 1, ..., K, , where for instance, s * = λs for any scalar λ = 0 , c k * = µc k for any scalar µ = 0, and b * = λb/µ. To eliminate these indeterminacies, hereafter, we fix c 1 = 1 and s I = 1.
c) Theorem 2.4 of Friedland (2008) provides another characterization for (3) or (4): It states that each slice X k ∈ span(a 1 ⊗ b 1 , ..., a I ⊗ b I ) and the rank(X) equals the minimal dimension of the span(a 1 ⊗ b 1 , ..., a I ⊗ b I ).
d) The necessary condition, when rank(X) =I, which was shown to be also sufficient afterwards, was used many times by Ten Berge and his coworkers, Ten Berge (2000), Ten Berge (2004a), and Ten Berge, Sidiropoulos and Rocci (2004) .
Rank computation
We shall suppose in the sequel that X ∈ R I×J×K is a generic three-way array and 2 ≤ K ≤ J ≤ I ≤ KJ. Then we have the following well known inequality: rank(X) ≥I. We will check if X has rank I. By the Main Lemma , the tensor X has rank I, if for parameter vectors s ∈ R I , b ∈ R J and c ∈ R K the system of polynomial equations (7) subject to (8) have I real solutions (c kα , b α , s α ) for α = 1, ..., I, such that the elements of the set {s α | α = 1, ..., I} is a basis for R I ; that is, (7) with (8) has I real isolated solutions. Let us see how can we know if this is true. The system of polynomial equations (7) with (8) is equivalent to
So the number of equations, neq, in (9) is
and the number of degrees of freedom or the number of free variables , df, is
because of (8) there are (K − 1) free c k 's and (I − 1) free s i 's. We are interested in the study of the number of solutions of (9) over R for generic data. We distinguish three cases named, minimal when neq = df , overdetermined when df < neq, and, underdetermined when df > neq. We note that Abo et al. (2006) also distinguished three cases that they named subabundant, superabundant and equiabundant: these were used for induction purposes.
3.1. Case 1: Minimal System(neq = df). When I = (K − 1)(J − 1) + 1, neq = df , and the system (9) is called minimal. The number of real solutions is bounded; an upper bound is provided by Khovanskii's theorem, see Sturmfels (2002) , Theorem 1 (Khovanskii): Consider n polynomials in n variables involving m distinct monomials in total. The number of isolated roots in the positive orthant (R + )
n of any such system is at most 2
. The number of isolated roots in the positive orthant (R + )
df of any such system is at most 2
m and m is the number of distinct monomials in the system (9). So (9) may or may not have I real isolated solutions. In case (9) has I real isolated solutions, then rank(X) = I; otherwise we embed it, which is discussed later on.
Example 1: I × I × 2 arrays: neq = df = I This class of arrays is discussed in detail by Ten Berge (1991), who showed that the typical rank of such arrays is {I, I + 1}. To check if the rank of a generic I × I × 2 array is I, it suffices to solve (9), which reduces to finding the real roots of the determinantal equation det(X 2 − c 2 X 1 ) = 0. If det(X 2 − c 2 X 1 ) = 0 has I real roots, then rank(X) = I, otherwise rank(X) = I + 1. Simulation results for 5000 generic 3 × 3 × 2 arrays produced one real root 51.76% and 3 real roots 48.24% of the time. So we can deduce that Pr(rank (3×3 ×2 array) = 3) ≈ 48.24% and Pr(rank (3×3 ×2 array) = 4) ≈ 51.76%.
Example 2: I × J × 3 arrays with I = 2J − 1: neq = df = 2J a) 5 × 3 × 3 arrays: neq = df = 6. This class of arrays is also discussed in Ten Berge (2004a), where Ten Berge showed that generic 5×3×3 arrays have either rank 5 or rank 6 with positive probability. Further, he showed that a closed form solution for the case when the array has rank 5 corresponds to finding the number of real roots of a sixth degree polynomial equation: if there are 6 real roots, then the array has rank 5, otherwise its rank is 6. Table 1 displays the number of real roots obtained by solving the system (9) for 1000 simulated generic arrays. First, we note that the solution set of (9) always admitted 6 roots, as expected according to Ten Berge (2004a); further, the number of real solutions is an even number or zero. Second, Pr(rank (5 × 3 × 3 array) = 5) ≈ 6.8% and Pr(rank (5 × 3 × 3 array) = 6) ≈ 93.2%. Table 2 displays the number of real roots obtained by solving the system (9) for 1000 simulated generic arrays. First, we note that the solution set of (9) always admitted 10 roots and the number of real solutions is an even number or zero. Second, Pr(rank (7 × 4 × 3 array) = 7) ≈ 4.2%. c) 9 × 5 × 3 arrays: neq = df = 10. Table 3 displays the number of real roots obtained by solving the system (9) for 1000 simulated generic arrays. First, we note that the solution set of (9) always admitted 15 roots and the number of real solutions is an odd number. Second, Pr(rank (9×5×3 array) = 9) ≈ 6% and Pr(rank (9×5×3 array) = 10) ≈ 94%. This latter result follows from Ten Berge (2000, Result 5) or see Example 5 describing tallest compact arrays, by embedding 9 × 5 × 3 arrays into 10 × 5 × 3 arrays. Table 3 : Simulation results for 1000 generic 9 × 5 × 3 arrays. real roots 1 3 5 7 9 11 13 counts 34 290 404 212 51 8 1
Example 3: I × J × 4 arrays with I = 3J − 2: neq = df = 3J Numerical computations showed that = (roots of 10×4×4 arrays) = 20; = (roots of 13 × 5 × 4 arrays) = 35 and = (roots of 16 × 6 × 4 arrays) = 56. Table 4 shows that Pr(rank (10 × 4 × 4 array) = 10) ≈ 7.8%. Remark 2: a) To calculate a Gröbner basis for (9) in Example 2 for I×J ×3 arrays with I = 2J − 1, we used pure lexicographic order given by the following sequence (s 1 , ..., s I−1 , c 3 , c 2 ) of the free variables. In all cases the Gröbner basis, denoted by G β , consisted of (K −1)J polynomials having the following form: G 1 (c 2 ) = 0, G 2 (c 2 , c 3 ) = poly 2 (c 2 ) + c 3 = 0, G 3,α (c 2 , s α ) = poly α (c 2 ) + s α = 0 for α = 1, ..., I − 1. It is important to note that this particular form of the Gröbner basis polynomials, G β , shows that the degree of the polynomial G 1 (c 2 ) = 0, denoted by degG 1 (c 2 ), represents the number of roots of the system (9). An introduction to Gröbner basis can be found in, among others, Cox et al. (2007) . Example 6 show quite in detail the Gröbner basis application to a generic array.
b) The Maple 12 commands to do the computations in Example 2 are shown in Appendix 1. c) For I × I × 2 arrays and I ≥ 2, det(X 2 − c 2 X 1 ) = G 1 (c 2 ) = 0, where G 1 (c 2 ) = 0 is the first element of the Gröbner basis. This phenomenon will be also seen for tallest compact arrays, see Examples 4, 5 and 6.
A reviewer noted that the right hand side of (7) is a Segre variety, which is the image of the Segre map, Σ (K−1),(J−1) . The Segre map sends an element of the projective space P (K−1) × P (J−1) into P KJ−1 . While the left hand side of (7) is a linear space of projective dimension I − 1 = (K − 1)(J − 1). So, (7), will represent the intersection of the linear space with the Segre map, and the number of intersections is the degree of the Segre variety given in (12), see for instance Harris (1992, p. 233 ). This result is summarized in the following Theorem 2: Let I = (K − 1)(J − 1) + 1 and 2 ≤ K ≤ J ≤ I, then for generic data the number of roots (real or complex) of the polynomial system (9) is
Corollary 1: For minimal systems and 3 ≤ K ≤ J ≤ I, I < degG 1 (c 2 ). Proof: Let n = J − 1 and m = K − 1. We have to show that
It is true for m = 2. For m ≥ 3, we have
So, it is sufficient to show that (n + m)(n + m − 1) ≥ 2(mn + 1), which is easily seen to be true.
Corollary 2: The typical rank of arrays with a minimal system have more than one rank value and the minimum attained value is I.
Proof: The rank of a generic array with a minimal system is I, if the number of real roots of G 1 (c 2 ) is greater than or equal to I; otherwise its rank is greater than I.
We note that Corollary 2 generalizes Friedland (2008) , who showed that: typical
3.2. Case 2: Underdetermined System(df > neq). When (K − 1)(J − 1) + 2 ≤ I ≤ IJ, df > neq, and the system (9) is called underdetermined. The upper bound for the number of isolated roots of (9) is infinity; so (9) may or may not have I real isolated solutions: So the attained minimum bound for the rank of a generic three-way array is, b min = I. Before discussing two general classes studied in detail by Ten Berge (2000), we introduce some notation. The system (9) can be written as
where the number of columns of the matrix Γ is
= neq; and the number of rows of Γ is n row Γ=I,
and Γ is a matrix function of the parameters c 2 , ..., c K . We also define
which represents the minimal number of c k parameters that can be specialized to make the system of polynomial equations (13) linear. In algebraic geometry, the replacement of variables by specific values is called specialization. Example 4: Tall arrays: df − neq ≥ nbil These are arrays when (K − 1)J < I ≤ KJ and I ≥ J ≥ K, whose generic rank is I, as shown by Ten Berge (2000, Result 2). This implies that (15) > (14), that is I > (K − 1)J, or, df − neq ≥ nbil = K − 1, where nbil is given in (16). By assigning random values to the (K − 1)c k 's in (13), we reduce (13) to a system of linear equations, which will have a solution for any generic data; so (13) will admit I real and isolated solutions; from which we deduce that the generic rank of tall arrays is I.
Example 5: Tallest compact arrays: n col Γ =n row Γ and K ≥ 3 These are arrays when I = J(K − 1), I ≥ J ≥ K and K ≥ 3. Note that we exclude I × I × 2 arrays for I ≥ 2 discussed in Example 1. Ten Berge (2000, Results 3, 4 and 5) discussed this case.
When I = (K − 1)J and K ≥ 3, it implies that (14) = (15), that is, Γ is a square matrix. Solving (13) for c k 's for k = 2, ..., K is equivalent to solving det(Γ) =0.
The leading monomial in det(Γ) =0 is typical rank of such arrays is {8, 9} and for randomly sampled data the rank of 9 is extremely rare. Similarly, Friedland(2008, Th.7.2) showed that typical rank of 12 × 4 × 4 arrays has more than one value. We conducted a limited simulation study on generic 8 × 4 × 3 and 12 × 4 × 4 arrays; and each time we got I real isolated solutions. The simulation study was done in the following way: For a generic dataset let f (c 2 , c 3 ..., c K ) = det(Γ) =0; assign random values to the parameters c 3 ..., c K , then solve for c 2 . This shows that for generic data, when I = J(K − 1) and K ≥ 3 the rank is I with very high probability. Also, see example 6.
3.3. Example 6. We consider a simulated generic dataset of size 7 × 4 × 3 having the following three slices Our aim is to find the rank of X, by representing it as in (6). This dataset has a minimal system of polynomial equations. We solve equation (9) The polynomials G 3,6 (s 6 , c 2 ) = 0, G 3,5 (s 5 , c 2 ) = 0, ..., G 3,1 (s 1 , c 2 ) = 0 have the same form as G 2 (c 2 , c 3 ) = 0 given above.
The polynomial G 1 (c 2 ) = 0 has only four real roots, which are: −1.871987136, −0.3332612900, −0.2556946431, 0.2733107997; so the rank of the dataset is greater than 7. We embed it by joining the following vectors to the three slices:
The rank of the embedded dataset will be calculated by two distinct methods.
First, for the embedded dataset we see that n col Γ =n row Γ =8, so we can calculate the determinant of Γ as in Example 5, which is: det(Γ) =0 = 111296195967997*c Following the argument in Example 5, we note that there is a slight possibility that there will not be eight distinct values of ( c 2 , c 3 ) such that the det(Γ) =0, because it is of degree 4. So, in general, following this approach of computing we can not assert that typical rank of generic 7 × 4 × 3 arrays is {7, 7 + 1} . However, let us continue our computation as in Example 5. We obtain the C matrix of Lemma 1,rounded to 2 decimal digits, 1, 1, 1, 1, 1, 1, 1] [5. 68, 63.84, 0.6, 44.31, 3.49, 9.33, 3.93, 21.29] [ Now, we can obtain the S matrix of Lemma 1 by solving
eight times: The ith column of S corresponds to the eigenvector of the matrix Γ( c 2i , c 3i ) associated with the unique null eigenvalue −6.85, −6.54, −4.89, −6.51, 7.02, 6.74, 6.97, 6 .44] [−4.02, 5.45, 8.94, 5.44, 3.85, 4.11, 3.90, 5.40] A second approach to compute the matrices S, A, B and C is via the Gröbner basis for the embedded system (17) using the lexicographic order (s 1 , s 2 , s 3 , s 4 , s 5 , s 6 , c 3 ); note that c 2 is a free variable. The first Gröbner basis polynomial is G 1 (c 2 , c 3 ) = 0 = 111296195967997*c , which equals det(Γ). This shows that both approaches are identical for this particular problem.
Another Application of The Main Lemma
Consider nongeneric dataset of size 4 × 4 × 3 The polynomial G 1 (c 2 ) = 0 is of degree 4 and it has four real roots, which are: −.3369565217, .2929292929, .2962962963, 2.312500000. So the rank of the dataset is 4 by the main Lemma. Such datasets have been characterized by their defining equations in Landsberg and Manivel (2006) .
INDSCAL arrays
Let X ∈ R I×J×J be a tensor of order 3,where the ith slice X i ∈ R J×J for i = 1, ..., I is symmetric. INDSCAL, proposed by Carroll and Chang (1970) , is a statistical method used in psychometrics to analyse such arrays. For this reason, we shall name such an array an INDSCAL array to distinguish it from a general three-way array Y ∈ R I×J×K discussed above, where such a decomposition is usually named PARAFAC, see Harshman (1970) . A rank 1 INDSCAL array or a decomposed tensor is
where a ∈ R I and b ∈ R J . The following theoretical results are known for generic INDSCAL data X ∈ R I×J×J : a) By Zellini (1979) , see also Rocci and Ten Berge (1994) , if I ≥ J(J + 1)/2, then rank(X) = J(J + 1)/2. b) I × 2 × 2 and I × 3 × 3 arrays are studied by Ten Berge, Sidiropoulos and Rocci (2004) . The rank computation problem has also been approached from a numerical point of view by Comon and ten Berge (2008) , who applied applied Terracini's lemma, based on the numerical calculation of the maximal rank of the Jacobian matrix of (2), to obtain numerically the generic rank of some INDSCAL three-way arrays. The numerical method based on Terracini's lemma, when used to evaluate rank over R, gives the generic rank when the typical rank is single-valued, and the smallest typical rank value otherwise.
For INDSCAL data (7) becomes
for X k ∈ R I×J , s ∈ R I and b ∈ R J . We note that (19) has two indeterminacies, scale and sign: It can be rewritten as 
We will represent the set of solutions of (19) subject to (20) by V (Veronese variety).
We are interested in the study of the number of solutions of (19) subject to (20) over R for generic INDSCAL data for 2 ≤ J, I ≤ J(J + 1)/2. We distinguish three cases named, minimal when I = 1 + J(J − 1)/2, overdetermined when I > 1 + J(J − 1)/2, and, underdetermined when I < 1 + J(J − 1)/2. The overdetermined systems is similar to the one discussed above.
Theorem 3 (minimal system=Veronese variety): Let I = 1 + J(J − 1)/2 and 2 ≤ J ≤ I, then for generic INDSCAL data the number of roots (real or complex) of the polynomial system (19) is
Proof: Let [b 1 , ..., b J ] be an element of the projective space P (J−1) . We note that the right hand side of (19) is a Veronese variety of degree d = 2, which is the image of the Veronese map, ν 2 , defined by 
When (22) is true, the finite number of intersections is the degree of the Veronese variety given in (21), see for instance Harris (1992, p. 231 ).
Corollary 1: The typical rank of INDSCAL arrays with a minimal system have more than one rank value and the minimum attained value is I.
Proof: For minimal systems and 2 ≤ J ≤ I, I ≤ degV. The rank of a generic INDSCAL array with a minimal system is I, if the number of real roots of V is greater than or equal to I; otherwise its rank is greater than I.
Example 7.
We consider a simulated generic dataset of size 4 × 3 × 3 having the following 4 slices Rocci (2004) , where it is shown that if a certain polynomial of degree 4 has 4 real roots, then rank(X) = 4, otherwise the rank is 5.
The Gröbner basis with pure lexicographic order given by the following sequence (b 1 , b 2 , s 1 , s 2 , s 3 , s 4 ) of the free variables is formed of 6 polynomials listed below. The first polynomial G 4 (s 4 ) = 0 is of degree 4, as shown by ten Berge, Sidiropoulos and Rocci (2004) and Theorem 3, and it has 2 real roots -0.1881015674e-2, 0.7632125093e-1, so the rank of the dataset is greater than 4. The Gröbner basis with pure lexicographic order given by the following sequence (s 1 , ..., s 7 , b 1 , b 2 , b 3 ) of the free variables is formed of 10 polynomials, but only the first one is shown below. The first polynomial G 3 (b 3 ) = 0 is of degree 8, as shown in Theorem 3, and it has 2 real roots -4.615952848, 1.035693119, so the rank of the dataset is greater than 7. 6. Conclusion We introduced a new method to compute ranks of three-way arrays, by showing that it is intimately related to the solution set of a system of polynomial equations, which is a well developed and active area of mathematics known as algebraic geometry. The new method was used to compute numerically the ranks of some sizes of three-way arrays over R via Gröbner basis.
The problem of computing the rank of overdetermined systems by solving embedded polynomial systems is a work in progress. 
