Despite enjoying extensive applications in video analysis, three-dimensional convolutional neural networks (3D CNNs) are restricted by their massive computation and storage consumption. To solve this problem, we propose a threedimensional regularization-based neural network pruning method to assign different regularization parameters to different weight groups based on their importance to the network. Further we analyze the redundancy and computation cost for each layer to determine the different pruning ratios. Experiments show that pruning based on our method can lead to 2× theoretical speedup with only 0.41% accuracy loss for 3D-ResNet18 and 3.28% accuracy loss for C3D. The proposed method performs favorably against other popular methods for model compression and acceleration.
INTRODUCTION
Recent years have witnessed great progress in computer vision tasks powered by convolutional neural networks (CNNs), such as classification [1, 2] , detection [3, 4] , and segmentation [5, 6] . Various pre-trained models can be used to extract image features. However, due to the lack of motion modeling, two-dimensional convolutional neural networks (2D CNNs) can not directly be applied to extract the features of videos. Thus, researchers propose various three-dimensional convolutional network (3D CNN) architectures. In [7, 8] , the authors use 3D CNN to identify human actions in videos. Tran et al. propose a generic 3D CNN for action recognition which contains 1.75 million parameters [9] . However, the high dimensions of 3D CNNs leads to massive computation and storage consumption, hindering its deployment on mobile and embedded devices.
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In order to reduce the computation cost, researchers propose various methods to compress CNN models, including knowledge distillation [10] , parameter quantization [11, 12] , matrix decomposition [13] and parameter pruning [14] .
Parameter pruning is a promising approach for CNN compression and acceleration. One problem of parameter pruning is that it often produces unstructured and random connections which is hard to implement on hardware platforms [15] . Thus many works focus on structured pruning which can shrink a network into a thinner one so that the implementation of the pruned network is efficient [16, 17] .
There are two categories for structured pruning: importancebased methods and regularization-based methods. Existing regularization-based methods tend to use the same regularization parameter for all weight groups in the network. In [18, 19] , the authors use the same regularization parameter and adopt Group LASSO [20] for structured sparsity regularization. Recently Wang et al. [21] use weight decay for structured sparsity regularization and vary the regularization parameters for different groups, pruning state-of-the-art CNN models with no loss of accuracy.
However, all above methods focus on two-dimensional convolution, paying little attention to three-dimensional convolution. In this paper, we use a regularization-based method to accelerate 3D CNN models. The main idea is to add group regularization items to the objective function and prune weight groups gradually, where the regularization parameters for different weight groups are differently assigned according to some importance criterion. Our contributions are threefold:
• An effective regularization-based pruning method is proposed to accelerate the 3D CNN models which receive relatively little attention compared with 2D CNNs in model compression and acceleration.
• We propose a novel scheme to determine the different pruning ratios for different layers by analyzing the redundancy and computation cost for each layer.
• Adequate experiments on the UCF101 dataset with two main 3D CNN models yield better results than two popular methods in model compression and acceleration. In this paper, we adopt the shape sparsity.
THE PROPOSED METHOD

Determine the Pruning Weight Groups
For a three-dimensional convolutional neural network with L convolution layers, the weights of the
is a sequence of 5-D tensor. Here N l is the number of filters, C l is the number of channels, W l is the width, H l is the height and D l is the depth. The proposed objective function for structured sparsity regularization is defined by Equation (1),
where L(W) is the loss on data, R(W) is the non-structured regularization (weight decay in this paper), λ g (l) is the regularization parameter of the layer l, R(W g (l) ) is the structured sparsity regularization on each layer and G (l) is the number of weight groups in the layer l. The learned structure is determined by the way of splitting weight groups [18] . Pruning of different weight groups for 3D CNN is shown in Figure 1 .
In [21] , Wang et al. theoretically prove that by increasing the regularization parameter λ g , the magnitude of weights tends to be minimized. Our approach on 3D CNNs is build upon Wang's method. Specifically, we assign different λ g for the weight groups based on their importance to the network. Here, we use the L 1 norm as a criterion of importance.
For some specific layer, our goal is to prune RN g weight groups of it, where R is the pruning ratio and N g is total number of weight groups in the layer. In other words, we need to prune RN g weight groups which are ranked lowest in the layer. We sort the weight groups in ascending order based on the L 1 norms. In order to remove the oscillation of ranks during one training iteration, we average the rank through training iterations to obtain the average rank r avg in N training iterations:
The final average rank r is obtained by sorting r avg of different weight groups in ascending order, making its range from 0 to N g − 1. The update of λ g is determined by the following formula:
Here ∆λ g is the function of average rank r, we follow the formula proposed by Wang [21] as follows:
where A is a hyper-parameter which controls the speed of convergence. According to Equation (3), we can see that ∆λ g is zero when r = RN g . Since we aim at pruning RN g weight groups in the end, we need to increase the regularization parameters of the weight groups whose ranks are below RN g to further decrease their L 1 norms; and for those with greater L 1 norms and ranks above RN g , we need to decrease their regularization parameters to further increase their L 1 norms. In this way, we can ensure that exactly RN g weight groups are pruned at the final stage of the algorithm. When we obtain λ
, the weights can be updated through back-propagation deduced from Equation (1).
Determine the Pruning Ratios
Before pruning the network according to the method in Section 2.1, the foremost problem is to determine the pruning ratio for each convolution layer. In this work, we compared two strategies. The first is to set the same pruning ratio (SPR) for each layer, which is commonly used in pruning [24] . The second, which is our proposed scheme, is to set different pruning ratios (DPR) for different layers according to the redundancy and computation cost.
Usually, the user gives a total pruning ratio, and we need to reasonably allocate the pruning ratio to each layer to meet the total pruning ratio. On the one hand, different layers have different sensitivity to pruning, for which we adopt Principal Component Analysis (PCA) [25] to measure the redundancy of layers. On the other hand, in terms of utility, there is little need to prune the layer with little computation cost, which introduces an analysis of GFLOPs.
PCA: Consider the redundancy
The redundancy of the convolution layer is measured by reconstruction error (E r ). The reconstruction error of the weights of a convolution layer is obtained as follows: First expand the weights into a matrix (N ×CW HD). Second, according to PCA, we can obtain the reconstructed vectors (V r ), and the reconstruction error is defined as E r = Vo−Vr The smaller the reconstruction error, the higher the redundancy of the layer and thus we need to set a higher pruning ratio. For a more comprehensive consideration, the remaining principle component ratio k is uniformly distributed as k ∈ {0, 0.05, 0.10, ..., 0.90, 0.95, 1}. After we obtain the E r , the pruning proportion based on PCA analysis of the lth layer α l is set to be inversely proportional to E r .
GFLOPs: Consider the utility
The pruning proportion based on GFLOPs analysis of the lth layer β l is determined by simply normalizing GFLOPs of convolution layers
Combine PCA analysis and GFLOPs analysis
The final pruning proportion of the lth layer γ l is determined by combining the analyses of PCA and GFLOPs, as follows: γ l = (1 − w gf lops ) × α l + w gf lops × β l . The default value of w gf lops is 0.8, which is set empirically.
After obtaining the relative proportion, for a certain overall pruning ratio (pr), Equation (4) should be satisfied,
Thus we can obtain the value of v, and the specific pruning ratio of each layer is v × γ l .
EXPERIMENTS
Our experiments are carried out by Caffe [26] . We set the weight decay factor λ to be the same as the baseline and set hyper-parameter A to half of λ. We only compress the weights in convolutional layers and leave the fully connected layers unchanged because we focus on network acceleration. The methods used for comparison are Taylor Pruning (TP) [27] and Filter Pruning (FP) [28] . For all experiments, the ratio of speedup is computed by GFLOPs reduction. 
C3D on UCF101
We apply the proposed method to C3D [9] , which is composed of 8 convolution layers, 5 max-pooling layers, and 2 fully connected layers. We download the open Caffe model as our pre-trained model, whose accuracy on UCF101 dataset is 79.94%. UCF101 contains 101 types of actions and a total of 13320 videos with a resolution of 320×240. All videos are decoded into image files with 25 fps rate. Frames are resized into 128 × 171 and randomly cropped to 112 × 112. Then frames are split into non-overlapped 16-frame clips which are then used as input to the networks. For all three methods, the learning rate is set to 0.0001 and batch size is set to 30. In DPR, the reconstruction errors with different remaining principle component ratios are shown in the Figure 2 . It can be seen that, in the network of C3D, under the same remaining principle component ratio, the reconstruction error of upper layers (like conv5b) are greater than that of the bottom layers (like conv1a), which means that the upper layers are less redundant. Figure 3 shows the normalized pruning proportion obtained by PCA and GFLOPs analysis in DPR. The final pruning ratios of each layer are shown in Table 1 . The increased error caused by pruning is shown in Table  2 . With different speedup ratios, our approach is consistently better than TP and FP. In addition, we can see that DPR outperforms SPR in both 2× speedup and 4× speedup. In particular, DPR is especially effective when it achieves larger speedup ratio, e.g., 4× speedup. This further shows that it is very important to allocate the pruning ratio reasonably to each layer when pruning more parameters.
3D-ResNet18 on UCF101
We further demonstrate our method on 3D-ResNet18 [9] , which has 17 convolution layers and 1 fully-connected layer. The network is initially trained on the Sport-1M database. We download the model and then fine-tune it by UCF101 for 30000 iterations, obtaining the accuracy of 72.50%. The video preprocessing method is the same as stated in Section 3.1. The training settings are similar to that of C3D.
Experimental results are shown in Table 3 . The DPR only suffers 0.41% increased error while achieving 2× acceleration, obtaining better results than TP, FP, and SPR. At the meantime, SPR also performs better than TP and FP. Figure 4 shows the loss during the pruning process (2×) for different methods. As the number of iterations increases, the losses of TP and FP change dramatically, while the loss of our method remains at a lower level consistently. This is probably because the proposed method imposes gradual regularization, making the network change little by little in the parameter space, while both the TP and FP direct prune less important weights once for all.
CONCLUSION
In this paper, we propose a regularization-based method for 3D CNN acceleration. By assigning different regularization parameters to different weight groups according to the importance estimation, we gradually prune weight groups in the network. The proposed method achieves better performance than other two popular methods in model compression. 
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