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Abstrakt
Práce  se zabývá  základními  optimalizačními  algoritmy  ACO  (Ant  Colony  Optimization) 
a jejich vývojem, zkoumá také inspiraci u živých mravenců. Cílem pak je demonstrovat činnost těchto 
algoritmů na dvou optimalizačních úlohách – problému obchodního cestujícího a problému hledání 
potravinových zdrojů a optimální cesty mezi potravou a mraveništěm. Práce popisuje i experimenty, 
které mají za cíl zjistit vliv nastavitelných parametrů mravenčích algoritmů.
Nejdříve je popsána teorie ACO algoritmů, následně pak aplikace těchto algoritmů na obě 
vybrané optimalizační úlohy. Závěr práce se věnuje rozboru provedených experimentů s vytvořenými 
aplikacemi a hodnocením jejich výsledků.
Abstract
The presented thesis puts  its  main focus on the basic  optimization algorithms ACO (Ant 
Colony Optimization)  and their  development  and seeks  the  inspiration  in  the  ants  live.  The aim 
is to demonstrate the activity of these algorithms on optimization problems – the traveling salesman 
problem and the  finding  food sources  problem and optimal  routes  between an  anthill  and  food. 
The thesis also describes experiments that try to determine the influence of adjustable parameters  
of ant algorithms.
First,  ACO  algorithms  theory  is  described  followed  then  by  the  application  of  these 
algorithms on both selected optimization problems. The conclusion sums up experiments analysis 
with established applications and evaluating prospective results.
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1 Úvod
I když  je  dnešní  doba  velmi  pokroková,  stále  více  zjišťujeme,  že se od přírody 
a živočichů  máme  co  učit  nebo  se jimi  můžeme  alespoň  inspirovat.  Optimalizace  pomocí 
mravenčích kolonií (Ant Colony Optimization – ACO) neboli mravenčí algoritmy jsou jednou 
z těchto inspirací.  Jedná se o heuristické algoritmy vycházející  z chování  mravenců a z jejich 
vzájemné  spolupráce.  ACO  řadíme  mezi  rojovou  inteligenci  (Swarm  Inteligence),  do které 
taktéž spadají další techniky napodobující chování živočichů jako např. hejna ptáků a ryb, včelí 
roj, zvířata ve stádech a podobně.
Existují úlohy, jejichž výpočet by trval milióny let, avšak výsledek potřebujeme téměř 
hned. Prostor přípustných řešení těchto úloh je velmi rozsáhlý a jeho procházení časově náročné. 
K řešení takovýchto úloh používáme heuristické algoritmy, které nám sice nezaručí  nalezení  
optimálního  řešení,  ale  dokáží  v efektivním  čase  nalézt  takové,  které  se od optimálního  liší 
minimálně,  a s ohledem  na extrémní  složitost  těchto  úloh  se s takovýmto  řešením  můžeme 
spokojit.
Cílem  této  práce  je  zkoumání  základních  optimalizačních  algoritmů  ACO,  jejich 
postupného vývoje a také inspirace spojené s chováním živých mravenců. Vybrané algoritmy 
pak  demonstrovat  na dvou  optimalizačních  úlohách  (problému  obchodního  cestujícího 
a na problému hledání potravinových zdrojů a optimální cesty mezi potravou a mraveništěm). 
Dále pak zkoumat vliv jednotlivých nastavitelných parametrů algoritmu na kvalitu nalezených 
řešení.  Za tímto  účelem  pak  provést  experimenty  s vytvořenými  aplikacemi  a zhodnotit 
dosažené výsledky.
V kapitole  2  se zabývám  optimalizací,  v následující  kapitole  pak  umělou  inteligencí. 
V kapitole 4 se věnuji základním rysům rojové inteligence a charakterizuji její přírodní principy. 
Stěžejní  částí  je  zde  organizace  v koloniích,  konkrétně  pak  pojem  samoorganizace  a její 
základní  pravidla.  Popisuji  zde  také  metody  rojové  inteligence.  V další  kapitole  se detailně 
věnuji jedné z nich, a to mravenčí kolonii. Popisuji biologické principy probíhající v koloniích 
mravenců a algoritmy, které jsou jimi značně inspirovány. Vysvětluji  algoritmy Ant System, 
Elitist Ant System, Ant Colony System, MAX-MIN AS, Ant-Q a Rank-based AS a vztahy mezi 
nimi. V kapitole 6 jsem definoval úlohu obchodního cestujícího a její různé modifikace, také 
jsem popsal  historický vývoj  této  velmi  oblíbené  kombinatorické  úlohy  a využití  algoritmu 
Elitist  Ant  Systém  pro  její  řešení.  Dále  jsem  s mnou  vytvořenou  aplikací  provedl  několik 
experimentů  a zhodnotil  jsem  jejich  výsledky.  V kapitole  7  jsem  se zabýval  řešením  úlohy 
hledání  potravinových  zdrojů  a optimální  cesty  mezi  potravou  a mraveništěm  pomocí 
modifikovaného algoritmu Elitist Ant System.
2
2 Optimalizace
Optimalizace je činnost,  se kterou se každý z nás setkává téměř denně a mnozí  z nás 
o tom  ani  nevědí.  Každý  zažil  situaci,  kdy  se musel  v co  nejkratší  době  dostat  na nějaké 
konkrétní  místo.  V tomto  případě  je  optimalizace  proces  přemýšlení,  jak  se na ono  místo 
za nejkratší čas dostaneme a jaké prostředky, které máme k dispozici, k přepravě na ono místo 
využijeme. Bude rychlejší jet autem, autobusem, nebo naopak běžet postranními uličkami?
2.1 Optimalizační úloha
Optimalizační úloha je taková úloha, ve které se snažíme nalézt v množině přípustných 
řešení  takové  řešení,  pro  které  nabývá  účelová  funkce  minimální  resp.  maximální  hodnoty. 
V této definici zazněly pojmy, jejichž význam si dále vysvětlíme [4].
2.1.1 Množina přípustných řešení
Množina  přípustných řešení  je  taková  množina  všech  možných řešení,  která  splňují 
podmínky definované  v zadání  úlohy.  Pokud  tedy  hledáme  nejkratší  cestu  z města 
A do vzdálenějšího města  B,  tak přípustná řešení  jsou všechny různé cesty vedoucí  z města 
A do města B.
2.1.2 Účelová funkce
Účelová funkce je zobrazení, které každému řešení z množiny přípustných řešení přiřadí 
číslo.  Tomuto  číslu  říkáme  hodnota  účelové  funkce.  Podle  něj  zjistíme,  jak  je  dané  řešení 
kvalitní  resp.  nekvalitní.  Pro  výše  zmíněný  příklad  hledání  nejkratší  cesty  mezi  městem 
A a městem B, je hodnota účelové funkce délka cesty mezi těmito městy.
2.1.3 Optimální řešení
Optimální řešení je takové řešení, které má mezi všemi přípustnými řešeními nejmenší 
nebo největší hodnotu účelové funkce. Nejmenší hodnotu hledáme v případech jako je hledání 
nejkratší  cesty.  Naopak  největší  hledáme  především  v případech  peněžních  zisků,  hledání 
největších objemů apod.
2.2 Matematická definice optimalizace
Nechť A je množina přípustných řešení, f : A→ℝ je  účelová funkce,  pak hledáme 
takové  přípustné  řešení x0∈A , že pro  minimalizaci  platí f (x0)≤f (x ) pro  všechna 
x∈A. Pro  maximalizaci  platí f (x0)≥f (x ) pro  všechna x∈A. Poté x0 nazýváme 
optimálním řešením optimalizační úlohy.
3
3 Umělá inteligence
3.1 Inteligence
K pochopení pojmu umělá inteligence (Artificial Inteligence) [5] je vhodné ujasnit si, co 
samotný pojem inteligence znamená.
 Inteligence  je  vlastnost  některých  živých  organismů,  která  jim  umožňuje  reagovat 
na určité situace a využít je ve svůj prospěch. Slovo inteligence je odvozeno z latinských slov 
intellectus,  což  znamená  rozum,  intelligens  znamená  chápající,  bystrý  a intellego znamená 
poznávám, chápu, myslím, rozumím, vím. Existuje mnoho definic tohoto pojmu,  avšak žádná 
se nepovažuje za přesnou. Jedná se totiž o otázku spíše filozofického rázu.
3.2 Definice umělé inteligence
Jelikož umělá inteligence vychází z inteligence přirozené, taktéž existuje  mnoho definic 
pro tento pojem.  Uvedu pro představu ty nejznámější [5].
• „Umělá inteligence je  věda o vytváření  strojů nebo systémů,  které  budou při  řešení  
určitého  úkolu  užívat  takového  postupu,  který – kdyby  ho  dělal  člověk – bychom 
považovali za projev jeho inteligence“ (Minsky, 1967).
• „Umělá inteligence se zabývá tím, jak počítačově řešit úlohy, které dnes zatím zvládají  
lidé lépe“ (Rich, Knight, 1991).
• „Umělá  inteligence  je  vlastnost  člověkem uměle  vytvořených  systémů  vyznačujících  
se schopností rozpoznávat předměty, jevy a situace, analyzovat vztahy mezi nimi a tak 
vytvářet vnitřní modely světa, ve kterých tyto systémy existují, a na tomto základě pak 
přijímat  účelná  rozhodnutí,  předvídat  důsledky  těchto  rozhodnutí  a objevovat  nové  
zákonitosti mezi různými modely nebo jejich skupinami“ (Kotek a kol., 1983).
3.3 Historie
Už  od dávných  dob  si  lidé  kladli  otázku,  zda  mohou  stroje  myslet.  Do příchodu 
výpočetní techniky se ji zabývali hlavně filozofové jako Pascal, Hobbes a Descartes a dospěli 
spíše k závěrům, zda je to u strojů možné, nikoliv jak toho dosáhnout. Ve 30. letech 20. století 
přišel zlom ve formě významných matematických výsledku spojených se jménem německého 
matematika Kurta Gödela. S příchodem výpočetní techniky se toto téma stalo vyhledávanějším. 
Stále více a více  vědců se snažilo navrhnout algoritmy a postupy,  které by uměly napodobit 
inteligentní  lidské  chování.  Inspirovali  se matematickými  abstrakcemi  mentálních  procesů 
lidského mozku na úrovni psychologické a kognitivní a také z detailní analýzy činnosti živých 
organismů  na biologické  úrovni  (neuronové  sítě,  evoluční  algoritmy,   genetické  algoritmy, 
algoritmy inspirované mravenci v kolonii) [5].
4
3.4 Turingův test
Tento test slouží k ověření, zda se systém umělé inteligence chová opravdu inteligentně. 
I když nepokrývá všechny aspekty, které lze od inteligentního systému čekat, lze jej brát jako 
základní měřítko.
Probíhá  následovně.  Máme  dvě  místnosti,  které  jsou  od sebe  odděleny.  V jedné  je 
člověk,  který  systém testuje  a v druhé  je  člověk a počítač,  na kterém běží  testovaný systém 
umělé inteligence. Testující klade různé otázky, na které v druhé místnosti náhodně odpovídá 
buď počítač nebo člověk. Pokud testující nepozná, zda komunikuje s počítačem nebo člověkem, 
prošel tento systém Turingovým testem.
3.5 Aplikování umělé inteligence
Na úlohy,  u kterých známe postup řešení  a můžeme k řešení  dojít  v efektivním čase, 
se aplikování umělé inteligence nehodí. Existují však úlohy, u kterých neznáme postup řešení, 
ale víme jak má výsledek vypadat nebo umíme ohodnotit, jak moc je tento výsledek přesný. 
Na tento typ úloh se hodí aplikovat umělou inteligenci. Dále se využívá u úloh, kde sice postup 
vedoucí  k nalezení  řešení  známe,  ale  trvá  nepřípustně  dlouhou  dobu  (např.  úloha  problém 
obchodního cestujícího řešena v kapitole  6).
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Obrázek 1: Turingův test
4 Rojová inteligence
Rojová inteligence neboli inteligence hejna (Swarm Inteligence) [1] [2] [3] [6] spadá 
do kategorie  umělé  inteligence.  Jedná  se o poměrně  novou  metodu,  která  začíná  být 
v posledních  letech  populárnější.  Své  uplatnění  nachází  především  v kombinatorických 
optimalizacích, komunikačních sítích a robotice.
4.1 Biologická inspirace
Rojová  inteligence je  inspirována  chováním  živočichů  žijících  v hejnech,  zejména 
sociálním hmyzem.
4.1.1 Sociální hmyz
Socialita,  což znamená  společenské  soužití,  je  jednou  z nejúspěšnějších  životních 
strategií.  Sociální  hmyz  žije  ve společenství  tvořeném  potomky  zejména  jedné  samice 
(královny).  O nově  narozené  se nestará  samice,  ale  větší  skupina,  která  má  toto  na starost. 
U vyspělejších  druhů  dochází  k dělbě  práce.  V jednom  hnízdě  žijí  alespoň  dvě  generace. 
Všichni jedinci jsou zcela oddáni své kolonii. Mezi sociální hmyz patří mravenci, termiti, včely,  
vosy atd.
4.1.2 Organizace
Sociální  hmyz  je  velmi  zajímavý  z hlediska  jeho  organizovanosti.  Lidé  si  zpočátku 
mysleli,  že vše  řídí  svými  příkazy  královna.  Později  se domnívali,  že má  každý  jedinec 
v genech, resp. nervové soustavě uložené vzory chování. Ukázalo se však, že nervová soustava 
hmyzu je většinou příliš jednoduchá na to, aby toto zvládla. V dnešní době se vědci domnívají, 
že chování hmyzu především ovlivňuje samoorganizace (self-organization).
4.1.3 Samoorganizace
Samoorganizace  vzniká  v systémech,  které  jsou  složené  z velkého  množství 
samostatných  menších  systémů.  Tyto  menší  systémy  se řídí  podle  jednoduchých  pravidel 
vycházejících pouze z lokálních informací a bez ohledu na celkový systém. Vlivem interakce 
těchto menších systémů získává celkový systém na složitosti.
Jak už bylo zmíněno výše,  proces  podobný samoorganizaci  se projevuje u některých 
zvířat  nebo  hmyzu.  Vezměme  si  jako  příklad  kolonii  mravenců.  Samotní  mravenci  nejsou 
schopni  vykonávat  složitější  činnost,  avšak  jako  celek  jsou  velmi  organizovaní  a vykazují 
známky mnohem složitějšího chování,  než kterého jsou jako jednotlivci schopni. V prostředí 
vytváří feromonové stopy (podrobněji v kapitole 5), což jsou dočasné struktury, které získávají 
a ztrácí na hodnotě. Nejsilnější  struktura představuje stav systému.  Samoorganizace vychází  
z těchto základních pravidel:
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Pozitivní zpětná vazba
Pozitivní  zpětná  vazba je  soubor  pravidel  podporující  vznik nebo zvyšování  hodnot 
dočasných  struktur.  Příkladem  je  následování  feromonové  stopy  (dočasné  struktury)  jiného 
mravence, a tím její zesílení.
Negativní zpětná vazba
Negativní  zpětná  vazba  vyvažuje  pozitivní  zpětnou  vazbu  a pomáhá  tak  udržovat 
stabilitu  celého  systému.  Toto  si  lze  představit  u mravenců  jako  snižování  intenzity 
feromonových stop (zmenšování hodnoty všech dočasných struktur v systému).
Zesílení fluktuace
Zesílení fluktuace je náhodné vytváření nebo zesilování náhodných dočasných struktur. 
Toto  pravidlo je velmi důležité, protože napomáhá k objevení nových řešení.  Představme si 
mravence, který náhodou uhne z vyznačené stezky a nalezne stezku lepší.
Více interakcí
Všechny  případy  samoorganizace  spoléhají  na více  interakcí.  Každý  jedinec  vytváří 
dočasné struktury na svém základě a na interakci ostatních.
4.1.4 Stigmergie
V samoorganizovaných systémech mezi  sebou jedinci  komunikují  buďto přímo nebo 
nepřímo.  Přímá  komunikace  je  zjevná.  Jedná  se o kontakty,  ať  fyzické  či  chemické,  různé 
zvukové signály, gesta a pohyby. Stigmergie (stigmergy) spadá pod komunikaci nepřímou, která 
je  oproti  přímé mnohem jemnější.  Jedinci  mezi  sebou komunikují  přes  prostředí,  ve kterém 
se pohybují, a to tak, že na určitých místech nějakým způsobem toto prostředí modifikují. Jiní 
jedinci tyto změny detekují a jednají na jejich základě. Dále tato již modifikovaná místa mohou 
měnit,  a tím  nepřímo  předávat  své  poznatky  dalším  jedincům.  Výhodou  je,  že jedincům 
vystačuje jednoduché chování.  Následující pohyb např. mravence vychází z místa, na kterém 
se právě nachází nebo z jeho nejbližšího okolí.
4.2 Metody rojové inteligence
V této části pro zajímavost popíši nejznámější metody spadající do rojové inteligence.
4.2.1 Optimalizace hejnem částic
Optimalizace  hejnem  částic  (Particle Swarm  Optimization  –  PSO)   je  inspirována 
chováním  hejna  ptáků  nebo  hejna  ryb.  Na začátku  jsou  částice  rozmístěny  náhodně 
v prohledávaném  prostoru.  Každá  částice  je  definována  svou  polohou,  vektorem  rychlosti 
a předchozích  úspěšných  hledání.  Méně  úspěšné  částice  interagují  s částicemi  úspěšnějšími 
a jsou jimi ovlivňovány. Pohyb celého  hejna směřuje k nalezení globálního optima.
7
4.2.2 Optimalizace pomocí mravenčích kolonií
Tuto metodu podrobně popíši v kapitole 5.
4.2.3 Optimalizace včelím rojem
Optimalizace včelím rojem je metoda  inspirována chováním při páření včel (Honeybee 
Mating Optimisation Algorithm – HBMO), způsobem hledání potravy (Artificial Bee Colony 
Algorithm - ABC) nebo chováním v době hledání nového hnízda. Páření včel probíhá pouze 
mezi  královnou a trubci.  Trubci  se páří  s královnou a ta  si  v sobě uchovává jejich genetické 
informace. Ty pak následně využívá při plození potomstva.
Metody hledání potravy jsou inspirovány chováním včelích dělnic. Dělnice hledají v okolí 
úlu  potravinové  zdroje.  Informace o místě  a kvalitě  nalezených zdrojů  pak  předávají  dalším 
dělnicím pomocí včelího tance, kterým přesvědčuje ostatní dělnice, aby tento zdroj využívaly. 
Čím je zdroj kvalitnější, tím více dělnic zláká k využívání tohoto zdroje.
8
5 Mravenčí kolonie
Optimalizace pomocí mravenčích kolonií (Ant Colony Optimization – ACO) [1] [2] [3] 
[7]  je  poměrně  nová  technika  používána  pro  diskrétní  optimalizaci,  inspirována  chováním 
mravenců při hledání a získávání potravy z potravinových zdrojů. Mravenci jsou schopni nalézt 
optimální  cestu k potravě,  díky jejich organizovanosti  a práci  v kolonii.  Významnou roli  při 
hledání optimální cesty hraje  feromon.  Feromon  je chemická látka, kterou mravenci ukládají 
do prostředí. Tím předávají informace ostatním mravencům, kteří se jimi později řídí. Toto je 
zdárným příkladem stigmergie, protože mravenci nepřímo komunikují přes prostředí.
V této  kapitole  se budu  detailněji zabývat  mravenčími  koloniemi  a technikami 
optimalizace jimi inspirovanými.
5.1 Biologická inspirace
V této části popíši chování skutečných mravenců při hledání potravinových zdrojů a jak 
probíhá postupná optimalizace cesty k nim.
5.1.1 Hledání potravy
Na začátku  je prostředí  kolem  mraveniště  homogenní.  Myšleno  tak,  že neobsahuje 
žádnou  feromonovou  stopu.  Mravenci  se v takovém  prostředí  pohybují  náhodně  a hledají 
potravinové  zdroje.  V momentě,  kdy  na něj  narazí,  vezmou  potravu  a míří  do mraveniště. 
Cestou  však  vypouštějí  konstantní  množství  chemické  látky  zvané  feromon.  Jak  již  bylo 
zmíněno, feromon je chemická látka, která je vylučována mravenci do prostředí. Její vlastností 
je,  kromě  nesení  informace,  pozvolné  vypařování.  Tímto  ztrácí  na intenzitě  a důležitosti. 
Vypařování  feromonu zajišťuje negativní  zpětnou vazbu v celém sytému. Feromonová stopa 
tedy vede mezi potravinovým zdrojem a mraveništěm. Ostatní mravenci mohou na tuto stopu 
narazit a nechat se jí zavést až k potravě. Mravenec bude s větší pravděpodobností nasledovat 
stopu s větší intenzitou feromonu. Může však z této stopy vlivem fluktuace sejít, a tím nalézt 
lepší  cestu.  Při  zpáteční  cestě  opět  zanechá  feromonovou  stopu.  Na úsecích,  kde  při  cestě 
k potravinovému  zdroji  následoval  feromonovou  stopu  jiných  mravenců,   se tímto  intenzita 
feromonu  zvýší.  Tím  se zvýší  pravděpodobnost,  že tyto  úseky  využijí  ostatní  mravenci. 
Postupem času  se díky zvyšování  intenzity  feromonu na nejfrekventovanějších úsecích cesta 
ustálí.
5.1.2 Experimenty s binárním mostem
Pro  zkoumání  chování  mravenců  byly  vytvořeny  struktury  cest  na nichž  probíhaly 
experimenty se skutečnými mravenci. Mezi nejznámější patří experimenty s binárním mostem 
[1].
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Ramena mostu se shodnou délkou
Cesta vedoucí mezi zdrojem potravy a mraveništěm se ve středové části rozdělí do dvou 
stejně dlouhých větví a následně se zase spojí (Obrázek 2). V počátečním stavu není na trase 
žádná feromonová stopa. Každá větev má tedy stejnou pravděpodobnost, že bude mravencem 
vybrána.  Vlivem náhodné fluktuace si  o několik málo mravenců více náhodně vybere jednu 
větev. Jelikož při svém putování vypouští feromonovou stopu, začnou si jednu větev vybírat 
s větší  pravděpodobností  než tu  druhou a ta  po čase převáží.  Na obrázku  3 lze  vidět  průběh 
postupného využívání obou větví mravenci.
Pravděpodobnostní  model  popisující  tento  jev  je  následující.  Vědci  vycházeli 
z předpokladu, že množství feromonu na větvi je přímo úměrné počtu mravenců, kteří  danou 
větví prošli. Znamená to, že nebrali v potaz vypařování feromonů z důvodu, že experiment trvá 
10
Obrázek 2: Binárním most se stejně dlouhými 
větvemi [1]
Obrázek 3: Graf průchodů oběma větvemi 
binárního mostu [1]
přibližně půl hodiny a tudíž se vypařování na výsledek projeví minimálně.  NA resp.  NB je počet 
mravenců, kteří prošli větví A resp. větví B potom, co celkem N mravenců prošlo přes most. PA 
je pravděpodobnost, se kterou si následující mravenec vybere větev A. PB pravděpodobnost pro 
druhou  větev  B.  Parametr  n  určuje,  jak  velký  vliv  má na pravděpodobnost  rozdíl  množství 
feromonu ve větvích a parametr k snižuje náhodnost výběru větve. Platí tedy:
(1)
Experimentálně  byla  zjištěna  hodnota  parametrů  n  a k tak,  aby  nejlépe  odpovídala 
chováním skutečných mravenců. Tyto hodnoty jsou pro parametr n = 2 a k = 20.
Ramena mostu s různou délkou
Tento  experiment je rozšířenou variantou experimentu předchozího. Větve mostu jsou 
různě  dlouhé.  Model  chování  mravenců  je  také  shodný  s předchozím experimentem,  přesto 
mravenci častěji využívají kratší větev mostu. Jak je to možné vysvětlím na obrázku 4.
Na začátku  most  neobsahuje  žádné  feromonové  stopy.  Mravenci  jdoucí  z mraveniště 
směrem  k potravě  se v místě  A náhodně  rozdělí  do dvou  různých  cest.  Jelikož  se mravenci 
pohybují stejnou rychlostí, tak ti, kteří si vybrali kratší cestu budou u místa  B, tedy i u zdroje 
potravy dříve, než mravenci putující delší  cestou. U zpáteční cesty je situace obdobná. Tedy 
feromonová  stopa  na krátké  cestě  přibývá  rychleji  než  na straně  dlouhé.  Je  tedy  větší 
pravděpodobnost, že si další mravenci putující pro potravu vyberou kratší cestu.
Může  se stát,  že si  na začátku  většina  mravenců  vybere  cestu  delší,  tím  bude  silněji 
označena feromonovou stopou, a tudíž pravděpodobněji vybírána mravenci. Nebo když do cesty 
přidáme kratší rameno později, mravenci budou stále putovat delší cestou a toto kratší rameno 
nevyužijí. Z toho plyne, že systémy založené pouze na feromonové stopě nemusí být dostatečně 
flexibilní.
Tento  experiment  ukázal,  že šance  výběru  kratší  cesty  se vlivem  počáteční  fluktuace 
se zvyšováním rozdílu délek obou cest zvyšuje. Rozdíl délek cest je reprezentován parametrem 
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Obrázek 4: Binárním most s různě dlouhými 
větvemi
PA=
(k+N A)
n
(k+N A)
n+(k+N B)
n=1−PB
r.  Experiment probíhal s r  = 2, což znamená, že delší cesta je dvakrát delší  než cesta kratší. 
Parametr n značí počet opakování daného experimentu.
Na obrázku  5 lze  vidět,  že téměř  ve všech  experimentech  si  alespoň  80 %  mravenců 
vybralo kratší cestu, když byly obě cesty k dispozici hned po začátku experimentu. Obrázek 6 
znázorňuje  kolik  procent  mravenců  si  vybralo  kratší  cestu,  pokud  byla  do systému přidána 
až po 30 minutách  po začátku.  Lze  tedy  vidět,  že v téměř  50 %  experimentů  si  kratší  cestu 
vybralo 0 až 20 % mravenců.
Existují druhy mravenců, kteří využívají jiných mechanismů vedoucích k výběru kratší 
cesty,  i když  je  do systému přidána  později  než  cesta  delší,  a to  individuální  paměti  směru 
vedoucího od hnízda k potravě v kombinaci s feromonovou stopou. Při výběru delšího ramene 
dokáží detekovat, že míří téměř kolmo na požadovaný směr. V tomto případě se vrátí a vydají 
se cestou kratší. U kratší cesty postupem času sílí feromonová stopa a stane se v tomto systému 
dominantní.
S těmito druhy mravenců byl  proveden stejný experiment jako je popsán výše, kdy je 
kratší cesta přidána do systému později. V téměř 90 % experimentů byla později přidaná kratší 
cesta využívána 80 % až 100 % mravenců.
5.2 Uměle vytvoření mravenci
Pro  možnost  aplikování  chování  skutečných mravenců  byl  v algoritmech  řešících 
optimalizační problémy vytvořen mravenec umělý. Tento mravenec je inspirován jen některými 
prvky chování  nebo vlastnostmi skutečného mravence.  Také jsou mu pro zvýšení  efektivity 
algoritmů některé přidány. Nyní popíši ty nejvýznamnější [7].
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Obrázek 5: Využití kratší cesty  
u binárního mostu s větvemi různé délky 
[1]
Obrázek 6: Využití kratší cesty  
u binárního mostu s větvemi různé délky 
(kratší cesta přidána po 30 minutách 
po začátku experimentu) [1]
Vlastnosti nebo prvky chování inspirované skutečnými mravenci
• Život v koloniích
• Komunikace pomocí feromonové stopy
• Komunikace přes prostředí, ve kterém se pohybují (stigmergie)
• Rozhodování na základě pravděpodobnosti
• Lokální strategie
Přidané vlastnosti nebo prvky chování umělému mravenci
• Diskrétní pohyb
• Paměť provedených akcí (mravenec si pamatuje navštívena místa a vykonané úkony)
• Není  zcela  slepý  (mravenec  například  může  dopředu  vědět,  jak  je  následující  krok 
vhodný)
• Množství zanechávané feromonové stopy je funkcí kvality řešení
• Nastavení okamžiku, kdy mravenec zanechá feromonovou stopu
5.3 ACO algoritmy
Základy  navrhl  jako  meta-heuristický  algoritmus  Marco  Dorigo.  Slouží  k řešení 
výpočetních problémů, které mohou být zredukovány na hledání kvalitních cest pomocí grafů. 
Tyto techniky spadají pod obor umělé inteligence [1] [2] [3] [6].
5.3.1 Historický přehled nejúspěšnějších ACO algoritmů
Jedná se o poměrně nové optimalizační techniky. V následující tabulce popíši, kým byly 
nejznámější mravenčí algoritmy představeny [8].
Tabulka 1: Nejúspěšnější ACO algoritmy
Algoritmus Autor
Ant System (AS) Dorigo a spol.
Elitist AS Dorigo a spol.
Ant Colony System Gambardella & Dorigo
MAX-MIN AS Stützle & Hoos
Ant-Q Gambardella & Dorigo
Rank-based AS Bullnheimer a spol.
5.3.2 Ant System
Základní  algoritmus,  který  vychází přímo  z pozorování  živých  mravenců,  konkrétně 
mravenčích   dělníku.  Napodobování  chování  mravenců  je  základem  pravděpodobnostní 
výpočetní meta-heuristické metody využívané k řešení složitých optimalizačních problémů. Jak 
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bylo řečeno, tyto metody se využívají k řešení úloh, které lze redukovat na hledání kvalitních 
cest pomocí grafů.
1. Inicializace;
2. while není-li splněna ukončující podmínka do
3. foreach k do
4.      opakovaným aplikováním pravidla přechodu (2) vyhledej
           řeš ení v grafu;
5.      vyhodnoť kvalitu nalezeného řeš ení;
6.            if nalezené řeš ení je lepš í než  dosavadní nejlepš í then
7.                     aktualizuj nejlepš í řeš ení;
8. end foreach
9.       aktualizace feromonové stopy (5);
10.end while
11.print nejlepš í řeš ení;
Algoritmus 1: Pseudokód algoritmu Ant System
Nyní  pomocí  obrázku  7 vysvětlím  základní  principy  a pravidla,  které  se u tohoto 
algoritmu uplatňují.
Pravidlo přechodu
Mějme umělého mravence k nacházejícího se ve vrcholu  i. Tento mravenec se přesune 
do sousedního vrcholu j s pravděpodobností pij
k (t).
(2)
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Obrázek 7: Část neúplného grafu,  
ve kterém hledáme cestu
pij
k (t)=
[ τ ij(t )]
α⋅[ηij ]
β
∑l∈J ik [ τ il(t )]
α⋅[ηil ]
β
J i
k  je  množina  všech  dostupných  vrcholů  z vrcholu  i (J i
k={A , B ,C ,D}), τij
odpovídá  množství  feromonu  na hraně  spojující  vrcholy  i a j  a ηij odpovídá  heuristické 
vhodnosti této hrany (v našem případě je tomu viditelnost mezi danými vrcholy, což je obrácená 
hodnota  jejich  vzdálenosti).  Parametry  α a β jsou  nastavitelné  a určují  váhu  příslušných 
parametrů.
Aktualizace feromonové stopy
Mravenec  provede  během  jedné  iterace  algoritmu  (Algoritmus  1)  n kroků.  Každý 
následující krok volí dle pravidla (2). Tímto nalezne přípustné řešení optimalizační úlohy jako 
množinu využitých hran grafu Tk, jehož kvalitu (v našem případě se jedná o délku celkové cesty) 
označíme jako  Lk.  Množství  feromonu, které  přidá na každou hranu z Tk se vypočítá z kvality 
nalezeného řešení Lk.
(3)
(4)
Q je nastavitelný parametr určující celkovou intenzitu feromonu, které se rovnoměrně 
rozdělí na nalezenou cestu,  m odpovídá celkovému počtu mravenců. Ze vzorce (3) lze vyčíst, 
že čím bude nalezená cesta kratší, tím větší intenzita feromonu připadne na její úseky.
Kromě přidávání feromonových stop, což je pozitivní zpětná vazba, je potřeba zajistit  
i vazbu negativní. Ta je v mravenčích algoritmech zajištěna vypařováním. V této verzi algoritmu 
se tak  děje  po každé  iteraci.  Rychlost  vypařování  je  řízena  nastavitelným  parametrem  ρ 
(kvocient  vypařování),  jehož  hodnota  je  udávaná  v desetinném  vyjádření  procenta  a značí 
o kolik procent se sníží aktuální intenzita feromonu na všech hranách.
Aktualizace feromonové stopy probíhá dle následujícího vztahu.
(5)
Ukončení algoritmu
Mravenčí algoritmus probíhá v hlavním cyklu končícím splněním ukončující podmínky. 
Ta může být dána celkovým počtem iterací nebo několika počty iterací bez nalezení lepšího než 
současného řešení.
5.3.3 Elitist Ant System
První  modifikací  algoritmu Ant  System  je  přidání  elitismu.  Tento  princip  spočívá 
v posilování  nejlepší  dosavadní  cesty  Te a tím  ji  intenzivně  zahrnuje  do dalších  výpočtů. 
Algoritmus  díky  elitismu  konverguje  rychleji,  avšak  zvyšuje  možnost  uváznutí  v lokálním 
extrému.
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Δ τ ij
k (t)= Q
Lk (t)
pokud hranamezi vrcholy ia j patří doT k , jinak 0
Δ τ ij (t)=∑
k=1
m
Δτ ij
k ( t)
τij (t+1)=(1−ρ)⋅τ ij (t)+Δ τ ij(t )
(6)
Posilování  nejlepší  dosavadní  cesty  probíhá  v rámci  aktualizace  feromonové  stopy 
(úprava vzorce (5)).
(7)
Le je délka dosavadní nejlepší cesty a e je volitelný parametr udávající kolik 
imaginárních mravenců zanechá na této cestě feromonovou stopu.
5.3.4 Ant Colony System
Ant Colony System (ACS) vychází se základního algoritmu Ant System, který je 
obohacen o elitismus a další modifikace týkající se především aktualizace feromonové stopy 
a pravidla přechodu.
Pravidlo přechodu
V Ant System si umělý mravenec vybíral následující vrchol na základě 
pravděpodobnostní funkce (2). V ACS je mu nabídnuta možnost další. Mezi těmito možnostmi 
se rozhoduje podle náhodné hodnoty q z intervalu (0, 1). Pravděpodobnost, jaká ze dvou 
možností bude vybrána určuje nastavitelný parametr q0.
V případě, kdy q > q0 se mravenec rozhoduje na základě pravdivostní funkce (2). Tento 
případ se nazývá prozkoumávání (exploration). Díky pravděpodobnostnímu výběru 
následujícího vrcholu může být vybrán krok na první pohled horší, který však celkově vede 
k nalezení lepšího řešení.
V opačném případě, kdy q≤q0 , je následující krok vybrán dle pravidla (8).
(8)
Mravenec si tedy zvolí vrchol j, který je z jeho lokálního pohledu, co se týče heuristické 
vhodnosti a intenzity feromonové stopy, nejvýhodnější. Jedná se o využívání (exploitation).
Aktualizace feromonové stopy
Lokální aktualizace feromonové stopy probíhá již během vytváření řešení v dané iteraci. 
Intenzita feromonu uložená na hraně grafu je aktualizována ihned poté, co ji využije umělý 
mravenec k přechodu do následujícího vrcholu, a to podle vzorce (9).
(9)
Kvocient  vypařování  je  opět  ρ  a τ0 počáteční  hodnota  intenzity  feromonové  stopy. 
Aktualizace způsobí snížení intenzity na dané hraně, což zvyšuje pravděpodobnost u ostatních 
mravenců k výběru hrany jiné, a tím přispívá k nalezení jiných řešení.
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Δ τ ij
e (t)= Q
Le (t)
pokud hranamezi vrcholy i a j patří doT e , jinak 0
τij(t+1)=(1−ρ)⋅τ ij(t)+Δ τ ij(t )+e⋅Δ τij
e (t)
j=argmax
l∈J i
k
( τil (t)⋅(ηil)
β)
τij (t+1)=(1−ρ)⋅τ ij (t)+ρ⋅τ0
Po každé  iteraci  přichází  na řadu  globální  aktualizace  feromonové  stopy,  a to  pouze 
takových  hran  grafu,  které  náleží  dosavadnímu  nejlepšímu  řešení.  Tento  postup  uchovává 
informaci o nejlepším řešení a více napomáhá hledání řešení nových.
5.3.5 Max-Min Ant System
Max-Min Ant System (MMAS) je  další modifikací základního algoritmu Ant System. 
Max-Min v názvu algoritmu značí omezení maximální intenzity feromonové stopy na interval
〈τmin , τmax〉 . Tím  zamezíme  extrémním  rozdílům  intenzity  feromonu  mezi  jednotlivými 
cestami,  tudíž  i uváznutí  v lokálním  extrému.  Další  změnou  je  inicializace  všech  hran 
na hodnotu vysokou, nejlépe τmax .
Pravidlo přechodu
Pravidlo přechodu  je obdobné jako u algoritmu Ant  Colony System.  Využívá se jak 
prozkoumávání (exploration), tak využívání (exploitation) řízené parametrem  q0. Bere se však 
v potaz pouze intenzita feromonové stopy. Vzorce pro pravidlo přechodu vypadají takto:
(10)
(11)
Aktualizace feromonové stopy
Aktualizace feromonové stopy probíhá obdobně jako u Ant Colony System. 
Po zkonstruování řešení všemi mravenci, tedy po jedné iteraci, dojde k aktualizaci feromonové 
stopy pouze na základě celkově nejlepší nalezené cesty nebo v jiných případech nejlepší 
nalezené cesty v dané iteraci.
5.3.6 Ant-Q [9250]
Ant-Q je varianta Ant Colony System, kde je lokální aktualizace feromonové stopy 
inspirována Q-učením (Q-learning). U Ant-Q je pojem feromon nahrazen AQ-hodnotou (AQ-
value). Cílem je najít takovou kombinaci AQ-hodnot, která bude odpovídat nejlepšímu řešení.
AQ-hodnoty jsou učeny aplikováním aktualizačního pravidla (podobně jak je tomu u Q-
učení):
(12)
kde ω je nastavitelný parametr udávající velikost kroku učení. Tato rovnice je aplikována 
na každou hranu bezprostředně potom, co je využita umělým mravencem, avšak s parametrem
Δ τ ij (t)=0. Efekt spočívá ve snížení AQ-hodnoty u využité hrany a zároveň posílení 
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pij
k (t)=
τij (t)
∑l∈J ik τil (t )
j=argmax
i∈J i
k
τ il(t )
τij (t+1)=(1−ρ)⋅τ ij (t)+ρ⋅(Δ τ ij( t)+ω⋅argmax
l∈J j
k(t )
(τ jl (t)))
o určité procento z AQ-hodnoty nejlepší hrany vycházející z nově navštíveného vrcholu j. Poté 
co všichni mravenci zkonstruují svá řešení, AQ-hodnoty jsou globálně aktualizovány využitím 
rovnice (12). Parametr Δ τ ij (t) je vypočítán podle rovnice (6) s Te, což je nejlepší nalezené 
řešení, ať už globální nebo předchozí iterace.
5.3.7 Rank-based AS
Rank-based AS je algoritmus založený na pořadí vycházející z Elitist Ant System. 
Po jedné iteraci se mravenci seřadí dle kvality nalezeného řečení. Aktualizace feromonové stopy 
probíhá pouze mravenci, kteří nalezli nejlepší řešení. Počet těchto mravenců je vyjádřen 
parametrem ω. Množství ukládaného feromonu závisí na pořadí daného mravence. Probíhá 
podle následujícího vztahu:
(13)
kde r značí pořadí mravence, Δτ ij
r (t) vypočítáme podle (4) a Δ τ ij
e (t) podle (6).
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τij(t+1)=τ ij( t)+∑
k=1
ω−1
(ω−r )⋅Δ τ ij
r (t )+ω⋅Δ τ ij
e ( t)
6 Problém obchodního cestujícího
Problém obchodního cestujícího, neboli TSP (traveling salesman problem) [6] [9],  je 
velmi známá a oblíbená kombinatorická optimalizační úloha. Svoji oblíbenost si u matematiků, 
fyziků a počítačových vědců získala hlavně pro její jednoduchou definici a velmi složité řešení. 
Přestože  se tato  úloha  těší  velké  popularitě,  nebyl  dosud  nalezen  efektivní  matematický 
algoritmus pro jeho výpočet v přijatelném čase.
6.1 Popis zadání
6.1.1 Obecný popis
Obchodní  cestující  chce  na své  cestě  navštívit  n měst  a poté  se vrátit  do města, 
ze kterého  se na cestu  vydal.  Mezi  každými  dvěma  městy  je  stanovena  cena,  za kterou 
se cestující  dostane z jednoho města  do druhého.  Jeho  cílem je  během cesty navštívit  každé 
město právě jednou a zvolit cestu s nejnižší cenou. Ve většině případů cena znázorňuje délku 
cesty, ale nemusí tomu tak vždy být.
6.1.2 Popis grafem
Mapa  měst  a cest  mezi  nimi  lze  u základní  modifikace  TSP  popsat  jako  úplný 
neorientovaný graf, kde vrcholy reprezentují města a hrany mezi těmito vrcholy cesty. Každé 
hraně  grafu  náleží  kladné  hodnocení  (cena).  Úkolem  je  nalézt  nejkratší  Hamiltonovskou 
kružnici v tomto grafu. Hamiltonovská kružnice je v daném grafu taková kružnice, která projde 
právě  jednou  všemi  vrcholy.  Graf,  který  obsahuje  Hamiltonskou  kružnici  se nazývá 
Hamiltonský graf [4].
6.2 Modifikace zadání
Existuje mnoho způsobů upravení nebo zesložitění zadání. V následující části popíši ty 
nejčastější.
V této práci se dále zabývám TSP bez úprav a modifikací.
6.2.1 Asymetrické TSP
Tato  modifikace zadání  se týká  ceny (vzdálenosti)  mezi  jednotlivými městy.  Mějme 
město  i a město  j.  Cij je cena, kterou musíme zaplatit, abychom se dostali z města i do města  j 
a Cji je cena v opačném směru.
U symetrického (klasického) TSP platí, že cena při cestě z města i do města  j je stejná 
jako při  cestě  z j do i.  Toto si  lze  představit  jako klasickou obousměrnou cestu,  která nijak 
výrazně neklesá/nestoupá,  nebo v jednom směru stoupá a klesá stejně jako v opačném. Platí 
tedy:
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(14)
U asymetrického TSP  je  tomu  naopak.  Cena  v jednom  směru  je  vyšší  než  v tom 
opačném. Můžeme si to představit jako jedno město položené výše oproti druhému, a tudíž je 
třeba vynaložit více síly, abychom se do něj dostali. Platí:
(15)
6.2.2 Neexistující cesty
U této modifikace není zaručeno, zda existuje cesta mezi každými dvěma městy. Běžně 
může nastat situace, že se z města A do města B dostaneme pouze přes město C.
Pokud úloha obsahuje neexistující cesty, musí být zaručeno, že do každého města vedou 
minimálně dvě existující cesty, a to cesta pro příjezd a cesta pro odjezd. V opačném případě tato 
úloha nemá řešení. Kdybychom toto město navštívili, nemůžeme jej opustit jinak než přes již  
dříve navštívené město, což nevyhovuje zadání TSP.
Situace,  kdy  mezi  některými  městy  neexistují  cesty,  se ve většině  případů  řeší 
vytvořením umělých cest,  kterým se přiřadí extrémně vysoká cena (převedení obecného graf 
na graf  úplný).  Poté  najdeme  optimální  řešení  v tomto  úplném  grafu.  Jestliže  naše  řešení 
neobsahuje umělé cesty, je toto řešení řešením i pro naše původní zadání. V opačném případě 
řešení pro původní graf neexistuje.
6.2.3 Úloha s více cestujícími
Označuje  se jako  mTSP  (multiple  traveling  salesman  problem).  Tato  modifikace 
se oproti předchozím liší v počtu obchodních cestujících. Na cestu se tedy vydá více než jeden 
cestující. Cílem je najít takovou cestu pro každého cestujícího, aby měla každá cesta přibližně 
stejnou cenu a dohromady splňovaly podmínky TSP (každé město bude navštíveno právě jednou 
a jejich celková cena bude nejmenší). Dále se dá určit, zda všichni obchodní cestující budou 
vycházet ze stejného města nebo z měst různých.
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Obrázek 9: TSP s jedním cestujícímObrázek 8: TSP se dvěma obchodními 
cestujícími vycházející z jednoho 
města
Cij≠C ji
Cij=C ji
6.3 Historie
Historie této úlohy je mapována do začátku 19. století, kdy ji popsal irský matematik sir 
W.  R.  Hamilton  a britský  matematik  T.  P. Kirkman.  Hamiltonova  hra  Isocian  připomínala 
dnešní deskové logické hry. Jejím cílem bylo nalézt Hamiltonovský okruh, každé místo muselo 
být  navštívené  právě  jednou  mezi  dvaceti  vyznačenými  místy,  které  byly  rozmístěny 
ve vrcholech pravidelného dvanáctistěnu.  Kolem roku 1930 začala  být  tato úloha studována 
matematicky  na univerzitách  ve Vídni  a Harvardu.  S přibývající  oblíbeností  se rozšířila 
i na další univerzity. Velký zlom v jejím řešení přišel s příchodem počítačové techniky a když 
se v roce 1954 podařilo G. Dantzigovi, R. Fulkersonovi a S. Johnsonovi vyřešit úlohu obsahující 
49 měst  v efektivním  čase.  Jeden  z posledních  velkých  milníků  v řešení  TSP  na reálných 
místech se datuje do roku 2004, kdy se vědcům podařilo najít nejkratší cestu mezi všemi 24978 
švédskými městy.
6.4 Složitost
Úloha TSP spadá mezi NP-těžké (nedeterministické polynomiální) úlohy. Obecně není 
známo jak tyto úlohy řešit v efektivním čase.
Počet možných cest pro n měst je n!. Jelikož hledáme uzavřenou cestu (Hamiltonovskou 
kružnici), bereme shodné cesty lišící se pouze posunutým startovacím městem za stejné. Počet 
různých cest  s ohledem na směr jejich procházení  se rovná  (n-1)!.  Jelikož řešíme symetrické 
TSP  (ceny  mezi  danými  dvěma  městy  jsou  stejné),  naše  náklady  na cestu  nejsou  závislé 
na směru procházení, proto výsledné číslo vydělíme dvěma.
V následující tabulce 2 lze vidět, kolik času by zabralo, kdybychom procházeli a počítali 
náklady pro všechny cesty, když vezmeme fakt, že za jednu sekundu zvládneme projít miliardu 
cest.
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Obrázek 10: TSP se dvěma 
obchodními cestujícími vycházející  
z různých měst
Tabulka 2: Časová náročnost výpočtu TSP při miliardě operací za sekundu
Počet měst Čas výpočtu (přibližně)
5 < 1s
10 < 1s
15 < 1 minuta
20 2 roky
25 107 let
27 0,5 * věk vesmíru
30 10233 * věků vesmíru
Věk vesmíru je přibližně 13,7 miliard let.
Z tabulky je patrné, že výpočet je těžko realizovatelný už pro 20 měst.
6.5 Možná řešení
Existuje mnoho způsobů řešení. Pokud nám nezáleží na výpočetním čase a chceme mít 
přesné  řešení,  můžeme  pro  jednodušší  příklady  zvolit  metodu  hrubé  síly,  v jiném  případě 
použijeme nějaký heuristický algoritmus.
Metoda hrubé síly
Metoda hrubé síly je asi nejjednodušší způsob, jak řešit úlohu obchodního cestujícího. 
Jedná se o pracné procházení všech přípustných řešení. Pro každé toto řešení je třeba vypočítat  
délku Hamiltonské kružnice a vybrat  z nich tu nejkratší.  Počet  přípustných řešení  roste jako 
faktoriál  počtu měst,  proto je  tato metoda  vhodná maximálně pro 15 měst.  Výhoda metody 
hrubé síly je, že dostaneme přesné řešení [4]. 
Metoda přidávání nejbližšího sousedního města
Toto je velmi primitivní přístup k řešení TSP. Rekonstrukce cesty spočívá v postupném 
přidávání  nejbližšího  sousedního  města.  Tento  algoritmus  nedosahuje  nejlepších  výsledků. 
Vzdálenosti  u počátečních sousedních měst budou krátké, avšak u konečných se budou velmi 
prodlužovat.
Heuristické algoritmy
Heuristické  algoritmy  jsou  takové  algoritmy,  které  nám  poskytují  za krátký  čas 
dostatečné a dost přesné řešení, které však nemůžeme obecně dokázat.  Heuristické algoritmy 
se aplikují na velmi složité a komplikované úlohy, na které nelze aplikovat jiné algoritmy, které 
jsou rychlejší a výsledek je obecně dokazatelný.
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6.6 Reálné využití TSP
Jak už název napovídá, problém  obchodního  cestujícího  lze  využít  na plánování 
okružních cest.  Jako příklad zde uvedu rozvoz zboží  ze skladu do prodejen.  Řidič  auta má 
za úkol  navštívit  několik prodejen a vrátit  se zpátky do skladu zboží.  Tím,  že zvolí  nejkratší 
cestu ušetří nejen čas, ale také peníze za pohonné hmoty.
Další  využití  TSP  se nachází  ve výrobě.  Mějme  automatický  stroj,  který  na desce 
plošných spojů vrtá díry pro elektronické součástky. Hlava vrtačky startuje z výchozího bodu 
a do tohoto  bodu  se také  po dokončení  práce  vrací.  Během  toho  se pohybuje  nad  deskou 
a na předem zvolených místech vrtá díry. Je vhodné stroj naprogramovat tak, aby cesta uražená 
během vykonání úlohy byla co nejkratší, a tím se zvýšila efektivita stroje.
6.7 Aplikování algoritmu Elitist Ant System 
na řešení TSP
V této  kapitole popíší řešení TSP aplikováním ACO algoritmu Elitist Ant Systém [1] 
[3]. Vycházím zde z úlohy TSP popsané grafem. Každý vrchol v grafu reprezentuje město, jehož 
poloha je definována souřadnicí x a y. Hrana spojující dva vrcholy znázorňuje cestu mezi městy, 
její délka dij se vypočítá jako:
(16)
Nyní pomocí pseudokódu (Algoritmus 2) podrobněji popíši jednotlivé části řešení.
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d ij=√(x i−x j)2+( y i− y j)2
1. //inicializace
2. foreach (i, j) do
3. τij (0)=τ0
4. end foreach
5. for k=1 to m do
6.    umísti mravence k do náhodného města
7. end for
8. //hlavní smyčka
9. for t=1 to tmax do
10.   for k=1 to m do
11.      vytvoř řeš ení Tk(t) aplikováním (n-1) krát pravidla přechodu 
(2)
12.   end for
13.   for k=1 to m do
14.      vypočítej délku Lk(t) řeš ení Tk(t) vytvořenou mravencem k
15. if Lk(t) < Le do
16.    aktualizuj nejlepš í řeš ení Te
17. end if
18.   end for
19.   foreach (i, j) do
20.      aktualizuj feromonovou stopu aplikováním pravidla (7)
21.   end foreach
22.end for
23.print Te
Algoritmus 2: Pseudokód Elitist Ant System aplikovaný na TSP [1]
Inicializace
Jelikož  se u výpočtu  pravděpodobnosti  spojené  s pravidlem  přechodu  (2)  vychází 
z hodnoty  feromonové  stopy,  je  třeba  každé  hraně  přiřadit  počáteční  nenulovou  hodnotu 
reprezentovanou  nastavitelným  parametrem τ0. Zpravidla  je  volena  hodnota  malá,  aby 
neměla přílišný vliv na průběh výpočtu.
Dále vytvoříme umělé mravence v počtu m, což je také nastavitelný parametr programu 
a rozmístíme náhodně do měst. Mravenci budou z tohoto města při vytváření řešení vycházet 
a také se  do něj po průchodu všemi městy vracet.
Vytvoření řešení
Průchodem všech měst v grafu a návratem do města startovního vytvoří mravenec řešení 
Tk. Řešení je ve formátu posloupnosti postupně navštívených měst.
Následující město je vybráno s pravděpodobností vypočtenou podle (2). Každý přechod 
do dalšího  města  závisí  na tom,  zda  již  bylo  město  mravencem  navštíveno.  Mravenec  si 
pamatuje, jakými městy již prošel, a tato již navštívená místa ve výpočtu pravděpodobnosti pro 
zvolení  výběru města následujícího,  neuvažuje.  Další  informací ovlivňující  pravděpodobnost 
výběru je heuristická vhodnost cesty mezi aktuálním a potenciálně vybraným městem. Nazývá 
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se viditelnost (visibility) a je značena ηij . Viditelnost je založena na striktně lokální informaci 
a je statická, tudíž se během výpočtu nemění. Platí:
(17)
Čím je  cesta  mezi  městy kratší,  tím vyšší  je  jeho heuristická vhodnost.  Poslední  informace 
ovlivňující  pravděpodobnost  je  množství  feromonové  stopy  uložené  na cestách τij (t) . Je 
dynamická,  během  výpočtu  se hodnoty  mění  a odráží  se na ní  zkušenosti  získané  mravenci 
během výpočtu. Reprezentuje naučenou vhodnost této cesty.
Aplikováním  pravidla  (2)  vypočítáme  pravděpodobnosti  pro  výběr  všech  ještě 
nenavštívených  měst.  Pro  rozhodnutí,  jaké  město  mravenec  navštíví,  jsem využil  algoritmu 
ruletového kola. Princip tohoto algoritmu funguje jako skutečná ruleta. Máme kotouč, na jehož 
kraji  jsou vyznačeny úseky reprezentující jednotlivá města, která můžeme navštívit. Velikost 
úseků  odpovídá  vypočtené  pravděpodobnosti  navštívení  měst.  Kotouč  roztočíme  a vhodíme 
do něj kuličku. Úsek (město) na němž se kulička zastaví, nám určí následující krok mravence. 
Jelikož  v tomto  algoritmu  hraje  velkou  roli  náhoda,  může  být  vybráno  město  s mizivou 
pravděpodobností. Na první pohled to zdá jako nevhodný jev, můžeme tak však nalézt řešení  
lepší.
Ohodnocení řešení
Abychom poznali  jaké  řešení  je  lepší,  je  třeba  umět  ohodnotit  jeho  kvalitu.  U TSP 
hledáme nejkratší Hamiltonovskou kružnici, což je nejkratší cesta. Hledáme tedy řešení, jehož  
součet délek všech využitých cest je co nejmenší. K tomuto nám slouží ohodnocující funkce.
Te reprezentuje  dosavadní  nejlépe  nalezené  řešení,  které  se díky  elitismu  podílí 
na hledání řešení nových.
Aktualizace feromonových stop
Aktualizace  feromonových stop  proběhne  po každé  iteraci  algoritmu.  Tedy poté,  co 
každý mravenec vytvoří své řešení, a to podle vztahu (7). Volitelným parametrem e udáváme 
vliv elitismu na výpočet.
Ukončení výpočtu
Výpočet skončí po uběhnutí  tmax iterací. Parametr tmax je nastavitelný parametr určující 
spolu s parametrem m, což je počet mravenců, kolik se celkově vygeneruje řešení.
6.8 Experimenty s vytvořenou aplikací
V rámci  této  bakalářské  práce  jsem  vytvořil  aplikaci  řešící  úlohu  obchodního 
cestujícího. K řešení jsem využil ACO algoritmus Elitist Ant System popsaný výše. Aplikaci  
jsem  napsal  v objektově  orientovaném  jazyce  C++  a pro  vizualizaci  využil  knihovnu  Qt. 
Za pomocí  této  aplikace  jsem  prováděl  experimenty  s hodnotami  nastavitelných  parametrů 
algoritmu a zkoumal jejich vliv na kvalitu a průběh výpočtu [6] [11].
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Výchozí hodnoty parametrů pro Elitist Ant System jsem převzal z literatury [1] a jsou 
uvedeny v tabulce 3. Případná jiná nastavení parametrů explicitně uvedu u daného experimentu.
Tabulka 3: Výchozí hodnoty parametrů pro algoritmus Elitist Ant System [1]
Parametr Výchozí hodnota
α 1
β 5
ρ 0,5
m n (počet měst v dané úloze)
Q 100
τ0 10-6
e 5
6.8.1 Knihovna TSPLIB
Knihovna  TSPLIB  obsahuje  vzorové  příklady  různých  typů  úloh  obchodního 
cestujícího.  U některých  zadání  zde  lze  nalézt  optimální  řešení.  Pro  všechna  zadání  jsou 
uvedeny nejlepší dosažené výsledky. Knihovna TSPLIB byla vytvořena v roce 1995 za účelem 
shromáždit  úlohy  určené  pro  experimenty  a testování  algoritmů  řešících  tento  problém. 
Knihovna je dostupná online [10].
Pro experimentování s vytvořenou aplikací jsem z knihovny TSPLIB zvolil  symetrická 
zadání úlohy obchodního cestujícího uvedené v tabulce 4.
Tabulka 4: Úlohy z knihovny TSPLIB využité pro experimenty [10]
Název Počet měst Délka optimálního řešení
berlin52 52 7524
pr76 76 108159
eil101 101 629
6.8.2 Experimenty s výchozím nastaveném parametrů
Experimenty s výchozím nastavením parametrů Elitist Ant Systém proběhly na úlohách 
uvedených v tabulce  4.  Každou úlohu jsem pomocí aplikací  řešil  desetkrát.  Výsledky řešení 
jsem porovnal  s optimálním řešením dané  úlohy.  Dále  jsem  u nejlepších  nalezených  řešení 
rozebral  postupný průběh výpočtu závislý na iteracích algoritmu. U těchto experimentů jsem 
zvolil hodnotu parametru tmax = 500, dokončení výpočtu je po 500 iteracích algoritmu. Tímto 
experimentem  ověřím  obecné  chování  algoritmu.  Za úspěšné  řešení  úlohy  považuji  takové, 
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jehož  odchylka  od optimálního  řešení  je  menší  než  10 %.  Nejlepší  nalezená  řešení  jsou 
v tabulkách 5, 6 a 7 zvýrazněny.
Z tabulky  5 je  patrné,  že pro  52 měst  algoritmus  najde  kvalitní  řešení.  Odchylky 
nalezeného  řešení  od řešení  optimálního  se nachází  mezi  hodnotami  0,25 %  až 1,86 %. 
Odchylka u nejlepšího nalezeného řešení je 0,25 %, což je zanedbatelná hodnota.
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Tabulka 5: Výsledky experimentů s úlohou berlin52
Tabulka 6: Výsledky experimentů s úlohou pr76
Číslo experimentu Řešení Odchylka od optimálního řešení [%]
1 7550 0,35
2 7543 0,25
3 7550 0,35
4 7550 0,35
5 7573 0,65
6 7550 0,35
7 7664 1,86
8 7658 1,78
9 7543 0,25
10 7550 0,35
Číslo experimentu Řešení Odchylka od optimálního řešení [%]
1 117397 8,54
2 117291 8,44
3 115551 6,83
4 115377 6,67
5 114035 5,43
6 116657 7,86
7 116730 7,92
8 116284 7,51
9 116250 7,48
10 115228 6,54
Tabulka 7: Výsledky experimentů s úlohou eil101
Číslo experimentu Řešení Odchylka od optimálního řešení [%]
1 680 8,11
2 699 11,13
3 677 7,63
4 679 7,95
5 692 10,02
6 684 8,74
7 683 8,59
8 690 9,70
9 693 10,17
10 682 8,43
Na řešení  složitějších  úloh  pracuje  algoritmus  Elitist  Ant  System  taktéž  úspěšně.  
Z tabulky 6 a 7 lze vyčíst, že průměrná odchylka od optimálního řešení je do 10 %. Konkrétně 
7,3 % pro pt76 a 9 % pro eil101. Všechna nalezená řešení pro dané úlohy jsou přibližně stejné 
kvality, liší se pouze minimálně.
Na obrázku  11 lze vidět  průběh výpočtů nejlepších dosažených řešení  úloh berlin52,  
eil101 a pr76 z tabulek  5,  6 a 7. V několika prvních iteracích se řešení výrazně zlepšuje, poté 
se vytvoří  dominantní  rozložení  feromonu  na určité  trase  a algoritmus  uvázne  v lokálním 
minimu,  ze kterého  se vlivem  pravděpodobnostního  rozhodování  mravenců  občas  dostane. 
Kolem iterace 200 se řešení ustálí a již se nemění.
6.8.3 Experiment s počtem mravenců
V tomto experimentu jsem zkoumal, jaký vliv má počet umělých mravenců náhodně 
rozmístěných do měst na kvalitu nalezeného řešení. Experiment jsem prováděl na úloze pr76. 
V literatuře se jako vhodná hodnota parametru m uvádí m = n (počet mravenců se rovná počtu 
měst). Pro pokrytí této doporučené hodnoty jsem počet mravenců m nastavoval v intervalu 40 
až 110. Pro každou hodnotu parametru m jsem provedl 20 běhů algoritmu a do grafu znázornil 
průměrnou  hodnotu  nalezených  řešení.  Po zkušenosti  z předešlého  experimentu  jsem  zvolil 
hodnotu parametru počtu iterací algoritmu tmax=250. Ostatní parametry mají výchozí hodnotu.
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Obrázek 11: Průběh algoritmu Elitist Ant System
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Experimentem  jsem  zjistil,  že pro  úlohu  pr76  obsahující  76 měst  je  nejvýhodnější 
nastavit počet mravenců na hodnotu 60. Vyšší hodnoty sice vykazují podobně kvalitní výsledky, 
avšak  zvyšují  časovou  náročnost  výpočtu.  S nižšími  hodnotami  algoritmus  vykazuje  horší 
výsledky.  Dalo  se očekávat,  že se zvyšováním  počtu  mravenců,  tedy  důkladnějším 
prohledáváním  prostoru  přípustných  řešení,  budou  výsledky  algoritmu  kvalitnější. 
Pravděpodobnost fluktuace je malá, tudíž více mravenců posiluje již tak dominantní řešení, a to 
vede  k uváznutí  v lokálním  minimu.  Uváděná  hodnota  pro  nastavení  mravenců m=n , je 
rozumný kompromisem mezi kvalitou a rychlostí řešení.
6.8.4 Experiment s počtem elitních mravenců
Počet elitních mravenců e je další nastavitelný parametr algoritmu. Udává nám jak moc 
se bude  do dalších  výpočtů  projevovat  dosud  nejlepší  nalezené  řešení.  Jinými  slovy  kolik 
mravenců,  po dokončení  jedné  iterace  algoritmu,  projde  toto  řešení  a zvýší  na něm hodnotu 
feromonové  stopy.  Experiment  jsem  provedl  s různým  nastavením  parametru  e.  Hodnota 
zahrnuta do výsledku experimentu je získaná jako průměr z 20 řešení algoritmu. Parametr β
má  pro  tuto  úlohu  hodnotu  2.  Ostatní  parametry  mají  výchozí  hodnotu.  Experiment  jsem 
prováděl na úloze eil101. Výsledky lze vidět na následujícím obrázku 13.
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Obrázek 12: Závislost kvality řešení na počtu mravenců
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Experimentem jsem zjistil, že pro úlohu eil101 obsahující 101 měst je nejvhodnější volit 
30 až 40 elitních mravenců. Můžeme zde také vidět, že algoritmus neobsahující elitní mravence 
Ant System (parametr e=0) je podstatně horší než jeho vylepšená verze Elitist Ant System, která 
jej  obsahuje.  Můžeme vidět,  že do určité  míry s rostoucím počtem elitních mravenců stoupá 
kvalita nalezeného řešení.  Vetší počet mravenců má však opačný účinek. Přílišné posilování 
dosavadního nejlepšího řešení vede k uváznutí v lokálním minimu.
6.8.5 Experiment s váhou feromonové stopy a viditelnosti
Další  nastavitelné  parametry  algoritmu  jsou α a β. Určujeme  jimi  váhu  mezi 
intenzitou  feromonové  stopy  a heuristickou  vhodností  (viditelnosti),  při  výpočtu 
pravděpodobnosti  (2) u pravidla přechodu. Experimentem jsem provedl s různým nastavením 
těchto  parametrů  na úloze  eil101  s hodnotou  tmax  =  300.  Ostatní  parametry  měly  výchozí 
hodnotu. Výsledky, kde každý je průměrem z dvaceti běhů algoritmu, jsem uvedl v tabulce 8.
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Obrázek 13: Závislost kvality řešení na počtu elitních mravenců
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Tabulka 8: Závislost kvality řešení na váze mezi intenzitou feromonové stopy 
a viditelnosti
α β Odchylka od optimálního řešení [%]
1 1 23,67
1 2 13,10
1 3 10,15
1 4 9,99
1 5 9,02
1 10 11,36
2 1 15,08
2 3 10,86
2 5 11,65
3 1 25,01
3 2 15,81
3 5 14,69
5 1 47,75
5 2 16,31
5 3 16,22
Z výsledku  experimentu  je  zřejmé,  že nejlepší  průměrné  řešení  bylo  nalezeno 
s hodnotami α=1 a β=5, což  je  také  podle  [1]  doporučená  hodnota.  Zvyšováním 
hodnoty α zvyšujeme  rozdíly  mezi  intenzitami  feromonových  stop,  proto  mravenci  spíše 
preferují následování dominantních cest před prohledáváním prostoru přípustných řešení. Toto 
vede k uváznutí v lokálním minimu. Extrémní případ lze vidět v tabulce 9, u hodnot α=5 a
β=1. Odchylka od optimálního řešení je zde téměř 50%.
6.8.6 Experiment s rychlostí vypařování feromonové stopy
Rychlost vypařování feromonové stopy je řízena parametrem ρ. Tento parametr nabývá 
hodnot  z intervalu  (0,  1)  a udává  kolik  procent  feromonové  stopy  zmizí  po jedné  iteraci 
algoritmu  na hraně  grafu.  Experiment  jsem  prováděl  na úloze  pr76  s parametrem  tmax=250. 
Každá  hodnota  je  průměrem z 20  výpočtů  algoritmu.  Výsledek experimentu  jsem znázornil 
na obrázku 14.
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Experimentem jsem zjistil, že nejideálnější nastavění kvocientu rychlosti vypařování je 
pro  úlohu  pr76  obsahující  76 měst  v rozmezí  0,7  až 0,8.  Zcela  nevhodné  je  vypařování 
feromonové stopy zakázat (ρ = 0). Celý systém pak pracuje bez negativní zpětné vazby, tudíž 
rychle směřuje k uváznutí v lokálním minimu.
6.8.7 Experiment s množstvím vypuzovaného feromonu
Množství  feromonu  vypuzovaného  mravencem  při  cestě  zpět  do mraveniště  závisí 
na délce nalezeného řešení. Hodnota, z které se při tomto vychází je v algoritmu reprezentováno 
nastavitelným parametrem Q. Experiment jsem prováděl na úloze eil101 s parametry β=2 a
tmax=300 a hodnoty  Q nastavoval v rozmezí od 1 do 106. Ostatní parametry měly výchozí 
hodnotu. Výsledky experimentu jsem znázornil na obrázku 15.
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Obrázek 14: Závislost kvality řešení na rychlosti vypařování feromonové stopy
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Z experimentu  je  patrné,  že množství  vypuzovaného  feromonu  nemá  přílišný  vliv 
na kvalitu nalezeného řešeni. Odchylka od optimálního řešení se u nalezených řešení pohybuje 
mezi 12 až 14%, tedy v rozmezí 2%.
6.8.8 Zhodnocení experimentů
Experimenty ukázaly, že najít ideální hodnoty parametrů je pro jednotlivé úlohy obtížné. 
Hledání  jejich  hodnot,  vykazující  pro  danou  úlohu  nejlepších  řešení,  je  sám  o sobě  další 
optimalizační problém. Můžeme si ho představit jako optimalizaci funkce o osmi proměnných
(α , β , ρ m, Q , τ0 , e , tmax) . Optimální  hodnota  je  však  silně  závislá  na zadání  úlohy. 
Až na experiment  popsaný  v kapitole  6.8.5,  jsem  vždy  zkoušel  měnit  hodnotu  jen  jednoho 
parametru a ověřit,  jaký má sám o sobě vliv  na kvalitu  nalezeného řešení.  Změnou jednoho 
parametru však nemusím dosáhnout  globální  optima této  funkce  a tím dosáhnout  nejlepších 
možných výsledků.
Díky experimentům jsem zjistil, že největší vliv na kvalitu řešení mají parametry α a
β . Jejich doporučené nastavení  z [1] však vykazuje nejlepší  výsledky.  Obecně můžu říct, 
že pro  nalezení  nejlepších  řešení  je  třeba  volit  hodnoty  parametru  tak,  aby  nedocházelo 
k uváznutí  v lokálních  minimech  a zároveň  docházelo  k důkladnému  prohledávání  prostoru 
přípustných řešení po co nejvíce iterací algoritmu.
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Obrázek 15: Závislost kvality řešení na množství vypuzovaného feromonu
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7 Hledání potravinových zdrojů 
a optimální cesty mezi potravou 
a mraveništěm
Druhým  problémem,  kterým  jsem  se v této  práci  zabýval,  je  systém  hledání 
potravinových  zdrojů  a optimální  cesty  mezi  potravou  a mraveništěm.  Mějme  mapu,  která 
obsahuje  překážky a potravinové  zdroje.  Uprostřed  této  mapy se nachází  mraveniště.  Naším 
úkolem je nalézt nejkratší  cestu, která dovede mravence k potravě. Mravenci neznají  polohu 
potravinových zdrojů.
7.1 Řešení aplikováním algoritmu Elitist Ant 
System
K řešení tohoto problému jsem využil upravený algoritmus Elitist Ant Systém. Jak je již 
zmíněno v kapitole  5.3,  ACO algoritmy slouží  k řešení  úloh,  které  mohou být  zredukovány 
na hledání kvalitních cest pomocí grafů. V prvním kroku je tedy třeba vytvořit z mapy graf. To 
jsem vyřešil tak, že jsem mapou proložil pravoúhlou síť. Průsečíky přímek tvořící pravoúhlou 
síť reprezentují vrcholy grafu a samotné přímky hrany mezi těmito vrcholy. Z jednoho vrcholu 
tedy vedou 4 hrany do vrcholů sousedních.
Princip řešení je až na pár odlišností obdobný jako při řešení TSP popsaný v kapitole 6.7. 
Nyní tyto odlišnosti popíši.
Pravidlo přechodu
Jelikož  jsou  všechny  hrany  grafu  stejně  dlouhé,  zanedbal  jsem  u výpočtu 
pravděpodobnosti  pro  výběr  následujícího  vrcholu  (2)  heuristickou  vhodnost  okolních  cest. 
Výpočet  pravděpodobnosti  je  realizován pomocí vzorce (10). Feromonová stopa se neukládá 
na hrany vzniklého grafu, ale přímo do vrcholů, proto proměnná τij nereprezentuje množství 
feromonu uloženého na hraně mezi vrcholy i a j, ale hodnotu uloženou v sousedním vrcholu j.
Inicializace
Hodnoty  feromonových  stop  odpovídající  vrcholům  promítnutým  do překážek 
znázorněných  na mapě  se inicializují  na nulovou hodnotu,  která  se po celou  dobu  výpočtu 
nemění.  Tímto  je  zaručeno,  že pravděpodobnost  pro  navštívení  tohoto  vrcholu  vypočítaná 
pomocí  vzorce  (10)  bude  vždy  nulová  (mravenec  tento  vrchol  nikdy  nenavštíví).  Vrcholy 
promítnuté do potravinových zdrojů jsou inicializovány na zápornou hodnotu, tímto mravenec 
pozná, že narazil na potravu. Ostatní vrcholy jsou inicializovány na hodnotu τ0.
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Další změna je v umisťování umělých mravenců při inicializaci. Mravenci se neumisťují 
do náhodně  vybraných  vrcholů,  ale  pouze  do vrcholu  reprezentujícího  mraveniště.  Všichni 
mravenci při vytváření řešení vycházejí z mraveniště.
Vytvoření řešení
Mravenec vytvoří řešení  Tk, jakmile při putování grafem narazí na potravinový zdroj. 
Počet vrcholů, které na své cestě navštívil, udává kvalitu tohoto řešení Lk.
Další  změnou ve srovnání  s Elitist  Ant  System je,  že mravenec  během jedné iterace 
algoritmu provede vždy jen jeden krok. Nekonstruuje najednou celá řešení. Pokud se mravenec 
při  putování  grafem  dostane  do míst,  ze kterých  neexistuje  další  krok,  je  přemístěn  zpět 
do mraveniště  (inicializace  mravence)  a začíná  konstruovat  řešení  nové.  Mravenec  nemůže 
vstoupit na vrcholy, které již při vytvářeném řešení navštívil. Do situace, z které neexistuje další 
krok,  se může  dostat  doputováním  do slepé  uličky  vytvořené  z překážek  předchozím 
navštívením všech vrcholů ležících v nejbližším okolí aktuálního vrcholu nebo kombinací těchto 
dvou možností.
Aktualizace feromonové stopy
Mravenci vypustí feromonovou stopu ihned po nalezení řešení, a to podle vzorce (18).
(18)
Hodnota Δ τ ij
k se vypočítá podle vzorce (3).
Vypařování  feromonové  stopy se děje  vždy po určitém počtu  iterací  algoritmu.  Tento 
počet je reprezentován parametrem teva.
7.1.1 Nastavení parametrů algoritmu
Za účelem zjištění ideálního nastavení parametrů algoritmu jsem s vytvořenou aplikací 
prováděl  experimenty.  Postupně  jsem nastavoval  různé  kombinace  hodnot  všech  parametrů 
a testoval jejich vliv na kvalitu řešení. Experimenty jsem prováděl na mapách různých složitostí. 
Nejlepších výsledků jsem dosahoval s hodnotami nastavitelných parametrů uvedených v tabulce 
9.
Tabulka 9: Nastavení parametrů algoritmu
Parametr Hodnota
α 1
teva 105
ρ 0,7
m 150
Q 100
τ0 2
e 0,2
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8 Závěr
V této  práci  jsem  se zabýval  řešením  optimalizačních  úloh  algoritmy  Ant  Colony 
Optimization a vědními disciplínami, do kterých tato problematika spadá. Popsal jsem vztahy 
mezi  základními  ACO  algoritmy  a jejich  biologickou  inspiraci,  která  vychází  z chování 
skutečných mravenců v kolonii.  Hlavní  část  práce  jsem věnoval  aplikování  ACO algoritmu 
na řešení  úlohy obchodního cestujícího  a na řešení  hledání  potravinových zdrojů  a optimální 
cesty  mezi  potravou  a mraveništěm  a experimentům  s vytvořenými  aplikacemi.  Pomocí 
experimentů jsem zjišťoval vliv parametrů algoritmu na kvalitu nalezených řešení.
Úlohu obchodního cestujícího (Travelling Salesman Problem – TSP) jsem řešil pomocí 
algoritmu  Elitist Ant  System,  což  je  algoritmus  vycházející  z Ant  System  obohaceného 
o elitismus.
Experimenty  s vytvořenou  aplikací  řešící  symetrické  úlohy  TSP  jsem  prováděl 
na zadáních  z knihovny  TSPLIB  berlin52  (52  měst),  pr76  (76  měst)  a eil101  (101  měst). 
Vycházel jsem z doporučených hodnot nastavitelných parametrů algoritmu [1]. Pro tyto hodnoty 
parametrů vykazoval  algoritmus nejlepší  výsledky.  U nejjednodušší  testované úlohy berlin52 
se odchylka nalezených řešení od řešení optimálního pohybovala v rozmezí 0,25 % až 1,86 %. 
U složitějších úloh  pr76 a eil101 pak mezi  5,43 % až 11,13  %.  Experimenty s jednotlivými 
parametry  jsem  zjistil,  že největší  vliv  na kvalitu  nalezeného  řešení  má  poměr  vah  mezi 
intenzitou  feromonové  stopy  a heuristickou  vhodností  u výpočtu  pravděpodobnosti  spojené 
s pravidlem  přechodu.  Nejmenší  vliv  má  parametr  určující  celkové  množství  feromonu 
vypuzeného  jedním  mravencem  nesoucím  potravu  při  návratu  do mraveniště.  Na základě 
výsledků  prováděných  experimentů  můžu  říct,  že aplikovat  algoritmus  Elitist  Ant  System 
na řešení problému obchodního cestujícího je vhodné, protože dosahuje kvalitních výsledků. Pro 
zpracování experimentů jsem zvolil tuto úlohu, jelikož existuje knihovna zadání a optimálních 
řešení, tudíž jsem měl s čím porovnat výsledky.
Další vývoj demonstrační aplikace by mohl směřovat k možnosti využít k řešení TSP 
více ACO algoritmů než pouze Elitist Ant Systém. Bylo by tedy možné porovnávat jednotlivé 
algoritmy mezi sebou.
Úlohu hledání  potravinových  zdrojů  a optimální  cesty  mezi  potravou  a mraveništěm 
jsem  taktéž  řešil  algoritmem  Elitist  Ant  Systém,  který  je  však  oproti  předchozímu  použití 
modifikován.  Největší  změny  se týkají  aktualizace  feromonové  stopy  a průběhu  vytváření 
jednotlivých řešení. Mravenci z důvodu neznalosti počtu kroků pro dosažení řešení provedou při 
jedné  iteraci  algoritmu  právě  jeden  krok.  Feromonovou  stopu  na trase  k potravě  aktualizují 
ihned po jejím nalezení. Vypařování se pak neděje po každé iteraci algoritmu, ale až po určitém 
počtu iterací. Aplikace by se dále mohla vyvíjet přidáním modifikací, které by vedly k dalšímu 
zefektivnění algoritmu.
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