Abstract. We provide sufficient conditions for the existence of solutions to a semilinear wave equation with non-monotone nonlinearity involving a small parameter. Our results are based on the analysis of a an operator that characterizes the projection onto the kernel of the wave operator subject to periodic-Dirichlet boundary conditions. Such a kernel is infinite dimensional which makes standard compactness arguments inapplicable.
Introduction
Based on the results of [1] and the methods introduced in [6] , we study the equation ⎧ ⎪ ⎨
⎪ ⎩ u = (u 2k + h(t, x) + R(t, x, u)) u(t, 0) = u(t, π) = 0 u(t, x) = u(t + 2π, x)
(1) where = ∂ tt − ∂ xx denotes the D'Alembert operator, k is a positive integer, t ∈ R, x ∈ [0, π] and R ∈ C 0 (R × [0, π] × R) is 2π-periodic in its first variable. We assume that R is differentiable in its third variable, and that R(t, x, 0) = 0 and lim u→0 R u (t, x, u) u 2k−1 = 0,
uniformly for (t, x) ∈ R × [0, π].
The key feature of equation (1) is that, regardless of the size of , the derivative of the nonlinearity includes the eigenvalue 0 which has infinite multiplicity (see (3) below) making compactness arguments not applicable. All the results of this paper extend to the case where, in (1) , u 2k is replaced by β(x)u 2k with β a positive continuous function such β(x) = β(π − x). For the sake of simplicity in the presentation we restrict ourselves to the case β(x) ≡ 1.
Throughout this paper all functions are 2π-periodic in the variable t.
The kernel of subject to the boundary conditions in (1) 
For 1 ≤ p < ∞, the norm in L p (Ω) will be denoted by · p ; the norms in L ∞ and C 0 will simply be denoted by · . The norm in the space H 1 will be denoted by · 1,2 and is defined as
An elementary argument based on Fourier expansions shows that for each f ∈ N ⊥ there exists a unique w ∈ H 1 ∩ N ⊥ such that (w) = f in the sense of distributions. Moreover, the transformation f → w ≡ −1 (f ) is continuous as an operator from
Thus there exists a constant c 0 such that
see [1] , (2.3).
For the rest of this paper h ∈ N ⊥ . Letting H = −1 (h) + v, with v ∈ N , subtracting ( H) = h from both sides of the first equation in (1) and replacing u − H by u that equation becomes
subject to the the boundary conditions in (1). We establish the solvability of (7) in terms of the operator (8) where
In fact, our main result is:
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then there exist 0 > 0 such that for ∈ (0, 0 ) the equation (7) has a solution u ∈ C 0 (Ω).
Our next result shows that Theorem 1 includes the existence results in [1] . In fact, we have:
The positivity of H is not a necessary condition for the invertivility of L H . For example if h(t, x) = 9 sin(3x) + h 1 (t, x) with h 1 small enough then H = −1 h + v changes sign for any v ∈ N and yet L H is invertible. This is a case where Theorem 1 applies but not the results of [1] . See Theorem 3 in Section 5 below.
The operator L H was introduced in [5] to prove the nonexistence of continuous solutions to
when λ is not an eigenvalue of subject to the periodicity condition in (9) , g has compact support, λu + g(u) is not monotone, and h is a large multiple of sin(t + x). The operator L H was also used in [6] to prove the existence of solutions to (9) when h does not vanish on sets of positive measure in any characteristic line. For results on (9) the reader is referred to [2, 3, 12] , for the other studies on the non-monotone case see [4, 9, 13] .
Following the results in [8] , if the functions h and R satisfy the symmetry
then one may restrict the study of equation (1) to spaces of functions u with this symmetry. Since no non-zero element in N satisfies this symmetry, Π N ((u + H) 2k + R(t, x, u + H)) = 0 for any u satisfying the symmetry (see (10) below). This reduces the solvability of (1) to the solvability of the range equation (11) which is easily solved for small under no additional hypothesis on h, see Section 2.
The solutions given by Theorem 1 satisfy u ≤ O( ). This cannot happen if h ∈ N ⊥ , see [1] , Remark 1.1. Thus the assumption h ∈ N ⊥ is necessary. If H > 0 and smooth the solutions to (1) are smooth (see [1] , Theorem 2.) The regularity of the solutions here obtained for H changing sign is yet to be studied. 
Solvability in N
Setting u = v + w with v ∈ V and w ∈ W , the problem (7) is equivalent to solving the kernel and the range equations
In order to solve the kernel equation, (10), we will follow the methods introduced in [5, 6] . The following proposition summarizes the solvability of the range equation, (11) . We omit its proof as, up to minor details, it is given by the proof of Proposition 3.2 of [1] .
Proof of Theorem 1
We prove in detail the case k > 1; the case k = 1 follows the same pattern witĥ v = 0 making the calculations a lot simpler.
Letv be as in part b) of Theorem 1, and v =v + ζ. Since the product of an even number of elements in N is in
where C j is the binomial coefficient 2k choose j, and
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As in [6] , for 0 ≤ r ≤ s ≤ 2π let χ [r,s] be the 2π-periodic function such that
and let φ be the function defined by
Also we let
From now on, for the sake of simplicity in the notations, we write dtdx = dσ.
Multiplying ζJ by φ and integrating on Ω we obtain
By the Lebesgue differentiation theorem (see (49) in [2] ), for almost every r ∈ [0, 2π],
Similarly, multiplying Q(ζ, , H) by φ, integrating on Ω, dividing by s−r, and taking limit as s tend to r we have 
where D j = C j M 2k−j and μ = (M + 2τ ) 2k + 1. Next we choose γ > 0 be such that
By (2), there exists δ > 0 such that if |s| < δ then |R(t, x, s)| < γs 2k and |R u (t, x, s)| ≤ γ|s| 2k−1 . Finally we take 4 ∈ (0, 3 ) such that
Now for z ≤ τ we have ζ ≤ 2τ , and
Vol
Thus, from the definition of Q, Proposition 1, (20), (21) and (22), we have 
Proof of Theorem 2
Let
Let us assume that there exists a sequence {p n } in X 2 such that|L H (p n )(r pn )| < 1/n. Without loss of generality we may assume that p n (r pn ) = 1. Hence Therefore
Hence there exists a subsequence p n k of {p n } such that 
Examples of invertivility of L when H changes sign
In this section we make use of Fourier expansions to provide examples in which L H ≡ L (see (8) , Theorem 1) is invertible in the space of continuous functions and yet H changes sign. In fact we show that this is the case for H(t, x) = sin(3x), and explicitely calculate L −1 . This and Theorem 2 prove that our results properly include those of [1] .
(a jl sin(jx) sin(lt) + b jl sin(jx) cos(lt)),
Elementary calculations show that
cos(kr + lr)
L(cos(kr)) = 8
j+l odd
In particular, if
and
Hence, for
Clearly we have that if
Let now t n → t. Thus
where the constant c is independent of t and t n . Hence S 1 is a continuous function. Similarly, S 2 is also a continuous function. Hence, by (35) and (36),
Furthermore for all k positive integer, 1 + 9/4 k 2 −9/4 = 0 and
Therefore, following the arguments in (34), (35) and (36) we have that the operator
is the inverse of L. Here
is the Fourier series of q(t). So, by Theorem 1, there exists 0 > 0 such that for ∈ (0, 0 ) the equation (7) has solution u ∈ C 0 (Ω).
Lemma 1. If h(t, x) = 9 sin(3x) and H
= −1 (h) + v, with v ∈ N , then H changes sign.
Proof. By the definition of H, H(t, x) = sin 3x + v(t, x) with v(t, x)
(39)
Since p is 2π-periodic and 2π 0 p(t)dt = 0, (39) is a contradiction. On the other hand, if we assume that H(t, x) < 0 for all x ∈ (0, π), t ∈ [0, 2π], taking x = π/6 we also reach a contradiction. Hence H changes sign.
Taking h(t, x) = 9 sin(3x) and H(t, x) = sin(3x), by (38) and Theorem 1, the equation (1) has a solution for small. On the other hand, by Lemma 1, Theorem 1 of [1] does not apply because neither h nor H are of one sign. These arguments easily extend to any function h(t, x) of the form sin(kx) with k odd and positive. This provides a large class of examples for which Theorem 1 applies but not Theorem 1 of [1] .
Since the set of invertible of operators in a Banach space is open in the algebra of such operators, if H 1 (t, x) is small then L + L H 1 is also invertible. Thus we have: 
Appendix
The purpose of this appendix is to establish the existence ofv = V as used in the proof of the case k > 1 in Theorem 1 when H is positive (see Lemma 3 below.)
Lemma 2. There exists
where 
Similarly, for all x ∈ (3π/4, π],
Consequently, by Fubini's theorem, (44), and (45)
which proves Lemma (2). 
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Arguing as in (17)- (18) 
where the q j 's are bounded periodic functions. Since also we are assuming H to be continuous and positive, there exists a positive constant c such that 
