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We study the signatures of a classical mixed phase space for open quantum systems. We find the
scaling of the break time up to which quantum mechanics mimics the classical staying probability
and derive the distribution of resonance widths. Based on these results we explain why for mixed
systems two types of conductance fluctuations were found: quantum mechanics divides the hierar-
chically structured chaotic component of phase space into two parts - one yields fractal conductance
fluctuations while the other causes isolated resonances. In general, both types appear together, but
on different energy scales.
PACS numbers: 05.45.Mt, 05.60.Gg, 72.20.Dp, 73.23.Ad
Generic Hamiltonian systems are nonintegrable and
have a mixed phase space, where regions of regular and
chaotic motion coexist [1,2]. The chaotic dynamics in
mixed systems is clearly distinct from the fully chaotic
case. For an open system this is manifested in a power-
law decay of the staying probability [3]
P (t) ∼ t−γ , γ > 1 , (1)
in contrast to the typically exponential decay in fully
chaotic systems. The power law originates from partial
transport barriers [4], e.g., Cantori, dividing the chaotic
part of phase space into an infinite hierarchy of par-
tially connected chaotic regions (for a sketch see Fig. 1a).
These regions of ever decreasing size are connected by
fluxes, i.e., exchanged phase space volumes on the en-
ergy surface per time.
It is a central question of quantum chaos, how the hier-
archical structure and the dynamics of a generic classical
phase space show up in quantum properties. An impor-
tant fact is that quantum dynamics drastically differs
from classical dynamics once the classical flux between
connected regions becomes smaller than the Planck con-
stant [5]. For the hierarchy of chaotic regions connected
by decreasing fluxes this introduces a quantum flux bar-
rier. It divides the chaotic part of phase space into two
parts with different quantum properties. For closed quan-
tum systems this leads to chaotic states before and hier-
archical states behind the flux barrier [6].
For open quantum systems, the search for signatures of
the hierarchical phase space has concentrated on conduc-
tance fluctuations, a central phenomenon of mesoscopic
physics [7,8]. They occur as a function of an external pa-
rameter, e.g., magnetic field or energy, when the phase
coherence length exceeds the sample size. A semiclassical
analysis led from Eq. (1) to the prediction of fractal con-
ductance fluctuations (FCF) [9]. For the typical γ < 2,
they are characterized by a fractal dimensionD = 2−γ/2
of the conductance curve g(E) and by a scaling of the
variance of conductance increments
var(∆E) ≡ 〈(g(E +∆E)− g(E))2〉E ∼ |∆E|
γ , (2)
on energy scales ∆E, which must be larger than the mean
level spacing. In fact, FCF have been found in experi-
ments on gold wires [10], semiconductor nanostructures
[11] and numerically [12,13].
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FIG. 1. (a) Sketch of a Poincare´ surface of section, show-
ing the hierarchical structure of the chaotic component of
phase space in the vicinity of a regular island. The quantum
flux barrier at n∗ divides this hierarchy into two parts. (b)
Dimensionless conductance vs. energy (in units of the mean
level spacing) for a quantum graph (v = 32) showing fractal
fluctuations on large energy scales and (c) isolated resonances
(arrows) on scales smaller than ∆E∗.
Surprisingly, a new type of conductance fluctuations
has been found numerically for the cosine billiard with
a mixed phase space [14]. In contrast to the expected
FCF, the conductance g(E) shows a smoothly varying
background with many isolated resonances. These nar-
row resonances do not lead to fractal properties. They
are reflected, however, in the variance of conductance in-
crements where a power law var(∆E) ∼ (∆E)δ below the
mean level spacing was observed. The exponent δ ap-
pearing in this quantum regime seemed to coincide with
the classical exponent γ from Eq. (1), contradicting semi-
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classical intuition. Neither the origin of these isolated res-
onances nor the observed power law have found an expla-
nation so far. Even the fundamental riddle is unresolved:
Why are there two types of conductance fluctuations in
mixed systems?
In this paper, we derive and numerically verify the scal-
ing of the break time t∗ until which the quantum stay-
ing probability mimics the classical power-law decay of
Eq. (1). We derive the resonance width distribution p(Γ),
the main characteristic of an open quantum system, for
the states behind the flux barrier. We then apply these
results to conductance fluctuations and show that the
phase space regions before the flux barrier give rise to
FCF, while the regions behind are the origin of isolated
resonances. Thus FCF and isolated resonances will in
general appear together (Fig. 1b,c). The smallest energy
scale of FCF is shown to be ∆E∗ = h/t∗, below which
isolated resonances appear. They are characterized by
an asymptotic power law for the variance of conductance
increments var(∆E) ∼ ∆E for ∆E → 0. Furthermore,
these results allow to predict which type of conductance
fluctuations will dominate in a given numerical or exper-
imental setup. We thus unify the contradicting findings
of FCF [9–13] and isolated resonances [14].
We will use the simplest model describing the infi-
nite hierarchy of partially connected chaotic regions [15].
It is a chain of regions n = 0, 1, . . . with downscaling
volumes Ωn = Ω0ω
n (ω < 1) on the energy surface.
Neighboring regions are connected by decreasing fluxes
Φn,n+1 = Φ0,1ϕ
n (ϕ < ω), as sketched in Fig. 1a. In the
presence of a flux Φ > Φ0,1 for leaving the chain from
region n = 0 the staying probability in the chain, when
started in region n = 0, decays according to Eq. (1) with
γ = 1/(1− lnω/ lnϕ) [15].
Quantum dynamics in a d-dimensional system can
mimic the classical flux between two regions if it is larger
than h¯d−1 while in the opposite case the regions are cou-
pled perturbatively [5]. Applying this idea to the chain
model yields the position n∗ of the flux barrier
Φn∗,n∗+1 ≈ h¯
d−1 , (3)
which divids the chain into two parts: the part before the
flux barrier (n < n∗) where quantum mechanics mimics
classical dynamics and the regions with n > n∗ which are
coupled perturbatively to each other. The position of the
flux barrier is n∗ = ln h¯eff/ lnϕ with h¯eff ≡ h¯
d−1/Φ0,1
being the effective Planck constant of the chain model
[16].
The flux barrier introduces an important new time
scale t∗ = Ωn∗+1/Φn∗,n∗+1. Beyond this time, regions
with n > n∗ are explored and quantum dynamics has to
differ from classical dynamics. Therefore, at most up to
this break time the quantum mechanical staying prob-
ability Pqm(t) can follow the classical power-law decay.
The time t∗ scales as
t∗ ∼ τ
H
· h¯
1−1/γ
eff , (4)
where τ
H
= h/∆ is the Heisenberg time and ∆ =
hd/
∑
nΩn is the mean level spacing. This result is
in contrast to previous predictions for the break time
[17,18], but agrees with the numerical findings for the
kicked rotor at kicking strength K = 2.5, where γ ≈ 2
[17]. The scaling of the break time according to Eq. (4)
is confirmed over three orders of magnitude in h¯eff for
the separatrix map [12] with γ = 1.33 (Fig. 2).
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FIG. 2. The quantum break time t∗ up to which
Pqm(t) ≈ P (t) (with deviation ≤ 20%) vs. h¯
−1
eff for the sepa-
ratrix map (γ = 1.33, parameters as in Ref. [12]). The solid
line corresponds to the prediction of Eq. (4) using τH ∼ h¯
−1
eff
for the separatrix map.
A major characteristic of open quantum systems is the
distribution p(Γ) of resonance widths. Since the states
behind the flux barrier couple only weakly to the part be-
fore the flux barrier their distribution of resonance widths
can be calculated perturbatively. The typical resonance
width Γn of the states localized in region n > n
∗ + 1 is
proportional to the product of all the individual couplings
connecting the regions from n∗ + 1 to n. This yields
Γn
Γ∗
=
n−1∏
j=n∗+1
Φj,j+1
h¯d−1
=
n−1∏
j=n∗+1
ϕj−n
∗
≈ ϕ(n−n
∗)2/2 , (5)
where Γ∗ = h/t∗ and we assumed n − n∗ ≫ 1 for the
final step. Using the cumulative distribution of resonance
widths Pint(Γn/Γ
∗) =
∫ Γn/Γ∗
0
p(Γ)dΓ ∼
∑
∞
j=n Ωj ∼ ω
n
one finds
p(Γ) ∼
1
Γ
·
exp
(
lnω
√
2 ln (Γ/Γ∗)/ lnϕ
)
√
− ln Γ/Γ∗
(6)
on scales Γ < Γ∗. Asymptotically, this distribution con-
verges to p(Γ) ∼ 1/Γ for small Γ. Quite importantly, the
transition to this asymptotic behavior can extend over
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many orders of magnitude depending on the scaling pa-
rameters ω and ϕ. In order to check the perturbation pre-
diction we constructed a quantum graph realization (see
below) of the chain model. In fact, one finds an excellent
agreement of the numerical data with Eq. (6), as shown
in Fig. 3a. Regular islands, which are not included in the
chain model, give an additional contribution p(Γ) ∼ 1/Γ
[17]. Numerically, we find for the kicked rotor the broad
transition region (10−3 < Γ/∆ < 1) due to the hierarchy
and the asymptotic power law (Fig. 3a, upper inset).
We now want to apply the concept of the flux barrier
together with our findings for the break time and the
distribution of resonance widths to conductance fluctua-
tions. We will show that FCF come from regions before
the flux barrier while isolated resonances are scattering
signatures of the hierarchical states living behind the flux
barrier. Thus, in general, they coexist but appear on dif-
ferent energy scales.
Since the semiclassical derivation of FCF [9] does not
take into account the quantum effects caused by the flux
barrier, it is valid for times t < t∗ only. This predicts
that FCF have a smallest energy scale
∆E∗ = Γ∗ =
h
t∗
∼ ∆ · h¯
1/γ−1
eff , (7)
and that they originate from phase space regions before
the flux barrier. The largest energy scale for FCF is
related to the time t0 at which the classical power-law
decay starts and is given by t0 = Ω1/Φ0,1 ∼ τHh¯eff for
the chain model. The ratio t∗/t0 = h¯
−1/γ
eff thus deter-
mines over how many orders of magnitude FCF can be
observed.
Below the energy scale ∆E∗, the conductance g(E) is
determined by the states behind the flux barrier, which
are characterized by p(Γ) of Eq. (6). Each of the reso-
nances will lead to an isolated feature of width ∼ Γ in the
conductance. Under the assumption that the height and
the width of these features are uncorrelated, it was shown
in Ref. [14] that p(Γ) ∼ Γδ−2 leads to var(∆E) ∼ ∆Eδ.
Therefore, the asymptotic power law p(Γ) ∼ 1/Γ should
lead to a linear increase var(∆E) ∼ ∆E for small ∆E
together with a broad transition region.
In order to check the above predictions for conductance
fluctuations we construct a quantum graph realization of
the chain model. Each of its regions n is modelled by
a fully connected graph [19] with v vertices and a total
length proportional to Ωn. These graphs are connected
such that the flux from region n to n+ 1 is Φn,n+1 with
leads attached to region n = 0 (Fig. 3a lower inset), de-
tails will be published elsewhere. By increasing v the
semiclassical limit, h¯eff → 0, is approached and the flux
barrier moves deeper into the hierarchy. For v = 32
(h¯eff = 0.02, ω = 0.6,ϕ = 0.21) the flux barrier is located
between regions n = 3 and n = 4. Indeed, the conduc-
tance shows FCF on energy scales above ∆E∗ = 14.8 ·∆
(Fig. 1b) and isolated resonances on scales below ∆E∗
(Fig. 1c). When restricting this graph to regions n ≤ 3,
i.e., regions before the flux barrier, we find FCF without
isolated resonances. By successively appending regions
n ≥ 4 a growing number of isolated resonances appears.
For a quantitative analysis of the isolated resonances we
use a quantum graph with v = 4 (h¯eff = 2), showing
many isolated resonances (Fig. 3b inset), since the flux
barrier is located between regions n = 0 and n = 1. For
small ∆E we find var(∆E) ∼ ∆E together with a broad
transition region confirming the predictions of the per-
turbation theory (Fig. 3b).
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FIG. 3. (a) Distribution of resonance widths (solid line)
for a quantum graph with v = 4 (lower inset) and the pre-
diction of Eq. (6) (dashed line). The slow convergence to the
asymptotic 1/Γ can be seen. The distribution for the kicked
rotor (K = 2.5, h¯ = 2pi/15000) shows the same behavior
(upper inset). (b) The variance of conductance increments
shows the asymptotic var(∆E) ∼ ∆E and a broad transition
region in agreement with the expected behavior derived from
Eq. (6) (var(∆E) ≈ p(Γ = ∆E) · (∆E)2, dashed line). The in-
set shows the corresponding conductance with many isolated
resonances. Energies are in units of the mean level spacing.
Our analysis suggests that the numerically observed
isolated resonances for the cosine billiard [14] are scat-
tering signatures of the phase space region behind the
flux barrier. The size of this region can be estimated
from the relative number of isolated resonances (18%).
From a classical simulation we determine the time up
to which only regions before the flux barrier are explored
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(82% of the phase space), which gives an estimate for the
break time t∗ ≈ 25 (in units of the traversal time). Thus
the classical power law which starts at t0 ≈ 3 (Fig. 1
in Ref. [14]) can be mimicked for less than one order of
magnitude and this explains why no FCF were observed
for the considered energy range. Another puzzling ob-
servation in Ref. [14] was the occurrence of the classical
exponent γ in a power law of var(∆E) on scales below the
mean level spacing. Our analysis suggests, however, that
in this regime one has a broad transition to the asymp-
totic var(∆E) ∼ ∆E. Since this transition can extend
over many orders of magnitude, it may locally fake a
power law with exponent larger than one. Thus the nu-
merically observed isolated resonances are explained by
our theoretical approach.
Experimentally, FCF have been observed [11] in semi-
conductor nanostructures where typically the conduc-
tance is measured as a function of an external mag-
netic field. In order to observe isolated resonances, one
has to measure the conductance on magnetic field scales
smaller than the smallest scale ∆B∗ of FCF. The scale
∆B∗ = h/(eA∗) originates from the area A∗ enclosed by
a trajectory which stays up to the break time t∗ = h/∆E∗
in the cavity. If the phase coherence time τϕ is larger than
t∗, one can observe isolated resonances.
We thank B. Huckestein and F. Steinbach for helpful
discussions.
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