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研究成果の概要（和文）： 
本研究では、大画面や携帯端末におけるハンドジェスチャを利用した新しいインタラクション
手法を開発するとともに、それらをモデル化した開発フレームワークを実装して、ハンドジェ
スチャ利用アプリケーション開発の支援を試みた。フレームワークでは画像認識を用いて実装
する際のソフトウェア構造をモデル化した。また、複数の Kinect サーバを用いたトラッキン
グサーバを開発して、室内空間における日常生活内での実装を行った。 
 
研究成果の概要（英文）： 
In this research, we developed several new interaction techniques for hand-gesture based 
applications at large screens or mobile terminals. In addition, we developed a framework 
for developing such applications, which modeled the example applications developed using 
various image recognition techniques. We also developed a multiple Kinect-based tracking 
server, which enables to implement hand-gesture based application in a everyday life 
situation. 
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１．研究開始当初の背景 
 ユビキタスコンピューティングの重要な
要素はコンテキストアウェアネスであり、実
世界指向である。つまり、その場の実世界の
状況自体が取り扱う重要な対象であるため、
「このあたり」「この色」「こんな形」と実物
を指し示して提示することが必要である。ま
た、ユビキタス環境を想定する以上、特殊で
環境に固有のデバイスを利用しないことが
望ましい。 
 本研究では、この実世界と人とユビキタス
環境とを結ぶ技術として、身振り手振りなど
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日常生活で人がコミュニケーションに用い
る動作を積極的に利用する。具体的には、物
を指し示すこと、物を提示すること、「この
くらい」と形や大きさを身体を用いて示すこ
とを、ユビキタス環境における重要なヒュー
マンインタフェースの要素とする。しかし、
これらのインタフェースの実現は、画像認識
やジェスチャの学習など、基礎技術が既に確
立されているにもかかわらず容易ではない。
これは、ユビキタスアプリケーションを作成
する側に立った必要な技術の統合と応用す
る際のノウハウがまとめられていないから
である。 
 これまでにユビキタス環境における鏡を
用いた新しいインタラクション手法、またハ
ンドジェスチャによるグラフィカルユーザ
インタフェース環境のインタラクション手
法"Double Crossing"について研究・発表し
た。これらは本研究が目的とするソフトウェ
ア基盤のアプリケーション例と言えるもの
であり、これらの開発研究で得られた知見を
汎化することにより、汎用的な開発環境を構
築することを目指す。 
 
２．研究の目的 
 本研究の目的は、家庭やオフィスなど実世
界環境におけるハンドジェスチャを核とした
ヒューマンインタフェース構築を支援するソ
フトウェア開発環境を設計・実装することで
ある。特に、利用者がデバイス等を何も装着
せずに身体のジェスチャ動作によって実世界
に関する情報をユビキタスコンピューティン
グ環境へ入力するインタフェースを対象とす
る。この開発環境では、自然で直感的に操作
できる高レベルインタラクションモジュール
をツールキットという形で提供することによ
り、簡単にこれらの特徴を持つ次世代の情報
家電やサービスを構築できるようにする。構
築されたアプリケーションのインタフェース
は特殊な機材を必要とせず、リビングなど家
庭での日常生活で受け入れられるものとする
。しかも、利用者は実世界環境におけるユビ
キタスコンピューティング能力を最大限に発
揮させ活用できるものとする。 
 
 
３．研究の方法 
 本研究では、(1)実世界環境におけるハン
ドジェスチャインタフェースの設計開発と、
その(2)ハンドジェスチャインタフェース要
素の部品化フレームワーク化に関して研究
開発を行うことが主目的である。 
 
（１）実世界環境におけるハンドジェスチャ
インタフェースの設計 
  
 本研究では特に実世界情報の入力ジェス
チャインタフェース に着目している。ここ
での実世界情報とは、ユーザの周囲に実在す
る物に関わる情報や、ユーザの身振り手振り
による形や大きさなどの具体的な情報のこ
とである。例えば、両手で仮想的な「枠」を
提示する。ここでユーザが示した「枠」の大
きさや位置・方向を利用すればユビキタス環
境ではカメラ無しで写真を取るアプリケー
ションが構築できる。このようなユビキタス
アプリケーションで役立つ実世界情報を網
羅して、それぞれに適した自然なジェスチャ
入力インタフェース技術を開発する。 
 また、従来の GUI を用いた既存アプリケー
ションを操作するためのハンドジェスチャ
インタラクション手法も用意する。ユビキタ
ス環境においては、マウス・キーボードは利
用できないことが多い。我々は double 
crossing など既にハンドジェスチャによる
マウス・キーボード代替のための研究を行っ
ているが、これをさらに発展させ実世界イン
タラクションとの融合を図る。また、以下の
点について注目して設計を行う。 
① コンテキストセンシングの利用。ユーザの
コンテキスト取得のために加速度センサ
や距離センサ、圧力センサ等を環境に埋め
込み、あるいはユーザに装着させて、コン
テキストアウェアなユーザのジェスチャ
操作認識を行う技術を開発する。類似のジ
ェスチャであっても、ユーザの意図はその
場のコンテキストによって変わる。そのイ
ンテリジェントな状況を読む技術を開発
する。 
② フィードバック。ユビキタス環境における
ヒューマンインタフェースを自然に利用
できるようにするためには、ユーザのユビ
キタス環境の適切な理解が必要である。そ
のためにはユーザに対して適切にユビキ
タス環境を表現する必要がある。特に、本
研究においてはユーザの能動的なジェス
チャ入力に対する適切なフィードバック
が非常に重要である。現在研究分担をして
いる「ユビキタス環境での情報提示手法の
研究」の成果を参考にして適切なフィード
バック技術を開発する。 
③ テキストメニュー入力。ユビキタス環境に
おいても従来のウェブブラウジングやメ
ールなどのアプリケーションを利用でき
ることは重要である。その際に特に必要と
なるのは、テキスト入力とメニュー選択で
ある。既にペン入力向きの FlowMenu イン
タフェースをハンドジェスチャにより操
作することや、その応用である日本語入力
インタフェース Popie の利用に取り組ん
でいる。これらの認識手法を改善して誤認
識を減らし認識速度を上げるとともに、ど
こでもユビキタスに利用可能とする技術
を開発する。 
  
（２）ヒューマンインタフェース要素の部品
化フレームワーク化 
 
設計したジェスチャ入力インタフェースを
部品として組み合わせて容易に実用アプリ
ケーションが構築できるツールキットを開
発する。特に以下に焦点を置く。 
 
① フレームワークの設計と構築 
ユビキタスアプリケーションのユーザイ
ンタフェース開発フレームワークを作成
する。ここでは特にコンテキストアウェア
ネスが重要であり、状況を認識してユーザ
の動作意図を判断し適切な動作を行う仕
組みを設計し提供する。 
② ジェスチャ部品要素の開発 
その上で、カメラや多様なセンサの入力モ
ジュール、それらの入力からジェスチャを
認識するモジュールを、上記アプリケーシ
ョンフレームワークに組み込める部品群
として開発する。これらの認識技術等は既
存の技術やライブラリを活用して実装す
るが、ユビキタス環境で実際に利用できる
実践的技術を開発し、ツールキットとして
提供する。 
４．研究成果 
(1) ジェスチャを用いたアプリケーション
の開発 
 いくつかのジェスチャを活用したアプリ
ケーションの設計と実装により、ジェスチャ
設計に関する知見を得るとともに、同種のア
プリケーションを開発するために必要な実
装上の知見を得て(2)(3)のフレームワーク
等の開発に生かした。 
①指先一本の動きによって既存の GUIを操作
するインタフェースの設計と実装（雑誌論文
①）。既に提案していたダブルクロッシング
を基本操作として、主に大画面に向かって
GUI を操作する環境において用いるオーバー
レイ型のメニュー等を設計実装した。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
②パームディスプレイインタフェースの設
計と実装（雑誌論文②）。天井等に設置した
プロジェクタを用いて、手のひらをディスプ
レイとするシステムを開発し、その手のひら
で指を用いて操作するインタフェースを設
計実装した。指はプロジェクタの光に照らさ
れるので、その影で認識を行っている。また、
実験により、指でボタンを押すようなジェス
チャよりも、ボタン上で静止させるようなジ
ェスチャのほうがうまく利用できることが
わかった。 
 
 
 
 
 
 
 
 
 
 
 
 
 
③視線とハンドジェスチャを利用した大画
面操作インタフェース（学会発表②）①のよ
うに、大画面環境において、ポインタ移動を
手の動きで行う場合、移動速度を通常画面程
度にすると、大画面上で長距離移動する際に
時間がかかる。そこで、顔向き方向でポイン
タのおおまかな操作範囲を指定できるよう
にして、手による操作と同時に使えるように
した。 
 
 
 
 
 
 
 
 
 
 
④磁気センサによる携帯端末向け操作イン
タフェースの開発（学会発表①）。磁石を指
先につけて磁気センサでその位置を検出す 
ることにより可能になるインタフェースの 
実装と試用を行った。磁石を利用したインタ
フェースでは携帯端末の周辺空間を用いた
り、鞄やポケットにいれたまま操作する等従
来のタッチパネルやキー操作とは異なる操
作が可能になることが示せた。 
 
 
 
図 1：ダブルクロッシング用メニュ
ー 
図 2:パームディスプレイ 
図 3：視線とハンドジェスチャの同
時利用 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(2) ハンドジェスチャを用いたアプリケー
ションのためのフレームワークの開発 
 カメラを用いて画像処理でハンドジェス
チャを認識してアプリケーションに利用す
る手法は多くの場面で使えて多種のジェス
チャに対応できるなど汎用性が高い。しかし、
その開発には画像処理技術の理解だけでな
く、あまりライブラリ化されていないがハン
ドジェスチャ特有の処理が必要になるなど
容易ではない。そこで、そのようなアプリケ
ーションの構造をモデル化したフレームワ
ークを作成した。 
 このフレームワークは図のように、(1)ア
ルゴリズム、(2)デバイス抽象、(3)イベント
分配、(4)ネットワークチャネル、(5)バーチ
ャルデバイス、などの要素で構成され、共通
する処理を再利用できるなど開発を効率化
することができる。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(3) 複数 Kinect センサを用いたトラッキン
グサーバの開発 
 マイクロソフト社から発売された Kinect
センサの登場により、画像だけでなく深度を
手軽に取得できるようになった。この機能を
ハンドジェスチャ利用アプリケーションに
生かすために、部屋の中に複数の Kinect セ
ンサを設置して室内の利用者の位置を取得
して、その利用者の骨格データを取得、さら
にそのデータからジェスチャ認識すること
ができるサーバを開発した。本サーバは、ス
マートルーム環境の構築やアプリケーショ
ンへの応用が期待される。 
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