In this paper, we consider the linear minimum mean square error (LMMSE) estimation of channel for the two-way relay network employing analog network coding and orthogonal frequency division multiplexing. The channel responses required for self-interference cancelation and coherent detection are estimated in the time domain with the preamble. We derive the optimal training condition for minimizing the mean square error (MSE) of the LMMSE estimator and obtain the corresponding MSE. It is observed that the LMMSE estimator has the optimal training condition equivalent to that of the least square estimator and that the former is less sensitive to the training sequences than the latter. We also propose new training sequences not only satisfying the optimal training condition but also providing the minimum peak-to-average power ratio.
Introduction
Relay communication has been intensively studied so far due to its capability of improving coverage and reliability at low cost [1] [2] [3] . However, the additional transmission phase required for relaying incurs spectral inefficiency in practice. By adopting analog network coding (ANC) which spends two transmission phases in data exchange [4, 5] , the inefficiency has recently been partially mitigated in two-way relaying (TWR) networks: In the scheme, two communicating source nodes transmit signals simultaneously in the first phase called the multiple access (MAC) phase, where the two signals autonomously form the ANC in the air. In the second phase called the broadcast (BC) phase, the signals received at the relay node are amplified and broadcasted so that the source nodes equipped with self-interference cancelation (SIC) can retrieve the information which originated from their counterparts. Although various TWR networks based on the ANC have been shown to improve the performance theoretically, *Correspondence: yheekim@khu.ac.kr 1 Department of Electronics and Radio Engineering, Kyung Hee University, Yongin Gyeonggi-do 446-701, Korea Full list of author information is available at the end of the article they assume perfect channel state information in performing SIC and coherent detection [6] [7] [8] .
Recently, the problem of channel estimation has been addressed in the ANC-based TWR networks when the channel reciprocity holds between the MAC and BC phases [9] [10] [11] [12] [13] . These studies deal with the estimation of the composite channels of the MAC and BC phases at the communicating nodes. Specifically, the maximum likelihood and linear maximum signal-to-noise ratio (SNR) estimators have been developed in flat fading channels in [9] . For orthogonal frequency division multiplexing (OFDM) systems in frequency-selective fading channels, the least square (LS) estimator and optimal training sequences to minimize the mean square error (MSE) have been derived in [10, 11] , which have subsequently been extended for the joint estimation of carrier frequency offset and channel responses in [13] . The LS estimators, derived for block-based (or equivalently, preamble-based) signals in the time domain [10] and in the frequency domain [11] , are shown to require the same optimal training condition and to provide the same MSE. Some training sequences satisfying the optimal training condition with low peak-to-average power ratio (PAPR), preferred for the low-cost and low-power design of OFDM systems http://jwcn.eurasipjournals.com/content/2013/1/140 [14] , have also been suggested in [11] . It should be noted that the channel estimation schemes considered for the OFDM-based TWR networks in [10, 11, 13] are all based on the LS criterion.
Without channel reciprocity, two channel estimation methods, the independent estimation of the MAC and BC channels at the relay and communication nodes [15] and the combined estimation of the MAC and BC channels at the communication nodes [16] , have been studied for OFDM-based TWR networks using ANC. It should be mentioned that the former requires the feedback of channel estimates from the relay for the communication nodes to perform SIC and coherent detection. To avoid such a feedback, the latter estimates the composite channels of the MAC and BC phases as in the channel estimators developed for the OFDM-based TWR networks with channel reciprocity [10, 11, 13] . The channel estimator in [16] , which is equivalent to the LS estimator [10, 11, 13] applied to the case with no channel reciprocity, reduces the complexity of the LS estimator by adopting the method developed for point-to-point OFDM systems [17] .
In this paper, the linear minimum mean square error (LMMSE) estimator is adopted for the improvement of channel estimation of OFDM-based TWR networks employing ANC. As in [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] , we assume the channel reciprocity, which improves the performance of the TWR networks as observed in [18] . We would nonetheless like to mention that the results herein can be easily extended to the networks without channel reciprocity. For the LMMSE estimator with the time-domain signals, we derive the optimal training condition minimizing the MSE and analyze the effect of multipath intensity profile (MIP) on the MSE. It is verified that the optimal training condition for the LMMSE estimation is equivalent to that for the LS estimation. In addition, we propose new sets of training sequences satisfying the optimal training condition and, at the same time, exhibiting the lowest PAPR.
The rest of this paper is organized as follows: Section 2 introduces the system model of the OFDM-based TWR network employing the ANC, for which the channel estimation and optimal training condition based on the LMMSE criterion are derived in Section 3. The MSE under the optimal training condition is analyzed in Section 4, followed by discussions on several training sequences satisfying the optimal training condition in Section 5. The performance characteristics of the channel estimators with optimal training sequences are evaluated in Section 6. Section 7 concludes this paper.
System model
Consider the TWR network illustrated in Figure 1 , where the two source nodes S 1 and S 2 exchange information via the relay node R, and each of the three nodes is equipped with a single antenna: We assume a direct channel is not available between S 1 and S 2 . The information exchange is accomplished over two transmission phases using ANC. In the first phase called the MAC phase, the two source nodes S 1 and S 2 send packets to R simultaneously so that the ANC of two packets is formed autonomously in the received signal at the relay node. In the second phase called the BC phase, the relay R amplifies and broadcasts the signal received in the first phase to S 1 and S 2 . Once the relay signal is received, the nodes S 1 and S 2 perform channel estimation with a preamble and then detect the data symbols from their counter part after SIC.
The channel between S i and R is assumed to be reciprocal, frequency-selective fading, and quasi-static over two transmission phases for i = 1, 2. The discrete-time channel impulse response (CIR) between S i and R can then be modeled as 
, where ∼ signifies 'distributed as' and CN (μ, ) denotes the circularly symmetric complex Gaussian (CSCG) distribution with mean vector μ and covariance matrix . The MIP of the CIR between S i and R is then described by σ 2
. The average transmit powers of S 1 , S 2 , and R are denoted by P 1 , P 2 , and P r , respectively.
We adopt the OFDM signal model with N subcarriers for the block-based channel estimation as depicted, for example, in [10] . For transmission in the MAC phase, source node S i generates a preamble followed by a number of vectors of OFDM data symbols:
resentations of the preamble constructed by a training sequence and of the OFDM data symbol vector, respectively, of S i . The training sequences x 1 and x 2 are both known to S 1 and S 2 and are subject to the transmit power constraint x 1 2 = NP 1 and x 2 2 = NP 2 . Here, the OFDM data symbol vector x i,d is generated as 
so that the ISI can be eliminated completely. For the ANC, the two source nodes S 1 and S 2 simultaneously transmit their packets of the CP-added preamble and OFDM data symbol vectors.
The signals received at the relay R in the MAC phase of the ANC protocol can be described, after the removal of CP, as
and
where i is an N × N column-wise circulant matrix hav-
as its first column, and n r ∼ CN 0 N×1 , σ 2 n I N and n r,d ∼ CN 0 N×1 , σ 2 n I N are the additive noise vectors at the relay. Here, 0 a×b denotes the all-zero matrix of size a × b and I a is the a × a identity matrix. The relay constructsỹ r andỹ r,d by adding a CP of length G to y r and y r,d , respectively, and then broadcasts the amplified signalsx r = αỹ r andx r,d = αỹ r,d in the BC phase. Here, α = P r β 1 P 1 +β 2 P 2 +σ 2 n is the scaling factor to make the average relay power equal to P r with
Let us now consider the signal processing at node S i in the BC phase of the ANC protocol. After the removal of CP, the received signal at S i can be expressed in the time domain as
n I N are the additive noise vectors at S i . Note that i m is a N × N column-wise circulant matrix having
as its first column for m = i, j, where denotes the circular convolution a , and the vector t im of lengthL im = L i + L m − 1 denotes the non-zero portion of the composite channel represented by the circular convolution of the zero-padded CIRsh i andh m . In (5), the lth element of t im is given by
To detect the modulation symbol vector X j,d transmitted from S j , the DFT is performed on
where diag(a) denotes the diagonal matrix with the vector a on the diagonal, W L is the N × L submatrix of W constructed by the first L columns, and we have used
t im from the property of a circulant matrix. In (7), the first term on the right-hand side (RHS) is the selfinterference (SI) containing S i 's own transmitted signal, and the second term contains the desired signal X j,d . Hence, S i first removes the SI from 
where i = [ ii ij ] with im , the N ×L im columnwise circulant matrix having x m as its first column;
denotes the total composite channel to be estimated; andñ i = α i n r + n i . It should be mentioned that the first part t ii and the second part t ij of the total composite channel t i are essential elements in performing the SIC and coherent demodulation, respectively.
Let us first derive the LMMSE estimatê
of the total composite channel t i in such a way that the MSE
is minimized. The linear transformation matrix K can be obtained in a straightforward manner from the orthogonality principle [19] ∂ ∂K
which leads to K = R t i y i R −1 y i , or equivalently,
In (12),
is the cross correlation between t i and y i , and
denoting the autocorrelation of t i . Now, noting that the autocorrelation Rñ i of noiseñ i can be expressed as
= β i I N , the LMMSE estimatort i in (12) can be rewritten equivalently aŝ
and produces the MSE
where tr{·} denotes the trace of a matrix and
It should be noted that the MSE (15) can be decomposed into MSE t i = MSE t i1 + MSE t i2 , where
will be called the partial MSE for m = 1, 2 in the sequel.
Let us next obtain an explicit expression of R t i for use in (14) and (15) . First, since h 1 and h 2 are independent of each other, it is immediate to have R t i = R t ii 0 0 R t ij , where
from (6). Here, since h i,l
are independent zero-mean CSCG random variables, we have
, and E h 1,l h 2,l = E h 1,l E h 2,l = 0 for all l and l . Therefore, the sum-
on the RHS of (18) 
for l 1 = l 2 , and
, for l even and
, we can combine (20) and (21) to obtain
where δ i,m = 1 for i = m, and 0 for i = m is the Kronecker delta. In short, we finally have
where 
for i = 1, 2 and the zero cross-correlation condition
where mod(x, y) is the remainder when x is divided by y,
Proof. See Appendix 1.
The MSE of the LMMSE estimator with optimal training sequences
With training sequences satisfying (24) and (25), the MSE (15) of the LMMSE estimator at S i has the minimum (optimal) value
where the optimal partial MSE (27) is the minimum value of the partial MSE (17) incurred in estimating t im for m = 1, 2. It is obvious from (26) and (27) that the optimal MSE of the LMMSE estimator achieved with optimal training sequences would in general depend on the DFT size, powers of signal and noise, and MIPs
which determineL im , ζ im,l , and θ i . Now, from (27), we have
if θ i P m N 1 for m = i, j (or equivalently, if 
1, and
P r σ 2 n 1. It should be noted, as described in Appendix 2, that the optimal MSE (26) with the high SNR approximation (28) of the partial MSE for the LMMSE estimation is the same as the optimal MSE of the LS estimation [9] . It is also interesting to note, from (28) and (29) , that the numbers L 1 and L 2 of resolvable multipaths relative to the DFT size N are the key factors determining the optimal MSE in the high SNR region, while the average channel powers β 1 and β 2 are the key factors determining the optimal MSE in the low SNR region.
New sets of optimal training sequences
In Appendix 2, we have provided a derivation of the LS estimator and its optimal training condition to minimize the MSE, where we have also shown the equivalence of the optimal training conditions for the LMMSE and LS estimators. Interestingly, although the LMMSE estimator is a function of the SNR unlike the LS estimator, the optimal training condition of the LMMSE estimator, like the LS estimator, does not depend on the SNR.
The equivalence observation on the training conditions allows us to conveniently reuse, in the LMMSE estimation, the training sequences proposed originally for the LS estimation. For example, the sequences proposed in http://jwcn.eurasipjournals.com/content/2013/1/140 [10] are given with the frequency-domain representa-
The equivalent time-domain representation is given by
for n = 0, 1, · · · , N − 1. In [11] , based on the Zadoff-Chu sequence [20] 
where q and U are integers relatively prime to M, the sequences Taking the PAPR also into consideration, we now propose some sets of optimal training sequences with lower or similar complexity than the conventional training sequences. From the conditions (24) and (25) expressed in the time domain, it is clear that the set of zero-correlation zone (ZCZ) sequences [21, 22] with family size 2, sequence length N, and ZCZL max can be used as the optimal training sequences of the LS and LMMSE estimators. Specifically, consider the set ⎧ ⎪ ⎨ ⎪ ⎩ In addition, we can independently design polyphase [23, 24] training sequences satisfying the optimal training condition based on the Chu sequence [25] . Specifically, for a positive integer ν of which the greatest common divisor with N is 1, consider the sequences designed as 
In Table 1 , we have compared the optimal training sequences discussed so far, where (30) and (32) are the optimal sequences for the LS estimator considered in [10, 11] , respectively, and (34) and (35) are the optimal sequences proposed in this paper for the LMMSE estimator. For reference, we have also included the raw cubic metric (RCM) of the training sequences. Proposed as an alternative of the PAPR for better estimation on the nonlinear effect of a high-power amplifier [26] , the RCM of a training sequence
T is computed as RCM = 20 log 10
The RCM is 0 dB when there exists no signal fluctuation and gets larger when the fluctuation in the amplitudes gets more severe. Specifically, the RCMs of the sequences (32), (34), and (35) are all 0 dB since the sequences have http://jwcn.eurasipjournals.com/content/2013/1/140 
Clearly, the four training sequences all provide the same optimal MSE performance for both the LS and LMMSE estimators. Although the sequences in (30) require the lowest complexity in the memory size and in computation with only a single non-zero value multiplication for N OFDM signal samples, they result in the highest PAPR and RCM, which makes the sequences rather impractical. Among the other three optimal training sequences, all providing the minimum PAPR and RCM, the proposed sequences in (34), for which a binary value is used for each OFDM sample, have the lowest complexity: A binary value requires only 1-bit storage in the memory, while a complex value in (32) and (35) requires two floating point storage in the memory (2q bits with 2uantization levels for each floating point). Therefore, we believe that the proposed sequences in (34) are the most desirable in terms of performance and complexity.
Performance evaluation
Let us now evaluate the performance of the LMMSE and LS channel estimators when the total power dissipated by the system is set to P T and the relay node is located at the center point of the two source nodes. Then, the average power of source nodes is P 1 = P 2 = 1 4 P T , and that of the relay is P r = 1 2 P T . Other system parameters employed in the evaluation of performance comparisons are as follows: Sampling time T s = 50 ns, DFT size N = 64, and length of a CP G = 16. In the simulation, we have generated 10 5 packets for each source node, where one packet consists of one OFDM preamble and 49 OFDM data symbols of the same power. The channels remain unchanged over one packet transmission but undergo independent fading from packet to packet. To simulate frequency-selective fading channels, we adopt the exponential MIP
This MIP results in β 1 = β 2 = 1. In this setup, the MSE is computed with 10 5 OFDM preambles, while the bit error rate (BER) is calculated with 49 × 10 5 OFDM data symbols using BPSK modulation. Figure 2 verifies our analysis by comparing the optimal partial MSEs (27) and (46) of the LMMSE and LS estimators, respectively, with simulation results when the optimal training sequences in (35) are employed and the channels have the exponential MIP (37) with L 1 = 8 and L 2 = 4. Figure 2a ,b compares the results at S 1 and S 2 , respectively. It is clearly observed that the results from the analysis agree well with those from the simulation. In addition, by mitigating the noise enhancement incurred in the LS estimator, the LMMSE estimator performs better than the LS estimator with the gain higher in the lower SNR region. The gain diminishes as the SNR increases since the effect of the noise components is reduced. In the high SNR region, the partial MSE is the largest and smallest in estimating t 11 and t 22 , respectively, for both the LMMSE and LS estimators since the partial MSE in estimating t im is proportional toL im = L i + L m − 1 in the high SNR region. Specifically, withL 11 (28) and (46) . For the LMMSE estimator, the partial MSE oft ii is observed to be slightly larger than the partial MSE oft ij for (i, j) ∈ {(1, 2), (2, 1)} when the SNR is very low due to the factor 1 + δ i,i = 2 (on the RHS of (22)) in the trace of R t ii , which has eventually led to the factor 1 + δ i,i = 2 multiplied to β i β m when m = i (on the RHS of (29)). Note that t ii , a convolution of the identical CIR h i and h i , exhibits higher correlation among the elements than t ij , a convolution of two independent CIRs h i and h j . Figures 3 and 4 compare the MSEs and BERs, respectively, of the LMMSE and LS estimators when optimal and non-optimal training sequences are used, where we have assumed the symmetric channels with L 1 = L 2 = 6 for the exponential MIP, leading to an identical MSE (BER) performance at S 1 and S 2 . The MSE in Figure 3 represents MSE t 1 and MSE t 1 of the LMMSE and LS estimators, respectively, and the BER in Figure 4 is evaluated at S 1 . In these figures, 'optimal (30), (32), (34), (35)' denotes the results with the optimal training sequences in (30), (32), (34), and (35) b , 'Non-optimal I' denotes the results with the training sequences constructed with randomly generated BPSK symbols {X i,k } used as a benchmark in [11] , and 'Non-optimal II' denotes the results with the training sequence x i,n = √ 0.1x * i,n for 0 ≤ n ≤ 31 and x i,n = √ 1.9x * i,n for 32 ≤ n ≤ 63 used as a benchmark in [10] . It is clearly confirmed in these figures that all the optimal training sequences (conventional or proposed) provide the best performance for both the LMMSE and LS estimators. It is also observed that non-optimal sequences could cause significant degradation in the performance of channel estimation. Although the sequences 'Non-optimal I' provide a similar performance with the optimal training sequence, the former exhibits a higher PAPR than the latter. Interestingly, it is observed that the performance degradation incurred by using non-optimal training sequences is smaller in the LMMSE estimation than in the LS estimation.
To incorporate a partial effect of the PAPR of transmitted signals, the MSEs and BERs of Figures 3 and 4 are now re-evaluated in Figures 5 and 6 when there exists a baseband non-linearity at the source nodes. We model the baseband non-linearity by a hard limiter as in [27] , where the transmitted signals x i,n are clipped when |x i,n | ≥ A.
The clipping ratio defined by
A σ x i with σ 2
is assumed to be 6 dB. It is clearly observed that the optimal training sequences in (32), (34), and (35) are not influenced by the clipping, while the conventional optimal training sequences in (30), due to its high PAPR, are not appropriate in practical systems. In addition, the proposed sequences in (34) and (35) can provide the same performance at a lower or similar complexity when compared with the conventional optimal sequences in (32).
Conclusion
In this paper, we have addressed the LMMSE estimation of channels for OFDM-based TWR systems employing ANC. We have derived the conditions for optimal training sequences minimizing the MSE of the LMMSE estimator, which is found out to be equivalent to the optimal training conditions of the LS estimator. In addition, the MSE behavior of the LMMSE estimator with optimal training sequences is analyzed to be generally dependent on the MIP of the channel. Results from analysis and simulation show that the LMMSE estimator outperforms the LS estimator at most practical values of SNR.
Taking the MSE and PAPR into account simultaneously, we have suggested new designs of optimal training sequences exhibiting lower or similar complexity when compared with the conventional optimal training sequences. Simulation results also show that the proposed training sequences would perform adequately even when signal clipping occurs during signal processing. b The MSEs of the optimal training sequences are all the same, and thus, we have shown only the MSE of (34) to make the graphs less crowded.
for i = 1, 2, where l 1 , 
for m = i, j from the (generalized) Parseval's theorem [30] , it is straightforward to see that (47) and (48) represented in the frequency-domain are equivalent to (24) and (25) , respectively, represented in the time domain.
