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The hierarchical equations of motion (HEOM) theory is one of the standard methods to rigor-
ously describe open quantum dynamics coupled to harmonic environments. Such a model is used
to capture non–Markovian and non–perturbative effects of environments appearing in ultra–fast
phenomena. In the regular framework of the HEOM theory, the environment correlation functions
are restricted into linear combinations of exponential functions. In this article, we present a new
formulation of the HEOM theory including treatments of non–exponential correlation functions,
which enables us to describe general environmental effects more efficiently and stably than the orig-
inal theory and other generalizations. The library and its Python binding we developed to perform
simulations based on our approach, named LibHEOM and PyHEOM respectively, are provided as
supplementary material.
This article may be downloaded for personal use only. Any other use requires prior permis-
sion of the author and AIP Publishing. This article appeared in [T. Ikeda and G. D. Scholes,
J. Chem. Phys. 152, 204101 (2020)] and may be found at https://doi.org/10.1063/5.0007327.
I. INTRODUCTION
Open quantum theories, i.e., theoretical descriptions
for quantum states/dynamics of a system exposed to fluc-
tuation and dissipation of surrounding environments, are
important subjects in a wide range of physics and chem-
istry because the environmental effects are ubiquitous.
Recent advances in experimental technologies have made
it possible to observe electronic/vibrational dynamics in
very short time and atomic spatial scales in which quan-
tum properties of materials (e.g., quantum superposition
and quantum tunneling) plays essential roles [1–3], and
quantum theories becomes more significant as theoreti-
cal inputs to analyze such experiments [4–9]. In terms of
dynamics, various quantum/semi–classical theories have
been constructed to capture the quantum nature, includ-
ing equations of motion for wave functions, density ma-
trices, phase space distributions [10–20], and Gaussian
quantum wavepackets [21–23], and approaches utilizing
mixed quantum–classical trajectories [24–28].
Open quantum theories are needed to predict and an-
alyze spectra of advanced non–linear spectroscopy ex-
periments. These spectra occasionally show compli-
cated features caused by transitions and beatings among
many quantum states and non–Markovian and non–
perturbative effects of environments appear as, e.g.,
time–dependent Stokes shift and spectral diffusion, which
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requires more rigorous theories for prediction and in-
terpretation [29–31]. Open quantum theories offering
rigorous non–Markovian/non–perturbative numerical re-
sults include the quasiadiabatic propagator path inte-
gral (QUAPI) [32, 33], mapping Hamiltonian approach
with the density matrix renormalization group (DMRG)
[34, 35], multi–configuration time–dependent Hartree
(MCTDH) theory [36–39], and hierarchical equations of
motion (HEOM) theory [11, 40]. In this article, we dis-
cuss a new generalization of the HEOM theory.
The HEOM theory was originally developed by Tan-
imura and Kubo to describe the dynamics of an open
quantum system coupled to a high–temperature Dru-
dian environment which could be characterized by a
single–exponential environment correlation function [11].
This theory was later extended into the cases for multi–
exponential correlation functions [41–45]. Hereafter, we
refer to an element of the correlation function decom-
position as a basis. Although this original HEOM the-
ory enables us to describe the effects of non–perturbative
and non–Markovian system–environment coupling for en-
vironment correlation given in the form of a multi–
exponential basis set, it may still fail under circumstance
when an exponential function basis set is not the optimal
expression of the correlation function, or when it is im-
possible to decompose the correlation functions into the
basis set.
A generalization of the HEOM theory for a non–
exponential basis set is given in an earlier work by Yan
and co–workers [46]. Another generalization is made by
Wu and co–workers in a systematic way as the extended
HEOM [47, 48]. However, these generalizations have re-
dundancies and are numerically challenging: These gen-
eralizations lead up to a 2K dimensional hierarchy for
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2the case of a K general function basis, whereas the orig-
inal HEOM theory forms a K dimensional hierarchy in
its time–dependent differential equations in the case of
a K exponential function basis set. Such an increase in
the hierarchy dimension results in huge demands of com-
putational memory and long computational time. More-
over, in the above generalization, the hierarchy struc-
tures for an exponential function basis are different from
those for a non–exponential function basis, which make
it difficult for discussing them in a unified framework.
Although a new approach including treatments using a
non–exponential basis set with K dimensional hierarchy
has been recently proposed, the hierarchical Schro¨dinger
equations of motion (HSEOM) approach [49], this theory
has a limitation in the possible forms of basis functions,
and is unstable in its long–time behavior.
In this article, we present a new generalization of the
HEOM theory including treatments of non–exponential
correlation functions, which could be more efficient and
stable than the original theory and other generalizations.
Our generalization has a similar hierarchy structure to
the original HEOM theory, and therefore it is easy to
implement the theory by using a similar code to the orig-
inal theory. We demonstrate our new generalization by
using three examples that demonstrate non–exponential
behavior of the environment correlation functions.
The organization of this paper is as follows. In section
II, we show our generalization and its relation to other
theories. In section III, we present numerical results for
cases of super–Ohmic spectral density, critically–damped
Brownian spectral density, and zero–temperature envi-
ronment as demonstrations. Section IV is devoted to
concluding remarks. The library and its Python bind-
ing we developed to perform simulations based on our
approach, named LibHEOM and PyHEOM respectively,
are provided as supplementary material, of which up–to–
date versions may be found on GitHub.
II. THEORY
In this section, we show our generalization of the
HEOM theory. To construct the original HEOM theory,
the path integral formulation with the Feynman–Vernon
influence functional is typically used [11, 50]. Here, we
employ a cumulant expansion technique, which is used in
Ishizaki and Fleming’s work [40].
A. Hamiltonian
We consider a system linearly coupled to a harmonic
environment (bath). Here, we assume that the system–
bath interaction is characterized by a single system sub-
space operator Vˆ for simplicity. An extension for mul-
tiple operators with multiple independent environments
is trivial, and has been implemented in our codes (See
supplementary material). The total Hamiltonian of the
system is expressed as
Hˆtot ≡ Hˆ + Hˆbath + Hˆ int, (1)
where Hˆ, Hˆbath, and Hˆ int are the Hamiltonians of the
system, bath, and interaction, respectively. The bath
Hamiltonian reads
Hˆbath ≡
∑
ξ
~ωξ
2
(
pˆ2ξ + xˆ
2
ξ
)
, (2a)
where xˆξ, pˆξ, and ωξ are the dimensionless coordinate,
conjugate momentum, and characteristic frequency of the
ξth bath mode, and the interaction Hamiltonian is ex-
pressed as
Hˆ int ≡ −
∑
ξ
gξxˆξVˆ, (2b)
where gξ is the coupling strength between the system and
ξth bath model. When our system is a spin system, the
Hamiltonian Hˆtot corresponds to the well–known spin–
boson model [51].
B. Cumulant expansion of time evolution equation
To evaluate the effects of the interaction Hamilto-
nian Hˆ int to the dynamics, we introduce the interac-
tion picture based on the non–interacting Hamiltonian,
Hˆ0 ≡ Hˆ + Hˆbath, as
O˜(t) ≡ e+iHˆ0(t−t0)/~Oˆ(t)e−iHˆ0(t−t0)/~. (3)
Here, a tilde on an operator indicates the operator is
in the interaction picture. In this picture, the time
evolution equation of the total density operator, i.e.,
the Liouville–von Neumann equation, can be written as
∂tρ˜
tot(t) = −L˜int(t)ρ˜tot(t), and the solution is
ρ˜tot(t) = T+ exp
(
−
∫ t
t0
ds L˜int(s)
)
ρ˜tot(t0). (4)
Here, we have defined a Liouvillian of a Hamiltonian Hˆ
by L ≡ i[Hˆ, . . . ]/~, and have introduced the chronologi-
cal time ordering operator T+. We assume that the total
density operator at t = t0 can be written as
ρˆtot(t0) = ρˆ(t0)⊗ ρˆbatheq , (5)
where ρˆ(t0) = ρ˜(t0) is reduced density operator of the
system subspace and ρˆbatheq is the bath equilibrium den-
sity operator at temperature T , i.e. , ρˆbatheq = e
−βHˆbath/Z.
Here, β ≡ 1/kBT is the inverse temperature divided by
the Boltzmann constant kB and Z is the partition func-
tion of the bath. Note that this factorized initial condi-
tion Eq. (5) is merely temporarily introduced to evaluate
time evolution of the reduced system and is not a re-
striction of numerical calculations. If we want to start
3simulations with a correlated thermal equilibrium state,
we simulate time evolution of the system from temporal
initial state Eq. (5) to a sufficiently long time ti, and then
we regard the state at ti as a initial state of the follow-
ing calculations we want. This technique is frequently
used to calculate optical response functions [45, 50]. It is
also possible to obtain the correlated thermal equilibrium
state as a steady–state solution of the HEOM [52] or as
an inverse temperature integration of the imaginary-time
HEOM [53, 54].
The reduced system density operator at t,
ρˆ(t) ≡ Trbath{ρˆtot(t)}, (6)
is expressed in the interaction picture as
ρ˜(t) = U(t, t0)ρ˜(t0) ≡
〈
T+ exp
(
−
∫ t
t0
ds L˜int(s)
)〉
bath
ρ˜(t0),
(7)
where 〈. . . 〉bath ≡ Trbath{. . . ρbatheq }. Because of the
Gaussian property of the coordinate operator x˜ξ(s) in
L˜int(s) via Wick’s theorem, the above propagator U(t, t0)
can be rewritten in the form of the second–order cumu-
lant expansion as [40, 55]
U(t, t0) = T+ exp
[∫ t
t0
ds
i
~
V˜ (s)×
×
∫ s
t0
du
i
~
(
C(s− u)V˜ (u)→ − C∗(s− u)V˜ (u)←
)]
,
(8)
where
C(t) ≡ 〈X˜(t)X˜(0)〉bath (9)
is the quantum correlation function of the collective en-
vironment coordinate Xˆ ≡ ∑ξ gξxˆξ, and we have in-
troduced superoperators Aˆ→Bˆ ≡ AˆBˆ, Aˆ←Bˆ ≡ BˆAˆ,
Aˆ×Bˆ ≡ AˆBˆ − BˆAˆ, and Aˆ◦Bˆ ≡ AˆBˆ + BˆAˆ. Thus,
the effects of the system–bath interaction is character-
ized by the second–order cumulant, i.e., C(t). This cor-
relation function is connected to the spectral density,
J (ω) ≡ pi∑ξ g2ξδ(ω − ωξ)/2, as
C(t) = 1
pi
∫ ∞
−∞
dωJ (ω) (nBE(ω, T ) + 1) e−iωt. (10)
Here, nBE(ω, T ) = (e
β~ω − 1)−1 is the Bose–Einstein
distribution function. The real and imaginary parts
of the quantum correlation function, i.e., the sym-
metrized correlation function S(t) ≡ (C(t)+C∗(t))/2 and
anti–symmetrized correlation function A(t) ≡ (C(t) −
C∗(t))/2i, represent fluctuation and dissipation of the
bath, respectively. Note that
S(t) = 2
pi
∫ ∞
0
dωJ (ω)
(
nBE(ω, T ) +
1
2
)
cosωt (11a)
and
A(t) = − 1
pi
∫ ∞
0
dωJ (ω) sinωt. (11b)
By using S(t) and A(t), the propagator can be rewrit-
ten as
U(t, t0) = T+F(t, t0) (12)
and
F(t, t0) ≡ exp
[∫ t
t0
ds Φ˜(s)
×
∫ s
t0
du
(
S(s− u)Φ˜(u)−A(s− u)Ψ˜(u)
)]
.
(13)
Here, Φˆ ≡ iV˜ ×/~ and Ψˆ ≡ V˜ ◦/~.
C. Hierarchical equations of motion
We prepare a set of K basis functions of time t,
tφ(t) = (. . . , φk(t), . . . ), which satisfy a set of time evo-
lution equations
∂tφ(t) = −γφ(t). (14)
Here, the superscripts t on matrix/vector represent the
transposes of the matrix/vector, and (γ)jk = γjk is a
K×K complex matrix which can be non–diagonalizable.
Note that, to obtain stable time evolution of the basis
φ(t), the real parts of non–degenerate and degenerate
eigenvalues of the coefficient matrix γ should be non-
negative and positive, respectively. To construct the “hi-
erarchy” later, we need to express the symmetrized and
anti–symmetrized correlation functions as linear combi-
nations of φ(t) and the Dirac delta function δ(t)[56], i.e.,
S(t) = ∑k Sk ·φk(t) +Sδ ·2δ(t) = tSφ(t) +Sδ ·2δ(t) andA(t) = ∑k Ak ·φk(t) = tAφ(t). In this paper, we assume
that the symmetrized and anti–symmetrized correlation
functions can be rewritten as
S(t) =
∑
jk
σjsjkφk(t) + Sδ · 2δ(t)
= tσsφ(t) + Sδ · 2δ(t)
(15a)
and
A(t) =
∑
jk
σjajkφk(t)
= tσaφ(t),
(15b)
i.e.,
tS = tσs and tA = tσa. (16)
4Here, tσ = (. . . , σk, . . . ) is a constant vector which is
common in S(t) and A(t), and s and a are K ×K com-
plex matrices, which commute with γ. Note that the
parametrization of σ, s, and a is not unique. In Ap-
pendix A, we give examples of possible constructions of
σ, s, and a form S and A. By substituting Eqs. (15a)
and (15b) into cumulant expansion Eq. (13), we get
F(t, t0) = exp
[∫ t
t0
ds
(
−Ξ˜(s) +
∑
j
Φ˜j(s)
∫ s
t0
du Θ˜j(s, u)
)]
,
(17)
where
Ξ˜(s) ≡ −SδΦ˜(s)2 (18a)
is describing the effect of Markovian part of the bath
correlation function, and
Φ˜j(s) ≡ σjΦ˜(s) (18b)
and
Θ˜j(t, s) ≡
∑
k
(
sjkφk(t− s)Φ˜(s)− ajkφk(t− s)Ψ˜(s)
)
(18c)
are describing non–Markovian effects by delay functions
{φk(t)}. Because s and a commute with γ, Θk(t, s) sat-
isfies a time evolution equation similar to Eq. (14) as
follows:
∂tΘ˜j(t, s) = −
∑
k
∑
l
(
sjkγklφl(t− s)Φ˜(s)− ajkγklφl(t− s)Ψ˜(s)
)
= −
∑
k
γjk
∑
l
(
sklφl(t− s)Φ˜(s)− aklφl(t− s)Ψ˜(s)
)
= −
∑
k
γjkΘ˜k(t, s).
(19)
This result is the key point of our new treatment.
To evaluate the time evolution of the reduced density
operator ρˆ(t), we introduce the auxiliary density opera-
tors (ADOs) defined by
ρ˜n(t) ≡ T+
∏
k
(
−
∫ t
t0
ds Θ˜k(t, s)
)nk
F(t, t0)ρ˜(t0), (20)
where n = (. . . , nk, . . . ) is a K–dimensional multi–index
whose components are non–negative integers. Cleary,
ρ˜0(t) equals to the reduced density operator ρ˜(t), i.e.,
Eq. (7). By calculating first–order time derivative of
Eq. (20) with respect to time t, we obtain a set of time
evolution equations in the interaction picture as
∂tρ˜n(t) = −Ξ˜(t)ρ˜n(t)−
∑
j,k
njγjkρ˜n−1j+1k(t)
−
∑
k
Φ˜k(t)ρ˜n+1k(t)−
∑
k
nkΘ˜k(t, t)ρ˜n−1k(t).
(21)
Here, 1k = (0, . . . , 1, 0, . . . ) is the kth unit vector. These
can be rewritten in the Schro¨dinger picture as
∂tρˆn(t) = −(L+ Ξˆ)ρˆn(t)−
∑
j,k
njγjkρˆn−1j+1k(t)
−
∑
k
Φˆkρˆn+1k(t)−
∑
k
nkΘˆkρˆn−1k(t).
(22)
Here,
L ≡ − i
~
Hˆ×, Ξˆ ≡ −SδΦˆ2, Φˆk ≡ σkΦˆ, (23a)
and
Θˆk ≡
∑
l
sklφl(0)Φˆ−
∑
l
aklφl(0)Ψˆ. (23b)
This is our generalization of the HEOM.
In Fig. 1(a), a schematic structure of connections of
ADOs in Eq. (22) is depicted. The set of equations forms
a hierarchical structure, of which top element is the re-
duced density operator ρˆ0(t) = ρˆ(t). The first term of
Eq. (22) represents Markovian dynamics caused by the
free propagation of the system and the Markovian part of
the bath. The second term means time evolution of the
basis set φ(t), which expresses non–Markovian free prop-
agation of the bath. The third and fourth terms repre-
sent system–environment interactions, which include the
effects of fluctuation and dissipation of the bath via S(t)
and A(t).
Because Eq. (22) consists of an infinite number of dif-
ferential equations, we need to truncate n to carry out
numerical calculations. The method of truncation af-
fects the efficiency of calculations, and many advanced
methods are proposed within the original HEOM frame-
work [42, 43, 57–59]. In this article, in order to make the
validation of theories simple, we truncate them in ac-
cordance with the condition that n satisfies the relation
5FIG. 1. (a) The hierarchical structure of Eq. (22) in the
case of K = 2 and Nmax = 2. Here, the first term in Eq. (22)
is omitted. Starting and end points of arrows indicate the
left–hand side and right–hand side terms of Eq. (22). Or-
ange, black, and blue arrows represent the second, third, and
fourth terms. The dashed orange arrows refer to connections
caused by off–diagonal elements of γ, which do not exist in
the original formulation. (b) One of the conventional general-
izations, the extended HEOM Eq. (30), in the case of K = 2
and Nmax = 2. Orange, red, black, blue, and green arrows
represent the second, third, fourth, fifth, and sixth terms of
Eq. (30), respectively.
N ≡∑k nk > Nmax, and we regard the ADOs which sat-
isfy N > Nmax as zero. Here, N is referred to as a tier of
an ADO. In this manner, we need to judge convergence
of the numerical results by changing Nmax.
In numerical implementations, it is more convenient
to define ADOs by ρˆ′n = ρˆn/
∏
k
√
nk! to suppress diver-
gence of ADOs in deep tiers N  1 in the case of strong
system–bath coupling [57]. Then the equations of motion
are rewritten as
∂tρˆ
′
n(t) = −(L+ Ξˆ)ρˆ′n(t)−
∑
k
njγkkρˆ
′
n(t)
−
∑
j 6=k
√
nj
√
nk + 1γjkρˆ
′
n−1j+1k(t)
−
∑
k
√
nk + 1Φˆkρˆ
′
n+1k
(t)−
∑
k
√
nkΘˆkρˆ
′
n−1k(t).
(24)
D. Relation to conventional theories
In this section, we show the relation among our new
generalization, the original theory, and extended HEOM.
The relation among our approach and some other gener-
alizations of HEOM is given in Appendix B.
1. Reduction to the original HEOM
When the coefficient matrix γ has only diagonal ele-
ments (i.e., γkk ≡ γk), Eq. (14) is solved as
φk(t) = e
−γkt (t ≥ 0). (25)
Here, we have set φ(0) as φk(0) = 1. In this case, s and
a, which commute with γ, should also have only diagonal
elements (i.e., skk ≡ sk and akk ≡ ak), and S(t) and A(t)
can be rewritten as S(t) = ∑k sk · e−γk|t|+Sδ · 2δ(t) and
A(t) = ∑k ak · e−γk|t| (We have fixed the parameter σ
as σk = 1). As a result, Eq. (22) reduces to
∂tρˆn(t) = −
(
L+ Ξˆ +
∑
k
nkγk
)
ρˆn(t)
−
∑
k
Φˆρˆn+1k(t)−
∑
k
nkΘˆkρˆn−1k(t).
(26)
Here,
Θˆk ≡ skΦˆ− akΨˆ. (27)
This is the original HEOM. Thus, the original HEOM
can be regarded as a special case of our generalization.
2. Relation to the extended HEOM
In the extended HEOM approach, we need to duplicate
the basis φ(t) as tφ′(t) = (tφ(t), tφ(t)). This satisfies
time evolution
∂tφ
′(t) = −γ′φ′(t) ≡ −
(
γ 0
0 γ
)(
φ(t)
φ(t)
)
. (28)
Expansion of correlation functions S(t) and A(t) for the
extended HEOM can be written in the form of Eqs. (15a)
6and (15b) as
S(t) = tσ′s′φ′(t) ≡ (tσS tσA)(1 00 0
)(
φ(t)
φ(t)
)
=
∑
k
σS,kφk(t)
(29a)
and
A(t) = tσ′a′φ′(t) ≡ (tσS tσA)(0 00 1
)(
φ(t)
φ(t)
)
=
∑
k
σA,kφk(t)
(29b)
Here, 0 and 1 are the K ×K zero and identity matrices,
respectively, and we have assumed that Sδ = 0. Obvi-
ously, σS,k = Sk and σA,k = Ak, and a′ and s′ commute
with γ′. Then the number of the indices of the ADOs are
also doubled as n = (l,m), and we get the corresponding
HEOM from Eq. (22) as
∂tρˆl,m(t) = −Lρˆl,m(t)
−
∑
j,k
γjklj ρˆl−1j+1k,m(t)−
∑
j,k
γjkmj ρˆl,m−1j+1k(t)
−
∑
k
Φˆ (σS,kρˆl+1k,m(t) + σA,kρˆl,m+1k(t))
−
∑
k
φk(0)lkΦˆρˆl−1k,m(t) +
∑
k
φk(0)mkΨˆρˆl,m−1k(t).
(30)
This is equivalent to the extended HEOM. As shown here,
the extended HEOM can be regarded as a subset of our
new treatment.
In Fig. 1(b), a schematic structure of connections of
ADOs in Eq. (30) is depicted within the same condition
of Fig. 1(a). In comparison with the extended HEOM,
our new approach displays a simple hierarchical structure
without doubling the number of indices of the hierarchy,
and the simple structure has huge theoretical and numer-
ical advantages, especially when K and Nmax are large.
III. NUMERICAL RESULTS
Our generalization Eq. (22) works for arbitrary spec-
tral densities at arbitrary temperature as far as accu-
rate expansions bath correlation functions Eqs. (15a) and
(15b) are given and the required ADOs converge in a fi-
nite number. In this section, we demonstrate our new
treatment for non–exponential correlation functions by
using three examples. Hereafter, we employ the dimen-
sionless units ~ = 1 and kB = 1 for simplicity. Numeri-
cal calculations were carried out to integrate time differ-
ential equations by using the fourth–order low–storage
Runge–Kutta (LSRK4) method [60]. The time step for
the LSRK4 method was set to δt = 10−2.
A. Super–Ohmic spectral density with Bessel
function basis
In this section, we consider exciton/electron transfer
problems in donor–acceptor system with a super–Ohmic
spectral density. We consider a three–level system which
has ground state |g〉, reactant state of the transfer |D〉
(donor state), and product state of the transfer |A〉 (ac-
ceptor state). In the case of an electron transfer prob-
lem, the states are, e.g., DA, D∗A, and D+A−, respec-
tively. Here, D is a donor molecule and A is an acceptor
molecule. Typically, degrees of freedom of reorganiza-
tion after the transitions |g〉 → |D〉 and |D〉 → |A〉 are
different, and therefore we need to consider two sets of
phonon degrees of freedom to describe them. In this ar-
ticle, to make our demonstration simple, we assume that
the transition |g〉 → |D〉 does not cause reorganization
of the molecule (i.e., the stable points on |g〉 and |D〉 are
the same) as depicted in Fig. 2(a). Then, we need only
a single set of phonon degrees of freedom, and the total
Hamiltonian can be expressed as [61]
Hˆtot = Eg|g〉〈g|+ ED|D〉〈D|+ EA|A〉〈A|
+ J(|D〉〈A|+ |A〉〈D|)
+ (|g〉〈g|+ |D〉〈D|)
∑
ξ
~ωξ
2
(
pˆ2ξ + xˆ
2
ξ
)
+ |A〉〈A|
∑
ξ
~ωξ
2
[
pˆ2ξ +
(
xˆξ − gξ~ωξ
)2]
.
(31)
7FIG. 2. (a) Donor–acceptor model system of an exci-
ton/electron transfer problem in this article. Gray, orange,
and blue curves represent free energy surfaces of |g〉, |D〉, and
|A〉, respectively. Here, ED − EA = 1, and in the cases of
λ = 0.01, 0.1, 1 are depicted. (b) Super–Ohmic spectral den-
sity model with a semicircle cutoff function, Eq. (32). Here,
λ = 1 and γc = 1.5. (c) The symmetrized correlation func-
tion of the spectral density Eq. (32). Blue triangles represent
results of the expansion Eq. (33a) with the truncated basis
set φ(t). Here, the parameters of the spectral density are the
same as (b), and the other parameters are T = 1 and K = 16.
Here, Eg, ED, and EA are stable equilibrium energies
of each state, and J is the electronic coupling between
donor and acceptor states. Spontaneous transitions be-
tween |g〉 and {|D〉, |A〉} are not considered. The dis-
placement gξ/~ωξ represents the difference of the stable
points between |D〉 and |A〉 in the ξth phonon degree of
freedom, and total reorganization energy after |D〉 → |A〉
transition can be written as λ = g2ξ/2~ωξ. As far as we
consider transfer problem after excitation |g〉 → |D〉, we
can ristrict the space of the problem in {|D〉, |A〉}, and
then Eq. (31) can be rewritten in the form of Eq. (1) with
Hˆ = ED|D〉〈D|+ (EA + λ)|A〉〈A|+ J(|D〉〈A|+ |A〉〈D|)
and Vˆ = |A〉〈A|. Here, we adopt a super–Ohmic spectral
density model with a semicircle cutoff function,
J (ω) =

16λ
γ3c
ω3
√
1− ω2/γ2c (|ω| ≤ γc)
0, (|ω| > γc)
(32)
which is proposed to describe electron transfer in bacte-
rial photosynthesis [62]. Here, γc is the cutoff frequency
of the phonon. In this spectral density model, the den-
sity has a rigid cutoff at ω = γc as depicted in Fig. 2(b),
and this describes the upper–limit of the frequencies in a
molecule–environment system, which should have a finite
value. In the case of this spectral density model, the cor-
relation functions Eqs. (11a) and (11b) are analytically
evaluated in the forms of linear combinations the Bessel
functions of the first kind Jk(x) as
S(t) =
∑
k=0
Sk · Jk(γct) (33a)
and
A(t) =
∑
k=0
Ak · Jk(γct). (33b)
For details of the coefficients, see Appendix C. Thus, we
can employ the Bessel functions as the basis functions
for HEOM, φk(t) = Jk(γct), which satisfy time evolution
equations
∂tφ0(t) = +γcφ1(t) (34a)
and
∂tφk(t) = −γcφk−1(t)/2 + γcφk+1(t)/2 (k ≥ 1). (34b)
These are an infinite number of simultaneous equations,
so we need to truncate them in a finite number K. Al-
though this truncation introduces an approximation in
HEOM calculations, we can test the accuracy of the re-
sults by changing K and we can obtain solution as ac-
curate as we need. In the calculations in this section,
we simply ignore φK(t). Note that, this truncation also
makes long time behavior of the basis functions unsta-
ble. Therefore we need to increase K when we want to
increase the simulation times of our calculations.
We set the parameters as ED − EA = 1, J = 0.5,
γc = 1.5, and T = 1. The truncation number of Eq. (34b)
was chosen to be K = 15, which sufficiently reproduces
analytical correlation functions in our simulation time
0 ≤ t ≤ 15 as depicted in Fig. 2(c). Because γ from
Eq. (34b) is diagonalizable, we constructed σ, s, and a
by using the method shown in Appendix A 1
In Fig. 3, donor populations as a function of time t
are depicted for (a) weak, moderate, and strong coupling
cases (λ = 0.01, 0.1, and 1, respectively). We performed
simulations by using our new treatment (Eq. (22)), the
extended HEOM, and Redfield equations [10, 61, 63] for
comparison. The truncation tiers of HEOM were cho-
sen as Nmax = 3 for weak and moderate couplings and
Nmax = 8 for strong coupling. Under this truncation,
the numbers of ADOs for Eq. (22) are 968 and 735, 470,
and those of the extended HEOM (30) are 6, 544 and
76, 904, 684. Because the extended HEOM calculation
with Nmax = 8 was numerically high–cost, we did not
perform it. As shown, our new treatment completely re-
produced the results of the extended HEOM, while com-
putational costs are much smaller. In Fig. 3(a), the re-
sults of HEOM theories and Redfield theory are with al-
most coincident, because the Born and Markov approxi-
mations in the Redfield theory is valid when the coupling
sufficiently small. On the other hand, in Figs. 2(b) and
3(c), the results of Redfield theory are different from the
8FIG. 3. Donor population dynamics after excitation at
t = 0 in the case of (a) weak coupling (reorganization en-
ergy) λ = 0.01, (b) moderate coupling λ = 0.1, and (c) strong
coupling λ = 1. Orange curves, blue triangles, and black
dots represent results of new treatment (Eq. (22)), extended
HEOM (Eq. (30)), and original HEOM (Eq. (26)) with di-
agonalized γ. Gray curves represent results of the Redfield
equation without the secular approximation.
other calculations. This indicates that the results of our
new treatment are equivalent to that of the extended
HEOM beyond a perturbative Markovian regime.
As shown here, our new treatment can describe non–
exponential behavior of correlation functions. However,
the coefficient matrix γ in this section is diagonalizable
as mentioned above, and it is possible to construct an
equivalent original HEOM by diagonalization (black dots
in Fig. 3), which is more efficient than the calculations
with non–diagonalized γ. Generally, as far as γ is di-
agonalizable, the original framework of the HEOM with
diagonalized γ works well, and there is no need to use
the other generalizations. The generalizations for non–
exponential correlation functions make a difference when
γ is non–diagonalizable. In the following two sections,
we show examples with non–diagonalizable γ.
B. Critically damped Brownian oscillator
In this section, we show exciton/electron transfer mod-
els coupled to damped vibrational degrees of freedom,
expressed by using a Brownian spectral density [42, 44].
The model Hamiltonian and parameters are the same as
those in Sec. III A, while we employ a Brownian spectral
density
J (ω) = 2λ ζω
2
0ω
(ω2 − ω20)2 + ζ2ω2
(35)
instead of Eq. (32). This spectral density represents a
Brownian motion of a harmonic oscillator with frequency
ω0 and friction constant ζ. The conditions ζ < 2ω0,
ζ = 2ω0, and ζ > 2ω0 correspond to the underdamped,
critically damped, and overdamped cases of the oscilla-
tor, respectively. When the system Hˆ is coupled to a pri-
mary harmonic mode and the mode is coupled to another
Ohmic bath, the effective spectral density the mode en-
genders is analytically reduced to Eq. (35) [64], and this
can be regarded as a simplest model of vibronic phenom-
ena in a dissipative environment.
The anti–symmetrized correlation function Eq. (11b)
is evaluated as
A(t) = λω
2
0i
2ω1
(
e−γ+|t| − e−γ−|t|
)
, (36)
where ω1 ≡
√
ω20 − ζ2/4 and γ± ≡ ζ/2 ∓ iω1, and typ-
icall we employ φ+(t) ≡ e−γ+|t| and φ−(t) ≡ e−γ−|t| as
basis functions φ(t) (Regarding S(t), see Appendix D).
However, this basis set is degenerated in the critical–
damped case, ζ = 2ω0, and this cannot express the non–
exponential behavior of a critical–damped oscillator,
A(t) = −λω20 · te−(ζ/2)|t|. (37)
Instead, we employ the basis
φp(t) = −ω0
ω1
sin(ω1 |t|)e−ζ|t|/2 (38a)
and
φq(t) =
(
ζ
2ω1
sin(ω1 |t|) + cos(ω1 |t|)
)
e−ζ|t|/2, (38b)
which satisfy φp(0) = 0, φq(0) = 1, and
∂t
(
φp(t)
φq(t)
)
= −
(
ζ ω0
−ω0 0
)(
φp(t)
φq(t)
)
. (39)
Then A(t) is expressed as A(t) = λω0φp(t). When
ζ = 2ω0, the coefficient matrix of Eq. (39) is non–
diagonalizable, while it is diagonalizable otherwise. Note
9FIG. 4. Donor population dynamics after excitation at t = 0
in the case of (a) underdamped (ζ = 0.1), overdamped (ζ =
2), and (b) near critically damped cases ζ = 0.999, 1, 1.001.
Orange, blue, and gray curves represent results of new treat-
ment (Eq. (22)), while orange and blue triangles represent re-
sults of the original HEOM (Eq. (26)). Here, λ = 2, ω0 = 0.5,
and T = 1.
that, Eq. (39) is equivalent to the phase space equations
of motion of a damped harmonic oscillator with coordi-
nate q(t) and momentum p(t),
p(t) = −ζp(t)− ω0q(t) (40a)
and
q(t) = +ω0p(t). (40b)
This representation is related to phase–space Fokker–
Planck equations [19, 54].
In Fig. 4, we show the numerical results in the cases
of underdamped, critically damped, overdamped regions
with our generalization Eq. (22) and original HEOM
Eq. (26). Here, we employed the Pade` spectral decom-
position (PSD) [N − 1/N ] scheme to express the Bose–
Einstein distribution in S(t) [65], and adopted a single
pole (N = 1). This causes an additional exponential
function basis in S(t), and therefore K = 3 including
φp(t) and φq(t) (or φ+(t) and φ−(t)). The truncation
tiers of the HEOM were chosen as Nmax = 20, 15, and 25
for λ = 0.01, 0.1 and 1, respectively, which cause 1, 770,
815, and 3, 275 ADOs. For details, see Appendix D.
In the overdamped and underdamped regions, our gen-
eralization and original HEOM showed consistent re-
sults. However, near critical–damped region, the original
HEOM became very unstable, and was unsolvable with
a finite N . This is because, the basis set used in the
original HEOM, φ+(t) and φ−(t), are almost denegerate
near the critically damped condition. A(t) is described
as a difference between φ+(t) and φ−(t), it causes numer-
ical errors from loss of significance. On the other hand,
our generalization worked well in all regions because our
method does not depend on diagonalization of the ba-
sis functions and therefore the stability is not related to
degeneration.
As shown here, our new treatment can describe the
dynamics caused by non–exponential correlation func-
tions, which has a non–diagonalizable coefficient matrix
γ. Moreover, even if the matrix γ is diagonalizable,
the original framework can be unstable like the case of
nearly critically damping regime. Thus, our new treat-
ment enables us to make more stable analysis for non–
perturbative and non–Markovian regime. Note that, in
our treatment, the choice of basis set is not unique while
the choice relates the stability of the equations.
C. Spontaneous de–excitation under
zero–temperature environment
Finally, we discuss a spontaneous de–excitation pro-
cess of a two–level system {|g〉, |e〉} caused by zero–
temperature bosonic environment. Here, we assume that
the Hamiltonian of the system and the system–bath in-
teraction operator are expressed as Hˆ = ~Ωeaˆ+aˆ− and
Vˆ = aˆ+ + aˆ−, respectively, where aˆ+ = |e〉〈g| and
aˆ− ≡ |g〉〈e| are creation/annihilation operators of the
system. As the environment model, we employ a Brow-
nian spectral density
J (ω) = 2α ζω
2
0ω
(ω20 − ω2)2 + ζ2ω2
, (41)
which has a sharp peak at ω = ω1 =
√
ω20 − ζ2/4 in
the underdamped condition ζ < 2ω0. To make the sys-
tem and bath characteristic frequencies resonant, we set
Ωe = ω1. Note that, although the coupling strength
α has the same form as the reorganization energy λ in
Sec. III B, physical meaning of the constants are quite
different because of the difference of Vˆ : The interaction
Vˆ here has no diagonal elements, and does not cause re-
organization of the quantum states |g〉 and |e〉.
We set the initial state of the system as the pure ex-
cited state ρˆ(t0) = |e〉〈e|, and calculate population dy-
namics connected to zero–temperature bath T = 0. In
this model, transitions among the two states are purely
caused by fluctuation of the bath coordinates. Because
there is no thermal fluctuation in the zero–temperature
limit, the spontaneous transition is caused by quantum
fluctuations of the environment.
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To apply the HEOM, we need to express C(t) in a basis
set φ(t). It is difficult to treat C(t) in the case of low tem-
peratures because we need to incorporate many bosonic
Matsubara frequencies 2pik/β~ near a system frequency,
which come from the Bose–Einstein distribution and pro-
vide quantum low–temperature corrections. In the case
of the zero–temperature, the bosonic Matsubara frequen-
cies are almost degenerate and form a continuum. There
are many investigations to propose improved treatment
for low–temperature situations and to eliminate unphys-
ical artifacts caused by insufficient low–temperature cor-
rections [43, 48, 65–69]. Here, we adopt the Fano spectral
decomposition (FSD) technique recently made by Yan
and co–workers [70, 71], which enables us to describe the
low–temperature effects accurately with a few number
of basis functions φ(t). This method divides the Bose–
Einstein distribution into a high–temperature part with
a reference temperature T0 and a low–temperature part
as nBE(ω, T ) = nBE(ω, T0) + ∆nBE(ω, T, T0). The high–
temperature part is evaluated by using the conventional
PSD framework, and the low–temperature part is accu-
rately expressed by using summation of modified Fano
functions. The modified Fano functions result in basis
functions in the forms of tl ·e−γt (l ≥ 0), and γ caused by
these functions are non–diagonalizable. Hence, we can-
not employ the original HEOM Eq. (26) and need gener-
alizations for non–exponential functions. In this article,
we employ our new treatment Eq. (22) to describe the
dynamics under zero–temperature environment. For de-
tails, see Appendix E. Note that, it is impossible to per-
form the strict zero–temperature parametrization T = 0
within the FSD framework. However, if the temperature
parameter we use is sufficiently small, C(t) asymptoti-
cally arrives the analytical solution of T = 0 as discussed
below.
To discuss the effects of the rigorous description based
on our treatment, we introduce two approximation for
comparison:
a. Rotating wave approximation In the zero–
temperature limit, all of the bath modes are in their
ground state when it is not connected to the system, and
the factorized initial condition Eq. (5) can be rewritten
in the form of a wavefunction of the total system as
|Ψtot(t0)〉 = |e〉 ⊗ |~0〉. (42)
Here, |~0〉 represents the vaccum state of the bath. By
using creation and annihilation operators of the ξth bath
mode, bˆ+ξ and bˆ
−
ξ , the interaction Hamiltonian of the total
system can be rewritten as
Hˆ int = −
∑
ξ
gξ√
2
(
aˆ+ + aˆ−
) (
bˆ+ξ + bˆ
−
ξ
)
, (43)
which includes resonant transitions aˆ−bˆ+ξ and aˆ
+bˆ−ξ and
non–resonant transitions aˆ+bˆ+ξ and aˆ
−bˆ−ξ . By neglecting
non–resonant terms, we obtain
Hˆ intRWA = −
∑
ξ
gξ√
2
(
aˆ−bˆ+ξ + aˆ
+bˆ−ξ
)
, (44)
which is the well–known rotating wave approximation
(RWA) form.
In this approximation, the number of excitations of
the total wavefunction |Ψtot(t)〉 is preserved in the time
evolution, and in the case of Eq. (42), the wavefunction
is restricted in the single Fock state space as
|Ψtot(t)〉 = ce,0(t)|e〉 ⊗ |~0〉+
∑
ξ
cg,ξ(t)|g〉 ⊗ |~1ξ〉. (45)
Here, |~1ξ〉 represents a state in which the ξth mode is
singly excited. The dynamics of the coefficient ce,0(t) in
the interaction picture,
c˜e,0(t) ≡ e+i(~ω0+Evac)(t−t0)/~ce,0(t), (46)
is determined by a Volterra–type integro–differential
equation (see Appendix F)
∂
∂t
c˜e,0(t) = − 1~2
∫ t
t0
ds C(t− s)e+iΩe(t−s)c˜e,0(s), (47)
in which C(t) acts as a memory kernel. Here, Evac =∑
ξ ~ωξ/2 is the summation of the zero–point energies of
the bath. This is equivalent to theories used in quantum
electrodynamics [72, 73]. The population dynamics of
the excited state can be calculated as Pe(t) = |c˜0(t)|2.
While it is possible to solve Eq. (47) directly, we can
construct simpler time differential equations to solve the
same problem as follows: By substituting Eqs. (15a) and
(15b) into the Eq. (47),
∂tc˜e,0(t) = − 1~2Sδ c˜e,0(s)−
1
~2
∫ t
t0
ds (~σt(s+ ia)~φ(t− s))e+iω0(t−s)c˜e,0(s)
= − 1
~2
Sδ c˜e,0(t)− i~
∑
k
σkd˜k(t). (48)
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Here, we have introduced auxiliary coefficients defined as
d˜k(t) ≡ − i~
∫ t
t0
ds
∑
l
(skl + iakl)φl(t− s)e+iΩe(t−s)c˜e,0(s). (49)
The time evolution equation of d˜j(t) is evaluated as
∂td˜k(t) = +iΩed˜k(t)−
∑
l
γkld˜k(t)−
[∑
l
(
i
~
skl − 1~akl
)
φl(0)
]
c˜e,0(t). (50)
Hence, the set of equations Eqs. (48) and (50) are equiv-
alent to Eq. (47). This can be regarded a generalization
of a method to solve a Volterra–type integro–differential
equation by using a second–order differential equation in
Ref 73, and a similar method is found in Ref. 74 in the
case of a multi–exponential function basis set. Remark-
ably, this set of equations has the same structure to our
HEOM Eq. (21) truncated by the first–tier N ≤ 1. Be-
cause of the RWA, the hierarchical elements which are
higher–order tiers are not occupied.
b. Single Lorentzian component approximation In
the case of underdamped condition ω0 > ζ/2, the
Brownian spectral density can be decomposed into two
Lorentzian components as
J (ω) = α
2ω1
(
γcω
2
0
(ω − ω1)2 + (γc/2)2 −
γcω
2
0
(ω + ω1)2 + (γc/2)2
)
≡ J+(ω) + J−(ω), (51)
where ω1 ≡
√
ω20 − γ2c/2 and J±(ω) are resonant to ω =
±ω1. When the Lorenzian components are sufficiently
narrow, i.e. γc is sufficiently small in comparison with
ω1, we can neglect J−(ω) in the region ω > 0 and we
can regard J+(ω) ' 0 in the region ω < 0. Under this
approximation, the quantum correlation function C(t) in
the zero–temperature is evaluated as
C(t) ' C+(t) ≡ 1
pi
∫ ∞
−∞
dωJ+(ω)e−iωt. (52)
Here, we have used nBE(ω,+0)+1 = θH(ω), where θH(x)
is the Heaviside step function. Note that while this ap-
proximate form of spectral density, J+(ω), is sometimes
adopted in open quantum theories, the spectral density
does not satisfy J+(−ω) = −J+(ω).
Hereafter, we discuss the effects of rigorous description
(New approach, Eq. (22)), wavefunction description with
the rotating wave approximation (WF–RWA, Eqs. (48)
and (50)), and Born–Markov approximation (Redfield
equation).
To check the accuracy of correlation function expan-
sions, we first plotted the symmetrized correlation func-
tion S(t) in Fig. 5. Here, we employ the FSD scheme with
temperature T = 10−3 and a single PSD[N − 1/N ] pole
on the reference temperature T0 = 1 (PSD[0/1]+FSD[9]),
which yields 12 basis functions φ(t). As seen here,
FIG. 5. (a) Symmetrized correlation function S(t) in the case
of zero–temperature limit with a Brownian spectral density
Eq. (41). Orange curves and blue triangles represent the re-
sults of the PSD[0/1] +FSD[9] scheme and PSD[9/10] scheme
for T = 10−3, respectively. These two cause 12 basis func-
tions φ(t). Blue curves mean the results of single Lorentzian
approximation Eq. (52), and gray and black curves represent
analytical solutions with strict zero–temperature T = 0 and
relatively high–temperature T = 10−2 cases, respectively. (b)
Long–time tail behavior of (a).
the results of this expansion (orange curves) sufficiently
reproduces the analytical solution of the strict zero–
temperature case (gray curves). The analytical solu-
tion and expansion has an algebraic long–time tail with
power t−2, which is a characteristic feature of a Brownian
motion near zero–temperature under an Ohmic friction
[55, 75]. Although the single Lorentzian approximation
Eq. (52) also well reproduces the analytical solution, the
amplitude near t = 0 is different from the correct solu-
tion, and this cannot reproduce the long–time tail behav-
ior.
In Fig. (6), we depict the numerical results of the spon-
taneous de–excitation of the excited state population in
the case of weak, moderate, and strong coupling cases.
The parameters were set to ω0 = 1 and ζ = 0.5, and
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FIG. 6. Spontaneous de–excitation processes of the excited
population Pe(t) ≡ ρee(t) under a zero–temperature environ-
ment for (a) weak coupling α = 0.004, (b) moderate coupling
α = 0.1, and (c) strong coupling α = 0.4 cases. Orange curves
represent our generalization of the HEOM Eq. (22) with the
PSD[0/1]+FSD[9] parametrization, and blue curves mean the
results of the WF–RWA calculations, Eqs. (48) and (50), with
the same basis set φ(t). Black solid and dashed curves rep-
resent the results of the HEOM and WF–RWA calculations
with single Lorentzian approximation Eq. (52). Gray curves
mean the results of the Redfield theory.
this causes ω1 = Ωe = 0.968. The truncation tiers of the
HEOM were chosen as Nmax = 3, 5, and 8 for α = 0.004,
0.1 and 0.4, respectively, which generates 454, 6, 187, and
125, 969 ADOs.
In Fig. 6(a), the results of the Redfield theory and
other calculations are already different even though it is
in a weak coupling regime. This is because, the non–
Markovian feature of the environment correlation is im-
portant in this problem: In the cases of Sections III A
and III B, the population transfer processes are caused
by the electronic coupling of the system states, J , and
the beating behavior in the weak coupling regime is dom-
inantly determined by the coupling. On the other hand,
in the problem of this section, the transitions are caused
by the bath fluctuations and their behavior reflect details
of the bath correlation functions in comparison with the
previous problems. Because both HEOM and WF–RWA
calculations capture the non–Markovian behavior, the re-
sults are coincident.
In the moderate and strong coupling cases, Figs. 6(b)
and (c), the WF–RWA results differ from the HEOM re-
sults. This is because, when the system–bath coupling is
strong, the non–resonant terms aˆ+bˆ+ξ and aˆ
−bˆ−ξ which are
neglected in the WF–RWA calculations contribute de–
excitation processes. In this regime, the excited state has
a finite equilibrium population caused by quantum fluc-
tuations of the bath even though it is zero–temperature
(In the strong–coupling limit, the population should be
0.5 because the enegy difference between ground and ex-
cited states becomes negligible). The WF–RWA calcu-
lations underestimate the population owing to the lack
of non–resonant terms. The results of single Lorentzian
approximation become different from the correct calcula-
tions when the coupling is strong, because details of the
correlation functions affect in the regime.
IV. CONCLUDING REMARKS
In this paper, we developed a new generalization of the
HEOM theory including treatments of non–exponential
basis sets for environment correlation functions, Eq. (22).
We showed that our generalization was unified with the
original HEOM theory and other generalizations, and our
generalization could be more efficient and stable than
the conventional theories. We demonstrated our new
generalization by using three examples, in which non–
exponential behavior of environment correlation func-
tions plays essential roles, and we further examined the
validity of our approach.
Our generalization is based on a new, simple design
of expansion forms of environment correlation functions,
Eqs. (15a) and (15b), and while other elements of the
theory are almost the same as the original HEOM the-
ory. Therefore, other techniques developed within the
framework of the original theory, e.g., the HEOM theory
for fermion environments [58, 59, 76–78], should be easily
incorporated with our generalization.
In our demonstration calculations, we employed a sim-
ple truncation of tiers of the HEOM, which could be
inefficient. An extension of more advanced truncation
scheme for our generalization, e.g., those in Refs. 58 and
59, should be worthful for more efficient, stable, and gen-
eral calculations. In addition, in this paper, we discussed
only the instability of HEOM in the case of near de-
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generate basis functions. Besides this, instabilities of
HEOM theories in the case of strongly non–Markovian
bath correlation function are known. Although a nu-
merical approach to remove the instabilities has been
proposed[79], the physics underlying the instabilities is
an unsolved problem. Improving the stability of HEOM
will be worthful for many practical applications. These
problems are left for future investigations.
SUPPLEMENTARY MATERIAL
See supplementary material for the LibHEOM library
and its Python binding (PyHEOM) which we devel-
oped to perform simulations based on our approach.
Their documents and up–to–date codes may be found
on GitHub.
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Appendix A: Construction of matrices s and a
commuting with γ
In this section, we give examples of possible construc-
tions of σ, s, and a form S and A. Hereafter, we assume
that the vector σ is properly given. The choice σk = 1
is sufficient, while other choises are possible. Hereafter,
b represents s or a, and B is the corresponding S or A.
1. Diagonalizable γ
When γ is diagonalizable, b can be constructed as a
simultaneously diagonalizable matrix. We assume that
γ is diagonalized as Z−1γZ = γ′, where γ′ a diagonal
matrix. From Eq. (16), b is constructed as b = Zb′Z−1,
where b′ is a diagonal matrix which diagonal elements
are given by b′k,k = (
tBZ)k/(
tσZ)k.
2. Non–diagonalizable γ
When γ is non–diagonalizable, it is possible to con-
struct b by expressing it as a linear combination of γk
(k = 0, . . . ,K − 1), i.e., b = ∑K−1k=0 b˜kγk. From Eq. (16),
the coefficients b˜k should satisfy B =
∑K−1
k=0 b˜kuk, where
uk ≡ tγkσ. Therefore, the coefficients b˜k can be con-
structed by orthogonalizing a “basis set” uk and by ex-
pressing B by the orthogonalized basis set. The orthogo-
nalization is, e.g., performed by calculation of an inversed
matrix or the Gram–Schmidt process, and in the case of
former, the coefficients are given b˜k = (U
−1B)k where U
is a matrix defined as U ≡ (u0 . . . uK−1). Because this
method causes errors from loss of significance in the case
of a large matrix γ, it is more proper to decompose γ
into small block matrices γBlockk and perform evaluations
of bBlockk by using this method.
Appendix B: Relation to Other Generalizations of
HEOM
First, we show the relation between our new ap-
proach and a generalization of the HEOM theory given
in Ref. 46. Similar to the case of the extended HEOM
in Sec. II D 2, we duplicate the basis as tφ′(t) =
(tφ(t),t φ(t)), which satisfies Eq. (28). When we choose
the expansion of correlation functions S(t) and A(t) as
S(t) = tσ′s′φ′(t) ≡ (−itσC itσ?C)(−1/2i 00 +1/2i
)(
φ(t)
φ(t)
)
=
∑
k
σC,k + σ?C,k
2
φk(t)
(B1a)
and
A(t) = tσ′a′φ′(t) ≡ (−itσC itσ?C)(1/2 00 1/2
)(
φ(t)
φ(t)
)
=
∑
k
σC,k − σ?C,k
2i
φk(t),
(B1b)
where σC,k ≡ Sk + iAk and σ?C,k ≡ Sk − iAk, we obtain
the corresponding HEOM from Eq. (22) as
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∂tρˆl,m(t) = −Lρˆl,m(t)
−
∑
j,k
γjklj ρˆl−1j+1k,m(t)−
∑
j,k
γjkmj ρˆl,m−1j+1k(t)
+
∑
k
Φˆ
(
iσC,kρˆl+1k,m(t)− iσ?C,kρˆl,m+1k(t)
)
+
∑
k
φk(0)lk(Vˆ
→/~)ρˆl−1k,m(t) +
∑
k
φk(0)mk(Vˆ
←/~)ρˆl,m−1k(t).
(B2)
Here, the ADOs have been defined as
ρ˜l,m(t) ≡ T+
∏
k
(∫ t
t0
ds φk(t− s)V˜→(s)/~
)lk∏
k
(∫ t
t0
ds φk(t− s)V˜←(s)/~
)mk
F(t, t0)ρ˜(t0). (B3)
The matrices s′ and a′ commute with γ′, and σ?C,k = σ
∗
C,k
when Sk and Ak are real numbers. When the basis set is
given as tφ(t) = (te−γt, e−γt), Eq. (B2) reduces to an ex-
ample of HEOM given in Ref. 46. Note that Eq. (B2) has
the same hierarchical structure as the extended HEOM.
Thus, our new treatment can be regarded as an efficient
generalization of the HEOM in Ref. 46, because our treat-
ment does not require doubling the number of indices of
the hierarchy.
Next, we consider a situation in which non–exponential
basis functions appear only in the symmetrized correla-
tion function. The symmetrized and anti–symmetrized
correlation functions can be expressed as S(t) =∑
k S
exp
k φ
exp
k (t)+
∑
k′ S
non–exp
k′ φ
non–exp
k′ (t)+Sδ ·2δ(t) andA(t) = ∑k Aexpk φexpk (t). Here, φexp(t) and φnon–exp(t)
are sets of exponential and non–exponential basis func-
tions, respectively. We assume that the basis set tφ(t) =
(tφexp(t),t φnon–exp(t)) satisfies
∂t
(
φexp(t)
φnon–exp(t)
)
= −
(
γexp 0
0 γnon–exp
)(
φexp(t)
φnon–exp(t)
)
,
(B4)
where γexp is a diagonal matrix, {γexp}kk = γexpk . In this
case, the correlation functions can be decomposed as
S(t) = tσsφ(t) ≡ (t1 tSnon–exp)(sexp 0
0 0
)(
φexp(t)
φnon–exp(t)
)
+ Sδ · 2δ(t) (B5a)
and
A(t) = tσaφ(t) ≡ (t1 tSnon–exp)(aexp 0
0 1
)(
φexp(t)
φnon–exp(t)
)
, (B5b)
where sexp and aexp have only diagonal elements,
{sexp }kk = Sexpk and {aexp }kk = aexpk , and s and a
commute with γ. Then the corresponding HEOM can
be expressed as
∂tρˆn,n′(t) = −(L+ Ξˆ)ρˆn,n′(t)−
∑
k
nkγ
exp
k ρˆn(t)−
∑
j′,k′
n′j′γ
non–exp
j′k′ ρˆn,n′−1j′+1k′ (t)
−
∑
k
Φˆρˆn+1k,n′(t)−
∑
k
nk(S
exp
k φ
exp
k (0)Φˆ−Aexpk φexpk (0)Ψˆ)ρˆn−1k,n′(t)
−
∑
k′
Snon–expk′ Φˆρˆn,n′+1k′ (t)−
∑
k′
n′k′φ
non-exp
k′ (0)Φˆρˆn,n′−1k′ (t).
(B6)
Here n and n′ represents hierarchy indices for exponen- tial and non–exponential basis functions, respectively.
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This HEOM can be regarded as a combination between
the original HEOM and extended HEOM, while, the
number of indices of hierarchy equals to the number
of basis functions. Note that a polynomial–exponential
function basis set does not satisfy Eq. (B4).
Appendix C: Coefficients of S(t) and A(t) in
Sec. III A
By inserting Eq. (32) into Eq. (10), the integral reduces
to a definite integral with interval −γc ≤ ω ≤ γc. By
changing the variable of integration from ω to θ with
the relation ω = γc sin θ, and by using the Jacobi–Anger
expansion
cos(x sin θ) = J0(x) + 2
∞∑
n=1
J2n(x) cos[2nθ] (C1a)
and
sin(x sin θ) = 2
∞∑
n=1
J2n−1(x) sin[(2n− 1)θ], (C1b)
we get the coefficients in Eqs. (33a) and (33b) as
S0 =
2λ(1 +
∑
j 2ηj)
β~
−
∑
j
4ληjνj
β~
B2j
Rj
Xj ,
S2 = −
∑
j
4ληjνj
β~
B4j
Rj
Xj ,
S4 = −
2λ(1 +
∑
j 2ηj)
β~
+
∑
j
4ληjνj
β~
B4j
Rj
X2j ,
S2k =
∑
j
4ληjνj
β~
B2kj
Rj
X2j , (k ≥ 3),
S2k+1 = 0 (k ≥ 0)
(C2a)
andA1 = −λγc, A3 = −
λγc
2
, A5 = +
λγc
2
,
A2k = 0 (k ≥ 0),
(C2b)
respectively. Here,
Bj ≡ γc
Rj + νj
, Xj ≡ B−2j −B2j ,
and
Rj ≡
√
γc2 + ν2j , (C3)
and we have introduced an expansion of nBE(ω) as
nBE(ω) +
1
2
' 1
β~ω
+
∑
j
2ηj
β~
ω
ω2 + ν2j
. (C4)
For an infinite number of j, the expansion coefficients
should be ηj = 1 and νj = 2pij/β~, and νj is the jth
bosonic Matsubara frequency. When we want to increase
the efficiency of the summation of j in a finite number,
the PSD[N−1/N ] scheme [65] should be better choice.
Appendix D: Coefficients of S(t) and A(t) in
Sec. III B
By inserting Eqs. (35) and (C4) into Eqs. (11a) and
(11b) and by using the residue theorem, we obtain
S(t) = − iλω
2
0
β~ω1
(
1
γ2+
+ 2
K∑
k=1
ηk
γ2+ − ν2k
)
γ+e
−γ+|t|
+
iλω20
β~ω1
(
1
γ2−
+ 2
K∑
k=1
ηk
γ2− − ν2k
)
γ−e−γ−|t|
+
K∑
k
2ηk
2λ
β~
(
νkω
2
0ζ
(ν2κ + ω
2
0)
2 − ζ2ν2κ
)
e−νk|t|
(D1a)
and
A(t) = λω
2
0i
2ω1
(
e−γ+|t| − e−γ−|t|
)
. (D1b)
By using relation
ω0
e−γ+|t| + e−γ−|t|
2
= (ζ/2)φp(t) + ω0φq(t) (D2a)
and
ω20
e−γ+|t| − e−γ−|t|
2iω1
= −ω0φp(t), (D2b)
we obtain
S(t) = Spφp(t) + Sqφq(t) +
K∑
k=1
Ske
−νk|t| (D3a)
and
A(t) = Apφp(t). (D3b)
where
Sp ≡ 2λζ
β~
(
2
K∑
k=1
ηkω0ν
2
k
(ω20 + ν
2
k)
2 − ζ2ν2k
)
, (D4a)
Sq ≡ 2λ
β~
(
1 + 2
K∑
k=1
ηkω
2
0(ω
2
0 + ν
2
k)
(ω20 + ν
2
k)
2 − ζ2ν2k
)
(D4b)
Sk ≡ 2ηk 2λ
β~
(
νkω
2
0ζ
(ν2κ + ω
2
0)
2 − ζ2ν2κ
)
, (k = 1, . . . ,K)
(D4c)
and
Ap ≡ λω0. (D4d)
The functions φp(t) and φq(t) satisfy
∂t
(
φp(t)
φq(t)
)
= −γp,q
(
φp(t)
φq(t)
)
, γp,q ≡
(
ζ ω0
−ω0 0
)
,
(D5)
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and S(t) and A(t) can be rewritten in the form of
Eqs. (15a) and (15b) as
S(t) = (0 1) sp,q (φp(t)φq(t)
)
+
K∑
k=1
Ske
−νk|t| (D6a)
and
A(t) = (0 1)ap,q (φp(t)φq(t)
)
. (D6b)
Here, 2× 2 matrices sp,q and ap,q are defined as
sp,q ≡ −Sp
ω0
· γp,q + Sq · 1 (D7a)
and
ap,q ≡ −Ap
ω0
· γp,q, (D7b)
and these clearly commute with γp,q. The second term
in Eq. (D6a) leads a K ×K diagonal block matrix.
Appendix E: Coefficients of S(t) and A(t) in
Sec. III C
In the Fano spectral decomposition scheme, the Bose–
Einstein distribution function is decomposed as [70]
nBE(ω) +
1
2
' 1
β~ω
+
∑
j
bjajω/Tj
[1 + (ajω/Tj)2]mj
. (E1)
Here, we have unified the high–temperature/low–
temperature parts in Ref. 70. By inserting Eqs. (41)
and (E1) into Eqs. (11a) and (11b) and by using the
residue theorem, we obtain correlation functions S(t) and
A(t). In S(t), non–exponential basis functions φγj ,l(t) =
tl · e−γjt (1 ≤ l ≤ mj) appear as results of higher–order
poles in Eq. (E1) with mj ≥ 1. The basis functions sat-
isfy time evolution equation
∂t

φγj ,0(t)
φγj ,1(t)
...
φγj ,mj (t)
 = −

γj 0
−1 γj
. . .
. . .
0 −mj γj


φγj ,0(t)
φγj ,1(t)
...
φγj ,mj (t)
 .
(E2)
.
Appendix F: Construction of Volterra–type
integro–differential equation Eq. (47)
By inserting the total Hamiltonian with the RWA,
Htot = ~Ωeaˆ+aˆ− −
∑
ξ
gξ√
2
(
aˆ−bˆ+ξ + aˆ
+bˆ−ξ
)
+
∑
ξ
~ωξ bˆ+ξ bˆ
−
ξ + Evac, (F1)
and Eq. (45) into the Schro¨dinger equation, we obtain
infinite number of simultaneous equations

∂tce,0(t) = −i (Ωe + Evac/~) ce,0(t) + i
∑
ξ
gξ√
2~
cg,ξ(t)
∂tcg,ξ(t) = −i (ωξ + Evac/~) cg,ξ(t) + i gξ√
2~
ce,0(t).
(F2)
By introducing interaction picture
{
c˜e,0(t) = e
+i(Ω0+Evac/~)(t−t0)ce,0(t)
c˜g,ξ(t) = e
+i(ωξ+Evac/~)(t−t0)cg,ξ(t),
(F3)
The set of equations can be rewritten as
∂tc˜e,0(t) = i
∑
ξ
gξ√
2~
e−i(ωξ−Ωe)(t−t0)c˜g,ξ(t) (F4a)
and
∂tc˜g,ξ(t) = i
gξ√
2~
e+i(ωξ−Ωe)(t−t0)c˜e,0(t). (F4b)
Because Eq. (F4b) is solved as
c˜g,ξ(t) =
∫ t
t0
ds i
gξ√
2~
e+i(ωξ−Ωe)(s−t0)c˜e,0(s), (F5)
the time evolution of c˜g,0 is expressed as
∂tc˜e,0(t) = −
∑
ξ
g2ξ
2~2
∫ t
t0
ds e−i(ωξ−Ωe)(t−s)c˜e,0(s). (F6)
By using the spectral density J (ω), this equation can be
rewritten as Eq. (47).
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