We consider the so-called Babuska method of finite elements with Lagrange multipliers for numerically solving the problem Au = f in il, u = g on 3Í2, iî C Rn, 7i > 2. We state a number of local conditions from which we prove the uniform stability of the Lagrange multiplier method in terms of a weighted, mesh-dependent norm.
1. Introduction. Let Í2 be a bounded simply connected domain in R", n>2, with smooth boundary 3Í2. We consider the second-order Dirichlet problem (1.1) Au = f in Í2, u=g on 9Í2.
If /GZ,2(£2) and g G /T(9Í2), r > 1, the problem (1.1) admits the following variational formulation: find a pair {u, \p), u G //'(fi), i// G ¿2(9Í2), such that ,, ", I Vw • Vuc/x -I v\j)ds + j utpds = -\ fvdx + gyds, (1.2) Jn Jsa Jm Jsi Jdn for all (v, tp) G //'(ft) x ¿2(3i2). If (u, i//) is the solution of problem (1.2) , then u is the weak solution of problem (1.1) and \¡j equals du/dn, the normal derivative of u on 8Í2 (cf. [1] ).
If Af¡ C //'(Í2) and Aîtj C Z,2(9£2) are finite-dimensional, the Lagrange multiplier method [1] , [2] for the approximate solution of problem (1.1) consists of seeking for a pair (un, \pn) G Mh x M2 such that (1. 3) SnVu» " Vvdx " k^"ds + knu^ds = ~í¿vdx + kng{pds' for all (v, «p) G M* x JM*.
It is well known, cf. [1] , [2] , [4] , that the uniform stability of the Lagrange multiplier method can be achieved only by rather careful choices of the subspaces Mh and M2 . In particular, if Mh is fixed, then the choice of M2 is critical [2] . In [1] it is shown that for finite element subspaces the stability can be achieved provided, essentially, that the diameter of the smallest element on 8Í2 and that of the largest element in the interior of Í2 are related as (1.4) dmin(9í2)>Cdmax(í2), where C depends on £2.
The problem of weakening the condition (1.4) was studied in [8] , where it was shown that for quasiuniform finite element meshes in R2 the constant C in (1.4) can be allowed a value close to unity, with certain natural choices of the boundary subspaces. In the present paper we consider the more general situation where mesh refinements are allowed. Neither (1.4) nor the conditions given in [8] allow mesh refinements on 9Í2.
The technique we use is somewhat different from that of [1 ] or [8] . Instead of working with the Sobolev space //~'/2(9i2), we carry out the analysis using Z,2(9£2), supplied with certain weighted, mesh-dependent norms. In Section 2 a number of technical assumptions are made, which are sufficient for the uniform stability of the Lagrange multiplier method. The assumptions are given in a form allowing them to be checked locally for subspaces of finite element type.
In Section 3 the uniform stability of the Lagrange multiplier method is proved from the assumptions of Section 2. Here the key result, which allows local conditions in the case of mesh refinements, is Lemma 3.2. The uniform stability yields immediately an abstract quasioptimal error bound for the approximate solution. As a by-product we obtain here a weighted convergence result for u -un on the boundary.
The verification of the stability conditions in practice is finally considered in Section 4, where compatible finite element-type subspaces are constructed assuming a simplicial mesh in the interior of Í2. Quasioptimal convergence rates are proved for the resulting finite element schemes.
Among other cases, where the conditions of Section 2 can be verified, we mention the boundary subspaces constructed in [8] and [9] for plane domains.
2. The Basic Assumptions. For a domain S2 C R" we let //fc(i2), k > 0, k integer, denote the usual Sobolev space with the norm lK*<n) = E l»l/,n> /=o where
For nonintegral k, the norm || • \\Hkm\ is defined by interpolation [7] .
For a definition of the spaces //fc(9i2), cf. [1] . To define a convenient norm Henceforth we consider a family {r'1(9i2)}0<ft <-, of partitionings of 9Í2 satisfying some further conditions as given below. We let K and À be real and L an integral parameter, K > 1, L > 1, X > 0. The subsequent conditions are assumed to hold for any given h, 0 < h < 1, and for some fixed, finite values of K, X, and L.
Consider a partitioning 7^(9^2), h fixed. For a set S C R", we let d{S) denote the diameter of S. Our first assumptions are the following:
Al. (i) For all S G ^{dSl), d{S) < A.
(ii) To the partition 7^(90) = {Sv} there corresponds a collection {Cv} of spheres, Cv C R", such that for each v, the center of Cv is in Sv, d{Cv) = SKd{Sv), and for each C G {Cv}, C n Cv # 0 for at most Z, spheres Cv G {Cv}.
Here Al(ii) may be regarded as a local regularity assumption. We will need an additional global assumption which restricts the possible global mesh refinements. To this end, let us define, for a given S G r'I(9í2), the sets 2fc(S) and Rk{S) as follows: zZ0{S) = S, A2. If Sv, 5M G t"(9í2) and SM C Rk{Sv), then d{Sß)/d{Sv) <K ■ kx.
In practice, A2 means that the refinements should be globally subexponential. For situations where refinements of this type are used, cf. [3] .
We associate next a family of finite-dimensional subspaces M2 to the partitionings 7^(9^2). For each h, M2 is assumed to have a basis {\px, . . . , \¡/m } which satisfies: A3, (i) For all /, 1</ < mh, suppty-} C Zk{Sv) for some Sv G /(9Í2) and k<L.
(ii) If * = 2Zmh ß.^., ß. G /?', and \ = {/; ^ ? 0 on 5v}, 5V G r»(9fi), then
In addition, we assume the following:
A4. For each Sv G rh(ba), there exists 0V eij such that 5V n supp{0v} # 0,
Finally, let {Mx}0<h<x be a family of subspaces of//'(Í2). We assume that for each h the following compatibility conditions hold between Mh and Mh. (ii) If5vGr"(9i2)then {/; v¡ ÍOon 5V} = {/; fy ÍOon Sv} = Av.
(iv) If i// = H^ß^j, v = l^"&jVj, and Sv G r/l(9í2), then
Qualitatively, A5 imposes an upper bound for the dimension of Mh, as compared with that of the trace space of Mh on 9Í2. In this sense A5 is a condition of the same spirit as (1.4) . The difference is that A5 is only a local constraint.
3. A Stability Result. In this section, Cor C denotes a positive constant which may take different values on different usages and may depend on n and on the parameters K, X, and L of the preceding section without explicit indication. We write C (f2) if the constant depends also on £2.
If q G /?', denote by ||-\\n dn the weighted L2-norm V where the sum is over all Sv G 7,I(9Í2). We will denote by XT" the space //'(Í2) x L2(9£2) supplied with the norm ||(«, ")|iiTÄ = l<n + H<-K,9n + Mli._H.anIn this notation, our basic stability and convergence result is as follows:
Theorem 3.1. Let the partitionings i^iSl) and Th{d£l) and the spaces Mh C //'(Í2) and M2 C £2(9£2) be defined so that the conditions Al through A5 are satisfied for some K, X, and L. Further, let fGL2(£2), g G //r(9í2), r > 1, and let {u, \¡j) be the solution of problem (1.2 Mi,n + IMI*,-%,an < l and í^ds > C|MI*,a,a"-Before proving the propositions, let us show that Theorem 3.1 follows from them.
For this, note first that we have
This follows, since ||u||A _% 3n > d{ü) /2ll"ll¿2(an) and since MHim < c(") 0<n + H"lli2(an))1/2. " e//'(i2). that [2, pp. 186-188] B{u, \p;v,y) >C>0. M)Ímhxmh2 (»,^xm* IK«, *)lbrrAIK», *)\\xrh For (3.6) to be valid in the present situation, the following two conditions are sufficient (see [4] ):
uGNfi & f uipds = 0 for all <¿> G AU (3.7)
'dil l«l?,n > C(l"li,n + H«H*,-vMn)> Thus, if the propositions are true, the proof of Theorem 3.1 is complete. D Proof of Proposition 3.1. Let V0 be the unit sphere of R"~l, V0 = {x G R""1 |x| < 1}, and let E0 be the cylinder E0 = {x = (z, x") G R» ; z G V0, 0 < xn < 1}.
We prove first a preliminary result. 
By (3.10), there exists a subsequence of {"v}, still called {uv}, which converges in L2(E0). Since (3.10) also implies that /p \uv(z, 0)|2 dz < C, we have, by (3.11), that ¡EQ\Vuv\2dx-*0, v->°°.
Hence, {uv} converges in //'(E0) to a function w0(x) = CQ = const. By (3.10), C0 =^0.
However, taking the limit in (3.11) one has 0 = lim ÍVoev(z)uv(z,0)dz Then if /z < h0, h0 = h0{il) sufficiently small, we have Ev C £2 for each v. From (3.12) and from Al(ii) it is also easily verified that (3.13) EvCC"n£2, y =1,2, ....
The set Ev may be mapped onto the cylinder E0 of Lemma 3.1 by the mapping
By the properties of Fv assumed above, Jv: E" -► E0 is an invertible smooth transformation. Moreover, we obtain from the definition of Jv the formula (3.14) f rfs)& = f ev(z)^v(z)dz, * G L2(rv), '»O where $v(z) = ${JV ' (z, 0)) and ev satisfies (3.15) C,Â-"-'ci(5v)"-' < ejiz) < Ç/"-1*/-', z G V0. Now let u G H1 (Í2) be such that (3.1) holds, let uv be the function u in the coordinate system {x(,v), . . . , x<v)}, and let ûv(x) = uv(J~1(x)), x G E0. Then, since Tv D supp{0 }, we have, using (3.1) and (3.14), we have, using (3.24) and a well-known argument (cf. [2, pp. 112-115] or [4] ), that » "_r> HvVIL.il»!!--^ * inf " sup" h mi i. i = iK^TMr1 = w. In view of (2.5) and the above definition of m,, this implies that fr -_ < »i^ < fr, and therefore, by (3.26), (3.27) Sy(x) -qkvj{x) = qkAjvjix), |A;| < 1 -<TX.
Now let Pn<pv be expanded as Pnyv = I.™* /3/i///, and let u = Z™'' ß£,. Then if AM is as in A5(ii), we get, using A3(ii), A5(iii), A5(iv) and (3.27),
Taking q sufficiently close to (but still larger than) unity, we can have
Upon summing over ju, (3.28) and (3.29) then imply UPh^ds=ZfRUSAPh,v)vds (3.30) On the other hand, we find from the definition of v and from A3(ii), A5(iii), and A5(iv) that /"/v»*<^3/2|l^ll_2(_v)lli>*^ll_2CSv).
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Recalling that v G Vh,we then have, using (3.19) and (3.20), hii{p^)~vds = hii^ds = 5syds
Since q > 1, the estimate (3.25) follows from (3.30) and (3.31). Combining (3.25) with the assumption A2, we get for all Sv, Sß G r"(9£2) the estimate d{Sß)f {Pn,v)2ds<d{Stl)j iPh,v)2ds (3.32) < CkKe-akd{Sv) f ^vds < C,e-ai *_(_") f ^ ds, where A: is such that SM C /?fc(_v), and 0 < a, < a. Finally, to estimate Phy, write Pny = _v Ph<pv, and apply the inequality ¿a*V <C¿><*a2, /3>0>C=C(P),akeÄ1> i / i together with (3.32) to first get
where Afe = {v; 5V C Rk{Sß)}, and A^M denotes the number of sets 5V G r'I(9í2) which are contained in Rk{S ). Nk can be estimated as follows. First, if Cv is the sphere associated to Sv as in Al(ii), then, by Al(ii) and A2, the set UvGAfc Cv is contained in a sphere of radius (3.34) p < Kd(Sß) £ jx + 4K{Kd{Sß)kk) < Cd{Sß)kx+ '.
/-o
Second, by Al(ii) and A2, 4. Application. Let {Th(dÇÏ)}0<h<x be a family of partitionings of 9Í2 satisfying assumptions Al and A2. Let h be fixed sufficiently small and assume that for each Sv G Th(d£l) the systems of local coordinates {x^v\ . . . , xj^} are defined so that Eqs.
(2.1) through (2.4) are satisfied.
Let k be a fixed integer, k > 1. We define Ai2 as the maximal subspace of _2(9Í2) such that if \p GAf!¡, Sv G /(9Í2), and i//v is defined as in (2.4) , then \pv is a polynomial of degree k -1 in the variables xy\ . . . , x"_,.
To define the interior subspaces Mh, consider a family of partitionings it" of R" into n-simplicial subdomains tv. We assume the partitionings to be arranged in the usual way so that any face of any t G -nh is also a face of another tv Gn". The following additional assumptions will be made:
Bl. (i) rGTT* =*_(*)<*.
(ii) For each t G it", either rn£2 = 0orinf2 contains a sphere of radius p >
K-'d(t).
(iii) If t G n", S G r"(9í2), and t n S # 0, then K~ld(S) < d(t) < Kd(S).
We note that if t G Í2, then (ii) reduces to the ordinary regularity assumption [5] .
We let {7-/l(_2)}0<ft< j be a family of partitionings of Í2, defined as r-*(í2) = {Tv, tv = rM n n, r" e »*, f" n n # 0).
We will further denote by f2h the polyhedron fvejr«;fvnn#0
For each h, let M^ be defined as the maximal subspace of //'(Í2) such that, for each T G th(Ú), Aíh I-equals the space of polynomials of order k on T, where k has the same value as in the definition of M2 .
In order to be able to verify the conditions A3 through A5 for the above subspaces, a further constraint on the partitionings will be required. In particular, A5 is not generally true unless the partitioning r',(9i2) is locally by a certain factor coarser c-iz^iiaii2(p1)</p2(£^>)2d5
where C depends only on CQ, k, and n. Assuming such bases to be defined, we take for the basis of M* the set \JV {^»>, . . . , ^}, wherê v)ix) = 4\x\v\...,xn%), xGSv, (4.3) = 0, x G 9Í2\5V. using Bl(ii) and (4.2) . Finally, to verify A5(iv), note that if h is small enough, then (2.1), (2.2) , Bl(ii), and Bl(iii) imply the existence of the spheres Vv CR"~l, with d{Vv) > Cd(Sv), C independent of v, such that £>" C t/" and so that %; satisfies S" DE" n 3Í2.
By the assumption Bl(ii), if h is small enough, the estimate L(ûe-îhûe)2ds<c\\ûe-îhûe\\2HH%) 1 V holds uniformly for all iv = Jv(tv), tv G -n", tv n 9Í2 =£ 0. By the approximation properties of Ih we then have [5] f%iû'-îhû*)2ds<cm2k+h?v.
Upon scaUng this back to the original size we get (4.11) d{tvrllv^niue-iy)2ds<cd{tv)2k\ue\2k+utv.
Summing over v and using Bl(i) and Bl(iii), (4.11) gives (4.12) ||>/ -Vell*,-V4,an < ^11"%*+>("")•
In view of (4.9), (4.10), and (4.12), the estimate (4.7) follows by choosing v = I"ue\n.
To prove (4.8) , let \¡/ G //fc(9£2) and consider a given partitioning Th{d£l). For each Sv G t'"(9í2), let {x^\ . . . , x^} be as in (4.3), and assume that h is small enough so that ( In view of (4.13), there exists for each v a polynomial ipv on fv of degree k -1 such that (4.14) Mv-<Pvh2ÍVv)<CdiSv)k\tl,Xvv> where Cis independent of v (cf. [5, p. 115] ). On the other hand, by the assumption Al(ii), the constant C in (4.13) can be chosen so that, for any given T G {Fv}, F intersects Tv for at most L different Tv G {rv}. Therefore, if h is small enough, (4.14), Al(i), and (2.3) imply E<«ii*v -*vii_2(pv) < ^2*+1Ei^iU<ciA2*+1iW'Wi)-
In view of this we have <4-15) ¡"jM*-dU,",8n <chk+*W\Hk(my
