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Abstract
Vector is the general format of input data of most algorithms. Designing unitary operation to
load all information of vector into quantum registers of quantum CPU from classical memory is
called quantum loading scheme (QLS). QLS assembles classical memory and quantum CPU as a
whole computer, which will be important for further quantum computation. We present a QLS
based on path interference with time complexity O(log2N), while classical loading scheme has time
complexity O(N), that is the efficiency bottleneck of classical computer.
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I. INTRODUCTION
Vector is the general format of input data of algorithm, and each component of vector
is stored in classical memory sequentially in general. Thus there are two questions for
general quantum algorithm, the first question is that which state is suitable to represent
all information of vector for further quantum computation, and the second question is that
how to load all information of vector into quantum registers (or quantum state) without
losing information. Loading data set such as vector into classical registers of CPU from
classical memory is called classical loading scheme (CLS). Similar to CLS, designing
unitary operation to load all information of vector into quantum registers of quantum CPU
from classical memory is called quantum loading scheme (QLS). CLS or QLS assembles
classical memory and CPU as a whole computer. QLS makes quantum CPU is compatible
with classical memory.
An N−dimensional vector is denoted as ~a = {a0, a1, ..., aN−1}, where the com-
ponents a0, a1, ..., aN−1 are real numbers. It has been shown that entangled state
1√
N
(
N−1∑
i=0
|i〉register1|ai〉register2) is suitable for the representation of vector without losing any
information of vector [1, 2, 3, 4]. Let initial state |φ0〉 be |φ0〉 = |0〉q1q2...qn |0〉p1p2...pm |ancilla1〉,
where the m+ n qubits q1, ..., qn, p1, ..., pm are collected as a whole object, dividing them is
prohibited, and where the ancillary state |ancilla1〉 is known. QLS can be described as how
to design unitary operation U(0,1,...,N−1) such that
|φ〉 = U(0,1,...,N−1)|φ0〉 = 1√
N
(
N−1∑
i=0
|i〉q1q2...qn|ai〉p1p2...pm)|ancilla2〉, (1)
where N = 2n and the ancillary state |ancilla2〉 is known (all ancillary states is known in
this paper.).
Nielsen and Chuang pointed out that quantum computer should have loading scheme in
principle to load classical database record into quantum registers from classical database
[6, 7, section 6.5]. However, there is no detailed work on QLS up till now. In fact, the
research of QLS is motivated by the quantum algorithm of image compression [1, 2, 3, 4, 5].
In this paper, we present a QLS based on the path interference, which has been widely
used in quantum information processing, e.g. non-unitary computation[8, 9]. The unitary
computation using path interference is demonstrated in this paper, and the output of the
unitary computation can be measured with successful probability 100% in theory. The
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time complexity of our QLS is O(log2N), which exhibits a speed-up over CLS with time
complexity O(N).
II. THE DESIGN OF QLS
A. Loading 2D Vector into Quantum Registers from Classical Memory
The design of unitary operation U(0,1) that loads 2D vector ~a = {a0, a1} is described
conceptually as follows (see Fig.1):
Step 1 The switch S1 applies rotation on the initial ancilla state and transforms |Off0〉
into
|Off0〉 S1→ |Off1〉+ |On1〉√
2
and generate the following state |φ1〉
|φ1〉= 1√
2
|0〉q1q2...qn|0〉p1p2...pm |On1〉+
1√
2
|0〉q1q2...qn|0〉p1p2...pm |Off1〉 (2)
Step 2 Perform unitary operations I0 and A0 along ‘On1’ path, while perform unitary
operations I1 and A1 along ‘Off1’ path.

 |0〉q1q2...qn
I0→ |0〉q1q2...qn
|0〉
p1p2...pm
A0→|a0〉
p1p2...pm
,

 |0〉q1q2...qn
I1→ |1〉q1q2...qn
|0〉
p1p2...pm
A1→|a1〉
p1p2...pm
We assume the output of two pathes are simultaneous, then the state |φ2〉 is generated
as


1√
2
|0〉q1q2...qn|0〉p1p2...pm |On1〉
A0I0→ 1√
2
|0〉q1q2...qn|a0〉p1p2...pm |On1〉
1√
2
|0〉q1q2...qn|0〉p1p2...pm |Off1〉
A1I1→ 1√
2
|1〉q1q2...qn|a1〉p1p2...pm |Off1〉
⇒ |φ2〉 = 1√
2
|0〉q1q2...qn|a0〉p1p2...pm |On1〉+
1√
2
|1〉q1q2...qn|a1〉p1p2...pm |Off1〉 (3)
The functions of I0 and I1 are to generate subscripts 0 and 1 respectively, and the functions
of A0 and A1 are to generate numbers a0 and a1 respectively. Because value a0 and a1 are
both known numbers, flipping part of the m+n qubits q1, ..., qn, p1, ..., pm will generate states
|a0〉
p1p2...pm
or |a1〉
p1p2...pm
. Thus, the unitary operations I0, I1, A0, A1 is easy to be designed.
Step 3 The switch S2 applies rotation on the initial ancilla state as
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
 |Off1〉
S2→ |Off2〉−|On2〉√
2
|On1〉 S2→ |Off2〉+|On2〉√2
and generate the following state |φ3〉
|φ3〉 = 1
2
(|0〉q1q2...qn|a0〉p1p2...pm + |1〉q1q2...qn|a1〉p1p2...pm )|Off2〉
+
1
2
(|0〉q1q2...qn|a0〉p1p2...pm − |1〉q1q2...qn|a1〉p1p2...pm )|On2〉 (4)
Step 4 Apply phase transformaition B along ‘On2’ path.
B = |0〉 |a0〉〈a0|〈0| − |1〉 |a1〉〈a1|〈1| (5)
It’s a very fast operation and generates the state |φ4〉
|φ4〉 = 1√
2
(|0〉q1q2...qn|a0〉p1p2...pm + |1〉q1q2...qn|a1〉p1p2...pm )(
|Off2〉+ |On2〉√
2
) (6)
Step 5 The switch S3 applies rotation on the initial ancilla state as

 |Off2〉
S3→ |Off3〉+|On3〉√
2
|On2〉 S3→ |Off3〉−|On3〉√2
and generate the final state |φ〉
|φ〉 = 1√
2
(|0〉q1q2...qn|a0〉p1p2...pm + |1〉q1q2...qn|a1〉p1p2...pm )|Off3〉 (7)
Fig.1 and Eq.(8) illustrate the processing of operation U(0,1).
|0〉|0〉|Off0〉 S1→
〈
1√
2
|0〉|0〉|On1〉 A0I0→ 1√2 |0〉|a0〉|On1〉
1√
2
|0〉|0〉|Off1〉 A1I1→ 1√2 |1〉|a1〉|Off1〉
〉
S2→
〈
1
2
(|0〉|a0〉+ |1〉|a1〉)|Off2〉
1
2
(|0〉|a0〉 − |1〉|a1〉)|On2〉 B→ 12(|0〉|a0〉+ |1〉|a1〉)|On2〉
〉
S3→ |φ〉
(8)
Here as well as in the following discussions, all subscripts of registers are ignored.
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FIG. 1: The Illustration of the processing of unitary operation U(0,1) that transforms
state from |0〉 |0〉 |Off0〉 into 1√2(|0〉|a0〉+ |1〉|a1〉) |Off3〉. M: Mirror
B. Loading 4D Vector or Multi-Dimensional into Quantum Registers
The design of unitary operation U(0,1,2,3) is described conceptually as follows (see Fig.2):
Step 1 Construct unitary operation S4, S5, S6, B
′ as following:
 |Off i〉
Si→ |Offi+1〉+|Oni+1〉√
2
|Oni〉 Si→ |Offi+1〉−|Oni+1〉√2
,

 |Off5〉
S5→ |Offi+1〉−|Oni+1〉√
2
|On5〉 S5→ |Offi+1〉+|Oni+1〉√2
, B′ = |α〉〈α| − |β〉〈β|,
where i = 4, 6, |α〉 = 1√
2
(|0〉|a0〉+ |1〉|a1〉) and |β〉 = 1√2(|2〉|a2〉+ |3〉|a3〉)
Step 2 Assemble unitary operations S4, S5, S6, B
′, U(0,1) and U(2,3) according to Fig.2 to
form unitary operations U(0,1,2,3).
Eq.(9) illustrates the processing of operation U(0,1,2,3).
|0〉|0〉|Off4〉 S4→
〈
1√
2
|0〉|0〉|On5〉
U(0,1)→ 1
2
(|0〉|a0〉+ |1〉|a1〉)|On5〉
1√
2
|0〉|0〉|Off5〉
U(2,3)→ 1
2
(|2〉|a2〉+ |3〉|a3〉)|Off5〉
〉
S5→
〈 12 [ 1√2(|0〉|a0〉+ |1〉|a1〉) + 1√2(|2〉|a2〉+ |3〉|a3〉)]|Off6〉
1
2
[ 1√
2
(|0〉|a0〉+ |1〉|a1〉)− 1√2(|2〉|a2〉+ |3〉|a3〉)]|On6〉
B′→
1
2
[ 1√
2
(|0〉|a0〉+ |1〉|a1〉) + 1√2(|2〉|a2〉+ |3〉|a3〉)]|On6〉
〉
S6→ |φ〉
(9)
If the unitary operations U(0,1) and U(2,3) embedded in Fig.2 are replaced by U(0,1,2,3)
and U(4,5,6,7) respectively, then U(0,1,...,7) is constructed. Similar to Fig.2, we can apply the
same method to construct unitary operation U(0,1,...,2n). If N 6= 2n, we could add extra zero
components to create a 2n-dimensional vector.
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FIG. 2: The illustration of unitary operation U(0,1,2,3) that transforms state from
|0〉 |0〉 |Off4〉 into (
3∑
i=0
1
2 |i〉 |ai〉) |Off7〉.
C. Loading Vector into State 1√
N
(
N−1∑
i=0
|i〉 |0〉) to Form Entangled State 1√
N
(
N−1∑
i=0
|i〉 |ai〉)
Grover’s algorithm [6] has the function that find the index i0 of a special database record
recordi0 from the index superposition of state
1√
N
(
N−1∑
i=0
|i〉) taking O(√N) steps. And the
record recordi0 is the genuine answer wanted by us. However, the corresponding record
recordi0 can not be measured out unless the 1-1mapping relationship between index i and
the corresponding record recordi is bound in the entangled state
1√
N
(
N−1∑
i=0
|i〉 |recordi〉). That
is, we need a unitary operation UL such that
1√
N
(
N−1∑
i=0
|i〉 |0〉) |ancilla4〉UL→ 1√
N
(
N−1∑
i=0
|i〉 |ai〉) |ancilla3〉 (10)
Ref.[3, 4] generalize Grover’s algorithm to the general search case with complex compu-
tation, and UL is required in this general search case.
UL can be designed using the same method shown in Fig.1 and Fig.2. Fig.3 shows the
design of the inverse unitary operation (UL)
† at the case N = 2. UL has time complexity
O(log2N) (unit time: phase transformation and flipping the qubits of registers).
It has been demonstrated that giant molecules, such as charcoal c60, exhibit quantum
interference [10]. Thus many freedom degrees of giant molecule can be regarded as qubits
to realize the QLS presented in this paper. In addition, one of QLS application is that
QLS can load the data of image with huge size into quantum registers at a time for further
image compression [1, 2, 3, 4], while only one data can be loaded into registers at a time for
classical computer.
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FIG. 3: The Illustration of Unitary Operation (UL)
†: 1√
2
(
1∑
i=0
|i〉 |ai〉) |Off3〉 →
1√
2
(
1∑
i=0
|i〉 |0〉) |Off〉. Operation UL can be designed using the same method shown in Fig.1 and
Fig.2. S0: |Off0〉 → 1√2(|Off〉+ |On〉), |On0〉 →
1√
2
(|Off〉 − |On〉). Phase transformation
D = |i1〉 |0〉〈0|〈i1| − |i0〉 |0〉〈0|〈i0|, where i0 = 0, i1 = 1.
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III. CONCLUSION
Designing simple and fast unitary operation to load classical data set, such as vector,
into quantum registers from classical memory is called quantum loading scheme (QLS).
QLS makes quantum CPU is compatible with classical memory, and it assembles classical
memory and quantum CPU as a whole. QLS is the base of further quantum computation.
The QLS with time complexity O(log2N) (unit time: phase transformation and flipping
the qubits of registers) is presented in this paper, while classical loading scheme (CLS) has
time complexity O(N) (unit: addition) because all computation instructions have to be
executed one by one. Path interference is applied to design QLS in this paper so that the
complexity of designing quantum algorithm is decomposed as the design of many simple
unitary operations. In addition, this paper demonstrates that using path interference to
design unitary operation and parallel quantum computation is possible.
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