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Выводы. Простота технологии синтеза Уолша-подобных сим-
метричных систем (базисов) секвентных функций, высокие скорости 
спектральной обработки сигналов, обеспечиваемые предлагаемыми 
базисами, открывают разрабатываемым системам секвентных функ-
ций широкую перспективу применения в различных направлениях 
науки и техники как для целей спектрального анализа дискретных 
сигналов, так и криптографической защиты информации. 
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An algorithm for constructing discrete Walsh-like (0, 1)-sequention 
functions, in which the number of ones and zeros in each half of the inter-
val determination is not necessarily the same, as is the case in conventional 
systems Walsh functions. We discuss the application of the system of se-
quention functions. 
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РОЗВ’ЯЗАННЯ ПЕРЕВИЗНАЧЕНОЇ СИСТЕМИ 
ТРАНСЦЕНДЕНТНИХ РІВНЯНЬ З ВИКОРИСТАННЯМ 
ДИФЕРЕНЦІАЛЬНОЇ ЕВОЛЮЦІЇ 
Представлено алгоритм диференціальної еволюції, адапто-
ваний для знаходження наближених розв'язків несумісних пе-
ревизначених систем трансцендентних рівнянь з використан-
ням різних норм нев’язок.  
Ключові слова: перевизначена система, трансцендентні 
рівняння, норма нев’язки, диференціальна еволюція. 
Вступ. При розв’язанні широкого кола задач, пов’язаних з обро-
бкою даних вимірювань, наприклад в радіофізиці, радіоастрономії, 
сейсморозвідці тощо, потрібно знайти розв'язок перевизначеної сис-
теми m трансцендентних рівнянь з n невідомими ( m n ) 
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Система (1) в загальному випадку несумісна. Ставиться задача 
так визначити невідомі 1 2, , , nx x x , щоб норма нев'язки системи була 
мінімальною. Існує декілька підходів до розв'язання цієї задачі [1]. 
Наприклад, у методі найменших квадратів невідомі 1 2, , , nx x x  ви-
значають з умови мінімуму функції 
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Задача (2) може бути розв’язана різними способами [1, 2], але 
усі вони потребують обчислення частинних похідних функцій. 
У методі вирівнювання за Чебишовим невідомі 1 2, , , nx x x  ви-
значають з умови мінімуму максимальної нев’язки 
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Знайти розв’язок задачі (3) в загальному випадку досить склад-
но, хоча сама її постановка достатньо природна. Можна застосувати, 
наприклад, загальні методи мінімізації недиференційовних функцій. 
Зазначимо, що в лінійному випадку задача мінімізації функції (3) ек-
вівалентна задачі найкращої чебишовської апроксимації функції ба-
гатьох змінних узагальненими поліномами [3], для розв’язання якої 
розроблено відповідні алгоритми [4–6]. 
Також часто для знаходження розв’язку системи (1) застосову-
ють підхід, в якому невідомі знаходять з умови мінімуму функції 
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Для знаходження наближених розв’язків несумісної системи (1) з 
використанням норм нев’язок (2)(4) у роботі розглядається метаеври-
стичний підхід з використанням диференціальної еволюції (ДЕ) [7]. 
Метод ДЕ служить для знаходження глобального оптимуму недифере-
нційовних, нелінійних функцій багатьох змінних. Він належить до гру-
пи еволюційних алгоритмів, які моделюють базові положення в теорії 
біологічної еволюції — процеси відбору, схрещування і мутації. На 
відміну від відомих методів розв’язання системи (1), які мають значну 
обчислювальну трудомісткість як самих розрахунків, так і підготовки 
даних (наприклад, обчислення похідних), метод ДЕ простий в реаліза-
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ції та використанні, потребує обчислення лише значень цільової функ-
ції (критерію оптимізації), але не її похідних. 
Диференціальна еволюція. Еволюційний процес в алгоритмі 
ДЕ організовано наступним чином. Спочатку генерується множина 
випадкових векторів (покоління популяції), які представляють собою 
можливі розв’язки задачі оптимізації. Далі формується нове поколін-
ня. Для кожного вектора старого покоління, який називається базо-
вим, з використанням трьох інших випадкових векторів створюється 
мутантний вектор. Над цим вектором виконується операція схрещу-
вання, в ході якої деякі його координати заміщуються координатами 
базового вектора, і кращий з двох векторів — базового і пробного 
(отриманого після схрещування) — включається в нове покоління. З 
ростом числа поколінь розв’язки збігаються в деяку точку простору 
розв’язків, яка є глобальним оптимумом. Умовами завершення алго-
ритму можуть бути, наприклад, досягнення заданого значення крите-
рію оптимізації, вичерпання максимального числа поколінь тощо. 
В цілому алгоритм ДЕ представляє собою одну з можливих «не-
перервних» модифікацій генетичного алгоритму [810]. Водночас він 
має суттєву особливість, яка багато в чому визначає його властивості. 
Як джерело шуму при мутації в алгоритмі ДЕ застосовується не зов-
нішній генератор випадкових чисел, а «внутрішній», реалізований як 
різниця між випадково вибраними векторами поточної популяції. 
Завдяки цьому алгоритм може динамічно моделювати особливості 
рельєфу функції і швидко проходити складні яри, забезпечуючи ефе-
ктивність навіть у випадку складного рельєфу. 
Алгоритм розв’язання системи трансцендентних рівнянь. 
Алгоритм ДЕ, адаптований для знаходження розв'язку системи (1), 
складається з таких кроків. 
1. Генерується початкове покоління векторів 1( , , )i i niV v v  , 
1,i Np , де Np — розмір популяції (один з параметрів алгоритму). 
Координати jiv  ( 1,j n ) вектора iV  — випадкові числа з деякого 
заданого проміжку (за умовчанням це [–1, 1]). У подальшій еволюції 
простір пошуку може виходити далеко за межі цього проміжку. 
2. Для базового вектора iV  ( 1,i Np ) з поточного покоління ви-
бирається три випадкові вектори , ,b c dV V V  ( b c d i   ) і створю-
ється мутантний вектор bV  за правилом 
)(b b c dV V Fm V V   , 
де Fm — деяка додатна дійсна стала з проміжку [0, 2], яка називаєть-
ся силою мутації і є параметром алгоритму. Сила мутації визначає 
амплітуду збурень, які вносяться у вектор bV  зовнішнім шумом. 
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3. Обчислюються координати jiu  пробного вектора iU  
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де (0,1)rand  — випадкове число з інтервалу (0,1) , Cr — задана ймо-
вірність схрещування (ще один параметр алгоритму), з якою нащадок 
iU  спадкує спотворену мутацією генетичну ознаку від вектора bV . 
4. Для кожного вектора iV  ( 1,i Np ) обчислюється цільова фу-
нкція F. Якщо, наприклад, використовується норма (2), то обчислен-
ня виконуються за формулою  
2
1
1
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   , 
якщо застосовується чебишовська норма (3) — за формулою 
  1
1,
max ( , , )i k i ni
k m
F V f v v

  . 
Той з векторів iU  і iV , значення цільової функції якого менше, 
включається в нове покоління.  
5. Алгоритм завершує еволюційний процес, якщо виконується 
одна з умов:  
 значення цільової функції найкращого вектора покоління менше 
заданого  ; 
 вичерпано максимальне число поколінь популяції maxp ; 
 відбувається стагнація еволюційного процесу, тобто відносний 
розкид значень цільової функції в популяції менше заданого   
     
1, 1,1,
max min mini i i
i Np i Npi Np
F V F V F V
 
  . 
За умовчанням 1210  , max 200p  , 410  . Якщо жодна з 
перелічених умов не виконується, відбувається перехід до п. 2. 
Враховуючи стохастичний характер алгоритму, для отримання 
прийнятного результату потрібно зробити декілька його запусків. 
Результати обчислювального експерименту. Для перевірки 
ефективності алгоритму ДЕ виконано обчислювальний експеримент 
по розв’язанню систем трансцендентних рівнянь з використанням 
норм нев’язок (2)(4). Аналіз отриманих в експерименті результатів 
показав, що запропонований алгоритм дозволяє досить точно знахо-
дити наближені розв’язки зазначених систем. 
Як приклад наведемо результати розв’язання за алгоритмом ДЕ 
системи п’яти рівнянь з трьома невідомими 
Математичне та комп’ютерне моделювання 
28 
 
sin( )
sin( )
1
cos( )
2 63 cos 0,
6
sin( ) cos( ) 3 0,
cos( ) 0,
6 0,
1 1 1 0.
xz
yz
yz
x
y
z x xyzxy x z e
x y
xy yz x xz
e yz
xyx
z
x
y z xyz




                      
 (5) 
Були задані такі значення вхідних параметрів алгоритму: розмір 
популяції 50Np  , сила мутації 0.4Fm  , ймовірність схрещування 
0.9Cr  , 0  , число запусків алгоритму 20 ( інші параметри — за 
умовчанням), і отримані наступні результати (розв’язок x, y, z і зна-
чення цільової функції F): 
 при використанні норми методу найменших квадратів (2) 
0.9999396,x   2.0004848,y   2.9991474,z  96.7 10F   ; 
 при застосуванні чебишовської норми (3) 
0.9999520,x   2.0004429,y   2.9991854,z  54.8 10F   ; 
 при використанні норми (4) 
0.9999337,x   2.0005033,y   2.9991360,z  41.2 10F   . 
Зазначимо, що для отримання оптимального розв’язку системи 
(5) знадобилось у середньому 135 поколінь алгоритму ДЕ. 
Якщо в першому рівнянні системи (5) відкинути останній дода-
нок yze , то модифікована система буде сумісною. Для знаходження 
її розв’язку було застосовано алгоритм ДЕ з тими самими значеннями 
вхідних параметрів, і для норм (2)–(4) отримано однаковий розв’язок 
1,x   2,y   3z  , який є точним розв’язком системи. При цьому у 
випадку норми (2) значення цільової функції 391.7 10F   , а у випа-
дку норм (3) і (4) — 204.1 10F   . 
У процесі обчислювального експерименту досліджувався також 
вплив на швидкість збіжності алгоритму ДЕ сили мутації Fm та ймо-
вірності схрещування Cr. Із збільшенням значення параметра Fm зро-
стає й число поколінь, необхідних для завершення еволюції. Водно-
час при малих значеннях Fm є високим процент виходів з алгоритму 
за умови стагнації еволюційного процесу. Найкраще вибирати Fm з 
проміжку [0.4,0.6] . При збільшенні ймовірності схрещування Cr 
зменшується число поколінь, необхідних для знаходження мінімуму 
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цільової функції, а при малих значеннях Cr — кожне наступне поко-
ління все менше відрізняється від попереднього. Рекомендується за-
давати значення параметра Cr в діапазоні 0.8 1Cr  . 
Висновки. Представлено алгоритм ДЕ, адаптований для знахо-
дження розв’язків перевизначених систем трансцендентних рівнянь. 
Алгоритм простий в реалізації та використанні (містить мало варійо-
ваних параметрів), дозволяє застосовувати різні норми нев’язок, не 
потребує обчислення похідних. Певним недоліком підходу на основі 
використання алгоритму ДЕ є відсутність у загальному випадку оці-
нок точності знайденого розв’язку (відоме лише значення відповідної 
норми нев’язки системи). Результати обчислювального експерименту 
показали, що алгоритм ДЕ можна застосовувати як альтернативу ві-
домим методам розв'язання несумісних систем. 
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ПІДХІД ДО ВИБОРУ ОПОРНИХ ПЕРЕРІЗІВ  
В ІНТЕРПОЛЯЦІЙНОМУ МЕТОДІ РЕДУКЦІЇ МОДЕЛЕЙ  
ОБ’ЄКТІВ ІЗ РОЗПОДІЛЕНИМИ ПАРАМЕТРАМИ 
Аналізується та оцінюється точність методу опорних перері-
зів та пропонується методика вибору опорних точок. Шляхом 
обчислювальних експериментів досліджується вплив кількості 
опорних точок методу опорних перерізів на абсолютне інтегра-
льне відхилення розв’язків. Сформульовано рекомендації щодо 
ефективного використання методу опорних перерізів. 
Ключові слова: об’єкти із розподіленими параметрами, 
метод опорних перерізів, вибір вузлів інтерполяції, інтеграль-
не відхилення.  
Вступ. Диференціальні рівняння із частинними похідними в пере-
важній більшості є основою для існуючих методів і засобів, що вико-
ристовуються для розв’язування задач моделювання об’єктів з розпо-
діленими параметрами [1, 2]. Цей підхід дозволяє забезпечити високий 
рівень адекватності та ефективне застосування за відсутності специфі-
чних часових і ресурсних вимог. В задачах моделювання процесів опе-
ративної обробки інформації в технічних системах, зокрема обробки 
вимірювальних даних чи сигналів керування, присутні суттєві особли-
вості, такі як функціонування систем в реальному часі, наявність зво-
ротних зв’язків, необхідність розробки або вибору спеціалізованих 
обчислювальних алгоритмів для створення вбудованих програмних 
засобів тощо. При вирішенні оптимізаційних задач, коли потрібна ви-
сока швидкість отримання розв’язків, виникає необхідність у розробці 
© А. Ф. Верлань, О. І. Махович, 2017
