considered. In addition, its probabilistic characteristic, such as the Bernoulli distribution and the Poisson distribution, can also be obtained by statistical methods. Therefore, it is necessary and realizable to investigate the probability-distribution delay. Recently, the stability of discrete neural networks and discrete stochastic neural networks with probability-distribution delay are investigated in Yue et al. (2008) and Zhang (2010 a) respectively. In addition, the problem of neural networks with probability-distribution delay is investigated in Yang et al. (2009) . But neither of them considers the information of the delay derivative. Recently Fu et al.
(2009) studied the delay-probability-distribution-dependent robust stability analysis of stochastic neural networks with time-varying delays and the information of the delay derivative have been taken into account.
As time delays, there are two types of disturbances that is, parametric uncertainty and stochastic perturbations. First, uncertainties are frequently encountered in various engineering and communication systems. The characteristics of dynamic systems are significantly affected by the presence of the uncertainty, even to the extend of instability in extreme situation. The desired stability properties of neural networks are customarily based on imposing constraint conditions on the network parameters neural system. It is desired that the stability properties of neural networks should be affected by the small deviations in the values of the parameters. In other words, the neural networks must be globally robust stable,refer Wenwu and Cao (2007) . Next, in real nervous systems, synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters and other probabilistic causes, as stated in Blythe et al.(2001) , Chen et al.(2009 a) and Haykin (1998) . Practically, the stochastic phenomenon usually appear in the electrical circuit design of neural networks, see Haykin (1998) (2007 a, 2008 b,2009 a) . To the best of authors knowledge, very few authors have studied the delay-probability-distribution-dependent robust stability analysis of stochastic neural networks with time-varying delays, which is very important in both theories and applications and also is a very challenging problem.
Modern industrial applications are come upon with numerous hybrid behavior of the processes. For example, any malfunction of sensors or actuators can cause a jumping behaviour in process performance. This type of jumping behavior may be modelled as a Markov jump systems. In other words, the neural networks may have finite modes and the mode may jump from one to another at different times. The jumping between different modes can be governed by a Markov chain as in Huang and Du (2013), Yi et al.(2013) , Zhu and Cao (2012) and Zhang and Yu (2012) .
Thus, Markovian jump systems correspond to an important class of systems that are subject to abrupt process changes. The abrupt changes in the systems are discrete events and are assumed to be modelled by a Markov chain taking values in a finite value set. Practical motivations as well as many theoretical results for Markovian jump system can be found, as in Li et al. (2011 ), Wu et al.(2013 Motivated by the above discussions, LMI conditions for delay probability distribution dependent robust stability analysis of stochastic neural networks with time-varying delays are considered in this chapter. The information of delay probability distribution is introduced into the stochastic neural networks model and a new method is proposed to remove the constraint on the upper bound of the delay derivative. Delay-dependent stability criteria are presented such that the stochastic neural networks with probability distribution delay is robustly globally asymptotically stable in the mean square for all admissible parameter uncertainties. By constructing a novel Lyapunov-Krasovskii functional, employing some analysis techniques and introducing some free-weighting matrices, sufficient conditions are derived for the considered stochastic neural networks in terms of LMIs, which can be easily calculated by MATLAB LMI control Toolbox. Numerical examples are given to illustrate the effectiveness and less conservativeness of the proposed method.
Notations: Throughout this chapter, R n and R n×n denote respectively, the ndimensional Euclidean space and the set of all n × n real matrices. The superscript T denotes the transposition and the notation X ≥ Y (respectively, X > Y ), where X and Y are symmetric matrices, means that X − Y is positive semi-definite (respectively, positive definite). I n is the n × n identity matrix. | · | is the Euclidean norm in R n . Moreover, let (Ω, F, {F t } t≥0 , P ) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions. That is the filtration contains all P-null sets and is right continuous. The notation * always denotes the symmetric block in one symmetric matrix. Sometimes, the arguments of a function or a matrix will be omitted in the analysis when no confusion can arise.
Problem Description and Preliminaries
Let {r(t), t ≥ 0} is a right-continuous Markov chain on the probability space (Ω, F, P) taking values in a finite state space S = {1, 2, . . . , N } with generator
where ∆t > 0 and lim ∆t→0
In this chapter, the following uncertain Markovian jump stochastic Hopfield neural networks with time-varying delays are considered:
is the neuron activation function vector with initial condition
The time-varying delays τ (t) satisfies
whereτ and µ are constants.In (4.2.1), and ∆W i (t), denote the time-varying and norm-bounded uncertainties.
Assumption 1: Considering the information of probability distribution of the time delay τ (t), two sets and functions are defined
and
Therefore, a stochastic variable α(t) can be defined as
(4.2.5) Assumption 2: α(t) is a Bernoulli distributed sequence with
where 0 ≤ α 0 ≤ 1 is a constant and E{α(t)} is the expectation of α(t).
Remark 4.2.1. From Assumption 2, it is easy to know that
By Assumptions 1 and 2, the system (4.2.1) can be rewritten as
which is equivalent to 
1). Specially, when α(t) ≡ 1, system (4.2.7) becomes system (4.2.1). When the probability of time delay taking values is known a priori, the possible values that the delay takes may be larger than those obtained based on the traditional methods,
which will be illustrated via example in section 4.
Assumption 3:
The neural activation function f i (x i ) satisfies
where
where H i , E 1i , E 2i and E 3i are given known matrices. F i (t) is an uncertain matrix satisfying 
To obtain the main results of this chapter, the following lemmas will be essential for proofs. Boyd et al. (1994) ; Given constant matrices
Lemma 4.2.1. (Schur Complement)
and Ω 3 with appropriate dimensions, where 
holds, if and only if
        Ω 1 Ω T 3 * −Ω 2         < 0, or         −Ω 2 Ω 3 * Ω 1         < 0.[ ∫ b a x(s)ds ] T M [ ∫ b a x(s)ds ] ≤ (b − a) [ ∫ b a x(s) T M x(s)ds ] .
Lemma 4.2.3. Xie et al.(1992) Let U, V (t), W and Z be real matrices of appropriate dimensions with
if and only if there exists a scalar ϵ > 0 such that
Main Results
Defining two new state variables for the Markovian jump stochastic neural networks (4.2.7),
the stochastic neural networks (4.2.7) can be written as
Moreover, the following equality holds, 3.10) and Ω = ( Ω i,j ) 10×10
with
Proof. Consider the Lyapunov-Krasovskii functional
From (4.2.9), for any matrices
easy to obtain
are matrices of appropriate dimensions. Now, we define the new vector
From (4.3.1), (4.3.2) and (4.3.4), one can see that the following equations hold for any matrices M, N, S, U, V and Y with appropriate dimensions,
3.14)
] .
(4.3.18)
From the above equations (4.3.13)-(4.3.17), we have
g(s)dω(s).
By Remark 4.2.1 , it is easy to derive the following equality
Then, substituting inequalities (4.3.12)-(4.3.29) into (4.3.11), it is obtained that (4.3.30) where
] and
Therefore, if (4.3.5)-(4.3.9) are satisfied, (4.3.30) implies that
where λ = min{λ min (Ξ i )}, i = 1, . . . , 5. Taking the expectation of both sides of (4.3.31) yields 
E{LV (x t , t)} ≤ −λE∥x(t)∥
For system (4.3.33) , we have the following result by Theorem 4.3.1. 
Theorem 4.3.2. For given scalars
there exist positive diagonal matrices K 1 > 0, K 2 > 0 and K 3 > 0 such that the following LMIs are feasible
, Ω 6,7 = 0, Ω 6,8 = 0, Ω 6,9 = 0,
Proof. The proof is similar as to Theorem 4.3.1.
Remark 4.3.2.
In Chen and Lu (2008) and Li et al. (2008 a) , when µ ≥ 1, Q will no longer be helpful to improve the stability condition since
definite. Therefore, the constraint on µ 1 < 1 is eliminated. (4.3.44) where
) .
Using Lemma 4.2.3 that the matrix inequality (4.3.45) is equivalent to the following inequality. 
Numerical Examples
In this section, examples are provided to show the effectiveness of established results. with the following matrices Chen and Lu (2008 ), Fu et al.(2009 ), Huang and Feng (2007 and Li et al.(2008 a) . 
Example 4.4.3. Consider the stochastic neural networks (4.3.33) with the following matrices
In order to compare results in this chapter with those in Chen and Lu (2008) , Huang and Cao (2007) Zhang et al.(2009 a) and Theorem 1 in Chen and Lu (2008) , it is found that the maximum allowable upper bound of τ (t) asτ = 9.6876, and τ = 7.7377, respectively. However, using Theorem 4.3.3 in this chapter, the author obtains maximum allowable upper boundτ = 9.7325. When the time delay may not be differentiable; that is, µ is unknown, by using Theorem 2 in Zhang et al.(2009 a) and Theorem 2 in Chen and Lu (2008) , it is found that the maximum allowable 
