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Abstract
We prove two limit laws for functionals of one dimensional symmetric 1-stable process
using the method of moments, and give a remark on Rosen’s paper [15].
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1 Introduction
Let X = {X(t), t ≥ 0} be a symmetric α-stable process in R. The local time Lt(x) of X
exists and is jointly continuous in t and x if α > 1 (see [3]). For any integrable function
f : R → R, using the scaling property of α-stable process and the continuity of the local
time, one can easily obtain the following convergence in law in the space C([0,∞)), as n
tends to infinity,(
n
1−α
α
∫ nt
0
f(X(s)) ds, t ≥ 0
) L−→ (Lt(0) ∫
R
f(x) dx, t ≥ 0
)
Assuming that f is a bounded Borel function on R with compact support and
∫
R
f(x) dx =
0, Rosen [15] showed(
n
1−α
2α
∫ nt
0
f(X(s)) ds , t ≥ 0
) L−→ (√2c〈f, f〉α−1W (Lt(0)) , t ≥ 0)
as n tends to infinity, where W is a real-valued Brownian motion independent of X ,
c =
∫ ∞
0
(p1(0)− p1(1/s1/α)) ds
s1/α
with p1(x) being the probability density function of X(1), and
〈f, f〉α−1 = −
∫
R2
f(x)f(y)|x− y|α−1 dx dy.
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We are interested in the limit theorems for the α-stable process when α = 1 because the
local time does not exist in this case. We will show the following two limit laws.
Theorem 1.1 Suppose that f is bounded and
∫
R
|xf(x)| dx <∞. Then, for any t > 0,
1
n
∫ ent
0
f(X(s)) ds
L−→
(1
π
∫
R
f(x) dx
)
Z(t)
as n tends to infinity, where Z(t) is an exponential random variable with parameter t.
Remark If we use the normalizing factor 1
logn
, then the limiting distribution of
1
log n
∫ nt
0
f(X(s)) ds
is independent of t.
Theorem 1.2 Suppose that f is bounded,
∫
R
|xf(x)| dx < ∞ and ∫
R
f(x) dx = 0. Then,
for any t > 0,
1√
n
∫ ent
0
f(X(s)) ds
L−→
( 1
π2
∫
R
|f̂(x)|2|x|−1 dx
)− 1
2
√
Z(t) η
as n tends to infinity, where f̂ is the Fourier transform of f and η is a standard normal
random variable independent of Z(t).
In 1953, Kallianpur and Robbins [6] proved that for any bounded and integrable function
f : R2 → R,
1
log n
∫ n
0
f(B(s))ds
L−→
( 1
2π
∫
R2
f(x) dx
)
Z(1)
as n tends to infinity, where B is a two-dimensional Brownian motion and Z(1) is an
exponential random variable with parameter 1. After that, the asymptotic properties of the
additive functionals of the form
∫ t
0
f(X(s)) ds, where X is a real-valued stochastic process,
received a lot of attention. The study of this problem mainly goes into two directions.
One is on Markov processes and the other one on fractional Brownian motions. For general
Markov processes, we refer to [4, 2, 13, 9]. For some special Markov processes, see, e.g., [8, 1]
for Brownian motion and [15, 14] for α-stable processes. For general fractional Brownian
motions, we refer to [7, 10, 5, 11, 12].
It is well known that general fractional Brownian motions are neither Markov processes
nor semimartingles. So the martingale method applied by Papanicolaou, Stroock and Varad-
han in [13] and further developed by Kipnis and Varadhan in [9] is not useful in the fractional
Brownian motion case. When proving the limit theorems for (additive) functionals of frac-
tional Brownian motions, one often uses the method of moments. Another possible candidate
is the Malliavin calculus. In [12], we introduced a chaining argument to obtain estimates for
moments, using Fourier techniques. To the best of our knowledge, this chaining argument
is brand new and very powerful for the fractional Brownian motion case. For example, it
could have been applied to give another proof of Theorem 1.1 in [15].
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In this paper, we will use the methodology in [12] with some modifications to prove the
second order limit law (Theorem 1.2) for the 1-stable process and give another expression
for the constant in the limiting process in Theorem 1.1 of [15].
After some preliminaries in Section 2, Section 3 is devoted to the proof of Theorem 1.1,
based on the method of moments. In Section 4, we prove Theorem 1.2 using the method of
moments and the modified methodology in [12]. In Section 5, we give a remark on Theorem
1.1 in [15]. Throughout this paper, if not mentioned otherwise, the letter c, with or without
a subscript, denotes a generic positive finite constant whose exact value is independent of n
and may change from line to line. We use ι to denote
√−1.
2 Preliminaries
Let X = {X(t), t ≥ 0} be a symmetric α-stable process in R. Then, the characteristic
function of X(t) is
E eιxX(t) = e−t|x|
α
for any t ≥ 0 and x ∈ R.
The next lemma gives formulas for the moments of Z(t) and
√
Z(t) η where Z(t) is an
exponential random variable with parameter t and η is a standard normal random variable
independent of Z(t).
Lemma 2.1 For any m ∈ N and t > 0,
E [Z(t)]m = m! tm and E [
√
Z(t) η]2m =
(2m)! tm
2m
.
Proof. Using the moment generating function of the exponential distribution, we can easily
obtain E [Z(t)]m = m! tm. Since η and Z(t) are independent,
E [
√
Z(t) η]2m = E [Z(t)]mE [η]2m = m! tm (2m− 1)!! = (2m)! t
m
2m
.
For α > 1, the local time Lt(x) of X exists and is jointly continuous in t and x (see [3]).
The following lemma gives the expectation of Lt(0).
Lemma 2.2 For any m ∈ N and t > 0,
E (Lt(0)) =
α
2π(α− 1)
(∫
R
e−|y|
α
dy
)
t1−
1
α .
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Proof. Using the Fourier transform,
E (Lt(0)) =
1
2π
E
(∫ t
0
∫
R
eιxX(s) dx ds
)
=
1
2π
∫ t
0
∫
R
e−|x|
αs dx ds
=
1
2π
(∫
R
e−|y|
α
dy
)(∫ t
0
s−
1
α ds
)
=
α
2π(α− 1)
(∫
R
e−|y|
α
dy
)
t1−
1
α .
Using the independent increments property of α-stable processes, we can easily obtain
the following useful formula. For any m ∈ N,
E
[
e
ι
m∑
i=1
xiX(si)]
= e
−
m∑
i=1
|
m∑
j=i
xj |α(si−si−1)
, (2.1)
where 0 = s0 < s1 < · · · < sm <∞ and x1, . . . , xm ∈ R.
3 Proof of Theorem 1.1
In this section we will prove Theorem 1.1. Since f is bounded, it suffices to show the limit
law for
1
n
∫ ent
1
f(X(s)) ds.
That is,
1
n
∫ ent
1
f(X(s)) ds
L−→
(1
π
∫
R
f(x) dx
)
Z(t) (3.1)
as n tends to infinity.
For any t > 0, using the Fourier transform, we can write
1
n
∫ ent
1
f(X(s)) ds =
1
2πn
∫ ent
1
∫
R
f̂(x) eιxX(s) dx ds.
Lemma 3.1 The difference of
1
n
∫ ent
1
∫
R
f̂(x) eιxX(s) dx ds
and
1
n
∫ ent
1
∫
|x|≤1
f̂(0) eιxX(s) dx ds
converges to zero in L2 as n tends to infinity.
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Proof. We first show that
Fn,1 :=
1
n
∫ ent
1
∫
|x|≥1
f̂(x) eιxX(s) dx ds
converges to zero in L2 as n tends to infinity. This follows easily from the following argument.
E [Fn,1]
2 =
2
n2
∫ ent
1
∫ s2
1
∫
|x1|≥1
∫
|x2|≥1
f̂(x1)f̂(x2) e
−|x2|(s2−s1)−|x2+x1|s1 dx ds
=
2
n2
∫ ent
1
∫ s2
1
∫
|y1−y2|≥1
∫
|y2|≥1
f̂(y1 − y2)f̂(y2) e−|y2|(s2−s1)−|y1|s1 dy ds
≤ c1
n2
∫ ent
1
∫
|y1−y2|≥1
∫
|y2|≥1
|f̂(y2)||y2|−1 e−|y1|s1 dy ds1
≤ c2
n2
∫ ent
1
∫
R
e−|y1|s1 dy1 ds1
≤ c3 t
n
,
where in the first inequality we used that f̂ is bounded. We next show that
Fn,2 :=
1
n
∫ ent
1
∫
|x|≤1
(f̂(x)− f̂(0)) eιxX(s) dx ds
converges to zero in L2 as n tends to infinity.
Since |f̂(x)− f̂(0)| < c4 |x| for all x ∈ R,
E [Fn,2]
2 ≤ c5
n2
∫ ent
1
∫ s2
1
∫
|x1|≤1
∫
|x2|≤1
|x1||x2| e−|x2|(s2−s1)−|x2+x1|s1 dx ds
≤ c5
n2
∫ ent
1
∫ s2
1
∫
|y1−y2|≤1
∫
|y2|≤1
|y2| e−|y2|(s2−s1)−|y1|s1 dy ds
≤ c6
n2
∫ ent
1
∫
|y1|≤2
e−|y1|s1 dy1 ds1
≤ c7 t
n
.
Combining these two estimates gives the desired result.
With the help of Lemma 3.1, to prove Theorem 1.1, we only need to show the following
result.
Proposition 3.2 Suppose that f is bounded and
∫
R
|xf(x)| dx <∞. Then, for any t > 0,
1
2πn
∫ ent
1
∫
|x|≤1
f̂(0) e−ιxX(s) dx ds
L−→
( 1
π
∫
R
f(x) dx
)
Z(t)
as n tends to infinity, where Z(t) is an exponential random variable with parameter t.
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Proof. Let
Fn =
1
2πn
∫ ent
1
∫
|x|≤1
f̂(0) eιxX(s) dx ds.
We first show tightness. Note that
E [Fn]
2 =
(f̂(0))2
2π2n2
∫ ent
1
∫ s2
1
∫
[−1,1]2
e−|x2|(s2−s1)−|x2+x1|s1 dx ds
=
(f̂(0))2
2π2n2
∫ ent
1
∫ s2
1
∫
|y2|≤1
∫
|y1−y2|≤1
e−|y2|(s2−s1)−|y1|s1 dy ds.
Integrating with respect to the variable y and taking into account that |y1 − y2| ≤ 1 and
|y2| ≤ 1 implies |y1| ≤ 2,
E [Fn]
2 ≤ 2(f̂(0))
2
π2n2
∫ ent
1
∫ s2
1
1− e−(s2−s1)
s2 − s1
1− e−2s1
s1
ds.
Making the change of variables u2 = s2 − s1 and u1 = 2s1, we can write
E [Fn]
2 ≤ 2(f̂(0))
2
π2n2
∫ e2nt
0
∫ e2nt
0
1− e−u2
u2
1− e−u1
u1
du
=
2(f̂(0))2
π2
( 1
n
∫ 2ent
0
1− e−v
v
dv
)2
≤ 2(f̂(0))
2
π2
(1
n
∫ 1
0
1 dv +
1
n
∫ 2ent
1
1
v
dv
)2
≤ c (f̂(0))2(1 + t)2.
We next show the convergence of all moments. For any m ∈ N, let Inm = E
(
Fn
)m
. Then
Inm =
( f̂(0)
2π
)m 1
nm
E
( ∫ ent
1
∫
|x|≤1
eιxX(s) dx ds
)m
=
( f̂(0)
2π
)mm!
nm
∫
[−1,1]m
∫
Dm
e
−
m∑
i=1
|
m∑
j=i
xj |(si−si−1)
ds dx,
where Dm =
{
1 < s1 < · · · < sm < ent
}
, with the convention s0 = 0.
By Lemma 6.1,
lim
n→∞
Inm =
( f̂(0)
2π
)m
m! lim
n→∞
1
nm
∫
[−1,1]m
∫
Dm
e
−
m∑
i=1
|
m∑
j=i
xj |(si−si−1)
ds dx
=
( f̂(0)
2π
)m
m! (2t)m
=
(1
π
∫
R
f(x) dx
)m
E [Z(t)]m.
Using the method of moments, the proof is completed.
Proof of Theorem 1.1. This follows from Lemma 3.1, Proposition 3.1, and the argument
before Lemma 3.1.
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4 Proof of Theorem 1.2
In this section, we shall show Theorem 1.2. Since f is bounded, we only need to consider
the convergence of the following random variables
Fn =
1√
n
∫ ent
1
f(X(s)) ds.
For m ∈ N, let
Inm =
m!
n
m
2
E
[ ∫
Dm,1
( m∏
i=1
f(X(si))
)
ds
]
,
where Dm,1 =
{
(s1, . . . , sm) ∈ Dm : si − si−1 ≥ n−m, i = 2, 3, . . . , m
}
and Dm =
{
1 < s1 <
· · · < sm < ent
}
as before. Then, taking into account that f is bounded, we can write∣∣∣E (Fn)m − Inm∣∣∣ ≤ m!
n
m
2
m∑
j=1
E
[ ∫
Dm∩{|sj−sj−1|<n−m}
( m∏
i=1
|f(X(si))|
)
ds
]
≤ ‖f‖∞ mm!
n
3m
2
E
[ ∫
Dm−1
(m−1∏
i=1
|f(X(si))|
)
ds
]
.
Thus, Theorem 1.1 implies that∣∣∣E (Fn)m − Inm∣∣∣ ≤ c1n−m2 −1. (4.1)
Applying the Fourier transform, we can write
Inm =
m!
(2π
√
n)m
∫
Rm
∫
Dm,1
( m∏
i=1
f̂(xi)
)
E
(
e
ι
m∑
i=1
xiX(si)
)
ds dx.
Using (2.1) and then making the change of variables yi =
m∑
j=i
xj for i = 1, 2, . . . , m gives
Inm =
m!
(2π
√
n)m
∫
Rm
∫
Dm,1
( m∏
i=1
f̂(yi − yi+1)
)
e
−
m∑
i=1
|yi|(si−si−1)
ds dy.
Let Inm,0 = I
n
m. For k = 1, . . . , m, we define
Inm,k =
m!
(2π
√
n)m
∫
Rm
∫
Dm,1
Ik
m∏
i=k+1
f̂(yi − yi+1) e
−
m∑
i=1
|yi|(si−si−1)
ds dy,
where
Ik =

k−1
2∏
j=1
|f̂(y2j)|2f̂(−yk+1), if k is odd;
k
2∏
j=1
|f̂(y2j)|2, if k is even.
The following proposition, which is similar to Proposition 3.1 in [12], controls the differ-
ence between Inm,k−1 and I
n
m,k. We fix a positive constant γ strictly less than
1
2
.
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Proposition 4.1 For k = 1, 2, . . . , m, there exists a positive constant c, which depends on
γ, such that
|Inm,k−1 − Inm,k| ≤ c n−γ.
Proof. The proof will be done in several steps.
Step 1. Suppose first that k = 1. Making the change of variables u1 = s1, ui = si− si−1, for
2 ≤ i ≤ m, we can show that |Inm,0 − Inm,1| is less than a constant multiple of
n−
m
2
∫
Rm
∫
Om
∣∣f̂(y1 − y2)− f̂(−y2)∣∣( m∏
i=2
|f̂(yi − yi+1)|
)
e
−
m∑
i=1
|yi|ui
du dy,
where Om =
{
(u1, . . . , um) : u1 > 1,
∑m
i=1 ui < e
nt, n−m < ui, i = 2, 3, . . . , m
}
and ym+1 = 0.
Taking into account that that |f̂(x)| ≤ cα(|x|α ∧ 1) for α ∈ [0, 1], and Om ⊂ [n−m, ent]m,
we obtain
|Inm,0 − Inm,1| ≤ c2 n−
m
2
∫
Rm
∫
[n−m,ent]m
|y1|α
⌊m
2
⌋∏
j=1
(|y2j|α + |y2j+1|α)e− m∑i=1 |yi|ui du dy
≤ c3 n−m2 +(⌊m2 ⌋+1)(mα)+(m−1−⌊m2 ⌋)
≤ c3 n− 12+(⌊m2 ⌋+1)(mα).
Choosing α small enough such that −1
2
+ (⌊m
2
⌋+ 1)(mα) = −γ gives
|Inm,0 − Inm,1| ≤ c3 n−γ .
Step 2: Suppose now that k = 2. By the definition of Inm,1 and I
n
m,2, |Inm,1− Inm,2| is less than
a constant multiple of
n−
m
2
∫
Rm
∫
[n−m,ent]m
∣∣f̂(−y2)∣∣∣∣f̂(y2 − y3)− f̂(y2)∣∣( m∏
i=3
|f̂(yi − yi+1)|
)
e
−
m∑
i=1
|yi|ui
du dy.
Using similar arguments as in Step 1,
|Inm,1 − Inm,2| ≤ c4 n−
m
2
∫
Rm
∫
[n−m,ent]m
|y2|α|y3|α
( ⌊m2 ⌋∏
j=2
|y2j|α + |y2j+1|α
)
e
−
m∑
i=1
|yi| ui
du dy
≤ c5 n−m2 +(⌊m2 ⌋+1)(mα)+(m−1−⌊m2 ⌋)
≤ c5 n− 12+(⌊m2 ⌋+1)(mα)
= c5 n
−γ.
Step 3: Suppose that k is odd and 3 ≤ k ≤ m. Since k is odd, |Inm,k−1 − Inm,k| is less than a
constant multiple of
n−
m
2
∫
Rm
∫
[n−m,ent]m
( m∏
i=k+1
|f̂(yi − yi+1)|
) ∣∣f̂(yk − yk+1)− f̂(−yk+1)∣∣
×
( k−12∏
j=1
|f̂(y2j)|2
)
e
−
m∑
i=1
|yi|ui
du dy.
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Therefore, |Inm,k−1 − Inm,k| is less than a constant multiple of
n−
m
2
∫
Rm
∫
Om
( m∏
i=k+1
|f̂(yi − yi+1)|
)
|yk|α
( k−12∏
j=1
|f̂(y2j)|2
)
e
−
m∑
i=1
|yi|ui
du dy.
Integrating with respect to the variables xis and uis with i ≤ k − 1 gives
|Inm,k−1 − Inm,k| ≤ c6 n−
m−(k−1)
2
∫
Rm−k+1
∫
[n−m,ent]m−k+1
( m∏
i=k+1
|f̂(yi − yi+1)|
)
|yk|α
× e−
m∑
i=k
|yi|ui
du dy,
where du = duk · · · dum, dy = dyk · · · dym. Applying Step 1 and then doing some algebra,
we can obtain
|Inm,k−1 − Inm,k| ≤ c6 n−
1
2
+(⌊m−k+1
2
⌋+1)(m−k+1)α = c6 n−γ .
Step 4: The case k is even and 4 ≤ k ≤ m is handled in a similar way.
Proposition 4.2 Suppose that f is bounded,
∫
R
|xf(x)| dx <∞ and ∫
R
f(x) dx = 0. Then,
for any t > 0,
1√
n
∫ ent
1
f(X(s)) ds
L−→
( 1
π2
∫
R
|f̂(x)|2|x|−1 dx
)− 1
2
√
Z(t) η
as n tends to infinity, where η is a standard normal random variable independent of Z(t).
Proof. The proof will be done in several steps.
Step 1 We first show tightness. Let Fn =
1√
n
∫ ent
1
f(X(s)) ds. Then, using the Fourier
transform,
E (Fn)
2 =
2
n
∫ ent
1
∫ s2
1
∫
R2
f̂(x1)f̂(x2) e
−|x2|(s2−s1)−|x2+x1|s1 dx ds.
Since |f̂(x)| ≤ cα(|x|α ∧ 1) for all x ∈ R and α ∈ [0, 1],
E (Fn)
2 ≤ c1
n
∫ ent
1
∫ s2
1
∫
R2
|f̂(x2)| e−|x2|(s2−s1)−|x2+x1|s1 dx ds
≤ c2
n
(∫ ent
1
s−11 ds1
)(∫
R
|f̂(x2)||x2|−1 dx2
)
≤ c3 t.
Step 2 We show the convergence of all odd moments. Assume that m is odd. Recall the
estimate (4.1), which allows us to replace E (Fn)
m by Inm. By Proposition 4.1, it suffices to
show
lim
n→∞
Inm,m = 0,
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where
Inm,m =
m!
(2π
√
n)m
∫
Rm
∫
Dm,1
f̂(ym)
m−1
2∏
j=1
|f̂(y2j)|2 e
−
m∑
i=1
|yi|(si−si−1)
ds dy.
Making the change of variables u1 = s1, ui = si − si−1, for 2 ≤ i ≤ m yields
Inm,m =
m!
(2π
√
n)m
∫
Rm
∫
Om
f̂(ym)
m−1
2∏
j=1
|f̂(y2j)|2 e
−
m∑
i=1
|yi|ui
du dy,
where, as before,
Om =
{
(u1, . . . , um) : 1 < u1,
m∑
i=1
ui < e
nt, n−m < ui < ent, i = 2, . . . , m
}
.
Notice that Om ⊂ [1, ent]× [n−m, ent]m−1. As a consequence,
∣∣Inm,m∣∣ ≤ c4 n−m2 ∫
Rm
∫
[1,ent]×[n−m,ent]m−1
|f̂(ym)|
m−1
2∏
j=1
|f̂(y2j)|2 e
−
m∑
i=1
|yi|ui
du dy
≤ c5 n−m2
(∫
R
|f̂(y)|2|y|−1dy
)m−1
2
(∫ ent
n−m
u−1 du
)m−1
2
(∫
R
|f̂(y)| |y|−1dy
)
≤ c6 n− 12 .
Combining these estimates gives lim
n→∞
E (Fn)
m = 0 when m is odd.
Step 3 We show the convergence of all even moments. Assume that m is even. Recall
the estimate (4.1). By Proposition 4.1, it suffices to show
lim
n→∞
Inm,m =
( 1
2π2
∫
R
|f̂(x)|2|x|−1 dx
)−m
2
E
(√
Z(t) η
)m
, (4.2)
where
Inm,m =
m!
(2π
√
n)m
∫
Rm
∫
Dm,1
(m/2∏
j=1
|f̂(y2j)|2
)
e
−
m∑
i=1
|yi|(si−si−1)
ds dy.
Making the change of variables u1 = s1, ui = si−si−1, for 2 ≤ i ≤ m and then integrating
with respect to all yis with i odd gives
Inm,m =
2
m
2 m!
(2π
√
n)m
∫
R
m
2
∫
Om
(m/2∏
j=1
|f̂(y2j)|2
)
e
−
m/2∑
j=1
|y2j |u2j(m/2∏
j=1
u−12j−1
)
du dy,
where dy = dy2 dy4 · · · dym and, as before,
Om =
{
(u1, . . . , um) : 1 < u1,
m∑
i=1
ui < e
nt, n−m < ui < ent, i = 2, . . . , m
}
.
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Taking into account that Om ⊂ [1,∞)× [n−m, ent]m−1 yields
lim sup
n→∞
Inm,m ≤ lim
n→∞
2
m
2 m!
(2π)m
(∫
R
∫ ∞
0
|f̂(y)|2 e−|y|u du dy
)m
2
(1
n
∫ ent
n−m
u−1du
)m
2
=
m! t
m
2
2
m
2
( 1
π2
∫
R
|f̂(y)|2|y|−1 dy
)m
2
. (4.3)
On the other hand, using Om,1 ×Om,2 ⊂ Om, where
Om,1 =
{
(u1, . . . , um−1) : u1 > 1, u2j−1 > n−m, j = 2, . . . , m/2,
m/2∑
j=1
u2j−1 < ent/2
}
and
Om,2 =
{
(u2, . . . , um) : u2j > n
−m, j = 1, . . . , m/2,
m/2∑
j=1
u2j < e
nt/2
}
,
gives
Inm,m ≥
2
m
2 m!
(2π
√
n)m
∫
Rm
∫
Om,1×Om,2
( m2∏
j=1
|f̂(y2j)|2
)
e
−
m/2∑
j=1
|y2j |u2j(m/2∏
j=1
u−12j−1
)
du dy.
By Lemmas 6.2 and 6.3,
lim inf
n→∞
Inm,m ≥
2
m
2 m!
(2π)m
(∫
R
|f̂(y)|2|y|−1 dy
)m
2
t
m
2
=
m! t
m
2
2
m
2
( 1
π2
∫
R
|f̂(y)|2|y|−1 dy
)m
2
. (4.4)
Combining (4.3) and (4.4) gives
lim
n→∞
Inm,m =
m! t
m
2
2
m
2
( 1
π2
∫
R
|f̂(y)|2|y|−1 dy
)m
2
=
( 1
π2
∫
R
|f̂(x)|2|x|−1 dx
)−m
2
E
(√
Zt η
)m
,
where in the last equality we used Lemma 2.1. So the statement (4.2) follows. Using the
method of moments, the proof is completed.
Proof of Theorem 1.2. Since f is bounded, this follows easily from Proposition 4.2.
5 A remark on [15]
In this section, we assume α > 1 and will give another expression for the constant in the
limiting process in Theorem 1.1 of [15].
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Theorem 5.1 Suppose that f is a bounded Borel function on R with compact support and∫
R
f(x) dx = 0. Then{
n
1−α
2α
∫ nt
0
f(X(s)) ds , t ≥ 0
}
L−→
{( 1
π2
∫
R
|f̂(x)|2|x|−α dx
)− 1
2
W (Lt(0) , t ≥ 0
}
as n tends to infinity, where W is a real-valued Brownian motion independent of X.
Proof. Let
Fn = n
1−α
2α
∫ nt
0
f(X(s)) ds.
Then, by Theorem 1.1 in [15], it suffices to show
lim
n→∞
E (Fn)
2 =
( 1
π2
∫
R
|f̂(x)|2|x|−α dx
)
E (Lt(0)).
Using the Fourier transform,
E (Fn)
2 =
1
2π2
n
1−α
α
∫ nt
0
∫ s2
0
∫
R2
f̂(x1)f̂(x2) e
−|x2|α(s2−s1)−|x2+x1|αs1 dx ds.
Making the change of variables y2 = x2 and y1 = x2 + x1,
E (Fn)
2 =
1
2π2
n
1−α
α
∫ nt
0
∫ s2
0
∫
R2
f̂(y1 − y2)f̂(y2) e−|y2|α(s2−s1)−|y1|αs1 dy ds.
Let
I22 =
1
2π2
n
1−α
α
∫ nt
0
∫ s2
0
∫
R2
|f̂(y2)|2 e−|y2|α(s2−s1)−|y1|αs1 dy ds.
For all x, y ∈ R,
|f̂(x)− f̂(y)| ≤ cβ|x− y|β,
where β can be any constant in [0, 1]. Thus,
∣∣E (Fn)2 − I22 ∣∣ ≤ c1 n 1−αα ∫ nt
0
∫ s2
0
∫
R2
|y1|β|f̂(y2)| e−|y2|α(s2−s1)−|y1|αs1 dy ds.
Making the change of variables u2 = s2 − s1 and u1 = s2,∣∣E (Fn)2 − I22 ∣∣ ≤ c1 n 1−αα ∫ nt
0
∫ nt
0
∫
R2
|y1|β|f̂(y2)| e−|y2|αu2−|y1|αu1 dy du
≤ c1 n 1−αα
∫ nt
0
∫
R2
|y1|β|f̂(y2)||y2|−α e−|y1|αu1 dy du1
≤ c2 n 1−αα
∫ nt
0
∫
R
|y1|β e−|y1|αu1 dy1 du1
≤ c3 n 1−αα
∫ nt
0
|u1|−
1+β
α du1
≤ c4 n−
β
α ,
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where β can be any constant such that 0 < β < α− 1. Using the above estimate,
lim
n→∞
E (Fn)
2 = lim
n→∞
I22 .
So we only need to show
lim
n→∞
I22 =
( 1
π2
∫
R
|f̂(x)|2|x|−α dx
)
E (Lt(0)).
By the L’Hoˆpital rule,
lim
n→∞
I22 =
αt
2π2(α− 1) limn→∞ n
1
α
∫ nt
0
∫
R2
|f̂(y2)|2 e−|y2|α(nt−s1)−|y1|αs1 dy ds1
=
αt
2π2(α− 1)
(∫
R
e−|y|
α
dy
)
lim
n→∞
n
1
α
∫ nt
0
∫
R
|f̂(y)|2 s− 1α e−|y|α(nt−s) dy ds.
For any ǫ ∈ (0, 1), we obtain
lim
n→∞
n
1
α
∫ (1−ǫ)nt
0
∫
R
|f̂(y)|2 s− 1α e−|y|α(nt−s) dy ds
≤ lim
n→∞
n
1
α
∫ (1−ǫ)nt
0
∫
R
|f̂(y)|2 s− 1α e−|y|αǫnt dy ds
≤ c5 lim
n→∞
n
∫
R
|y|2 e−|y|αǫnt dy
≤ c6 lim
n→∞
n1−
3
α
= 0,
where in the second inequality we used |f̂(y)| ≤ c7|y| for all y ∈ R.
Making the change of variable u = nt− s,
lim
n→∞
n
1
α
∫ nt
(1−ǫ)nt
∫
R
|f̂(y)|2 s− 1α e−|y|α(nt−s) dy ds
= lim
n→∞
∫ ǫnt
0
∫
R
|f̂(y)|2 (t− u
n
)−
1
α e−|y|
αu dy du.
Note that
t−
1
α ≤ (t− u
n
)−
1
α ≤ (1− ǫ)− 1α t− 1α .
This gives
t−
1
α
∫
R
|f̂(y)|2|y|−α dy
≤ lim
n→∞
n
1
α
∫ nt
(1−ǫ)nt
∫
R
|f̂(y)|2 s− 1α e−|y|α(nt−s) dy ds
≤ (1− ǫ)− 1α t− 1α
∫
R
|f̂(y)|2|y|−α dy.
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Using these estimates and the fact that ǫ > 0 is arbitrary, we obtain
lim
n→∞
I22 =
α
2π2(α− 1)
(∫
R
e−|y|
α
dy
)
t1−
1
α
∫
R
|f̂(y)|2|y|−α dy
=
( 1
π
∫
R
|f̂(y)|2|y|−α dy
)
E (Lt(0)),
where in the last equality we used Lemma 2.2. This completes the proof.
6 Appendix
Here we give some lemmas which are necessary for the proof of Theorems 1.1 and 1.2.
Lemma 6.1 For any m ∈ N
lim
n→∞
1
nm
∫
[−1,1]m
∫
Dm
e
−
m∑
i=1
|
m∑
j=i
xj |(si−si−1)
ds dx = (2t)m,
where Dm =
{
1 < s1 < · · · < sm < ent
}
.
Proof. Making the change of variables yi =
m∑
j=i
xj for i = 1, 2, . . . , m gives
1
nm
∫
[−1,1]m
∫
Dm
e
−
m∑
i=1
|
m∑
j=i
xj |(si−si−1)
ds dx ≤ 1
nm
∫
[−m,m]m
∫
Dm
e
−
m∑
i=1
|yi|(si−si−1)
ds dy
=
2m
nm
∫
Dm
(
m∏
i=1
1− e−m(si−si−1)
si − si−1
)
ds
and
1
nm
∫
[−1,1]m
∫
Dm
e
−
m∑
i=1
|
m∑
j=i
xj |(si−si−1)
ds dx ≥ 1
nm
∫
[− 1
m
, 1
m
]m
∫
Dm
e
−
m∑
i=1
|yi|(si−si−1)
ds dy
=
2m
nm
∫
Dm
( m∏
i=1
1− e− 1m (si−si−1)
si − si−1
)
ds.
So it suffices to show that, for any b > 0,
lim
n→∞
1
nm
∫
Om,3
( m∏
i=1
1− e−bui
ui
)
du = tm,
where Om,3 =
{
(u1, u2, . . . , um) :
m∑
i=1
ui < e
nt, u1 ≥ 1, ui > 0, i = 2, 3, . . . , m
}
.
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Let Om,4 =
{
(u1, u2, . . . , um) :
m∑
i=1
ui < e
nt, ui > 0, i = 1, 2, . . . , m
}
. Then
∫
Om,4−Om,3
( m∏
i=1
1− e−bui
ui
)
du ≤
∫
Om,5
( m∏
i=1
1− e−bui
ui
)
du,
where Om,5 =
{
(u1, u2, . . . , um) : 0 < u1 ≤ 1, 0 < ui < ent, i = 2, . . . , m
}
.
Note that h(x) = 1−e
−bx
x
is a continuous function on (0,∞) with lim
x→0+
h(x) = b and
lim
x→∞
h(x) = 0. Using the L’Hoˆpital rule,
lim
n→∞
1
n
∫ ent
0
h(x) dx = t.
This shows∫
Om,4−Om,3
( m∏
i=1
1− e−bui
ui
)
du ≤
(∫ 1
0
1− e−bu
u
du
)(∫ ent
0
1− e−bu
u
du
)m−1
≤ c1 nm−1,
which implies
lim
n→∞
1
nm
∫
Om,3
( m∏
i=1
1− e−bui
ui
)
du = lim
n→∞
1
nm
∫
Om,4
( m∏
i=1
1− e−bui
ui
)
du.
Moreover,∫
[0,ent]m−Om,3
( m∏
i=1
1− e−bui
ui
)
du ≤
m∑
j=1
∫
[0,ent]m∩{uj> entm }
( m∏
i=1
1− e−bui
ui
)
du
≤ m
(∫ ent
ent
m
1− e−bu
u
du
)(∫ ent
0
1− e−bu
u
du
)m−1
≤ c2 nm−1.
Therefore,
lim
n→∞
1
nm
∫
Om,3
( m∏
i=1
1− e−bui
ui
)
du = lim
n→∞
1
nm
∫
[0,ent]m
( m∏
i=1
1− e−bui
ui
)
du
= lim
n→∞
(1
n
∫ ent
0
1− e−bu
u
du
)m
= tm.
Combining the above arguments gives the desired result.
Lemma 6.2 For any m ∈ N,
lim
n→∞
∫
Rm
∫
Om
( m∏
i=1
|f̂(yi)|2
)
e
−
m∑
i=1
|yi|ui
du dy =
(∫
R
|f̂(y)|2|y|−1 dy
)m
,
where Om =
{
(u1, . . . , um) : ui > n
−m, i = 1 . . . , m,
m∑
i=1
ui < e
nt/2
}
.
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Proof. It is easy to see
∆m := [n
−m, ent]m − Om ⊆ ∪mj=1∆m,j ,
where ∆m,j = [n
−m, ent]m ∩ {uj > entm }. Therefore,∫
Rm
∫
∆m
( m∏
i=1
|f̂(yi)|2
)
e
−
m∑
i=1
|yi|ui
du dy
≤
m∑
j=1
∫
Rm
∫
∆m,j
( m∏
i=1
|f̂(yi)|2
)
e
−
m∑
i=1
|yi|ui
du dy
≤ c1
∫
R
∫ ent
ent
m
|f̂(y)|2 e−|y|u du dy
= c1
∫
R
|f̂(y)|2|y|−1 (e−|y| entm − e−|y|ent) du dy.
By the dominated convergence theorem,
lim
n→∞
∫
Rm
∫
∆m
( m∏
i=1
|f̂(yi)|2
)
e
−
m∑
i=1
|yi|ui
du dy = 0. (6.1)
On the other hand,
lim
n→∞
∫
Rm
∫
[n−m,ent]m
( m∏
i=1
|f̂(yi)|2
)
e
−
m∑
i=1
|yi|ui
du dy
= lim
n→∞
(∫
R
∫ ent
n−m
|f̂(y)|2 e−|y|u du dy
)m
=
(∫
R
|f̂(y)|2|y|−1 dy
)m
(6.2)
Our result follows easily from (6.1) and (6.2).
Lemma 6.3 For any m ∈ N
lim
n→∞
1
nm
∫
Om
( m∏
i=1
u−1i
)
du = tm,
where Om =
{
(u1, . . . , um) :
m∑
i=1
ui < e
nt, u1 ≥ 1, ui ≥ n−m, i = 2, . . . , m
}
.
Proof. This result follows from
lim
n→∞
1
nm
∫
[n−m,ent]m−Om
( m∏
i=1
u−1i
)
du ≤ lim
n→∞
1
nm
m∑
j=1
∫
[n−m,ent]m∩{uj> entm }
( m∏
i=1
u−1i
)
du
≤ c1 lim
n→∞
(1
n
∫ ent
n−m
u−1du
)m−1(1
n
∫ ent
ent
m
u−1du
)
= 0
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and
lim
n→∞
1
nm
∫
[n−m,ent]m
( m∏
i=1
u−1i
)
du = lim
n→∞
(1
n
∫ ent
n−m
u−1du
)m
= tm.
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