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Abstract—A statistical characterization of the fundamental
performance bounds of an intelligent reflective surface (IRS)
intended for aiding wireless communications is presented. To this
end, the outage probability, average symbol error probability and
achievable rate bounds are derived in closed-form. By virtue of
an asymptotic analysis in high signal-to-noise ratio (SNR) regime,
the achievable diversity order is derived. Thereby, we show that
a diversity gain in the order of the number of passive reflective
elements embedded within the IRS can be achieved with only
controllable phase adjustments. Thus, IRS has a great potential
of boosting the wireless performance by intelligently controlling
the propagation channels without employing additional active
radio frequency chains.
I. INTRODUCTION
Over the past five generations of wireless standards, per-
formance of the transmitter and receiver has been optimized
to mitigate various transmission impairments of propagation
channels, which are generally assumed to be uncontrollable
in the wireless system designer’s perspective. However, owing
to the recent research advancements of meta-materials and
meta-surfaces, a novel concept of coating physical objects
such as building walls and windows with intelligent reflective
surfaces (IRSs) with reconfigurable reflective properties has
been envisioned [1]–[4]. The ultimate goal of IRS is to enable
a smart wireless propagation environment by controlling the
reflective properties of the underlying channels [4].
An IRS comprises of a very large number of passive reflec-
tive elements, which are capable of reconfiguring properties
of electromagnetic (EM) waves impinging upon them. On one
hand, reflected EM waves can be added constructively at a de-
sired receiver by intelligently controlling phase-shifts at each
reflective element to boost the signal-to-noise ratio (SNR) and
coverage. On the other hand, a reflected signal can be made to
add destructively and thereby to mitigate co-channel interfer-
ence towards an undesired direction. Moreover, IRS facilitates
full-duplex reflections, and hence, large blockages between a
pair of transmitter-receiver can be circumvented through smart
reflections without trading-off additional time, frequency or
power resources. Since an IRS does not generate new EM
waves, costly transmit radio-frequency (RF) chains/amplifiers
in relays can be eliminated and thereby improving the energy
efficiency. Thus, the concept of IRS presents a paradigm shift
in wireless communication research.
Prior related research: Due to recent breakthroughs in
physics and related fields [5]–[7], the designs of software-
controllable IRS have been shown to be feasible, and core
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technical aspects are currently being developed [1], [8]. The
prototypes of meta-surfaces and meta-tiles with artificial thin
film of EM materials, which can be used to coat objects within
a smart wireless environment, have already been developed
[5], [6]. In [9], precoder optimization techniques for a multi-
antenna transmitter in the presence of an IRS are investigated
to maximize the received SNR. In [10], basic ray tracing tech-
niques are adopted to model multipath propagation through an
IRS, and thereby, it discusses techniques for controlling the
reflections via controllable phase-shifts at passive elements
embedded within an IRS. Moreover, in [11], transmit power
scaling laws pertaining to IRS are derived to alleviate miscon-
ceptions about the performance comparisons between the IRS
and massive multiple-input multiple-output (MIMO) systems.
In [12], an optimal phase shift design is proposed for IRS
based on maximizing an upper bound of the average spectral
efficiency. In [13], techniques for boosting the physical layer
security through smart propagation enabled by an IRS are
investigated.
Motivation and our contribution: The key idea of an IRS is
to enable a programmable control over the wireless propaga-
tion channels. This necessitates innovations of radically novel
techniques for modeling, designing and analyzing wireless
systems as the resulting smart propagation channels can now
be able to interact with EM waves impinging upon them
in a software-controlled manner. Although several important
attempts have recently been made [9]–[13], the fundamental
research on IRS in wireless communication’s perspective is
still at an embryonic stage. To this end, our work presents a
performance analysis framework for deriving the fundamental
bounds pertaining to an IRS intended for aiding the end-to-
end communication between a single-antenna source (S) and
a destination (D). Thus, tight bounds/approximations for the
outage probability, average symbol error rate (SER), and aver-
age achievable rate are derived in closed-form. The accuracy
of our analysis is validated through a rigorous set of Monte-
Carlo simulations. We obtain useful design insights about the
achievable diversity order via an asymptotic analysis in the
high SNR regime. We reveal that the achievable diversity
order is equal to the number of passive reflective elements
(M ), and it is achieved without using any active RF chains at
the IRS. Thus, by virtue of smart passive reflections, an M -
fold diversity gain can be achieved with respect to a single-
input single-output (SISO) channel. Through our analysis,
we verify that an IRS has a true potential of boosting the
reliability of end-to-end wireless communication with only
passive controllable phase-shifts.
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Fig. 1. An IRS-assisted wireless communication set-up.
Notation: xT denotes the transpose of x. E[X] and Var[X]
represent the expectation and variance of a random variable
(RV) X , respectively. X ∼ CN (µX , σ2X) denotes that X is
complex Gaussian distributed with µX mean and σ2X variance.
II. SYSTEM, CHANNEL AND SIGNAL MODELS
A. System model
We consider an end-to-end wireless communication set-up
in which a single-antenna source (S) communicates with a
single-antenna destination (D) through an IRS having M -
passive reflective elements (see Fig. 1). Phase-shifts of waves
impinging upon the IRS are assumed to be controlled per-
fectly to implement coherent/constructive signal combining
at D, while the corresponding amplitudes are attenuated
by a factor defined as per reflective coefficient. The direct
channel between S and D is assumed to be unavailable due
to severe blockage effects. The channel between S and the
mth reflective element is denoted by hm, while the channel
between the mth reflective element and D is given by gm. The
channel envelopes are assumed to be independent Rayleigh
distributed, and hence, hm and gm are modeled as
hm =
√
ζhm h˜m and gm =
√
ζgm g˜m, (1)
where h˜m and g˜m follow complex Gaussian distribution with
zero mean and unit variance; h˜m ∼ CN (0, 1) and g˜m ∼
CN (0, 1). In (1), ζhm and ζgm capture the path-losses of the
corresponding channels.
B. Signal model
The signal transmitted by S is reflected by the IRS towards
D. The received signal at D through M reflective elements
can be written as
y =
√
P
M∑
m=1
gmηme
jθmhmx+ n, (2)
where x is the transmitted signal by S satisfying E
[|x|2] = 1,
while P is the transmit power at S. Moreover, n is an
additive white Gaussian noise (AWGN) at D with zero mean
and variance σ2N such that n ∼ CN (0, σ2N ). In (2), ηm
and θm represent the reflection coefficient and the phase-
shift introduced by the mth reflective component of the IRS,
respectively. Next, (2) can be alternatively written as [9]
y =
√
PgTΘhx+ n, (3)
where h = [h1, · · · , hm, · · · , hM ]T and g = [g1, · · · ,
gm, · · · , gM ]T capture the corresponding channel vectors,
while Θ = diag([η1ejθ1 , · · · , ηmejθm , · · · , ηMejθM ]) is a
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Fig. 2. The exact PDF of Y =
∑M
m=1 ρmνmηm via Monte-Carlo
simulations and its analytical approximation via CLT.
diagonal matrix, which captures the reflection properties of
M reflective elements of the IRS.
By using (3), the SNR is derived as
Γ = γ¯|gTΘh|2, (4)
where γ¯ = P/σ2N is the average transmit SNR. The channels
hm and gm in (1) can be rewritten as
hm = νmexp(jφm) and gm = ρmexp(jωm) , (5)
where νm = |hm| and ρm = |gm| are the channel amplitudes
with Rayleigh distribution, while φm and ωm are the cor-
responding channel phases, which are uniformly distributed
between (−pi, pi ]. By substituting (5) into (4), the SNR in (4)
can be expanded as
Γ = γ¯
∣∣∣∣∣
M∑
m=1
ρmνmηmexp(j[φm + ωm + θm])
∣∣∣∣∣
2
. (6)
The M terms inside the summation of (6) must be con-
structively added to maximize the received SNR. This can
be accomplished by intelligently controlling the reflective
properties (θm) of each element within the IRS. More specif-
ically, Γ in (6) can be maximized by co-phasing each term
in its summation. Thus, the optimal choice of θm is given by
argmax
−pi<θm≤pi
{Γ} = θ∗m = −(φm + ωm) [9], and thereby, the
optimal received SNR at D can be written as
Γ∗ = γ¯
∣∣∣∣∣
M∑
m=1
ρmνmηm
∣∣∣∣∣
2
. (7)
III. PERFORMANCE ANALYSIS
A. Statistical characterization of the optimal received SNR
We notice that ρm and νm are independently Rayleigh
distributed RVs for m ∈ {1, · · · ,M}. Thus, according to the
central limit theorem (CLT), Y =
∑M
m=1 ρmνmηm coverages
to a Gaussian distribution for a sufficiently large number of
passive elements in the IRS [14]. Thereby, the distribution
of Γ∗ in (7) can be tightly approximated by a non-central
chi-squared distribution with a single degree-of-freedom [14];
Γ∗ ≈ γ ∼ X 21 (ν), where ν is the non-centrality parameter.
The accuracy of this approximation is verified via the prob-
ability density function (PDF) curves in Fig. 2 for different
M and ηm. Consequently, the cumulative distribution function
(CDF) of γ can be written as (see Appendix A)
Fγ(z) = 1− ψQ
((√
z/γ¯ − µY
)/
σY
)
, (8)
where z ≥ 0, and Q (·) denotes the Gaussian Q function,
which is defined as Q (x) = ∫∞
x
e−t
2/2
/√
2pidt [15]. In (8),
µY , σY , and ψ are given by
µY =
M∑
m=1
piλm/2 and σ2Y =
M∑
m=1
λ2m
[
16− pi2] /4, (9a)
ψ = 1/
[Q (−√κ)] , (9b)
where λ2m = ζhmζgmη
2
m/4, κ = µ
2
Y /σ
2
Y and Γ(t) =∫∞
0
xt−1e−xdx is the Gamma function [16, Eqn. (8.310.1)].
B. Outage Probability
The SNR outage is defined as the probability that the
instantaneous SNR (γ) falls bellow a threshold SNR (γth).
By using (8), a tight approximation for the outage probability
in moderately large M regime can be obtained as
Pout = Pr(Γ
∗ ≤ γth) ≈ Fγ(γth) , (10)
where Fγ(·) is defined in (8).
Remark 1: The PDF of Γ∗ in (7) for M = 1 is given by
fΓ∗(z) = (2γ¯λ
2
1)
−1K0(
√
z/(γ¯λ21)) [17], and the exact outage
probability can be derived by using [16, Eqn. (5.56.2)] as
Pout = FΓ∗(γth) = 1−
√
γth/γ¯λ21K1(
√
γth/γ¯λ21), (11)
where Kv (·) is the vth order modified Bessel function of the
second kind [16, Eqn. 8.407.1].
C. Average achievable rate
The average achievable rate can be defined as
R = E[log2 (1 + Γ∗)] ≈ E[log2 (1 + γ)] . (12)
The exact derivation of the expectation in (12) appears math-
ematically intractable. Thus, we resort to upper and lower
bounds by invoking Jensen’s inequality as Rlb > R > Rub
[18], where Rlb and Rub are defined as
Rlb = log2
(
1 +
[
E
[
1
/
γ
]]−1)
, (13)
Rub = log2 (1 + E[γ]) . (14)
The upper bound in (14) can be derived as (see Appendix B)
Rub = log2
(
1 +
(
γ¯
M∑
m=1
λ2m
)[
(16− pi2)(1 + κ)
4
])
. (15)
Next, a tight approximation for the lower bound in (13) can
be derived as (see Appendix B)
Rlb ≈ log2
(
1+
(
γ¯
M∑
m=1
λ2m
)[
(16− pi2)(κ+ 1)3
4(κ2 + 6κ+ 3)
])
. (16)
D. Average symbol error rate (SER)
The average SER is defined as the expectation of condi-
tional error probability (Pe|Γ∗) over the distribution of Γ∗
[15]. For wide range of modulation schemes, Pe|γ is given
by Pe|Γ∗ = αQ
(√
βΓ∗
)
, where α and β are modulation
dependent fixed parameters [15]. In this context, the average
SER can be derived as P¯e = E
[
αQ (√βΓ∗)]. By using (8)
and by evaluating the expectation, a tight approximation for
P¯e can be derived as (see Appendix C)
P¯e ≈ E
[
αQ
(√
βγ
)]
=
αψexp(−µ2Y /2σ2Y )√
2piσY
∫ pi/2
0
exp
(
µ2Y
/( 2βγ¯σ4Y
sin2 θ
+ 2σ2Y
))
√
βγ¯
2 sin2 θ
+ 1
2σ2
Y
×Q
(
µY
/√βγ¯σ4Y
sin2 θ
+ σ2Y
)
dθ. (17)
We upper bound (17) by setting θ=pi/2 as (see Appendix C)
P¯ube =
αψexp(−µ2Y /2σ2Y )
2σY
exp
(
µ2Y
/ (
2βγ¯σ4Y + 2σ
2
Y
))√
βγ¯ + 1/σ2Y
×Q
(
µY
/√
βγ¯σ4Y + σ
2
Y
)
. (18)
Remark 2: The exact average SER for M = 1 can be
derived by evaluating P¯e = E
[
αQ (√βΓ∗)] using FΓ∗(z)
and invoking [16, Eqn. (6.614.5)] as follows:
P¯e =
α
2
− α δ
2
exp(δ) (K1(δ)−K0(δ)) , (19)
where δ = (4βγ¯λ21)
−1.
E. Achievable diversity order
The diversity order is defined as the negative slope of the
outage probability or average SER versus the average SNR
curve in a log-log scale as [19]
Gd = lim
γ¯→∞
− log (Pout)
log (γ)
= lim
γ¯→∞
− log
(
P¯e
)
log (γ)
, (20)
from which useful information about how the outage prob-
ability or average SER decays in high SNR regime can be
obtained. Since the outage probability and the average SER
have identical diversity orders [19], we first proceed our
diversity order derivation by using Pout.
In general, the outage probability can be asymptotically
approximated in the high SNR regime as Pout ≈ (Ocγ¯)−Gd ,
where Gd is the diversity order and Oc is a measure of the
coding gain [19]. A single-polynomial approximation of Pout
in (10) can be derived as (see Appendix D)
P∞out = Ωop
(
γth
γ¯
)Gd
+O
(
γ¯−(Gd+1)
)
, (21)
where the diversity order Gd is given by
Gd = M, (22)
where M is the number of passive reflective elements in
the IRS. In (21), Ωop = ξ
∏M
m=1(λ
2
m(2M)!)
−1, where the
constant ξ depends on the coding/array gain.
Similarly, an asymptotic approximation for the average SER
in high SNR regime can be derived as (see Appendix D)
P¯∞e = (Gcγ¯)
−M +O
(
γ¯−(Gd+1)
)
, (23)
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Fig. 3. Geometric placement of nodes for numerical results.
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where the coding gain is given by Gc = (αΩop2M−1Γ(M +
1/2)/(
√
piβM ))−1/M .
Remark 3: The achievable diversity gain is in the order
of the number of passive reflective embedded in the IRS
even though both S and D are each equipped with a single-
antenna. It is worth noting that each passive reflective element
reconfigures phases of incident waves such that they add
coherently at D. The direct SISO transmission between S
and D permits only a unit diversity order. In conventional
wireless systems, diversity gains can only be achieved by
either transmit beamforming or via receive combining by
employing multiple transmit/receive RF chains. However, the
IRS is able to provide a significant diversity order by virtue
of just passive reflectors with reconfigurable phases.
IV. NUMERICAL RESULTS
In simulations, the path-loss is modeled as ζ [dB] =
ζ0 + 10υlog (d), where ζ0 = 42 dB is a reference path-loss,
υ = 3.5 is the path-loss exponent and d is the distance. The
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Fig. 6. The average rate with dSI = 30m and dDI = 20m.
geometric placement of nodes is depicted in Fig. 3. We set
ηm = η, ∀m for the sake of exposition.
Fig. 4 provides a comparison of the average SER for the
IRS-assisted communication set-up (Case-1 to Case-3) with
respect to a baseline direct transmission between S and D
(Case-4). To highlight the performance gain of IRS over the
direct transmission, in Case-1, the IRS is placed such that
dSI+dDI ≈ dSD. Fig. 4 shows clearly that IRS-assisted com-
munication outperforms its direct transmission counterpart.
For example, at an average SER of 10−1, IRS-assisted system
provides an approximately 28.56 dB (23.37 dB) reduction in
the average transmit SNR for ηm = 0.9 (ηm = 0.5) ∀m in
comparison to the direct transmission (see Case-1 and Case-
4). When IRS is placed such that dSD < dSI + dID < 2dSD
(Case-2), the IRS-assisted communication can still provide
a considerable average SER improvement compared to the
direct transmission (see Case-2 and Case-4). This performance
gain is obtained by means of the diversity gain rendered by
smartly controlling the phase-shifts at each reflective element
of the IRS to enable constructive addition of signals at D.
However, when dSI +dID  dSD (Case-3), the performance
of IRS-assisted system is severely hindered mainly due to
the substantial increase in distance-dependent path-loss effects
(see Case-3 and Case-4). Fig. 4 also reveals that the average
SER heavily depends on the reflection coefficient (ηm) of IRS
elements. For instance, at an average SER of 10−4, an IRS
with ηm = 0.9 achieves a transmit SNR gain of 5.1 dB over
that of an IRS with ηm = 0.5.
In Fig. 5, the outage probability is plotted as a function of
the average transmit SNR. Specifically, the proposed outage
upper bound in (18) and its high SNR counterpart in (21) are
plotted together with the exact Monte-Carlo simulations. Fig.
5 clearly depicts that the tightness of our proposed analytical
outage improves in large M regime. Counter-intuitively, it
becomes looser in the high SNR regime. Nevertheless, our
high SNR outage approximation tends to be asymptotically
exact, and hence, it can be used to analytically quantify the
diversity order and the corresponding outage performance in
high SNR regime. Thus, the asymptotic outage curves in Fig.
5 verify that the IRS-assisted set-up achieves an M th order
diversity gain. Fig. 5 reveals that the outage probability can
be lowered significantly by increasing M . For instance, a
quadruple and double increments in M provide 13 dB and
7 dB reductions in the average transmit SNR to attain the same
outage probability of 10−4.
In Fig. 6, the average achievable rate is plotted for
different number of reflective elements at IRS as M =
[32, 64, 128, 256]. The exact achievable rate is plotted from
(12) by using Monte-Carlo simulations. The analytical curves
for the upper and lower bounds are plotted by using (15)
and (16), respectively. Fig. 6 clearly illustrates that our upper
bound is tight even for a moderately large number of IRS
elements such as M = 32. Moreover, the tightness of our
lower bound improves with increasing M . Both upper and
lower bounds approach the exact simulation when the number
of IRS elements grows large (see M = 256 case).
V. CONCLUSION
The performance of IRS for wireless communication has
been investigated by deriving the outage probability, average
SER and achievable rate bounds and approximations. The
accuracy of these metrics becomes tighter when the number
of reflective elements in the IRS grows large. By deriving
single-polynomial high SNR approximations of the CDF and
PDF of the SNR, the achievable diversity order has been
quantified. This high SNR analysis reveals that the achievable
diversity order is equal to the number of passive reflective
elements. A set of rigorous numerical results is provided to
validate our performance analysis and to obtain useful insights
about employing IRS for boosting the performance of next-
generation wireless systems.
APPENDIX A
DERIVATION OF THE CDF OF γ IN (8)
We rewrite γ = γ¯Y 2, where Y =
∑M
m=1Xm and Xm =
ρmνmηm. Here, ρm and νm in (7) are two independent
Rayleigh distributed RVs with parameters ζhm/2 and ζgm/2,
respectively. The kth moment of Xm is given by [17]
x¯k,m = E
[
Xkm
]
= (ζhmζgmη
2
m)
k/2 [Γ(k/2 + 1)]2 . (24)
By invoking CLT, the PDF of Y can be approximated by a
Gaussian distribution in moderately large M regime; Y ∼
N (µY , σ2Y ), where µY and σ2Y are given by
µY =
M∑
m=1
x¯1,m and σ2Y =
M∑
m=1
(
x¯2,m − (x¯1,m)2
)
. (25)
The final expressions for µY and σ2Y are given in (9a).
Thereby, the PDF of Y can be written as
fY (y) = ψexp
(−(y − µY )2/2σ2Y ) /√2piσ2Y , y ≥ 0, (26)
where fY (y) = 0 for y < 0, ψ is a normalization coefficient,
which is defined in (9b), and computed using the fact that∫∞
−∞ fY (u)du = 1. The CDF of Y is derived as
FY (y) =
∫ y
−∞
fY (u)du = 1− ψQ ((y − µY )/σY ) , (27)
for y ≥ 0 and FY (y) = 0 elsewhere. The CDF of γ = γ¯Y 2
can be derived via transformation of RVs as
Fγ(z) = Pr (γ ≤ z) = Pr
(
−
√
z/γ¯ ≤ Y ≤
√
z/γ¯
)
= FY (
√
z/γ¯)− FY (−
√
z/γ¯) for z ≥ 0, (28)
and Fγ(z) = 0 otherwise. By substituting (27) to (28), the
CDF for γ can be derived as given in (8).
APPENDIX B
DERIVATION OF Rub IN (15) AND Rlb IN (16)
By using γ = γ¯Y 2, (12) can be rewritten as R =
EY
[
log2
(
1 + γ¯Y 2
)]
. By noticing that log2
(
1 + x2
)
is a
concave function for x > 0, we invoke the Jensen’s inequality
[15] to derive an upper bound for R as
R ≤ Rub = log2
(
1 + γ¯E
[
Y 2
])
. (29)
where E
[
Y 2
]
can be derived as E
[
Y 2
]
= µ2Y + σ
2
Y . By
substituting E
[
Y 2
]
into (29), the desired upper bound for the
average achievable rate can be derived as (15).
Next, the derivation of Rlb in (16) is outlined. To begin
with, by applying the Taylor series expansion of 1/γ around
E[γ] [16], the term E[1/γ] in (13) can be approximated as
[18]
E
[
1
/
γ
]
≈ 1
/
E[γ] + Var[γ]
/
[E[γ]]3. (30)
Since γ follows a non-central chi-squared distribution with
one degree-of-freedom, mean and variance are given by [14]
E[γ] = γ¯(σ2Y + µ2Y ) =
(
γ¯
M∑
m=1
λ2m
)[
(16− pi2)(1 + κ)
4
]
, (31a)
Var[γ] = 2σ2Y γ¯2(σ2Y +2µ2Y )
=
(
γ¯
M∑
m=1
λ2m
)2 [
(16− pi2)2(1 + 2κ2)
8
]
. (31b)
By first replacing E[γ] and Var[γ] in (30) via (31a) and (31b),
respectively, and then by substituting the resultant expression
into (13), Rlb can be approximated as shown in (16).
APPENDIX C
DERIVATION OF P¯e IN (17)
By substituting γ= γ¯Y 2 into P¯e≈E
[
αQ (√βγ)], we have
P¯e =
∫ ∞
0
αQ
(
x
√
βγ¯
)
fY (x)dx, (32)
where fY (y) is given in (26). By substituting fY (y) and after
several mathematical manipulations, (32) can be simplified as
P¯e = ∆
∫ ∞
0
Q (√ax) exp (−(bx2 − 2cx)) dx, (33)
where ∆, a, b, and c coefficients are given by
∆ = αψexp(−µ2Y /2σ2Y )/
√
2piσ2Y , a = βγ¯, (34)
b = 1/2σ2Y and c = µY /2σ
2
Y . (35)
Here, Q (√ax), in (33) can be alternatively written as [16]
Q (√ax) = 1
pi
∫ pi/2
0
exp
(
− ax
2
2 sin2 θ
)
dθ. (36)
By substituting (36) into (33) and by applying several math-
ematical manipulations, we have
MXm(s) = E
[
e−sXm
]
=
(
(sλm)
2 − 1)−1 [sλm ln(sλm +√(sλm)2 − 1)(√(sλm)2 − 1)−1/2 − 1] (40)
P¯e=
∆
pi
∫ pi/2
0
∫ ∞
0
exp
(
−
[( a
2 sin2 θ
+b
)
x2+2cx
])
dxdθ. (37)
By invoking [16, 2.33.1], the inner integral of (37) can be
evaluated, and then, (37) reduces to
P¯e=
∆√
pi
∫ pi
2
0
exp
(
c2
/(
a
2 sin2 θ
+b
))√
a
2 sin2 θ
+ b
Q
(
−
√
2c√
a
2 sin2 θ
+ b
)
dθ. (38)
By substituting ∆, a, b, and c from (34)-(35), P¯e can be
written as (17).
APPENDIX D
DERIVATION OF DIVERSITY ORDER IN (21)
The PDF of a product of two independent Rayleigh RVs,
Xm = ρmνmηm, is given by [17]
fXm(x) = x/λ
2
mK0 (x/λm) , x ≥ 0, (39)
and fXm(x) = 0 for x < 0. The moment generating
function (MGF) of Xm can be derived as (40) at the top
of this page [16, 6.624.1]. Since {X1, · · · , Xm · · · , XM} are
independent RVs, the MGF of Y =
∑M
m=1Xm can be derived
as MY (s) =
∏M
m=1MXm(s) [14].
The order of smoothness of the PDF of γ = γ¯Y 2 at the
origin can be used to investigate the asymptotic behavior of
the outage probability or average SER at the high SNR regime
[19]. The corresponding order of smoothness of fγ(x) at the
origin can be translated into the decaying order of the pertinent
MGF, Mγ(s), which decays as a function of s [19]. To this
end, MY (s) in (40) can be approximated when s→∞ as
lim
s→∞
MY (s)=M∞Y (s)≈
M∏
m=1
1
(λms)2
[
ξ(λms)
1/ξ−ξ′
]
, (41)
where ξ is a large number such that ln (λms) ≈ ξ(λms)1/ξ−ξ
and ξ′ = ln 2 − ξ. The approximation in (41) becomes tight
for large ξ values. Hence, for large values of ξ, we have
M∞Y (s) = ΩY /s2M +O(s−2M−),  > 0, (42)
where ΩY = ξ
∏M
m=1(λ
2
m)
−1. By invoking inverse Laplace
transform [16] on (42), the PDF of Y can be approximated
by a single polynomial term for y → 0+ (i.e., y approaches
zero from above) as
f0
+
Y (y) = ΩY /(2M !)y
2M−1 +O(y2M−1+), (43)
for  > 0. From (43), the corresponding CDF can be readily
derived as F 0
+
Y (y) =
∫ y
0
f0
+
Y (t)dt. Then, by performing the
variable transformation, y =
√
z/γ¯, a single polynomial
approximation of the CDF of γ can be derived as
F 0
+
γ (z) = Ωop (z/γ¯)
M+O
(
(z/γ¯)M+1+
)
, for  > 0. (44)
where Ωop = ΩY /(2M !). Then, the asymptotic outage prob-
ability can be derived as P∞out = F
0+
γ (γth) as in (21).
Next, the derivation of asymptotic average SER (23) is
outlined. An integral for computing the average SER is given
by P¯e = α
√
β/(2
√
2pi)
∫∞
0
x−1/2exp(−βx/2)Fγ(x)dx [20].
By substituting (44) into P¯e, an asymptotic approximation for
the average SER can be derived as
P¯∞e =
αΩop
2γ¯M
√
β
2pi
∫ ∞
0
xM−
1
2 exp(−βx/2)dx. (45)
By substituting t = βx/2 into (45), and evaluating the integral
via [16, Eqn. (8.310.1)], the asymptotic average SER at high
SNR regime can be derived as (23).
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