Reaction-diffusion equations are widely used as the governing evolution equations for modeling many physical, chemical, and biological processes. Here we derive reaction-diffusion equations to model transport with reactions on a one-dimensional domain that is evolving. The model equations, which have been derived from generalized continuous time random walks, can incorporate complexities such as subdiffusive transport and inhomogeneous domain stretching and shrinking.
I. INTRODUCTION
Reaction-diffusion partial differential equations have been widely employed to provide mathematical models across many physical, chemical and biological processes [1] [2] [3] , with classic applications including the spread of bushfires, the development of animal coat patterns, and the spread of epidemics. In recent decades the fundamental development of reaction-diffusion equations has focussed on extensions to incorporate physical complexities in two key areas; anomalous subdiffusion [4] [5] [6] [7] [8] [9] [10] [11] , and domain growth [3, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . Anomalous subdiffusion, which has been reported in numerous experimental observations [22] [23] [24] [25] [26] [27] [28] [29] [30] , refers to diffusion processes in which the mean square displacement scales as a sublinear power law in time. Domain growth is used generically to refer to stretching and shrinking of the domain over time. In this work we have developed reaction-diffusion equations to allow for the possibility of including both features, subdiffusion and domain growth, simultaneously.
The study of subdiffusion with reactions on growing domains is still in its infancy, but some important steps have already been made. In this context, the main tool used so far are continuous time random walk (CTRW) models. Such models can be generalized at various levels. One possibility is the inclusion of chemical reactions, but this should be done carefully, since the correct form of the evolution equations is not always the most intuitive one [4] [5] [6] [7] [8] [9] [10] [11] .
We now proceed to give a brief overview of recent progress and how it relates to the goals of this paper. Le Vot, Abad and Yuste [31] used a CTRW approach to obtain evolution equations for unbiased diffusion, including anomalous diffusion, in uniformly expanding or contracting media. Later, these results were extended by Le Vot and Yuste [32] to account for the effect of a biasing force field. Another significant advance was made by Angstmann, Henry and MacGann [33] , which employed a generalized CTRW formalism [34, 35] to deal with the general case of random walkers that move diffusively or subdiffusively in domains with inhomogeneous growth/contraction rates. In particular, this means that some regions of the domain may expand, while others may simultaneously shrink. The next step was the inclusion of chemical reactions in models with normal diffusion. This was done in Refs. [20, 36, 37] , where evolution equations for encounter-controlled reactions between reactants performing normal diffusive walks in uniformly evolving domains were derived and solved for the special cases of particle coalescence and annihilation. Here, we take the formalism developed in Ref. [33] as a starting point by including chemical reactions in the transport equations that hold for arbitrarily evolving domains. Such reactions are not restricted to death processes as in [20, 36, 37] , but may also involve particle birth.
We begin in Section II by setting up a formalism and co-ordinate system to describe non-uniform domain growth. In Section III we first consider a single particle CTRW on a growing domain, with a death probability between steps. The CTRW on the growing domain is mapped to an auxiliary CTRW in terms of comoving coordinates, i.e., spatial coordinates referring to the initial fixed domain. Then, the master equation is obtained for this auxiliary process. We subsequently consider an ensemble of particles undergoing CTRWs with death probabilities and creation probabilities between steps and the master equation for the auxiliary CTRW on the fixed domain with reactions is obtained. In Section IV we derive the diffusion limits of the auxiliary CTRW master equation with a jump length density corresponding to unbiased jumps of fixed length on the evolving domain, and with two distinct waiting time densities, exponential and Mittag-Leffler. These densities are known to limit to standard diffusion, and subdiffusion respectively on fixed domains. The fixed length jump on the growing domain maps to a space-and time-varying jump length for the auxiliary CTRW on the fixed domain. An iterative method for evaluating moments to higher orders in time is introduced and moments are evaluated for special cases. These moments are first evaluated for the auxiliary process and then mapped to moments on the evolving domain. The moment calculations are shown to compare favourably with numerical simulations, both on the auxiliary domain and on the evolving domain. In Section V we map the diffusion limit equations for the auxiliary CTRW on the fixed domain back to the evolving domain. This yields reaction-diffusion equations for systems undergoing standard diffusion, or subdiffusion, including reactions, on arbitrarily evolving domains. We present a physical example in Section VI and we conclude with a brief summary and outlook in Section VII.
II. SPATIAL AND TEMPORAL DOMAIN EVOLUTION FUNCTION
To obtain the governing evolution equations for diffusing particles on an evolving domain it is useful to establish a mapping between points on the evolving domain at time t and points on the initial fixed domain at time t = 0 [33] .
For simplicity, in the following, we will assume a finite domain of initial size L(t = 0) ≡ L 0 . At a given time t we associate each point on the evolving domain y(t) ∈ [0, L(t)], with a point on the initial domain x ∈ [0, L 0 ] through a one-to-one mapping y(t) =ḡ(x, t). It should be noted that, although in the present discussion we assume that the domain remains finite at all times, there is no problem in considering it as large as necessary, or even infinite.
Here, and subsequently, we use a bar to denote any function of the space variable x on the original domain. Especially in cosmology, this x-co-ordinate is also termed "comoving distance" [18, 36] . The mapping must satisfy the initial conditionḡ(x, 0) = x, the boundary conditionsḡ(0, t) = 0 andḡ(L, t) = L(t), and the non-negativity conditionḡ(x, t) ≥ 0.
Assuming that the domain is a differentiable manifold, the mappingḡ(x, t) can be represented uniquely in terms of a local growth rate functionμ(x, t). We partition the initial domain into n intervals of equal length, δx = L 0 /n. On the evolving domain, the length of each partitioned interval may change in time. We let δy i (t) denote the length of the i th partition at time t. We can now define a local growth functionμ(x i , t) through the evolution equation [33] dδy
Integrating Eq. (1), and using the initial condition δy i (0) = δx results in the expression,
where, in the rightmost equation, the quantitȳ
has been introduced. In the language of cosmology, this quantity is referred to as "the scale factor". Summing all the δy i intervals and taking the limit as n → ∞, produces the mapping between the domains, which can be expressed as a function of the local growth rate. Explicitly,
The local growth rate function might be positive or negative, at different locations, allowing for local expansion and contraction respectively. This may result in a significant distortion of the original morphology of the domain, as illustrated schematically in Fig. 1 for the particular case of periodic boundary conditions. The evolution equations that we derive are unaffected by the complexity of the distortions, with the only restriction being that the domain remains a differentiable manifold.
Our derivation of the governing evolution equations for reaction and diffusion on an evolving domain utilizes the mapping between the growing domain and the fixed domain.
Note that if f (y, t) represents a function of the space variable on the evolving domain y, and f (x, t) represents the corresponding function on the fixed domain x, then these functions are related through the mappingḡ(x, t) via
The advantage in using the representation on the fixed domain is that this enables us to employ standard time derivatives, and then map them to the evolving domain.
It should be noted that our results are also valid for d-dimensional evolving domains when the diffusion processes along each Cartesian direction are independent, that is, when
where the superscript j denotes the j-th Cartesian direction. An important special case is obtained whenμ (j) (x i , t) =μ(t), which corresponds to an isotropic d-dimensional exponential domain evolution.
III. MASTER EQUATIONS FOR AUXILIARY CTRWS

A. Single Particles with Death Probabilities
We begin by deriving the governing equation for single particle diffusion on a growing domain with an associated death probability. Subsequently we consider an ensemble of such particles and we also include birth events. We let q n (y, t|y 0 , 0) denote the probability per unit time for a particle that started at y 0 at time t = 0 to arrive at y at time t after n jumps, and we suppose that initially q 0 (y, t|y 0 , 0) = δ(y − y 0 )δ(t − 0 + ).
After n + 1 steps, the arrival probability rate can be expressed with a recursion relation as, shading is used to illustrate how particular intervals evolve in time with different local space-and time-dependent growth rates. Note that, although we have depicted the 1d domain as a ring, in general, the medium would be a line with two independent ends.
The interpretation of this is that the probability rate for a particle to arrive at y at time t after n + 1 steps is the probability rate for a particle that arrived at y ′ at an earlier time t ′ , then waited for a time t − t ′ , and survived death, before jumping to y at time t. The position y ′′ represents the location on the growing domain of a point at time t that was at a point y ′ at the earlier time t ′ . The term θ(y ′ , t, t ′ ) is the probability of surviving death at a point on the domain, referenced as y ′ at time t ′ , and Ψ(y, y ′′ , t, t ′ ) is the probability density for waiting a time t − t ′ and transitioning from y ′′ to y at time t.
The probability per unit time for a particle to arrive at y at time t after any number of steps is obtained by summing over all n in Eq. (8) . This results in q(y, t|y 0 , 0) = q 0 (y, t|y 0 , 0) +
where q(y, t|y 0 , 0) = ∞ n=0 q n (y, t|y 0 , 0).
In Eq. (9), the quantity
stands for the survival probability of a particle arriving at location y ′ at time t ′ , where ω(y, s)δs is the (infinitesimal) probability of a particle dying between times s and s + δs.
At this stage, it is worth noting that, while the above mortality law may not be the most general one, it does not preclude a dependence of the form ω = ω(ρ(y, t)), i.e., an explicit dependence of the survival probability θ on the probability density (or "concentration") ρ(y, t) of finding a particle at position y at time t.
We assume that the transition probability density is composed of two independent probability densities: the jump density, λ(y, y ′′ ) = λ(y − y ′′ ), for a jump of length y − y ′′ , and the waiting time density, ψ(t, t ′ ) = ψ(t − t ′ ), for a particle to wait for t − t ′ time before jumping.
Hence we write,
The probability of finding a particle, undergoing a CTRW on a growing domain, in the infinitesimal volume interval [y ′′ , y ′′ + dy ′′ ] at time t can be written as
where
is the jump probability survival function, and ρ(y ′′ , t|y 0 , 0) is the probability density for being at y ′′ at time t. In order to formulate a master equation for the evolution of ρ(y, t|y 0 , 0), we find it convenient to consider an auxiliary CTRW process on the initial fixed domain [33] . One advantage of this is that standard time derivatives can be carried out on the fixed domain and the corresponding functions can then be mapped back to the growing domain.
A second advantage is that the equations for the auxiliary process on the fixed domain can be solved in this co-ordinate system and the solutions can then be mapped on to the evolving domain. First we relate the densities on the evolving domain to associated densities on a fixed domain using the transformation of Eq. (4). Explicitly, the probability of finding a particle at time t within the interval [y, y + dy] is given by
The quantity ρ(x, t|x 0 , 0)dx defined in the last line has a clear physical interpretation: it is the probability of 
Along the same lines, the jump length density on the fixed domain is obtained from probability conservation:
implying,
On the fixed domain we now have the arrival rate probability density, for arriving at x at time t,
q(x, t|x 0 , 0) =q 0 (x, t|x 0 , 0) +
where we have defined
withθ(x, t, t ′ ) = θ(y, t, t ′ ).
To derive the evolution equation forρ, we differentiate Eq. (20) with respect to time. This is complicated by the discontinuity in the arrival rate density at t = 0 [11] . Following [11] , we writeq
and thenρ
whereq + (x, t|x 0 , 0) is right continuous at t = 0. We now use Leibniz rule, and the results
This can be simplified using Eqs. (19) , (23), (20) , (22) to arrive at
We now wish to replace the terms involving q with terms involving ρ. Without loss of
and then we can write Eq. (25) as
Using the semi-group propertyσ
in Eq. (26), and taking the Laplace transform L[.] with respect to time in the resulting equation, we obtain
On the other hand, we can also divide both sides of Eq. (13) byσ(x, t, 0) and take the Laplace transform to find
Comparing Eq. (29) and Eq. (30), we obtain the result
B. Ensemble of Particles with Birth and Death Probabilities
We now consider an ensemble of particles composed of individual particles that are created at particular locations, undergo random walks, and are annihilated at other locations. We hereafter assume that newborn particles are created with zero age, i.e., their "internal clock" used as a reference for the waiting time distribution is set to zero. Let us denote by χ(y, t)dt the probability of a particle being created at y during the interval [t, t + dt]. The ensemble density of particles at location y at time t, found by summing over all possible starting points y 0 and birth times t 0 , is then given by
The case of a single particle initially located at y i which gives rise to no offspring is recovered
Again we find it convenient to consider the auxiliary system on the fixed domain using the mapping given by Eq. (15) , and the auxiliary function definitions
The ensemble density of particles for the auxiliary system on the fixed initial domain is then
The master equation for the ensemble is found by differentiating with respect to time. In this way we find
This can be simplified by noting that
and thusχ
We further replace the derivative in Eq. (35) using the single particle master equation
Eq. (27), together with Eq. (34), so that
It is worth noting that in the limit of a non-growing domainμ(x, t) ≡ 0, one recovers results previously known from the literature. [8] upon performing the appropriate changes in notation.
IV. DIFFUSION LIMITS OF AUXILIARY CTRW MASTER EQUATIONS
In this section we consider the governing equations in the diffusion limit of the master equations for CTRWs on an evolving domain. The diffusion limit requires a simultaneous limit where length scales and time scales approach zero without introducing singularities.
The details of this depend on the details of the jump length and waiting time densities. For CTRWs on fixed domains a jump length density for unbiased jumps of fixed length, can result in standard diffusion if the waiting time density is an exponential, or subdiffusion if the waiting time density decays as a power law in time. We now consider these possibilities on the growing domain.
The jump length density for unbiased jumps of fixed length on the growing domain can be written as
where ∆y is a fixed length interval on the growing domain. The master equations that we y + ∆y =ḡ(x + ǫ + , t). Therefore, the jump density in the fixed domain is just
After replacing the jump density in Eq. (38) with Eq. (40) we obtain
In order to advance further, one now needs explicit expressions for ǫ ± in terms of ∆y.
While we have not been able to write down an explicit expression for the step sizes ǫ + and ǫ − , it is straightforward to obtain the approximations (see the Appendix)
Using the relations (42), we can perform a Taylor expansion of the functions in Eq. (41) around the point x, retaining terms up to order ∆y 2 . This results in
A. Standard Diffusion
In the theory of CTRWs it is well known that the standard diffusion equation can be derived from the diffusion limit of the master equation for a CTRW with nearest neighbor steps and an exponential waiting time density [35] ,
The memory kernel given by Eq. (31) can readily be evaluated in this case yielding
Substituting this memory kernel into the master equation for the auxiliary CTRW, Eq. (41), we obtain the result
Finally we consider the diffusion limit, ∆y → 0 and τ → 0 with
and note that σ(x, t, t) = 1, to obtain
As it turns out, the equation for the ensemble density of particles u(x, t) on the fixed domain is significantly simpler. Indeed, from Eq. (15) one finds
and then
The first term on the right-hand-side (rhs) can be interpreted as a net probability flux, whose divergence accounts for the time change of the particle concentration inside the interval [x, x + dx] in the absence of chemical reactions. In this latter case, one has the following continuity equation:
The same equation holds if u(x, t) is replaced with a density ρ(x, t|x 0 , 0) referring to a deterministic initial condition. Note that in the case of a uniformly evolving domainν ≡ ν(t), one obtains the diffusion equation
a result already known from previous works (it follows e.g. by taking v = 0 in Eq. (36) of
Ref. [18] ). Forμ > 0, say, the shortening of the jump lengths on the fixed domain due to the The analytical solution of Eq. (50) is not easy to obtain in general. An exception is the case of homogeneous expansion whereν ≡ ν(t). Fortunately, in more general cases, some useful information can still be extracted directly from Eq. (50). In what follows, we will show how to obtain the short time behavior of the moments of u(x, t) in a systematic way. We will illustrate the procedure for the case whereμ(x, t) = µ 0 x 2 , i.e., forν(
but the procedure can readily be carried out for other forms of the local growth function.
For further simplicity, we will assume that there are no reactions, i.e., ω(x, t) =χ = 0.
We start by inserting the short-time power expansion ofν(x, t) into Eq. (50), which yields
with c 1,0 = 2, c 1,1 = 6, c 1,2 = 2, c 2,0 = 12, etc. Multiplying this equation by x n , integrating the resulting equation over the whole interval, and assuming that x m u and x m ∂ x u are negligible for sufficiently large values of x, one finds
with a 0 = 1, a 1 = 2, a 2 = 2, a 3 = −4/3, etc. In particular, one has
This non-closed hierarchy of equations can be solved iteratively to increasing order of powers of t. For example, assume that the initial distribution of particles u(x, 0) has non-zero moments: x n (0) ≡ x n 0 = 0. Then, one sees that the rhs of Eq.
. We can improve this approximation by noting that the next-order correction contributed by the right-hand-side of Eq. (55) stems from the term proportional to x 3 and is quadratic in time. This is because, from Eq. (57), we know that x 3 ≈ x 3 0 + O(t). Therefore, to order t 2 , Eq. (55) can be written as follows:
Thus,
Other moments can be evaluated with the same procedure. For example, for the third-order moment, one finds
The result (60) for x can be further improved by inserting Eqs. (60) and Eq. (61) into
Eq. (55), and then taking into account that x 5 ≈ x 5 0 + O(t). This iterative procedure works also for even-order moments. In this way one finds
and
Improved expressions with an additional corrective term are given by
By inspection, one easily notes that, at least up to the fourth-order moment, the leading correction to x m arising from the domain growth takes the form −m 2 µ 0 x m 0 Dt 2 . We note the important role of the initial condition x 0 , as opposed to the case of a uniformly evolving domain. In the case of the first-order moment, when µ 0 > 0, the term −µ 0 x 0 Dt 2 reflects an accelerated motion towards the origin as a result of the confining effect of the domain growth in x-space (for µ 0 < 0, this motion is directed away from the origin).
In Fig. 2 and Fig. 3 we compare the results from Eq. (60) and Eq. (62), respectively, with estimates of the moments obtained from simulations and from numerical solutions of Eq. (51). The simulation method for non-uniform domain evolution is a straightforward generalization of that described in Sec. III.E of Ref. [32] for the case of a uniformly evolving domain. We have taken the waiting time pdf and the jump length pdf used therein to perform the simulations.
For the special case where all the particles are initially placed at x = 0, one has x n 0 = 0 for n ≥ 1, x n = 0 for n = odd, and Eqs. (65) and (67) become
The above findings highlight yet again the importance of the initial condition, to the extent that the time dependence of the leading correction to the second-and fourth-order moments is different than that obtained for the case x 0 = 0. For example, the shorttime correction to leading order is cubic in the present case, and therefore weaker than the quadratic dependence obtained when x 0 = 0 [cf. Eq. (65)]. Comparisons between moment calculations and simulations for x 2 , with the initial distribution of particles given by a Dirac delta function at x = 0, are shown in Fig. 4 . It is noteworthy that x 2 does not scale linearly in time, as anticipated on a non-evolving domain. Note also that the moment calculations reproduce the numerical results with im- proved accuracy as the order is increased. For the case x 0 = 0, it is instructive to compare the result (68) with the case of a uniform exponential growth/contraction with ν(t) = exp[μ 0 t].
In this case, one has the exact result,
valid for all times t. For short times this can be expanded as
The correction (positive or negative) due to the domain evolution at early times is stronger in the uniform case, since it is proportional to t 2 .
Let us focus on the case of a growing domain. In contrast with the case µ(x, t) = µ(x) = µ 0 x 2 , for a uniform exponential growth the particle motion on the fixed domain experiences a strong confinement already for small excursions from the origin, typically corresponding to short travel times t. This is due to the aforementioned effective reduction of the diffusion coefficient on the fixed domain [cf. Eq. (52)]. Therefore, after a short time t, the correction to a pure diffusive motion is more important than in the case µ(x) ∝ x 2 , where the domain growth is practically zero at short distances from the origin andν(x, t) ≈ 1 in this regime [cf. Eq. (51)]. An analogous reasoning applies for the contracting case µ(x),μ 0 < 0.
Finally, it is also worth mentioning that, in the contracting case µ 0 < 0, it is possible to obtain a hierarchy that is valid at all times, not only in the early-time regime. To this end, one uses a modified local growth rateμ(x, t) = µ 0 x 2 /(1 − µ 0 x 2 t), with µ 0 < 0. This yields ν(x, t) −1 = 1 − µ 0 x 2 t for all times, whence the exact (albeit non-closed) hierarchy
follows.
Moments of u(y, t) for short times
The short-time moments of u(x, t) can be employed to get the short-time moments of u(y, t) by expanding y n =ḡ(x, t) n . For example, to first order in t one has y n = x n + nt x 0μ (z, 0)dz + O(t 2 ). In particular, forμ(x, t) = µ 0 x 2 , one finds
and 
It is worth noting that the leading correction to the first and second-order moment has the same sign as µ 0 and is linear in time; therefore, it is stronger than the quadratic correction observed in the case of the x-moments. In the case of the first order moment, the leading correction can be interpreted as a deterministic drift of the form vt, with a velocity given by v = µ 0 y 2 0 /3. Note that the diffusivity D does not appear in this term; indeed, the diffusive motion is a subleading correction to the dominant drift arising from the domain evolution.
In contrast, the leading contribution of the domain evolution to the second order moment is of the same order as the intrinsic diffusive motion, leading to an apparent diffusivity D + µ 0 y 4 0 /3 which describes particle spreading to dominant order. For the case y = 0, insertion of Eqs. (68) and (69) into Eq. (73b) yields
In Figs. 5 and 6 we compare these results with numerical estimates of the moments y n .
These results have been obtained by solving Eq. (51) numerically. From the numerical solution u(x, t) one then finds u(y =ḡ(x, t), t) and, from this function, y n .
As complementary information, we show the numerical plots of the u(x, t) and u(y, t) for As an aside we note that, in view of the relation
the obtained expressions for the moments may be used to obtain an early-time approximation for the full Fourier-transformed probability density function by truncating the above series to different orders.
Finally, we note that the results obtained for the moments x n in the absence of reactions, ω =χ = 0, can be straightforwardly extended to include a pure death process with constant rate (ω = ω 0 , andχ = 0). This is done by noting thatû(x, t) for this case and the corresponding solution u(x, t) for the case without reactions, are related to one another bŷ
, where x n and x n are the moments associated withû and u, respectively.
B. Subdiffusion
Subdiffusion can be obtained from CTRWs with a heavy-tailed power-law waiting time density [35] . The Mittag-Leffler density has been widely studied in this context. This is defined as
is the Mittag-Leffler function.
Rather than substitute the corresponding memory kernel directly into the master equa- 
whence the result
follows by straightforward application of the convolution theorem for the Laplace transform.
We note, on the other hand, that
where D 1−α t Y (t) denotes the Grünwald-Letnikov fractional derivative of order 1 − α of the function Y (t). This operator is known to be equivalent to the Riemann-Liouville fractional derivative,
for sufficiently smooth functions (see e.g. Eqs. (13) (14) (15) in Ref. [39] ).
Comparing Eq. (81)with Eq. (82), we find that for a Mittag-Leffler memory kernel one
Consequently, the auxiliary CTRW master equation, Eq. (41), can be written as
(85)
We consider the diffusion limit, ∆y → 0 and τ → 0 with
Eq. (87) can be rewritten as
or, in terms of the ensemble density of particles on the fixed domain, u(x, t) =ν(x, t)ū(x, t),
where we have used the relationship σ(x, t, 0) =θ(x, t, 0)ν(x, t) −1 = e − t 0ω (x,s)dsν (x, t) −1 . For the case ω(x, t) = ω(t) one finds a simpler expression in terms of u * (x, t) = u(x, t)e t 0ω (s)ds ,
In general, Eq. (89) cannot be solved exactly, but one can resort to numerical methods instead. For example, in Fig. 9 , we show the numerical solution of Eq. (89) for a particular yet representative case. The solution has been obtained by means of a straightforward extension of the fractional Crank-Nicolson method described in Ref. [40] .
Moments of u(x, t) for short times
We proceed here in the same way as for the case of normal diffusion. For example, assume that we have an expansion of the form µ(x, t) = µ 0 x 2 , and no reactions. Then, it is easy to see that the hierarchy of moment equations obtained for subdiffusion is recovered from that in Sec. IV A 1, Eqs. (54)-(58), by simply replacing x n with 0 D 1−α t x n and D with D α . The iterative procedure for solving this hierarchy of equations is also similar to that employed in Sec. IV A 1. The first two equations for odd-order moments are [cf. Eqs. (55) and (57)]:
To order t 0 we have x n (t) = x n (0) ≡ x n 0 , and so Eq. (91) can be approximated, to order t α , by
Here we have used the fact that 0 D 1−α t 1 = t α−1 /Γ(α), which is a special case of the more general result
The integration of Eq. (93) yields
Similarly, one finds
We can improve these approximations in an iterative way. For example, from the approximations in Eqs. (95) and (96), we find that the equation for d x /dt to order t 1+α , is
Taking into account Eq. (94) and integrating the resulting equations, we easily find the first-order moment up to order t 2+α :
It is easy to see that the insertion of Eqs. (95) and (96) into Eq. (91) leads to an equation for d x /dt to order t 1+2α , which would in turn lead to an expression for the first-order moment to order t 2+2α , and so on.
Let us briefly discuss the difference in behavior between the normal diffusive and the subdiffusive case. From Eq. (98), we immediately see that the leading correction to the case of a static domain is of the order t 1+α , i.e., stronger than the quadratic correction predicted by Eq. (64) . This reflects the fact that the domain growth plays a more dominant role when the intrinsic particle motion is subdiffusive rather than diffusive. The result corresponding to normal diffusion is recovered in the limit α → 1.
The short time behavior of even-order moments can be obtained in a similar way. The equations for the first two even-order moments are [c.f. Eqs. (56) and (58)]:
To order t −1+α , the equation for x 2 reads
so that
Note that, to this order, the expansion plays no role.
Assume that all the subdiffusive particles are initially placed at x = 0. In this case
x n 0 = 0 for n ≥ 1. Inserting this expression into Eq. (100), one sees that the equation for d x 4 /dt to order t −1+2α takes the form
Consequently, 
Note that, to this order, it is not necessary to include the moment x 4 (and, a fortiori, higher order moments), since the contribution coming from this term will be at least of order t 1+3α . The integration of Eq. (105) yields The main term is simply the standard exact expression for the mean square displacement of a subdiffusive particle evolving on a static domain. In Fig. 10 we compare the approximation given by Eq. 
for y 0 = 0. Note that the linear drift term already encountered in the normal diffusive case remains dominant. For y 0 = 0, one has
implying that the first correction arising from the domain evolution is proportional to t 1+2α , and thus more important than the cubic correction given by Eq. (76).
V. EVOLUTION EQUATIONS FOR DIFFUSION AND REACTIONS ON EVOLV-
ING DOMAINS
In the preceding section we derived the evolution equations for the diffusion limits of the master equations for an auxiliary CTRW with standard diffusion, and with subdiffusion. The auxiliary CTRW was defined as a CTRW on a fixed domain, with variable jump lengths, corresponding to a CTRW on an evolving domain with fixed nearest neighbour jump lengths.
The evolution equations were obtained in the co-ordinate system of the fixed domain. In this section we obtain the corresponding evolution equations in the co-ordinate system of the evolving domain by mapping the equations, Eq. (48) for standard diffusion, and Eq. (87)
for subdiffusion back to the growing domain. It is important to note that this is largely a formality. The governing equations are easier to solve for the auxiliary process on the fixed domain.
We recall that the space co-ordinate y on the evolving domain can be represented bȳ g(x, t), and we have defined functions on the growing domain, ζ(y, t) = ζ(ḡ(x, t), t) =ζ(x, t)
in terms of functions on the fixed domain using the mapping, Eq. (5) . In this way we identify:
Many results can now be obtained in a straightforward way from simple chain rules, for example, ∂μ(x, t) ∂x = ∂µ(y, t) ∂y ν(y, t).
Note that
and ∂ν(x, t) ∂x = ∂ν(y, t) ∂y −ω(y, t)u(y, t) + χ(y, t).
in this paper, it is necessary to have explicit expressions for the domain growth function µ(x, t) and the birth and death ratesχ(x, t) andω(x, t). As an illustration we consider a population with logistic growth dynamics, spreading along an evolving interface whose height h(r, t) above a horizontal baseline r ∈ [0, L] is given by
In this model, v represents a vertical growth rate parameter, λ represents a surface normal growth rate parameter, and it is assumed that the height is a slowing varying function of r,
i.e., ∂h/∂r ≪ 1. This surface growth model has been used to model laminations in growing stromatolites [41, 42] . The application considered here could model the lateral spread of microbicides on the surface of a growing stromatolite.
The arc length along the interface is given by
The initial fixed domain co-ordinate x ∈ [0, L 0 ] can then be defined as
and the evolving domain co-ordinate y ∈ [0, L(t)] is given as y(x, t) = s(r(x), t). 
In logistic growth a population with number density u(x, t) evolves via
where u 0 is the threshold carrying capacity and γ is a net per capita growth rate. This then identifiesχ (x, t) = γu(x, t) andω(x, t) = γu(x, t) u 0 .
The expressions forμ(x, t),ω(x, t) andχ(x, t) can be employed in the evolution equations of u(x, t) with standard diffusion, Eq. (50), or subdiffusion, Eq. (89), and the solutions u(x, t)
can be mapped onto corresponding locations y at time t on the evolving domain using Eq. (132). The solutions of Eq. (50) or Eq (89) could be obtained using numerical methods such as a modification of the fractional Crank-Nicolson of Ref. [40] or a modification of the discrete time random walk algorithm presented in Ref. [43] .
VII. SUMMARY AND OUTLOOK
In this paper we have derived evolution equations for a system undergoing diffusion and reactions on an arbitrarily evolving one-dimensional domain. Evolution equations have been obtained for both standard diffusion and subdiffusion. The evolution equations were obtained from the following sequence of steps. First we identified a general mapping between the initial fixed domain and the evolving domain. We then derived master equations for an auxiliary CTRW on a fixed domain with birth and death processes, corresponding to a CTRW with unbiased fixed length steps on a growing domain with birth and death processes.
We considered particular waiting time densities, corresponding to standard diffusion in one case and subdiffusion in another, and we obtained diffusion limits of the master equations for the auxiliary process on the fixed domain. We then mapped the governing equations back to the evolving domain.
We developed an iterative method for obtaining analytic expressions for short time moments for standard diffusion and for subdiffusion on an evolving domain. We showed that the moments calculated in this way compared favourably with moment evaluations obtained from numerical solutions of the governing equations, and from numerical simulations of the processes.
Beyond this quantitative agreement, let us briefly enumerate some key features of the underlying physics. We have seen that the short-time behavior of the moments in the absence of reactions is characterized by the strong influence of the initial condition. In this paper, we have largely focused on particular case µ = µ 0 x 2 (with µ 0 > 0, say) which lends itself particularly well to analytical treatment. In terms of x-coordinates, when a particle starts away from x = 0, it is dragged towards the origin in an accelerated fashion. In the case of normal diffusion, the behavior of x 2 is characterized by a correction to the standard contribution 2Dt which is quadratic in time and which also contains the diffusion coefficient D. When the particle starts at the origin, the correction to the diffusive contribution is quadratic rather than cubic. For any starting point y 0 = 0, the behavior of y is characterized by a linear correction which does not depend on the diffusivity D. The apparent diffusivity in y-coordinates is also modified by an additive contribution that stems from the domain evolution. In the subdiffusive case, the corrections associated with the domain evolution are stronger, since the relative influence of subdiffusive transport is less important than that of Brownian diffusion.
As an application we considered how a diffusion process in an evolving domain corresponding to surface growth, above a horizontal baseline, driven by constant vertical growth and surface normal growth could be described in terms of the formalism developed in this paper. The co-ordinates for the evolving domain represent the arc length along the surface in this application. A general framework for applications would require extensions in higher spatial dimensions, consideration of different boundary conditions, inclusion of forces, and inclusion of stochastic fluctuations.
We close by noting that the obtained results may be relevant for the study of encountercontrolled reactions in non-uniformly evolving domains. Consider, for example, two pulses describing two diffusing particles that evolve on a domain with expansion rate µ ∝ x 2 .
Further, assume that these particles react instantaneously upon encounter. Strictly speaking, the computation of the reaction rate is a first-passage problem, but an approximation based on the overlap of the two pulses (defined via the respective pulse widths/second order moments) may yield acceptable results for a suitable parameter choice. If the initial separation is small enough, the reaction rate will be dominated by the short-time regime, and some of our results might prove useful. As we have seen, for a given initial separation, the reaction rate may display significant differences depending on the initial location of the pulses with respect to the origin. More generally, the study of first passage problems in nonuniformly evolving domains may be of interest for biological applications. An example are target and trapping problems, such as the subdiffusive trapping problem studied in Ref. [44] .
An extension of the results available in the literature for the case of a static domain may unveil interesting effects arising from the interplay between intrinsic transport and domain evolution. We can now solve the above quadratic approximations for ǫ + and ǫ − , noting that both terms must vanish when ∆y = 0, to arrive at ǫ ± ≈ ∓ḡ x (x, t) ±ḡ x (x, t) 1 + 2ḡxx(x,t) gx(x,t) 2 ∆ȳ g xx . (A.3)
We now expand each of these terms as a series expansion in powers of ∆y, arriving at
Finally, using Eq. (4) we obtain Eqs. (42) .
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