We prove analogies of the classical Gagliardo-Nirenberg inequalities
Introduction

Gagliardo-Nirenberg interpolation inequalities
, and ∇ l f = {D α } |α|=l , play an important role in a priori estimates in linear and nonlinear PDEs and their applications to the regularity theory. The idea of obtaining information about intermediate derivatives by using properties of a higher derivative and the function itself goes back to Hadamard and Landau [5, 6] . It was developed by Kolmogorov [8] , who first derived (1.1) type inequalities with the supremum norms (one variable). This result has been extended by Stein [7] to L p norms (one variable) and Nirenberg [3, 4] and independently Gagliardo [2] to the case of L p norms in several variables. As Nirenberg and Gagliardo are recognized to contribute to the most general form (1.1), such inequalities are usually called Gagliardo-Nirenberg inequalities. Recently, the Gagliardo-Nirenberg inequalities have been sharpened and extended in different directions. In particular, we mention the works [1, 9, 10, 19, 20] . Note that, interpolation inequalities in a more general form than (1.1) with other norms
are of particular interest. In the case when all the norms are taken within a single Orlicz space Bang [10] [12] [13] [14] [15] [16] [17] .
In this paper, we prove Gagliardo-Nirenberg type inequalities for variable exponent Lebesgue spaces. Namely we prove the following
In case p(·) = q(·) and 1 < p − p + < ∞ Theorem 1.1 was proved by Zang and Fu in [20] . The method of our proof is based on the well known pointwise multiplicative inequalities for derivatives and on some properties of CalderonLozanovskii interpolation spaces. The method could be used to obtain analogous statements for Orlicz spaces.
Finally, C will denote positive constant depending only on unessential parameters, but whose value may change at each appearance.
Calderon-Lozanovskii interpolation spaces and Gagliardo-Nirenberg inequalities
By S we denote the collection of all real-valued measurable function on R n . A Banach subspace E in S is said to be Banach function space (BFS) if:
(1) the norm f E is defined for every measurable function f and f ∈ E if and only if f E < ∞, f E = 0 if and only if
Given a Banach function space E its associate space E is a space consisting of those g
. E is a BFS on R n and a closed norming subspace of conjugate space E * .
Recall that if (E, F ) is a couple of Banach function spaces on R n and U denotes the set of all concave and positive, nondecreasing continuous functions in each variable, homogeneous of degree one functions ϕ :
In the case of the power function ϕ(s, t) = s 1−θ t θ with 0 < θ < 1 we obtain the space E 
2 (·)) θ (see [21, 22] ). Let f be a function on R n such that its distributional derivatives of order m are locally summable. By ∇ m f we mean the gradient of f of order m, i.e.
where ∂ x j is partial derivative. The Euclidian length of ∇ m f will be denoted by |∇ m f |.
We prove the following 
Proof. An important role in proof of Theorem 2.1 will play the pointwise interpolation inequalities for derivatives (see [1, 9] ), where a pointwise value of the maximal function of an intermediate derivative is estimated in terms of maximal functions of the function and its relevant derivatives. Indeed, let k, l and m be integers, 0 l < k < m. Then there exists a positive
Let l = 0. Denote
and consequently f 3 E 1−k/m F k/m C . From the last inequality we obtain desired result:
Remark. Note that the inequality (2.1) is equivalent to the following inequality
Indeed, assume that (2.1) is satisfied, then
and (2.3) holds. Conversely let (2.3) be satisfied. Now we seek to choose ε to minimize the right-hand side of (2.3), a good choice of ε is such that
witch makes both summand equal in right side of (2.3). Setting this ε in (2.3) we obtain inequality (2.1).
Let m be a noninteger number with [m] and {m} denoting respectively its integer and fractional parts. Let
This function is important because its L p norm is a seminorm in the fractional Sobolev space W p,m (R n ). The fractional generalization of (2.2) is the following pointwise interpolation inequalities for derivatives (see [1] ):
(
(2) Let k, m be integers and l be noninteger, 0
(2.5) (3) Let k be integer and l, m be noninteger, 0
If we apply the same arguments as in Theorem 2.1 then from (2.4)-(2.6) we may obtain inequalities of the same nature as (2.1).
Note that if operator M is bounded in spaces E and F then it is bounded in E ϕ and E ψ spaces for any Orlicz functions ϕ, ψ (see [21] ), and consequently we have 
Gagliardo-Nirenberg inequalities in variable exponent Lebesgue spaces
By the symbol P(R n ) we denote the family of all measurable functions p(·) :
The variable exponent modular is defined for measurable function f by [18] ) and consequently
If p − > 1 and q − > 1 using complex interpolation method (see [22] ) we obtain
Below we prove (3.1) and (3.2) without conditions q − , p − > 1.
From (3.1) (3.2) and the above mentioned Calderon's theorem we have
Using Theorem 2.1 we obtain desired result. 2 Proposition 3.1.
3) 
