For many applications in computer vision and multimedia, similarity between objects is measured by a dissimilarity function that is complex, expensive to compute, and often non-metric. To allow fast distance computations, these objects may be embedded into a vector space, where the distance between the embedding of two objects approximates the actual dissimilarity between them. Traditional sparse embedding methods like FastMap and SparseMap allow embedding a new object into a vector space based on its dissimilarities with only a small set of objects. However, these methods do not optimize embedding quality, and may create embeddings that do not approximate the original dissimilarities well. BoostMap improves embedding quality, but incurs high computational cost. In this work, we propose RCMap, a technique that offers significant speedup over Boostmap, with minimal loss in embedding quality.
Introduction
Calculation of object dissimilarity, or distance, is an important operation in data mining. The notion of distance is useful in scenarios such as retrieval, clustering or classification. In retrieval, given a query object, one can use a distance function to find the most similar objects from a database, and present it to the user. Clustering methods partition a set of objects into groups such that the similar objects, i.e., pairs with small distance between them lie, in the same group. Classification uses the notion of distance to separate a space into classes. An ideal distance function is one that effectively represents the semantic dissimilarity between two objects, and can be efficiently computed.
In emerging applications, such as in computer vision, multimedia and bioinformatics, much research has been done in developing (dis)similarity measures for comparing objects, to facilitate effective retrieval, clustering, and classification. Though these measures represent the underlying semantics well, they are often computationally expensive, making it infeasible to work with large databases. Additionally, the pairwise dissimilarity measure is often non-metric. The triangle inequality condition may not be met for all the triplets of objects. Most indexing methods cannot be used in such cases because they use some branch-and-bound method to prune the space, which in turn rely on the triangle inequality. For example, in computer vision, the Earth Mover Distance (EMD) [14] and the Hausdroff measure are often used because they can better represent perceptual similarity and dissimilarity. In bioinformatics, Dynamic Time Warping (DTW) [11] is used to measure distance between sequences. However, these functions are computationally expensive, and may even not follow the triangle inequality.
A common approach for addressing this issue of computational expense is to embed the objects into a vector space, where the Euclidean distance between the embedded objects approximates the dissimilarity computed using the given distance functions. Distances in the vector space can be computed quickly (usually several orders faster than the original function), and the many existing vector space indexing methods can also be applied for quickly retrieving nearest neighbors of a query. This can make dealing with large databases tractable.
There are two distinct ways to address the embedding problem. One approach is to design embedding methods for specific distance functions. For instance, [10] proposes to embed objects into a vector space such that the Euclidean distance between the embedded points approximates the EMD distance between original objects. The other approach is to design generic embedding methods that are not dependent on the original dissimilarity function used. It is the latter kind of approach that we are interested in here.
There exist several generic embedding methods such as FastMap [7] , and BoostMap [1] . But these methods produce embeddings that are either not very accurate (as with methods like FastMap), or produce good embeddings but are very expensive to compute (as with BoostMap). For instance with BoostMap, it can take over 10 hours to learn an embedding for a 10, 000 object dataset (as we will see in Section 5). Such high embedding cost may not be a major problem for static databases. However, most databases have to support insertions and deletions, because of which the embedding has to be periodically recreated using new data. But high computational cost can make this practically infeasible.
In this paper, we propose Relevant Component Map, or RCMap, a technique that offers significant reduction in embedding time as compared to BoostMap, with minimal loss in embedding quality. RCMap works by first creating a non-optimized preliminary embedding, and then modifying this embedding based on equivalence constraints, using Relevant Component Analysis. A key component of RCMap involves generating appropriate constraints using the original dissimilarity function. For this, we propose and study several techniques.
The contributions of this paper are:
1. We propose RCMap, an embedding method that can produce high-quality embeddings without a large computational cost.
2. We propose and study methods to create equivalence constraints from a set of objects, based on the original dissimilarity function.
3. Empirical performance indicates that the created high-quality embeddings are low-dimensional. This makes them well suited for indexing, since indexing in higher dimensions is known to be a challenging problem.
The rest of the paper is organised as follows. Section 2 discusses related work. An overview of RCMap is provided in Section 3, while Section 4 gives a detailed description. Experimental results are presented in Section 5. Finally we present concluding remarks and some directions for future work in Section 6.
Related Work
In this section, we discuss some prior work that is related to RCMap.
One class of methods to create vector representations of objects includes MDS [5] , Isomap [15] , and LLE [13] . These methods utilize the pairwise dissimilarity matrix between objects. However, they are not applicable for similarity retrieval, because they require evaluating exact dissimilarities between a query object and most or all database objects.
Sparse embedding methods, such as FastMap [7] and SparseMap [9] , that use comparisons with just a few of the database objects, have become popular. FastMap [7] is a technique that is inspired by Principal Component Analysis (PCA), a method for dimensionality reduction in Euclidean space. PCA embeds a vector space into a lower-dimensional one through a linear transformation. FastMap attempts to generalize PCA to the case where the original space may be an arbitary metric space. We will further discuss FastMap in Section 4.1. Bourgain embeddings [4] are created by defining a coordinate space, such that each coordinate corresponds to distance from a set of objects. But they require a large number of computations using the dissimilarity measure which make them unsuitable for similarity retrieval. SparseMap [9] is a variant of Bourgain embeddings that uses heuristics to make embedding practical. In SparseMap, embeddings are constructed by first finding the first coordinate of all instances, followed by the next coordinate of all instances, and so on. This results in partial embeddings being created for each point, which are utilized to limit computations with the original dissimilarity function, as the embedding process continues. Additionally, coordinates are selected using a a greedy approach to select ones that preserve the original dissimilarity best. Though methods like FastMap and SparseMap are fast and simple, they are based on heuristics, and do not optimize any measure of embedding quality. Hence, embeddings created with them may not represent the original (dis)similarity relationships well.
Better embeddings are created with BoostMap, a recently proposed method that uses Adaboost to learn embeddings, based on relative distances within triplets of objects. The embeddngs created are superior to those created by FastMap or SparseMap. However, BoostMap has the drawback that it is computationally very expensive to learn the embedding. We further discuss BoostMap and compare it with RCMap in Section 3.3.
RCMap Overview
We now present an overview of our proposed embedding technique called Relevant Component Map, or RCMap. A detailed description of the method is provided in Section 4.
Preliminaries
Let X be a set of n objects, and let the dissimilarity between any two objects x 1 , x 2 ∈ X be denoted by D X (x 1 , x 2 ). The objects in X may not lie in any well defined space, and the dissimilarity measure D X may be arbitrary and complex, and even nonmetric. Let M DX denote the n × n matrix of pairwise dissimilarities for all pairs of objects in X.
A Euclidean embedding F : X → R d , is a function that maps objects from X into a d-dimensional vector space R d , where distances are typically measured using the Euclidean measure denoted as D R d . Here, we are interested in finding an embedding F that can allow fast retrieval of the approximate top-k nearest neighbors for a given query q. Note that in this paper, we use the term dissimilarity for the original measure used between objects in X, and use the term distance to represent the measure used to compare the embedding of the objects. Dissimilarities may be non-Euclidean or even non-metric, while distances are metric measures in a well-defined vector space. Also, we use the word embedding interchangeably to refer to either the mapping function or the resulting space of embedded objects.
Embedding Method
We aim to create an embedding that is optimized to reflect the nearest neighbor relations in the original set of objects X. We do that by first creating a non-optimized embedding and then modifying this embedding based on constraints generated from the dissimilarity matrix.
We construct the embedding F in two steps (F : F s (F p )). First, a non-optimized preliminary embedding F p : X → R f is created. This provides us with a vector space to work with. Next, we find a linear transformation
represents well the near-neighbor structure of the object set X. We do this by optimizing based on constraints generated from the pairwise dissimilarity matrix M DX .
To create a preliminary embedding, we use
FastMap. Note that one may use other methods, such as SparseMap, for this step. To create F s , we use a type of constraint called the equivalence constraint. An equivalence constraint is defined as a set of objects E comprised of elements x i ∈ X that are known to be similar to each other, or orginating from the same (unknown) class.
Equivalence constraints have usually been used in scenarios where a user, or oracle, identifies sets of similar objects as a means of feedback or side information [16] . Here we would like to create equivalence constraints without user supervision. This information can be obtained by using the matrix M DX as the oracle, because we would like distances in the embedding to replicate dissimilarities in M DX . Though M DX does not directly provide equivalence constraints or class labels, we propose, in Section 4.3, several techniques to generate equivalence constraints based on M DX .
After we have created a vector space through the preliminary embedding, and generated equivalence constraints, we find the optimal transformation F s using Relevant Component Analysis(RCA) [2] . RCA is a fast non-iterative technique that finds a suitable linear transformation of a vector space based on equivalence constraints on objects in the space. 
Contrast with BoostMap BoostMap [1] is a
technique that learns an embedding for a set of objects X, based on the corresponding dissimilarity matrix M DX . In this section, we describe BoostMap, and contrast it with RCMap. Briefly, BoostMap works as follows. A set of 1-dimensional embeddings G ′ : X → R are first identified, where embeddings G ′ i are defined in the following two ways. FastMap style embeddings, which are defined by a pair of pivots, map an object onto its projection on the line between the pivots. SparseMap style embeddings map an object to its distance from a pivot. (Note that FastMap or SparseMap are not actually used. ) A large number of such 1-dimensional embeddings G ′ i are created. Next, an Adaboost framework is used to select d of these 1-dimensional embeddings and to assign appropriate weights to them. This set of d embeddings together comprise the overall embedding G : X → R d of a object into the vector space R d . Weak classifiers G i are associated with each 1-dimensional embedding G i , and Adaboost is used to select, and assign weights to these classifiers. The classifiers estimate, for triplets (q, x 1 , x 2 ) of objects in X, whether q is closer to x 1 or to x 2 . A training pool of triples (q, x 1 , x 2 ) and associated labels ( 1 if q is closer to x 1 ; −1 if q is closer to x 2 ) is constructed from the dissimilarity matrix M DX . A schematic diagram of BoostMap is shown in Figure 1(b) . Please see [1] for further details.
Using Figure 1 , we can compare and contrast BoostMap and RCMap. A preliminary vector space is first created (though in BoostMap, the individual embeddings are not explicitly combined into one vector space), and a transformation of this vector space is then found based on information from the dissimilarity matrix. In BoostMap, this transformation is in the form of selection and weighting of coordinates, while RCMap does a linear transformation on the vector space. The type of information gathered from M DX , and the learning mechanism used, is different in both methods. BoostMap uses triples and relative comparisons within them, while RCMap uses equivalence constraints. Generating the equivalence constraints is an important step in RCMap.
RCMap Details
We now detail the steps required to learn an embedding using RCMap.
Algorithm 1 lists these steps. Once an embedding has been learnt, a new object can be embedded as shown in Algorithm 2. Algorithms 1 and 2 give an
Algorithm 1 Learning an RCMap embedding
Input:
Select f pairs of pivot objects, p 1 , q 1 , ..., p f , q f by applying FastMap to X 2: Generate equivalence constraints (represented by ndim label vector C with labels representing constraints) from M DX 3: Embed all objects x i ∈ X into R f based on f pivot object pairs 4: Learn an f ×d linear transformation matrix B using embeddings of x i , and C, and applying RCA Algorithm 2 Embedding a new object with RCMap Input:
Embed y into f -dimensional y f using FastMap with the f pivot object pairs 2: Transform y f into d-dimensional y e by matrix multiplication with B overview of the the embedding process. We start with the set of database objects x i ∈ X that we wish to embed, and a function D X to measure dissimilarity between them. FastMap is first used to find an fdimensional preliminary embedding, and the training objects are embedded using this embedding (Section 4.1). RCA is then used to learn a linear transformation matrix that transforms an f -dimensional preliminary embedded vector into a vector in R d (Section 4.2). Before we can learn the linear transformation, we need to perform the crucial step of generating equivalence constraints. We describe this in Section 4.3, and study several methods to do so.
Generating an embedding with FastMap
We use the well known FastMap algorithm to first create a preliminary embedding. Below, we summarize the procedure.
FastMap proceeds by iteratively selecting d mutually orthognal coordinate axes, and projecting instances on to these coordinate axes, to determine coordinate values of the embedding. At each iteration, two pivot objects are selected, and projections on the line through them serve as the selected coordinate After each iteration, all instances are projected onto a hyperplane H that is orthognal to the coordinate axes selected so far. These projections are used in place of the original instances for subsequent iterations.
The choice of pivot objects is motivated by PCA and related dimensionality reduction techniques. Coor-dinate axes are selected such that they maximize the spread of object projections on the axes. This is done at every iteration, by selecting two objects that are farthest apart. These serve as pivots. Making this selection accurately would require O(n 2 ) time since it would require evaluating all pairs. To avoid this, Falustos and Lin [7] propose the following heuristic. An object p 1 is selected at random from the dataset. An O(n) time computation is performed to select the object p 2 that is farthest from p 1 . The farthest object from p 2 is selected as the new p 1 . The object farthest from this new p 1 is the new p 2 . The last two steps are repeated for a few iterations. Doing so provides a reasonable approximation of the actual farthest objects. Remember that all distances are based on the projection of points to the hyperplane orthogonal to all the axes selected so far. To create an f -dimensional preliminary embedding, f iterations of FastMap are run, and f pairs of pivot objects selected.
An object y can now be embedded in this space. Each coordinate is computed as the projection of the object on the corresponding coordinate axes. The distances between y and the two pivot objects, and between the pivot objects themselves are computed using the original dissimilarity function. The original objects are assumed to lie in some Euclidean space of unknown dimension and the Pythogorean theorem is used to compute the projection of the object on the line joining the pivots. See [7] for a detailed description.
Using Relevant Component Analysis
Relevant Component Analysis (RCA) [2] has been used to learn a linear transformation of a vector space based on equivalence constraints provided as side-information by a user/oracle. The linear transformation is such that objects that are similar to each other, as deemed by the user/oracle, are closer together in the transformed space.
In RCMap, no user supervision is used. Instead, we would like the learnt embedding to respect the similarity relationships in the original dissimilarity matrix M DX . Thus, we generate equivalence constraints from M DX in a way that each constraint represents a set of objects that have small dissimilarity between them, based on D X . RCA is used to transform the preliminary embedding, such that these sets of similar objects are pushed closer to each other in the final embedding. Doing so makes the embedding better represent the similarity structure of the original space.
RCA works by estimating relevant dimensions using the equivalence constraints, and changing the feature space through a global linear transformation which assigns high weights to relevant dimensions and low weights to irrelevant ones. Specifically, an equivalence constraint is defined as a set of objects x 1 , x 2 , ..., x l that are known to be similar to each other. Also, RCA includes a dimensionality reduction step that allows reducing the given dimensionality (f in our case), to a user specified dimensionality d of the resulting space.
Algorithm 3 (from [2] ) lists the steps involved in performing RCA. Please see [2] for further details.
Algorithm 3 Relevant Component Analysis
Let m j denote the mean of the objects in constraint j 2: Compute the within-constraint covariance matrix
Compute transform R to reduce dim of X from f to d using constraints-based Fischer Linear Discriminant 4: B = R.Ĉ 
Creating Equivalence Constraints
We now discuss how equivalence constraints can be generated for use by RCA. We wish to find sets of objects, that are similar to each other based on the original dissimilarity function D X .
We consider the following four methods to do this, and will study the empirical performance of each in Section 5. The latter three methods use agglomerative herirarchical clustering to find equivalence constraints.
Using Closest Pairs
In this approach, we sort all dissimilarities in M DX and pick the smallest m pairs. We then iterate through each of these pairs in order, and mark the pair as belonging to one equivalence constraint, unless either of them already belongs to some other constraint. All constraints produced through this method contain two elements.
By using the pairs with the smallest dissimilarities among the distribution of dissimilarities, we are picking sets of similar objects according to the function D X . Here, we ignore the pairs where one of the objects already belongs to some constraint, but in the single linkage method in Section 4.3.2, such pairs would be connected to form larger constraint sets.
Using Hierarchical Clustering
The next three approaches use agglomerative hierarchical clustering, but with different clustering strategies. Agglomerative hierarchical clustering methods start with the individual objects as clusters, and combine them step- into larger clusters based on the distances between them. At each step, the method joins together two clusters that are most similar. Thus, we get a hierarchical tree of clusters.
Our objective here is to create equivalence constraints, i.e. sets of objects that are similar to each other. We can do so by stopping the hierarchical clustering midway (before all objects have been combined into one cluster) and using the clusters obtained as equivalence constraints. But if the clusters are too large (higher up in the tree), we would be marking dissimilar objects as equivalence constraint, and if the clusters are taken from a lower depth in the tree, we would get many small clusters and not enough equivalence information. Thus the number of clusters at which we stop further linking must be tuned. We will use p to denote the ratio of number of clusters to the total number of objects.
When combining clusters at each step, different linkage strategies may be used, resulting in different clusterings. We explore hierarchical clustering using the three strategies. Figure 2 illustrates these strategies.
Single Linkage Clustering
In single-linkage clustering, the distance between two clusters is defined as the distance between the closest pair of objects across the clusters. If D c denotes distance between clusters, and D o the distance between objects, D c (r, s) = min{D o (i, j), ∀i ∈ r, j ∈ s}. Thus at each step, the most similar pair with objects in different clusters, is used to link the two clusters.
Complete Linkage Clustering
In complete-linkage clustering, the distance between two clusters is defined as the distance between the farthest pair of objects across the clusters. If D c denotes distance between clusters, and D o the distance between objects, D c (r, s) = max{D o (i, j), ∀i ∈ r, j ∈ s}.
Average Linkage Clustering
In average-linkage clustering, the distance between two clusters is defined as the average of distances between all pairs across the clusters. The distance between two clusters is given by D c (r, s) = T rs /(N r .N s ), where T rs is the sum of all pairwise distances across clusters r and s, and N r and N s are the respective sizes of the clusters.
Empirical Evaluation
In this section, we present our experimental results. We studied the performance of RCMap on two real datasets. Experiments were performed to study the following. Section 5.1 describes the datasets used for empirical evaluation, while Section 5.2 presents the resuslts.
Datasets
We used two datasets for evaluation 1 . They are described as follows.
MNIST dataset
The MNIST database of handwritten digits [12] is a widely used dataset containing images of isolated handwritten digits (from 0 to 9). The dataset contains 60, 000 images. Of these, 5, 000 were selected randomly and used as a training set. Another 1, 000 randomly selected images were used as a queries. The two sets were disjoint. Shape context distance [3] was used to compute dissimilarity between digit images.
Unipen dataset
The Unipen Train-R01/V07 online handwriting database [8] contains 15, 953 digit examples of which randomly selected 10, 630 are treated as training data, and a separate set of 50 examples are used as queries. From each digit, several features are extracted, each represented by the 2D normalized location, and the tangent angle of the line segment between it and the previous feature. Dissimilarity between two images is measured using Dynamic Time Warping [11] .
Results
In this section, we present experimental results on the two datasets. The first set of experiments (Section 5.2.1) concerns identifying the best strategy for equivalence constraint creation and the parameters to be used. In Section 5.2.2, we compare the performance of RCMap with BoostMap and FastMap. We provide a discussion of the results in Section 5.2.3. Various RCMap all experiments, we set the value of f (the dimensionality of the preliminary embedding to 200). All of the training objects are used to create the preliminary embedding and to generate equivalence constraints.
Constraint Generation Methods
We use the Exact Nearest Neighbor (ENN) rank as a measure of performance. ENN rank for a query is defined as the rank of the true nearest neighbor (according to the original dissimilarity function), in the ranked list of nearest neighbors as obtained using embedded distances. A high-quality embedding would result in a small ENN rank. Figures 3, 4 , 5, and 6 show the average ENN Rank vs. dimension for closest-pairs, single-linkage, averagelinkage, and complete-linkage strategies respectively. For each strategy, we compare different parameter settings. Remember that for the hierarchical clustering methods, p denotes the ratio of number of clusters to the total number of objects.
In Figure 3 , we vary the number of closest pairs used. The performance is best with 200, 000 closest pairs. Figures 4, 5, 6 show performance of the hierarchical clustering strategies for RCMap, with varying p (the ratio of clusters use to the size of the data set). For single-linkage clustering, avg. ENN rank is highest with p = 0.6, while for average-linkage, performance does not vary much. For complete-linkage, the best performance is achieved at p set to 0.4, i.e. 2, 000 for this dataset. Figure 7 shows a comparison of the four strategies, with the best performing parameters. In the graph, we will label the strategies RCMap-CP, RCMap-SL, RCMap-AL, and RCMap-CL respectively. We note that complete-linkage strategy outperforms the others, and is the method of choice for creating equivalence constraints for RCMap. In the remaining experiments, we will use the complete-linkage (with p = 0.4) as the primary constraint generation method for RCMap.
Additionally, we continue to study RCMap-CP (with 200, 000 closest pairs) in further experiments, because it is less expensive computationally, and we wish to study the speed/accuracy tradeoff provided by this method.
Comparison with Other Methods
We now compare the performance of RCMap, with FastMap and BoostMap. As with RCMap, we used all the training objects to create the FastMap embedding. For BoostMap, all of the training objects were used as candidates for creating the 1D embeddings. We used 200, 000 triplets to train the BoostMap embedding, as suggested in [1] . The number of BoostMap iterations performed was 250. We evaluate performance on both the Unipen and the MNIST dataset. Figure 8 shows average ENN rank with respect to dimension for the Unipen dataset. We find that RCMap-CL (complete-linkage) gives superior performance. RCMap-CP gives slightly inferior, but comparable, results. In addition, both RCMap techniques achieve their best performance at dimension 16. BoostMap is able to achieve performance comparable to RCMap-CL only at the much higher dimensionality of 64 (we did not find much improvement in performance beyond 64 dimensions). The performance of FastMap is the poorest, at all dimensions. Figure 9 shows performance on the MNIST dataset. Again, the two RCMap methods are much superior to FastMap, and show performance comparable to BoostMap. The performance of RCMap-CL is a little better than that of RCMap-CP. The RCMap methods achieve best performance at the low dimensionality of 8, while BoostMap performs best at dimensionality at about 64.
Filter-and-Refine Results
To retrieve the k nearest neighbors of a query, we can query the embedding and apply a filter-andrefine framework. In the filter step, the embedding is used to retrieve the r most similar objects using the embedding. In the refine step, these r objects are ranked based on the dissimilarity function D X . As r is increased, we are more likely to successfully retrieve the k true nearest neighbors, but that results in an increased cost of evaluating D X for each retrieved object at the filter step. Also, before the embedding can be used, the query has to be embedded, and some D X computations are incurred for that. The total number of dissimilarity computations required are thus the sum of r and the computations required to embed the query. It is desirable for this number to be small because the original dissimilarity function may be quite expensive to compute. Tables 1 and 2 show, for Unipen and MNIST datasets respectively, the optimal number of dissimilarity computations required for different values of k, with the different methods. We show this for different levels of accuracy over query set (Accuracy is defined as the percentage of objects for whom the top-k nearest neighbors were successfully retrieved.)
For the Unipen dataset, the optimal dimensionality with FastMap and the RCMap methods was found to be 16, while that for BoostMap was 64. In the Table, we see that RCMap-CL performs the best, outperforming the other methods in most of the cases. The performance of RCMap-CP is a little inferior to RCMap-CL but comparable or better to BoostMap. For the MNIST dataset, optimal dimensionality for BoostMap is found to be 64, while the other methods perform optimally at dimensionality 8. We find that the performance of RCMap-CL is much superior to FastMap but comparable to BoostMap.
Running Time
First, we briefly review the complexity of BoostMap and RCMap. For BoostMap, each iteration has cost of O(Ct), where C is the number of candidate objects used for creating 1-dimensional embeddings, and t is the number of triples [1] . With i iterations, the total cost of embedding is O(Cti). For RCMap, the complexity of FastMap is O(n). RCA is an inexpensive step that requires a few simple matrix operations applied to a d × d positive-definite matrix [2] . The complexity of hierarchical clustering for constraint generation, is O(n 2 log(n)) [6] , and is thus the step that determines the overall complexity. We cannot directly compare the time complexity of BoostMap and RCMap since they are based on different parameters. Thus, we show actual running time on our datasets to compare embedding cost of the two methods.
We report running times for BoostMap and RCMap on an Intel Xeon 2.66GHz processor with 1GB memory. For the UNIEN dataset, creating a 16-dimensional (found to be optimal) embedding with RCMap-CL took 30 minutes, and with RCMap-CP took 15 minutes. Creating a 64 dimensional (found to be optimal) embedding with BoostMap took about 10 hours. For the MNIST dataset, creating a 8-dimensional (optimal) embedding with RCMap-CL took 12 minutes, and with RCMap-CP took 10 minutes. Creating a 64 dimensional (optimal) embedding with BoostMap took about 3 hours.
It is clear that RCMap-CL can produce a highquality embedding in significantly less time than BoostMap. RCMap-CP offers further reduction in embedding time with some loss in embedding quality.
Discussion
From the above results, we see that RCMap, especially with the complete-linkage strategy, is a powerful technique and offers the following two advantages.
While the accuracy of RCMap is comparable to
BoostMap, the time required to create an embedding is much smaller. For instance, for the Unipen dataset, the RCMap creates a superior embedding 20 times faster than BoostMap.
2. RCMap creates good embeddings at low dimensionality. We found optimal RCMap performance at 8 and 16 dimensions for our dataset, as compared to 64 for BoostMap. This is advantageous when indexing the embedded objects. The well known curse of dimensionality causes indexing to become much harder as dimensionality goes up. While efficient indexing and retrieval can be performed at low dimensions, retrieval cost at higher dimensions can become worse than sequential access.
Conclusions
In this paper, we presented RCMap, a new embedding method that can efficiently create high-quality, low dimensional embeddings. Existing methods are either not very accurate, or computationally very expensive. We demonstrated performance using two real datasets.
As future work, we wish to develop better ways to create equivalence constraints, so as to increase highquality. Additionally, we wish to explore hybrid methods that combine BoostMap and RCMap, so as to get more accurate embeddings while keeping computational cost low.
