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1. EINLEITUNG 
Die Risikobewertung ist ein zentrales Element des gesundheitlichen Verbraucher-
schutzes (Lindemann, 2006). Gesundheitliche Risikobewertungen werden zumeist 
anlassbezogen durchgeführt, wenn eine gesundheitliche Gefahr für den Verbrau-
cher aufgrund von aktuellen Messungen oder neuen wissenschaftlichen Erkennt-
nissen über chemische Substanzen bzw. Mikroorganismen nicht auszuschließen 
ist. Gleichzeitig bilden sie eine wichtige Grundlage, um gesundheitliche Risiken für 
den Verbraucher vor der Markteinführung von beispielsweise Pflanzenschutzmit-
teln weitestgehend auszuschließen. 
Eine Risikobewertung setzt sich dabei in der Regel aus den 4 Elementen der Ge-
fahridentifizierung, Gefahrbeschreibung, Expositionsschätzung und Risikocharak-
terisierung zusammen und beschreibt die Wahrscheinlichkeit des Auftretens eines 
gesundheitlichen Effektes unter Berücksichtigung vorhandener Unsicherheiten 
(EC, 2000). Unsicherheitsbetrachtungen sind demnach unerlässlich, um den wis-
senschaftlichen Kenntnisstand zum Zeitpunkt der Risikobewertung klar darzulegen 
und angemessene Optionen für Risikomanagement und Risikokommunikation zu 
entwickeln sowie weiteren wissenschaftlichen Forschungsbedarf abzuleiten. Unsi-
cherheitsbetrachtungen unterstützen somit das zentrale Anliegen der Risikobewer-
tung im Rahmen des Verbraucherschutzes, den Schutz des Verbrauchers vor ge-
sundheitlichen Risiken gegenüber chemischen Stoffen oder Mikroorganismen, mit 
denen der Verbraucher über Lebensmittel oder Haushaltsprodukte in direkten oder 
indirekten Kontakt kommt, zu gewährleisten. 
Für den Umgang mit Unsicherheiten im gesundheitlichen Verbraucherschutz  
spielt das Vorsorgeprinzip eine besondere Rolle, wie für den Bereich der Lebens-
mittelsicherheit in der Verordnung zur Festlegung der allgemeinen Grundsätze 
und Anforderungen des Lebensmittelrechts des Europäischen Parlamentes VER-
ORDNUNG (EG) Nr. 178/2002 (EU, 2002) zum Ausdruck kommt: 
„In besonderen Fällen, in denen ein Risiko für Leben oder Gesundheit ge-
geben ist, wissenschaftlich aber noch Unsicherheit besteht, ergibt sich aus 
dem Vorsorgeprinzip ein Mechanismus zur Ermittlung von Risikomanage-
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mentmaßnahmen oder anderen Aktionen, um das in der Gemeinschaft ge-
wählte hohe Gesundheitsschutzniveau sicherzustellen.“ 
Bei der Anwendung des Vorsorgeprinzips sind die rein wissenschaftliche und die 
regulatorische Risikobewertung zu unterscheiden. Bei einer rein wissenschaftli-
chen Untersuchung einer Fragestellung kommt das Vorsorgeprinzip kaum zur An-
wendung und Unsicherheiten können durch intensivierte Untersuchungen und wei-
terführende Forschung ausgeräumt werden. Im Gegensatz dazu herrscht in der 
Regulation oftmals ein verbraucherpolitischer Entscheidungsdruck, der eine kurz-
fristige Entscheidungsgrundlage zum aktuellen Zeitpunkt der Problemstellung für 
das Risikomanagement notwendig macht. Entsprechend dem regulatorischen 
Grundsatz des Vorsorgeprinzips erfordert dies damit neben der Beschreibung des 
Wissens regelmäßig den Umgang mit Nicht-Wissen (Mosbach-Schulz et al., 
2004). Der zeitliche Druck bei gleichzeitigem Vorhandensein von Nichtwissen, so-
wie die Vielzahl der zu betrachtenden Agenzien, erfordern praktikable Verfahren, 
die für einen breiten Einsatz in der regulatorischen Risikobewertung geeignet sind. 
Praktikabilität bedeutet dabei, dass die Verfahren in kurzer Zeit und mit vertretba-
rem Aufwand an Ressourcen (IT, Recherchen, Datenerhebungen) durchgeführt 
werden können. Zudem erfordern die angewendeten Methoden eine breite politi-
sche und öffentliche Akzeptanz und unterliegen in vielen Fällen einem längerfristi-
gen Prozess der Meinungsbildung und Standardisierung. Das sind zwangsläufig 
nicht dieselben Verfahren, die im Rahmen einer rein wissenschaftlichen Risikobe-
wertung Anwendung finden, da hier nach Möglichkeit die modernsten wissen-
schaftlichen Methoden eingesetzt werden, die in der Regel mit einem höheren 
Aufwand und zusätzlichen Datenerhebungen verbunden sind sowie langfristig an-
gelegt sind. Methoden nach dem neuesten wissenschaftlichen Erkenntnisstand 
stehen üblicherweise nicht allen am regulatorischen Prozess Beteiligten gleicher-
maßen zur Verfügung und sind somit als Standard im Rahmen internationaler Be-
wertungsverfahren zunächst ungeeignet. 
Die Berücksichtigung von Unsicherheiten bei Beschreibung und Quantifizierung 
der Exposition ist vor allem durch die Vielzahl der möglichen Expositionsquellen, 
Expositionspfade und Kontaktszenarien, durch welche der Verbraucher in Kontakt 
zum zu bewertenden Agens kommen kann, sehr komplex. Die Vielzahl unter-
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schiedlicher in der Expositionsschätzung verwendeter Modelle und Datengrundla-
gen zur Beschreibung der Modellparameter erschweren die Bewertung. Aus die-
sem Grund werden einfache und allgemein akzeptierte Unsicherheitsfaktoren ver-
wendet. 
Dieses Problem und der vorab beschriebene verbraucherpolitische Entschei-
dungsdruck bei verbleibenden Unsicherheiten, haben dazu geführt, dass in der 
regulatorischen Risikobewertung dem Vorsorgeprinzip bislang vor allem durch 
Anwendung konservativer Verfahren zur Schätzung der Exposition Rechnung ge-
tragen wurde. Das bedeutet, Abweichungen der Parameter und der ermittelten 
Exposition von den nicht genau bestimmbaren tatsächlichen Werten werden in 
Kauf genommen, um durch bewusste Überschätzung eine ausreichende Sicher-
heit der Verbraucher zu erreichen. Damit ermöglichen konservative Verfahren 
auch eine Bewertung auf Basis unzureichender Daten und aufgrund Ihrer relativen 
Einfachheit schnelle Entscheidungen in der Regulation. 
Aufgrund zahlreicher Nachteile dieser vereinfachenden konservativen Verfahren 
werden diese in den letzten Jahren verstärkt durch probabilistische Ansätze er-
gänzt. Dies wird nötig, wenn aufgrund einer zum Teil erheblichen Überschätzung 
der Exposition durch Verknüpfung vieler konservativer Annahmen ein gesundheit-
liches Risiko für den Verbraucher nicht ausgeschlossen werden kann und somit 
eine genauere Expositionsschätzung erforderlich wird. Mit Blick auf aufwendige 
Risikominderungsmaßnahmen muss geprüft werden, dass eine Überschreitung 
toxikologischer Kennwerte nicht ausschließlich durch unrealistische Annahmen in 
Daten und Szenarien bedingt sind. Weitere Nachteile einer deterministischen Be-
wertung sind die begrenzten Möglichkeiten, Hinweise über Parameter abzuleiten, 
die maßgeblich zu einem Risiko beitragen, wenn ein solches Risiko in der Schät-
zung indiziert wird (Bosgra, 2005). Auch die Unterscheidung verschiedener Bevöl-
kerungsgruppen als Grundlage für Risikomanagement und Risikokommunikation 
ist mit Hilfe verteilungsbasierter Verfahren besser zu gewährleisten. Bei probabilis-
tischen Verfahren ist es zudem besonders wichtig, die Variabilität der einzelnen 
Parameter von der Unsicherheit zu unterscheiden (USEPA, 2001). Probabilisti-
sche Verfahren liefern gute Ansätze, um die Variabilität, d.h. die Variation eines 
Parameters in einer definierten Population, angemessen zu beschreiben und da-
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mit auch die Variabilität der Aufnahme innerhalb der Bevölkerung (EC, 2003). Dies 
ersetzt keine Betrachtung der Unsicherheiten, d.h. inwieweit die Schätzung durch 
Unwissen oder Genauigkeit der Messinstrumente beeinflusst wird, sondern erfor-
dert im Gegenteil eine saubere Trennung dieser beiden Größen in Beschreibung 
und Modellierung. Hierfür ist eine systematische Auseinandersetzung mit einzel-
nen Datenquellen und den darin enthaltenen Variabilitäten bzw. Unsicherheiten 
erforderlich und der Einsatz zweistufiger Monte-Carlo-Simulationen notwendig 
(Sander et al., 2006). Unsicherheitsanalysen können auch Ansätze zur Priorisie-
rung von Risikominderungsmaßnahmen geben und somit der Arbeit der Risiko-
manager unterstützen. Andererseits besteht die Gefahr, dass ohne angemessene 
Betrachtung der Unsicherheiten falsche Managemententscheidungen getroffen 
werden. So zeigen Jurek et al. (2006), dass die Nichtberücksichtigung von Unsi-
cherheiten in epidemiologischen Studien zu Fehlinterpreationen führen kann.   
Damit kommt der Unsicherheitsanalyse im Rahmen probabilistischer Expositions-
schätzungen eine besondere Bedeutung zu. Die Verwendung komplexer Modelle, 
detaillierter Szenarien und die verstärkte Nutzung von erhobenen oder gemesse-
nen Daten erhöhen einerseits die Anzahl der Parameter und sind andererseits oft 
nur für spezifische Fragestellungen berechtigt. Damit ergeben sich auch zusätzli-
che Quellen für Unsicherheiten. Würden diese nicht entsprechend dargestellt und 
quantifiziert, bestünde die Gefahr, dass sich ein trügerisches Bild, über die tat-
sächliche Aussagekraft der Schätzung ergibt. Nur durch eine qualitative und so 
möglich quantitative Beschreibung der Vielzahl an einzelnen Unsicherheiten und 
deren Einfluss auf das Ergebnis der Expositionsschätzung kann ein genaues Bild 
des Erkenntnisstandes und der Sicherheit der zu treffenden regulatorischen Ent-
scheidungen gegeben werden. Damit macht der zunehmende Einsatz probabilisti-
scher Ansätze auch die Entwicklung und Anwendung neuer Konzepte zur Berück-
sichtigung der Unsicherheiten und Umsetzung des Vorsorgeprinzips erforderlich. 
Durch eine stärkere Nähe der Expositionsschätzung zur Realität darf das Vorsor-
geprinzip und der Schutz des Verbrauchers nicht außer Kraft gesetzt werden. 
In Punktschätzungen und verteilungsbasierten Verfahren werden auch subjektive 
Expertenurteile anstelle gemessener Parameter verwendet. Genauso werden für 
die Begründung warum eine bestimmte Annahme als konservativ angesehen wer-
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den kann, Expertenaussagen zugrunde gelegt. Diese Vorgehensweise wird häufig 
kritisiert, da die daraus resultierenden unterschiedlichen Bewertungen mehrerer 
Experten nicht unwesentlich zur Verunsicherung der Verbraucher beitragen. Quali-
tative und quantitative Beschreibungen von Unsicherheiten in der Schätzung bie-
ten eine Chance, im Rahmen der Risikokommunikation dem Verbraucher mehr 
Transparenz und Glaubwürdigkeit zu vermitteln (Johnson et al., 1998). Für Regu-
latoren sind Unsicherheitsanalysen darüber hinaus ein unabdingbares Hilfsmittel, 
um verschiedene Risikobewertungen vergleichen zu können. 
In der wissenschaftlichen Literatur sind seit einiger Zeit einzelne Verfahren zur 
qualitativen und quantitativen Charakterisierung von Unsicherheiten beschrieben 
(Morgan und Henrion, 1998; Cullen und Frey, 1999; Frey und Patil, 2002; Sluijs et 
al., 2003). Dabei wird ein breites Spektrum von Verfahren aus der Statistik auf die 
speziellen Fragestellungen der Unsicherheitsanalyse übertragen, so dass von re-
lativ einfachen Ansätzen bis hin zu modernen mathematischen Methoden eine 
Vielzahl an Ansätzen zur Quantifizierung von Unsicherheiten zur Verfügung steht. 
Auch die internationalen Behörden und Gremien im Bereich der Risikobewertung 
haben das Thema der Unsicherheitsanalysen aufgegriffen. Bereits 1999 veröffent-
lichte die USEPA (1999) Leitlinien zur Durchführung einer probabilistischen Expo-
sitionsschätzung und die Behandlung von Unsicherheiten. In den vergangenen 
Jahren haben sowohl die EFSA (2006), als auch die WHO (2008a) zum Umgang 
mit Unsicherheiten in der Expositionsschätzung veröffentlicht. Ein Leitfaden der 
WHO für die Unischerheitsanalyse in der Gefahrenidentifikation steht kurz vor dem 
Abschluss. Als Basis für den Umgang mit Unsicherheiten wird dabei die Trennung 
von Variabilität und Unsicherheit angesehen. Für die verschiedenen Bereiche 
werden Unsicherheiten, die im Rahmen einer Bewertung entstehen können, klas-
sifiziert. Des Weiteren wird ausführlich auf die Stellung der Unsicherheitsanalysen 
innerhalb des jeweiligen Entscheidungs- und Bewertungsprozesses eingegangen. 
Insbesondere in den Empfehlungen der WHO wird intensiv die Frage nach den 
Herausforderungen und Ansätzen bei der Kommunikation von Unsicherheiten dis-
kutiert. Die EFSA (2006) kommt zu dem Schluss, dass für die einzelnen regulato-
rischen Bereiche eine systematische Überprüfung des Bewertungsprozesses hin-
sichtlich möglicher Unsicherheiten aussteht. 
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Auch in der Darstellung von Projekten zur Risikobewertung gewinnen Unsicher-
heitsbetrachtungen zunehmend an Bedeutung. Sowohl im Bereich mikrobieller 
Risiken, als auch im Bereich chemisch-stofflicher Risiken hat die Zahl der Publika-
tionen zum Thema Unsicherheiten oder unter verstärkter Berücksichtigung von 
Unsicherheiten zugenommen. Auch die angebotene Software (MCRA1, CREMe 
Food Safety2, @RISK3) zur probabilistischen Modellierung integriert verstärkt Me-
thoden zur quantitativen Beschreibung der Unsicherheiten einer Modellierung 
(McNamara et al., 2007).  
Damit ergeben sich als zukünftige Herausforderungen:  
• die Beschreibung der Unsicherheiten in häufig verwendeten Datengrundla-
gen, 
• die Überprüfung von Richtlinien zur Risikobewertung, 
• die Auseinandersetzung mit der Rolle von Unsicherheitsbetrachtung in ge-
stuften Verfahren und 
• die Klärung, welche methodischen Ansätze für die Routinepraxis der regu-
latorischen Bewertung übernommen werden können. 
 








2. PROBLEMSTELLUNG UND ZIELSETZUNG 
Die Konzepte zur gesundheitlichen Risikobewertung unterscheiden sich je nach 
Art des betrachteten Agens bzw. des Kontaktszenarios voneinander. Dabei wird 
jedoch in allen Bereichen das Konzept der Gegenüberstellung von Gefahr und 
Exposition gleichermaßen verfolgt: Der Schutz des Verbrauchers soll durch einen 
ausreichenden Abstand zwischen diesen beiden Größen erreicht werdaen (Bansi-
ak et al., 2010). Damit müssen beide Größen in geeignetem Maß quantifiziert 
werden. Hierzu werden in der Regel begründete Annahmen, Expertenmeinungen 
und Schätzungen auf Basis erhobener Daten verwendet. Damit beinhalten die 
Quantifizierung von Gefahr und Exposition automatisch Unsicherheiten in unter-
schiedlichen und häufig unbekannten Größenordnungen. Um jedoch den Verbrau-
cher vor gesundheitlichen Risiken hinreichend zu schützen, ist eine Einbeziehung 
der Unsicherheiten in die Interpretation des Sicherheitsabstandes zwischen Ge-
fahr und Exposition sowie eine Berücksichtigung bei der Ableitung von entspre-
chenden Risikomanagementmaßnahmen nötig. Die vorliegende Arbeit zeigt, 
wodurch Unsicherheiten in der Expositionsschätzung hervorgerufen werden, in 
welcher Größenordnung sich die Unsicherheiten typischer Datengrundlagen be-
wegen und welchen Einfluss die Betrachtung der Unsicherheiten auf die Risi-
kocharakterisierung haben kann. 
Die Quantifizierung der Größe „Gefahr“ erfolgt durch toxikologische Tests des A-
gens im Tierversuch, Tierersatzversuch oder über eine Humanstudie. Hier liegen 
Unsicherheiten in der Schätzung vor, die sich durch interindividuelle Empfindlich-
keiten des Menschen, die Extrapolation in nicht prüfbare Dosisbereiche, durch 
Beschränkungen des zeitlichen Rahmens der Versuche und im Falle des Tierver-
suches durch eine Übertragung von einer Tierspezies auf den Menschen ergeben 
(Dourson et al., 1996; Vermeire et al., 2001; CoT, 2007). Die Konzepte zur Be-
handlung dieser Unsicherheiten sollen jedoch nicht Thema dieser Arbeit sein und 
deshalb nur im Zusammenhang mit der Auswirkung der Unsicherheiten der Expo-
sition auf die Risikocharakterisierung thematisiert werden. 
Der Schwerpunkt dieser Arbeit liegt bei der Unsicherheitsbetrachtung für Expositi-
onsschätzungen. Während die toxikologische Prüfung im Wesentlichen von den 
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Eigenschaften der Chemikalie bzw. des Mikroorganismus abhängt, wirken hier 
vergleichsweise wesentlich mehr Faktoren zusammen. Neben den Eigenschaften 
des Agens spielen Charakteristika des Verbrauchers und seines Verhaltens eine 
maßgebliche Rolle. Dazu zählen zum einen subjektspezifische Faktoren wie Kör-
pergewicht, Alter und Geschlecht, sowie Verbraucherverhalten, charakterisiert 
durch Aufenthaltszeiten, Aktivitätsmuster und Ernährungsweisen (Behörde für Ar-
beit, Gesundes und Soziales, 2000; Mekel et al., 2007). Zum anderen bedarf es 
auch der Beschreibung objektbezogener Größen, wie Raumgrößen oder Eigen-
schaften des Lebensmittels. Diese Einflussgrößen fließen als Parameter in Model-
le zur Beschreibung der Exposition des Verbrauchers ein. Unsicherheiten in der 
Beschreibung der Parameter haben somit direkte Auswirkungen auf die Unsicher-
heit der Expositionsschätzung. Weitere Unsicherheiten entstehen beispielsweise 
bedingt durch unzureichende Modelle oder Szenarien. 
Während einige Ansätze vereinfachend Unsicherheiten und Variabilität gleichset-
zen, ist für alle neueren Ansätze, insbesondere für die probabilistische Betrach-
tungsweise, eine Differenzierung dieser beiden Größen eine zentrale Vorausset-
zung. Deshalb wird in der vorliegenden Arbeit ausführlich auf die Abgrenzung und 
das Zusammenwirken von Unsicherheit und Variabilität eingegangen. Insbesonde-
re in der Beschreibung der Parameter wird auf die Trennung dieser beiden Di-
mensionen hingewiesen. 
Eine bedeutende Quelle für Unsicherheiten entsteht durch die unzureichende Ge-
nauigkeit bei der Schätzung von Modellparametern. Für viele typischerweise in der 
Risikobewertung verwendeten Parameter stehen umfangreiche Datensammlun-
gen für die Schätzung der Exposition zur Verfügung. Die Unsicherheit bei der 
Schätzung der Parameter steht dabei in direktem Zusammenhang mit der Qualität 
der Datengrundlagen. Für wichtige Datengrundlagen in Deutschland werden des-
halb einige Unsicherheiten beschrieben und quantifiziert. 
Zur Schätzung der Aufnahme des Agens über die Ernährung stehen Verzehrsstu-
dien, Nährwerttabellen und Untersuchungen zum Vorkommen des Agens in Le-
bensmitteln zur Verfügung. Der Bundeslebensmittelschlüssel (BLS) ist die offizielle 
Nährstoffdatenbank in Deutschland und damit eine zentrale Datengrundlage für 
die Schätzung der Aufnahme von Vitaminen, Mineralien und anderen ernährungs-
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physiologisch bedeutsamen Bestandteilen in Lebensmitteln (Klemm et al., 1999; 
Hartmann et al., 2005). Für die Exposition aufgrund des Vorkommens von Schad-
stoffen in Lebensmitteln, die auf dem deutschen Markt befindlich sind, steht mit 
dem Lebensmittel-Monitoring (Schroeter et al., 1999; BVL, 2004) eine umfangrei-
che Datensammlung in Deutschland zur Verfügung. Sowohl der BLS als auch das 
Lebensmittel-Monitoring sollen deshalb als wichtige Datengrundlagen bezüglich 
der sich daraus ergebenden Unsicherheiten bei der Schätzung der Aufnahme be-
schrieben werden. Das Lebensmittel-Monitoring bildet dabei den Schwerpunkt für 
die quantitativen Unsicherheitsschätzungen. 
Neben den Daten über das Vorkommen von Agenzien in Lebensmitteln bilden 
Verzehrstudien die zweite zentrale Datengrundlage zur Schätzung der Lebensmit-
tel-Exposition. In der vorliegenden Arbeit werden anhand der Daten der Nationale 
Verzehrsstudie I (Schneider at al., 1992; Heseker et al., 1994; Adolf et al., 1995), 
des Ernährungssurveys (Mensink et al., 1998) und der VELS-Studie (Heseker et 
al., 2003; Banasiak et al., 2005) Unsicherheiten vorwiegend qualitativ und zum 
Teil quantitativ beschrieben. Darüber hinaus werden mögliche Quellen für Unsi-
cherheiten weiterer methodischer Ansätze zur Erhebung von Verzehrsdaten disku-
tiert, wie 24h-Recalls und die in der Nationale Verzehrsstudie II verwendete Kom-
bination mehrerer Methoden (Brombach et al., 2006). 
Bei allen vorgestellten Datengrundlagen wird bei der Darstellung der Unsicherhei-
ten für die Parameter grundsätzlich zwischen deterministischer und probabilisti-
scher Herangehensweise unterschieden. In einem Beispiel aus dem Bereich Le-
bensmittelexposition sollen konservative Vorgehensweisen und verteilungsbasier-
te Verfahren konkret gegenübergestellt werden, um die verschiedenen Ansätze 
zum Umgang mit den Unsicherheiten und deren Bedeutung bei der Ergebnisinter-
pretation zu verdeutlichen. Damit wird auf die Kritik an probabilistischen Verfahren 
eingegangen, die beispielsweise von Risikobewertern bei einer Umfrage von Ja-
ger et al. (2001) benannt wurde, dass durch die Angabe von Wahrscheinlichkei-
ten, eine höhere Genauigkeit vorgetäuscht wird, als tatsächlich möglich ist. Ob-
wohl die Informations- und Datenbasis nicht erweitert wird, wird suggeriert, dass 
der wissenschaftliche Erkenntnisstand höher ist, als bei den deterministischen 
Verfahren (Jager et al., 2001). Das ist gleichzusetzen mit dem viel gebrauchten 
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umgangssprachlichen Vorwurf, des „Herunterrechnens von Risiken“, um Argu-
mente gegen aufwendige Risikominimierungsmaßnahmen zu erhalten. Diese Vor-
behalte werden in der vorliegenden Arbeit diskutiert und in den Zusammenhang 
mit Unsicherheitsbetrachtungen gestellt. 
Das primäre Ziel der vorliegenden Arbeit wird in folgenden Hypothesen zusam-
mengefasst: 
(1) Es wird von der Hypothese ausgegangen, dass die in Deutschland verfügba-
ren Verzehrsdaten und Daten über das Vorkommen von Stoffen in Lebens-
mitteln eine ausreichende Sicherheit in Bezug auf die Verwendung in deter-
ministischen und probabilistischen Expositionsschätzungen aufweisen. Die-
se Hypothese kann unterteilt werden in: 
(1a) Daten des Lebensmittel-Monitorings können mit geringen Unsicher-
heiten in der Expositionsschätzung eingesetzt werden. 
(1b) Daten des BLS können mit geringen Unsicherheiten in der Expositi-
onsschätzung eingesetzt werden. 
(1c) Daten des Ernährungssurvey können mit geringen Unsicherheiten in 
der Expositionsschätzung eingesetzt werden. 
(1d) Daten der VELS-Studie können mit geringen Unsicherheiten in der 
Expositionsschätzung eingesetzt werden. 
(1e) Daten der Nationalen Verzehrsstudie II können mit geringen Unsi-
cherheiten in der Expositionsschätzung eingesetzt werden. 
Ziel dieser Arbeit ist es zudem, quantitative Unsicherheitsanalysen dadurch zu 
erleichtern, dass ein einfaches Tool zur Berechnung von Konfidenzintervallen für 
mehrere Parameter einer Verteilung in einer Excelumgebung (unter Nutzung von 
@RISK) zur Verfügung gestellt wird. Dieses Tools wird auf ausgewählte Substan-
zen des Lebensmittel-Monitoring angewendet und die resultierenden Konfidenzin-
tervalle tabelliert. 
(2) Für den Fall, dass keine Einzelwerte vorliegen oder keine Annahme über 
eine Verteilungsfunktion getroffen werden kann, können auf Basis publizier-
ter Konfidenzintervalle Standardwerte abgeleitet und in Unsicherheitsanaly-
sen angewendet werden. 
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(3) Die Lognormalverteilung kann als Standardverteilung für Gehalte von Stof-
fen in Lebensmitteln angesehen werden. 
(4) Die vereinfachende Interpretation von mehreren Verzehrstagen einer Person 
als unabhängige Verzehrstage mehrerer Personen liefert sichere Schätzun-
gen für die Bewertung akuter Risiken. 
Neben den Hypothesen wird am Beispiel der Kupferaufnahme über Obstverzehr 
eine Unsicherheitsanalyse exemplarisch durchgeführt. Neben einer qualitativen 
Diskussion der Unsicherheiten, werden die zuvor abgeleiteten Konfidenzintervalle 
exemplarisch angewendet und auf die Unterschiede zwischen Verwendung der 
Gehaltsdaten aus BLS und Lebensmittel-Monitoring eingegangen.  
Neben den Unsicherheiten, die auf die Datengrundlagen zur Schätzung der Para-
meter zurückzuführen sind, entstehen im Verlauf einer Expositionsschätzung wei-
tere Unsicherheiten. Unsicherheiten können beispielsweise in der Formulierung 
und Komplexität des Modells begründet sein. Deshalb wird insbesondere der Zu-
sammenhang zwischen der Komplexität eines Modells und der Höhe der Unsi-
cherheiten für den Modell-Output diskutiert. Hierzu wird im Beispiel der BLS ge-
nutzt, um den Einfluss unterschiedlicher Aggregationsebenen der Lebensmittel-
gruppierung zu diskutieren.  
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3. UNSICHERHEITEN IN DER EXPOSITIONSSCHÄTZUNG - 
HINTERGRUND 
3.1 Gestufte Verfahren 
In Expositionsschätzungen, die im Rahmen regulatorischer Risikobewertungen 
durchgeführt werden, kommen im Allgemeinen gestufte Verfahren zur Anwendung 
(Firestone et al., 1997; Heinemeyer, 2008; WHO, 2008a; Özkaynak et al., 2008). 
Während in den ersten Schritten der gestuften Verfahren, einfache Methoden der 
Expositionsschätzung verwendet werden, werden angewendete Modelle und 
einbezogene Daten in den Folgeschritten zunehmend komplexer. Anwendungen 
gestufter Verfahren im Bereich der Lebensmittelsicherheit sind beispielsweise für 
die Schätzung der akuten Exposition bei den Pestiziden (Boon et al., 2003) und 
der chronischen Exposition bei den Zusatzstoffen (EC, 2001; USEPA, 2004) 
beschrieben. Die Grundidee bei der Etablierung solcher Verfahren ist, dass auch 
mit relativ einfachen Berechnungen bereits ein Risiko des Verbrauchers 
ausgeschlossen werden kann, ohne die genaue Höhe der Exposition zu kennen. 
Damit muss nur in Fällen, wo einfache Berechnungen eine Exposition ergeben, für 
die ein Risiko nicht ausgeschlossen werden kann, der jeweils nächste Schritt im 
Rahmen des gestuften Verfahrens durchgeführt werden. Unsicherheiten und 
Variabilität sind auf allen Ebenen gestufter Vefahren zu beschreiben und 
Unsicherheits- bzw. Sensitivitätsanalysen sind insbesondere auch in 
deterministischen und probabilistischen Modellierungen zu berücksichtigen 
(USEPA, 2001). Die jeweiligen Schritte solcher gestuften Verfahren erfordern 
unterschiedliche Herangehensweise für die Berücksichtigung von Unsicherheiten. 
In den vereinfachenden ersten Schritten wird durch eine bewusst in Kauf 
genommene Überschätzung der Exposition dem Vorsorgeprinzip Rechnung 
getragen. Damit ist für die Unsicherheitsanalyse lediglich schlüssig zu erklären, 
dass die gewählten Parameter und Modelle zu einer konservativen Schätzung der 
Exposition führen. 
In den verfeinerten Schritten kann nicht automatisch davon ausgegangen werden, 
dass die Schätzungen den Verbraucher hinreichend schützen. Hier muss für die 
Unsicherheiten der verwendeten Daten und Modelle beschrieben werden, warum 
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die darauf basierenden Schätzungen einen ausreichenden Schutz für den 
Verbraucher darstellen. Soweit möglich müssen die Unsicherheiten quantifiziert 
und in den Modellierungen berücksichtigt werden. 
3.1.1 Deterministik 
Als deterministische Schätzung oder auch Punktschätzung werden Berechnungen 
bezeichnet, die ein gesundheitliches Risikos bzw. eine Exposition als einfachen 
Punktschätzer beschreiben (IPCS, 2001; US EPA, 2001). In der Praxis werden 
dafür üblicherweise Mittelwert oder Median zur Beschreibung einer mittleren 
Exposition oder obere Perzentile für die Beschreibung einer hohen Aufnahme 
verwendet. Nach Frey et al. (1995) kommen deterministische Verfahren 
üblicherweise zum Einsatz: 
- als Screening in einem der ersten Schritte eines gestuften Verfahrens, 
- wenn Zeit- oder Kosten limitierende Faktoren darstellen oder 
- wenn Unsicherheiten und Varianz keinen nennenswerten Einfluss auf das 
Ergebnis haben. 
Deterministische Expositionsschätzungen können zudem unterschieden werden in 
Verfahren, die sehr konservative Annahmen treffen, die plausibel begründet 
werden und Verfahren, die aus einer vorliegenden Datenquelle nur einzelne 
statistische Parameter für die weiteren Berechnungen herausgreifen. Während im 
ersten Fall üblicherweise keine Aussagen zur Variabilität getroffen werden, kann 
bei Vorliegen einer Datenquelle eine deterministische Schätzung auch für 
verschiedene Teilpopulationen erfolgen, um Unterschiede in der Aufnahme 
darzustellen. Die Unsicherheiten werden üblicherweise nur qualitativ beschrieben, 
auch wenn beispielsweise bei Vorliegen von Konfidenzintervallen für den 
Mittelwertschätzer diese als Unsicherheit in der deterministischen 
Herangehensweise berücksichtigt werden könnten. 
3.1.2 Probabilistik 
Im Gegensatz zum deterministischen Ansatz ist es das Ziel der probabilistischen 
Herangehensweise das gesamte mögliche Wertespektrum der Exposition und 
deren Wahrscheinlichkeit des Auftretens darzustellen (IPCS, 2001; US EPA, 
2001). Dazu werden in der klassischen Statistik die empirischen Verteilungen oder 
an die empirischen Daten angepasste Verteilungen der Eingangsparameter mittels 
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Monte-Carlo-Simulationen verknüpft (Firestone et al., 1997; Petersen, 2000). 
Alternativ können auch Bayes-Verfahren auf Grundlage bedingter Verteilungen 
oder selten auch Verfahren auf Basis der Fuzzy-Logik genutzt werden. 
Probabilistische Verfahren kommen nach Frey et al. (1995) üblicherweise dann 
zur Anwendung,  
- wenn in einer vorhergehenden deterministischen Berechnung ein Risiko nicht 
ausgeschlossen werden konnte, 
- um den Wert zusätzlicher Datenerhebungen zu bestimmen und eine Rangfolge 
für weitere Forschungen an Expositionen, Pfaden oder Kontaminanten 
abzuleiten, 
- um Quellen der Variabilität zu beschreiben oder 
- um die Auswirkungen möglicher Risikomanagementmaßnahmen zu bewerten 
oder wenn deren Kosten hoch sind. 
Probabilistische Expositionsschätzungen können sowohl zur getrennten als auch 
parallelen Darstellung von Variabilität und Unsicherheiten genutzt werden. 
Burmaster et al. (1994) geben Prinzipien an, die in einer probabilistischen 
Expositionsschätzung beachtet werden sollten. Dazu gehört unter anderem, zu 
diskutieren, inwieweit die Eingangsverteilungen Variabilität und Unsicherheiten 
berücksichtigen. 
In ihren Prinzipien machen die Autoren zudem deutlich, dass deterministische und 
probabilistische Verfahren nicht alternativ, sondern ergänzend zu handhaben sind 
und einfache deterministische Berechnungen auch als Ausgangspunkt und 
Kontrolle von probabilistischen Verfahren dienen sollten. So haben Jensen et al. 
(2008) gezeigt, dass bei einem Vergleich von deterministischen und 
probabilistischen Ansätzen zur Berechnung der Aufnahme von Dithiocarbamat-
Rückständen nahezu dieselben Mittelwerte resultieren. Dasselbe konnte für die 
Aufnahme von Phthalaten aus Lebensmittelkonserven mit Twist-Off-Deckeln 
(Lindtner, 2006a), die Aufnahme von Phtalaten aus Lebensmitteln allgemein 
(Heinemeyer et al. 2013) und die Aufnahme von Phytosterolen für 
Anreicherungsszenarien von Margarinen (siehe Abbildung 1) gezeigt werden. 
Diese mehrfach illustrierte und theoretisch zu erwartende Tatsache unterstreicht, 
dass von einer probabilistischen Expositionsschätzung in erster Linie nicht die 
Lösung von Problemen erwartet werden kann, die mittels deterministischer 
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Methoden nicht lösbar sind. Vielmehr ermöglichen probabilistische Methoden die 
genaue Analyse des Problems, um Ansätze für Risikomanager zu erarbeiten 
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Abbildung 1: Vergleich der Ergebnisse aus einer deterministischen und probabilistischen 
Aufnahmeschätzung bei Anreicherung von Margarinen mit Phytosterolen (modifiziert nach 
Lindtner, 2005) 
 
So hat O'Ryan (2008) gezeigt, dass bei einer Modellierung von Arsenemissionen 
bei der Metallverhüttung in Chile, mittels probabilistische Modellierung mehr 
Informationen für Risikomanager zur Verfügung gestellt werden konnten, als auf 
dem deterministischen Ansatz basierenden Ergebnisse. 
Die Vorteile der probabilistischen Modellierung lassen sich im Wesentlichen in 
zwei Punkten zusammenfassen. Zum einen ermöglicht sie die Darstellung aller 
möglichen Expositionswerte und liefert damit ein vollständiges Bild der Verteilung. 
Zum anderen ermöglicht der probabilistische Ansatz eine umfangreiche Analyse 
der Sensitivität des Ergebnisses gegenüber Modellauswahl, Annahmen und 
Unsicherheiten der Parameter (USEPA, 2001; Kroes et al., 2002). 
Unerwähnt bleibt hier der teilweise geäußerte Anspruch, zu realistischeren 
Schätzungen zu kommen, als im deterministischen Modell. Klar ist, dass 
deterministische Schätzungen, die mehrere konservative Annahmen kombinieren, 
zu starken Überschätzungen des tatsächlichen beispielsweise 95ten Perzentils 
führen. Bei der bereits oben erwähnten Modellierungen für Dithiocarbamate und 
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Phthalate ergab sich, dass die Punktschätzungen in Höhe oder deutlich über den 
jeweiligen oberen Perzentilen in der probabilistischen Modellierung liegt (Boon et 
al., 2004; Jensen et al., 2008; Lindtner, 2006a; Lopez et al., 2003). Dem steht die 
Befürchtung gegenüber, dass probabilistische Methoden nicht konservativ genug 
wären, um den Verbraucher ausreichend zu schützen. 
Es konnte, wie oben bereits beschrieben, gezeigt werden, dass die mittleren 
Schätzungen einer probabilistischen Schätzung dem der deterministischen 
entsprechen. Schon das spricht dafür, dass hier keine systematische 
Unterschätzung vorliegt, wenngleich die oberen Perzentile einer probabilistischen 
Schätzung generell eher niedriger liegen als die deterministischen Ergebnisse für 
eine hohe Aufnahme. Generell können zur Validierung Duplikatstudien eingesetzt 
werden, wie dies von Boon et. al (2003) und Lopez et al. (2003)  im Vergleich zu 
einer deterministischen und einer probabilistischen Modellierung für jeweils 6 
Pestizide durchgeführt wurde. Im Ergebnis waren die oberen Perzentile der 
probabilistischen Modellierung bis auf einige Ausnahmen oberhalb der Werte aus 
der Duplikatstudie und in allen Fällen unterhalb der Ergebnisse der 
deterministischen Modellierung. Die Ursachen für die Unterschätzung im Einzelfall 
können anhand der Publikation nicht aufgeklärt werden, so dass weitere Studien 
notwendig erscheinen, um die probabilistische Methode gegen Duplikatstudien zu 
validieren. 
Interessanterweise unterstreichen die Ergebnisse von Boon et al. (2003) auch die 
Notwendigkeit einer Unsicherheitsbetrachtung im Rahmen der probabilistischen 
Analyse. Erst für die Schätzungen des 99.9-ten und 99.99-ten Perzentils ergibt 
sich, dass für alle 6 untersuchten Pestizide der probabilistisch ermittelte Wert 
oberhalb der Duplikatstudie liegt, wenngleich sich in einigen Fällen auch dann 
noch die Konfidenzbereiche überlappen. Das Überlappen der Konfidenzintzervalle 
weist darauf hin, dass bei Wahl eines anderen Startwertes bei der Simulation der 
probabilistisch ermittelte Wert auch unterhalb des Wertes aus der Duplikatstudie 
liegen könnte. Somit würden sich ohne Berücksichtigung der Unsicherheiten in 
Form von Konfidenzintervallen auch falsche Schlussfolgerungen ergeben. 
Außerdem ist für die beiden höchsten untersuchten Perzentile die verbundene 
Unsicherheit in der Schätzung offensichtlich so groß, dass nahezu für alle 
Schätzungen auch die deterministische Berechnung im ermittelten 
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Konfidenzbereich liegt. Damit bleibt fraglich, ob eine probabilistische Schätzung 
bei ungenügenden Daten (im vorliegenden Fall zu wenig Datensätze für die 
höchsten Perzentile) tatsächlich zu einem realistischeren Wert kommt als bei einer 
deterministischen Herangehensweise. Vielmehr scheint in diesen Fällen bei 
Berücksichtigung der Unsicherheiten die probabilistische Herangehensweise zu 
analogen Aussagen zu kommen. Deshalb sollte in Fällen, bei denen sowohl die 
möglichen Risiken, als auch die Unsicherheiten hoch sind, unbedingt das 
Vorsorgeprinzip zur Anwendung kommen (Madelin, 2004). Der Vorteil der 
probabilistischen Modelle liegt demnach in erster Linie in der Möglichkeit der 
Aufklärung von Variabilität, Unsicherheit, Sensitivität und daraus abzuleitendem 
Forschungs- und Handlungsbedarf, wie es auch Hart et al. (2003) in einer 
Gegenüberstellung von Beispielen probabilistischer Expositionsschätzungen 
herausarbeiten. Da alle Expositionsschätzungen unter dem Problem fehlender 
oder unzureichender Informationen leiden, werden immer Unsicherheiten 
verbleiben und es ist wesentlich, auf allen Ebenen des gestuften Verfahrens (auch 
im probabilistischen Modell) durch die Anwendung des Vorsorgeprinzips 
Unsicherheiten zu quantifizieren oder nach oben abzuschätzen und nicht zu einer 
Unterschätzung der Exposition zu gelangen (Gibney et al., 2003). 
Ein möglicher Nachteil probabilistischer Schätzungen ist, dass durch die hohe 
Komplexität die Gefahr einer unklaren Darstellung beim Verständnis durch 
Risikomanager besteht (USEPA, 2001). Zudem erfordern probabilistische 
Modellierungen ein hohes Maß an Kenntnissen der Statistik und 
Expositionsschätzung (EFSA, 2006b). 
Zusammenfassend lässt sich sagen, dass probabilistische Verfahren eine Chance 
bieten, in der Expositionsbewertung zu realistischeren Aufnahmeschätzungen zu 
gelangen, dass sie Anhaltspunkte für das Risikomanagement geben und den 
Erfolg von Interventionsmaßnahmen in komplexen Modellierungen abschätzen 
können. Darüber hinaus liefern sie mehr Information für die Risikokommunikation 
als deterministische Schätzungen, indem sie den Blick auf das Gesamtbild der 
Risiken in der Bevölkerung und nicht nur auf ausgewählte Fälle richten. Da die 
Datengrundlage in Deutschland jedoch in vielen Bereichen noch unzureichend 
und Probabilistik kein Verfahren ist, mit dem aus unvollständigen Daten gute 
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Schätzungen generiert werden können, ergibt sich hier eine besondere 
Herausforderung, diese nur im Zusammenhang mit Unsicherheitsbetrachtungen 
zu interpretieren (Lindtner, 2006a). 
3.1.3 Variabilität und Unsicherheit 
Obwohl bereits in den 90-er Jahren vereinzelt Expositionsmodellierungen mit 
Trennung von Unsicherheit und Variabilität publiziert wurden (Cohen et al., 1996) 
und obwohl beispielsweise Paustenbach (2000), Petersen (2000) oder auch die 
USEPA (2001) die Trennung beider Größen als wesentliches Prinzip einer 
Expositionsschätzung herausstellen, stellte die Europäische Kommission 2003 
(EC, 2003) fest, dass diese in quantitativen Risikobewertungen noch keine breite 
Anwendung gefunden haben. Dabei betont die Europäische Kommission, welche 
Bedeutung das Aufzeigen von Unsicherheiten und welchen Effekt eine mögliche 
Reduktion der Unsicherheiten auf das Gesamtergebnis haben würde für die 
Entscheidungsträger.  
Zwischenzeitlich wurde das allgemeine Vorgehen und der zusätzliche 
Informationsgewinn an mehreren Beispielen demonstriert. Im Bereich der 
mikrobiellen Risiken wurden Modellierungen mit Trennung von Variabilität und 
Unsicherheit z.B. für Campylobacter jejuni (WHO/ FAO, 2002) und Salmonellen in 
Eiern bzw. Hähnchenfleisch (Vicari et al., 2007) durchgeführt. Im Bereich der 
Kontaminanten wird in einer Studie von Bokkers et al. (2009) für Mycotoxine, 
Cadmium, und Acrylamid gezeigt, dass die Möglichkeit Unsicherheiten in der 
Modellierung getrennt darzustellen, ein wesentlicher Vorteil der probabilistischen 
gegenüber der deterministischen Herangehensweise ist. 
Zur Definition von Variabilität und Unsicherheit kann auf die Definitionen von 
WHO/ IPCS (2001) 4 zurückgegriffen werden: 
„Uncertainty represents a lack of knowledge about factors affecting 
exposure or risk and can lead to inaccurate or biased estimates of 
exposure. The types of uncertainty include: scenario uncertainty, parameter 
uncertainty, and model uncertainty.“ 
                                            
4
 Based on USEPA “Superfund Risk Assessment Glossary.” U.S. Environmental Protection Agen-
cy, Office of Emergency Response and Remediation, Washington, DC. (Online: Last update 
22.10.2010) http://www.epa.gov/oswer/riskassessment/glossary.htm (Download am 30.08.2010) 
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„Variability arises from true heterogeneity across people, places or time, 
and can affect the precision of exposure estimates and the degree to which 
they can be generalized. The types of variability include: spatial variability, 
temporal variability, and inter-individual variability.“ 
Während die Variabilität demzufolge nur genauer geschätzt und besser 
beschrieben werden kann, können Unsicherheiten reduziert werden (Hattis et 
al., 1994; USEPA, 2004), was einen besonderen Bedarf seitens des 
Risikomanagement und zur Feststellung weiteren Forschungsbedarfes 
verdeutlicht, beide Größen zu trennen und insbesondere die Höhe der 
Unsicherheit und die Sensitivität des Endergebnisses gegenüber diesen 
Unsicherheiten genau zu beschreiben. Analog zu den probabilistischen Ansätzen 
wird klar, dass die Beschreibung von Unsicherheiten unabhängig von der 
Variabilität nichts zur Verbesserung der Ergebnisse an sich beiträgt, aber die 
nötigen Schritte für eine verbesserte Schätzung klar aufzeigt (Cooke und 
MacDonell, 2008). Gleichzeitig wird durch die explizite Beschreibung von 
Unsicherheiten die Transparenz und die Glaubwürdigkeit der Schätzungen für alle 
Stakeholder erhöht (WHO, 2008a). Eine Unsicherheitsanalyse sollte an die 
Problemstellung in dem Sinne angepasst werden, dass sich typische von 
Risiskomanagern und Stakeholdern zu erwartende Fragen beantworten lassen. 
Typische Beispiele hierfür sind im Guidance Dokument der WHO (20085) 
gegeben.  
3.2 Typen und Quellen für Unsicherheiten 
Für die Beschreibung von Unsicherheiten ist eine systematische Trennung 
hinsichtlich verschiedener Typen von Unsicherheit hilfreich. Dabei werden 
beispielsweise Parameterunsicherheit, Modellunsicherheit und 
Szenariounsicherheit  unterschieden (Firestone et al., 1997; WHO, 2008a). Die 
EFSA (2006b) unterscheidet dagegen fünf Quellen. Neben den drei bereits 
benannten können sich entsprechend der EFSA aus der Klarheit der 
Fragestellung und der Leistungsfähigkeit der Schätzung zusätzliche 
Unsicherheiten ergeben. 
                                            
5
 Siehe S. 6 in 
http://www.who.int/ipcs/publications/methods/harmonization/exposure_assessment.pdf  
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Als Quellen für Unsicherheiten unterscheidet die EFSA (2006b) Uneindeutigkeit 
aufgrund ungenauer Beschreibungen, Messunsicherheit, Stichprobenunsicherheit 
aufgrund geringer Stichprobengröße, Unsicherheiten aufgrund Verwendung eines 
Standardwertes, Unsicherheiten durch Extrapolation oder Unsicherheiten über die 
tatsächliche Modellstruktur sowie Korrelationen zwischen Parametern, 
Abweichungen von Expertenmeinungen und Unsicherheiten aufgrund nicht 
berücksichtigter Einflussfaktoren. 
Parameterunsicherheiten können beispielsweise auf Messfehler zurückzuführen 
sein. Auch die Rundung von Parametern kann einen relevanten Effekt auf 
Unsicherheiten haben. Sander et al. (2006) zeigten am Beispiel einer 
Aufnahmeberechnung für Cadmium, dass sich allein aufgrund der Rundungen im 
deterministischen Modell eine Aufnahme ergibt, die zwischen einer 31%-igen bis 
1.000%-igen TDI-Ausschöpfung liegt und die Unsicherheit durch Rundungsfehler 
größer sein kann, als der Unterschied zwischen dem 95-ten und 5-ten Perzentil. 
Aber auch Abweichungen vom idealen Stichprobendesign beinhalten. Im Fall 
probabilistischer Modellierungen kann auch Unsicherheit über die Verteilungsform 
Ursache von Parameterunsicherheit sein. 
Auch wenn die Verwendung eines Szenarios meist mit der Intention einhergeht, 
Unsicherheiten in der Modellierung von vornherein einzuschränken, in dem man 
die Aussage nur auf eine klar definierte Umgebung/ Situation beschränkt (Walker 
et al., 2003), so können sich aus Fehlern in der Beschreibung des Szenarios oder 
durch nicht adäquate Aggregation (z.B. von Lebensmitteln oder Altersgruppen) 
Unsicherheiten ergeben, die als Szenariounsicherheiten bezeichnet werden. 
Ein Beispiel für Modellunsicherheit geben Counil et al. (2005), die den Einfluss der 
Änderung der Konzentration aufgenommener Lebensmittel untersucht haben. 
Dabei haben die Autoren gezeigt, dass bei Annahme von über eine Woche per 
Individuum konstanten Gehalten breitere Verteilungen entstehen, als bei Annahme 
der Unabhängigkeit einzelner Tage oder Mahlzeiten und getrennter Modellierung 
der Mahlzeiten. Ebenso konnte im Rahmen dieser Modellierung gezeigt werden, 
dass sich breitere Expositionsverteilungen für Modellierungen unter Verwendung 
parametrischer Verteilungen als bei nichtparametrischen Verteilungen ergab. 
Ebenso lässt sich das Fehlen von Informationen über das Verzehrsverhalten und 
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die Nutzung vereinfachender Annahmen (z.B. zur Markentreue) oft als wesentliche 
Quelle von Modellunsicherheiten identifizieren (EC, 2003). 
3.3 Charakterisierung von Unsicherheiten 
In diesem Kapitel wird ein Überblick über die gängigen Verfahren zur Charakteri-
sierung von Unsicherheiten aus der Literatur und den Leitlinien der EFSA und 
WHO gegeben. 
Unsicherheiten können in verschiedener Art und Weise und unter unterschiedli-
chen Fragestellungen betrachtet werden. Demnach unterscheiden sich auch die 
hierfür zu verwendenden Verfahren. Prinzipiell kann dabei in qualitative und quan-
titative Verfahren differenziert werden (Bokkers et al., 2009). Während die qualita-
tiven Verfahren vorwiegend einen Eindruck über die Aussagefähigkeit der Risiko-
bewertung liefern, können quantitative Verfahren direkt während der Modellierung 
oder im Anschluss an die Modellierung eine Aussage über die Höhe der mögli-
chen Abweichung der berechneten Größen aufgrund der Unsicherheiten geben. 
Voet et al. (2007) machen am Beispiel von Konzentrationsdaten, die auf Basis 
einer nicht zufälligen Stichprobenauswahl abgeleitet wurden deutlich, dass die 
Höhe der Unsicherheit oft nicht quantifizierbar ist selbst wenn es einen erhebli-
chen Einfluss auf das Ergebnis haben kann und somit in einer Unsicherheitsana-
lyse zumindest qualitativ beschrieben werden muss. 
Quantitative Verfahren können in Anlehnung an das Vorgehen im Bericht „Quanti-
tative methodology relevant for human exposure assessment“ für durch Lebens-
mittel übertragene Krankheitserreger (EC, 2003) unterschieden werden in Verfah-
ren, die eine prospektive Berücksichtigung der Unsicherheiten im Verlauf der Mo-
dellierung ermöglichen, und in solche Verfahren, die nach Abschluss der Modellie-
rung zur Bewertung der Unsicherheiten eingesetzt werden. Letztere werden ge-
wöhnlich als Sensitivitätsanalysen bezeichnet und werden vorwiegend eingesetzt, 
um im Anschluss an eine Modellierung sensitive Elemente der Analyse zu be-
stimmen: Damit kann eine Rangfolge aufgestellt werden, die die Höhe der Verän-
derung der Zielgröße und Änderungen an Schlussfolgerungen in der Bewertung in 
Abhängigkeit von Variabilität und Unsicherheit der Eingangsgrößen abbildet 
(Firestone et al., 1997, USEPA, 2001). Damit ermöglichen sie eine Priorisierung 
beispielsweise für weitere Datenerhebungen und Modellverbesserungen. Im Fol-
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genden sollen mit „quantitativen Verfahren zur Unsicherheitsbeschreibung“ solche 
Vorgehensweisen bezeichnet werden, die eine genaue Angabe über die Höhe der 
Unsicherheiten einzelner Elemente (vorwiegend Parameter) ermöglichen und eine 
Einbeziehung der Unsicherheiten in die Modellierung erlauben. Damit soll begriff-
lich eine Unterscheidung zu den Verfahren der Sensitivitätsanalyse getroffen wer-
den. Verfahren der Sensitivitätsanalyse sind weitestgehend in der Literatur be-
schrieben und in viele Standardsoftware-Pakete eingebunden. Diese werden des-
halb in dieser Arbeit nicht in den Mittelpunkt gestellt, aber dennoch wird ein kurzer 
Überblick gegeben. Ausführlich soll auf die Verfahren zur qualitativen und quanti-
tativen Charakterisierung der Unsicherheiten eingegangen werden, da diese die 
entsprechende Grundlage bilden, um Unsicherheiten konkreter Datenquellen zu 
beschreiben, dem Hauptanliegen dieser Arbeit. Zudem haben die Verfahren zur 
quantitativen Beschreibung von Unsicherheiten im Gegensatz zu den Sensitivi-
tätsanalysen den Vorteil, dass sie progressiv während der Risikobewertung ver-
wendet und somit unmittelbar im Ergebnis widergespiegelt werden. 
Unsicherheitsanalysen stehen nicht ausschließlich am Ende einer Risikobewer-
tung (Walker et al., 2003). Zwar sind sie eine Voraussetzung, um durch eine 
transparente Darstellung eine Entscheidungsgrundlage für Risikomanager und 
Ansätze für eine Kommunikation von Risiken zu geben. Insofern steht eine Unsi-
cherheitsanalyse zwangsläufig am Ende einer Risikobewertung. Aber der Aspekt, 
dass Unsicherheitsanalysen auch wichtige Anhaltspunkte liefern, welche Datenlü-
cken prioritär zu schließen sind, machen sie in einem gestuften Verfahren zu ei-
nem wertvollen Instrument. So können beispielsweise nach einem Screening-
Verfahren, in dem vorwiegend konservative Annahmen zugrunde gelegt werden, 
Unsicherheitsanalysen genutzt werden, um Prioritäten für eine verfeinerte Schät-
zung zu erarbeiten (EFSA, 2006b). Die Unsicherheitsanalysen an sich können 
dabei auch wiederum von einer qualitativen bis hin zu komplexen quantitativen 
Verfahren und Sensitivitätsanalysen gestuft werden. 
3.4 Qualitative Charakterisierung 
Aufgrund der Abfolge in gestuften Verfahren wird oft der Eindruck vermittelt, dass 
quantitative Verfahren zur Unsicherheitsanalyse besser sind, als qualitative Be-
schreibungen der Unsicherheiten. Auch wenn quantitative Unsicherheiten einen 
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wichtigen Bestandteil jeder Unsicherheitsanalyse bilden sollten, können dabei nur 
Unsicherheiten einbezogen werden, die auch quantifizierbar sind (Sluijs et. al., 
2005). Da sich jedoch nicht alle Unsicherheiten in Verteilungsformen abbilden las-
sen (Colyvan, 2008), können quantitative Verfahren die qualitative Unsicherheits-
beschreibung nicht ersetzen, sondern allenfalls in einigen Punkten präzisieren. 
Zudem setzt eine systematische quantitative Unsicherheitsanalyse voraus, dass 
zuvor alle Unsicherheiten benannt und in ihrem grundsätzlichen Charakter be-
schrieben werden. Ein Ziel der qualitativen Unsicherheitsanalyse ist es, wichtige 
Quellen für Unsicherheiten auch zu identifizieren, wenn keine ausreichenden Da-
ten für eine quantitative Bewertung der Unsicherheiten vorliegen und darüber ein 
hohes Maß an Transparenz für Risikomanagement und –kommunikation zu schaf-
fen (WHO, 2008a). Aber auch Expositionsschätzungen für die viele Informationen 
und Daten vorliegen, können mit großen Unsicherheiten behaftet sein (Walker et 
al., 2003). Zwar kann dann in aller Regel eine quantitative Unsicherheitsanalyse 
für einzelne Unsicherheiten durchgeführt werden, jedoch sind diese zur Charakte-
risierung eines Problems nicht ausreichend, da sie trotz guter Datenlage häufig 
durch nicht quantifizierbare Unsicherheiten dominiert werden (Sluijs et. al., 2005). 
Im Folgenden werden verschiedene Konzepte dargestellt, wie Unsicherheiten qua-
litativ beschrieben werden können. Dabei verfolgen alle dargelegten Konzepte 
gleichermaßen zwei Grundziele. Zunächst werden Anhaltspunkte geliefert, welche 
Teile eines Expositionsmodells Quellen für Unsicherheiten bergen können. Damit 
wird versucht, dem Anwender Hinweise zu geben, wie er vermeiden kann, wesent-
liche Quellen für Unsicherheiten zu übersehen. Als zweiter Bestandteil aller Kon-
zepte werden aufbauend auf der Zusammenstellung aller Unsicherheitsquellen 
verschiedene Ansätze zur Bewertung des Grades der Unsicherheiten vorgeschla-
gen. Einige Konzepte sehen eine Visualisierung der Unsicherheiten vor und das 
EFSA-Konzept ergänzt die Bewertung der einzelnen Unsicherheiten durch eine 
Bewertung des Zusammenwirkens der Unsicherheiten. 
Im Jahr 2003 wurde von Walker et al. eine Unsicherheitsmatrix zur qualitativen 
Beurteilung von Unsicherheiten entwickelt, die von einer Dreidimensionalität der 
Unsicherheit ausgeht. Ziel einer solchen Unsicherheitsmatrix ist es, ein Tool zur 
Verfügung zu stellen, dass einen systematischen und graphischen Überblick über 
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die Unsicherheiten ermöglicht. Dabei kann sich die Unsicherheitsmatrix mit verän-
derten Kenntnisstand verändern und sinnvoller Weise an verschiedenen Punkten 
der Bewertung zum Einsatz kommen: in der Planungsphase, als Checkliste wäh-
rend der Bewertung oder im Sinne einer Qualitätskontrolle nach erfolgter Modellie-
rung (Walker et al., 2003). Als die drei Dimensionen werden dabei der Ort des Auf-
tretens der Unsicherheit im Modell, die Ursache oder der Charakter der Unsicher-
heit sowie der Grad der Unsicherheit definiert. Diese sind vor allem durch den 
NUSAP-Ansatz und die anderen nachfolgend beschriebenen Konzepte präzisiert 
und weiterentwickelt worden. 
Das Akronym NUSAP steht dabei für die fünf Komponenten Numeral, Unit, 
Spread, Assessment und Pedigree (Sluijs et al., 2005; Funtowicz und Ravetz, 
1990). Die zentrale Idee hierbei ist es, alle in das Modell eingehenden quantitati-
ven Angaben qualitativ hinsichtlich von 5 Komponenten zu beschreiben bzw. zu 
bewerten. „Numeral“ ist die eigentlich zu bewertende quantitative Größe als Zahl, 
die durch eine Einheit (Unit) ergänzt wird. Die Einheit sollte an Stellen, wo es sinn-
voll erscheint, durch Zusätze ergänzt und präzisiert werden (z.B. Datum der Mes-
sung, analytische Messmethode). Als dritte Komponente (Spread) sind Aussagen 
über die Streuung oder Abweichung anzugeben, oft ausgedrückt als ± x in %. Die-
se können zum einen durch statistische, quantitative Methoden bestimmt werden, 
zum anderen aber auch auf Expertenschätzungen des möglichen Wertebereiches 
beruhen. Ergänzt werden diese durch eine Beschreibung des angesetzten Sicher-
heitsniveaus, welches ein Signifikanz-Niveau sein kann, aber auch in Form von 
qualitativen Aussagen wie mittlere Schätzung, konservativer, optimistischer oder 
pessimistischer Ansatz ausgedrückt werden kann. Das zentrale Element des 
NUSAP-Ansatzes stellt die fünfte Komponente (Pedigree) dar. Hier werden Her-
kunft, Ursprung der Werte und der Wissensstand bei der Gewinnung der Werte 
evaluiert. Dazu werden verschiedene Qualitätskriterien definiert, die an den Cha-
rakter der zu bewertenden Unsicherheit angepasst sind. Zur Bewertung wird eine 
ordinale Skala eingeführt, die mit verbalen Interpretationen hinterlegt wird, um 
Subjektivität in der Bewertung abzumildern. Kriterien und Skala können dabei 
problemadäquat angepasst werden (Beispiele siehe Sluijs et al., 2005). Die ei-
gentliche Bewertung wird dann durch dazu eingeladene Experten durchgeführt, 
aus deren Expertenmeinung ein mittlerer Score ermittelt wird. 
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Sluijs et al. (2005) schlagen vor, die Ergebnisse der qualitativen Analyse als Dia-
gramm darzustellen, indem der relative Beitrag zur Variabilität des Endergebnis-
ses in Beziehung gesetzt wird zu den Qualitäts-Scores. So wird schnell ersichtlich, 
wo die größten Unsicherheiten bestehen (hoher Einfluss auf das Endergebnis, 
niedriges Qualitätsscore). 
Während ein Vorteil dieses Ansatzes ist, dass die Beurteilung der Unsicherheiten 
nicht durch den Bewerter selber erfolgt, sondern durch mehrere nach Möglichkeit 
externe unabhängige Experten, besteht der Nachteil darin, dass er nur auf Unsi-
cherheiten der quantitativ gefassten Modellelemente Bezug nimmt, während Unsi-
cherheiten wie das gewählte Modell selbst oder das Szenario nicht in die Bewer-
tung eingehen. 
Ziel der EFSA bei der Entwicklung der Anleitung zum Umgang mit Unsicherheiten 
in der Expositionsschätzung ist es, den Risikomanager in die Lage zu versetzen, 
eine Entscheidung unter der Berücksichtigung von Unsicherheiten zu treffen 
(EFSA, 2006b). Das bedeutet insbesondere auch in einer qualitativen Bewertung 
der Unsicherheiten, Aussagen über Richtung und Größe jeder einzelnen Unsi-
cherheit, sowie des Zusammenwirkens der Unsicherheiten zu treffen. 
Um die Höhe und Richtung der Unsicherheiten qualitativ zu beschreiben, schlägt 
die EFSA vor, die Unsicherheiten tabellarisch aufzulisten und mit einem System 
aus Plus- und Minuszeichen zu bewerten. Durch die Vergabe von bis zu maximal 
drei Plus- bzw. Minuszeichen soll das geschätzte Ausmaß der Unsicherheit deut-
lich werden. Wenn die Richtung der möglichen Abweichung nicht klar ist, können 
sowohl Plus- als auch Minuszeichen verwendet werden. Die Richtung der Unsi-
cherheit ist dabei so zu interpretieren, dass der in der Kalkulation verwendete Wert 
höchst wahrscheinlich derart vom realen Wert abweicht, dass die Kalkulation zu 
einer Überschätzung (+) bzw. Unterschätzung (-) des Risikos führt. 
Nach demselben System sollte am Ende der tabellarischen Aufstellung eine Ana-
lyse des erwarteten Zusammenwirkens der einzelnen Effekte und die Auswirkung 
auf das Gesamtergebnis gegeben werden. Dabei kann in verschiedene Situatio-
nen oder Bevölkerungsgruppen unterschieden werden, so dass auch für eine 
Gruppe eine Überschätzung der Exposition (z.B. Erwachsene) und für andere e-
her eine Unterschätzung der Exposition (z.B. Kinder) erfolgen kann. Ein Beispiel 
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ist im Guidance-Dokument der EFSA (EFSA, 2006b) für die EFSA-Bewertung von 
Ochratoxin A (EFSA, 2006a) gegeben. 
Im Gegensatz zum NUSAP-Ansatz ist der Ansatz der EFSA nicht so gut struktu-
riert und hinsichtlich des Zustandekommens der Bewertungen weniger transpa-
rent. Dafür ist er aber einfacher durchführbar und leichter verständlich. Da der 
EFSA-Ansatz auf eine externe Bewertung der Unsicherheiten durch Experten ver-
zichtet unterliegt er unter Umständen im stärkeren Ausmaß der Subjektivität. Die-
ser wird jedoch durch die Arbeitsweise der EFSA zu einem Teil wieder aufgeho-
ben, da an der Erstellung einer Bewertung (und damit auch der Unsicherheitsbe-
wertung) eine Vielzahl von Experten mitwirkt. 
Über das Bewertungsschema hinaus hat die EFSA im Guidance-Dokument bereits 
einige Quellen für Unsicherheiten wichtiger Typen von Datenquellen aus ihren 
einzelnen Bewertungsbereichen benannt: 
o Verzehrsdaten, 
o Körpergewicht, 
o Vorkommen von Kontaminanten in LM, 
o Nährstoffgehalte in LM, 
o Gehalte an Zusatz- und Aromastoffen in LM, 
o Rückstände von Verpackungsmaterialien in LM, 
o Pestizidrückstände auf LM und 
o Daten zur mikrobiologischen Gefährdung durch LM. 




o Unsicherheit des Standardwertes (wenn vorhanden), 
o Unsicherheit bei der Extrapolation, 
o Unsicherheit in der Verteilung, 
o Korrelationen und  
o Mehrdeutigkeit in Beschreibungen oder Sprache. 
Die Auflistung der EFSA bietet einen guten Leitfaden, die Unsicherheiten von be-
stimmten Typen von Datenquellen zu benennen. Bei der EFSA sind die Quellen 
Seite 40 
für Unsicherheiten jedoch in sehr allgemeiner Form für Typen von Datenquellen 
gehalten und es bleibt die Aufgabe, diese allgemeinen Kriterien für die jeweils 
verwendete konkrete Datenquelle und im Zusammenhang der Verwendung der 
Daten detailliert, z.B. mittels des EFSA Plus-Minus-Systems, auszuführen. Insbe-
sondere da hier auf Datenquellen Bezug genommen wird, die auch in dieser Arbeit 
eine Rolle spielen, ist die EFSA-Auflistung von Unsicherheitsquellen eine gute 
Ausgangsbasis für die Identifizierung der Unsicherheiten im LM-M und den deut-
schen Verzehrsdaten. Diese werden im Rahmen der Unsicherheitsanalyse zu den 
einzelnen Datenquellen detaillierter ausgeführt, präzisiert und erweitert. 
In ihrem Konzept zur qualitativen Unsicherheitsanalyse geht die WHO darauf ein, 
dass sich die Kommunikation von Unsicherheiten, gerade bei Schätzungen ohne 
umfassende Datenbasis, als unübersichtlich und schwierig gestaltet. Um ein klar 
strukturiertes und verständliches Bild der Unsicherheiten zu geben, schlägt die 
WHO ein dreistufiges Verfahren zur Bewertung und gegebenenfalls Reduktion der 
ausführlich zu beschreibenden Unsicherheiten vor (WHO, 2008a). Demnach sol-
len zunächst alle Unsicherheiten hinsichtlich ihrer individuellen Höhe beschrieben 
werden. Quellen für große Unsicherheiten werden dann in einem zweiten Schritt 
hinsichtlich ihres Wissensstandes bewertet. Ist der Wissensstand für eine Unsi-
cherheitsquelle als unzureichend einzustufen, wird in einem dritten Schritt die Sub-
jektivität der im Modell gemachten Annahmen bzw. Schätzungen beurteilt. Damit 
wird eine weitere Standardisierung für den Bereich der Expositionsschätzung vor-
genommen, da die Möglichkeit entfällt, die Pedigree-Matrix wie im NUSAP-Ansatz 
selbst zu definieren. Die Erhöhung des Grades der Standardisierung durch die 
WHO auf Kosten der Flexibilisierung ist jedoch sinnvoll, da der Einsatz der von der 
WHO empfohlenen Matrix auf Expositionsschätzungen begrenzt ist, während der 
NUSAP-Ansatz durch die Flexibilität auch in anderen Bereichen zur Beschreibung 
der Unsicherheitsanalyse genutzt werden kann. 
Neben diesem als iterativ beschriebenen Verfahren der WHO werden allgemeine 
Quellen für Unsicherheiten benannt und unterteilt nach den Bereichen Szenari-
enunsicherheit, Parameterunsicherheit und Modellunsicherheit. Analog zum 
NUSAP- und zum EFSA-Ansatz wird eine tabellarische Auflistung der Unsicher-
heiten vorgeschlagen. Dabei wird eine Matrixstruktur empfohlen, mit den Quellen 
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der Unsicherheiten als Zeilen und einer Bewertung der Unsicherheiten hinsichtlich 
der drei beschriebenen Schritte in den Spalten. 
Die Bewertung der Höhe der Unsicherheiten erfolgt wie beim EFSA-Ansatz nicht 
zwangsläufig durch externe Beurteilung mehrerer Experten, sondern in erster Linie 
durch den Bewerter selbst. Die Bewertung erfolgt mit den Ausprägungen niedrige, 
mittlere, hohe Unsicherheit. Für alle drei Schritte werden zudem verbale Skalen 
auf den Bereich 0-1 abgebildet, um eine Richtlinie für die Vergabe und Interpreta-
tion der Ausprägungen hoch, mittel und niedrig zu geben. Für Schritt 1 (Grad der 
Unsicherheit) ist die Skala von Walker et al. (2003) adaptiert worden. Als Grundla-
ge für die Skaleneinteilung der Schritte 2 und 3 (Wissensstand bzw. Subjektivität) 
ist die Skala „Table III. Pedigree Matrix for Reviewing Knowledge Base of As-
sumptions“ des NUSAP-Ansatzes (Sluijs et al., 2005) aufgeteilt und erweitert wor-
den. Eine Interpretation der Richtung der Unsicherheit wie bei der EFSA ist nicht 
vorgesehen.  
Die qualitative Beschreibung der Unsicherheiten soll in der vorliegenden Arbeit vor 
allem für in Deutschland häufig verwendete Datenquellen (LM-M, BLS, Verzehrs-
studien) angewendet werden. Die vorliegenden Konzepte sind auf die qualitative 
Bewertung von Einzelwerten im konkreten Bewertungskontext ausgerichtet 
(NUSAP, WHO) oder nur für allgemeine Typen von Datenquellen (EFSA) erstellt 
worden. Deshalb wurde aus den vorliegenden drei Konzepten ein eigenes Sche-
ma zur Bewertung qualitativer Unsicherheiten konkreter Datenquellen abgeleitet. 
Dazu wird eine aus allen Konzepten aggregierte Form der Beschreibung genutzt. 
3.5 Trennung von Variabilität und Unsicherheit 
Eine wesentliche Quelle für Unsicherheiten in der Expositionsschätzung ist durch 
die unzureichende Unterscheidung von Variabilität und Unsicherheit gegeben. 
Zum einen können Unsicherheiten reduziert werden, in dem der Variabilitätsanteil 
separat modelliert wird. Zum anderen können Unsicherheiten auch unerkannt 
bleiben, wenn Variabilität nicht erkannt und in der Modellierung als solche berück-
sichtigt wird. Werden beispielsweise für eine Analyse Lebensmittelgruppen zu-
sammengefasst, die hinsichtlich ihrer Verteilungen und deren Parameter wie Mit-
telwert und Varianz deutlich variieren, so besteht die Gefahr, dass Personen die 
nur eine dieser beiden Lebensmittelgruppen verzehren hinsichtlich ihrer Exposition 
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über- oder auch unterschätzt werden. Im Beispiel einer mikrobiologischen Risiko-
bewertung von Campylobacter in Hähnchenfleisch wird ohne eine Unterteilung der 
Verzehrs- und Kontaminationsdaten in gefrostetes bzw. frisches Hähnchenfleisch 
die Exposition um 33% unterschätzt (2,8 log CFU zu 4,2 log CFU) (Lindtner et al., 
2004). 
Morgan und Henrion (1998) haben zur Trennung von Variabilität und Unsicherheit 
den sogenannten „Clarity“-Test vorgeschlagen. Dieser entspricht nicht einem sta-
tistischen Test, sondern vielmehr der gedanklichen Konstruktion eines idealen 
Versuches. Ziel des Gedankenexperiments ist es, ein Messverfahren so zu defi-
nieren, dass es unter idealen Bedingungen und mit bestmöglicher Ausstattung 
vorgenommen wird. Dann sind dennoch auftretende Unterschiede in den Einzel-
messungen auf Variabilität zurückzuführen. Unterschiede, welche durch Abwei-
chung vom idealen Design auftreten, sind als Unsicherheiten zu interpretieren. 
Dieses Vorgehen soll anhand eines Beispiels verdeutlicht werden. 
Ziel soll es sein, die mittlere Verzehrsmenge eines Lebensmittels (z.B. Hähnchen-
fleisch) in der deutschen Bevölkerung in einer vorgegebenen Woche zu ermitteln. 
Der ideale Versuch diese Menge zu ermitteln wäre, jede Person jeden Tag die 
Mengen abwiegen zu lassen, die sie an Hähnchenfleisch verzehrt. Damit weichen 
die einzelnen Werte vom Mittelwert immer noch ab, je nach Alter, Geschlecht oder 
regionaler Ernährungsweise. Durch diese Einflussvariablen ist somit eine Variabili-
tät der inter-individuellen Verzehrsmenge an Hähnchen gegeben, die auch unter 
idealen Versuchsbedingungen nicht eliminiert werden kann. Analog sind zeitliche 
Unterschiede zwischen den einzelnen Wochentagen als nicht durch das Untersu-
chungsdesign zu verringern und als intra-individuelle Variabilität einzustufen. 
Durch die vollständige Erfassung aller deutschen Personen, sind die Ergebnisse 
jedoch nicht mehr beeinflusst durch einen Stichprobenfehler, z.B. bei Auswahl von 
1.000 zufälligen Personen aus der Gesamtbevölkerung als Grundlage für eine 
Schätzung. Der Stichprobenfehler ist somit eindeutig als eine Unsicherheit einzu-
stufen und nicht als Variabilität. Ebenso konnte durch das Auswiegen der Mengen 
der Messfehler minimiert werden und durch die Festlegung der Woche und die 
Einbeziehung aller Wochentage wurden zeitliche Unterschiede ausgeschaltet. 
Damit zählen alle diese Aspekte zu reduzierbaren Unsicherheiten, die entweder 
Seite 43 
durch das Untersuchungsdesign vermieden werden sollten oder im Rahmen einer 
Unsicherheitsanalyse beschrieben werden müssen. 
Eine technische Trennung von Unsicherheit und Variabilität ist sowohl für eine de-
terministische, als auch für eine probabilistische Modellierung von entscheidender 
Bedeutung, um die Ergebnisse geeignet interpretieren zu können. Im deterministi-
schen Fall werden Variabilitäten durch Verwendung mehrerer Punktschätzer aus-
gedrückt, wie beispielsweise Mittelwerte unterschiedlicher Altersgruppen oder Mit-
telwert und Perzentile der Bevölkerung. Hier sind Konfidenzintervalle oder ander-
weitig abgeleitete Intervallgrenzen geeignet, um die Unsicherheiten der Punkt-
schätzer zu beschreiben. Variabilität drückt sich dann also in der Verschiedenheit 
der einzelnen Punktschätzer aus, Unsicherheit wird für jeden dieser Punktschätzer 
separat betrachtet. 
In der probabilistischen Modellierung werden Verteilungsschätzungen in erster 
Linie genutzt, um einzelne Parameter hinsichtlich ihrer Variabilität zu beschreiben. 
In dem sich ergebenden Modell können dann zusätzlich die Unsicherheiten be-
schrieben werden (EC, 2003).  Hier werden nicht mehr nur markante Punkte der 
Verteilung herausgegriffen, sondern die Verteilung im Ganzen in die Modellierung 
einbezogen. Damit spiegelt die Varianz der abgebildeten Verteilung im Idealfall 
auch die Variabilität des Parameters wieder. Eine Modellierung mittels Monte-
Carlo-Simulationen, in der ausschließlich die Variabilität oder ausschließlich die 
Unsicherheit berücksichtigt wird, wird als 1-dimensionale Monte-Carlo-Analyse 
bezeichnet. Ein Beispiel hierfür ist die von Boyce et al. berechnete Aufnahme von 
inorganischem Arsen (2008). Aber (gerade) auch eine probabilistische Schätzung 
kann Unsicherheiten bergen, die nicht durch eine einzelne Verteilung ausgedrückt 
werden kann. Deshalb wurden die sogenannten zweistufigen Monte-Carlo-
Verfahren entwickelt (Petersen, 2000). Am besten lässt sich das Prinzip am Bei-
spiel einer parametrischen Verteilungsschätzung verdeutlichen. Hierbei ist die an-
gepasste Verteilung eindeutig durch einen oder mehrere Parameter und die Wahl 
der Verteilungsform bestimmt, im Fall der Normalverteilung also durch den Mittel-
wert, die Standardabweichung und die symmetrische Form der Gaußschen Glo-
ckenkurve. Jedoch ist nun jeder der Parameter mit einer Unsicherheit belegt, die 
durch ein Konfidenzintervall oder auch erneut durch eine Verteilungsschätzung 
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ausgedrückt werden kann. Somit ist die genaue Lage und Breite der Verteilung 
unsicher und es kann nicht mit Sicherheit gesagt werden, welche Verteilung aus 
der jeweiligen Verteilungsklasse (z.B. Normalverteilung) die geeignete ist. Ein 
zweidimensionales Monte-Carlo-Verfahren berücksichtigt dies, in dem die Simula-
tionen nicht nur mit einer Verteilung durchgeführt werden, sondern mit mehreren 
verschiedenen Verteilungen wiederholt werden, die jeweils geringfügig in den Pa-
rametern voneinander abweichen. Das Prinzip dieser Verfahren ist in Abbildung 2 
dargestellt und beispielsweise für Mykotoxine, Cadmium und Acrylamid von Bok-
kers et al. (2009) angewendet. In Abbildung 2 ist die beste angepasste Vertei-
lungsform blau dargestellt und die Elemente, welche zur Charakterisierung der 
Variabilität beitragen (Mittelwert, Perzentile) sind grün gekennzeichnet. Gelb dar-
gestellt sind Elemente die Aussagen zur Unsicherheit erlauben (Konfidenzinterval-
le für Mittelwert bzw. Perzentile). Ebenfalls gelb dargestellt sind zwei alternative 
Verteilungen, die sich aus Parameterkombinationen ergeben, die innerhalb der 
vorhandenen Unsicherheiten nicht auszuschließen sind. Die rote Verteilungsfunk-
tion kennzeichnet die Unsicherheit, über die Form der Verteilung. Während in den 
blau und gelb gekennzeichneten Fällen eine rechtsschiefe Verteilung verwendet 
wurde, kann es Analysen geben, in denen nicht auszuschließen ist, dass eigent-













Abbildung 2: Grafische Darstellung der unterschiedlichen Abbildung von Variabilität und Unsicher-
heit in einer Verteilung. 
 
Aufgrund des hohen Rechenaufwandes der mit zweistufigen Monte-Carlo-
Verfahren verbunden ist und dem oft unzureichenden Bewusstsein um die Bedeu-
tung der Unsicherheitsanalyse werden bislang häufig nur eindimensionale proba-
bilistische Analysen durchgeführt. Fälschlicherweise wird dann das 95-te Perzentil 
der sich ergebenden Schätzung für die Aufnahme als konservativer Wert angese-
hen. In den meisten Fällen ist dies jedoch lediglich ein Schätzer, der einen oberen 
Wert der Verteilung innerhalb der Bevölkerung darstellt, also ein Ausdruck der Va-
riabilität. Diese Schätzung ist aber wie alle statistischen Aussagen selbst mit Unsi-
cherheiten verbunden, als konservativer Schätzer für ein oberes Perzentil der Be-
völkerung kann also lediglich ein Schätzer unter Berücksichtigung von Unsicher-
heiten bezeichnet werden. Im Beispiel des 95-ten Perzentils wäre also nicht das 
Perzentil selber der konservative Schätzer, sondern beispielsweise die obere 
Grenze des Konfidenzintervalles für die Schätzung des 95-ten Perzentils. 
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Bei unzureichender Trennung von Variabilität und Unsicherheit ist eine vorsichtige 
Interpretation der Ergebnisse angezeigt. Mehrere probabilistische Modellierungen 
arbeiten mit nichtrepräsentativen Daten und der Begründung, dass sich trotz allem 
die Bandbreite der möglichen Werte widerspiegelt und somit zusätzliche Informa-
tion gewonnen werden kann. Dies ist im Prinzip richtig, jedoch ist dann streng ge-
nommen die Aussage eine andere, als ursprünglich in probabilistischen Verfahren 
angestrebt. Nichtrepräsentative Daten sind grundsätzlich (auch bei hoher Stich-
probengröße) nicht in der Lage die tatsächliche Varianz in der Bevölkerung abzu-
bilden. Damit sind die dargestellten Verteilungen allenfalls als Unsicherheiten in-
terpretierbar und ein abgeleitetes oberes oder auch unteres Perzentil ist dann kein 
Ausdruck der Variabilität, sondern der Unsicherheit. In diesen Fällen liegt also ein 
eindimensionales Monte-Carlo-Verfahren zugrunde, welches ausschließlich Unsi-
cherheiten berücksichtigt. Ein zweidimensionales Monte-Carlo-Verfahren ist nicht 
sinnvoll anwendbar, da die Variabilität nicht sinnvoll abgebildet werden kann. 
Liegen dagegen repräsentative Daten vor, in denen Variabilität gut dargestellt 
werden kann, so ist die Anwendung zweidimensionaler Monte-Carlo-Verfahren 
nötig, um sowohl Aussagen zur Variabilität, als auch zur Unsicherheit treffen zu 
können. Wie oben erläutert, würden eindimensionale Verfahren, die lediglich zur 
Darstellung der Varianz in der Exposition angewendet werden, nicht notwendiger-
weise zur Konservativität im statistischen Sinne der Schätzung führen. 
3.6 Quantitative Verfahren zur Charakterisierung von Unsicherheiten 
In diesem Abschnitt sollen Verfahren diskutiert werden, die eine Quantifizierung 
von Unsicherheiten bereits während der Modellierung ermöglichen, so dass sich 
diese im modellierten Ergebnis direkt widerspiegeln. Diese beziehen sich vor al-
lem auf die Beschreibung von Parameterunsicherheiten. Modellunsicherheiten und 
Unsicherheiten auf Grundlage von Nichtwissen können mit Verfahren der Sensiti-
vitätsanalyse getestet werden. 
Prinzipiell kann dabei in Anlehnung an den WHO-Report (WHO, 2008a) zur Unsi-
cherheitsanalyse  unterschieden werden in:  
o Verfahren der Verwendung von Intervallgrenzen, 
o statistische Methoden basierend auf empirischen Daten unter Verwen-
dung von Verteilungsannahmen, 
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o statistische Methoden basierend auf empirischen Daten unter Verwen-
dung numerischer Simulationen, 
o Bayes-Ansätze und 
o die Fuzzy-Methode. 
Dabei muss für diese Ansätze zunächst nicht nach deterministischer und probabi-
listischer Modellierung unterschieden werden. Eine Beschreibung der Parameter-
unsicherheit ist sowohl für die mittleren und „worst-case“-Schätzungen im deter-
ministischen Fall von Bedeutung, als auch im Rahmen einer probabilistischen 
zwei-dimensionalen Monte-Carlo-Analyse.  
Die Verwendung von Intervallgrenzen zur Beschreibung von Unsicherheiten ist 
das einfachste beschriebene Verfahren unter den quantitativen Ansätzen zur Be-
schreibung der Parameterunsicherheit. Die EFSA (2006) verweist auf diese Mög-
lichkeit bei der im deterministischen Sinne Grenzen in denen sich ein Parameter 
maximal bewegen kann, in die Modellierung einbezogen werden. Ausführlich wird 
dieses Verfahren auch von der WHO (2008) diskutiert. Ein analoger Ansatz wird 
von Frey und Patil (2002) als Verfahren zur Sensitivitätsanalyse unter der Be-
zeichnung „Nominal Range“-Sensitivitätsanalyse beschrieben. Jedoch kann die-
ses Verfahren auch prospektiv im Laufe der Modellierung und nicht erst im An-
schluss an die Modellierung verwendet werden, wie in den anderen Quellen be-
schrieben. 
Die Nutzung von Intervallgrenzen ist ein sehr intuitives Verfahren und bezieht 
Kenntnisse jenseits von empirisch erhobenen Daten ein, um die Intervallgrenzen 
entsprechend zu definieren. Grundlagen hierfür können sowohl aufgrund natürli-
cher physikalisch, chemischer Gesetzmäßigkeiten abgeleitet werden oder auf Ba-
sis anderer Plausibilitätsüberlegungen und Expertenmeinungen festgelegt werden. 
Nach Festlegung der Intervallgrenzen in denen sich ein Parameter maximal be-
wegen kann, erfolgt die Berechnung der Exposition und des daraus resultierenden 
Risikos sowohl unter Verwendung aller unteren Intervallgrenzen, als auch unter 
Verwendung aller oberen Intervallgrenzen. 
Für dieses Verfahren muss keine Information vorliegen, wie sich der Parameter 
innerhalb der Intervallgrenzen verhält und wie er zu anderen Parametern korres-
pondiert. Die Intervallmethode ist damit ein sehr einfaches Verfahren, bei dem 
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auch für verhältnismäßig ungünstige Datenlagen eine Aussage über die Unsicher-
heiten getroffen werden kann. Der Nachteil bei dieser Methode liegt darin, dass 
hier Extreme für jeden Parameter miteinander multipliziert werden, was zu sehr 
unrealistischen Schätzungen der Exposition führt und somit zu einer Überschät-
zung der tatsächlichen Unsicherheiten. Jedoch kann dieses Verfahren auch be-
nutzt werden, um Grenzverteilungen (probability bound analysis = PBA) festzule-
gen, wenn die für einen 2-dimensionalen Monte-Carlo-Ansatz notwendige Tren-
nung von Variabilität und Unsicherheit nicht möglich ist (Ferson, 1996). Sander et 
al. (2006) demonstrieren am Beispiel einer Aufnahmeschätzung für Cadmium, 
dass die Verwendung von Grenzverteilungen eine Alternative zu 2-dimensionalen 
Monte-Carlo-Ansätzen sein kann. Das für die Intervallgrenzen auftretende Prob-
lem der groben Überschätzung besteht hierbei nicht, da innerhalb der Grenzvertei-
lungen ebenfalls zufällig Werte generiert werden. 
Allerdings verweist die EFSA (2006) darauf, dass es nicht möglich ist, Unsicher-
heiten und Variabilität bei der Festsetzung von Intervallgrenzen und der Verwen-
dung von Grenzverteilungen in geeigneter Weise zu trennen. Wenn Informationen 
vorliegen, die eine Schätzung der Intervallgrenzen im Sinne von Konfidenzinterval-
len (wie im Folgenden beschrieben) ermöglichen, so sind diese zu bevorzugen, da 
Konfidenzintervalle genauere Aussagen und eine Trennung von Variabilität und 
Unsicherheiten ermöglichen. 
Bei Vorliegen von empirischen Daten können prinzipiell zwei Methoden unter-
schieden werden, die analytischen und die Simulationsverfahren. Grundlage in 
beiden Fällen ist das Stichprobenmodell. Voraussetzung hierfür ist eine repräsen-
tative Zufallsstichprobe. Auf Basis dieser Stichprobe können dann Schätzungen 
für die Parameter im Modell abgeleitet werden. Unsicherheiten ergeben sich hier 
in Folge der Extrapolation von der Stichprobe auf die Grundgesamtheit der Werte. 
Diese kann durch Konfidenzintervalle quantifiziert werden, die damit das wichtigs-
te Instrument zur Beschreibung von Parameterunsicherheiten in der klassischen 
Statistik darstellen. Konfidenzintervalle können jedoch nicht die Unsicherheiten 
abbilden, die aufgrund einer nicht repräsentativ gezogenen Stichprobe ins Kalkül 
gezogen werden müssen. Verzerrungen der Stichprobe gegenüber der Grundge-
samtheit aufgrund nicht repräsentativer Daten können in Einzelfällen durch eine 
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Gewichtung der Stichprobe ausgeglichen werden. Sind einzelne Teile der Grund-
gesamtheit gar nicht in der Stichprobe vorhanden oder zu stark unterrepräsentiert, 
so kann die daraus resultierende Unsicherheit lediglich quantitativ beschrieben 
werden. 
Die analytische Methode und die Simulationsverfahren unterscheiden sich dabei 
hinsichtlich der Art der Berechnung der Konfidenzintervalle. Welches Verfahren im 
konkreten Fall Anwendung findet bestimmt sich aus der Komplexität des Modells 
und Annahmen über die in der Grundgesamtheit vorliegende parametrische Ver-
teilung. 
Die Anwendung analytischer Verfahren zur Bestimmung von Konfidenzintervallen 
erfordert, dass die zugrunde liegende parametrische Verteilungsform bekannt ist. 
Bei der Ableitung von Konfidenzintervallen auf Basis parametrischer statistischer 
Verteilungen spielen neben der Verteilungsform die Stichprobengröße und Varianz 
bzw. Standardabweichung eine besondere Rolle. Können sinnvolle Annahmen 
über die Verteilungsform gemacht werden und sind Angaben zu Stichprobenum-
fang und Standardabweichung bekannt, kann mittels analytischer Verfahren bei-
spielsweise ein Konfidenzintervall für den Mittelwert auch ohne Vorliegen der Ein-
zeldaten erfolgen. Die in der Statistik am besten untersuchte Verteilung ist die 
Normalverteilung. Bei Vorliegen einer Normalverteilung kann ein Konfidenzinter-
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Dabei bezeichnet KI  das Konfidenzintervall mit den oberen und unteren Kon-
fidenzschranken ( oK  und uK ). Der Mittelwert der Stichprobe ist mit x  bezeichnet 














. Der Faktor 
FGk ,1 α−  bezeichnet den Wert der Student t-Verteilung zum Sicherheitsniveau ( )α−1  
und der durch die Anzahl der Werte vorhandenen Freiheitsgrade ( 1−= nFG ). 
Diese Werte sind in der statistischen Grundlagenliteratur publiziert (z.B. Fahrmeier 
et. al., 2004) und dort ablesbar. Verbreitet ist die Verwendung von 95% als Wert 
für ( )α−1 . Für eine Stichprobengröße ab 30 Werten kann die Student t-Verteilung 
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durch die Standardnormalverteilung hinreichend gut approximiert werden (Cullen 
und Frey, 1999). Der Wert 95,0k  der Standardnormalverteilung liegt bei nähe-
rungsweise 1,96, so dass häufig vereinfachend mit 2 gerechnet wird. 
Bekanntermaßen sind Verteilungen, die Gehalte von Stoffen in Lebensmitteln be-
schreiben oft nicht normalverteilt, sondern eher rechtsschief. In diesen Fällen kann 
die oben beschriebene Formel nicht ohne weitere Prüfung angewendet werden. 
Das Vorliegen der Normalverteilung ist somit vorher abzusichern. Für die Daten 
des LM-M wird diskutiert, wie wesentlich die Annahme der Normalverteilung für 
die Schätzung der Konfidenzintervalle tatsächlich ist und ob die Formel auch bei 
Vorliegen rechtsschiefer Verteilungen genutzt werden kann. Konfidenzintervalle 
können analytisch auch für andere statistische Kennwerte und einige andere Ver-
teilungen als die Normalverteilung (Johnson et al., 1994) abgeleitet werden. Je-
doch existieren nicht für alle Verteilungen entsprechende analytische Ableitungen. 
Da zudem die Information über die vorliegende Verteilung in der Grundgesamtheit 
selten gegeben ist, werden in der Regel Simulationsverfahren genutzt, um bei Vor-
liegen von Einzeldaten Konfidenzintervalle für statistische Parameter zu schätzen. 
Simulationsverfahren beruhen auf dem Bootstrap-Prinzip oder einem davon abge-
leiteten Verfahren. Der Begriff „Bootstrap“ geht auf das englische Sprichwort „pull 
oneself up by one’s bootstrap“ (Efron und Tibshirani, 1993) (sich an den eigenen 
Stiefelriemen herausziehen), was dem deutschen Sprichwort, „sich an den eige-
nen Haaren aus dem Sumpf ziehen“ gleichkommt. Im statistischen Sinne bedeutet 
es, dass man unter bester Verwendung vorliegender Informationen versucht etwas 
über den Stichprobenfehler zu erfahren, der sonst ausschließlich bei Vorlage meh-
rerer Stichproben geschätzt werden kann. Dazu werden aus der vorliegenden 
Stichprobe zufällig neue Stichproben generiert, in dem mit Zurücklegen gezogen 
wird. Für jede dieser neuen Stichproben, die als Simulation bezeichnet werden, 
wird die interessierende statistische Kennzahl berechnet, zum Beispiel der Mittel-
wert. Dann lassen sich aus allen Simulationen Mittelwerte der Mittelwerte berech-
nen und natürlich auch Konfidenzintervalle, als der Bereich, in den eine gewisse 
Prozentzahl der Mittelwerte aller Simulationen fällt. Bei ausreichend großer Anzahl 
Simulationen liefern die Schätzungen auf Grundlage dieser Methoden zuverlässi-
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ge Schätzungen. Für eine weitergehende Diskussion zu den Bootstrap-Verfahren 
sei auf das Buch von Efron und Tibshirani (1993) verwiesen. 
Neben den Verfahren der numerischen und analytischen Berechnung von Kon-
fidenzintervallen sollen nun noch zwei andere Ansätze: die Bayes-Verfahren und 
die Fuzzy-Methode kurz dargestellt werden. 
Bayes-Ansätze unterscheiden sich von der zur Abgrenzung häufig sogenannten 
„klassischen Statistik“ dadurch, dass sie zusätzlich vorhandenes Expertenwissen 
berücksichtigen können. In der klassischen Statistik ist das Verständnis des Be-
griffes der Wahrscheinlichkeit mit der Häufigkeit des Auftretens eines Ereignisses 
bei wiederholter Anzahl von Versuchen assoziiert, dagegen beschreibt der 
Bayessche Wahrscheinlichkeitsbegriff eher die Zuverlässigkeit begründeter An-
nahmen, die auf Basis existierender Vorinformationen getroffen wurden (Warren-
Hicks et al., 1996). Die Idee des Bayes-Ansatzes geht auf die Verwendung be-
dingter Wahrscheinlichkeiten zurück. Auf Basis eines a-priori vorhandenen Exper-
tenwissens wird eine statistische a-priori-Verteilung angenommen. Diese wird mit 
Hilfe von empirischen Daten validiert, um eine a-posteriori-Verteilung abzuleiten. 
Die a-posteriori-Verteilung ermöglicht dann eine bessere Beschreibung der 
Grundgesamtheit (EC, 2003). Dieser Prozess kann bei Bedarf iterativ fortgesetzt 
werden. Das Prinzip des Bayesschen Ansatzes im Zusammenhang mit Risikobe-
wertungen von Chemikalien stellt Hill (1996) sehr anschaulich dar. Genau wie in 
der klassischen Statistik können auch in der Bayesschen Statistik Monte-Carlo-
Simulationen verwendet werden (Lavine, 1996; Warren-Hicks et al., 1996): Für 
entsprechend große Stichprobenzahlen liefern die Methoden nach Bayes und die 
„klassische“ Statistik dieselben Schätzergebnisse. Paulo et al. (2005) zeigen am 
Beispiel von Pestiziden, dass der Bayessche Ansatz zu vergleichbaren Ergebnis-
sen führt, wie die Nutzung von Monte-Carlo-Simulationen aus den empirischen 
Daten. Der Vorteil der Bayes-Methoden liegt darin, dass bei gutem Vorwissen der 
Experten mit relativ geringem Stichprobenaufwand eine gute a-posteriori-
Schätzung abgeleitet werden kann. Der Nachteil liegt in der Abhängigkeit vom gu-
ten Expertenwissen sowie in der quantitativen Erfassung und in der Messbarkeit 
der Güte dieses Expertenwissens. Ein weiterer Nachteil ergibt sich aus der höhe-
ren Komplexität der Bayesschen Verfahren (Smith et al. 1996; Paulo et al., 2005; 
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Efron, 1986). So ist gerade hier eine quantitative Beschreibung von Unsicherhei-
ten nicht oder schwer möglich.  
Neben den benannten Vor- und Nachteilen wird bis heute in Statistikerkreisen eine 
oft sehr emotionale und eher philosophische Debatte über die Berechtigung der 
Bayesschen Statistik geführt, die sich vor allem mit der Rolle der Subjektivität im 
wissenschaftlichen Arbeiten auseinandersetzt, die ein wichtiges Element der 
Bayesschen Statistik bildet. Aber auch innerhalb der Bayesschen Statistik sind 
subjektive von objektiven Ansätzen zu differenzieren (Efron, 1986). 
Cox et. al (2004) haben beispielhaft gezeigt, wie auch Bayessche Ansätze in der 
Unsicherheitsanalyse verwendet werden können, verbunden mit einer Sensitivi-
tätsanalyse der notwendigen Annahmen. Entsprechend argumentieren Chapman 
et al. (1996), dass für eine so herausfordernde Aufgabe, wie der Unsicherheits-
analyse nicht ausschließlich die gebräuchlichsten oder einfachsten Ansätze ver-
wendet werden und unterstreichen, dass beide Ansätze ihren Platz in der Unsi-
cherheitsanalyse haben und sich nicht gegenseitig ausschließen. Auch wenn der 
Autor dieser Arbeit sich dem grundsätzlich anschließt, wird im Weiteren aus-
schließlich auf die klassische Statistik Bezug genommen. 
Die bei der WHO (2008) beschriebenen Fuzzy-Methoden verfolgen ein von der 
klassischen Statistik losgelöstes Konzept. Sie basieren darauf, dass die Unsicher-
heit der Zuordnung von Parametern zu Zuständen oder Klassen nicht absolut, 
sondern mit einer bestimmten Wahrscheinlichkeit erfolgt. Demnach nimmt ein Pa-
rameter auch keine konkrete Ausprägung an, sondern nimmt diese nur mit einer 
bestimmten Wahrscheinlichkeit an oder nicht an. Einen Vergleich von Fuzzy- und 
Monte-Carlo-Simulationen führen Davidson und Rykes (2003) durch. Am Beispiel 
einer Modellierung für Campylobacter jejuni in Geflügel zeigen sie, dass sich glei-
che mittlere Schätzer ergeben, die sich ergebende Verteilung bei der Fuzzy-
Methode jedoch breiter ist und schlussfolgern, dass die Fuzzy-Methode einen 
konservativeren Ansatz im Fall einer schlechten Datenlage bildet. Dieses Konzept 
repräsentiert sehr gut den Ansatz, wie Unsicherheiten im Sinne unvollständiger 
Information beschrieben werden können. Jedoch ist die Aussagekraft der Ergeb-
nisse der Modellierungen umstritten und dieser Ansatz liefert zudem keine Mög-
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lichkeit Unsicherheiten vorliegender Datenquellen zu quantifizieren (WHO, 2008a) 
und wird demzufolge nachfolgend nicht berücksichtigt. 
Von den hier vorgestellten Verfahren zur Beschreibung von Parameterunsicher-
heiten während der Modellierung wird aufgrund der dargelegten Vor- und Nachtei-
le die Angabe von Konfidenzintervallen vorzugsweise mittels Bootstrap-Verfahren 
für die betrachteten Datenquellen als beste Methode angesehen und für die quan-
titative Unsicherheitsbeschreibungen der betrachteten Datenquellen genutzt. 
Bootstrap-Verfahren sind nicht ohne weitere Vorkenntnisse in der Standardsoft-
ware als Unsicherheitsanalysen nutzbar, weshalb der in der Arbeit verwendete 
Bootstrap-Algorithmus in ein einfach handhabbares Excel-Datenblatt (unter Nut-
zung von @RISK) mit hinterlegtem Makro umgesetzt wurde und mit der Arbeit all-
gemein zugänglich gemacht wird. Damit soll es auch weniger geschulten Anwen-
dern ermöglicht werden diese Verfahren selbständig anzuwenden.  
3.7 Sensitivitätsanalysen 
Häufig werden Unsicherheitsanalysen und Sensitivitätsanalysen nicht nur in einem 
Atemzug genannt, sondern auch weitestgehend gleichgesetzt. Jedoch liefern 
Sensitivitätsanalysen nur einen Teil der in einer Unsicherheitsanalyse gewünsch-
ten Information. Unter dem Begriff Sensitivitätsanalysen sind mathematische Ver-
fahren verschiedener Komplexität zu verstehen, die den Bewerter in die Lage ver-
setzen, den Einfluss einzelner Unsicherheiten auf Kennzahlen der Gesamtexposi-
tionsbewertung zu messen und darzustellen (Frey und Patil, 2002). Dies setzt je-
doch eine qualitative und quantitative Beschreibung der Unsicherheiten für die 
einzelnen Parameter, Datenquellen oder auch Modellunsicherheiten voraus, die 
anschließend hinsichtlich Ihrer Auswirkung gemessen und verglichen werden. 
Damit stellt die Sensitivitätsanalyse lediglich einen letzten Schritt in einer quantita-
tiven Betrachtung dar, der es ermöglicht unter mehreren Unsicherheiten eine 
Rangfolge abzuleiten, welche Unsicherheiten zuvorderst in zukünftigen verfeiner-
ten Analysen eingeschränkt werden sollten. Sie können allerdings auch im indirek-
ten Verfahren Aufschluss geben, um beispielsweise maximal tolerierbare Unsi-
cherheiten zu ermitteln, um ein vorgegebenes Sicherheitsniveau nicht zu über-
schreiten. Da Sensitivitätsanalysen auf gängige mathematische Verfahren zurück-
zuführen sind, bereits ausführlich in der Literatur beschrieben wurden (z.B. Frey 
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1993; Cullen und Frey 1999; USEPA 2001; Frey und Patil 2002; WHO, 2008a) 
und in Standard-Software-Paketen zur Risikobewertung implementiert sind (z.B. 
@RISK6, Analytika7, CREMe8) soll hier lediglich ein kurzer Überblick der verschie-
denen Verfahren gegeben werden. Zudem soll der Fokus dieser Arbeit auf der 
Beschreibung von Unsicherheiten für typische Datenquellen liegen, so dass Sensi-
tivitätsanalysen nur aus Gründen der Vollständigkeit dargestellt werden. 
3.7.1 Nominal-Range-Sensitivity-Analyse (NRSA) 
Nähert man sich intuitiv der Fragestellung des Einflusses einzelner Eingangspa-
rameter auf das Gesamtergebnis, ergibt sich das einfachste Verfahren der Sensi-
tivitätsanalyse, das „Nominal-Range“-Verfahren. Hierbei werden alle Parameter 
des Modells konstant gehalten und lediglich der interessierende Parameter wird 
über einen definierten Unsicherheitsbereich variiert (Cullen und Frey, 1999). Die 
Auswirkung auf das Gesamtergebnis kann dann sowohl absolut oder auch relativ 
zum Standardparameterwert dargestellt und bewertet werden. Auch wenn das 
Verfahren durch seine Einfachheit einen breiten Einsatz findet, liegt doch der ent-
scheidende Nachteil des Verfahrens darin, dass das Zusammenwirken verschie-
dener Modellparameter auf das Endergebnis nicht oder nur unzureichend model-
liert werden kann (Cullen und Frey, 1999). Während der Nachteil bei Modellen mit 
ausschließlich linearen Einflussgrößen kaum zum Tragen kommt, besteht insbe-
sondere bei nichtlinearen Modellen die Gefahr, Parameterkombinationen zu über-
sehen, die einen entscheidenden Einfluss auf das Gesamtergebnis haben können. 
Werden nach diesem Verfahren Unsicherheitsintervalle verschiedener Parameter 
kombiniert, um den gemeinsamen Einfluss zu testen, führt dies aufgrund der star-
ren Intervallgrenzen im deterministischen Fall zu deutlichen Überschätzungen der 
Höhe der Unsicherheit. 
                                            
6
 Palisade Corporation, http://www.palisade.com/risk/  
7
 Lumina Decision Systems, http://www.cremeglobal.com/products/ 
8
 CREMe Software Ltd, http://www.lumina.com/ 
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3.7.2 „Break-even“ oder Szenarioanalyse 
Aus der Wirtschaftswissenschaft ist die Idee zur „Break-even“ Analyse entlehnt. 
Ihre Übertragung und Anwendung im Rahmen von Sensitivitätsanalysen wird von 
Frey und Patil (2002) diskutiert. Dasselbe Prinzip ist unter anderem im Programm 
@RISK© unter dem Namen Szenarioanalyse (Palisade Corp., 2005) umgesetzt. 
Hier handelt es sich jedoch nicht um eine Sensitivitätsanalyse im bisher beschrie-
benen Sinn, sondern eher um die Umkehrung der Herangehensweise. Zunächst 
werden ein oder mehrere kritische Punkte für die Gesamtexposition identifiziert. 
Für diese wird anschließend untersucht, unter welchen Bedingungen diese Ge-
samtexposition erreicht wird und welchen Anteil die Einzelparameter daran haben. 
3.7.3 Regressions-Verfahren 
Regressionsanalysen, wie beispielsweise die multiple lineare Regression, zählen 
zu den am häufigsten genutzten Verfahren, um funktionelle Zusammenhänge sta-
tistisch aufzuzeigen. Für eine detaillierte Beschreibung der Regressionsanalysen 
sei auf Grundlagenbücher der Statistik (z.B. Fahrmeir et al., 2004) verwiesen. Re-
gressionsverfahren können ebenso für Sensitivitätsanalysen herangezogen wer-
den, indem die Regressionskoeffizienten als Maß der Sensitivität angesehen wer-
den (Frey und Patil, 2002). Für einen Vergleich des Einflusses verschiedener Va-
riablen ist dabei eine vorherige Standardisierung der einzelnen Eingangsparame-
ter nötig. Der Test eines Parameters, ob er signifikant verschieden von null ist, 
kann dann als Sensitivitätsmaß verwendet werden. Erklärungsvariablen im Re-
gressionsmodell ohne signifikanten Einfluss, sind wenig sensitiv in Bezug auf die 
Gesamtexposition. Ein signifikanter Einfluss kann als Zeichen einer Sensitivität 
gewertet werden, die Größe des Regressionskoeffizienten macht eine Aussage 
zur Höhe der Sensitivität. Neben der Signifikanz der geschätzten Regressionsko-
effizienten kann im Sinne einer schrittweisen Regressionsanalyse, die Änderung 
im Bestimmtheitsmaß R² genutzt werden, um die Höhe der Sensitivität zu bestim-
men (Frey und Patil, 2002) und sensitive Parameter zu selektieren. 
Vorteile von Regressionsverfahren liegen in ihrer vielfältigen Einsatzmöglichkeit 
und weiten Verbreitung sowie der Umsetzung in den meisten der gängigen Simu-
lationsprogramme. Ein weiterer Vorteil ist, dass die Parameter gleichzeitig be-
trachtet werden und nicht wie in der NRSA unter festhalten aller anderen Parame-
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ter. Als Nachteil sind die üblicherweise an eine Regression zu stellenden und un-
ter Umständen einschränkenden Voraussetzungen zu nennen. Diese betreffen die 
Unabhängigkeit der Einflussgrößen, die Voraussetzungen an die Verteilung der 
Residuen (z.B. Normalverteilung) und die Korrektheit des unterstellten funktionel-
len Zusammenhanges an sich. Die Voraussetzungen an die Verteilung können 
oftmals durch die Verwendung spezieller Regressionsverfahren und Methoden der 
Rangregression erfüllt werden. Für letztere ist lediglich die relativ schwache Un-
terstellung eines monotonen Zusammenhanges zu erfüllen. 
3.7.4 Korrelationskoeffizienten 
Korrelationskoeffizienten sind das Standardinstrument in der Statistik, um Zu-
sammenhänge zwischen Variablen aufzuklären. Zu den Hintergründen der Korre-
lationsanalyse sei deshalb auf Grundlehrbücher der Statistik verwiesen (z.B. 
Fahrmeir et al., 2004). Die Richtung, Höhe und Signifikanz des über Korrelations-
koeffizienten beschriebenen Zusammenhanges kann auch als Maß der Sensitivität 
der Variablen untereinander betrachtet werden, wie unter anderem von Frey et al. 
(2003) beschrieben. Bei einer Korrelation nahe -1 oder nahe +1 ist für eine Ände-
rung im Eingangsparameter eine Änderung in der Gesamtexposition sehr wahr-
scheinlich. Aufgrund der Standardisierung aller Korrelationskoeffizienten auf das 
Intervall [-1,+1] ist eine Vergleichbarkeit des Einflusses mehrerer Parameter mög-
lich und es ist möglich eine Rangfolge zu erstellen. Als Korrelationsmaße können 
sowohl der Pearson-Korrelationskoeffizient, als auch der Spearman-
Rangkorrelationskoeffizient eingesetzt werden. Letzterer empfiehlt sich, wenn die 
nötigen Voraussetzungen für die Tests der Pearsonkorrelationen auf Signifikanz 
verletzt sind (keine Normalverteilung der Residuen für die Gesamtexposition oder 
keine Varianzhomogenität). Im Falle der Rangkorrelation wird lediglich ein mono-
toner Zusammenhang vorausgesetzt. 
Unabhängig von der Art des Korrelationskoeffizienten gibt dieser keine Auskunft 
über die Stärke der zu erwartenden Änderung, was einen Nachteil bei der Inter-
pretation als Sensitivitätsmerkmal darstellt. Als weiterer Nachteil ist die korrekte 
Interpretation der Ergebnisse einer Korrelationsanalyse zu nennen. Eine gemes-
sene Korrelation kann möglicherweise dadurch verursacht werden, dass eine drit-
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te Variable sowohl auf die Einflussvariable, als auch auf die Gesamtexposition 
wirkt und damit der Zusammenhang nicht ursächlich ist (Frey et al., 2003). 
3.7.5 Klassifikations- und Regressionsbäume (CART) 
Klassifikations- und Regressionsbäume (CART) sind ein starke verallgemeinerte 
Form der Diskriminanzanalyse (Ripley, 1996). Ziel ist es Entscheidungen daten-
basiert zu generieren, die Beobachtungen bestimmten Klassen zuordnen. Damit 
ergeben sich bei jeder Verzweigung (auch Knoten genannt) zwei oder mehrere 
neue Klassen, die in weiteren iterativen Schritten weiter differenziert werden. Der 
große Vorteil der CART-Verfahren liegt in ihrer Flexibilität und Anschaulichkeit, die 
es ermöglicht die automatisierten statistischen Entscheidungen inhaltlich nachzu-
vollziehen und zu interpretieren. Auch CART-Verfahren lassen sich im Rahmen 
von Sensitivitätsanalysen einsetzen (Frey et al., 2003). Analog wie bei der schritt-
weisen Regression kann die Erklärungsgüte des Modells für einen Klassifikations-
baum bestimmt werden. Dies kann vor jeder neu definierten Verzweigung gesche-
hen, so dass sich in Abhängigkeit für die bei der Entscheidung zugrunde liegende 
Variable, der Einfluss der Variable auf die Gesamterklärungsgüte des Modells und 
somit der Gesamtexposition bestimmen lässt. Diese kann dann wiederum als Maß 
der Sensitivität interpretiert werden. 
Neben dem großen Vorteil der Veranschaulichung und relativ einfachen Interpre-
tation der entstehenden Baumstrukturen und Regeln, besteht ein Nachteil der 
Klassifikations- und Regressionsbäume in der Umsetzbarkeit in der verfügbaren 
Standardsoftware. 
3.7.6 Varianzanalyse (ANOVA) 
Analog zur Regressionsanalyse kann auch eine Varianzanalyse (ANOVA) im 
Rahmen von Sensitivitätsanalysen eingesetzt werden (Frey und Patil, 2002). Bei 
der Varianzanalyse werden im Gegensatz zur Regressionsanalyse Mittelwertun-
terschiede der Gesamtexposition hinsichtlich verschiedener Faktorausprägungen 
der Einflussfaktoren untersucht. Die Einflussfaktoren müssen dabei nicht zwangs-
läufig metrisch sein, sondern liegen in verschiedenen Stufen vor, die sowohl durch 
nominale Merkmalsausprägungen als auch durch gruppierte metrische Variablen 
definiert sein können. Zu Details hinsichtlich des Verfahrens der Varianzanalyse 
und der Voraussetzungen (Normalverteilung der Fehlervariablen bzw. der Ge-
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samtexposition, Varianzhomogenität) sei wiederum auf Standard-
Statistikhandbücher verwiesen (z.B. Fahrmeir et al., 2004) Ebenso wie bei der 
Regressionsanalyse kann auch bei einer Varianzanalyse das Vorhandensein von 
signifikanten Faktoren als Sensitivität interpretiert werden. Über den Vergleich von 
Modellen mit reduzierten Faktoren im Vergleich zum vollständigen Modell anhand 
des Bestimmungsmaßes, kann ein Vergleich der Faktoren durchgeführt und ihr 
Anteil an der  Erklärung der Gesamtvarianz in der Gesamtexposition ermittelt wer-
den. Eine beispielhafte Anwendung der Varianzanalyse als Sensitivitätsanalyse 
findet sich in Mokhtari und Frey (Mokhtari und Frey, 2005). Da eine Varianzanaly-
se bei entsprechender Zahl von Faktorstufen schnell aufwendig wird, ist zu emp-
fehlen, die Anzahl von Faktoren vorab durch NRSA zu reduzieren. 
3.7.7 Grafische Verfahren 
Graphische Analysen können unterstützend in Sensitivitätsanalysen eingesetzt 
werden. Verbreitet ist der Einsatz von Streudiagrammen (Frey et. Al, 2003; Vose, 
2003) sogenannten bedingten Sensitivitätsanalysen. Die Streudiagramme können 
verwendet werden, um durch eine paarweise Darstellung von Einflussgröße und 
Gesamtexposition den funktionalen Zusammengang zu veranschaulichen. Oft sind 
diese deshalb auch geeignet, im Vorfeld einer quantitativen Sensitivitätsanalyse 
zum Einsatz zu kommen. Anhand der Streudiagramme lassen sich Voraussetzun-
gen für quantitative Verfahren, wie zum Beispiel die Linearität des Zusammen-
hangs, anschaulich überprüfen. 
Die von Frey et. al (Frey et. al, 2003) vorgestellte bedingte Sensitivitätsanalyse 
kann als ein grafisches Verfahren zur Erweiterung der NRSA verstanden werden. 
Der Nachteil der NRSA-Verfahren bestand ganz wesentlich in der Beschränkung 
darauf, dass immer nur ein Parameter variiert werden kann, während andere kon-
stant gehalten werden. Die Auswirkungen für diesen Parameter können numerisch 
oder in einem Streudiagramm dargestellt werden. Soll jedoch in einer „Nominal-
Range“-Analyse der Einfluss eines Faktors A unter verschiedenen Annahmen 
(Bedingungen) über einen zweiten Faktor B getroffen werden, so lässt sich das 
Ergebnis effektiver grafisch als numerisch darstellen. Hierzu werden im selben 
Streudiagramm zwei oder mehr unterschiedliche Datenreihen abgebildet. Denkbar 
ist zum Beispiel die Datenpunkte für die paarweisen Werte von Einflussfaktor A 
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zur Gesamtexposition darzustellen unter der Annahme, dass Faktor B seinen mi-
nimalen Wert annimmt und parallel dazu die paarweisen Werte unter der Bedin-
gung, dass Faktor B einen mittleren bzw. maximalen Wert annimmt. 
Auch die Ergebnisse der Sensitivitätsanalysen mittels Regression und Korrelation 
lassen sich grafisch darstellen. Sogenannte Tornado-Diagramme (Vose, 2003) 
stellen den Einfluss der einzelnen Faktoren auf das Endergebnis vergleichend dar. 
Hier wird der im Regressionsmodell gemessene Einfluss der Einzelfaktoren (z.B. 
als Korrelation) wie oben beschrieben grafisch nach Größe absteigend aufgetra-
gen, so dass ein tornadoförmiges Diagramm entsteht. 
3.7.8 Zusammenfassung 
Neben den erwähnten Methoden zur Sensitivitätsanalyse werden in der Literatur 
eine Reihe weiterer Verfahren beschrieben, die anderen Bereichen entlehnt sind 
und auf die Frage der Sensitivität übertragen wurden. Diese Verfahren haben häu-
fig den Nachteil, dass sie relativ komplex sind, von Standardsoftware kaum unter-
stützt werden oder lediglich unter sehr einschränkenden Voraussetzungen valide 
Ergebnisse generieren. Deshalb wurden hier die am breitesten eingesetzten Ver-
fahren dargestellt. Zusammenfassend lässt sich sagen, dass Sensitivitätsanalysen 
genutzt werden können, um: 
o Die Auswirkungen von Unsicherheiten zu untersuchen und transparente 
Bewertungen als Grundlage für das Risikomanagement zu erarbeiten, 
o einflussreiche Risikofaktoren zu ermitteln und damit Prioritäten für Risikom-
inimierung zu identifizieren und um Datenlücken gezielt zu schließen 
o die Robustheit des Modells zu prüfen und darzustellen. 
Sensitivitätsanalysen sind, wie fälschlicherweise oft dargestellt, kein Instrument, 
um Unsicherheiten an sich qualitativ oder quantitativ zu beschreiben. Vielmehr 
setzen Sie nach einer Beschreibung der Unsicherheiten an und ermöglichen es, 
die Bedeutung von Unsicherheiten für die Schätzung des Endergebnisses darzu-
stellen. Große Unsicherheiten in einzelnen Parametern können mit nur kleinen 
Auswirkungen auf die Gesamtexposition gekoppelt sein und andererseits können 
auch kleine Abweichungen in Ausgangsparametern zu großen Effekten in der Ex-
position führen. Außerdem können sie genutzt werden, um Voraussetzungen der 
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Modellierung oder Annahmen für die zukünftige Entwicklung zu testen (Sluijs et al., 
2004). Hier stehen mit Sensitivitätsanalysen geeignet Verfahren zur Verfügung 
solche Zusammenhänge zu untersuchen. 
Besonders gut verdeutlichen lässt sich dieser Unterschied an der Idee der NRSA. 
Die eigentliche Unsicherheitsanalyse beschreibt zunächst den Bereich, in wel-
chem die als beste Schätzer ermittelten einzelnen Parameter unsicher sind oder 
auch welche unterschiedlichen Modelle genutzt werden könnten. Die Sensitivitäts-
analyse setzt im Nachhinein ein, wenn die Bereichsgrenzen in das Modell einge-
setzt und die Veränderung der Gesamtexposition im Vergleich zur ermittelten Ge-
samtexposition basierend auf dem besten Schätzer ermittelt wird. 
Eine Methode der Sensitivitätsanalyse, die allen anderen vorgezogen werden 
kann gibt es nicht (Frey und Patil, 2002). Die ANOVA-Verfahren sind jedoch auf-
grund dessen, dass diese am wenigsten strikt in Bezug auf Voraussetzungen sind, 
durch Standard-Statistik-Software unterstützt werden und Aussagen über Signifi-
kanz und Höhe eines Zusammenhanges treffen besonders breit anwendbar. Aus-
führlichere Vergleiche und Empfehlungen zur Auswahl der geeigneten Methoden 
finden sich bei Frey et al. (2004). 
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4. MATERIAL UND METHODEN 
Für die Anfertigung dieser Arbeit wurden die Programme @RISK (Palisade Corpo-
ration, http://www.palisade.com/risk/), SPSS 12.0 (SPSS Inc., http://www-
01.ibm.com/software/analytics/spss/) und Microsoft Office 2003 bzw. 2007 (Micro-
soft Corporation, www.microsoft.com) verwendet.   
4.1 Datenquellen für das Vorkommen von Agenzien in Lebensmitteln 
4.1.1 Lebensmittel-Monitoring (LM-M) 
Das LM-M ist ein wesentliches Element der amtlichen Lebensmittelüberwachung 
der Bundesrepublik Deutschland mit dem Ziel der systematischen Dokumentation 
des Vorkommens unerwünschter Stoffe in Lebensmitteln. Die gesetzlichen Grund-
lagen zur Durchführung des LM-M sind in § 50-52 des Lebensmittel-, Bedarfsge-
genstände- und Futtermittelgesetzbuches (LFGB, 2009) festgeschrieben. Dem-
nach sind das Bundesministerium für Ernährung und Landwirtschaft (BMEL) sowie 
die Ministerien und Behörden der jeweiligen Länder für die Durchführung des LM-
M im Rahmen der amtlichen Lebensmittelüberwachung der Bundesrepublik 
Deutschland zuständig (BVL, 2004). 
Für die zentrale Datensammlung und Koordination zeichnet das BVL verantwort-
lich. Die Durchführungsbestimmungen unterliegen der Allgemeinen Verwaltungs-
Vorschrift über die Durchführung des LM-M (AVV-LM) (BMVEL, 2005). Das BVL 
erstellt in Zusammenarbeit mit den Monitoring-Expertengruppen die detaillierte 
Vorgehensweise für das LM-M und veröffentlicht diese rechtsverbindlich in einem 
Handbuch (BVL, 2005c). Darin sind die ausgewählten Lebensmittel, die jeweilig zu 
untersuchenden Stoffe, die Methodik der Probenahme und die einzuhaltende Qua-
lität der Analytik aufgeführt. 
Neben der Planung obliegt dem BVL auch die zentrale Datenverwaltung und da-
rauf aufbauend die jährliche Veröffentlichung der Untersuchungsergebnisse in den 
Lebensmittel-Monitoring Berichten, die über die Internetseite des BVL abrufbar 
sind (www.bvl.bund.de). Die Veröffentlichung der Untersuchungsergebnisse dient 
vor allem der Risikokommunikation mit dem Verbraucher, um diesem eine geeig-
nete Verhaltensweise im Umgang mit speziellen Lebensmitteln zu vermitteln. Auf 
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diesem Weg kann beispielsweise einer hohen Belastung der Verbraucher durch 
eine einseitige Ernährungsweise Vorschub geleistet werden. Des Weiteren wer-
den die Daten des LM-M an die Europäische Kommission, die WHO sowie das 
BfR übermittelt. Das BfR nutzt die Daten als zentrale Datenquelle zur Erfassung 
und Bewertung von Risiken für den Verbraucher durch die Aufnahme von Le-
bensmitteln. 
Die Nutzung der Daten des LM-M stützt sich vorwiegend auf die vom BVL veröf-
fentlichten Lebensmittel-Monitoring Berichte und die ergänzend veröffentlichten 
Tabellenbände (BVL, 2005b; BVL, 2006; BVL, 2007a). Einigen Institutionen, unter 
anderem dem BfR, stehen auch die Einzeldaten zur Verfügung. Am BfR ist in Er-
gänzung zu den Tabellenbänden des BVL im Rahmen des Projektes „Bedeutung 
der probabilistischen Expositionsschätzung für die Bewertung chemischer und 
mikrobieller Risiken durch Lebensmittel und Haushaltsprodukte.“ eine Sammlung 
von Datenblättern aufgebaut worden, in der die Voraussetzungen der Nutzung der 
Daten für probabilistische Expositionsschätzungen gelegt wurden (Lindtner et al., 
2006b). Die Datensammlung enthält eine Excel-Datei für jede in den Jahren 1995-
2003 untersuchte Agens-Lebensmittelkombination. Ein Datenblatt besteht aus ei-
ner erweiterten deskriptiven Statistik, sowie angepassten parametrischen Vertei-
lungen. Damit ist es möglich auch ohne das Vorhandensein der Einzeldaten pro-
babilistische Schätzungen durchzuführen. Entsprechend des unterschiedlich ver-
fügbaren Informationsstandes werden verschiedene Ansätze zum Umgang mit 
Unsicherheiten vorgestellt. 
Ziel des LM-M ist die Dokumentation des Vorkommens von unerwünschten Stof-
fen in Lebensmitteln, um mit Hilfe von repräsentativen Daten aus wiederkehren-
den Messungen und Bewertungen von Lebensmitteln Gefährdungen rechtzeitig zu 
erkennen und Maßnahmen zum Schutze des Verbrauchers so früh wie möglich 
einzuleiten (Schroeter et al., 1999). Bei den untersuchten Stoffen handelt es sich 
um Pflanzenschutzmittel, persistente Organochlorverbindungen, Nitrat, Mykotoxi-
ne, Schwermetalle, Rückstände von pharmakologisch wirksamen Substanzen und 
toxische Reaktionsprodukte. Die Beprobung der Lebensmittel erfolgt zyklisch, so 
dass innerhalb fester Zeiträume eine aussagekräftige Anzahl an Lebensmitteln, 
ein  so genannter Warenkorb) untersucht wird und damit als Basis für Aufnahme-
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schätzungen zur Verfügung steht. Die erste vollständige Untersuchung aller Le-
bensmittel eines für Deutschland repräsentativen Warenkorbes von 100 Lebens-
mitteln erfolgte im Zeitraum von 1995 bis 2002. (BVL, 2004). Die Repräsentativität 
dieses Warenkorbes orientierte sich am durchschnittlichen Lebensmittelverzehr 
der NVS I und berücksichtigt in erster Linie Lebensmittel mit hoher Verzehrsfre-
quenz und hoher Verzehrsmenge, aber auch solche, von denen bekannt ist oder 
vermutet wird, dass sie hohe Gehalte an unerwünschten Stoffen bergen (Schroe-
ter et al., 1999). Derzeit wird ein neuer Zyklus mit einem überarbeiteten Waren-
korb auf Basis von ca. 120 Lebensmitteln in den Jahren 2005-2009 untersucht 
(BVL, 2005c). 
Durch das Konzept der Erhebung repräsentativer Daten soll im LM-M die reale 
Expositionssituation des Verbrauchers so gut wie möglich abgebildet werden. 
Damit soll im Unterschied zu den üblichen Höchstmengenuntersuchungspro-
grammen der Lebensmittelüberwachung eine Verzerrung aufgrund von gezielten 
Probenahmen bei kritischen Kulturen oder Erzeugern vermieden werden. Den-
noch dient das LM-M dazu, Auflagen bezüglich Höchstmengen von Stoffen in Le-
bensmitteln zu überprüfen und gegebene Überschreitungen zu ahnden (Schroeter 
et al., 1999).  
Damit ist das Stichprobenkonzept des LM-M dazu vorgesehen, Aussagen über 
den Prozentsatz von Proben oberhalb der gesetzlichen Höchstmengen auf Basis 
einer repräsentativen Stichprobe zu ermitteln. Dennoch wird es in Ermangelung 
anderer Daten für die Beschreibung durchschnittlicher und hoher Belastungen von 
Lebensmitteln eingesetzt. Dabei ist jedoch zu beachten, dass das Stichproben-
konzept des LM-M nicht vordergründig auf dieses Ziel ausgerichtet ist, womit sich 
eine erste mögliche Ursache für Unsicherheiten bei der Ableitung von Mittelwerten 
und oberen Perzentilen ergibt. In der Verordnung EG 396/2005 (EU, 2005) ist ge-
fordert, dass die europäischen Mitgliedsstaaten zukünftig ein Monitoring durchfüh-
ren, dass neben der risikoorientierten Probenahme auch eine Schätzung der Ver-
braucherexposition für Pflanzenschutzmittel zulässt. Das BfR hat daraufhin am 
Beispiel des Pestizidmonitoring Anforderungen beschrieben, die ein zukünftiges 
Monitoring in Deutschland haben müsste, um die Daten auch in diesem Sinne 
nutzen zu können (Sieke et al., 2008a; Sieke et al., 2008b; Sieke et al., 2008c). 
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Dabei wird insbesondere auf die strukturelle Zusammensetzung der Stichprobe für 
eine verbesserte Repräsentativität, auf einen aktualisierten und erweiterten Wa-
renkorb und auf zu erwartende Genauigkeiten der Mittelwert- und Perzentilen-
schätzungen bei verschiedenen Stichprobengrößen eingegangen. 
Mit dem bis 2010 gültigen Konzept ergibt sich ein jährlicher Stichprobenumfang 
von ca. 4.700 Proben, der sich aus ca. 240 Stichproben je 20 untersuchter Le-
bensmittel ergibt (BVL, 2004; Schroeter et al., 1999). Aufgrund der zufälligen Pro-
bennahme und den damit vermiedenen Verzerrungen durch Verdachtsproben 
kommt dem LM-M bei der Schätzung der Verbraucherexposition eine besondere 
Bedeutung als Datengrundlage für Deutschland zu. In dieser Arbeit sollen die Un-
sicherheiten beschrieben werden, die sich bei der Verwendung dieser Daten-
grundlage ergeben können. Dabei wird zunächst eine qualitative Beschreibung der 
Unsicherheiten erfolgen. Anschließend werden quantitative Schätzungen der Un-
sicherheiten bei deterministischen sowie bei probabilistischen Schätzungen, ent-
sprechend angegeben. Da die Werte des LM-M nicht als Einzeldaten der Öffent-
lichkeit zur Verfügung stehen, gibt es verschiedene Nutzerkreise mit Zugriff auf 
eine unterschiedliche Menge an Informationen über die Ergebnisse des LM-M. 
Deshalb sollen zunächst drei Informationsquellen hinsichtlich Struktur und Inhalt 
beschrieben werden. 
4.1.2 Überwachte Feldversuche 
Bei der Zulassung von Pestiziden zur Anwendung bei der Erzeugung von Le-
bensmitteln, kann in der Regel nicht auf Daten aus der Lebensmittelüberwachung 
zurückgegriffen werden. Deshalb sind die Antragsteller verpflichtet, den Zulas-
sungsbehörden Studien vorzulegen, die Auskunft über die Rückstände auf Kultu-
ren geben, die zur Verwendung als Lebens- oder Futtermittel bestimmt sind (Ba-
nasiak et al., 2010). Die Anforderungen an diese Studien sind in den entsprechen-
den Verordnungen definiert. Aufgrund der standardisierten ungünstigen Bedin-
gungen bei der Versuchsdurchführung werden diese Studien „überwachte Feld-
versuche“ genannt. Die Versuche spiegeln jedoch nicht das Spektrum aller mögli-
chen Rückstandswerte dar, da die Zulassung für eine spezifische Art der Anwen-
dung erfolgt, in der äußere Bedingungen, wie beispielsweise Art und Häufigkeit 
der Anwendung bzw. Ausbringung und Wartezeiten bis zur Ernte vorgeschrieben 
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sind. Auch wenn die dadurch definierte „Gute Landwirtschaftliche Praxis (Good 
Agricultural Practice)“ (GAP) grundsätzlich als Handlungsanweisung zu befolgen 
ist, so sind diese als Handlungsrahmen zu verstehen. Da der Einsatz von Pflan-
zenschutzmitteln generell auf das notwendige Maß beschränkt werden soll, variie-
ren die jeweiligen tatsächlichen Anwendungen innerhalb dieses festgesetzten 
Rahmens ja nach Standort, Anwendungskultur und Situation (BfR, 2010). 
Weiterhin erfolgt die Pestizidzulassung für Pflanzenschutzmittel und nicht für die 
enthaltenen Wirkstoffe (BfR, 2010). So kann ein Pflanzenschutzmittel eine Kombi-
nation mehrerer Wirkstoffe sein und ebenso ein Wirkstoff in mehreren Pflanzen-
schutzmitteln enthalten sein. Damit eignen sich die Daten aus überwachten Feld-
versuchen nur bedingt für die Beschreibung der tatsächlichen Marktsituation in 
Deutschland, dem in der Pestizidzulassung durch entsprechende konservative 
Annahmen und Sicherheitsfaktoren Rechung getragen wird. 
Für die Pestizidzulassung sind mindestens 4 überwachte Feldversuche bei Ne-
benkulturen und mindestens 8 bei Hauptkulturen durchzuführen und der Bewer-
tung zugrunde zu legen (Tucker, 2008). Aus diesen wird dann der Median für die 
chronische Bewertung bzw. der höchste Rückstand als Ausgangsbasis für die 
akute Bewertung abgeleitet. 
4.1.3 Bundeslebensmittelschlüssel (BLS) 
Der Bundeslebensmittelschlüssel (Klemm et al., 1999) bildet die wichtigste Daten-
grundlage zur Schätzung der Aufnahme von Nährstoffen und Inhaltsstoffen in 
Deutschland und ist das Standardinstrument für die Auswertung ernährungs-
epidemiologischer Studien und Verzehrserhebungen. Neben der Funktion als 
Nährstoffdatenbank wird er unter anderem für die Beschreibung der Lebensmittel, 
die in Verzehrserhebungen protokolliert werden genutzt und bildet somit auch eine 
wesentliche Grundlage für Expositionsschätzungen. Die Pflege, Aktualisierung 
und Weiterentwicklung der Daten unterliegt seit Mai 2004 der Bundesforschungs-
anstalt für Ernährung und Lebensmittel in Karlsruhe (BfEL) (Hartmann et al., 2006) 
heute Max-Rubner Institut (MRI). 
Alle im BLS enthaltenen Lebensmittel sind hinsichtlich ihres Gehaltes von 140 
Nähr- und Inhaltsstoffen charakterisiert. Dabei wird zwischen ca. 1.200 Basisle-
bensmitteln und über 10.000 zusammengesetzten Lebensmitteln unterschieden. 
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Während die Nährstoff- und Inhaltsstoffangaben der Basislebensmittel auf recher-
chierten und gemessenen Werten beruhen, sind die Angaben der zusammenge-
setzten Lebensmittel mit Hilfe von Nährstofferhaltungs- und Gewichtsausbeutefak-
toren aus den Basislebensmitteln berechnet (Hartmann et al., 2008a). 
Alle Lebensmittel des BLS werden durch einen 7-stelligen Kode beginnend mit 
einem Buchstaben gefolgt von 6 Ziffern beschrieben. Dieser Kode dient gleichzei-
tig als Kategorisierungssystem. Indem die jeweils letzte von „0“ verschiedene Zif-
fer auf „0“ gesetzt wird, erhält man die nächste Obergruppe dem das jeweilige Le-
bensmittel zuzuordnen ist. Der Buchstabe an erster Stelle des Kodes beschreibt 
die Obergruppe des jeweiligen Lebensmittels (z.B. „G“=Gemüse), die zweite Stelle 
des Schlüssels beschreibt die Nebengruppe (z.B. „G6“=Wurzel- und Knollenge-
müse) und durch die dritte und vierte Stelle wird das Einzellebensmittel beschrie-
ben (z.B. „G620“=Mohrrübe). Durch die fünfte Stelle wird die industrielle Verarbei-
tung oder andere Spezifikationen des Lebensmittels dargestellt (z.B. 
„G6201“=Mohrrübe, frisch), die sechste Stelle des Schlüssels beschreibt die 
Haushaltszubereitung bei den Einzellebensmitteldatensätzen (z.B. 
„G62013“=Mohrrübe, frisch gekocht) und unterscheidet bei den Rezeptdatensät-
zen zwischen der Zubereitung in Haushalt, Großküche oder Gastronomie. Die 
siebte, letzte Stelle stellt den Gewichtsbezug dar, also z.B. ob sich die Stoffanga-
ben auf das Lebensmittel mit oder ohne Küchenabfall beziehen (z.B. 
„G620134“=Mohrrübe, frisch gekocht mit Küchenabfall). 
4.2 Datenquellen zur Beschreibung von Verzehrshäufigkeiten und -mengen 
4.2.1 Ernährungssurvey 
Der Ernährungssurvey (ES) ist als Modul des Bundes-Gesundheitssurveys 1998 
vom Robert-Koch-Institut (RKI) im Auftrag des Bundesministeriums für Gesundheit 
durchgeführt worden. Erstmalig wurden damit repräsentative Daten über Ernäh-
rungsgewohnheiten und Gesundheitszustand für die gesamtdeutsche, erwachse-
ne Bevölkerung erhoben. Der ES umfasst eine disproportionale Teilstichprobe des 
Bundes-Gesundheitssurveys, die unter Verwendung eines Gewichtungsfaktors 
repräsentativ hinsichtlich Geschlecht, Alter und Bundesland ist (Mensink et al., 
1998; Mensink et al., 1999; Mensink et al., 2000). 
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Als Ernährungserhebungsmethode wurde im ES die retrospektive Methode der 
„Dietary History“ (Ernährungsgeschichte) verwendet. Diese ist gut geeignet, um 
den langfristigen Verzehr für große Bevölkerungsgruppen zu schätzen. Für die 
Umsetzung und Unterstützung der Methode wurde im ES ein computergestütztes 
Programm mit dem Namen „Dietary Interview Software for Health Examination 
Studies 98“ (DISHES 98) entwickelt (Mensink et al., 2001). Diese Software rea-
giert auf die an retrospektive Studien geknüpfte Problematik des Erinnerungsver-
mögens der Probanden (Willet, 1998). Im Programm DISHES 98 wird das Erinne-
rungsvermögen der Teilnehmer unterstützt, indem sie durch einen üblichen tägli-
chen Mahlzeitenablauf geführt werden. Für jede Mahlzeit werden die verzehrten 
Lebensmittel, deren Verzehrshäufigkeit in den letzten 4 Wochen und eine übliche 
Portionsgröße abgefragt. Für die Erfassung der Portionsgrößen stand während 
des Interviews außerdem ein Mustergeschirr zur Verfügung (Mensink et al., 2002). 
In den Hauptmasken von DISHES 98 sind Obergruppen von erfahrungsgemäß 
häufig verzehrten Lebensmitteln zur Auswahl vorgegeben. Diese können in einer 
weiteren Maske bis hin zu einer Recherche im BLS konkretisiert oder ergänzt 
werden. 
Aufnahmeschätzungen auf Basis des ES, z.B. für Vitamine und Mineralstoffe, so-
wie der Lebensmittelverzehr sind in einer Reihe von Publikationen durchgeführt 
worden. Demnach stehen für Lebensmittelobergruppen Angaben für Mittelwerte, 
Standardabweichungen und Perzentile nach Altersgruppen und Geschlecht zur 
Verfügung (Mensink et al., 2002). Für die Risikobewertung sind die in der Ernäh-
rung verwendeten Obergruppen jedoch oft zu grob und führen zu teilweise unsin-
nigen Überschätzungen, so dass für die Arbeit auch auf die individuellen Einzelda-
ten des ES zurückgegangen wird. 
4.2.2 Nationale Verzehrsstudie I 
Die Nationale Verzehrsstudie I (NVS I) ist eine repräsentative Studie zum Le-
bensmittelverzehr in der Bundesrepublik Deutschland. Sie wurde zwischen 1985 
und 1989 in den alten Bundesländern erhoben (Adolf et al., 1995). Die NVS I wur-
de durch die Universität Giessen betreut und die Feldarbeit gemeinsam mit der 
Gesellschaft für Konsumforschung (GfK) durchgeführt. Die Ergebnisse sind in ei-
nem Public-Use-File und im Rahmen der VERA-Schriften Reihe (z.B. Heseker et 
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al., 1994) umfangreich publiziert. Befragt wurden 23.209 Personen ab 4 Jahren. 
Die Befragten führten über 7 Tage ein Protokoll, in das alle verzehrten Lebensmit-
tel mit ihrer abgewogenen Menge eingetragen wurden. Somit handelt es sich um 
eine prospektive Erhebung. Damit sind die Daten der NVS I geeignet, die Porti-
onsgröße einer einzelnen Mahlzeit zu bestimmen, da die Erhebung tageweise und 
durch genaues Auswiegen erfolgt ist. Dies ist im ES nicht möglich, da hier ein be-
reits über vier Wochen gemittelter Verzehr erfasst wird. Für die Bewertung akuter 
und mikrobieller Risiken werden jedoch exakt ausgewogene Einzeltagesver-
zehrsmengen benötigt (EFSA, 2008a). Ebenso haben die Daten aus prospektiven 
Protokollmethoden den Vorteil, dass die Lebensmittelbeschreibung (z.B. Art der 
Konservierung, Art der Zubereitung, Herkunft, Markennamen, Verpackungen) 
spezifischer erfolgen kann, was ebenfalls wesentliche Informationen für eine Risi-
kobewertung sein können. Aufgrund dieser Vorteile für die Risikobewertung haben 
die Daten der NVS I ebenfalls Eingang in Datensammlungen zur Setzung von 
Standards in der Expositionsbewertung gefunden (AUH 1995; Mekel et al., 2007), 
weshalb sie hier erwähnt sind. Dennoch werden sie in der qualitativen Bewertung 
nicht berücksichtigt, da die Daten nicht repräsentativ für das heutige Bundesgebiet 
und mit der NVS II und ESKIMO aktuellere Daten für die entsprechenden Alters-
gruppen vorliegen.  
4.2.3 VELS-Studie 
Das im Zusammenhang mit der NVS I beschriebene Problem der Notwendigkeit 
von Einzeltagesverzehrsmengen als Grundlage für akute Risikobewertungen wur-
de für die Pestizidbewertung von Kleinkindern und Säuglingen durch die VELS-
Studie (Verzehrsstudie zur Ermittlung der Lebensmittelaufnahme von Säuglingen 
und Kleinkindern für die Abschätzung eines akuten Toxizitätsrisikos durch Rück-
stände von Pflanzenschutzmitteln) aufgegriffen (Heseker et al., 2003). Diese wur-
de im Auftrag des Bundesministeriums für Ernährung und Landwirtschaft (BMEL) 
an der Universität Paderborn in den Jahren 2001/2002 durchgeführt. In die Studie 
eingeschlossen wurden 816 Säuglinge und Kleinkinder im Alter von 6 Monaten bis 
unter 5 Jahren ermittelt. Dabei führten die Eltern zweimal im Abstand von mehre-
ren Monaten über 3 Tage ein Ernährungsprotokoll mit nach Möglichkeit ausgewo-
genen Portionsmengen. Die derart erhobenen Daten wurden anschließend auf 
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unverarbeitete Lebensmittel zurückgerechnet und in die für die Pestizidzulassung 
relevanten Lebensmittelgruppen zusammengefasst. Die darauf basierend berech-
neten Kenngrößen der Daten für die chronische und akute Risikobewertung von 
Pestiziden in Deutschland sind allgemein zugänglich (Banasiak et al., 2005; BfR, 
2009a). 
4.2.4 Nationale Verzehrsstudie II 
Mit der Nationale Verzehrstudie II (NVS II) wurden 2006 aktuelle und repräsentati-
ve Daten über die Ernährung von Jugendlichen und Erwachsenen in Deutschland 
erhoben. Hierzu wurden 20.000 Personen der deutschsprachigen Bevölkerung ab 
14 Jahren bundesweit befragt. Die Studie wurde im Auftrag des BMEL federfüh-
rend durch das Max-Rubner-Institut (MRI, ehemals Bundesforschungsanstalt für 
Ernährung und Lebensmittel BfEL) durchgeführt. Die Feldarbeit wurde von TNS 
Healthcare übernommen (Brombach et al., 2006). Zur Erfassung der Verzehrs-
mengen wurden dabei drei unterschiedliche Erhebungsmethoden eingesetzt, um 
die verschiedenen Vor- und Nachteile der einzelnen Methoden berücksichtigen zu 
können. Nach Möglichkeit haben alle Probanden an einem face-to-face-Interview 
mittels der DISHES-Software zur Ermittlung der „Dietary History“ teilgenommen, 
sowie an zwei an unabhängigen Tagen stattfindenden telefonischen 24h-Recalls 
(Bauch et al., 2005; Krems et al., 2006). Eine zufällige Unterstichprobe von ca. 
1.000 Personen führte zudem zwei Wiegeprokolle über jeweils vier Tage durch. 
Aufgrund der verschiedenen Methoden stehen einerseits vergleichbare Daten zur 
NVS I (Wiegeprotokoll), als auch zum Ernährungssurvey (Dietary History) zur Ver-
fügung und andererseits wird die Grundlage für ein zukünftiges Ernährungsmonto-
ring an die Empfehlungen des EFCOSUM-Projektes angepasst (TNO, 2001; 
Brussaard et al., 2009) und erfüllt damit auch die von der EFSA 2009 herausge-
gebenen Empfehlungen (EFSA, 2009). Die verschiedenen Methoden berücksich-
tigen auch über die Ermittlung des Ernährungsstatus hinausgehende zusätzliche 
Anforderungen aus der Risikobewertung. So ist es möglich, langfristige und kurz-
fristige Verzehrsmengen abzuschätzen, in denen die intraindividuelle Variabilität 
soweit wie möglich erfasst wurde. Die Wiegeprotokolle ermöglichen zudem eine 
Überprüfung, Aktualisierung und zielgruppenspezifische Definition von Portions-
größen. Auch bei der Erfassung der Informationen zur Beschreibung der Lebens-
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mittel wurden spezielle Anforderungen der Risikobewertung berücksichtigt. Durch 
die große Anzahl an Probanden ist die Voraussetzung geschaffen, sowohl eine 
breite Palette der Lebensmittel in der Stichprobe abzubilden, als auch die Mög-
lichkeit einige, wenn auch nicht alle, Risikogruppen getrennt zu untersuchen. Er-
gebnisse zum Lebensmittelverzehr sind für die „Dietary History“-Interviews (MRI, 
2008a; Hilbig, 2009) und die 24h-Recalls (EFSA, 2009) publiziert. 
4.2.5  ESKIMO 
Mit dem Abschluss der NVS II und der VELS-Studie stehen in Deutschland für 
nahezu alle Altersgruppen Daten zur Verfügung. Ausgenommen ist die Gruppe 
der 5 bis 13-Jährigen Kinder und Jugendlicher. Da diese Altersgruppe erfahrungs-
gemäß ein anderes Verzehrsverhalten aufweist, als die erwachsene deutsche Be-
völkerung und als Kleinkinder, wurde zur Schließung dieser Datenlücke die ESKI-
MO-Studie vom BMEL in Auftrag gegeben. Diese Studie wurde gemeinsam vom 
RKI und der Universität Paderborn durchgeführt. Dazu wurde eine Unterstichprobe 
des Kinder- und Jugendgesundheitssurvey (KIGGS) (Mensink et al., 2007a) in der 
Altersgruppe von 6-17 Jahren gezogen. Aufgrund methodischer Überlegungen 
hinsichtlich der Fähigkeit der Kinder und Jugendlichen bei einer Mitwirkung in ei-
nem Interview wurde die Stichgruppe in zwei Altersgruppen unterteilt (6-11 Jahre 
und 12-17 Jahre). Die jüngere Altersgruppe (bzw. deren Eltern) wurde gebeten ein 
prospektives Ernährungsprotokoll zu führen. Die Portionsgrößen wurden dabei im 
Gegensatz zur VELS-Studie und den Wiegeprotokollen der NVS II nicht gewogen, 
sondern über ein Fotohandbuch geschätzt. Das Protokoll orientiert sich im We-
sentlichen an dem im Rahmen der NVS II verwendeten Wiegeprotokoll und erfasst 
somit für die Risikobewertung wesentliche zusätzliche Informationen zur Lebens-
mittelbeschreibung. Dieser Teil der Studie wurde von der Universität Paderborn 
betreut und die erhobenen Daten sind somit weitestgehend vergleichbar zu denen 
der VELS-Studie und den Wiegeprotokollen in der NVS II. Der Studienteil für die 
ältere Altersgruppe wurde durch das RKI betreut und lehnt sich in der Methodik 
weitestgehend an das „Dietary History“-Modul der NVS II an (Mensink et al., 
2007b; Stahl et al., 2009). Die Daten der ESKIMO-Studie werden hier nur vorge-
stellt, um den folgenden Überblick zur Verwendung der Daten in der Risikobewer-
tung zu geben. Eine qualitative Bewertung wird nicht vorgenommen, da die in der 
Seite 71 
jüngeren Altersgruppe eingesetzte Methodik weitestgehend der VELS-Studie äh-
nelt und die der älteren Altersgruppe dem Ernährungssurvey. Damit sind die quali-
tativen Bewertungen dieser beiden Studien entsprechend übertragbar. 
4.3 Körpergewicht 
In der Risikobewertung werden viele toxikologischen Parameter (ADI, TDI, ARfD) 
durch das Körpergewicht normiert. Demzufolge wird auch die Exposition meist 
nicht als reine Aufnahmemenge, sondern als Aufnahmemenge pro Kilogramm 
Körpergewicht ausgedrückt. Aber auch ohne den Bezug zu toxikologischen Para-
metern spielt das Körpergewicht als normierendes Maß in vergleichenden Exposi-
tionsschätzungen eine wichtige Rolle. So kann beispielsweise die Aufnahme zwi-
schen Männern und Frauen nicht allein auf Basis der verzehrten Tagesmenge 
verglichen werden. Schlussfolgerungen, die darauf beruhen, dass Männer einen 
höheren Verzehr haben, sollten dahingehend überprüft werden, inwieweit dies 
ausschließlich durch den höheren Bedarf aufgrund der unterschiedlichen biologi-
schen Voraussetzungen induziert ist (BfR, 2009b). 
Körpergewichte können prinzipiell durch verschiedene Methoden erfasst werden. 
Zum einen wird in Befragungen oft aus Praktikabilitätsgründen auf eine Selbstan-
gabe der Befragten zurückgegriffen. Zum anderen können im Zuge der Befragung 
auch anthropometrische Messungen zum Einsatz kommen. Es ist bekannt, dass 
hohe Körpergewichte bei Selbstauskunft systematisch unterschätzt werden, wäh-
rend niedrige Körpergewichte tendenziell überschätzt werden (Crawley et al., 
1995; Scholtens et al., 2006), weshalb generell gemessene Werte zu bevorzugen 
sind. Sowohl im ES, in der NVS II und in der VELS-Studie sind deshalb Körperge-
wichtsmessungen durchgeführt worden. In der ESKIMO-Studie war es nicht mög-
lich, standardisierte Messungen für Körpergewicht und Körpergröße bei allen Kin-
dern durchzuführen, weshalb beide Größen erfragt wurden (Mensink et al., 
2007b). 
Wenn die Einzeldaten von Verzehrsstudien nicht verfügbar sind, kann auf publi-
zierte Standards zum Körpergewicht zurückgegriffen werden (AUH 1995; Mekel et 
al., 2007). Hierbei ist jedoch zu beachten, dass für viele Lebensmittelgruppen von 
einer Korrelation zwischen Körpergewicht und Aufnahmemenge auszugehen ist. 
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Bei einer Modellierung wäre eine solche Korrelation entsprechend zu berücksich-
tigen. 
Zur Vermeidung der Unsicherheiten durch unbekannte oder zu schätzende Korre-
lationen wird empfohlen im Zusammenhang mit Verzehrsdaten nach Möglichkeit 
auf individueller Ebene Verzehrsmenge und Körpergewicht zu dividieren und die 
so erhaltene neue Variable in Beziehung zu den Daten zum Vorkommen des A-
gens im Lebensmittel zu setzen. 
Aufgrund dessen, dass das Körpergewicht üblicherweise in Verzehrsstudien mit 
erfasst wird, erfolgt die qualitative Bewertung als Kriterium bei den einzelnen Ver-
zehrsstudien. 
4.4 Verwendete Ansätze zur qualitative Beschreibung von Unsicherheiten in 
Datenquellen 
Wie bereits dargestellt, sind die vorliegenden Konzepte zur qualitativen Beschrei-
bung der Unsicherheiten auf die Bewertung von Einzelwerten im konkreten Bewer-
tungskontext ausgerichtet oder nur für allgemeine Typen von Datenquellen erstellt 
worden. Für die qualitative Beschreibung der Unsicherheiten von häufig verwen-
deten deutschen Datenquellen (LM-M, BLS, Verzehrsstudien) sollen diese Verfah-
ren angepasst werden. Deshalb wurde aus den vorliegenden drei Konzepten ein 
eigenes Schema zur Bewertung qualitativer Unsicherheiten konkreter Datenquel-
len abgeleitet. Dazu wird eine aus allen Konzepten aggregierte Form der Be-
schreibung genutzt. 
Während die WHO (2008) allgemein Unsicherheiten der Expositionsschätzung 
behandelt, bezieht sich die EFSA (2006) spezifisch auf die Lebensmittelexposition. 
Damit enthält diese auch eine bereits angepasste Auflistung von möglichen Ursa-
chen von Unsicherheiten bei Schätzung der Lebensmittelexposition, auf die im 
Folgenden zurückgegriffen werden kann. Die dort erwähnten Unsicherheiten wer-
den für die nationalen Datenquellen ausgeführt und erweitert. Für die Bewertung 
der Unsicherheiten wird auf das von der WHO (2008) aus dem NUSAP-Ansatz 
abgeleitete und standardisierte Bewertungssystem zurückgegriffen. Damit werden 
jeder Unsicherheit drei Scores basierend auf den Grad der Unsicherheit, den Ver-
trauen in die Wissensbasis und der Subjektivität der Entscheidung zugeordnet. 
Jedoch lassen sich nicht alle von der WHO und NUSAP formulierten Kriterien auf 
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allgemeine Datenquellen anwenden. So ist beispielsweise der von der WHO zur 
Bewertung des Wissensstandes angegebene Aspekt der Plausibilität nicht allge-
mein auf eine Datenquelle zu übertragen, sondern jeweils nur für einen konkret 
aus den Daten abgeleiteten Wert zu beurteilen. Damit war es notwendig die ein-





Tabelle 1: Übersichtstabelle zur Bewertung qualitativer Unsicherheiten von Datenquellen adaptiert nach EFSA (2006), WHO (2008) und 
NUSAP (Sluijs et al., 2005) 









Stichprobengröße Parameter Sampling Uncertainty Optimum 
  
    
Ungünstigster Fall       
Anteil quantifizier-barer 
Werte Parameter Sampling Uncertainty 
Optimum       
Ungünstigster Fall       
Ausreißer Parameter Measurement Uncertainty 
Optimum       
Ungünstigster Fall       
Trennung Unsicherheit 
und Variabilität Parameter 
Extrapolation Uncertain-
ty 
Optimum       
Ungünstigster Fall       
Möglichkeit des Zugriffs 
auf Original-Werte Parameter Distribution  
Optimum       




 Imprecise description 
Optimum       





Optimum       
Ungünstigster Fall       




Optimum       
Ungünstigster Fall       
Stand der Wissenschaft   
Subjektivität   
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In Tabelle 1 ist das für die Bewertung von Datenquellen vorgeschlagene Schema 
angegeben. Diese Struktur soll im Folgenden für die deutschen Datenquellen an-
gewendet werden. In Abbildung 3 bis Abbildung 5 sind die Kriterien und Skalen 
aufgelistet, die zur Bewertung der in  Tabelle 1 angegebenen drei Scores führen. 
Eine Bewertung durch verschiedene Experten, wie als Teil des NUSAP-Ansatzes 
für einzelne Werte vorgesehen, ist bei der allgemeinen Bewertung von Datenquel-
len nicht vorgesehen.  
Mit dem vorgestellten System zur Unsicherheitsbewertung konkreter Datenquel-
len, wie sie typischerweise in Expositionsschätzungen genutzt werden, können 
Unsicherheitsbewertungen in Expositionsschätzungen zukünftig standardisiert und 
einfach handhabbar bzw. nachvollziehbar angewendet werden. 
Eine Bewertung durch verschiedene Experten, wie als Teil des NUSAP-Ansatzes 
für einzelne Werte vorgesehen, ist bei der allgemeinen Bewertung von Datenquel-
len nicht sinnvoll anzuwenden. Erst beim Einsatz der Datenquellen für konkrete 
Fragestellungen ist dieses Element in Erwägung zu ziehen. 
Mit dem vorgestellten System zur Unsicherheitsbewertung konkreter Datenquel-
len, wie sie typischerweise in Expositionsschätzungen genutzt werden, können 
Unsicherheitsbewertungen in Expositionsschätzungen zukünftig standardisiert und 
einfach handhabbar bzw. nachvollziehbar angewendet werden. 
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Abbildung 3: Bewertungskriterien und Skala zur Ermittlung des Scores für den Grad der Unsicher-
heit in Tabelle 1, adaptiert nach WHO (2008) und NUSAP (Sluijs et al., 2005) 
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Abbildung 4: Bewertungskriterien und Skala zur Ermittlung des Scores für den Wissensstand in 
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Abbildung 5: Bewertungskriterien und Skala zur Ermittlung des Scores für die Subjektivität in Ta-
belle 1, adaptiert nach WHO (2008) und NUSAP (Sluijs et al., 2005) 
 
4.5 Verwendete Ansätze zur Schätzung der Parameterunsicherheit in Daten-
quellen 
In diesem Abschnitt werden die für den Ergebnisteil verwendeten Methoden zur 
quantitativen Unsicherheitsschätzung der Parameter detailliert dargestellt. Es wird 
ein Excel-Macro vorgestellt, das in Kombination mit @RISK einfache eigene Be-
rechnungen von Konfidenzintervallen ermöglicht. Zudem wird das Programm an-
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hand von Daten aus dem Lebensmittel-Monitoring validiert und die Anzahl der be-
nötigten Simulationen für den Ergebnisteil abgeleitet. Da in vielen Fällen ein Zu-
griff auf die Original-Daten nicht möglich ist, werden zudem Möglichkeiten disku-
tiert, die in Fällen von nur deskriptiv beschriebenen Datenquellen in der Literatur 
trotzdem Schätzungen über Unsicherheiten erlauben. 
Die Möglichkeit der Einbeziehung von Parameterunsicherheiten hängt unter ande-
rem von der verfügbaren Datenlage ab. Zunächst soll davon ausgegangen wer-
den, dass eigene erhobene oder öffentlich zugängliche Einzeldaten der Stichprobe 
zur Verfügung stehen. Als Beispiel für das Vorliegen von einzelnen Daten als 
Grundlage für die Ableitung von Konfidenzintervallen zur Beschreibung von Para-
meterunsicherheiten werden hier die Daten des Lebensmittel-Monitoring herange-
zogen. Dabei soll zunächst der Hintergrund der Daten keine Rolle spielen, so dass 
eine Übertragung auf andere Datenquellen, wie beispielsweise Verzehrsdaten, 
ohne weitere Einschränkungen möglich ist. Die Daten stehen beispielhaft für be-
liebige zufällig erhobene repräsentative Daten, die mit der kompletten Stichprobe-
ninformation, also allen Einzelwerten vorliegen. 
Wie zuvor beschrieben, ist die Simulation über Bootstrap-Verfahren das flexibelste 
und am vielseitigsten einsetzbare Instrument, zur Bestimmung von Stichproben-
fehlern als Parameterunsicherheiten. Mit dem Programm @RISK9 steht ein Tool 
zur Verfügung, mit dem Simulationen in der Excel-Umgebung durchgeführt wer-
den können. Das hat zum einen den Vorteil, dass es für viele Nutzer in einer ver-
trauten Arbeitsumgebung ausgeführt werden kann und zudem eigene Program-
mierungen unter Einbindung von @RISK mit der Visual-Basic Makro-Sprache 
möglich sind. Dieser Vorteil wird in dieser Arbeit genutzt, um ein Tool zu entwi-
ckeln und zur Verfügung zu stellen, mit dem auch unerfahrenen Nutzern von 
@RISK mit wenig statistischen Vorkenntnissen eine einfache Möglichkeit geboten 
wird Konfidenzintervalle abzuleiten. Dieses Tool wird im Folgenden zur Vereinfa-
chung mit ConFit bezeichnet, was von der englischen Bezeichnung „confidence 
interval fitting“ abgeleitet wurde. Das Tool mit einer Beschreibung zur Installation 
                                            
9
 Palisade Corporation, http://www.palisade.com/risk/ 
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und Nutzung ist auf einer CD-ROM dieser Arbeit beigelegt. In Abbildung 6 ist die 
Startmaske von ConFit gezeigt. 
 
Abbildung 6: Startmaske des Tools ConFit 
 
Anhand der Startmaske in Abbildung 6 lässt sich die Nutzung des Tools relativ gut 
erkennen. In die Spalte „E“ unterhalb des Textes „Empirische Werte“ kann der 
Nutzer seine Stichprobendaten eingeben. Als Beispielvorgabe sind hier 20 Werte 
aus einer Standardnormalverteilung bereits eingefügt. Die Anzahl der Stichpro-
benwerte ist dabei nur durch die Anzahl verfügbarer Zeilen von Excel begrenzt. 
Optional kann der Nutzer die Anzahl der durchzuführenden Simulationen einstel-
len, sowie das gewünschte Konfidenzniveau und einen Startwert für den Zufalls-
generator. Zudem kann die Anzahl der auszugebenden Statistiken bestimmt wer-
den. Anschließend wird mit einem Klick auf den Button „Start der Simulation“ die 
Programmausführung begonnen. Nach Abschluss erhält der Nutzer eine Anfrage 
unter welchem Dateinamen die Ergebnisse gespeichert werden sollen. Das Er-
gebnis-File besteht aus zwei Tabellenblättern. Das erste Tabellenblatt dokumen-
tiert die Eingabeparameter für die Simulation, während auf dem zweiten Tabellen-
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blatt die Konfidenzbereiche für die ausgegebenen Statistiken tabelliert sind. Ein 
Beispiel für ein Ergebnis-Tabellenblatt ist für das obige Beispiel in Abbildung 7 
dargestellt. 
Im Folgenden werden die im Tool ConFit umgesetzten Algorithmen näher be-
schrieben. Wie in Abbildung 7 ersichtlich werden zwei Typen von Konfidenzinter-
vallen angegeben. Das geht auf zwei unterschiedlich implementierte Algorithmen 
zurück. Zunächst ist die Standard Bootstrap Idee umgesetzt worden. Aus den em-
pirischen Daten werden entsprechend der Anzahl der vom Nutzer vorgegebenen 
Simulationen (nachfolgend mit S bezeichnet) S Stichproben sj (j=1, ...,S) gezogen. 
Alle dieser Stichproben sj haben dieselbe Größe, wie die Ausgangsdaten (Stich-
probenumfang nachfolgend mit n bezeichnet) und entstehen durch „Ziehen mit 
Zurücklegen“. Das heißt, ein Wert aus der Ausgangsstichprobe kann mehrfach in 
einer der simulierten Stichproben sj vertreten sein. Auf diese Art wird simuliert, 
dass eine Wiederholung der Stichprobenziehung eine veränderte Zusammenset-
zung der Stichprobe ergibt, also der Stichprobenfehler abschätzbar ist. Für jede 
der Simulationen sj werden dann die benötigten Schätzer êj für die Statistiken mit 
Hilfe der Excel-Funktionen berechnet. Damit liegen beispielsweise für den Mittel-
wert S verschiedene Schätzwerte vor. Aus diesen können nun die Konfidenzinter-
valle berechnet werden. Diese ergeben sich als (1-α/2)- und α/2-Quantile der êj 
entsprechend des gewünschten Sicherheitsniveaus (1-α), so dass beispielsweise 
95% aller Werte êj zwischen den ermittelten Konfidenzschranken liegen. Wie in 
Abbildung 7 ersichtlich werden als Ergebnis der statistische Kennwert der Aus-











ˆ ) und die untere sowie obere Konfidenzschranke angegeben. Zusätz-
lich wird die absolute Breite des Konfidenzintervalles und die relative Abweichung 
zum statistischen Kennwert der Ausgangsdaten ê errechnet. Für letztere Angabe 
wird bei nichtsymmetrischen Konfidenzintervallen der größere Abstand angege-
ben. Der Algorithmus dieses Verfahrens und der Ermittlung der BCa-Korrektur, auf 
die im Folgenden eingegangen wird, ist schematisch in Abbildung 8 dargestellt. 
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Abbildung 7: Beispiel der Ergebnisdatei des Tools ConFit – Tabellenblatt zur 
Dokumentation der Eingabe-Parameter 
 
Einen detaillierten Einblick in die Idee der Bootstrap-Verfahren geben Efron und 
Tibshirani (1993) in ihrem Buch „Introduction to the Bootstrap“. Darin werden ver-
schiedene Varianten des oben dargestellten und in ConFit umgesetzten Algorith-
mus diskutiert. Diese Varianten haben den Vorteil, dass sie den Aufwand an benö-
tigten Simulationen verringern, ab welchem stabile Schätzer zu erwarten sind. Für 
die Verfahren, für die keine Verteilungsannahme zugrunde gelegt werden muss, 
werden der sogenannte BCa- und der ABC-Algorithmus eingeführt. Die Abkürzung 
BCa steht dabei für „Bias Corrected and accelerated“ und „ABC“ für „Approxi-
mated BCa-intervals“. In Excel lassen sich unter Verwendung der Standardfunkti-
onalität lediglich BCa Konfidenzintervalle berechnen, da für den ABC-Algorithmus 
auf Taylorreihen zurückgegriffen wird. Ein weiterer Nachteil ist, dass eine stetige 
Funktion vorausgesetzt wird, so dass im Gegensatz zum BCa-Algorithmus beim 
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ABC-Algorithmus keine Bootstrap-Schätzer für den Median ermittelt werden kön-
nen. Der BCa-Algoritmus ist wie in Efron und Tibshirani (1993) dargestellt invariant 
gegenüber Transformationen. Die Konvergenzgeschwindigkeit gegenüber dem 
wahren Parameter ist zweiter Ordnung, d.h. der Abstand zwischen wahrem und 
geschätztem Wert konvergiert mindestens so schnell gegen 0, wie die Folge 1/n. 
Die Korrekturfaktoren stellen sicher, dass der Algorithmus auch für Verzerrungen 
(englisch: bias) im Mittelwert gute Schätzungen liefert, die beispielsweise durch 
nicht vollständige Repräsentativität verursacht worden sein können. Ein weiterer 
Korrekturfaktor berücksichtigt die Empfindlichkeit der Varianzschätzung in Abhän-
gigkeit von der jeweiligen Bootstrap-Stichprobe. Beide Korrekturfaktoren werden 
im Tool ConFit wie folgt berechnet. 
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• n Einzelwerte der Originalstichprobe xi
• Anzahl Simulationen S
• Sicherheitsniveau (1-α)
Generieren von S Stichproben vom Umfang n unter 
Ziehen mit Zurücklegen aus den xi unter Verwendung der 
@Risk-Funktion Duniform()
Ermitteln der statistischen Kennzahlen für alle S
Stichproben unter Verwendung der entsprechenden 
Excel-Funktionen
Ermitteln der α/2 und (1-α/2) Quantile der S berechneten 
statistischen Kennwerte êi
Ausgabe in Datei
• Schätzer ê auf Basis der Ausgangsdaten xi,
• Mittelwert der êi statistischen Kennwerte aus 
den simulierten Stichproben,
• obere und untere Konfidenzgrenze,
• absolute Breite des Konfidenzintervalles,
• maximale Abweichung der Konfidenzgrenzen
zum Mittelwert ê in %
• α1, α2, korrigierte Kofidenzgrenzen, Breite des 
Konfidenzintervalles sowie
prozentuale Abweichung
Generieren der n Jackknife-Stichproben 
der Größe (n-1) durch Auslassen der i-ten 
Beobachtung
Ermitteln der statistischen Schätzer für 
jede Jackknife-Stichprobe
Berechnung des Korrekturfaktors a
Berechnung des Korrekturfaktors b, aus 
der Anzahl êi , die kleiner sind als ê
Berechnung der alternativen Werte α1 und 
α2 und der zugehörigen Quantile
 
Abbildung 8: Schematische Darstellung der Umsetzung des Bootstrap-Prinzips im Tool ConFit 
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Die Korrektur bei Verzerrungen b wird dadurch ermittelt, dass nach Berechnung 
der statistischen Kennzahlen êj für jede der Simulationen sj mit (j=1,...,S) jedes êj 
mit dem Wert der Ausgangsstichprobe ê verglichen wird. Der prozentuale Anteil 
aller Simulationen, die eine geringere Schätzung liefern, als die Ausgangstichpro-
be ist ein Maß für die Verzerrung der Stichprobe. Auf diese Prozentzahl wird die 
inverse Funktion der Standardnormalverteilung angewendet. Liegen keine Verzer-
rungen in der Stichprobe vor, ist davon auszugehen, dass der Anteil Simulationen, 
die Schätzer über der Originalstichprobe liefern und der Anteil darunter gleich groß 
sind, also je bei 50% liegen. Dann ergibt sich der Korrekturfaktor 0. Je weiter diese 
von 50% abweichen, desto größer die Verzerrung und somit der Korrekturfaktor. 
Der Faktor a, der die Empfindlichkeit der Standardabweichung schätzt, wird wie 
bei Efron und Tibshirani (1993) dargestellt unter Verwendung des Jackknife-
Verfahrens ermittelt. Das Jackknife-Verfahren stellt eine Variation der Bootstrap-
Idee dar. Dabei wird nicht beliebig aus der Ausgangsstichprobe simuliert, sondern 
es wird genau ein Wert der Ausgangsstichprobe gestrichen und auf Basis dieser 
(n-1)-großen Stichprobe wird dann der statistische Schätzer ijˆ  bestimmt. Dieses 
wird für jeden Stichprobenwert xi wiederholt, so dass n-Schätzer ijˆ  generiert wer-











































Diese beiden Korrekturfaktoren werden nun genutzt, um anstelle der α/2- und (1-
α/2)-Quantile, neue Quantile α1 und α2 zu berechnen. Dazu werden folgende 
Formeln genutzt, in denen Φ die Standardnormalverteilung symbolisiert: 

















































Auf Basis dieses Algorithmus sind die entsprechenden Zeilen des Ergebnis-Files 
generiert (siehe Abbildung 7). Zunächst werden die korrigierten Werte für α1 und 
α2 angegeben. Darunter die korrigierten Konfidenzschranken und die zugehörigen 
berechneten Abweichungen zum Mittelwert der Ausgangsdaten.
 
Ein Ziel dieser Arbeit ist es, Unsicherheitsanalysen zu vereinfachen. Mit Hilfe des 
Tools ConFit ist es zukünftig unkompliziert möglich, dass die Angabe von Kon-
fidenzintervallen als Maß der Unsicherheit zum Standard bei der Publikation von 
Daten im Bereich der Expositionsschätzung wird. Für den Fall, dass keine Einzel-
werte vorliegen oder keine Annahme über eine Verteilungsfunktion getroffen wer-
den kann, ist es zusätzliches Ziel, Standardwerte für die Quantifizierung der Unsi-
cherheit abzuleiten, die der Nutzer auch ohne Vorlage der Einzeldaten als Kon-
fidenzintervall nutzen kann. Diese Standardwerte werden im Ergebnisteil in darge-
stellt. 
4.6 Verwendete Ansätze zur Beschreibung von Unsicherheiten über die Ver-
teilungsform 
Neben den Unsicherheiten der Parameterschätzungen, die einer Verteilungs-
schätzung zugrunde liegen, kann es notwendig sein, anstelle ausgewählter Para-
meter auf die gesamte Verteilung zu sehen (Borgonovo, 2006) und auch die Unsi-
cherheit der Verteilungsform mit zu berücksichtigen. In wenigen Fällen lässt sich 
eine Verteilungsform mathematisch oder physikalisch begründen, so dass die 
Wahl der Verteilungsform auch auf Basis des Vorwissens des Modellierers oder 
allein auf Anpassung an die Daten erfolgt. Theoretisch statistische Verteilungs-
funktionen sind eindeutig bestimmt durch die Angabe einer Funktionsgleichung in 
Abhängigkeit von einem oder auch mehr Parametern, meist jedoch zwei Parame-
tern wie im Fall der Normalverteilung und Lognormal-Verteilung. Deshalb werden 
die Verteilungen auch parametrische Verteilungen genannt und auf deren Basis 
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durchgeführte Simulationen werden als parametrische Modellierungen bezeichnet. 
Die Wahl einer Verteilungsform aus den bekannten statistischen Verteilungen 
kann umgangen werden, wenn Einzelwerte vorliegen und ein sogenanntes 
Resampling (Mekel et al., 2007) aus den Daten vorgenommen werden kann. Dies 
ist eine Form der nichtparametrischen Verteilungsanpassung. In der Statistik gibt 
es weitere Verfahren der nichtparametrischen Definition von Verteilungsfunktio-
nen, wie beispielsweise die einfachste und bekannteste unter Verwendung eines 
Histogramms. Diese werden jedoch bislang kaum in der Expositionsmodellierung 
angewendet und werden deshalb hier nicht weiter diskutiert. 
Unabhängig ob parametrisch oder nichtparametrisch durch Resampling, prinzipiell 
bergen beide Prozesse der Ableitung einer Verteilungsfunktion Unsicherheiten, die 
über die Parameterschätzung hinaus gehen und in der Verteilungsform begründet 
liegen. 
Zur Darstellung der Unsicherheiten über die Verteilungsform werden die Vertei-
lungsanpassung in der vorliegenden Arbeit mit dem Bestfit-Modul von @RISK10 
unter Verwendung des Anderson-Darling-Tests durchgeführt. Dieser Test legt bei 
der Bewertung der Güte der Anpassung einen Schwerpunkt auf die Randbereiche 
der Verteilung (USEPA, 2001). Die Höhe der Unsicherheit, die durch die Auswahl 
der Verteilungsform induziert wird, wird durch Simulation aus den angepassten 
Verteilungen und Vergleich der Ergebnisse mit den empirischen Werten abge-
schätzt. 
Dazu wurden sämtliche im Jahr 1995-2005 auf Kupfer untersuchte Lebensmittel 
hinsichtlich der Verteilungen auf den ersten drei Rängen nach dem Anderson-
Darling-Kriterium untersucht. Die in der Anpassung ausgegebenen Formeln für die 
parametrischen Verteilungen wurden mit 10.000 Iterationen unter @RISK simu-
liert. Anschließend wurden die statistischen Parameter Mittelwert, Median, 5-tes 
und 95-tes Perzentil der simulierten Verteilungen berechnet und hinsichtlich ihrer 
Abweichung zu den entsprechenden Parametern der empirischen Verteilung er-
mittelt. 
                                            
10
 Palisade Corporation, http://www.palisade.com/risk/ 
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4.7 Vergleich zweier Ansätze zur Ermittlung der Kurzzeitaufnahme 
Für Bewertungen akuter Risiken werden üblicherweise die Verzehrstage aller Per-
sonen aus einer Studie als unabhängige Tage betrachtet und deren Verteilung 
analysiert. Das bedeutet, wenn für dieselbe Person an mehr als einem Tag eine 
Aufnahme eines bestimmten Stoffes innerhalb des Protokollzeitraumes dokumen-
tiert ist, dann werden diese Tage wie einzelne Tage verschiedener Personen ge-
wertet. Damit wird jede hohe Aufnahme als gleich wahrscheinlich angesehen, ei-
nen akuten Effekt zu verursachen. Wenn dieselbe Person innerhalb zusammen-
hängender Protokolltage mehrere hohe Aufnahmen berichtet, kann aber auch ar-
gumentiert werden, dass die Wahrscheinlichkeit eines akuten Effektes geringer ist, 
da ansonsten die wiederholte Aufnahme möglicherweise nicht erfolgen würde. Ein 
Ansatz, der diese Zusammenhänge berücksichtigen würde ist die Betrachtung der 
jeweils höchsten Aufnahme pro Person und die statistische Analyse der resultie-
renden Verteilung. Im Folgenden werden beide Ansätze miteinander verglichen. 
Dazu wird auf Basis der Daten der VELS-Studie für Kinder von zwei bis unter 5 
Jahren die Aufnahme nach beiden Ansätzen berechnet. Als Grundlage werden 
dabei die in der Pestizidbewertung verwendeten rohen unverarbeiteten Lebensmit-
tel verwendet, wobei alle anderen Lebensmittel zuvor auf diese zurückgerechnet 
wurden (Banasiak et al., 2005).  
Wie im Verfahren zur Bewertung von Pflanzenschutzmittelrückständen üblich, wird 
das 97.5-te Perzentil für den Ansatz verwendet, dass alle Verzehrstage auch der-
selben Person wie unabhängige Tage gewertet werden(Banasiak et al., 2005). Bei 
dem alternativen Ansatz über die Personenebene wird dagegen auf das 95-te 
Perzentil zurückgegriffen, wie in anderen auf personenbezogenen Stichproben 
basierenden Bewertungen üblich.  
Für die Rechnung der prozentualen Abweichung wurde das 97.5-te Perzentil über 
alle Verzehrstage aller Personen als Minuend und Quotient verwendet  Das 95-te 
Perzentil des jeweilig maximalen Verzehrs pro Person im Protokollzeitraum ging 
als Subtrahend ein.  
Für die Prüfung von Mittelwertunterschieden wurden der T-Test mit Bonferroni-
Korrektur und der Kruskal-Wallis-Test von SPSS 12.0 (SPSS Inc., http://www-
01.ibm.com/software/analytics/spss/) genutzt. Die Prüfung der Annahme der Nor-
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malverteilung in der Stichprobe erfolgte über grafische Analyse der Box-Plots, His-
togramme und Quantil-Quantil-Plots (QQ-Plots) aus SPSS, sowie dem Kolmogrov-
Smirnov-Test mit Signifikanzkorrektur nach Lilliefors. Da alle Prüfungen zu den-
selben Ergebnissen führen, werden in den Ergebnissen nur die QQ-Plots darge-
stellt.  
4.8 Verwendete Ansätze zur Beschreibung der Kumulation von Unsicherhei-
ten 
Ein methodisch schwieriges Problem ist die Berücksichtigung der Kumulation 
mehrerer Unsicherheiten. Im deterministischen Fall führt die Berücksichtigung zu 
starken Über- oder Unterschätzungen, da hier die oberen und unteren Konfidenz-
schranken jeweils miteinander multipliziert würden. Deshalb ist hier fast immer 
eine probabilistische Modellierung der Unsicherheiten angebracht. Auch wenn 
Konfidenzbereiche nicht auf Basis von Verteilungsinformationen abgeleitet werden 
konnten, ist unter Annahme einer Gleichverteilung oder Dreiecksverteilung eine 
entsprechende Modellierung durchführbar. Dies wird anhand des gewählten Bei-
spiels in Kapitel 7 demonstriert. 
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5. QUALITATIVE UNSICHERHEITEN TYPISCHER DATENGRUND-
LAGEN IN DER EXPOSITIONSSCHÄTZUNG 
5.1 Daten zu Gehalten von Stoffen in Lebensmitteln 
5.1.1 Lebensmittel-Monitoring 
Das Lebensmittel-Monitoring stellt eine der umfangreichsten Datenquellen für das 
Vorkommen von Pestiziden, Schwermetallen und anderen Kontaminanten in Le-
bensmitteln des deutschen Marktes dar. Dennoch ergeben sich bei der Verwen-
dung der Daten für Expositionsschätzungen Unsicherheiten, welche in den folgen-
den beiden Abschnitten beschrieben werden. 
Der erste Schritt im Rahmen der qualitativen Unsicherheitsanalyse soll unter An-
wendung des vorab beschriebenen Clarity-Tests erfolgen. Dabei wird nach dem 
idealen Versuch gefragt, der nötig ist, um die Belastung der Lebensmittel auf dem 
deutschen Markt zu beschreiben. Dieser ideale Versuch wird mit dem Untersu-
chungsdesign des Lebensmittel-Monitoring in Bezug auf unterschiedliche Teilas-
pekte verglichen. Die betrachteten Teilaspekte orientieren sich dabei an denen im 
Schema für die qualitative Bewertung vorgesehenen Kriterien. Eine entsprechen-
de Bewertung für diese Kriterien wird abgeleitet und anschließend in Tabelle 3 als 
Übersicht zusammengefasst. 
Generell ist die Bewertung des LM-M hier auf die Nutzung der Ergebnisse auf Ex-
positionsschätzungen zur Bewertung chronischer Risiken ausgerichtet. Deshalb 
wird als abgeleiteter Wert der Mittelwert in den Mittelpunkt der Unsicherheitsbe-
trachtung gerückt. Über die Unsicherheiten in der Verteilung ist auch die mögliche 
Nutzung eines oberen Perzentils bei Langzeitbetrachtungen oder für akute Schät-
zungen mit betrachtet. 
Für die Betrachtungsweise von Langzeitrisiken wäre eine vollständige Beprobung 
aller Lebensmittel auf dem deutschen Markt aus Verbrauchersicht und somit auch 
im Sinne des Clarity-Tests als idealer Versuch zu bezeichnen. Da dies aus Kos-
tengründen selbstverständlich nicht möglich ist, wird mit Stichproben gearbeitet. 
Damit ergibt sich eine Unsicherheit je nach Größe der Stichprobe. Beispielsweise 
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wird empfohlen, zur Reduzierung von Unsicherheiten eher die Stichprobengröße 
zu erhöhen, als die analytische Genauigkeit zu erhöhen (Smith et al., 2002). 
Die Unsicherheit, die sich aus der Stichprobengröße ergibt, kann im quantitativen 
Teil durch die Angabe von Konfidenzintervallen berücksichtigt werden (Brattin et 
al., 1996). Das Stichprobenkonzept des LM-M ist so ausgerichtet, dass durch eine 
ausreichend hohe Anzahl an Proben sichergestellt wird, dass auch hohe auf dem 
Markt befindliche Lebensmittel mit ausreichender Wahrscheinlichkeit in der Stich-
probe auftreten. Die dafür benötigte Anzahl der Proben ergibt sich aus Berech-
nungen nach Conover (1971) (siehe auch BVL, 2004). Demnach kann durch eine 
Stichprobengröße von 236 Proben gewährleistet werden, dass das 98. Perzentil 
der Grundgesamtheit, mit einer Wahrscheinlichkeit von 95% in der Spannweite 
zwischen dem kleinsten und dem größten Stichprobenwert liegt. Mit anderen Wor-
ten kann durch diese Anzahl von Proben mit 95%-iger Wahrscheinlichkeit gewähr-
leistet werden, dass das 98. Perzentil aller auf dem Markt befindlicher Proben, in 
der Stichprobe enthalten ist. Damit können Höchstmengenüberschreitungen mit 
einer hohen Wahrscheinlichkeit aufgedeckt werden, daraus ergibt sich jedoch 
nicht zwangsläufig eine zuverlässige Schätzung für obere Perzentile im Sinne en-
ger Konfidenzschranken. Es kann beispielsweise der Fall auftreten, dass das 98-
te Perzentil der Grundgesamtheit in der Stichprobe enthalten ist, dort aber den 
Maximalwert darstellt. Damit würde das 98-te Perzentil der Stichprobe geringer 
sein und zu einer Unterschätzung führen. Für viele Lebensmittel-Stoff-
Kombinationen wird (z.B. bei Messwiederholungen eines Lebensmittels in mehre-
ren Jahren) auch von der Stichprobengröße von 236 Proben nach unten abgewi-
chen. Für Trendanalysen wird dies beispielsweise damit begründet, dass es dann 
nicht das Ziel ist, die Überschreitungsrate von Höchstmengen zu bestimmen, son-
dern einen zeitlichen Trend für das mittlere Vorkommen zu beobachten. Dafür sind 
geringere Stichprobenumfänge ausreichend, die jedoch zulasten der Genauigkeit 
bei der Schätzung des Mittelwertes und der oberen Perzentile gehen. Insgesamt 
wurde aus den vorgenannten Gründen entsprechend des abgeleiteten Schemas 
zur qualitativen Beurteilung der Unsicherheit von Datenquellen der Grad der Unsi-
cherheit im optimalen Fall einer Stichprobengröße in Höhe von 236 Proben mit 0,1 
als gering eingestuft, da die abgeleiteten mittleren Werte und Perzentile als sicher 
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anzusehen sind. Dies gilt nur eingeschränkt, wenn die Stichprobenzahl geringer 
als 236 Proben beträgt, weshalb der Wert für den ungünstigsten Fall entsprechend 
der Skala in Abbildung 3 mit Wert 0,5 eingestuft wird, da zumindest die Schätzung 
der Verteilung dann als unsicher anzusehen ist und die Konfidenzbereiche für die 
Mittelwertsschätzung deutlich breiter werden (siehe Tabelle 3). 
Als nächstes soll die Repräsentativität des LM-M bewertet werden. Repräsentativi-
tät ist definiert als Grad in dem die Stichprobe charakteristisch für die Grundge-
samtheit ist, auf welche die Schlussfolgerungen übertragen werden sollen (Fires-
tone et al., 1997). Im Sinne von Gehaltsdaten bedeutet dies, dass für eine Be-
trachtung von chronischen Risiken die Gehaltsdaten auf zufällig erhobenen Pro-
ben basieren sollten, die beispielsweise in verschiedenen Regionen, unterschied-
lichen Jahreszeiten und von verschiedenen Marken gezogen werden (WHO, 
2005). Damit wird klar, dass die Stichprobengröße keine Repräsentativität im Sin-
ne einer prozentual korrekten Abbildung von beispielsweise regionalen Anteilen im 
Gesamtmarkt garantiert. Zwar wird teilweise auch die Herkunft der zu untersu-
chenden Lebensmittel über den ADV-Katalog Nr. 10 (BVL, 2009) erfasst, jedoch 
ist nicht sichergestellt, dass die Verteilung in der Stichprobe den Markt adäquat 
widerspiegelt. Damit ergibt sich durch die Abweichung vom idealen Versuch eine 
weitere Quelle für Unsicherheiten. Es ist gezeigt worden, dass nach ökologischen 
Richtlinien erzeugte Lebensmittel andere Kontamination aufweisen können, als 
konventionell erzeugte Lebensmittel und beispielsweise geringere Nitratgehalte in 
Kopfsalat bzw. weniger antibiotikaresistente Bakterien in Schweine- und Hühner-
fleisch aufweisen (Hoogenboom et al., 2008). Als weiteres Beispiel können Pesti-
zide angeführt werden. Es ist zu erwarten, dass nach ökologischen Richtlinien er-
zeugte Lebensmittel geringer mit Pestiziden (Ausnahme der für den ökologischen 
Landbau zugelassenen Pestizide) belastet sind, als konventionell erzeugte Le-
bensmittel. Da nicht explizit sichergestellt ist, dass in den Stichproben des LM-M 
der Marktanteil ökologischer Erzeugnisse korrekt widergespiegelt ist, kann es zu 
Verzerrungen in der Schätzung kommen. Die Richtung der Verzerrung ist dabei 
unbekannt, im Falle eines zu großen Anteiles ökologischer Erzeugnisse kommt es 
zu Unterschätzungen, im umgekehrten Fall zu Überschätzungen. Analog sind 
durch die unterschiedlichen Regulierungen in den jeweiligen Anbauregionen Un-
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terschiede in der Höhe und dem Spektrum der eingesetzten Pflanzenschutzmittel 
zu erwarten, aber nicht repräsentativ ausgesteuert. 
Eine repräsentative Erhebung von Gehaltsdaten muss zudem das chemisch-
physikalische Verhalten des Agens, die Interaktion mit anderen vorhandenen Sub-
stanzen und speziell deren Einfluss auf die Verarbeitungsprozesse sowie während 
Lagerung und Transport des Lebensmittels berücksichtigen (Renwick et al., 2003). 
Es ist aus Kostengründen nachvollziehbar, dass Stichprobenkonzepte in der Le-
bensmittelüberwachung aus Perspektive des Risikomanagements häufig auf Re-
gionen und Zeiten fokussieren, in denen Verstöße gegen das Lebensmittelrecht 
vermutet werden. Es bleibt jedoch zu beachten, dass sich damit aus Sicht der Ex-
positionsschätzung erhebliche Unsicherheiten insbesondere in Richtung einer 
Überschätzung aufgrund von Verdachtsproben ergeben können (Kroes et al., 
2002). Auch Verger und Fabiansson (2008) stellen fest, dass bei Ad-hoc-
Datenabfragen der EFSA häufig Daten übermittelt werden, die für andere Zwecke 
als für Aufnahmeschätzungen erhoben wurden. Die Autoren betonen den Nutzen 
auch solcher Daten, solange der eigentliche Zweck bekannt ist, die resultierenden 
Unsicherheiten zumindest beschrieben oder bei Vorliegen einer repräsentativen 
Teildatensatzes quantifiziert werden. Generell leiten Verger und Fabiansson 
(2008) einen Bedarf für koordinierte Anstrengungen ab, um Stichprobendesign zu 
standardisieren und besser zu beschreiben. 
Bei der Diskussion um die Überarbeitung des Konzeptes für das LM-M von Pflan-
zenschutzmittelrückständen hat das BfR auf diese Problematik der unzureichen-
den Sicherstellung der Repräsentativität hingewiesen (Sieke et al., 2008b; Sieke 
et al., 2008c), so dass in Zukunft verstärkt auf eine repräsentative Verteilung der 
Stichprobe hinsichtlich dieser beiden Kriterien hingearbeitet werden soll. Das 
Problem der unzureichend nachgewiesenen Repräsentativität wird durch eine zum 
Teil unvollständige Dokumentation von beschreibenden Merkmalen der einzelnen 
Proben verstärkt, die eine zuverlässige Aufklärung der Varianz innerhalb der 
Stichproben und damit eine Trennung von Variabilität und Unsicherheit kaum er-
möglicht. Da die Verzerrung der Struktur der Stichprobe nicht messbar ist, kann 
auch die Höhe des Einflusses auf das Endergebnis nicht geschätzt werden. Bei 
einer Stichprobengröße von 236 Proben kann jedoch davon ausgegangen wer-
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den, dass der Einfluss für viele Lebensmittel eher gering ist. Dennoch stellt die 
unzureichende Möglichkeit der Trennung von Variabilität und Unsicherheit einen 
entscheidenden Nachteil für probabilistische Modellierungen dar. Im Sinne eines 
idealen Versuches müssten alle Merkmale ausgesteuert und vollständig dokumen-
tiert sein, die Aufschluss über die Quellen von Variabilität in der Stichprobe geben 
könnten. In diesem Sinne weicht das LM-M vom idealen Versuch ab und demzu-
folge ist die unzureichend beschriebene Variabilität als Unsicherheit zu werten. 
Damit ergibt sich nach Abbildung 3 eine Bewertung von 0,25 auch im optimalen, 
da die die Verteilung aufgrund möglicherweise unzureichend beschriebener Varia-
bilität als unsicher zu werten ist. Im ungünstigsten Fall hat dies auch Auswirkun-
gen auf den eigentlichen Schätzwert, weshalb dieses Merkmal an der Grenze von 
mittlerer zu hoher Unsicherheit bewertet und mit dem Wert 0,75 eingestuft wurde. 
Im LM-M werden auch Agenzien untersucht, die nur sehr selten oder in sehr ge-
ringen Mengen in Lebensmitteln auftreten. Dieser Fakt stellt jedoch nicht automa-
tisch eine Quelle für Unsicherheiten entsprechend des abgeleiteten Schemas zur 
Bewertung qualitativer Unsicherheiten dar. Wenn die verwendeten analytischen 
Methoden und die daran gekoppelten Nachweis- und Bestimmungsgrenzen sensi-
tiv genug sind, um auch geringe Belastungen aufzudecken, dann ist ein hoher An-
teil nicht quantifizierbarer Werte nicht zwangsläufig mit hohen Unsicherheiten ver-
bunden. Die nicht quantifizierbaren Werte können zur Simulation des günstigsten 
Falles in der Expositionsschätzung alle auf den Wert null gesetzt werden und in 
einer zweiten Rechnung auf den Wert der Nachweis- bzw. Bestimmungsgrenze. 
Ergibt sich aus diesen beiden Ansätzen kein wesentlicher Unterschied in der In-
terpretation der Ergebnisse, so ist die Unsicherheit als gering zu beurteilen, selbst 
wenn eine große Anzahl Werte nicht quantifizierbar sind. Prinzipiell sind niedrige 
Nachweis- und Bestimmungsgrenzen insbesondere für viel verzehrte Lebensmittel 
eine Möglichkeit zur Verringerung der Unsicherheiten in diesem Punkt. Für jede 
Lebensmittel-Stoff-Kombination ist im LM-M eine mindest einzuhaltende Bestim-
mungsgrenze festgesetzt (BVL, 2005c). Diese orientiert sich aber oft an der 
Nachweisbarkeit einer Höchstgehaltsüberschreitung. Das hat zur Folge, dass die 
Bestimmungsgrenzen der Labors teilweise deutlich unter den Mindestanforderun-
gen liegen, aber teilweise auch diese gerade nur erfüllen. Damit liegen einige ver-
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wendete Bestimmungsgrenzen für eine Expositionsschätzung zu hoch und können 
einen wesentlichen Unsicherheitsfaktor bei der Berechnung darstellen. Das Aus-
maß der Unsicherheit hängt daher stark von der Anzahl nicht bestimmbarer Werte 
ab. Für Daten mit durchgängig niedrigen analytischen Grenzen oder Daten mit 
einem hohen Anteil bestimmbarer Werte ist die Unsicherheit eher als gering ein-
zustufen, hierfür kann für die Unsicherheit aufgrund nichtquantifizierbarer Werte 
ein Score von 0,10 abgeleitet. Die Richtung der Unsicherheit kann in diesem Fall 
nur in Zusammenhang mit dem verwendeten Ansatz zur Berücksichtigung der 
nichtquantifizierbaren Werte beurteilt werden und hängt somit vom Modellierer und 
nicht von den Daten selbst ab. Bei Verwendung der halben Bestimmungsgrenze 
oder der Bestimmungsgrenze als Ersatzwert für nicht bestimmbare Werte ist eher 
von einer Überschätzung auszugehen.  
Im ungünstigsten Fall sind die Bestimmungsgrenzen zumindest einzelner Labors 
relativ hoch, da sie sich nur an dem Nachweis von Höchstgehaltsüberschreitungen 
orientieren. Demzufolge wird hier der Wert 0,75 vergeben, da teilweise sowohl der 
Mittelwert verfälscht sein kann, als auch die Verteilung mit Unsicherheiten behaftet 
ist. Für Expositionsschätzungen zu Blei, Cadmium, Quecksilber, Dioxine und PCB 
auf Basis des LM-M wurde eine nicht zu vernachlässigbare Unsicherheit auf Basis 
des Abstandes zwischen Lower-Bound und Upper-Bound-Schätzung ermittelt 
(Lindtner et al., 2011; Lindtner et al., 2013a).  
Unter Berücksichtigung der durchgeführten Laborvergleichsuntersuchungen kann 
die Messmethode als hinreichend nah am idealen Versuch angesehen werden. 
Zwar wird beispielsweise im Fall von Pestiziden mit einer Unsicherheit der einzel-
nen Messwerte eines Labors von bis zu 60% gerechnet (Gilsbach, 1998), jedoch 
entsprechen diese den derzeitigen technischen Möglichkeiten und zum anderen 
kann davon ausgegangen werden, dass sich diese durch wiederholte Messungen 
und bei größeren Stichproben ausmitteln. Deshalb kann die Höhe der Unsicherheit 
durch die Messmethode mit einem geringen Wert von 0,10 bewertet werden, da 
der ermittelte mittlere Wert dennoch als sicher angesehen werden kann und nur 
geringer Einfluss auf die Verteilung zu erwarten ist. Hier ist nicht nach einem opti-
malen oder ungünstigen Fall zu unterscheiden. 
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Die Frage inwieweit Ausreißer als Quelle für Unsicherheit zu betrachten sind, 
hängt vorwiegend von anderen bereits diskutierten oder noch zu diskutierenden 
Merkmalen ab. Als Ausreißertest eignet sich am besten die Darstellung der Stich-
probenverteilung in Form eines Boxplots (Gessler, 1993). Demnach werden als 
Ausreißer alle Werte gekennzeichnet, die mehr als das 1,5-fache des Abstandes 
von 75-tem und 25-tem Perzentil über bzw. unter dem jeweiligen Quartil liegen. 
Teilweise werden in Abhängigkeit des Vielfachen auch Extremwerte und Ausreißer 
unterschieden. Auch wenn dieses Verfahren sehr gut geeignet ist, die Verteilung 
der Stichprobe und den Einfluss einzelner Messwerte auf den Mittelwert oder an-
dere Schätzer zu beschreiben, ist ein Ausreißertest und anschließendes kritikloses 
Ausschließen der Ausreißer aus der Analyse statistisch gesehen nicht berechtigt. 
Es kann im Normalfall nicht ausgeschlossen werden, dass auch vereinzelte hohe 
Messwerte auf dem Markt und demzufolge in der Stichprobe vorliegen. Ist die 
Stichprobengröße ausreichend groß und sind auffällige Werte überprüft worden, 
so gibt es in der Regel keinen Anlass am Vorkommen hoher Werte zu zweifeln 
und demzufolge auch keine Berechtigung diese Werte aus der Analyse auszu-
schließen. Im Fall von einzelnen Agenzien, wie Mykotoxinen, ist es sogar bekannt, 
dass Ausreißer zum typischen Bild der Verteilung in Lebensmitteln gehören, so 
dass sogar besondere Probenahmevorschriften existieren, um diese punktuellen 
sehr hohen Mengen auch zu erfassen. Bei ausreichender Stichprobengröße und 
der Qualitätsprüfung der übermittelten Werte ist die Wahrscheinlichkeit für das 
Auftreten von Ausreißern, die aus der statistischen Analyse wegen Zweifeln an der 
Korrektheit der Werte ausgeschlossen werden sollten, im LM-M als sehr gering 
einzustufen. Eine daran geknüpfte Unsicherheit ist somit faktisch nicht vorhanden 
kann somit als sehr gering mit 0 bewertet. Auch wenn die Qualitätsprüfung im op-
timalen und ungünstigsten Fall gleichermaßen erfolgt, so ist doch im Fall einer 
geringen Stichprobengröße durchaus ein Einfluss von Ausreißern auf die Mittel-
wertschätzung und die Verteilung möglich (Lindtner et al., 2012a). Deshalb wird 
die Unsicherheit im ungünstigen Fall mit 0,75 bewertet. 
Unsicherheiten ergeben sich auch durch die bereits beschriebenen unterschiedli-
chen Zugangsmöglichkeiten zu den Daten des LM-M. Die Nutzung der Daten des 
LM-M stützt sich vorwiegend auf die vom BVL veröffentlichten Lebensmittel-
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Monitoring Berichte und die ergänzend veröffentlichten Tabellenbände (BVL, 
2005b; BVL, 2006; BVL, 2007a; BVL, 2007b). Die Tabellenbände des BVL mit An-
gaben zu den Messungen des LM-M haben einen strukturell standardisierten Auf-
bau, der Informationen zu folgenden Parametern aufführt. Neben der Gesamtzahl 
(n) der untersuchten Proben je Lebensmittel und Agens wird die Anzahl der Werte 
unterhalb der Bestimmungsgrenze (nb), und die Anzahl der Proben unter der 
Nachweisgrenze (nn) angegeben. Daraus ergibt sich als Differenz die Anzahl der 
Proben mit quantifizierten Rückständen/Gehalten (b) und deren prozentualer An-
teil an der Gesamtprobenzahl (n). Des Weiteren ist die von den teilnehmenden 
Laboren mindestens einzuhaltende Bestimmungsgrenze (meBG) angegeben. Die-
ser Wert ist nur bedingt aussagekräftig in Bezug auf die tatsächlichen Bestim-
mungs- und Nachweisgrenzen. Es gibt also in vielen Fällen auch bestimmbare 
Werte unterhalb dieser angegebenen Grenze. Als Parameter der Verteilung sind 
der arithmetische Mittelwert (MW), der Median, das 90. und 95. Perzentil, sowie 
der größte quantifizierte Wert angegeben. Diese statistischen Parameter beziehen 
sich auf alle Proben, inklusive der nicht quantifizierbaren oder nicht nachweisba-
ren Gehalte. Dabei wurde für die nicht nachweisbaren und nicht quantifizierbaren 
Proben ein vom Labor übermittelter Schätzwert oder die halbe Bestimmungs- bzw. 
Nachweisgrenze eingesetzt. Da in der Dokumentation nur die mindest einzuhal-
tende Bestimmungsgrenzen und nicht die individuellen Bestimmungsgrenzen der 
Labore angegeben sind, hat ein Nutzer der Tabellenbände nicht die Möglichkeit, 
den mittleren Gehalt der bestimmbaren Werte zu berechnen und eine Sensitivi-
tätsanalyse hinsichtlich des Einflusses der nicht bestimmbaren und nicht nach-
weisbaren Werte auf das Gesamtergebnis durchzuführen. 
In Tabelle 2 wird beispielhaft deutlich, dass allein durch die Dokumentation der 
Werte unterhalb der analytischen Grenzen Unsicherheiten entstehen. Die Anga-
ben aus dem Tabellenband wurden mit den auf Basis der Einzelwerte ermittelten 
Statistiken verglichen. Dabei wurden zum einen alle Werte unter der Nachweis- 
bzw. Bestimmungsgrenze auf den halben Wert der jeweiligen Grenze gesetzt. 
Vergleichend wurden die nicht bestimmbaren Werte auf die mindest einzuhaltende 
Bestimmungsgrenze gesetzt. In beiden Berechnungen ergeben sich Abweichun-
gen zum Tabellenband, die sich damit erklären lassen, dass einige Labore 
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Schätzwerte für die nicht bestimmbaren Werte übermittelt haben, die vom BVL 
statt der halben analytischen Grenzen verwendet wurden. Ebenfalls ist ersichtlich, 
dass der Unterschied wie zu erwarten bei höherem Anteil der nicht bestimmbaren 
Werte höher ausfällt. Die ermittelten Schätzwerte unter Verwendung der mindest 
einzuhaltenden Bestimmungsgrenze könnte bei nicht Vorliegen der Einzeldaten 
verwendet werden, um auf den mittleren Gehalt der bestimmbaren Werte zurück-
zurechnen. Da die mindest einzuhaltende Bestimmungsgrenze jedoch immer über 
den im Tabellenband verwendeten Werten für die analytischen Grenzen liegt, 
ergibt die Schätzung in Tabelle 2 höhere konservativere Werte. Gleichzeitig wird 
der Anteil der nicht bestimmbaren Werte am Mittelwert überschätzt und folglich die 
indirekt auf Basis der mindest einzuhaltende Bestimmungsgrenze berechneten 
mittleren Gehalte der bestimmbaren Werte unterschätzt. Eine solche Überlegung, 
mit den derart durch die unzureichende Dokumentation implizierten Unsicherhei-
ten umzugehen, würde demnach zu einer Unterschätzung der mittleren bestimm-
baren Gehalte führen. 
Um solche Unsicherheiten zu vermeiden, sind in der Datensammlung des BfR 
(Lindtner et al., 2006b) zur probabilistischen Nutzung des LM-M die Häufigkeits-
verteilungen der verwendeten Werte unter der Nachweis- und Bestimmungsgren-
ze angegeben. Teilweise wurden in den Tabellenbänden des LM-M keine Werte 
für die statistischen Parameter angegeben. Dies ist der Fall, wenn für die Berech-
nung des Median weniger als 50% Werte und für die Berechnung des 90. und 95. 
Perzentil weniger als 10% bzw. 5% der Werte bestimmbar waren. Dieses Kriteri-
um macht jedoch keine Aussage über die Zuverlässigkeit der einzelnen Werte im 
Sinne einer Unsicherheitsanalyse. Im Gegenteil suggeriert es, dass für die Schät-
zung des 95-ten Perzentil weniger Werte benötigt werden, um eine gute Schät-
zung abzuleiten. Tatsächlich wird jedoch nur vermieden, dass die Perzentile aus-
schließlich durch die Nachweisgrenze bestimmt werden, in Bezug auf die Genau-
igkeit der Schätzungen werden allerdings mehr Proben für ein schmales Kon-
fidenzintervall des 95-ten Perzentils benötigt, als für den Median (Frey et al., 
1998). Diese Art der Darstellung kann zwar zu Missverständnissen bei der Inter-
pretation der Werte führen, ist aber nicht automatisch eine Quelle für Unsicherhei-
ten. 
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Tabelle 2: Vergleich des Einflusses der Verwendung der im Lebensmittel-Monitoring Tabellenbänden angegebenen einheitlichen mindest einzuhaltenden 
Bestimmungsgrenze (meBG) und der Verwendung der individuellen Bestimmungsgrenze der einzelnen Labore für Lebensmittel mit unterschiedlichen pro-
zentualen Anteilen bestimmbarer Werte an der Gesamtprobenzahl (Brühwürstchen, 2005, meBG = 1 mg/kg/ Apfelsaft, 2004, meBG = 0,5 mg/kg/ Qualitäts-









Tabellenband LM-M, BVL 2004 247 15 80 152 0,63 0,51 1,00 1,16 3,00
Verwendung der halben 
individuell übermittelten BG 247 15 80 152 0,62 0,51 0,77 1,16 3,00
Verwendung der halben 
einheitlichen mindest 
einzuhaltenden BG
247 15 80 152 0,64 0,51 0,77 1,16 3,00
Tabellenband LM-M, BVL 2005 99 50 21 28 0,23 0,25 0,50 0,50 0,80
Verwendung der halben 
individuell übermittelten BG 99 50 21 28 0,17 0,13 0,25 0,30 0,80
Verwendung der halben 
einheitlichen mindest 
einzuhaltenden BG
99 50 21 28 0,24 0,25 0,25 0,30 0,80
Tabellenband LM-M, BVL 2005 125 34 59 32 0,17 0,20 0,25 0,29 0,99
Verwendung der halben 
individuell übermittelten BG 125 34 59 32 0,15 0,13 0,20 0,28 0,99
Verwendung der halben 
einheitlichen mindest 
einzuhaltenden BG
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Einigen Institutionen, unter anderem dem BfR, stehen auch die Einzeldaten zur Ver-
fügung. Am BfR ist in Ergänzung zu den Tabellenbänden des BVL im Rahmen des 
Projektes „Bedeutung der probabilistischen Expositionsschätzung für die Bewertung 
chemischer und mikrobieller Risiken durch Lebensmittel und Haushaltsprodukte.“ 
eine Sammlung von Datenblättern aufgebaut worden, in der die Voraussetzungen 
der Nutzung der Daten für probabilistische Expositionsschätzungen gelegt wurden 
(Lindtner et al., 2006b). Die Datensammlung enthält eine Excel-Datei für jede in den 
Jahren 1995-2003 untersuchte Agens-Lebensmittelkombination. Ein Datenblatt be-
steht aus vier Elementen: einer erweiterten deskriptiven Statistik, den Parametern 
der drei besten angepassten parametrischen Verteilungen, der grafischen Darstel-
lung der besten Verteilungsanpassung und einer Häufigkeitstabelle der nichtnach-
weisbaren und nichtbestimmbaren Werte. Aus diesem Grund sind in der Daten-
sammlung des BfR zur probabilistischen Nutzung des LM-M die Häufigkeitsverteilun-
gen der verwendeten Werte unter der Nachweis- und Bestimmungsgrenze angege-
ben. Damit ist es auch ohne das Vorhandensein der Einzeldaten möglich probabilis-
tische Schätzungen durchzuführen. Somit ist durch die Verfügbarkeit und Dokumen-
tation der Daten im optimalen Fall im Prinzip keine Unsicherheit gegeben. Liegen die 
Einzelwerte oder die Zusatzinformationen des BfR nicht vor, sind die Unsicherheiten 
mit 0,25 als etwas höher zu bewerten. 
Die Lebensmittelbeschreibungen sollten im Sinne eines idealen Versuches möglichst 
eindeutig sein. Das heißt zum einen, Lebensmittel mit unterschiedlicher Variabilität 
sollten nicht in Gruppen zusammengefasst werden. Zum anderen ist es wichtig, dass 
die Lebensmittelbeschreibung eine klare Zuordnung zu anderen Datenquellen er-
möglicht. Für viele Lebensmittelgruppen ist die Beschreibung der Lebensmittel hin-
reichend eindeutig. In diesem optimalen Fall ist keine Unsicherheit zu erwarten. Je-
doch existieren auch einzelne Gruppen, bei denen recht grobe Zusammenfassungen 
möglicherweise unterschiedlich stark belasteter Einzellebensmittel erfolgen. Beispie-
le hierfür sind die Kategorien: „Schokolade“, „Gewürze, Blätter, Kräuter“, „Säuglings- 
u. Kleinkindernahrung auf Getreidebasis“, „Rohwürste, streichfähig“, „Brotteig“ oder 
„Süßwaren aus Rohmassen anderer Art“. So wurde beispielsweise von Goemann 
gezeigt (Goemann, 2010), dass eine Unterscheidung der Schokoladensorten nach 
Kakaogehalt notwendig wäre, um eine zuverlässige Schätzung der Exposition ge-
genüber Cadmium aus Schokolade zu erhalten. Für die Bewertung von Aflatoxin 
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kann andererseits das Vorhandensein von Nüssen von Bedeutung sein, die sich sel-
ten aus der einfachen Benennung des Lebensmittels (z.B. Schokolade) ergibt. Eben-
falls ist für eine Bewertung der Mykotoxine die Art des Getreides in Säuglingsnah-
rung auf Getreidebasis eine wichtige Information zur Erklärung der Variabilität. In der 
großen Kategorie „Gewürze, Blätter, Kräuter“ ist zu vermuten, dass diese sehr unter-
schiedlich gegenüber Nitrat oder auch Pestiziden zu bewerten sind. Dies könnte zum 
Beispiel der Grund sein, dass in dieser Kategorie die höchste Standardabweichung 
im Verhältnis zum Mittelwert für die Nitratgehalte auftritt. Damit ist die Lebensmittel-
beschreibung je nach Problemstellung und betrachtetem Agens häufig nicht ausrei-
chend, weshalb die Unsicherheit im ungünstigen Fall mit 0,75 bewertet wird. Dieser 
Unsicherheit kann in einer Schätzung durch Überschätzung Rechnung getragen 
werden, im Einzelfall aber auch zu Unterschätzungen führen, wenn Variabilität in 
groben Gruppen nicht bekannt ist oder nicht auseichend berücksichtigt wird. 
Als ein Instrument im Rahmen der Lebensmittelüberwachung werden im LM-M vor-
wiegend unverarbeitete Lebensmittel beprobt. Daraus ergeben sich Unsicherheiten 
durch mögliche Veränderungen der Gehalte bis zum verzehrsfertigen Lebensmittel. 
Hier wäre alternativ die in Deutschland derzeit nicht verfügbare Methode der Total 
Diet Studie einzusetzen (Lindtner et al., 2013b; EFSA, 2011a).  
Das Problem der teilweise unvollständigen und nicht sehr differenzierten Beschrei-
bung der Lebensmittel hat Auswirkungen auf die Kombination zu anderen Datenquel-
len vor allem zu den Daten aus Verzehrsstudien. Hier ist eine eindeutige Zuordnung 
nur bedingt gegeben, da für Verzehrsstudien der BLS verwendet wird, um die ver-
zehrten Lebensmittel zu beschreiben, und im LM-M wie beschrieben der ADV-Kode. 
Da eine eindeutige Zuordnungstabelle fehlt, ist eine manuelle problemorientierte Zu-
ordnung durchzuführen. Diese ist jedoch sehr zeitaufwendig, subjektiv und birgt ei-
nen Verlust an Genauigkeit. Analog verhält es sich mit den Kategorien der jeweiligen 
gesetzlichen Verordnungen der Höchstmengen. Auch hier ist keine eindeutige Zu-
ordnung im Kodiersystem vorgesehen und muss manuell erfolgen. Zudem wird das 
zu beprobende Stoffspektrum im LM-M aufgrund von Experteneinschätzungen fest-
gelegt. Das führt dazu, dass bestimmte häufig verzehrte Lebensmittel, die als un-
problematisch im Sinne von Höchstmengenüberschreitungen gelten, auf bestimmte 
Agenzien nicht untersucht werden. Da diese häufig verzehrten Lebensmittel jedoch 
auch bei einer im Verhältnis zur Höchstmenge geringen Belastung einen hohen An-
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teil an der Gesamtexposition haben können, ist das Fehlen solcher Werte ebenfalls 
als Unsicherheit zu werten. Aufgrund der angeführten Aspekte wird die Unsicherheit 
bei der Kombination mit anderen relevanten Datenquellen im optimalen Fall mit 0,25 
bewertet, da es kaum Fälle gibt, bei dem die Gehaltsdaten in der Form erhoben wur-
den, wie in Verzehrsstudien dokumentiert. Im ungünstigsten Fall kann dies sogar 
Auswertungen auf die Schätzung der mittleren Exposition haben, weshalb die Unsi-
cherheiten dann als relativ hoch mit 0,75 bewertet werden. Alle Bewertungen für die 
qualitative Unsicherheit des LM-M sind in Tabelle 3 zusammengefasst.  
Die Lebensmittelproben-Vorbereitung erfolgt in akkreditierten Labors nach genorm-
ten Vorschriften. Die Analysemethoden entsprechen den Validierungskriterien der 
Richtlinie 85/591/EWG (EU, 1985) des Rates zur Einführung gemeinschaftlicher Pro-
benahmeverfahren und Analysemethoden für die Kontrolle von Lebensmitteln  (BVL, 
2005c). Zusätzlich wird die Qualität und Vergleichbarkeit der Untersuchungsergeb-
nisse durch Verwendung geeigneter Referenzmaterialien, durch laborinterne Quali-
tätssicherungsmaßnahmen und durch Teilnahme der Labors an Ringversuchen si-
cher gestellt (BVL, 2005a). Die eindeutige Zuordnung der im LM-M behandelten Le-
bensmittel wird durch die Vergabe von Warenkodes entsprechend des Matrix-
Kataloges der Allgemeinen Datenverwaltung (ADV-Kataloge) gewährleistet (Schroe-
ter et al., 1999). Dadurch werden Unsicherheiten durch unterschiedliche Abläufe bei 
der Untersuchung in den einzelnen Landesuntersuchungsämtern minimiert. Die ent-
stehenden Werte liefern somit ein Höchstmaß an Vergleichbarkeit, Aussagekraft und 
Zuverlässigkeit. Da die Werte des LM-M ausführlich geprüft und mit zu erwartenden 
Ergebnissen, sowie Erkenntnissen aus anderen Studien abgeglichen werden und sie 
zudem nach anerkannten wissenschaftlichen Methoden gewonnen werden, ist die 
Unsicherheit hinsichtlich des Standes der Wissenschaft als minimal mit 0 zu bewer-
ten. Die Subjektivität bei der Auswahl der Daten für eine Modellierung geht mit 0,25 
in die Gesamtbewertung ein. Diese setzt sich aus beiden Teilkriterien zusammen. 
Zum einen stehen kaum Alternativen zur Verfügung, die systematisch und ansatz-
weise repräsentativ erhobene Daten zur Verfügung stellen, andererseits könnte das 
LM-M selbst qualitativ verbessert werden, wenn die Beschränkung durch die Kosten 
weniger stark ins Gewicht fallen würde. Damit ergibt sich ein qualitativer Unsicher-
heitsscore für das LM-M von insgesamt 0,20, der die allgemeine Einschätzung der 
guten bis sehr guten Qualität der LM-M-Daten widerspiegelt. 
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Tabelle 3: Übersicht qualitative Bewertung der Unsicherheiten im Lebensmittel-Monitoring 
Quelle/ Art der Unsicherheit 




Optimum Standard abgeleitet von 236, genügend um 98-tes Perzentil mit 95% Wahr-
scheinlichkeit abzubilden: Mittelwert und Verteilung zuverlässig zu schätzen 0,10 +/- 
Ungünstiger 
Fall 
Geringere Probenzahlen, z.B. zur Untersuchung von Trends: Mittelwert zuver-
lässig geschätzt, aber Unsicherheiten bei Verteilung 0,50 +/- 
Anteil quantifizierbarer Werte 
Optimum Wenn Bestimmungsgrenzen über alle Labors hinweg sehr gering: Mittelwert und Verteilung zuverlässig zu schätzen 0,10 +/- 
Ungünstiger 
Fall 
Wenn Bestimmungsgrenzen einzelner/ mehrerer Labors nur an Höchstgehalts-
überwachung orientiert: Unsicherheiten bei Verteilung und Mittelwert möglich 0,75 +/- 
Ausreißer 
Optimum Existieren teilweise, sind aber von BVL und Labors geprüft und bei ausreichen-der Stichprobengröße:  Mittelwert und Verteilung zuverlässig zu schätzen 0 Entfällt 
Ungünstiger 
Fall 
Bei geringer Stichprobengröße:  Mittelwert und Verteilung unsicher 0,75 + 
Trennung Unsicherheit und 
Variabilität 
Optimum Bei großer Stichprobengröße und Verteilung über viele Bundesländer: Mittelwert zuverlässig, Verteilung unsicher 0,50 ++/-- 
Ungünstiger 
Fall 
Nicht ausgesteuert für ökologisch gegen konventionell, nicht für Bundesländer, 
nicht für Herkunft der Proben (Deutschland, EU, nicht EU), nicht für Marktanteil 
der Vertriebswege: Mittelwert und Verteilung unsicher 
0,75 ++/-- 
Möglichkeit des Zugriffs auf 
Original-Werte 
Optimum Wenn Einzelwerte oder Informationen zur Probabilistik (BfR) verfügbar: Mittel-wert und Verteilung zuverlässig zu schätzen 0 Entfällt 
Ungünstiger 
Fall 
Wenn detaillierte Tabellenbände durch BVL verfügbar:  Mittelwert und Verteilung 
nur mit sehr geringen Unsicherheiten zu schätzen 0,25 +/- 
Eindeutigkeit der Lebensmit-
telbeschreibung 
Optimum Wenn geringe Aggregation in Lebensmittelgruppe und spezifische Beschreibung 0 Entfällt 
Ungünstiger 
Fall 
Wenn grobe Kategorien, wenig spezifische Beschreibung, wie oft bei verarbeite-
ten Lebensmitteln, Unsicherheiten bei Zuordnung zu BLS 0,75 ++/-- 
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Fortsetzung Tabelle 3: Übersicht qualitative Bewertung der Unsicherheiten im Lebensmittel-Monitoring 
Quelle/ Art der Unsicherheit 





Optimum Laborvergleichsuntersuchungen sichern vergleichbare Ergebnisse, moderne 
Standardverfahren, Messunsicherheiten mitteln sich aus 0,10 +/- Ungünstiger 
Fall 
Korrelationen zu anderen Da-
tenquellen 
Optimum 
Wenn alle viel verzehrten Lebensmittel auch mit niedrigen Gehalten abgebildet 





Wenn viel verzehrte Lebensmittel unzureichend untersucht wurden und Unsi-
cherheiten bei der Abbildung der Kodierung auf die Verzehrsdaten bestehen 0,75 +/- 
Stand der Wissenschaft 0,25 
Subjektivität     0,25 
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5.1.2 Bundeslebensmittelschlüssel 
Der Bundeslebensmittelschlüssel (BLS) stellt eine wichtige Voraussetzung dar, um 
Informationen zu den verzehrten Lebensmitteln standardisiert zu erfassen und Anga-
ben zu Nährstoffen zur Verfügung zu stellen. Für die Bewertung der Unsicherheiten 
wird die Version 3.01 zugrunde gelegt. 
Die derzeit im BLS erfassten Werte für Nährstoffe stellen mittlere Gehalte für die je-
weilige Gruppe dar, die zum Teil auf gemessenen Werten beruhen, zum Teil über 
Gar- und Verlustfaktoren und Standard-Rezepturen berechnet wurden. In der Versi-
on BLS 3.01 ist die Herkunft der einzelnen Werte nicht dokumentiert. Damit können 
Unsicherheiten nicht wie im LM-M quantitativ ermittelt werden. Auch für eine qualita-
tive Analyse liegen nur begrenzt Angaben vor. So kann beispielsweise nicht beurteilt 
werden, inwieweit die Stichprobengröße ausreichend ist, um eine zuverlässige 
Schätzung des mittleren Gehaltes der Gruppen vorzunehmen. Für die neueren Ver-
sionen des BLS soll eine öffentliche Dokumentation über die Quellen zu den einzel-
nen Nährstoffangaben eingeführt werden und es wurde ein Schema zur Einstufung 
der Qualität der Werte vorgeschlagen. Darauf basierend könnte die Unsicherheit 
besser bewertet werden, auch wenn dann davon auszugehen ist, dass nicht zwin-
gend eine Mindeststichprobengröße vorgegeben ist. Derzeit wird die Unsicherheit 
bzgl. der Stichprobengröße wie in Tabelle 4 ersichtlich mit 0,50 bewertet. Dabei ist 
eingeflossen, dass der BLS in der derzeitigen Version ohnehin nur mittlere Werte zur 
Verfügung stellt, die nicht so stark von geringeren Stichprobengrößen beeinflusst 
werden, wie Perzentile oder Variabilitätsschätzer. Eine Trennung zwischen optima-
lem und ungünstigem Fall erscheint aufgrund der Informationslage nicht sinnvoll. 
Genauso sind keine Informationen über Nachweis- und Bestimmungsgrenzen vor-
handen. Aufgrund des ubiquitären Vorkommens der meisten Nährstoffe, der oft grö-
ßeren Gehalte im Lebensmittel und der verwendeten analytischen Verfahren, wird 
davon ausgegangen, dass die Nachweis- und Bestimmungsgrenze keinen so hohen 
Einfluss auf die mittleren Gehalte haben, wie im Fall einiger Agenzien bei der Risiko-
bewertung. Deshalb wird trotz mangelnder Information die Unsicherheit für den BLS 
in Tabelle 4 mit 0,25 bewertet. 
Auch das Vorkommen von und der Umgang mit Ausreißern kann nicht beurteilt wer-
den, jedoch kann auch hier davon ausgegangen werden, dass diese auf den mittle-
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ren Wert einen nur geringen Einfluss haben und werden deshalb mit 0,25 bewertet 
(siehe Tabelle 4). 
Eine Trennung von Variabilität und Unsicherheit kann nicht vorgenommen werden, 
da nur ein Punktschätzer vorliegt. Weder die Variabilität noch die Unsicherheit sind in 
den Werten wiedergespiegelt. Einzig die Angabe eines Wertes für jede Teilgruppe 
innerhalb der Lebensmittelobergruppen kann im gewissen Maß als Variabilität hin-
sichtlich der Zubereitung bzw. Konservierung interpretiert werden. Insgesamt ist die 
Angabe eines einzelnen Wertes jedoch als unzureichend einzustufen, weshalb diese 
Unsicherheit als relativ groß mit dem Wert von 0,75 in Tabelle 4 eingeht. 
Der BLS 3.01 selbst ist öffentlich zugänglich. In Folgeversionen ist geplant die mittle-
ren Werte und Informationen zur Dokumentation der Werte über eine Internet-
Plattform frei zugänglich zu machen. Jedoch sind wie bereits beschrieben die Ein-
zelwerte hinter den mittleren Werten nicht zugänglich was zu einer Bewertung der 
Unsicherheit mit 0,75 in Tabelle 4 führt. 
Neben den Nährstoffangaben, die für die Risikobewertung nur bedingt relevant sind, 
spielt insbesondere der Grad der Detaillierung der Lebensmittel eine wichtige Rolle 
bei der Bewertung der Unsicherheiten für den BLS. Die Tiefe der Detaillierung der 
Lebensmittel im BLS orientiert sich vorwiegend daran, homogene Lebensmittelgrup-
pen hinsichtlich der Nährstoffangaben zu bilden. Damit ergibt sich ein unterschiedli-
cher und teilweise sehr feiner Grad der Detaillierung für die Untergruppen. Für Prob-
lemstellungen in denen die Kodierung des BLS ausreicht und die Gehaltsdaten in 
BLS-kompatibler Form vorliegen wird die Unsicherheit als vernachlässigbar mit 0 
gewertet (in Tabelle 4 optimaler Fall). Ein Problem für einige Fragen der Risikobe-
wertung stellt jedoch die Abbildung auf Lebensmittelgruppen der gesetzlichen Ver-
ordnungen dar. Insbesondere die im BLS teilweise verwendeten zusammengesetz-
ten LM (z.B. Obstkuchen) sind teilweise zu unspezifisch. Je nach gesetzlichem Hin-
tergrund der Risikobewertung fehlen notwendige Differenzierungsmöglichkeiten hin-
sichtlich ökologischer oder konventioneller Herstellung, Markennamen, Verpa-
ckungsarten oder der Anreicherung mit Nährstoffen. Wenn diese Unterteilungen in 
Risikobewertungen relevant sind kann der Grad der Unsicherheit, nur mit 0,75 be-
wertet werden (ungünstigen Fall in Tabelle 4). 
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Die Messmethoden und die Berechnungsmodelle sind wie bereits beschrieben eben-
falls unbekannt, so dass diese Unsicherheit nur pauschal und ohne Differenzierung 
nach optimalem und ungünstigem Fall mit 0,75 bewertet werden kann. 
Der große Vorteil des BLS ist, dass er als Grundlage in Verzehrsstudien verwendet 
wird, so dass eine automatisierte Berechnung der Nährstoffaufnahme unkompliziert 
und ohne zusätzlichen Informationsverlust möglich ist. Nachteile ergeben sich dar-
aus, dass eine Vergleichbarkeit zu Nährstoffangaben aus der Lebensmittelüberwa-
chung durch die verschiedenen Kodiersysteme erschwert ist. Insgesamt wird die Un-
sicherheit hinsichtlich der Korrelation zu anderen Datenquellen mit 0,25 als relativ 
gering bewertet. 
Der Stand der Wissenschaft wird mit einem geringen Wert für die Unsicherheit von 
0,25 bewertet, da aufgrund der fachgerechten Pflege und Betreuung des BLS am 
MRI davon auszugehen ist, dass die Werte weitestgehend nach anerkannten Metho-
den erhoben wurden und vor Übernahme in den BLS geprüft sind. Zum anderen ist 
durch die vielfältige Verwendung des BLS bestätigt, dass die Ergebnisse zumindest 
in den meisten Fällen den Erwartungen entsprechen. 
Auch wenn neben dem BLS andere Nährstoffdatenbanken existieren, so gibt es für 
die Auswertung von Verzehrstudien kaum Alternativen zum BLS als Standardnähr-
stoffdatenbank. Allerdings ist Quantität und Qualität der hinter dem BLS stehenden 
Studien durchaus von den verfügbaren Kapazitäten abhängig. Derzeit kann der Be-
darf an einer Erweiterung und Aktualisierung der Datenbasis nur eingeschränkt durch 
die Kapazitäten am MRI gedeckt werden, so dass die notwendigen Weiterentwick-
lungen trotz aller Bemühungen nicht in der von der Fachöffentlichkeit gewünschten 
Zeit erfolgen können. Deshalb wird ein Unsicherheitswert von 0,50 vergeben. Somit 
wird der BLS erwartungsgemäß als mit höheren Unsicherheiten behaftet eingestuft 
als das LM-M. Dies ist vor allem auf die Nicht-Verfügbarkeit der Einzelwerte, die der-
zeit fehlende Dokumentation der Werte und den Detaillierungsgrad der Lebensmit-
telbeschreibung zurückzuführen. Dabei ist zu beachten, dass diese Bewertung auch 
unter dem Blickwinkel der Risikobewertung erfolgt ist und dass für eine Verwendung 
zur Schätzung der Nährstoffaufnahme unter Umständen ein niedrigerer Grad der 
Unsicherheit resultieren würde. 
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Tabelle 4: Schema zur qualitativen Bewertung des Bundeslebensmittelschlüssels  
Quelle/ Art der Unsicherheit 





unbekannt, Dokumentation der Datenquellen erst nach Überarbeitung des BLS 
geplant 0,50 +/- Ungünstiger 
Fall 
Anteil quantifizierbarer Werte 
Optimum 
siehe Stichprobengröße, für die meisten Nährstoffangaben aber weniger bedeut-




nur mittlere Werte angegeben, wie mit Ausreißern bei der Bildung der Mittelwerte 
umgegangen wurde ist nicht bekannt (siehe Stichprobengröße) 0,10 - Ungünstiger 
Fall 
Trennung Unsicherheit und 
Variabilität 
Optimum Variabilität ist nicht abgebildet, da lediglich ein mittlerer Wert angegeben wird, 
auch Unsicherheit nicht beschrieben 0,75 +/- Ungünstiger 
Fall 
Möglichkeit des Zugriffs auf 
Original-Werte 
Optimum BLS selber mit den mittleren Nährstoffangaben ist allgemein zugänglich, bislang 




Optimum Grad der Detaillierung teilweise sehr fein und für viele Fragestellungen ausrei-
chend, wegen BLS-Kompatibilität der Verzehrsdaten, Unsicherheit sehr gering 0,00 Entfällt 
Ungünstiger 
Fall 
Teilweise zusammengesetzte LM nicht sehr spezifisch, einige notwendige Diffe-
renzierungsmöglichkeiten fehlen (z.B. ökologisch/ konventionell, Markenname, 
Verpackung, Anreicherung) 0,75 ++/-- 
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Fortsetzung Tabelle 4: Schema zur qualitativen Bewertung des Bundeslebensmittelschlüssels 
Quelle/ Art der Unsicherheit 






unbekannt (siehe Stichprobengröße) 0,75 +/- Ungünstiger 
Fall 
Korrelationen zu anderen Da-
tenquellen 
Optimum Grundlage für Auswertung von Verzehrsstudien durch dortige Nutzung der Ko-
dierung 0,25   Ungünstiger 
Fall 
Stand der Wissenschaft 0,25 
Subjektivität     0,50 
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5.2 Daten zu Verzehrshäufigkeiten und –mengen 
5.2.1 Überblick zur Verwendung der verschiedenen Verzehrsstudien in der Risiko-
bewertung 
Auch wenn die Daten über Verzehrshäufigkeit und Menge essentiell für die Quantifi-
zierung von gesundheitlichen Risiken durch Lebensmittel sind, kann nicht generell 
davon ausgegangen werden, dass Verzehrstudien so konzipiert werden, dass sie die 
Anforderungen der Risikobewertung entsprechend berücksichtigen (Chaisson et al., 
1999). Wie bereits bei den vorab vorgestellten Verzehrsstudien dargestellt, bringen 
diese unterschiedliche Voraussetzungen mit, um die Anforderungen spezieller Risi-
kobewertungen zu erfüllen. Drei wesentliche Aspekte von Risikobewertungen, die 
einen Einfluss auf die Auswahl der am besten geeigneten Verzehrsstudie haben, 
sind die zu bewertende Altersgruppe, der zeitliche Bezug der Wirkung des Agens 
und die Anzahl und Art der zu berücksichtigenden Lebensmittel. 
Zunächst wird die zu bewertende Population festgelegt. Dabei kann der Einfachheit 
halber entsprechend der verfügbaren Studien in Kinder und Erwachsene unterteilt 
werden, aber selbstverständlich ist auch eine weitere Eingrenzung innerhalb der 
Studien möglich. Oftmals wird eine Risikobewertung nicht für die gesamte Populati-
on, sondern nur für die jeweils empfindlichste Teilpopulation durchgeführt. Durch ei-
ne Einschränkung auf eine empfindliche Teilpopulation, kann die Komplexität und der 
Aufwand einer Risikobewertung unter Einhaltung des Vorsorgeprinzips sinnvoll redu-
ziert werden. Aus Sicht einer vollständigen Risikobewertung, die möglichst nah an 
der Realität ist und die volle Breite der Variabilität beschreibt, sind jedoch alle unter 
Risiko stehenden Teilpopulationen einzubeziehen. Aus Sicht der Exposition sind in 
vielen Fällen Kinder die am höchsten exponierte Bevölkerungsgruppe, da sie das 
aus Risikobewertungssicht ungünstigste Verhältnis von Aufnahmemenge und Kör-
pergewicht aufweisen (Banasiak et al., 2010). Demzufolge werden beispielsweise in 
der Zulassung für Pestizide vorwiegend Daten für Kinder herangezogen. Dabei erge-
ben sich selbstverständlich Unsicherheiten bei einer Übertragung auf Jugendliche 
oder Erwachsene. Bestimmte Lebensmittelgruppen (z.B. alkoholische Getränke und 
Kaffee) werden von Kindern nicht oder nur in so geringen Mengen verzehrt, dass 
dieses auch nicht durch das ungünstige Verhältnis zum Körpergewicht berücksichtigt 
ist. Um auf diese Unsicherheiten zu reagieren, wird bei Anwendungen von Pflanzen-
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schutzmitteln, die solche Kulturen betreffen, zusätzlich auf Daten von Erwachsenen 
zurückgegriffen. Von den beschriebenen Verzehrsstudien bilden die VELS-Studie, 
die NVS I und ESKIMO Kinder in der Altersstruktur ab. Jugendliche werden sowohl in 
der ESKIMO-Studie (bis 17 Jahre), als auch in der NVS II (ab 14 Jahre) abgebildet.  
Beim zweiten Kriterium zur Auswahl der Verzehrsstudie wird entsprechend der Art 
der Risikobewertung in chronische und akute Risiken unterschieden (WHO, 2008b). 
Bewertungen akuter und mikrobieller Risiken beziehen sich auf gesundheitliche Ef-
fekte, die durch den kurzzeitigen Verzehr eines Lebensmittels ausgelöst werden 
können. Diese erfordern Verzehrsstudien, in denen Einzeltage und nach Möglichkeit 
gewogene anstelle geschätzter Portionsgrößen erfasst sind (Boon et al., 2003). Da 
Verzehrshäufigkeit und -menge für einen einzelnen Tag und spezifische Lebensmittel 
einer hohen interindividuellen und intraindividuellen Variabilität unterliegen, ist die 
Generierung von adäquaten Daten hier besonders zeit- und kostenaufwendig. Um 
die interindividuelle Variabilität abzubilden muss eine große Anzahl Personen befragt 
werden. Für die angemessene Berücksichtigung der intraindividuellen Variablität 
müssen saisonal verteilt mehrere zusammenhängende und nicht zusammenhängen-
de Einzeltage erfasst werden. Die vom EFCOSUM-Projekt empfohlenen zwei 24h-
Recalls (Brussaard et al., 2009) genügen nicht, um diese Anforderungen zu erfüllen 
(Volatier et al., 2002; Counil et al., 2006). Für akute oder mikrobielle Fragestellungen 
ist die Genauigkeit geschätzter Portionsgrößen nicht ausreichend, da sie die Hoch-
verzehrer nicht mit ausreichender Genauigkeit darstellen (Ambrus et al, 2013). 
Chronische Risiken betreffen Effekte, die durch wiederholte Aufnahme eines Agens 
über einen längeren Zeitraum ausgelöst werden können. Dabei wird unterstellt, dass 
sich eine kurzfristig hohe Aufnahmemenge kombiniert mit Phasen geringer oder oh-
ne Aufnahme nicht anders auswirkt, als eine über den gesamten Zeitraum gleichmä-
ßig verteilte Aufnahme. Demzufolge wird für die Expositionsschätzungen der Mittel-
wert der Verzehrsmenge über den erfassten Zeitraum gebildet. Dieser Mittelwert 
kann prinzipiell aus allen verfügbaren Studien bzw. Studiendesigns geschätzt wer-
den. Über Fotobücher oder Modellgeschirr geschätzte Portionsgrößen sind in diesem 
Fall exakt gewogenen Mengen nahezu gleich gestellt. Allerdings bedingt die Ver-
wendung von Standardportionsgrößen Unsicherheiten in der Schätzung insbesonde-
re von Hochverzehrern (Karvetti et al., 1992; WHO, 2005). Diese Unsicherheiten 
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könnten durch die Verwendung von Perzentilen der Portionsgrößen in der Modellie-
rung berücksichtigt werden (Wrieden et al., 2008).    
Bei der Berechnung eines langfristigen Mittelwertes ist es das Ziel, den Einfluss der 
intraindividuellen Schwankungen in der Verzehrsmenge zu minimieren (Hoffmann et 
al., 2002a). Bei Einzeltagesprotokollen (24h Recalls und Protokollmethoden) kann 
dies durch eine erhöhte Anzahl von Tagen erreicht werden. Für die Empfehlung von 
2x24h Recalls des EFCOSUM-Projektes müssen demzufolge statistische Methoden 
genutzt werden, die für eine Adjustierung hinsichtlich der zu hoch geschätzten intra-
individuellen Variabilität (z.B. mittels des Nusser-Verfahrens) sorgen (Nusser et al., 
1996; Hoffmann et al., 2002b; Carriquiry et al., 2003; Dodd et al., 2006; Tooze et al., 
2006; Haubrock et al., 2009). Voraussetzung ist das Vorliegen von Informationen 
über den langfristigen Verzehr, z.B. über einen zusätzlichen Verzehrshäufigkeitsfra-
gebogen (FFQ). Bei Nutzung dieser Informationen konnte bereits für einfache Me-
thoden eine Verbesserung der Schätzung gezeigt werden (Institute of European 
Food Studies, 1998). Diese Verfahren erreichen eine gute Approximation für Le-
bensmittel, die häufig von einem hohen Prozentsatz der Bevölkerung verzehrt wer-
den und bei denen das Verhältnis der intraindividuellen Variabilität zur interindividuel-
len Variabilität nicht zu hoch wird (Hoffmann et al., 2002a). Diese Voraussetzungen 
sind für viele Nährstoffverteilungen und grobe Lebensmittelgruppen (z.B. Gemüse) 
erfüllt. Bei vielen Problemstellungen in der Risikobewertung spielen jedoch Lebens-
mittelgruppen mit sehr wenigen und speziellen Lebensmitteln eine Rolle. Für diese 
ist das Verhältnis von intraindividueller zu interindividueller Variabilität wesentlich 
ungünstiger, was auch unter Nutzung der Methode nach Nusser zu einer Unter-
schätzung der oberen Perzentile bzw. einer Überschätzung der unteren Perzentile 
führen kann (Hoffmann et al., 2002a; Volatier et al., 2002; Counil et al. 2006). Des-
halb sind auch bei der Schätzung des Verzehrs über längere Zeiten in der Risikobe-
wertung Protokollmethoden mit möglichst vielen Tagen kürzeren Studiendauern vor-
zuziehen (Freudenheim et al., 1987; Block und Hartmann, 1989; Lambe und 
Kearney, 1999; Lambe et al., 2000; Hoffmann et al., 2002a; Volatier et al., 2002; Car-
riquiry et al., 2003; Palaniappan et al., 2003). Dabei werden theoretisch in Abhängig-
keit des betrachteten Agens oder Nährstoffes bis zu 99 Tagen benötigt (Sempos et 
al., 1985), aber als nicht praktikabel eingestuft (Counil et al., 2006). Gleichberechtigt 
dazu stehen Verfahren, wie die „Dietary History“ oder Food Frequency Question-
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naires (FFQ), die bereits in der Fragestellung eine Mittelung über längerfristige Zeit-
räume integrieren, jedoch andere Nachteile wie beispielsweise die wenig detaillierte 
Beschreibung der Lebensmittel nach sich ziehen (Willet, 1998). In einem direkten 
Vergleich zu einem 7-Tage-Verzehrsprotokoll wurde eine Überschätzung durch eine 
auf 1 Jahr bezogene „Dietary History“-Methode und eine Unterschätzung durch einen 
24h-Recall festgestellt (Karvetti et al., 1981). 
Dementsprechend fließt als drittes Kriterium für die Auswahl der am besten geeigne-
ten Studie die Anzahl und der nötige Detaillierungsgrad der einzubeziehenden Le-
bensmittel in die Entscheidung ein. Wie bereits bei der Diskussion für den Langzeit-
verzehr beschrieben, kann die zu betrachtende Lebensmittelpalette einen Einfluss 
auf die Schätzgenauigkeit der Variabilität und Perzentile haben. Hinzu kommt, dass 
in unterschiedlichen Protokollmethoden der Detaillierungsgrad verschieden erfasst 
wird. Bei einer Verwendung von 24h-Recalls oder Protokollmethoden, kann die Be-
schreibung der Lebensmittel sehr detailliert erfolgen, da das Erinnerungsvermögen 
keine oder nur geringe Verzerrungen bedingt und der Zeitbezug klar definiert ist. Pro-
tokollmethoden haben gegenüber 24h-Recalls den zusätzlichen Vorteil, dass der Be-
fragte die Möglichkeit bekommt Informationen zum Lebensmittel nachzufragen (z.B. 
die zubereitende Person im Haushalt) oder auf der Verpackung nachzusehen. Aller-
dings belibt es schwierig, den Befragten zu einer vollständigen Protokollierung aller 
gewünschten Merkmale anzuregen. Im Gegensatz zu den Protokoll und Recall-
Methoden haben Methoden der „Dietary History“ und FFQs den Nachteil, dass Sie 
stärker vom Erinnerungsvermögen der befragten Personen abhängen und zusätzlich 
einen Zeitbezug aufweisen, der eine genaue Beschreibung von Lebensmitteldetails 
erschwert oder unmöglich macht. Ein FFQ unterliegt hinsichtlich der erfragten Le-
bensmittelpalette praktischen Beschränkungen und somit ist der Detaillierungsgrad 
nicht beliebig ausdehnbar. FFQs, die das gesamte Spektrum verzehrter Lebensmittel 
abbilden sollen, sind deshalb für die meisten Fragen der Risikobewertung zu unspe-
zifisch. Für Fragen der Risikobewertung könnten sie jedoch bei „ad hoc“-
Befragungen zum Einsatz kommen, in denen die Palette der Lebensmittel problem-
orientiert beschränkt ist und demzufolge der Detaillierungsgrad soweit erforderlich 
erhöht werden kann. Bei der „dietary history“ ist die Lebensmittelpalette weniger 
stark beschränkt, obwohl es auch hier Grenzen der Zumutbarkeit hinsichtlich der 
Länge des Interviews zu beachten gilt. Eine Beschränkung ergibt sich jedoch aus der 
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Art der Fragestellung, z.B. „Wie häufig essen Sie folgende Lebensmittel üblicher-
weise zum Frühstück“. Damit werden eher sporadisch verzehrte Lebensmittel und 
auch Variationen der vorgegebenen Lebensmittelobergruppen unter Umständen 
nicht systematisch erfasst. Spezifisch benötigte Informationen, wie die zu Möglichkei-
ten der Kreuzkontamination während der Zubereitung bei mikrobiellen Fragestellun-
gen oder zur Art der Verpackung können somit nicht erfragt werden. 
Je nach dem Vorliegen der Kontaminationsdaten können sich zusätzlich Anforderun-
gen an die Daten aus Verzehrsstudien ergeben. Beispielsweise werden  in den Feld-
versuchen im Zulassungsverfahren für Pestizide vorwiegend Rückstände an unver-
arbeiteten Lebensmitteln untersucht. Auch für andere Agenzien sind Höchstmengen 
für Lebensmittel festgelegt (z.B. Mykotoxine in Mais oder Nüssen, E173-Aluminium 
als Farbstoff in Überzügen und Zuckerwaren zur Dekoration von Kuchen und Fein-
gebäck), die üblicherweise als Bestandteil verarbeiteter Lebensmittel verzehrt wer-
den. Deshalb wurden mit der VELS-Studie nach Abschluss der Feldphase erstmals 
alle Lebensmittel auf die Kategorien entsprechend der Rückstandshöchstmen-
genverordnung (Heseker et al., 2003) zurückgerechnet und diese im Zulassungsver-
fahren zugrunde gelegt. Inzwischen stehen solche Daten auch für die Daten der NVS 
II und die jüngere Altersgruppe der ESKIMO-Studie zur Verfügung. Das Vorkommen 
von Zusatzstoffen ist derzeit nur für die Daten der VELS-Studie und der ESKIMO-
Studie nachträglich recherchiert und in einer Datenbank dokumentiert worden (Diouf 
et al, 2013). Prinzipiell ist dies auch für die NVS II möglich, aufgrund des zeitlichen 
und personellen Aufwandes aber bislang nicht durchgeführt worden. Zusätzlich wur-
den die Daten der NVS II so aufbereitet, dass eine optimierte Zuordnung zu Le-
bensmittelgruppen der Höchstgehaltsverordnungen für Umweltkontaminanten vor-
liegt (Blume et al., 2010, Schwarz et al., 2013, Schwarz et al., 2014).   
Wie sich die Datenlage durch die Verfügbarkeit der Daten der ESKIMO-Studie und 
der NVS II verbessert hat, wird anhand von Abbildung 9 und Abbildung 10 ersichtlich. 
Eine Übersicht über das Zusammenwirken der drei Kriterien zur Auswahl der besten 
Studie in Deutschland vor Verfügbarkeit der Auswertungen von NVS II und ESKIMO 
gibt Abbildung 9, Abbildung 10 stellt dagegen die aktuelle Situation dar. Die drei Ent-
scheidungskriterien und ihre Ausprägungen sind jeweils vertikal mit dunkel- und hell-
blauen Kästchen dargestellt. Die farbigen Linien kennzeichnen die möglichen Kom-
binationen der Kriterien mit den entsprechend sich ergebenden Verzehrsdaten. So ist 
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in Abbildung 9 im Fall der Betrachtung von Kindern sowohl für chronische als auch 
für akute Risiken die VELS-Studie bei Rückrechnung auf die unverarbeiteten Le-
bensmittel (markiert mit gelben Pfeilen) bzw. die NVS I für alle anderen Grade der 
Lebensmitteldetaillierung (grüne Pfeile) am besten geeignet. Bei Erwachsenen steht 
im Fall von akuten Risiken lediglich die NVS I zur Verfügung (orange Pfeile), ansons-
ten können je nach Detaillierungsgrad die aktuelleren und repräsentativen Daten des 
ES oder die Daten der NVS I genutzt werden (blaue Pfeile).  





































Abbildung 9: Entscheidungsbaum für die Verwendung von deutschen Verzehrsdaten (bevor ESKIMO 
und NVS II zur Verfügung standen) unter Berücksichtigung von Alter, Art der Risikobewertung und 
Lebensmittelbeschreibung. Die drei Entscheidungskriterien und ihre Ausprägungen sind vertikal mit 
dunkel- und hellblauen Kästchen dargestellt. Die farbigen Linien kennzeichnen die möglichen Kombi-
nationen der Kriterien mit den zu verwendenden Verzehrsdaten 
Mit Vorliegen der Daten aus der NVS II und der ESKIMO-Studie ergeben sich besse-
re Möglichkeiten für die Risikobewertung. Eine systematische Nachkodierung und 
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Aufbereitung beider Datenquellen entsprechend der Höchstmengenregelungen wich-
tiger Substanzklassen (wie Pestiziden, Kontaminanten, Zusatzstoffen, Tierarzneimit-
teln und Verpackungen) ist nicht in den Studien selbst vorgesehen, wurde jedoch für 
die Daten aus den 24h-Recalls und Wiegeprotokollen der NVS II und der EsKiMO-
Studie durch die Universität Paderborn im Auftrag des BfR vorgenommen (BfR, 
2009a; Diouf et al., 2013). Zusätzlich wurden die Daten der „Dietary History“-
Interviews der NVS II auf Höchstgehaltskategorien von Umweltkontaminanten zu-
rückgerechnet (Blume et al., 2010). Damit stehen für alle Altersgruppen die Daten 
sowohl in Rückrechnung auf die Kategorien zur Bewertung von Pflanzenschutzmittel-
rückständen, als auch in der protokollierten Form (wie verzehrt) zur Verfügung, wes-
halb eine Trennung nach diesen Kriterien in Abbildung 10 nicht mehr erforderlich ist. 
In der NVS II stehen mit den drei Protokollmethoden ausreichende Informationen für 
akute und mikrobielle Risiken bei Jugendlichen und Erwachsenen zur Verfügung, um 
die Daten der NVS I vollständig abzulösen. Die ESKIMO-Studie liefert Daten für Kin-
der, die in der jüngeren Altersgruppe für akute und chronische Risiken, in der älteren 
ausschließlich für chronische Risiken geeignet sind. Allerdings können für Bewertun-
gen akuter Risiken der Jugendlichen ab 14 Jahre die Daten der NVS II verwendet 
werden. Für Kleinkinder und Säuglinge stehen weiterhin die VELS-Daten zur Verfü-
gung. 




















Abbildung 10: Entscheidungsbaum für die Verwendung von deutschen Verzehrsdaten (nachdem ES-
KIMO und NVS II zur Verfügung stehen) unter Berücksichtigung von Alter und Art der Risikobewer-
tung. Die drei Entscheidungskriterien und ihre Ausprägungen sind vertikal mit dunkel- und hellblauen 
Kästchen dargestellt. Die farbigen Linien kennzeichnen die möglichen Kombinationen der Kriterien mit 
den zu verwendenden Verzehrsdaten 
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5.2.2 Ernährungssurvey 
Wie in Abschnitt 5.2.1 dargestellt, wird der Ernährungssurvey (ES) zur Bewertung 
chronischer Risiken für Erwachsene herangezogen. Demzufolge soll sich auch die 
qualitative Bewertung ausschließlich auf chronische Risiken beziehen und eventuelle 
Unsicherheiten bei akuten Bewertungen nicht näher diskutiert werden. 
Mit der Stichprobengröße von 4.030 Befragten haben ausreichend Personen teilge-
nommen, so dass in jeder der vom RKI gebildeten sechs Altersgruppen unterteilt 
nach dem Geschlecht und ungewichtet 205 bis 504 Personen zugrunde liegen (ge-
wichtet 181 bis 412 Personen). Damit stehen in jeder der Altersgruppen genügend 
Personen zur Verfügung, um zu zuverlässigen Schätzungen der mittleren Aufnahme 
zu gelangen und im optimalen Fall ist die Unsicherheit mit 0,1 als gering einzustufen. 
Müssen andere Risikogruppen betrachtet werden, kann diese Fallzahl möglicher-
weise zu gering sein. Problematisch kann auch die Schätzung von Lebensmittelauf-
nahmemengen von speziellen Lebensmitteln werden, die selten oder nur von einem 
geringen Bevölkerungsteil verzehrt werden. Wie üblich ist die Schätzung oberer oder 
unterer Perzentile auch hier mit größeren Unsicherheiten behaftet, als die der mittle-
ren Aufnahme in der Bevölkerung. Studien zeigen, dass gerade selten verzehrte Le-
bensmittel in 24h-Reaclls häufig vergessen werden (Karvetti und Knuts, 1985). Die 
Unsicherheit im ungünstigen Fall wird demzufolge mit 0,75 bewertet (siehe Tabelle 
5). 
Der Anteil Nichtverzehrer kann durch die „Dietary History“-Methode generell besser 
geschätzt werden, als durch Protokollmethoden, die sich auf kürzere Zeiträume be-
ziehen. Dennoch gilt auch hier, dass eine Person, die im ES angegeben hat, in den 
letzten vier Wochen ein Lebensmittel nicht verzehrt zu haben, nicht notwendiger 
Weise nie dieses Lebensmittel verzehrt. Damit wird der Anteil Verzehrer je nach Brei-
te der auszuwertenden LM-Gruppe teilweise leicht unterschätzt. Deshalb ist im Pro-
gramm DISHES ein Kurzfragebogen integriert, der für einige typische Lebensmittel 
noch einmal präzisiert, ob diese tatsächlich nie verzehrt wurden. Somit kann der 
Grad der daraus resultierenden Unsicherheit in Tabelle 5 als gering mit 0,10 bewertet 
werden, wenn die Lebensmittel mindestens 1x pro Monat verzehrt wurden. Im un-
günstigen Fall seltener verzehrter Lebensmittel kann der Anteil Verzehrer unter-
schätzt und damit Auswertungen auf Basis aller Befragter unterschätzt werden. Die 
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sich ergebenden Unsicherheiten betreffen dann sowohl die Verteilung, als auch den 
Mittelwert und werden mit 0,5 bewertet. 
Faktisch ausgeschlossen und in Tabelle 5 mit null bewertet werden können Unsi-
cherheiten aufgrund von Ausreißern. Durch die Durchführung eines persönlichen 
Face-to-Face-Interviews hatten die sehr gut geschulten Interviewer jederzeit die 
Möglichkeit, unplausible Werte zu hinterfragen und gegebenenfalls zu korrigieren. 
Lediglich bei einem geringen Anteil an Verzehrern können Ausreißer auch im Fall, 
dass es valide Werte sind einen Einfluss auf die Mittelwertschätzung und Verteilung 
haben. In diesen sehr selten auftretenden Fällen kann die Unsicherheit damit auch 
bei 0,25 liegen. 
Interindividuelle Unterschiede von Verzehrshäufigkeiten und -mengen resultieren vor 
allem aus dem Einfluss von Alter, Geschlecht und Region. Diese sind durch die re-
präsentative Erhebung gut im ES abgebildet und können entsprechend in einer Mo-
dellierung berücksichtigt werden. Dabei sind höchstens die Fallzahlen für zu detail-
lierte regionale Auswertungen zu gering. Intraindividuelle Variabilität wird durch die 
Befragungsmethodik und die Mittelung des Befragten über einen Zeitraum von vier 
Wochen bereits weitestgehend reduziert, was im Sinne der Verwendung für Bewer-
tungen chronischer Risiken vorteilhaft ist. Saisonale Effekte können nicht als intrain-
dividuelle Variabilität dargestellt werden, da jedes Individuum nur einmal befragt 
wurde. Dennoch ist die Stichprobe über ein gesamtes Jahr verteilt worden, so dass 
saisonale Effekte berücksichtigt sind. Diese fließen jedoch fälschlicherweise in die 
interindividuelle Variabilität mit ein, so dass eine vollständige Trennung von inter- und 
intraindividueller Variabilität nicht möglich ist. Des Weiteren können intraindividuelle 
Unterschiede hinsichtlich der Variabilität von Marken, Zubereitungen o.ä. für die Risi-
kobewertung von Belang sein. Wie bereits dargestellt kann diese Variabilität auf-
grund der Methodik der „Dietary History“ und der daran gekoppelten Begrenzung der 
Genauigkeit der Lebensmittelbeschreibung nicht in jedem Falle angemessen abge-
bildet werden. In der überwiegenden Anzahl chronischer Bewertungen, die auf grö-
ßere und in der Erhebung ausgesteuerte Bevölkerungsgruppen und gröbere Le-
bensmittelgruppen abzielen, ist die Unsicherheit praktisch vernachlässigbar und wird 
mit null bewertet. In Fällen spezieller Bevölkerungs- oder Lebensmittelgruppen kön-
nen Unsicherheit bei der Schätzung des Mittelwertes wie auch der Verteilung auftre-
ten und werden mit 0,25 bewertet. 
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Für das RKI, BfR und andere Kooperationspartner des RKI, denen die nicht aggre-
gierten Daten auf individueller Ebene zur Verfügung stehen, sind keine Unsicherhei-
ten aus der Verfügbarkeit der Daten vorhanden. Für alle anderen Nutzer, denen die 
individuellen Angaben zu den Verzehrsmengen vom RKI nicht zur Verfügung gestellt 
wurden, kann die Unsicherheit in Bezug auf die Verfügbarkeit der Werte nur mit 0,25 
in die Übersicht in Tabelle 5 eingehen. Auch wenn die Daten des ES umfangreich 
publiziert wurden (Mensink et al., 2000; Mensink et al., 2002; Mensink und Beitz 
2004; EFSA, 2008b; Flynn et al. 2009), so sind die dabei ausgewerteten LM-
Gruppen zu grob für die Vielzahl der Fragen zur Risikobewertung, so dass in diesen 
Fällen mit Überschätzungen gearbeitet werden muss. 
Wie bereits dargestellt, orientiert sich die Beschreibung der verzehrten Lebensmittel 
am BLS II.3. Damit ist der Detailgrad der LM-Beschreibung einerseits durch den BLS 
beschränkt und andererseits durch die Zumutbarkeit der Länge des Interviews, sowie 
die notwendige Mittelung im Sinne der üblichen Ernährung über den Zeitraum der 
letzten vier Wochen. Damit ergeben sich Unsicherheiten für Risikobewertungen, die 
eine höhere Detaillierung erfordern. Dies sind Fälle, in denen beispielsweise Informa-
tionen zu Markennamen, Verpackungsmaterial, Vorkommen von Zusatzstoffen oder 
Anreicherung von Nährstoffen (Duffy et al., 2006). So ergeben sich beispielsweise 
unnötige Unsicherheiten für die Schätzung der Phthalataufnahme bei fehlender In-
formation des in Twist-Off-Deckeln verpackten Anteils von Lebensmitteln (Lindtner, 
2006a). Bei Auswertungen für Lebensmittel, die in DISHES direkt abgefragt werden 
ergeben sich jedoch nur geringe Unsicherheiten, die mit 0,1 bewertet werden. Die 
Unsicherheit bei Lebensmitteln, die nicht direkt abgefragt werden fließt in Tabelle 5 
mit 0,50 ein. 
Nennenswerte Unsicherheiten durch die Befragungsmethode sind nicht zu erwarten 
und werden demzufolge mit null in Tabelle 11 angegeben. Dies ist auf die ausrei-
chende Standardisierung und Validierung der eingesetzten Software DISHES, sowie 
den Einsatz von geschulten Interviewern mit ernährungswissenschaftlichem Hinter-
grund und die Verwendung von Modellgeschirr zur Bestimmung der Portionsgrößen 
zurückzuführen. Damit ist nach derzeitigem Stand keine bessere Methode zur Erfas-
sung einer „Dietary History“ verfügbar. Da die Methode in allen Anwendungen der 
Daten identisch ist, wird hier keine Trennung nach optimalem und ungünstigem Fall 
vorgenommen. 
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Auch bei der Bewertung der Unsicherheiten durch die Kombination zu anderen Da-
tenquellen ist als gering einzustufen. Die Korrelation mit dem Körpergewicht kann 
durch dessen direkte Messung im ES angemessen berücksichtigt werden. Es ist oh-
ne hohen Zeitaufwand und ohne Informationsverlust möglich, die Verzehrsmengen 
des ES mit den Nährstoffdaten des BLS II.3 zu kombinieren. Durch die Verwendung 
des BLS ist auch die Vergleichbarkeit in Bezug auf die Lebensmittelbeschreibung 
und zu Nährwertangaben anderer Verzehrserhebungen gewährleistet. Allerdings ist 
mit der „Dietary History“ eine Vergleichbarkeit zu den Daten der NVS I erschwert und 
Trendaussagen sind nur mit Unsicherheiten möglich. Eine Abbildung auf Daten zum 
Vorkommen von Agenzien in Lebensmitteln ist ebenfalls mit Unsicherheiten behaftet. 
Diese sind jedoch vorwiegend auf die an anderer Stelle ausführlich beschriebene 
Inkompatibilität der Kodiersysteme von BLS und LMM zurückzuführen und nur be-
dingt dem ES zuzuschreiben. Durch die teilweise Erfassung von Markennamen, kann 
eine nachträgliche Recherche zur Nährstoffanreicherung oder zu Zusatzstoffen 
durchgeführt werden. So wird die Unsicherheit mit 0,25 bewertet.  
Der Stand der Wissenschaft geht mit 0,25 in die Gesamtbewertung dargestellt in Ta-
belle 5 ein. Dies ist begründet durch die geringe Unsicherheit aufgrund einer sehr 
ausführlichen Prüfung der erhobenen Werte und aufgrund dessen, dass der ES Er-
gebnisse lieferten, die durch vorhergehende ähnliche Studien zu erwarten waren 
bzw. durch spätere Studien bestätigt wurden. 
Auch wenn die Unsicherheit durch die verwendeten Messmethode DISHES für die 
Erfassung einer „Dietary History“ als vernachlässigbar bewertet wurde, so ist die Me-
thode umstritten und nicht allgemein als geeignetes Instrument zur Erfassung der 
üblichen Ernährung akzeptiert. Dies ist insbesondere auf die Fähigkeit des Befragten 
bezogen über einen Zeitraum von vier Wochen zu mitteln. Damit ergibt sich für die 
Unsicherheit aufgrund des Standes der Wissenschaft eine Unsicherheit von 0,25. 
Die Unsicherheit durch Subjektivität der Auswahl der Studie wird mit 0,8 bewertet, da 
für die chronische Bewertung bei der erwachsenen deutschen Bevölkerung mittler-
weile die aktuelleren Daten der NVS II zur Verfügung stehen. 
Im Ergebnis der qualitativen Bewertung kann geschlussfolgert werden, dass der Er-
nährungssurvey für viele Problemstellungen der chronischen Bewertung von Risiken 
valide Schätzungen liefert. 
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Tabelle 5: Übersicht zur qualitativen Bewertung des Ernährungssurvey als Datengrundlage zur Bewertung chronischer Risiken in der deutschen Bevölkerung 
ab 18 Jahren 
Quelle/ Art der Unsicherheit 





Bei Auswertungen nach Alter und Geschlecht und Lebensmittelgruppen 





Kleinere Bevölkerungsgruppen und spezielle Lebensmittelgruppen mit 
hohem Anteil an Nichtverzehrer: Unsicherheiten bei Mittelwert und Ver-
teilung möglich 
0,75 ++/- 
Anteil quantifizierbarer Werte 
Optimum 
Für Lebensmittel, die innerhalb von 4 Wochen üblicherweise von einem 
Großteil der Bevölkerung mind. 1x verzehrt werden: Mittelwert und Ver-




Seltener als 1x pro Monat verzehrte LM, so dass "Nichtverzehr in 4 Wo-
chen"<>"Nieverzehr", aber kurzer Fragebogen Nieverzehren mit weni-




Durch Face-to-Face-Interviews ausreichende Möglichkeit der Nachfrage 
gegeben, so dass Ausreißer als valide anzusehen sind und in der Stich-
probe verbleiben, Ausreißer bei ausreichenden anderen Verzehrern: 




Durch Face-to-Face-Interviews ausreichende Möglichkeit der Nachfrage 
gegeben, so dass Ausreißer als valide anzusehen sind und in der Stich-
probe verbleiben, aber bei geringem Anteil Verzehrer: Mittelwert und 
teilweise Verteilung unsicher 
0,25 + 
Trennung Unsicherheit und 
Variabilität 
Optimum 
Aussagen über ausgesteuerte Merkmale (Altersgruppen, Geschlecht, 
Ost-West,  saisonale Unterschiede) und über Lebensmittelhauptgrup-




Aussagen über nicht ausgesteuerte Merkmale (Bildung) oder über be-
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Fortsetzung Tabelle 5: Übersicht zur qualitativen Bewertung des Ernährungssurvey als Datengrundlage zur Bewertung chronischer Risiken in der deutschen 
Bevölkerung ab 18 Jahren 
Quelle/ Art der Unsicherheit 
eigene Gruppierung Szenario Verbale Erläuterung 
Unsicherheit 
Grad Richtung 
Möglichkeit des Zugriffs auf 
Original-Werte 
Optimum 
Zugriff auf die Einzeldaten (RKI, BfR, andere Kooperationspartner): Mit-
telwert und Verteilung zuverlässig zu schätzen 0,00 entfällt 
Ungünstiger 
Fall 
Normalerweise kein Zugriff auf die Einzeldaten, Verzehr für grobe Le-
bensmittelgruppen und Nährstoffaufnahme umfangreich publiziert 0,50 ++ 
Eindeutigkeit der Lebensmit-
telbeschreibung 
Optimum Auswertungen für Lebensmittel, die in DISHES direkt abgefragt werden: Mittelwert und Verteilung zuverlässig zu schätzen 0,10 +/- 
Ungünstiger 
Fall 
LM, die nicht direkt abgefragt werden (Detailgrad beschränkt durch BLS, 





Optimum Standardisiertes Interview mit validierter Software und Protokollmetho-
de, geeignet für langfristige mittlere Aufnahmeschätzung: Mittelwert und 




Korrelationen zu anderen Da-
tenquellen 
Optimum Körpergewicht enthalten, Schnittstelle über BLS, Umrechnung auf un-
verarbeitete Lebensmittel verfügbar, teilweise Informationen zu Marken, 





Stand der Wissenschaft 0,25 
Subjektivität 0,80 
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5.2.3 VELS-Studie 
Explizites Ziel der VELS-Studie war die Nutzung im Rahmen der Bewertung von 
Pflanzenschutzmittelrückständen. Damit müssen die Daten sowohl für Schätzungen 
der Langzeitaufnahme wie auch der Kurzzeitaufnahme geeignet sein und werden 
demzufolge unter beiden Aspekten hinsichtlich eventueller Unsicherheiten diskutiert. 
Mit der Stichprobengröße von 816 Kindern haben ausreichend Personen teilgenom-
men, so dass in den Altersjahrgängen gekreuzt mit dem Geschlecht das Ernäh-
rungsverhalten von 73 bis 93 Kindern dokumentiert ist. Damit stehen in jeder der Al-
tersgruppen genügend Personen zur Verfügung, um zu zuverlässigen Schätzungen 
der mittleren Aufnahme zu gelangen und im optimalen Fall ist die Unsicherheit mit 
0,1 als gering einzustufen. Müssen andere Risikogruppen betrachtet werden, kann 
diese Fallzahl möglicherweise zu gering sein. Problematisch kann auch die Schät-
zung von Lebensmittelaufnahmemengen von speziellen Lebensmitteln werden, die 
selten oder nur von einem geringen Bevölkerungsteil verzehrt werden. Wie üblich ist 
die Schätzung oberer oder unterer Perzentile auch hier mit größeren Unsicherheiten 
behaftet, als die der mittleren Aufnahme in der Bevölkerung. Die Unsicherheit im un-
günstigen Fall wird demzufolge mit 0,75 bewertet (siehe Tabelle 6). 
Der Anteil Nichtverzehrer wird durch die Kurzzeitbefragung von 2x3 Tagen für Le-
bensmittel unterschätzt, die nicht täglich oder mindestens 1x pro Woche verzehrt 
werden. Für solche häufig verzehrten Lebensmittel kann die Unsicherheit als gering 
mit 0,1 bewertet werden. Da jedoch ein Fragebogen zur Erfassung des Anteils Nie-
verzehrer nicht existiert, muss für die anderen Fälle der Grad der daraus resultieren-
den Unsicherheit in Tabelle 6 als relativ hoch mit 0,75 bewertet werden. Auch wenn 
die vergebenen Scores gleich denen des Ernährungssurveys sind, so ist dies hier 
doch unterschiedlich zu werten, da der ungünstige Fall aufgrund des kürzeren Be-
zugszeitraumes des Ernährungssurvey wesentlich wahrscheinlicher ist, als im Ernäh-
rungssurvey. Zu unterschieden ist an diesem Punkt die Auswirkung der Unsicherhei-
ten auf die Kurzzeit- bzw. Langzeitaufnahmeschätzung. Da die Kurzzeitaufnahme-
schätzung nur die Verzehrsmengen der Verzehrer berücksichtigt, sind die Unsicher-
heiten hier als geringer einzustufen, als bei der Langzeitaufnahme für welche zu viele 
Nichtverzehrer zu einer Unterschätzung führen können. 
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Faktisch ausgeschlossen und in Tabelle 6 mit null bewertet werden können Unsi-
cherheiten aufgrund von Ausreißern. Durch den intensiven Kontakt zu den Protokoll-
führenden wurden unplausible Werte gut geprüft und gegebenenfalls korrigiert. Le-
diglich bei einem geringen Anteil Verzehrer können Ausreißer auch im Fall, dass es 
valide Werte sind einen Einfluss auf die Mittelwertschätzung und Verteilung haben. In 
diesen sehr selten auftretenden Fällen kann die Unsicherheit damit auch bei 0,25 
liegen. Auch hier ist die Auswirkung der Unsicherheit vornehmlich auf die Langzeit-
aufnahmeschätzung zu beziehen, da ein einzelner hoher Wert zwar bei geringer 
Stichprobengröße den Mittelwert verfälschen kann, aber bei der Schätzung des obe-
ren Perzentils nur dann relevant ist, wenn die Stichprobengröße so gering ist, dass 
das obere Perzentil dem Maximum gleichzusetzen ist. 
Interindividuelle Unterschiede von Verzehrshäufigkeiten und -mengen resultieren vor 
allem aus dem Einfluss von Alter, Geschlecht und Region. Diese sind gut in der Stu-
die abgebildet und können entsprechend in einer Modellierung berücksichtigt wer-
den. Dabei sind höchstens die Fallzahlen für zu detaillierte regionale Auswertungen 
zu gering. Intraindividuelle Variabilität wird durch die zwei unabhängigen Protokoll-
zeiträume über jeweils drei Tage gut beschrieben. Dadurch sind auch saisonale Ef-
fekte angemessen berücksichtigt. Beide Quellen der Variabilität können somit gut in 
der Modellierung getrennt werden. Sowohl für die Extrapolation auf Langzeitaufnah-
me sind alle Voraussetzungen gegeben, als auch für eine angemessene Berücksich-
tigung der Tag-zuTag-Unterschiede bei der Bewertung von akuten Risiken. Auch die 
intraindividuellen Unterschiede hinsichtlich beispielsweise der Variabilität von Marken 
oder Zubereitungen können in berücksichtigt werden, da diese weitestgehend doku-
mentiert sind. In der überwiegenden Anzahl chronischer Bewertungen, die auf größe-
re und in der Erhebung ausgesteuerte Bevölkerungsgruppen und gröbere Lebensmit-
telgruppen abzielen, ist die Unsicherheit praktisch vernachlässigbar und wird mit null 
bewertet. In Fällen spezieller Bevölkerungs- oder Lebensmittelgruppen können aber 
dennoch auch hier Unsicherheiten bei der Schätzung des Mittelwertes wie auch der 
Verteilung auftreten und werden mit 0,25 bewertet. 
Für das BfR und die EFSA sind die Daten der VELS-Studie auf individueller Ebene 
verfügbar und somit keine Unsicherheiten aus der Verfügbarkeit der Daten vorhan-
den. Für alle anderen Nutzer, denen nur die aggregierten publizierten Daten zur Ver-
fügung stehen gehen die Unsicherheiten mit 0,25 in die Übersicht in Tabelle 6 ein, da 
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die Publikationen über die BfR-Internetseite eine detaillierte Datengrundlage für 
Kurz- und Langzeitaufnahmeschätzungen bieten. 
Die Beschreibung der verzehrten Lebensmittel orientiert sich am BLS II.3 unter Er-
weiterung durch Daten für Kinderlebensmittel aus der Lebtab-Datenbank des For-
schungsinstitutes für Kinderernährung (Kroke et al., 2004). Informationen, die nicht 
im BLS zu kodieren sind, wurden als zusätzliche Variable verfügbar gemacht. Aller-
dings erfolgte in den Protokollen keine Unterscheidung nach ökologischem oder kon-
ventionellem Anbau. Damit ergeben sich nur geringe Unsicherheiten für Risikobewer-
tungen. Bei Auswertungen für Lebensmittel, die sich an der Klassifizierung der publi-
zierten Daten für die Bewertung von Pflanzenschutzmittelrückständen orientieren, 
sind die Unsicherheiten mit 0,1 als sehr gering zu bewerten. Ohne diese Rückrech-
nung wurde der Fleischverzehr bei Erwachsenen in Irland um bis zu 43 % über-
schätzt (Cosgrove et al., 2004). Die Unsicherheit bei Bewertungen, die sich nicht an 
dieser Klassifizierung orientieren und nur auf aggregierte Daten zurückgreifen ist je-
doch relativ hoch mit 0,50 einzustufen. 
Nennenswerte Unsicherheiten durch die Befragungsmethode sind nicht zu erwarten 
und werden demzufolge mit null in Tabelle 6 angegeben. Dies ist auf die Verwen-
dung einer prospektiven Methodik begründet, die gemessene Portionsgrößen mit 
unabhängigen und abhängigen Einzeltagen kombiniert. Da die Methode in allen An-
wendungen der Daten identisch ist, wird hier keine Trennung nach optimalem und 
ungünstigem Fall vorgenommen. 
Diese Trennung erübrigt sich auch bei der Bewertung der Unsicherheiten bei Ver-
zehrsdaten durch die Kombination zu anderen Datenquellen, die als gering einzustu-
fen sind. Die Korrelation mit dem Körpergewicht kann durch die direkte Messung des 
Körpergewichtes in der VELS-Studie angemessen berücksichtigt werden. Es ist ohne 
hohen Zeitaufwand und ohne Informationsverlust möglich, die Verzehrsmengen der 
VELS-Studie mit den Nährstoffdaten des um Kinderlebensmittel erweiterten BLS II.3 
zu kombinieren. Durch die Verwendung des BLS ist auch die Vergleichbarkeit in Be-
zug auf die Beschreibung der Lebensmittel und den Nährwertangaben zu anderen 
Verzehrserhebungen gewährleistet. Aufgrund der zu den sieben zusammenhängen-
den Protokolltagen der NVS I vergleichbaren Erhebungsmethodik können auch 
Trendaussagen abgleitet werden (Stahl et al., 2009). Eine Abbildung der Daten auf 
Daten zum Vorkommen von Agenzien in Lebensmitteln ist bis auf die Pestizide mit 
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Unsicherheiten behaftet, die jedoch vorwiegend auf die an anderer Stelle ausführlich 
beschriebene Inkompatibilität der Kodiersysteme von BLS und LMM zurückzuführen 
und nur bedingt der VELS-Studie zuzuschreiben sind. Durch die teilweise Erfassung 
von Markennamen, kann eine nachträgliche Recherche zur Nährstoffanreicherung 
oder zu Zusatzstoffen durchgeführt werden (Niggemeier, 2013). So wird hier der Un-
sicherheitsgrad mit 0,1 bewertet.  
Bei der Bewertung des Standes der Wissenschaft werden die sehr ausführliche Prü-
fung der erhobenen Werte und die Einbindung in die europäische Bewertung von 
Pflanzenschutzrückständen, mit der auch eine externe Validierung verbunden ist 
(Tucker, 2008) positiv bewertet. Die Verwendung von Wiegeprotokollen hat den Vor-
teil, dass Portionsgrößen genau erfasst werden können (Willet, 1998; Margetts und 
Nelson, 1997). Dennoch wird immer wieder diskutiert, inwieweit prospektive Metho-
den das Verzehrsverhalten der Befragten in Richtung vermuteter gesunder Ernäh-
rung bzw. vereinfachter Protokollierung beeinflussen (Willet, 1998; Cook et al., 
2000). Damit verbleibt eine geringe Unsicherheit aufgrund des Standes der Wissen-
schaft in Höhe von 0,1. 
In derselben Höhe ist auch die Unsicherheit durch Subjektivität der Auswahl der Stu-
die zu bewerten. Wie bereits in der Übersicht zur Verwendung der Verzehrsstudien 
(siehe Abbildung 9 und Abbildung 10) beschrieben, stehen für die akute und chroni-
sche Bewertung für Säuglinge und Kleinkinder in Deutschland alternativ derzeit nur 
die veralteten und nicht für Gesamtdeutschland repräsentativen Daten der NVS I zur 
Verfügung. Damit ist die VELS-Studie die bessere Alternative im Vergleich mit der 
NVS I. Der Einfluss durch finanzielle und zeitliche Beschränkungen kann generell für 
Ernährungserhebungen nicht negiert werden. Bei der VELS-Studie wirkt sich dies vor 
allem auf die Stichprobengröße aus. 
Im Ergebnis der qualitativen Bewertung kann geschlussfolgert werden, dass die 
VELS-Studie sowohl für Kurz- als auch für Langzeitaufnahmeschätzungen in der Al-
tersgruppe 0,5-4 Jahre valide Schätzungen liefert.
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Tabelle 6: Übersicht zur qualitativen Unsicherheitsbewertung der VELS-Studie als Datengrundlage für akute und chronische Risikobewertungen bei Kleinkin-
dern 
Quelle/ Art der Unsicherheit 





Bei Auswertungen nach Alter und Geschlecht und Lebensmittelgruppen 





Kleinere Bevölkerungsgruppen und spezielle Lebensmittelgruppen mit 
hohem Anteil an Nichtverzehrer: Unsicherheiten bei Mittelwert und Ver-
teilung möglich 
0,75 ++/- 
Anteil quantifizierbarer Werte 
Optimum Für Lebensmittel, die nahezu täglich oder wöchentlich verzehrt werden: Mittelwert und Verteilung zuverlässig zu schätzen 0,10 +/- 
Ungünstiger 
Fall 
Seltener als 1x pro Woche verzehrte LM, kein Fragebogen Nieverzeh-





Durch intensiven Kontakt zu den Protokollführenden können Ausreißer 
als valide angesehen werden und in der Stichprobe verbleiben, Ausrei-
ßer bei ausreichenden anderen Verzehrern: Mittelwert und Verteilung 




Durch intensiven Kontakt zu den Protokollführenden können Ausreißer 
als valide angesehen werden und in der Stichprobe verbleiben, aber bei 
geringem Anteil Verzehrer: Mittelwert und teilweise Verteilung unsicher 
0,25 + 
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Fortsetzung Tabelle 6: Übersicht zur qualitativen Unsicherheitsbewertung der VELS-Studie als Datengrundlage für akute und chronische Risikobewertungen 
bei Kleinkindern 
Quelle/ Art der Unsicherheit 
eigene Gruppierung Szenario Verbale Erläuterung 
Unsicherheit 
Grad Richtung 
Trennung Unsicherheit und 
Variabilität 
Optimum 
Interindividuelle und intraindividuelle Variabilität in ausreichendem Um-





Bei speziellen Bevölkerugsgruppen oder LM-Untergruppen: Mittelwert 
zuverlässig, Verteilung mit Unsicherheiten 0,10 +/- 
Möglichkeit des Zugriffs auf 
Original-Werte 
Optimum 
Zugriff auf die Einzeldaten nicht möglich, aber umfangreich für Lebens-
mittelgruppen in Pestizidbewertung publiziert: Mittelwert und Verteilung 




Zugriff auf die Einzeldaten nicht möglich, bei LM-Untergruppen, die nicht 
in Pestizdbewertung publiziert sind oder für verarbeitete Lebensmittel: 





Optimale Genauigkeit für Pestizidzulassung (bis auf Trennung ökologi-
scher/konventioneller Anbau): Mittelwert und Verteilung mit geringen 




Andere Aspekte nicht berücksichtigt oder zugänglich:  Mittelwert und 
Verteilung unsicher 0,50 +/- 
Messmethode/ Befragungs-
methode 
Optimum Kaum Unsicherheit, da durch Auswiegen und strukturiertes Protokoll mit 
Interaktion zum Befragten bestmögliche Methode angewendet: Mittel-
wert und Verteilung zuverlässig zu schätzen 
0,00 Entfällt Ungünstiger 
Fall 
Korrelationen zu anderen Da-
tenquellen 
Optimum Körpergewicht enthalten, Schnittstelle über BLS, Umrechnung auf un-
verarbeitete Lebensmittel verfügbar, teilweise Informationen zu Marken, 





Stand der Wissenschaft 0,10 
Subjektivität 0,10 
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5.2.4 NVS II 
Mit den Daten der Nationalen Verzehrsstudie II (NVS II) sollten umfangreiche und 
aktuelle Daten zur Anwendung in verschiedenen Bereichen generiert werden. Um 
diesem Ziel und den unterschiedlichen Anforderungen gerecht werden zu können,  
wurden verschiedene Erhebungsmethoden eingesetzt. Diese ermöglichen eine Nut-
zung sowohl für Fragen der Ernährung, als auch der Bewertung akuter und chroni-
scher Risiken. Jede der eingesetzten Methoden hat dabei ihre Vor- und Nachteile. 
So ist die Verwendung prospektiver Methoden mit einer Unsicherheit verknüpft, die 
auf ein möglicherweise verändertes Ernährungsverhalten der Befragten zurückzufüh-
ren ist (Willet, 1998). Andererseits können 24h-Recalls mit Underreporting einherge-
hen (Carter et al., 1981), wobei Kinder mit geringerer Aufnahme eher zu Overreport-
ing und Kinder mit hoher Aufnahme eher zu Underreporting tendieren.  
Mit der Stichprobengröße von 15.781 Personen mit einem „Dietary History“-Interview 
und von 13.296 Personen mit einem 24h-Recall stehen die derzeit umfangreichsten 
Verzehrsdaten europaweit zur Verfügung, die auch zuverlässige Schätzungen in Un-
tergruppen der Bevölkerung oder einzelnen Lebensmittelgruppen ermöglichen. Le-
diglich die Unterstichprobe von 1.000 Befragten mit einem Wiegeprotokoll kann zu 
Unsicherheiten führen, wenn die betrachtete Bevölkerungsgruppe zu klein oder die 
ausgewertete Lebensmittelgruppe zu speziell ist. Im optimalen Fall ist die Unsicher-
heit praktisch mit null einzustufen. Die Unsicherheit im ungünstigen Fall wird höher 
mit 0,5 bewertet, jedoch ist dieser Fall extrem selten zu erwarten (siehe Tabelle 7). 
Der Anteil Nichtverzehrer kann analog zum Ernährungssurvey durch die „Dietary His-
tory“-Interviews relativ zuverlässig geschätzt werden. Durch die Möglichkeit der 
Kombination der drei Erhebungsinstrumente kann dies als positiv für alle Bewertun-
gen gewertet werden. Damit kann die Unsicherheit für Lebensmittel, die mindestens 
1x pro Monat verzehrt werden als gering mit 0,1 bewertet werden. Da jedoch ein 
Fragebogen zur Erfassung des Anteils Nieverzehrer sich auf wenige Lebensmittel mit 
dem Fokus mikrobieller Risiken beschränkt, muss für die anderen Fälle der Grad der 
daraus resultierenden Unsicherheit in Tabelle 7 als mit 0,50 bewertet werden.  
Faktisch ausgeschlossen und in Tabelle 7 mit null bewertet werden können Unsi-
cherheiten aufgrund von Ausreißern bei den Face-to-Face-Interviews für die „Dietary 
History“-Methode. Bei den telefonischen Interviews ist eine entsprechende Prüfung 
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erschwert und auch bei einem geringen Anteil Verzehrer kann in den „Dietary Histo-
ry“-Interviews ein Einfluss plausibler Ausreißer auf den Mittelwert erfolgen, die mit 
0,3 bewertet werden. 
Interindividuelle Unterschiede von Verzehrshäufigkeiten und -mengen resultieren vor 
allem aus dem Einfluss von Alter, Geschlecht und Region. Diese sind gut in der Stu-
die abgebildet und können entsprechend in einer Modellierung berücksichtigt wer-
den. Zudem ist die Stichprobe repräsentativ auf Ebene der Bundesländer (MRI, 
2008b). Intraindividuelle Variabilität kann durch die zwei unabhängigen Protokolltage 
in den 24h-Recalls und die 2x4 unabhängigen jeweils drei Tage gut beschrieben 
werden. Auch saisonale Effekte sind angemessen berücksichtigt. Beide Quellen der 
Variabilität können somit gut in der Modellierung getrennt werden. Sowohl für die 
Extrapolation auf Langzeitaufnahme sind alle Voraussetzungen gegeben, als auch 
für eine angemessene Berücksichtigung der Tag-zuTag-Unterschiede bei der Bewer-
tung von akuten Risiken. Auch die intraindividuellen Unterschiede hinsichtlich bei-
spielsweise der Variabilität von Marken oder Zubereitungen sind in den 24h-Recalls 
für einige Lebensmittelgruppen und in den Wiegeprotokollen durchgängig erfasst. In 
der überwiegenden Anzahl chronischer Bewertungen, die auf größere und in der Er-
hebung ausgesteuerte Bevölkerungsgruppen und gröbere Lebensmittelgruppen ab-
zielen, ist die Unsicherheit praktisch vernachlässigbar und wird mit null bewertet. In 
Fällen spezieller Bevölkerungs- oder Lebensmittelgruppen können aber dennoch 
auch hier sehr geringe Unsicherheiten bei der Schätzung des Mittelwertes wie auch 
der Verteilung auftreten und werden mit 0,1 bewertet. 
Für MRI, BfR, EFSA und Nutzer des Scientific Use-Files sind die Daten der NVS II 
auf individueller Ebene verfügbar und somit keine Unsicherheiten aus der Verfügbar-
keit der Daten vorhanden. Für alle anderen Nutzer, denen nur die aggregierten publi-
zierten Daten des MRI (MRI, 2008a) oder der EFSA (EFSA, 2009; Merten et al., 
2011) zur Verfügung stehen gehen die Unsicherheiten mit 0,5 in die Übersicht in Ta-
belle 7 ein. 
Die Beschreibung der verzehrten Lebensmittel orientiert sich am BLS II.4 (Hartmann 
et al., 2008a). Damit ist der Detailgrad der LM-Beschreibung einerseits durch den 
BLS beschränkt und andererseits bei 24h-Recall und „dietary history“-Interview durch 
die Zumutbarkeit der Länge des Interviews. Bei den 24hRecalls sind nicht im BLS 
kodierte Daten jedoch durch die zusätzliche Kodierung über EPIC-SOFT verfügbar 
 Seite 132 
(Slimani und Valsta, 2002). Damit ergeben sich nur geringe Unsicherheiten für Risi-
kobewertungen, die eine höhere Detaillierung erfordern, die mit 0,1 bewertet werden. 
Bei ausschließlicher Verwendung der „dietary history“-Interviews werden die Unsi-
cherheit bei Lebensmitteln, die nicht direkt abgefragt werden in Tabelle 7 mit 0,50 
bewertet. 
Nennenswerte Unsicherheiten durch die Befragungsmethode sind nicht zu erwarten 
und werden demzufolge mit null in Tabelle 7 angegeben. Dies ist auf die einzigartige 
Kombination der drei Erhebungsmethoden zurückzuführen, die größtmögliche Flexi-
bilität ermöglicht. Da die Methode in allen Anwendungen der Daten identisch ist, wird 
hier keine Trennung nach optimalem und ungünstigem Fall vorgenommen. 
Diese Trennung erübrigt sich auch bei der Bewertung der Unsicherheiten bei Ver-
zehrsdaten durch die Kombination zu anderen Datenquellen, die als gering einzustu-
fen sind. Die Korrelation mit dem Körpergewicht kann durch die direkte Messung des 
Körpergewichtes in der NVS II angemessen berücksichtigt werden. Es ist ohne ho-
hen Zeitaufwand und ohne Informationsverlust möglich, die Verzehrsmengen der 
NVS II mit den Nährstoffdaten des BLS zu kombinieren. Durch die Verwendung des 
BLS ist auch die Vergleichbarkeit in Bezug auf die Lebensmittelbeschreibung und der 
Nährwertangaben zu anderen Verzehrserhebungen gewährleistet. Zudem ist durch 
die Kodierung nach dem FoodEx-System der EFSA eine Vergleichbarkeit zu anderen 
europäischen Verzehrsstudien gegeben. Durch die Nutzung des Wiegeprotokolls in 
einer Unterstichprobe ist eine Vergleichbarkeit zu den Daten der NVS I und durch die 
„Dietary History“-Methode zum Ernährungssurvey gegeben und Trendaussagen 
werden ermöglicht. Durch die teilweise Erfassung von Markennamen, kann eine 
nachträgliche Recherche zur Nährstoffanreicherung oder zu Zusatzstoffen durchge-
führt werden. So wird hier der Unsicherheitsgrad mit 0,1 bewertet.  
Der Stand der Wissenschaft geht mit 0,1 in die Gesamtbewertung dargestellt in Ta-
belle 7 ein. Dies ist auch durch die Anwendung der drei parallelen Erhebungsinstru-
mente begründet. Unsicherheiten verbleiben, da die Ergebnisse der drei Methoden 
sich voneinander unterscheiden (Hilbig et al., 2009) und die Ursachen hierfür bislang 
nicht hinreichend geklärt werden konnten. 
In derselben Höhe ist auch die Unsicherheit durch Subjektivität der Auswahl der Stu-
die zu bewerten. Wie bereits in der Übersicht beschrieben, steht für die Bewertung 
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der akuten und chronischen Risiken bei der erwachsenen deutschen Bevölkerung 
derzeit keine aktuellere Datengrundlage zur Verfügung. Für Jugendliche kann bei 
Schätzungen der Langzeitaufnahme auch auf die Daten der EsKiMo-Studie zurück-
gegriffen werden. Allerdings hat die NVS II hier den Vorteil neben der in EsKiMo ein-
gesetzten „Dietary History“-Methode auch 24h-Recalls und Wiegeprotokolle zur Ver-
fügung zu stellen.  
Im Ergebnis der qualitativen Bewertung kann geschlussfolgert werden, dass die 
NVS II für die meisten Problemstellungen der Kurz- und Langzeitaufnahmeschätzun-
gen eine valide Datengrundlage bildet. 
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Tabelle 7: Übersicht zur qualitativen Unsicherheitsbewertung der Nationalen Verzehrsstudie II als Datengrundlage für akute und chronische Risikobewertun-
gen der deutschen Bevölkerung im Alter von 14-80 Jahre 
Quelle/ Art der Unsicherheit 




Optimum Für 24h-Recalls und DISHES sehr große Fallzahlen: Mittelwert und Ver-teilung zuverässig zu schätzen 0,00 +/- 
Ungünstiger 
Fall 
Wiegeprotokolle mit geringerer Stichprobengröße oder sehr kleine Be-
völkerungsgruppen oder spezielle Lebensmittelgruppen mit hohem An-
teil an Nichtverzehrer: Unsicherheiten bei Mittelwert und Verteilung 
möglich 
0,50 ++/- 
Anteil quantifizierbarer Werte 
Optimum 
Kombination von 24h-Recalls und DISHES möglich, deshalb für LM, die 
häufiger als 1x pro Monat verzehrt werden: Mittelwert und Verteilung 




Seltener als 1x pro Moant verzehrte LM, kein Fragebogen Nieverzehrer: 





Durch Face-to-Face-Interview bei DISHES ausreichende Möglichkeit 
der Nachfrage gegeben, so dass Ausreißer als valide anzusehen sind 
und in der Stichprobe verbleiben, Ausreißer bei ausreichenden anderen 




Ausreißer bei telefonischem Interview in 24hRecalls eventuell möglich, 
auch bei DISHES bei geringem Anteil Verzehrer: Mittelwert und teilwei-
se Verteilung unsicher 
0,30 + 
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Fortsetzung Tabelle 7: Übersicht zur qualitativen Unsicherheitsbewertung der Nationalen Verzehrsstudie II als Datengrundlage für akute und chronische Risi-
kobewertungen der deutschen Bevölkerung im Alter von 14-80 Jahre 
Quelle/ Art der Unsicherheit 
eigene Gruppierung Szenario Verbale Erläuterung 
Unsicherheit 
Grad Richtung 
Trennung Unsicherheit und 
Variabilität 
Optimum 
Bei Kombination aller drei Erhebungsinstrumente inter- und intraindivi-
duelle Variabilität gut beschreibbar, repräsentative Aussteuerung über 




Bei singulärer Betrachtung einzelner Erhebungsinstrumente möglicher-
weise eingeschränkte Aussagekraft hinsichtlich intraindividueller Varia-
bilität, bei speziellen Bevölkerugsgruppen oder LM-Untergruppen: Mit-
telwert zuverlässig, Verteilung mit Unsicherheiten 
0,10 +/- 
Möglichkeit des Zugriffs auf 
Original-Werte 
Optimum Zugriff auf die Einzeldaten (MRI, BfR, andere Kooperationspartner): Mittelwert und Verteilung zuverlässig zu schätzen 0,00 Entfällt 
Ungünstiger 
Fall 
Zugriff auf die Einzeldaten nicht möglich, Publikation aggregierter Daten 
für DISHES und über die EFSA für 24h-Recalls; bei LM-Untergruppen, 





24hRecalls und Wiegeprotokolle mit vielen Detailinformationen zu Le-
bensmitteln, Auswertung für direkt in DISHES abgefragte LM: Mittelwert 




LM, bei denen in 24hRecalls Facetten nur eingeschränkt abgefragt oder 
in DISHES nicht direkt befragt:  Mittelwert und Verteilung unsicher 0,10 +/- 
Messmethode/ Befragungs-
methode 
Optimum Kombination von drei verschiedenen Befragungsinstrumenten bietet 
bestmögliche methodische Grundlage: Mittelwert und Verteilung zuver-
lässig zu schätzen 
0,00 entfällt Ungünstiger 
Fall 
Korrelationen zu anderen Da-
tenquellen 
Optimum Körpergewicht enthalten, Schnittstelle über BLS, Umrechnung auf un-
verarbeitete Lebensmittel verfügbar, teilweise Informationen zu Marken, 
um Vorkommen von Nährstoffanreicherungen und Zusatzstoffen zu ge-
nerieren  
0,10 +/- Ungünstiger 
Fall 
Stand der Wissenschaft 0,10 
Subjektivität 0,10 
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6. QUANTIFIZIERUNG AUSGEWÄHLTER UNSICHERHEITEN BEI 
VERWENDUNG TYPISCHER DATENGRUNDLAGEN IN DER EX-
POSITIONSSCHÄTZUNG  
6.1 Quantifizierung der Parameterunsicherheiten im Lebensmittel-Monitoring 
In diesem Abschnitt werden zum einen die mittels ConFit abgeleiteten Konfidenzin-
tervalle für einige Agenzien und Lebensmittel des LM-M dargestellt. Zum anderen 
wird der Frage nachgegangen, ob es möglich ist, für verschiedene statistische Kenn-
zahlen eine Standardbreite für ein Konfidenzintervall festzulegen. Der letztere Fall ist 
immer dann von Bedeutung, wenn Einzelwerte nicht vorliegen und der Modellierer 
nur Zugriff auf aggregierte Daten hat. Auch dann ist es im Sinne der Sicherheit des 
Verbrauchers angezeigt, Unsicherheiten in der Analyse zu beschreiben. Ein Stan-
dardfaktor kann in diesem Fall die Grundlage für eine quantitative Bewertung der Pa-
rameterunsicherheiten bilden. 
Die mittels ConFit berechneten Konfidenzintervalle für die Elemente Kupfer, Zink, 
Selen, Blei, Cadmium, Quecksilber und Arsen sind im Anhang dargestellt. Zusätzlich 
sind dort die Konfidenzintervalle für Nitrat, die Mykotoxine Aflatoxin B1, Ochratoxin A, 
Deoxynivalenol, Zearalenon und die Pestizide Imidachloprid und Thiabendazol an-
gegeben. 
Auf Basis der in Anhang A dargestellten Konfidenzintervalle soll der Frage nach dem 
Standardintervall zur Berücksichtigung von Unsicherheiten bei Nichtvorliegen der 
Einzeldaten nachgegangen werden.  Für die Schätzung der Unsicherheit ist vor allem 
die Breite des Konfidenzintervalles von Bedeutung, nicht das Konfidenzintervall 
selbst. Neben Kupfer werden mehrere agensspezifische Standards für die Breite des 
Konfidenzintervalles von Mittelwert und 95-tem Perzentil ermittelt und zudem wird 
untersucht, inwieweit sich auch Standards innerhalb ähnlicher Stoffgruppen definie-
ren lassen. Zunächst werden Beispiele aus der Gruppe der Elemente und Nitrat be-
trachtet. Darüber hinaus ist es wichtig, ob bei Stoffgruppen, bei denen die Mittelwerte 
und Perzentile bekannterweise stärker zwischen den einzelnen Jahren schwanken, 
auch die Breite der Konfidenzbereiche entsprechend variiert. Da es sich bei Kupfer 
um einen Stoff handelt, der auch natürliche Expositionsquellen mit Eintragspfaden 
über die Umwelt in die Nahrung hat, ist zu erwarten, dass die Mengen in Lebensmit-
teln über die Jahre eher konstant bleibt. Dagegen ist bei Stoffgruppen wie den Pesti-
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ziden ein Einsatz der Wirkstoffe stark von klimatischen Bedingungen sowie dem jähr-
lich sich verändernden Auftreten von Schaderregern abhängig. Ebenso ist das Vor-
kommen von Mykotoxinen durch klimatische Verhältnisse beeinflusst. Für beide 
Stoffgruppen können deshalb unter Umständen größere Unterschiede zwischen den 
Jahren auftreten, so dass für diese ebenfalls Beispiele agensspezifischer Standards 
abgeleitet werden. 
In Tabelle 8 sind zunächst die Werte für Kupfergehalte und einige statistische Kenn-
zahlen dargestellt. Als Anhaltspunkt für einen Standardwert soll hier der Wert des 90-
ten Perzentils abgeleitet werden. Das heißt, dass in 90% aller Fälle die Breite des 
tatsächlichen Konfidenzintervalles geringer ist, als das durch Annahme eines Stan-
dardwertes für die relative Breite abgeleiteten Konfidenzintervalles. Für die Kupfer-
gehalte bedeutet das konkret, dass bei Nichtvorliegen von Einzelwerten pauschal 
25% (24,4%) des Mittelwertes zum Mittelwert dazu addiert bzw. abgezogen werden 
müssen, um die obere bzw. untere Konfidenzschranke zu erhalten. Für das 95-te 
Perzentil würde im Fall von Kupfer ein entsprechender Standard bei 50% (55,8%) 
liegen. 
Tabelle 8: Statistische Kennzahlen für die relativen Breiten der Konfidenzintervalle der Kupfergehalte 
im Lebensmittel-Monitoring der Jahre 1995-2005 (Alle Werte) Konfidenzintervalle wurden mittels Con-
Fit mit Korrektur und zum Signifikanzniveau 95% ermittelt. 
167 2,5% 9,2% 24,4% 42,7% 75,0%
159 2,6% 11,7% 29,2% 48,4% 77,0%
167 7,4% 28,0% 69,1% 80,4% 95,6%
164 2,0% 14,3% 36,5% 46,4% 784,0%
164 4,3% 18,0% 55,8% 78,7% 427,6%
162 3,1% 26,9% 76,7% 94,7% 517,4%
+/- % Abw. KI-Grenze für
Mittelwert
+/- % Abw. KI-Grenze für
Median
+/- % Abw. KI-Grenze für
Standardabweichung
+/- % Abw. KI-Grenze für
90-tes Perzentil
+/- % Abw. KI-Grenze für
95-tes Perzentil
+/- % Abw. KI-Grenze für
99-tes Perzentil






Im Folgenden soll untersucht werden, ob sich dieser auf Basis der Kupferwerte ermit-
telte Standard auf andere Elemente übertragen lässt. Dazu sind in Tabelle 9 ver-
schiedene Elemente und Nitrat nach demselben Prinzip wie Kupfer ausgewertet wor-
den. Daran lässt sich erkennen, dass der bei Kupfer abgeleitete Standard auf Zink 
und Nitrat wohl eher zufällig übertragbar wäre, jedoch nicht auf Selen, Cadmium, 
Blei, Arsen oder Quecksilber. Das bedeutet, dass Standardwerte nur agensspezifisch 
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definiert werden können oder dass ein noch stärkeres Maß an Konservativität ge-
wählt werden müsste, indem man sich am maximalen Standard innerhalb einer 
Gruppe (hier Selen) orientiert. 
Tabelle 9: Zusammenfassende Statistiken für die Konfidenzintervallbreiten des Mittelwertes und des 
95-ten Perzentils für verschiedene im LM-M untersuchte Elemente und Nitrat. Rot markiert, der auf 
Basis von Kupfer abgeleitete Standard. 









Kupfer 167 2,46 9,15 24,40 42,74 75,01 
Zink 151 3,18 7,92 17,20 31,29 153,12 
Selen 149 2,93 20,26 56,55 68,95 132,42 
Blei 223 5,18 22,04 55,81 66,04 177,16 
Cadmium 226 5,41 18,07 53,62 67,06 123,47 
Quecksilber 95 4,93 17,72 39,70 67,87 95,82 
Arsen 149 6,50 20,59 43,01 53,08 86,73 
Nitrat 70 5,49 13,47 24,85 30,04 39,96 
+/- % Abw. KI-Grenze 
für 95-tes Perzentil 
Gültige 
N 





Kupfer 164 4,35 18,01 55,77 78,68 427,62 
Zink 150 4,43 17,74 50,88 66,93 284,19 
Selen 124 4,61 47,51 124,72 199,22 587,50 
Blei 211 4,76 46,12 122,00 171,63 2325,45 
Cadmium 202 8,07 41,63 148,95 355,44 581,06 
Quecksilber 77 11,96 43,57 173,33 225,00 458,76 
Arsen 105 5,00 49,98 150,00 187,91 4160,00 
Nitrat 70 5,06 21,80 54,86 62,81 99,50 
 
Wenn eine Übertragung von Standards zwischen den einzelnen Elementen und Nit-
rat nicht möglich ist, kann auch nicht erwartet werden, dass der Wert für Kupfer auf 
andere Stoffgruppen wie Pestizide oder Mykotoxine anwendbar ist. Dies bestätigt 
sich anhand der in Tabelle 10 und Tabelle 11 aufgelisteten Beispiele. Sowohl für 
Pestizide als auch für Mykotoxine liegen die anzusetzenden Standardkonfidenzinter-
vallbreiten höher als bei den Elementen. Auch hier sind die Gruppen nicht homogen 
genug, um einen Standard für die Gesamtgruppe festzulegen. 
Tabelle 10: Zusammenfassende Statistiken für die Konfidenzintervallbreiten des Mittelwertes und des 
95-ten Perzentils für verschiedene im LM-M untersuchte Mykotoxine. 









Aflatoxin B1 23 25,63 58,79 110,95 123,26 127,65 
Ochratoxin A 53 19,09 56,87 125,58 138,37 166,23 
Deoxynivalenol 23 13,91 37,24 81,59 113,43 127,58 
Zearalenon 14 45,70 95,19 131,65 200,00 200,00 
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Tabelle 11: Zusammenfassende Statistiken für die Konfidenzintervallbreiten des Mittelwertes und des 
95-ten Perzentils für verschiedene im LM-M untersuchte Pestizide.  









Imidacloprid 12 30,61 109,53 291,71 300,00 300,00 
Thiabendazol 62 23,44 73,44 208,06 357,69 400,00 
 
Tabelle 12: Vergleich von Konfidenzintervallbreiten simulierter und unter Annahme der Normalvertei-
lung theoretisch berechneter Konfidenzintervalle am Beispiel Kupfer 
Lebensmittel Anzahl 
Werte 
Originalstichprobe Max. Abweich. +/- in % 
MW Stabw Simuliert Theoretisch 
NV 
080106 Salami 151 1,585 4,207 42,6% 42,7% 
080300 Rohwürste streichfähig 143 0,675 0,261 6,5% 6,4% 
102615 Regenbogenforelle 122 0,442 0,183 7,6% 7,4% 
102960 Karpfen 85 0,467 0,179 8,6% 8,3% 
150600 Reis 108 2,129 1,041 9,7% 9,3% 
161113 Müsliriegel/-happen 145 2,925 1,318 7,3% 7,4% 
161401 Weizenbrotteig 71 1,376 0,611 10,0% 10,5% 
161505 Blätterteig 65 0,670 0,193 7,6% 7,2% 
230402 Mohn 66 15,894 3,408 5,0% 5,3% 
230403 Leinsamen 62 11,686 1,763 4,2% 3,8% 
240100 Kartoffeln 101 0,806 0,403 10,2% 9,9% 
240506 Kartoffelbreipulver 69 2,057 0,702 8,5% 8,2% 
250114 Spinat 149 1,232 0,860 12,0% 11,3% 
250201 Broccoli 68 0,449 0,131 7,2% 7,1% 
250204 Artischocke 54 1,057 0,497 12,4% 12,8% 
250312 Bohne grüne 130 0,750 0,510 11,1% 11,8% 
250401 Mohrrübe 105 0,431 0,252 11,5% 11,3% 
280101 Champignon Kons. 80 1,277 0,480 8,5% 8,4% 
280303 Shiitakepilz getr. 75 8,571 2,196 6,8% 5,9% 
290202 Birne 108 0,803 0,308 7,8% 7,3% 
290303 Pfirsich 133 1,048 0,393 6,3% 6,4% 
290401 Orange 112 0,473 0,198 7,4% 7,8% 
290402 Mandarine 20 0,767 1,334 75,0% 81,4% 
310601 Apfelsaft 99 0,232 0,150 13,7% 12,9% 
311601 Grapefruitsaft 65 0,249 0,182 17,8% 18,2% 
312101 Ananassaft 51 0,358 0,145 10,9% 11,4% 
334200 Qualitätsschaumwein 125 0,168 0,135 15,3% 14,2% 
339000 Traubenmost, teilw. Ge-
goren 
63 0,798 0,948 28,6% 29,9% 
431601 Marzipanrohmasse 48 6,366 3,969 17,3% 18,1% 
431900 Süßwaren aus Rohmas-
sen anderer Art 
77 2,864 1,732 14,2% 13,7% 
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Da nicht immer die Einzelwerte oder Informationen über Konfidenzintervalle ver-
gleichbarer Lebensmittel vorliegen, stellt sich die Frage, inwieweit eine Vereinfa-
chung durch Annahme einer Normalverteilung der Gehalte möglich ist. Dazu wurden 
für das Beispiel Kupfer die simulierten Bootstrap-Konfidenzintervalle den theoretisch 
berechneten Konfidenzintervallen unter Annahme der Normalverteilung gegenüber-
gestellt. Die Ergebnisse sind in Tabelle 12 dargestellt. Neben dem untersuchten Le-
bensmittel und den dazugehörigen Werten der empirischen Stichprobe ist zunächst 
die maximale Abweichung der unteren oder oberen Konfidenzschranke der simulier-
ten Konfidenzintervalle für den Mittelwert angegeben. In der letzten Spalte ebenfalls 
die Abweichung der Konfidenzschranken unter Annahme der Normalverteilung, was 
aufgrund der Symmetrie der halben Konfidenzintervallbreite gleichkommt (Berech-
nung entsprechend Kapitel 3.6). 
Die Gegenüberstellung in Tabelle 12 macht deutlich, dass es für die Schätzung der 
Konfidenzintervallbreite des Mittelwertes nahezu unbedeutend ist, ob die zugrunde-
liegende Stichprobe normalverteilt ist oder nicht. Es kann also der Einfachheit halber 
für den Mittelwert das Konfidenzintervall über die in Kapitel 3.6 angegebene Formel 
geschätzt werden, wenn die notwendigen Angaben vorhanden sind. 
6.2 Unsicherheitsanalysen bei Verteilungsschätzungen auf Basis des Lebens-
mittel-Monitoring 
Neben den dargestellten quantitativen Unsicherheiten über die Parameter wie Mittel-
wert und Perzentile und den qualitativen Unsicherheiten des LM-M ist im Fall einer 
probabilistischen Modellierung auch die Unsicherheit über die Verteilungsform zu 
berücksichtigen. Im Folgenden wird anhand des Beispiels LM-M der Frage nachge-
gangen, welchen Einfluss die Auswahl der Verteilungsfunktion auf die Ergebnisse 
haben kann oder mit anderen Worten, wie hoch die Unsicherheit ist, die sich durch 
die eventuell falsche Wahl einer parametrischen Verteilungsform ergibt. Da die tat-
sächliche Verteilung, die der Grundgesamtheit zugrunde liegt nicht bekannt ist, kann 
das Ausmaß der Unsicherheit nur dadurch abgeschätzt werden, dass die verschie-
denen Optionen der Modellierung der Grundgesamtheit verglichen werden. Dies soll 
wiederum am Beispiel Kupfer geschehen. Zum anderen werden die Häufigkeiten des 
Vorkommens verschiedener parametrischer Verteilungen im LM-M dargestellt und 
Unterschiede zwischen verschiedenen Stoffgruppen untersucht. 
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Bei der Nutzung des Moduls zur Verteilungsanpassung mittels @RISK werden Rang-
folgen entsprechend verschiedener Abstandskriterien gebildet. Der Anwender ist frei, 
eine passende Verteilung unter Nutzung der Informationen zur Rangfolge, der grafi-
schen Anpassung und der Information über die Höhe des Abstandes bzw. so vor-
handen entsprechender Testwerte auszuwählen. Damit stellt sich die Frage, welchen 
Einfluss die Auswahl der Verteilungsform auf das Endergebnis haben kann. Die Ab-
weichungen wurden prozentual auf das Ergebnis der empirischen Verteilung bezo-
gen und gruppiert. In Abbildung 11 bis Abbildung 14 sind die Ergebnisse als Häufig-
keitsverteilungen dargestellt. In allen Abbildungen ist zu erkennen, dass kaum Unter-
schiede zwischen den Verteilungen auf Rang eins bis Rang drei existieren. Das 
heißt, es ist für die Modellierung unerheblich, ob die Verteilung auf dem ersten Rang 
oder dritten Rang verwendet wird. 
Generell können die angepassten Verteilungen von der empirischen Verteilung ab-
weichen. Auch die Höhe dieser Abweichung kann anhand der Abbildungen geschätzt 
werden. Entsprechend Abbildung 11 weicht in ca. 90% aller Verteilungsanpassungen 
der Mittelwert der angepassten parametrischen Verteilung nicht mehr als 10% nach 



































































Abbildung 11: Mittelwert - Prozentuale Abweichungen der Ränge 1-3 der angepassten parametrischen 
Verteilungen nach Anderson-Darling von der empirischen Verteilung 
 
Eine Prüfung auf Abhängigkeit der Höhe der Abweichung von der angepassten Ver-
teilungsform wurde ebenfalls vorgenommen, jedoch konnte hier kein Einfluss nach-
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gewiesen werden. Hohe Abweichungen um mehr als 10% treten vor allem in Fällen 
auf, in denen die Anpassungsgüte (der Anderson-Darling-Abstand) bereits für die 
Verteilung auf dem ersten Rang relativ hoch ist, die Standardabweichung im Ver-
gleich zum Mittelwert relativ groß ist (3:1 und größer) oder sehr wenige Beobachtun-
gen vorliegen. 
Analoge Aussagen wie für den Mittelwert lassen sich für den Median anhand Abbil-
dung 12 treffen. Hier sind die Kategorien weniger zentral verteilt, aber auch hier ent-



































































Abbildung 12: Median - Prozentuale Abweichungen der Ränge 1-3 der angepassten parametrischen 
Verteilungen nach Anderson-Darling von der empirischen Verteilung 
 
Abbildung 13 und Abbildung 14 verdeutlichen, dass es bei den oberen und unteren 
Perzentilen zu höheren Abweichungen kommen kann. Insgesamt weichen für Kup-
ferverteilungen im LM-M ca. 10% der Verteilungen um weniger als 25% im 95-ten 
Perzentil und weniger als 20% im 5-ten Perzentil ab. 






















































































Abbildung 13: 95-tes Perzentil - Prozentuale Abweichungen der Ränge 1-3 der angepassten paramet-























































































Abbildung 14: 5-tes Perzentil - Prozentuale Abweichungen der Ränge 1-3 der angepassten parametri-
schen Verteilungen nach Anderson-Darling von der empirischen Verteilung 
 
Damit lässt sich zusammenfassend sagen, dass es prinzipiell keinen Unterschied 
zwischen den ersten Rängen der Verteilungsanpassung gibt. Dennoch weichen die 
parametrischen Verteilungen von der empirischen Verteilung ab. Diese Abweichun-
gen können mit Standardparametern von 10% für Mittelwert und Median sowie 25% 
für obere Perzentile angegeben werden. Liegen geringe Standardabweichungen re-
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lativ zum Mittelwert und eine ausreichende Probenzahl sowie geringe Anderson-
Darling-Abstände vor, können die Standards entsprechend reduziert werden. 
Die Hypothese, dass alle Verteilungen von Konzentrationen von Agenzien in Le-
bensmitteln lognormalverteilt sind, kann anhand der in Tabelle 13 dargestellten Er-
gebnisse diskutiert werden. In Tabelle 13 sind die Häufigkeiten des Auftretens der 
Verteilung auf den ersten drei Rängen gelistet. Dabei sind die in @RISK verwende-
ten Kürzel benutzt worden. Eine detaillierte Beschreibung der einzelnen Verteilungs-
funktionen findet sich im Handbuch von @RISK (Palisade Corporation, 2005) oder 
statistischer Grundlagenliteratur (Johnson et al., 1994). Nur einige wenige der 20 
möglichen parametrischen Verteilungsfunktionen in @RISK konzentrieren sich auf 
die ersten drei Ränge. Am häufigsten auf einem der drei Ränge sind die Loglogistic-, 
Lognormal- und Pearson5-Verteilung zu finden. Danach folgen weit weniger häufig 
die inverse Gaussverteilung, die generalisierte Betaverteilung, die Gammaverteilung, 
die Extremwertverteilung, die Normalverteilung und die Weibullverteilung.  
Tabelle 13: Mittels @RISK angepasste und nach dem dem Anderson-Darling-
Kriterium sortierte parametrische Verteilungsformen für Kupfergehalte (bestimmba-
re Werte) des Lebensmittel-Monitoring aus den Jahren 1995-2005 
Verteilungsform Rang 1 Rang 2 Rang 3 
BetaGeneral 6 6 1 
Chisq 0 0 0 
Erf 0 0 0 
Erlang 0 0 0 
Expon 0 0 0 
ExtValue 1 15 11 
Gamma 4 3 2 
InvGauss 10 13 24 
Logistic 12 16 2 
LogLogistic 88 10 8 
Lognorm 8 24 72 
Normal 5 8 2 
Pareto 0 0 0 
Pearson5 27 66 35 
Pearson6 0 0 0 
Rayleigh 0 0 0 
Student 0 0 0 
Triang 1 1 4 
Uniform 1 0 1 
Weibull 5 6 6 
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Die Loglogistic-Verteilung ist die deutlich am häufigsten auf Rang eins vorkommende 
Verteilung, während die Lognormalverteilung in den meisten Fällen auf dem dritten 
Rang gelistet wird. 
6.3 Unsicherheiten bei der Ableitung eines oberen Perzentils der Kurzzeitauf-
nahme für akute Risikobewertungen 
Der Vergleich der beiden Ansätze zur Bewertung akuter Risiken wird auf Basis der 
prozentualen Abweichung der jeweiligen Schätzungen durchgeführt. Dabei werden 
alle 470 Lebensmittelgruppen in Tabelle 14 und Tabelle 15 ausgewertet, für die min-
destens ein Verzehrstag dokumentiert wurde. Für die Rechnung der prozentualen 
Abweichung wurde das 97.5-te Perzentil über alle Verzehrstage aller Personen als 
Minuend und Quotient verwendet  Das 95-te Perzentil des jeweilig maximalen Ver-
zehrs pro Person im Protokollzeitraum ging als Subtrahend ein. Damit sind negative 
prozentuale Abweichungen als Unterschätzung des üblicherweise genutzten Ansat-
zes zu werten und positive prozentuale Abweichungen als Überschätzung. 
Bei weniger als 40 Verzehrstagen ist das 97.5-te Perzentil und bei weniger als 20 
Verzehrern auch das 95-te Perzentil statistisch identisch dem jeweiligen Maximum. 
Insgesamt sind für 235 Lebensmittelgruppen weniger als 20 Verzehrer dokumentiert. 
Für alle diese 235 Lebensmittelgruppen ist gleichzeitig die Anzahl Verzehrstage ge-
ringer als 40 und somit existiert keine Abweichung zwischen beiden Ansätzen (siehe 
Spalte 1 von Tabelle 14).  
Tabelle 14: Minimum (Min), der Mittelwert (MW), Median und das Maximum (Max) der mittleren pro-
zentualen Abweichung des 97.5ten Perzentils über alle Verzehrstage vom 95ten Perzentil der Maxima 
über die Verzehrstage je Proband in Abhängigkeit der absoluten Anzahl Verzehrer. Mit N ist die An-




20 – 39 
Verzehrer 
40 – 49 
Verzehrer 
50 - 99 
Verzehrer 
100 - 199 
Verzehrer 
200 - 299 
Verzehrer 




N 235 46 14 52 55 26 19 23 
Min ,000 ,000 ,000 ,000 -,039 ,000 -,156 -,255 
MW ,000 ,223 ,105 ,143 ,138 ,134 -,003 -,106 
Median ,000 ,165 ,094 ,113 ,091 ,082 ,000 -,111 
Max ,000 ,818 ,385 ,600 ,779 ,375 ,069 ,183 
 
Für 118 Lebensmittelgruppen ist genau ein Verzehrs- bzw. Aufnahmetag pro Person 
protokolliert. In diesen Fällen sind beide Ansätze vom Prinzip her identisch und un-
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terscheiden sich nur in der Verwendung der unterschiedlichen Perzentile. Dieser Fall 
tritt in den vorliegenden Daten jedoch bis auf eine Ausnahme bei weniger als 15 Ver-
zehrern in den Lebensmittelgruppen auf. Wie bereits zuvor dargestellt, sind in diesen 
Fällen 97.5-tes Perzentil und 95-tes Perzentil rechnerisch identisch, so dass keine 
Abweichung zwischen beiden Ansätzen vorliegen. Im Fall von „Oregano verarbeitet“ 
liegen 32 Verzehrer bzw. Verzehrstage vor. Hier unterscheiden sich die beiden 
Perzentile marginal um 1%.  
In Tabelle 14 ist der Zusammenhang zwischen der Anzahl Verzehrer und der mittle-
ren prozentualen Abweichung beider Ansätze dargestellt. Daraus wird ersichtlich, 
dass in der Klasse mit der größten Anzahl Verzehrer (>400) eine Unterschätzung des 
üblicherweise verwendeten Ansatzes vorliegt. In der zweitgrößten Klasse liegt im 
Mittel nahezu keine Abweichung vor, für alle anderen Gruppen mit 30 – 299 Verzeh-
rern liegt eine Überschätzung vor.  
 
 
Abbildung 15: Quantil-Quantil-Diagramm zur Überprüfung der Normalverteilungshypothese für die 
prozentuale Abweichung beider Ansätze 
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Die prozentualen Abweichungen sind weder nach grafischer Überprüfung, noch nach 
Anwendung des Kolmogorov-Smirnov-Tests normalverteilt (siehe Abbildung 15), 
weshalb der nichtparametrische Kruskal-Wallis-Test zur Prüfung der Mittelwertunter-
schiede in den Gruppen aus Tabelle 14 angewendet wird. Demnach unterscheiden 
sich die Gruppenmittelwerte mit einer Sicherheit von 95% signifikant. 
In Tabelle 15 sind die prozentualen Abweichungen in Klassen eingeteilt und je Klas-
se sind die mittlere Anzahl Verzehrstage je Proband und der mittlere prozentuale An-
teil Verzehrer dargestellt. Betrachtet man zunächst die Lebensmittelgruppen, bei de-
nen im Mittel je Verzehrer mehr als einer, aber weniger als zwei Verzehrstage im 
Protokollzeitraum dokumentiert sind, so fällt auf, dass in Abhängigkeit des Anteils 
Verzehrer unterschiedliche Abweichungen resultieren. Liegt der mittlere Anteil Ver-
zehrer zwischen 19 % und 34 %, so führt die Betrachtung aller Verzehrstage als un-
abhängige Ereignisse zu einer Überschätzung verglichen mit dem alternativen An-
satz des jeweils höchsten Verzehrs je Person.  
Tabelle 15: Vergleich der Minima (Min), der Mittelwerte (MW), Mediane und Maxima (Max)  für die 
mittlere Anzahl Verzehrstage je Proband und den prozentualen Anteil Verzehrer in Abhängigkeit von 
der prozentualen Abweichung beider Schätzungen (97.5ten Perzentils über alle Verzehrstage und 
95tes Perzentil der Maxima über die Verzehrstage je Proband)  Mit N ist die Anzahl Lebensmittel be-
zeichne, die in die Auswertung eingeflossen sind. 
 


















Gültige N 26 263 79 49 23 30 
Mittlere Anzahl Ver-
zehrstage je Proband 
Min 2,2 1,0 1,0 1,0 1,1 1,0 
MW 3,6 1,3 1,6 1,4 1,4 1,4 
Median 3,4 1,2 1,6 1,3 1,3 1,3 
Max 5,4 3,3 3,9 3,9 2,1 2,3 
Anteil Verzehrer [%] 
Min 24 0,2  4 5 4 4 
MW 90 4 34 22 21 19 
Median 93 1 31 16 16 14 
Max 100 94 87 96 54 60 
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Ist dagegen der Anteil Verzehrer sehr gering (<4%) liegt nahezu keine Abweichung 
vor. Letzteres ist darauf zurückzuführen, dass der geringe Verzehreranteil im Mittel 
weniger als 20 Verzehrern entspricht (Mittelwert 3.75% sind ca. 18 Personen) und 
wie oben bereits erläutert damit beide Ansätze identisch sind. 
In der ersten Spalte, in der die Lebensmittel zusammen ausgewertet wurden, für die 
eine Unterschätzung vorliegt, ist die mittlere Anzahl Verzehrstage je Verzehrer mit 
3,6 deutlich höher als zwei und auch der mittlere Anteil Verzehrer mit 90 % ver-
gleichsweise hoch. Selbst der minimale Anteil Verzehrer in dieser Gruppe liegt mit 
24 % in der Größenordnung des mittleren Anteils der anderen Gruppen. Damit erfolgt 
eine Unterschätzung eher für die Lebensmittel, die von vielen Personen innerhalb 
der Bevölkerung regelmäßig (d.h. mind. 2x pro Woche) verzehrt werden. 
 
 
Abbildung 16: Quantil-Quantil-Diagramm zur Überprüfung der Normalverteilungshypothese für die 
mittlere Anzahl Verzehrstage pro Person 
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Auch hier wurde ein Signifikanztest auf Unterschiede in den in Tabelle 15 dargestell-
ten Gruppenmittelwerten durchgeführt.  Weder der Anteil Verzehrer noch die mittere 
Anzahl Verzehrstage je Person sind nach grafischer Überprüfung und nach Anwen-
dung des Kolmogorov-Smirnov-Tests normalverteilt (siehe Abbildung 16 und  Abbil-
dung 17), weshalb nicht der nichtparametrische Kruskal-Wallis-Test zur Prüfung der 
Mittelwertunterschiede angewendet wird. Dieser bestätigt, dass die dargestellten 
Gruppenmittelwerte auf dem 95%-Niveau signifikant verschieden sind. 
 
 
Abbildung 17: Quantil-Quantil-Diagramm zur Überprüfung der Normalverteilungshypothese für den 
Anteil Verzehrer 
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7. BEISPIEL EINER UNSICHERHEITSANALYSE 
Eine Unsicherheitsanalyse von Datenquellen kann nur bis zu einem gewissen Grad 
standardisiert werden. Viele Unsicherheiten und auch die Möglichkeit der Quantifizie-
rung dieser Unsicherheiten sind problembezogen und können nur auf den Einzelfall 
bezogen werden. An einem Beispiel sollen daher verschiedene Arten von Unsicher-
heiten (Parameterunsicherheit und Modellunsicherheit) beschrieben und Möglichkei-
ten zur Quantifizierung dieser Unsicherheiten illustriert werden. 
Eine solche Analyse soll anhand des Beispiels der Schätzung der Exposition für die 
Aufnahme von Kupfer über Verzehr von Obst vorgenommen werden. Kupfer ist ein 
Spurenelement, dass zum einen in einer Mindestmenge aufgenommen werden 
muss, das zum anderen aber auch toxisch wirken kann, wenn es in zu hohen Men-
gen aufgenommen wird. Die DGE empfiehlt eine tägliche Aufnahme 1,0 bis 1,5 mg 
Kupfer pro Tag11, um in ausreichendem Maß mit Kupfer versorgt zu sein, eine Auf-
nahme von 5 mg pro Tag sollte aber nicht überschritten werden (SCF, 2003). Letzte-
rer Wert wurde vom SCF vorgeschlagen und basiert auf einem NOAEL von 10 mg 
pro Tag, der aus einer Humanstudie mit sieben Personen ermittelt wurde, wobei ein 
Unsicherheitsfaktor von 2 für die intra-individuelle Schwankung verwendet wurde. 
Dieser als „upper limit“ (UL) bezeichnete möglichst nicht zu überschreitende Auf-
nahmewert wurde auch vom BfR übernommen (BfR, 2004). Der Spielraum zwischen 
empfohlener Menge und UL ist demnach sehr klein, um die Bevölkerung vor gesund-
heitlichen Beeinträchtigungen durch eine zu hohe Aufnahme von Kupfer zu schützen. 
Dieser Wert gilt nicht für Kinder, für die nach Alter abgestufte UL’s von 1 bis 3 mg pro 
Tag abgeleitet wurden. Auch für Schwangere und Stillende gilt dieser UL nicht (BfR, 
2004).  
Um den Anteil an Kupfer, der über Obst aufgenommen wird zu schätzen, wird das 
Standardmodell für die lebensmittelbedingte langfristige Aufnahme von Stoffen ver-
wendet: 
                                            
11
 Siehe Internetseite: 
http://www.dge.de/modules.php?name=Content&pa=showpage&pid=3&page=6. Datum 28.03.2014. 
basierend auf „Referenzwerte für die Nährstoffzufuhr“; Hrsg: DGE, ÖGE, SGE, SVE; 1. Auflage, 4., 
korrigierter Nachdruck 2012, Neuer Umschau Buchverlag 

















Dabei wird mit ipersCuExp _,  die täglich durchschnittlich aufgenommene Menge Kupfer 
der Person pers_i in mg pro kg Körpergewicht pro Tag bezeichnet. obstjipersLM _,_  
bezeichnet die über mehrere Tage gemittelte individuelle Verzehrsmenge des Le-
bensmittels i_obst in g pro Tag und obstjipersKonz _,_  bezeichnet einen mittleren Ge-
halt, den das jeweilige Obst für die betreffende Person enthält mg pro g Lebensmittel 
pro Tag. Die Summe über das Produkt von Verzehrsmenge und Konzentration aller 
verzehrten Obstsorten (Anzahl: n_obst) wird durch das individuelle Körpergewicht 
( iperschtKörpergewi _ ) in kg dividiert. 
Der Bezug auf das Körpergewicht ist dabei als optional anzusehen. Die Exposition 
kann je nach toxikologischem Vergleichswert auch ohne Bezug auf das Körperge-
wicht in mg pro Tag angegeben werden.  
Zur Darstellung der Unsicherheiten sollen zunächst zwei Szenarien mit unterschiedli-
chen Ansätzen zur Nutzung der vorhandenen Daten zum Vorkommen von Kupfer in 
Lebensmitteln berechnet werden. Für alle Expositionsschätzungen werden dazu in-
dividuelle Verzehrsdaten des Ernährungssurvey und die dazugehörigen Körperge-
wichte herangezogen. Als wichtiges Spurenelement in der menschlichen Ernährung 
sind Gehalte für Kupfer in Lebensmitteln im ebenfalls beschriebenen BLS abgebildet, 
so dass dieser in Szenario 1 als eine Quelle für die Berechnung der Exposition be-
nutzt werden kann. In Szenario 2 werden hingegen die Daten des Lebensmittel-
Monitoring zugrunde gelegt. Diese liegen nicht für jeden BLS-Kode der verzehrten 
Lebensmittel vor, so dass die Expositionsschätzung in Szenario 2 ausschließlich auf 
den im LM-M gemessenen Lebensmitteln beruht. Es ist offensichtlich, dass ein derar-
tiges Vorgehen nur dann gerechtfertigt ist, wenn die Anzahl der untersuchten Le-
bensmittel im LM-M einen Großteil der Gesamtexposition über Kupfer abdeckt. Im 
Fall von lückenhaften Untersuchungsergebnissen führt dieser Ansatz zwangsläufig 
zu einer unter Umständen auch erheblichen Unterschätzung der Exposition.  
Neben den hier beschriebenen Parameterunsicherheiten ist die Messunsicherheit zu 
berücksichtigen, die weder für das LM-M noch den BLS explizit angegeben sind. In 
der englischen Total Diet Studie sind diese mit 15% angegeben (FSA, 2007). 
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Um anschließend die Unsicherheiten der Expositionsschätzung beschreiben zu kön-
nen, werden zunächst für beide Szenarien die detaillierten Auswertungsschritte in-
nerhalb der Expositionsschätzung skizziert. 
Expositionsschätzung Schritt1: Lebensmittelauswahl 
Aus den im Ernährungssurvey verzehrten Lebensmitteln werden alle Lebensmittel 
der Kategorie Obst herausgefiltert. Dabei werden entsprechend der Gruppierung im 
BLS alle Lebensmittel der Kategorie „F – Früchte, Obst“ ausgewählt (n_obst=195).  
Expositionsschätzung Schritt2: Aggregation über verschiedene Verzehrstage  
Jedes der 195 ausgewählten Lebensmittel kann von einer einzelnen Person an meh-
reren verschiedenen Tagen verzehrt werden. In die Expositionsschätzung soll eine 
mittlere Verzehrsmenge der verschiedenen Tage eingehen. Durch die Verwendung 
der „dietary history“-Methode liegen Angaben über die Häufigkeit des Verzehrs in-
nerhalb von vier Wochen, sowie eine übliche Portionsgröße vor. Als Quotient aus 
Häufigkeit und Anzahl Tage des beobachteten Zeitraums (28 Tage) multipliziert mit 
der Portionsgröße ergibt sich eine mittlere tägliche Verzehrsmenge in g pro Tag. 
Expositionsschätzung Schritt3: Aggregation über verschiedene Mahlzeiten 
Das im Ernährungssurvey durchgeführte DISHES Interview nutzt eine am Tagesab-
lauf orientierte Abfrage des Verzehrsverhaltens. Das heißt, dass eine Person das 
gleiche Lebensmittel auch mehrfach pro Tag verzehren kann. Die Verzehrsmengen 
verschiedener Mahlzeiten werden je Person aufsummiert. 
Expositionsschätzung Schritt4: Zuordnung der Kupferwerte 
Die im Ernährungssurvey verzehrten Lebensmittel wurden bereits während des Inter-
views zu den entsprechenden Lebensmittelgruppen (Kategorien) aus dem BLS zu-
geordnet. Damit sind alle im Ernährungssurvey enthaltenen Lebensmittel mit einem 
BLS-Kode versehen, die eine eindeutige Zuordnung des Kupferwertes aus dem BLS 
zu den verzehrten Lebensmitteln ermöglicht und direkt in Szenario 1 genutzt werden 
kann. Die Werte des BLS sind in µg pro 100 g angegeben. Deshalb werden diese vor 
der Verrechnung mit den Verzehrsmengen durch den Faktor 105 dividiert, um in die 
im Modell verwendete Einheit mg pro g umzurechnen. 
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Da im BLS lediglich mittlere Gehalte an Kupfer je Lebensmittel angegeben sind, wer-
den die individuellen Verzehrsmengen aller Personen, die ein solches Lebensmittel 
verzehrt haben, mit demselben Kupfergehalt multipliziert. 
Für Szenario 2 werden alle Lebensmittel aus den Untersuchungsdaten (kodiert nach 
ADV-Matrixkatalog) auf die BLS-Kodes abgebildet, die nach der Bezeichnung ein-
deutig zuzuordnen sind. Alle anderen Lebensmittel werden nicht in der Expositions-
schätzung berücksichtigt. Die Angaben im LM-M liegen in mg pro kg vor und werden 
auf mg pro g umgerechnet. 
Expositionsschätzung Schritt5: Zuordnung der Körpergewichte 
Die Teilnehmer des Ernährungssurvey wurden in Verbindung mit dem Ernährungsin-
terview auch gewogen, so dass für alle Personen individuelle Körpergewichte vorlie-
gen. Da jedoch der UL und die Referenzwerte für die Nährstoffzufuhr nicht auf das 
Körpergewicht bezogen sind, werden die Werte nicht auf das Körpergewicht bezo-
gen. 
7.1 Qualitative Unsicherheitsanalyse 
Die qualitative Unsicherheitsanalyse für das oben beschriebene Beispiel soll ent-
sprechend der Empfehlungen der WHO (2008) durchgeführt werden. Anschließend 
werden die zuvor diskutierten qualitativen und quantitativen Unsicherheiten der ein-
bezogenen Datenquellen berücksichtigt und verglichen. 
Zunächst werden in Tabelle 16 Szenario, Modell und Parameter des Modells in einer 
Übersicht entsprechend der von der WHO/ IPCS angegebenen Kriterien dargestellt. 
In Tabelle 17 werden dann die Unsicherheiten qualitativ bewertet. Dabei wird beim 
Parameter Gehalt nach den beiden Quellen Lebensmittel-Monitoring und BLS unter-
schieden. Zur Vereinfachung wurden neben der verbalen Kategorisierung geringe 
Unsicherheiten (low) mit grün, mittlere Unsicherheiten (medium) gelb und hohe Unsi-
cherheiten (high) rot markiert. Eine Erläuterung zur Festlegung der jeweiligen Bewer-
tung ist in der jeweiligen Zeile integriert. Im Vergleich des BLS und des LM-M wird 
deutlich, dass beide mit niedrigen und mittleren Unsicherheiten bewertet wurden, 
aber im Fall des BLS drei Unsicherheiten mit mittlerem Grad eingestuft wurden, die 
im LM-M als niedrig zu bewerten waren. 
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Tabelle 16: Beschreibung von Szenario, Modell und Parametern als Grundlage für die qualitative Un-
sicherheitsanalyse nach WHO (2008) 
Szenario 
Agens Kupfer 
Zielgruppe deutsche Bevölkerung im Alter von 18-79 Jahren 
Direkte Umgebung1 entfällt bei Verzehr 




Aktivität, die zur Exposition 
führt/ Expositionsereignis Verzehr von Obst 
Risikomanagementmaßnahme Indirekt geltende Höchstgehalte für Einsatz als Pestizid, sonst keine berücksichtigt 




Korrelationen Körpergewicht und Verzehr 
Struktur/ Formel Summation über alle verzehrten Obstsorten 
Extrapolationen 
Monatliche Aufnahme auf lebenslange Auf-
nahme/ BLS-Berechnung der Gehalte bzw. 
Gehalte für ähnliche Obstsorten übertragen 
bei LM-M 
Implementierung @RISK und SPSS 
Parameter 
Verzehr 
Datenquelle Ernährungssurvey (Mensink, 2002) 
Wert Mittlere Werte, 95-tes Perzentil, Empirische Verteilung 
Einheit in g/ kg KG/ d, ermittelt über geschätzte und über einen Monat gemittelte Portionsgrößen 
Parameter 
Gehalt 1 
Datenquelle Bundeslebensmittelschlüssel II.3 (BLS) (Klemm et al., 1999) 
Wert Einzelwert ohne Angabe zur dahinterliegen-den Verteilung 
Einheit mg/100 g, analytisch bestimmt 
Parameter 
Gehalt 2 
Datenquelle Lebensmittel-Monitoring (LM-M) 
Wert mittlerer Wert, parametrisch angepasste Ver-teilung 




Datenquelle Ernährungssurvey (Mensink, 2002) 
Wert Individueller Wert, der dann in statistische Auswertung Verzehr einfliesst (siehe dort) 
Einheit in kg, gewogen 
1
 Umgebung, für die gleiche Bedingungen/ Konzentrationen angenommen werden können bzw. die durch das 
Modell gut beschreibbar ist 
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Tabelle 17: Qualitative Bewertung der Unsicherheiten für die Aufnahmeschätzung von Kupfer nach WHO (2008) 
Szenario 
Grad der Unsicherheit 
  low Keine Unterscheidung nach biologisch/ konventionellem Anbau, Einsatz als Zusatzstoff und 
saisonale Schwankungen nicht berücksichtigt 
Wissensstand 
Korrektheit low Plausibel im Verhältnis zu anderen Quellen über Gesamtaufnahme 
Zuverlässigkeit low Standardvorgehen für Expositionsschätzungen verwendet 
Plausibilität low Kann als realitätsnahe Aufnahmeschätzung betrachtet werden 
Wissenschaftlicher Hintergrund low Wissenschaftlicher Hintergrund gut untersucht 
Stabilität low Vergleich LM-M und BLS 
Subjektivität 
Übereinstimmung von Stakeholdern und Fachkollegen low Kein grundlegender Dissens bekannt 
Interesse des Bewerters bestimmte Werte zu bevorzugen low Kein Interesse 
Modell 
Grad der Unsicherheit 
  low   
Wissensstand 
Korrektheit low Extrapolation von monatlicher Aufnahme auf Langzeitaufnahme erscheint im Fall von Kupfer in Obst als akzeptables Modell 
Zuverlässigkeit low Standardmodell 
Wissenschaftlicher Hintergrund low Bezug auf Körpergewicht könnte durch Körperoberfläche ersetzt werden, Daten fehlen jedoch 
Subjektivität 
Verfügbare Alternativen low Kein alternatives Modell, Unsicherheiten durch Verwendung anderer Software gering 
Übereinstimmung von Stakeholdern und Fachkollegen low Standardmodell 
Einfluss äußerer Rahmenbedingungen low Keine Verfügbarkeit anderer Software 
Parameter Verzehr 
Grad der Unsicherheit 
  low Vollständige Information in Form individueller Daten vorliegend 
Wissensstand 
Korrektheit low Für andere Auswertungen erwartete Ergebnisse 
Zuverlässigkeit medium Etabliertes Verfahren, aber andere Protokollmethoden werden teilweise bevorzugt 
Plausibilität low Publizierte Basisauswertung (RKI 2000) zeigt plausible Ergebnisse 
Wissenschaftlicher Hintergrund low In der Literatur gut beschriebene Studie und etabliertes Tool 
Subjektivität 
Verfügbare Alternativen low Keine anderen aktuellen Daten für Erwachsene zum Zeitpunkt der Analyse verfügbar 
Übereinstimmung von Stakeholdern und Fachkollegen medium Andere Protokollmethoden werden in Fachkreisen teilweise bevorzugt 
Einfluss äußerer Rahmenbedingungen low Vorliegen der Daten zum entsprechenden Zeitpunkt/ VELS-Daten ohne BLS-Kodierung, deshalb Ernährungsurvey bevorzugt 
Interesse des Bewerters bestimmte Werte zu bevorzugen low Keine Auswahlmöglichkeit des Bewerters 
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Fortsetzung Tabelle 17: Qualitative Bewertung der Unsicherheiten für die Aufnahmeschätzung von Kupfer nach WHO (2008) 
Parameter Gehalte BLS 
Grad der Unsicherheit 
  medium Standardreferenz für Nährwerte in Deutschland, aber keine Verteilungen beschreibbar nur 
einzelne Werte 
Wissensstand 
Korrektheit low   
Zuverlässigkeit medium Alternativ Daten aus anderen Quellen (LM-Monitoring, Literaturrecherche) 
Plausibilität medium Rezepte nicht ausreichend auf Plausibilität geprüft, Keine Angaben zu Quellen von Nähr-
stoffen etc. 
Wissenschaftlicher Hintergrund medium Da wissenschaftlicher Hintergrund nicht einschätzbar 
Stabilität medium Änderungen an einzelnen Rezeptbestandteilen oder Berechnungsformeln können möglich-
erweise weitreichende Änderungen am Gesamtergebnis haben 
Subjektivität 
Verfügbare Alternativen medium LM-Monitoring, Literaturrecherche, Lebensmittelüberwachung 
Übereinstimmung von Stakeholdern und Fachkollegen medium Aktualität und Qualität wird von einigen Experten angezweifelt, umfangreiche Überarbeitun-gen für Version BLS3.0 
Einfluss äußerer Rahmenbedingungen low Kein Einfluss bekannt 
Interesse des Bewerters bestimmte Werte zu bevorzugen low Keine Auswahlmöglichkeit des Bewerters 
Parameter Gehalte Lebensmittel-Monitoring 
Grad der Unsicherheit 
  medium Verteilungen bekannt, aber nicht für alle LM/ Problem Bestimmungsgrenzen 
Wissensstand 
Korrektheit low   
Zuverlässigkeit low Bessere Datengrundlage als BLS, da Verteilung bekannt und Quelle dokumentiert/ bessere Datenquelle als Überwachung, da keine Verdachtsproben  
Plausibilität low vorab Ringversuche der teilnehmenden Labore 
Wissenschaftlicher Hintergrund medium Nicht immer die modernsten analytischen Verfahren 
Stabilität medium Aufgrund relativ hoher Nachweis-, Bestimmungsgrenzen einzelner Labore teilweise starke Abhängigkeit es Ergebnisses von den Nachweis-, Bestimmungsgrenzen 
Subjektivität 
Verfügbare Alternativen medium BLS, Literaturrecherche, Lebensmittelüberwachung 
Übereinstimmung von Stakeholdern und Fachkollegen low Akzeptierte beste verfügbare Datengrundlage für die Risikobewertung 
Einfluss äußerer Rahmenbedingungen low Kein Einfluss bekannt 
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7.2 Ergebnisse Szenario 1 
Bei Verwendung der Angaben zu Kupfergehalten des BLS in Szenario 1 ergibt sich 
in der deutschen Bevölkerung eine durchschnittliche Exposition von 0,30 mg pro Tag 
gegenüber Kupfer durch den Verzehr von Obst. Damit hat Obst einen Anteil von 13% 
an der Gesamtkupferaufnahme aus Lebensmitteln von 2,39 mg pro Tag, wie sie für 
die deutsche Bevölkerung auch von Flynn et al. (2009) basierend auf dem Ernäh-
rungssurvey ermittelt wurde. Die Gesamtaufnahme von Kupfer eines deutschen 
Durchschnittsverzehrers liegt deutlich über der angegebenen Referenzzufuhr, über-
schreitet aber nicht den UL. Demnach werden 20-30% des Tagesbedarfes an Kupfer 
durch den Verzehr von Obst gedeckt und der UL für Kupfer wird mit 6% durch den 
Verzehr von Obst ausgeschöpft. 
Ergebnisse Szenario 2 
Im LM-M wurden in den Jahren 1998 bis 2005 Analysen in insgesamt 24 Lebensmit-
teln der Gruppe Obst durchgeführt. Diese 24 Lebensmittel können auf verschiedene 
Weise den 195 im ES angegebenen BLS-Kodes zugeordnet werden. Dabei wurden 
beispielsweise die Analysenergebnisse für „290305 Pflaume“ den BLS-Kodes 
„F220011 Pflaumen“, „F220111 Pflaumen frisch“ und „F220153 Pflaumen frisch ge-
dünstet“ zugeordnet. Extrapolationen auf ähnliche verzehrte Lebensmittel wie 
Zwetschge oder Mirabelle, sowie industriell verarbeitete Lebensmittel wie Saft, Konfi-
türe oder Konserven wurden jedoch nicht vorgenommen. Damit war eine Zuordnung 
zu 35% (68 Lebensmittel-Kodes) der im ES protokollierten BLS-Kodes möglich. Die-
se decken jedoch insgesamt 94% der Gesamtverzehrsmenge aus der Kategorie 
Obst ab. Trotzdem ergibt sich in Szenario 2 eine Kupferexposition über den Verzehr 
von Obst von nur 0,165 mg pro Tag. Das sind lediglich 54% der in Szenario 1 auf 
Basis des BLS ermittelten Kupferexposition gegenüber Obst.  
Beitrag einzelner Obstarten zur Kupferaufnahme in Szenario 1 und 2 
Neben den Unterschieden bei der Gesamtaufnahme von Kupfer aus Obst treten 
ebenfalls Unterschiede in den Anteilen auf, mit denen einzelne LM-Gruppen zur Ge-
samtexposition beitragen. Mit 27% haben Äpfel den höchsten Anteil an der Kupfer-
aufnahme über Obst, wenn die BLS-Daten verwendet werden (siehe Abbildung 18).  






















Sonstige (<1% in allen
Szenarien))
 
Abbildung 18: Anteile einzelnen LM-Gruppen an der Kupferaufnahme durch den Verzehr von Obst in 





















Sonstige (<1% in allen
Szenarien))
 
Abbildung 19 Anteile einzelnen LM-Gruppen an der Kupferaufnahme durch den verzehr von Obst in 
Szenario 2 (Basierend auf dem Ernährungssurvey und dem LM-M) 
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Bei Nutzung der LM-M-Daten für die Schätzung sinkt dieser Anteil auf nur 22%, Apfel 
bleibt aber die Hauptkupferquelle innerhalb der betrachteten LM (siehe Abbildung 
19). Für Apfelsaft dagegen ist mit dem geringeren Schätzwert für den Anteil von 9% 
basierend auf dem LM-M gegenüber 23% basierend auf dem BLS auch eine Ver-
schiebung in der Rangfolge vom zweitbedeutendsten Lebensmittel zum viertbedeu-
tendsten verbunden. 
7.3 Parameterunsicherheit in Szenario 2 
Um die Stichproben-Unsicherheiten aus dem LM-M zu berücksichtigen, können die 
zuvor abgeleiteten und im Anhang dargestellten Konfidenzintervalle für die Mittelwer-
te verwendet werden. Dies soll zunächst in Form eines deterministischen Ansatzes 
durchgeführt werden. Dabei bezieht sich deterministisch nur auf die Variation und 
Unsicherheit der Gehalte. Für die Verzehrsmengen werden im probabilistischen Sin-
ne die empirischen Werte verwendet. Als deterministische Werte für die Gehalte 
werden der mittlere Gehalt und der hohe Gehalt verwendet, um die Variabilität abzu-
bilden. Zusätzlich werden vier Szenarien berechnet, die den Bereich der Unsicherheit 
deterministisch widerspiegeln, in dem für Mittelwert und 95-tes Perzentil jeweils die 
untere und obere Konfidenzschranke verwendet werden. In allen sich daraus erge-
benden sechs Szenarien werden die realen Verzehrsmengen der einzelnen Perso-
nen mit dem jeweilig festen Wert der Gehalte multipliziert.  
Betrachtet man die Unsicherheit im deterministischen Fall indem ein mittlerer Verzehr 
mit mittleren Gehalten multipliziert wird, so ergibt sich durch die Stichprobenunsi-
cherheit des Parameters in Szenario 2 eine untere Grenze für die mittlere Aufnahme 
von 0,15 mg pro Tag und eine obere Grenze von 0,19 mg pro Tag (markierte Punkte 
im oberen Bereich der y-Achse in Abbildung 20). Dies entspricht einer unsicherheits-
bedingten Abweichung von 10% nach unten und 12% nach oben. Für ein zweites 
deterministisches Szenario, in welchem der mittlere Verzehr mit dem 95-ten Perzentil 
der Kupfergehalte multipliziert wird, ergibt die sich eine mittlere Exposition aus Obst 
von 0,30 mg pro Tag. Die Aufnahmewerte für Kupfer unter Verwendung des Kon-
fidenzintervalls für das 95-te Perzentil der Gehalte liegen bei einer unteren Grenze 
von 0,25 mg pro Tag und einer oberer Grenze von 0,34 mg pro Tag (markierte Punk-
te im oberen Bereich der y-Achse in Abbildung 20). Mit Abweichungen von 18% nach 
unten und 13% nach oben erhält man erwartungsgemäß eine höhere Unsicherheit 
für die hohe Aufnahme als für die Mittelwertschätzung. 
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Wie für Mittelwert und 95-tes Perzentil könnten theoretisch beliebig viele determinis-
tische Szenarien berechnet werden, um die ganze Varianz der Gehaltsdaten abzu-
bilden. Hier wurden die drei Verteilungskurven aus  Abbildung 20 alternativ mittels 
der Lognormalverteilung extrapoliert. Da die Verknüpfung der 95-ten Perzentilsschät-
zungen nicht zum 95-ten Perzentil der Gesamtexposition führt, sondern diese deut-
lich überschätzt, wird für die Darstellung vereinfachend angenommen, dass die ermit-
telten Werte dem 99-ten Perzentil der Exposition entsprechen. Damit lassen sich in 
Abbildung 20 Varianz und die Parameterunsicherheit der Kupfergehalte für Szena-
rio 2 darstellen. Die Varianz der Gehalte in Abbildung 20 ist durch die jeweiligen Ver-
teilungskurven dargestellt, während die Unsicherheit sich durch die Kurvenschar 
ergibt, die zwischen den beiden hellblauen Verteilungen denkbar ist.  
Die mittlere dunkelblaue Kurve in  Abbildung 20 kennzeichnet die Aufnahmevertei-
lung von Kupfer, die resultiert, wenn man den mittleren Verzehr mit allen Punkten der 
Verteilung der Gehalte multipliziert. Jeder Punkt der mittleren dunkelblauen Kurve 
repräsentiert eine Schätzung unter deterministischer Annahme eines festen Gehaltes 
und des mittleren Verzehrs. Im unteren Bereich dieser Kurve liegen also die Aufnah-
mewerte, die resultieren, wenn alle Obstsorten bei mittlerem Verzehr nur geringe 
Kupfergehalte aufweisen. In Analogie ergeben sich die Schätzwerte für die Kupfer-
aufnahme bei mittlerem Verzehr und unter Annahme von hohen Gehalten in allen 
Obstsorten im oberen Bereich der dunkelblauen Verteilung. Die Verteilungsfunktion 
in  Abbildung 20 stellt also die Varianz der Kupfergehalte dar.  
Die Parameterunsicherheit wird dagegen durch die beiden hellblauen Kurven mar-
kiert. Die linke hellblaue Kurve in Abbildung 20 markiert dabei einen unteren Bereich 
der Parameterunsicherheit, in dem die jeweiligen unteren Konfidenzschranken an  
allen Punkten der Verteilung verwendet und mit dem mittleren Verzehr multipliziert 
wurden. Analog gilt dies für die Kombination der jeweils oberen Konfidenzschranken, 
die eine Unsicherheitsgrenze nach oben darstellen. 
Können systematische Fehler ausgeschlossen werden, bilden die beiden hellblauen 
Kurven den jeweils sehr unwahrscheinlichen Fall ab, dass die Gehalte für alle Le-
bensmittel tatsächlich gleichzeitig am unteren bzw. oberen Rand des Konfidenzbe-
reiches liegen. 
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Abbildung 20: Darstellung der Unsicherheiten als Konfidenzbereiche für die Expositionsverteilung der 
Kupferaufnahme bei durchschnittlichem Obstverzehr (Daten des Ernährungssurvey) und unter Be-
rücksichtigung von Variabilität und Unsicherheit der Kupfergehalte im LM-M 
 
Die Aufnahme bei mittlerem Verzehr und dem 95-ten Perzentil der Gehalte (oberer 
Punkt der dunkelblauen Kurve) liegt in der Höhe der geschätzten mittleren Aufnahme 
aus dem BLS in Szenario 2. Im Gegensatz dazu, dass der BLS eher mittlere Gehalte 
angibt,  charakterisiert die Aufnahmemenge basierend auf dem 95-ten Perzentil die 
Aufnahmemengen von Personen, die über längere Zeiträume alle Obstsorten mit 
deutlich über dem Durchschnitt liegenden hohen Kupfergehalten verzehren. Ein sol-
ches Szenario ist aufgrund des globalisierten Lebensmittel-Handels ziemlich unwahr-
scheinlich. 
In Abbildung 20 sind demnach zwar Variabilität und Unsicherheit der Kupfergehalte 
dargestellt, die Variabilität und Unsicherheit des Verzehrs ist jedoch nicht dargestellt. 
Indem man in analoger Weise zur mittleren Aufnahme eine niedrige Aufnahme (5-tes 
Perzentil) und eine hohe Aufnahme (95-tes Perzentil) darstellt, die sich aus den un-
terschiedlichen deterministischen Szenarien für niedrige, mittlere und hohe Gehalte 
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ergeben, kann auch die Dimension der Varianz des Verzehrs wie in Abbildung 21 
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Abbildung 21: Darstellung der Unsicherheiten im deterministischen Modell als Konfidenzbereiche für 
die Expositionsverteilung unter zusätzlicher Visualisierung der Variabilität des Verzehrs von Obst (Da-
ten des Ernährungssurvey) symbolisiert durch die unterschiedliche Einfärbung der Verteilungen und 
unter Berücksichtigung der Variabilität (Verteilungen) der Kupfergehalte im LM-M 
 
Der Bereich zwischen der roten Kurvenschar (5-tes Perzentil der Aufnahme) und der 
grünen Verteilungen (95-tes Perzentil der Aufnahme) symbolisiert die Varianz im 
Verzehrsverhalten. Die blauen Verteilungen sind wie in Abbildung 20 die Schätzun-
gen bei mittlerem Verzehr und unterschiedlichen Gehalten bzw. deren Unsicherheit. 
Damit ist auf Seite der Gehaltsdaten ein rein deterministischer Ansatz verwendet 
worden, um Varianz in Verzehr und Gehalten, sowie die Unsicherheiten bei den Ge-
halten graphisch darzustellen. Die tatsächliche Aufnahme liegt (ausgenommen evtl. 
Unsicherheiten beim Verzehr) zwischen den beiden extremen Kurvenverläufen. 
Wie bereits erläutert, wurde bislang auf Seite der Gehaltsdaten der Einfachheit hal-
ber ein deterministischer Ansatz verwendet und durch die Kombination mehrerer de-
terministischer Szenarien wurden Rahmenbereiche für die Schätzung der Kupferauf-
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nahme abgeleitet, die Variabilität und Unsicherheit der Kupfergehalte berücksichtigt. 
Im nächsten Schritt soll in einem probabilistischen Modell, die Unsicherheit und Vari-
abilität in den Gehalten über eine zwei-dimensionale Monte-Carlo-Simulation berück-
sichtigt werden. Das bedeutet, dass im ersten Schritt jeweils drei zufällige Werte aus 
dem Konfidenzbereich für Mittelwert, Median und 95-tes Perzentil für das jeweilige 
Lebensmittel gezogen werden. Dadurch wird die Unsicherheit in den Parametern si-
muliert. In einem zweiten Schritt wird die Variabilität der Gehalte simuliert, indem aus 
einer Lognormal-Verteilung zufällig ein Wert gezogen wird. Diese Lognormal-
Verteilung wird auf Basis der drei zuvor ermittelten Parameter definiert und am linken 
Rand beim Wert 0 abgeschnitten. Auch am rechten Rand wird eine Begrenzung der 
Werte vorgenommen, indem der Wert für das obere Konfidenzintervall des 95-ten 
Perzentils mit 50 multipliziert wird. Der Faktor 50 wurde abgeleitet, in dem bei den 
Stichproben des LM-M jeweils der maximale Wert ins Verhältnis zum 95-ten Perzentil 
gesetzt wurde. Von den sich über die verschiedenen Lebensmittel ergebenden Fak-
toren wurde ein oberer Wert als Default abgeleitet. In einzelnen seltenen Fällen lässt 
sich aus den auf diese Weise geschätzten Parametern keine Lognormal-Verteilung 
definieren. In diesen Fällen wurde der Wert für das 95-te Perzentil korrigiert, in dem 
der Mittelwert mit dem Faktor 4,25 multipliziert wurde. Dieser wurde als maximaler 
Wert ermittelt, der für alle Lebensmittel die Schätzung einer Lognormal-Verteilung 
erlaubte. Die sich auf diese Weise ergebenden Gehalte wurden den empirischen 
Werten für den Verzehr zugespielt und aus den auf individueller Ebene multiplizierten 
Werten ergibt sich die Verteilung der Aufnahme. In Abbildung 22 ist die so ermittelte 
probabilistische Aufnahmeschätzung im Vergleich zu den bereits in Abbildung 21 
dargestellten deterministischen Schätzungen dargestellt. 
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Abbildung 22: Gegenüberstellung von deterministischem Modell wie in Abbildung 21 und fünf Simulationen im probabilistischen Modell. Für die jeweiligen Vertei-
lungen wurde der Verzehr konstant gehalten und die deterministischen Verteilungen stellen somit die Variabilität der Gehalte dar. 
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In Abbildung 22 lässt sich erkennen, dass die im deterministischen Modell abgeleite-
ten Unsicherheitsbereiche die Kurven des probabilistischen Modells begrenzen. Die 
Unterschiede, die sich aus den 5 verschiedenen Simulationsdurchgängen ergeben 
sind sehr gering, so dass die ermittelte probabilistische Schätzung als numerisch 
weitestgehend stabil anzusehen ist. 
In den bisherigen Abbildungen wurde jeweils der Verzehr für die dargestellten Vertei-
lungskurven konstant gehalten und die Variabilität durch die unterschiedliche Lage 
und Farbe der Kurven dargestellt. Damit ließen sich Variabilität und Unsicherheit der 
Gehalte gut getrennt darstellen. Zum Vergleich mit dem probabilistischen Modell ist 
in Abbildung 23 ergänzend eine andere Perspektive desselben Sachverhaltes ge-
wählt worden. Hier ist nun für jede dargestellte Verteilung die Höhe der Gehalte kon-
stant gehalten und die Variabilität des Verzehrs in der Kurve dargestellt. Die Variabili-
tät der Gehalte ergibt sich in Abbildung 23 aus der unterschiedlichen Lage der Kur-
ven sowie deren Farben. Anhand dieser Darstellung ist ersichtlich, dass die probabi-
listische Modellierung eine ähnliche Verteilungsschätzung der Aufnahme ergibt, wie 
die deterministische Schätzung auf Basis der mittleren Gehalte. Die anderen deter-
ministischen Verfahren unter- oder überschätzen die Exposition systematisch im 
Vergleich zur probabilistischen Schätzung. Dabei kann nicht automatisch davon aus-
gegangen werden, dass die probabilistische Schätzung tatsächlich die beste Anpas-
sung an die wahre Exposition darstellt. Bei dieser Schätzung ist von einer Unabhän-
gigkeit der Höhe der Gehalte in den einzelnen Lebensmittelgruppen unterstellt. Diese 
Annahme kann zumindest für Teile der Bevölkerung falsch sein. Hier kann sich durch 
regionale, saisonale Clusterung oder durch bestimmte Verzehrsgewohnheiten, wie 
vorwiegender Verzehr von ökologischen Produkten, eine Korrelation ergeben, die zu 
anderen probabilistischen Aufnahmeschätzungen führen würde. Diese würden sich 
jedoch alle im dargestellten Rahmen der beiden extremsten deterministischen Schät-
zungen bewegen. In Abbildung 23 ist aus Gründen der Übersichtlichkeit nur eine der 
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Abbildung 23: Gegenüberstellung von deterministischem Modell wie in Abbildung 21 und fünf Simulationen im probabilistischen Modell. Für die jeweiligen Vertei-
lungen wurden die Gehalte konstant gehalten und die deterministischen Verteilungen stellen somit die Variabilität des Verzehrs dar. 
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7.4 Welchen Einfluss hat die Lebensmittelgruppierung? 
Die in den vorangehenden Abschnitten dieses Kapitels durchgeführten Aufnahme-
schätzungen für Kupfer sind auf der feinsten möglichen Gruppierung des BLS durch-
geführt worden. Der Vorteil dieses Vorgehens liegt darin, dass sich eine höhere Aus-
sagekraft bzgl. des unterschiedlichen Anteils der einzelnen LM-Gruppen an der Ge-
samtaufnahme ergibt. Nachteilig ist, dass dies mit einem hohen Aufwand beim Ab-
gleich der Gruppen für die Gehaltsdaten und der Verzehrsdaten verbunden ist. Au-
ßerdem ist wie bereits in den oberen Berechnungen bei Verwendung des Lebensmit-
tel-Monitorings erwähnt möglicherweise nicht für jedes verzehrte Lebensmittel ein 
Kupfergehalt dokumentiert und es resultieren Datenlücken, die zu einer Unterschät-
zung führen oder zu Unsicherheiten durch die Verwendung von Daten vergleichbarer 
Lebensmittel. Bei den oberen Berechnungen ist dieser Nachteil für den BLS nicht so 
offensichtlich. Letztlich ist dies aber auch hier der Fall, da im BLS wie beschrieben 
zwar für jedes Lebensmittel ein Gehalt dokumentiert ist, diese aber zu großen Teilen 
auch durch Berechnungen und nicht auf analytischem Weg generiert wurden.  
Alternativ könnte die Berechnung der Aufnahme auch auf Ebene gröberer Lebens-
mittelgruppen und einem mittleren Wert der Gehaltsdaten in jeder Gruppe erfolgen. 
Der Vorteil hierfür ist, dass dies aufgrund der geringeren Anzahl an Lebensmittel-
gruppen mit geringerem Aufwand durchzuführen ist und Datenlücken scheinbar re-
duziert werden. Der Nachteil ist die geringere Genauigkeit und Aussagekraft hinsicht-
lich des Einflusses spezifischer Lebensmittel auf die Gesamtaufnahme. 
Beide Ansätze sollen im Folgenden am Beispiel der Kupferaufnahme Gesamt und 
aus Obst verglichen werden. Dazu wird unter Verwendung des BLS im Beispiel Kup-
fer auf verschiedenen Aggregationsstufen gerechnet. Der BLS bietet sich für diese 
Art der Auswertung an, da er hierarchisch aufgebaut ist und bereits Gehalte auch für 
die jeweils übergeordneten Lebensmittelkategorien abgeleitet wurden. Die oben be-
reits durchgeführten Berechnungen sind unter Verwendung des kompletten Kodes 
mit 7 Stellen erfolgt. Vergleichend wird stufenweise jeweils eine hintere Kodestelle 
durch „0“ ersetzt und dann für 6-stelligen bis 1-stelligen Kode gerechnet. In Einzelfäl-
len existierten keine Oberkategorien, so dass ein Kupfergehalt anders festgesetzt 
werden musste. In diesen Fällen wurde im konservativen Sinn der höchste Wert aller 
Lebensmittel der nächst niedrigeren Kategorie verwendet. 
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In Tabelle 18 sind die absoluten Veränderungen für die Kupferaufnahme von Obst 
bezogen auf das Körpergewicht in Abhängigkeit der im BLS berücksichtigten Stellen 
dargestellt. Prozentual ergibt sich eine maximal 24 % höhere Schätzung für das 5-te 
Perzentil, maximal 13 % bzw. 6 % höhere Schätzung für Median und Mittelwert, so-
wie eine maximal 10 % höhere Schätzung für das 95-te Perzentil.  
Tabelle 18: Unterschiede für Parameter der Aufnahmeverteilung von Kupfer aus Obst in Abhängigkeit 





Perzentil 5 Median Mittelwert Perzentil 95 
7 0,00029 0,00302 0,00411 0,01156 
6 0,00029 0,00302 0,00411 0,01156 
5 0,00029 0,00313 0,00421 0,01181 
4 0,00029 0,00303 0,00407 0,01130 
3 0,00029 0,00300 0,00392 0,01070 
2 0,00033 0,00315 0,00397 0,01045 
1 0,00036 0,00342 0,00435 0,01173 
 
Die Nichtbeachtung der 7-ten, 6-ten und 5-ten Stelle des BLS führen dabei kaum zu 
Auswirkungen. Von der 5-ten bis zur 2-ten Stelle verringert sich die Variabilität in der 
Aufnahme gemessen am Abstand des 95-ten zu 5-tem Perzentil. Daraus resultiert 
die Gefahr, dass das 95-te Perzentil eher unterschätzt und das 5-te Perzentil über-
schätzt wird. Der Anstieg bei der letzten Stufe ist vermutlich auf die Ersetzung der 
nicht im BLS abgebildeten Gruppenwerte durch den jeweils höchsten Wert zurückzu-
führen.  
Unabhängig vom Grad der Aggregation hat das Abschneiden innerhalb der Lebens-
mittelgruppe Obst nur sehr geringe Auswirkungen von unter 1% auf die Gesamtauf-
nahme an Kupfer. 
Neben der Auswirkung auf die Höhe der Schätzung wird zudem die Veränderung auf 
die Rangfolge der Lebensmittelgruppen in Bezug auf den Beitrag zur Gesamtauf-
nahme betrachtet. Bei Reduzierung des BLS-Kodes auf die ersten beiden Stellen 
ergeben sich die 6 Untergruppen: „Obst, andere“, „Kernobst“, „Steinobst“, „Beeren-
obst“, „Südfrüchte“, „Zitrusfrüchte“. Im linken Kreisdiagranmm ist der Beitrag der Le-
bensmittelgruppen bei Verwendung des kompletten 7-stelligen BLS-Kodes darge-
stellt. Als Vergleich dazu ist im rechten Kreisdiagramm der Beitrag der sechs Le-
bensmittelgruppen bei Reduzierung des BLS auf die beiden ersten Stellen darge-
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stellt. Daraus wird ersichtlich, dass die Aggregation keinen entscheidenden Einfluss 





































Abbildung 24: Beitrag einzelner Lebensmittelgruppen zur Aufnahme von Kupfer über Obst bei Ver-
wendung des kompletten Bundeslebensmittelschlüssels (BLS) (links) bzw. des auf die ersten beiden 
Stellen reduzierten BLS (rechts) 
 
Für die Prüfung epidemiologischer Zusammenhänge ist es wichtig, ob die Rangfolge 
in der Aufnahme einzelner Individuen beeinflusst wird (Hoffmann et al., 2002). Um 
diesen Aspekt zu beleuchten, sind in Abbildung 25 ebenfalls die Ergebnisse der Auf-
nahmeschätzung basierend auf dem kompletten BLS (7-Stellen) und basierend auf 
die ersten beiden Stellen reduzierten BLS verglichen. Dazu wurden die Kupferauf-
nahmen aller Personen bei beiden Schätzungen in je eine Rangfolge gebracht. Die 
vergebenen Ränge sind gegeneinander in Abbildung 25 aufgetragen. Wenn alle 
Ränge aller Befragten in beiden Schätzungen gleich wären, müsste sich eine Gerade 
im 45°-Winkel ergeben. Die Punkte in Abbildung 25 weichen leicht nach links und 
rechts von dieser Geraden ab. Je größer der Abstand zur 45°-Linie desto höher der 
Grad der Unter- bzw. Überschätzung. Aus Abbildung 25 ist ersichtlich, dass die Un-
terschätzung (rote Punkte) durch den auf die ersten zwei Stellen reduzierten Kode 
auf individueller Ebene größer ist als die Überschätzung (grün markierte Punkte). 
Diese Beobachtung scheint jedoch von den konkreten Daten und Kontaminanten 
abzuhängen, da in einer vergleichbaren französischen Studie die höher aggregierten 
Lebensmittelgruppen konservativere Schätzungen ergeben, als die Schätzung auf 
dem feinstmöglichen Grad der Detaillierung (Tressou et al., 2004). 
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Abbildung 25: Vergleich der Rangplätze für die Aufnahmeschätzung von Kupfer unter Verwendung 
des vollständigen Bundeslebensmittelschlüssels (BLS) und des auf die ersten zwei Stellen reduzierten 
BLS für Obst 
 
Unterschiedliche Ränge müssen nicht zwangsläufig mit großen absoluten Differen-
zen beider Schätzungen verknüpft sein. Gleichzeitig kann bei benachbarten Rängen 
der Abstand zwischen beiden Schätzungen sehr groß sein. Deshalb ist es sinnvoll, 
das Ausmaß der Abweichung zusätzlich durch Bildung von Quintilen zu betrachten. 
Betrachtet werden dabei die Fehlklassifikationen, bei denen in beiden Berechnungen 
eine Zuordnung zu unterschiedlichen Quintilen ergeben. Wenn die Rangfolge sich 
nur geringfügig ändert, ohne dass sich eine Zuordnung zu einem anderem Quintil 
ergibt, dann ist dies als unproblematisch anzusehen. Die Zuordnungen sind in  Ab-
bildung 26 dargestellt. Die Abbildung ist identisch zu Abbildung 25 bis auf die Einfär-
bungen. Die blau markierten Punkte markieren die Personen, bei denen sich zwar 
der individuelle Rang zwischen beiden Schätzungen der Kupferaufnahme über Obst 
unterscheidet, bei denen sich aber keine veränderte Zuordnung zu den Quintilen 
ergibt. Die in Abbildung 26 rot dargestellten Punkte markieren Personen, bei denen 
die Schätzung über den auf zwei Stellen reduzierten BLS eine Zuordnung zu einem 
geringeren Quintil ergibt, als bei Verwendung des kompletten BLS. Entsprechend 
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sind durch die grünen Punkte diejenigen Personen gekennzeichnet, für die sich ein 
höheres Quintil bei Nutzung des auf zwei Stellen reduzierten BLS ergibt. Insgesamt 
werden 9% der Werte einem anderen Quintil in den beiden Schätzungen zugeordnet. 
Davon werden 5% einem geringeren Quintil und 4% einem höheren Quintil zugeord-
net, wenn der zweistellige anstelle des kompletten BLS-Kodes verwendet wird. Ins-
gesamt dominieren jedoch die blauen Markierungen in Abbildung 26, so dass sich  
trotz der aus Abbildung 25 ersichtlichen häufigen Verschiebungen bei den individuel-
len Rängen vergleichsweise geringe Auswirkungen auf die Zuordnung zu den Quinti-
len der Verteilung ergeben, 
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Abbildung 26: Vergleich der Rangplätze und Zuordnung zu Quintilen der Aufnahmeschätzungen von 
Kupfer unter Verwendung des vollständigen Bundeslebensmittelschlüssels (BLS) und des auf die 
ersten zwei Stellen reduzierten BLS für Obst
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8. DISKUSSION 
8.1 Schema zur qualitativen Bewertung der Unsicherheiten 
Zur Prüfung der Hypothese, dass die in Deutschland verfügbaren Verzehrsdaten 
und Daten über das Vorkommen von Stoffen in Lebensmitteln eine ausreichende 
Sicherheit in Bezug auf die Verwendung in deterministischen und probabilistischen 
Expositionsschätzungen aufweisen wurden entsprechende qualitative Unsicher-
heitsbewertungen nach einem für diesen Zweck abgeleiteten Schema durchge-
führt. Generell ist die qualitative Bewertung der Unsicherheiten sowohl als vorbe-
reitender Schritt zur weiteren Quantifizierung einiger Unsicherheiten, als auch zur 
Diskussion der nicht quantifizierbaren Unsicherheiten erforderlich (Sluijs et al., 
2004). 
Dabei hat sich das Schema zur Bewertung als hilfreich erwiesen. Als zwingend 
notwendig wird die textliche Beschreibung der Unsicherheiten angesehen. Die 
schematische Darstellung mit der Vergabe von Scores ist nützlich, um einen 
schnellen Überblick zu erhalten, ist aber ohne eine ausführliche Beschreibung und 
Diskussion der Unsicherheiten nicht ausreichend und mit einem Informationsver-
lust verbunden. Die verbale Unterlegung der Scores für die einzelnen Kriterien, 
wie sie Abbildung 3 bis Abbildung 5 zu entnehmen ist, hat sich als hilfreich erwie-
sen, den Grad der Subjektivität bei der Vergabe der Scores zu verringern. Durch 
die Adaption des NUSAP-Bewertungsansatzes, können die verschiedenen Unsi-
cherheiten nicht nur identifiziert, sondern auch in standardisierter und leicht nach-
vollziehbarer Form quantifiziert werden (Sluijs et al., 2004). 
Damit konnte auch dem berichtigten Einwand Rechnung getragen werden, dass 
Abstufungen der Unsicherheitsgrade wie „wahrscheinlich“ oder "möglich“ keine 
eindeutige Beschreibung liefern und deren Interpretation sehr subjektiv ist und 
stark vom Zusammenhang abhängt, in denen diese genutzt werden (Janssen et 
al., 2003). In den qualitativen Bewertungen wurde bewusst vorzugsweise auf die 
Grenzen 0,  0,25, 0,5 und 0,75 zurückgegriffen, da die Vergabe von Werten zwi-
schen diesen Werten als willkürlich empfunden wurde. Es bleibt zu überdenken, 
ob generell eine Einschränkung auf diese Abstufung sinnvoll ist oder den Bewer-
tern die volle Bandbreite der Scores ermöglicht werden soll.  
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Gerade bei der Bewertung von Datenquellen würde es sich zudem anbieten, diese 
in einem größeren Expertengremium abzustimmen, wie im NUSAP-Ansatz von 
Sluijs et al. (2005) für einzelne Risikobewertungen vorgeschlagen. Da diese Be-
wertungen einmalig erfolgen, wäre der Aufwand im Gegensatz zu dem bei einer 
spezifischen Risikobewertung vertretbar. Allerdings sind auch die bekannten 
Nachteile und Probleme bei der statistischen Analyse verschiedener Experten-
meinungen zu berücksichtigen (Sluijs et al., 2004). 
Bei der Entwicklung des Schemas für die qualitative Bewertung wurde in Erwä-
gung gezogen, ein getrenntes Schema für die qualitative Bewertung für Verzehrs-
daten und Daten zum Vorkommen der Agenzien in Lebensmitteln anzuwenden. 
Das hier entwickelte Schema hat sich bei Anwendung auf die hier bewerteten Da-
tenquellen jedoch als flexibel und praktikabel genug erwiesen, um die wesentli-
chen Unsicherheiten beider Typen von Datenquellen zu beschreiben.  
Als nicht sehr hilfreich hat sich die letzte Spalte zur Bewertung der Richtung der 
Unsicherheit erwiesen. In den meisten Fällen der Beispiele war es nicht möglich 
eine eindeutige Richtung anzugeben. Das ist damit zu begründen, dass es zwar 
möglich ist, die Unsicherheiten von Datenquellen zu benennen und zumindest 
auch semiquantitativ zu bewerten, aber oft gibt es verschiedene Möglichkeiten, 
diese Unsicherheiten in einer Risikobewertung zu adressieren. Beispielsweise 
würde die Unsicherheit, die aus der geringen Anzahl Protokolltage in dem 2x 24h-
Recall resultieren, bei direkter Verwendung der Schätzungen auf Basis aller Be-
fragter möglicherweise zu einer Unterschätzung der Aufnahme führen. Grund hier-
für ist die Unterschätzung des Anteils Verzehrer in Kurzzeitbefragungen und damit 
ein unverhältnismäßig hoher Anteil von Nullwerten des Verzehrs. Diese Unsicher-
heit kann jedoch vom Bewerter auch dadurch aufgefangen werden, dass er sich 
nur auf die Verzehrsmengen der Verzehrer stützt oder andere Informationen nutzt, 
um die Schätzungen des Anteils Verzehrer zu korrigieren und von Kurz- auf Lang-
zeitverzehr zu extrapolieren (Klaveren et al., 2012). In diesen Fällen kann nicht 
mehr von einer Unterschätzung ausgegangen werden. Bekannt ist dies auch vom 
Umgang mit Werten unter der Nachweis- bzw. Bestimmungsgrenze. Erst in 
Kenntnis dessen, ob diese bei Verwendung der Datenquelle in einer konkreten 
Risikobewertung durch Lower-Bound-, Middle-Bound-, Upper-Bound-Schätzungen 
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oder durch probabilistische Schätzungen ersetzt werden (EFSA, 2010), kann ent-
schieden werden, ob diese in einer Unter- oder Überschätzung resultieren. Des-
halb kann in zukünftigen qualitativen Bewertungen möglicherweise auch auf diese 
Spalte verzichtet werden. 
Im Schema zur qualitativen Bewertung von Unsicherheiten wurde nicht mit dem 
sonst häufig als Qualitätsmerkmal deklarierten Stichwort der Repräsentativität ge-
arbeitet, da dies irreführend sein kann. Die Repräsentativität einer Datenquelle 
lässt sich nur im Vergleich bestimmter Merkmale der Stichprobe mit der Grundge-
samtheit feststellen. Ob diese Merkmale jedoch relevant in der entsprechenden 
Auswertung sind oder nicht, ist keine Frage der Datenquelle. Deshalb wurde auf-
geführt, welche Merkmale der Stichprobe bewusst ausgesteuert und vergleichbar 
zur Grundgesamtheit sind. Basierend darauf kann dann bei den spezifischen Risi-
kobewertungen darauf Bezug genommen werden, ob die Daten unter der dort be-
trachteten Fragestellung repräsentativ sind oder nicht. Es ist jedoch auch darauf 
hinzuweisen, dass keine der diskutierten Verzehrsstudien spezifische in der Risi-
kobewertung bedeutsame aber für die Gesamtbevölkerung irrelevante Ernäh-
rungsweisen, wie Fischverzehr bei Anglern oder Wildverzehr bei Jägern, erfassen 
kann (Finley et al., 1994; Haldimann et al., 2002; Carriquiry, 2003; Heinemeyer, 
2011). Hierfür müssen eigene speziell auf die Zielgruppe zugeschnittene Stichpro-
benverfahren und Erhebungsinstrumente eingesetzt werden. 
Ähnlich wurde mit der Aktualität der Daten verfahren. Hier wurde es nicht als sinn-
voll angesehen, diese als Qualitätsmerkmal aufzunehmen, da die Bewertungen 
sonst selbst einer ständigen Aktualisierung bedürften. Indirekt wird dies jedoch 
beim Stand der Wissenschaft mit berücksichtigt.  
Im Gegensatz zu anderen Ansätzen, wurde in der qualitativen Bewertung auf die 
Ableitung eines Gesamtscores für die Unsicherheiten (z.B. als Mittelwert der ein-
zelnen Scores) verzichtet. Wie bereits an der Trennung in optimalen und ungüns-
tigen Fall ersichtlich, kann je nach Problemstellung die Wichtung der einzelnen 
Aspekte unterschiedlich ausfallen. Zudem ist die Vergabe der Scores für die ein-
zelnen Kriterien nur als Orientierung gedacht, um einen schnellen Überblick zu 
erhalten. Diese sind jedoch nicht in dem Maße quantifiziert, dass sinnvoll mit Ab-
standsmaßen und darauf basierenden statistischen Berechnungen gearbeitet 
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werden kann. Eine Reduzierung der Unsicherheiten von Datenquellen auf einen 
einzelnen Wert wird auch nicht als sinnvoll angesehen, da dies dem Wesen der 
Unsicherheitsanalyse entgegenlaufen würde, eine differenzierte Betrachtungswei-
se anzuregen. 
Insgesamt kann das Schema zur qualitativen Bewertung der Unsicherheiten von 
Datenquellen somit auch für zukünftige Bewertungen empfohlen werden, wobei 
gegebenenfalls auf die Angabe der Richtung der Unsicherheiten verzichtet werden 
kann. 
8.2 Qualitative Unsicherheiten der Datenquellen 
Basierend auf dem zuvor diskutierten Schema wurden die qualitativen Unsicher-
heitsbetrachtungen verschiedener Datenquellen für die Expositionsschätzung 
durchgeführt. Es liegt bereits in der Natur der qualitativen Unsicherheitsbetrach-
tung, die zu bewertenden Aspekte zu diskutieren. Deshalb ist die Diskussion zu 
diesem Punkt bereits im Ergebnisteil integriert und wird hier nicht geführt. Eine 
Ausnahme stellt der BLS dar, der aktuell wesentlichen Weiterentwicklungen unter-
zogen ist, die im folgenden mitdiskutiert werden sollen, da diese zukünftig zu einer 
Reduzierung der Unsicherheiten beitragen können. Zuvor soll jedoch die Stichpro-
bengröße in Verzehrsstudien als weitere Ausnahme diskutiert werden. Streng ge-
nommen, müsste hier für alle Verzehrstudien ein höherer Grad der Unsicherheit 
vergeben werden. Es ist bekannt, dass zur Schätzung der Obst- und Gemüseauf-
nahme eine Stichprobengröße von 1000 bis 4000 Befragten benötigt wird, um die 
mittlere Aufnahme mit 5%-Genauigkeit zu schätzen (Volatier et al., 2002). Im Rahmen 
probabilistischer Modellierungen wurde gezeigt, dass Stichprobengrößen unter 10.000 
Befragten zu unzuverlässigen Schätzungen der Aufnahme führen (Slob, 2006). Be-
rücksichtigt man, dass auch die Aufnahmemengen von spezifischerer und demzufolge 
mit höherer Variabilität belegten Lebensmitteln ermittelt werden soll, dass in den meis-
ten Fällen eine Schätzung auch in Untergruppen der Gesamtbevölkerung vorzuneh-
men ist und nicht nur die mittlere, sondern auch hohe Aufnahmen hinreichend exakt 
geschätzt werden sollen, so wird klar, dass die Stichprobengrößen aller Studien zu 
gering sind. Da jedoch die erforderlichen Stichprobengrößen nicht realistisch zu erhe-
ben sind und sich unter dem Blickwinkel der Praktikabilität abgeleiteten Empfehlungen 
der EFSA decken, wird dieser Punkt in den qualitativen Bewertungen nicht negativ 
gewertet (EFSA, 2009).  
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Durch die vielen im BLS enthaltenen Daten ist dieser einer ständigen Überarbei-
tung unterworfen. Um dennoch die Funktion des BLS als Instrument zur standar-
disierten und vergleichbaren Aufnahmeberechnung von Nähr- und Inhaltsstoffen 
zu gewährleisten, erfolgt die Aktualisierung des BLS versionsabhängig. Die hier 
verwendete Version 3 der Ausbaustufe II stammt aus dem Jahr 1999 und wurde 
im Sommer 2010 durch die Version 3.0 abgelöst. Diese enthält neben der Aktuali-
sierung der Inhaltsstoffangaben auch eine strukturelle Überarbeitung der Daten12. 
Während die Dokumentation der Nährwerte sich aufgrund des Einzeltabellenfor-
mates bislang als unzureichend erwiesen hat, soll nun durch die Überleitung der 
Daten in eine relationale Datenbankstruktur die Dokumentation und Transparenz 
deutlich verbessert werden (Hartmann et al., 2006). Das bedeutet, dass die Be-
rechnungen, Faktoren und Quellen für Angaben in Basislebensmittel einfach 
nachvollziehbar sind. Zudem werden die enthaltenen Werte für die Basislebens-
mittel einer Qualitätsbewertung unterzogen (Jaeschke, 2007). Mit dieser Quali-
tätsprüfung wird es dem Nutzer erleichtert, die Validität der im BLS vorhandenen 
Daten zu erkennen und es wird der Bedarf für aktualisierte und verbesserte Daten 
aufgezeigt. Gleichzeitig wird die Grundlage geschaffen, auch mehrere Quellen und 
Einzelwerte zuzulassen und in begründeten Fällen eine Abweichung des Nutzers 
von den definierten Standardwerten ermöglicht. Während die Standardwerte vor-
wiegend auf für den deutschen Markt repräsentativen Angaben beruhen sollte, 
gibt es zahlreiche Untersuchungen regionaler Art oder für bestimmte Marktseg-
mente (z.B. ökologisch erzeugte Lebensmittel), die zusätzliche Informationen ent-
halten. Diese können für spezielle Auswertungen zur Abbildung spezifischer Er-
nährungsweisen zukünftig hilfreich sein. 
Ein wichtiges Element der Umstrukturierung ist zudem der erleichterte Zugang 
zum BLS über ein entsprechendes Internetportal, sowie die Einführung unter-
schiedlicher Zugangsrechte für verschiedene Nutzer. Damit wird es ermöglicht 
auch eigene Daten BLS kompatibel zu verwalten und einem nur beschränkten 
Nutzerkreis zugängig zu machen. Das würde beispielsweise zukünftig erlauben, 
                                            
12
 Siehe http://www.bls.nvs2.de/index.php?id=92 
 Seite 177 
Ergebnisse aus Schadstoffuntersuchungen in dieser Datenbank zu verwalten und 
diese somit auch direkt verknüpfbar mit Verzehrserhebungen zu speichern. 
Derzeit sind auf nationaler und internationaler Ebene keine gleichförmigen Kodie-
rungen für die Datensätze von Nährwertdatenbanken vorhanden. Deshalb ist es 
das Ziel des BLS die Lebensmittelklassifikationen und –beschreibungen europa-
weit zu vereinheitlichen (Hartmann et al., 2008b). Hierzu wird auf den international 
gültigen, multilingualen Thesaurus LanguaL („Langua aLimentaria“) oder das von 
der EFSA entwickelte Kodierungssystem FoodEx zurückgegriffen. Neben der eu-
ropäischen Standardisierung ist ein wesentlicher Vorteil dieser Kodiersysteme die 
Loslösung von einem monohierarchischen und starren System, wie es der BLS mit 
dem 7-stelligen Schlüssel derzeit darstellt. Dabei wird durch die Einführung von 
Facetten die Beschreibung der Einzellebenmittel detaillierter möglich (Slimani und 
Valsta, 2002; EFSA, 2011b). Zudem ist es möglich, parallel mehrere Ordnungs-
systeme zu verwalten, die auf verschiedene Anwendungsgebiete und gesetzliche 
Regulationsbereiche zugeschnitten sind. Durch eine gleichzeitige Umstellung des 
ADV-Kodiersystems auf ein facettenbasiertes Kodiersystem wird damit auch eine 
wesentliche Quelle für Unsicherheiten geschlossen, die sich aus der nicht eindeu-
tigen Abbildung von Lebensmittel aus dem ADV-Kodiersystem (Lebensmittel-
Monitoring) und dem BLS (Verzehrsstudien) in der Expositionsschätzung ergeben. 
Damit kann zu den Hypothesen (1a-e) wie folgt geschlussfolgert werden: 
Die Daten des Lebensmittel-Monitorings können in der Regel mit geringen Unsi-
cherheiten in der Expositionsschätzung eingesetzt werden. Als größte Quelle für 
Unsicherheiten ist die fehlende Aussteuerung der Stichprobe anzusehen. Die im 
Schema als „ungünstiger Fall“ beschriebenen Situationen mit größerer Unsicher-
heit treten eher selten auf. 
Die Daten des BLS sind hier mit höheren Unsicherheiten bewertet, als die des Le-
bensmittel-Monitorings. Dies liegt jedoch möglicherweise nur an der fehlenden 
Dokumentation. Unabhängig davon kann der BLS nur für Langzeitaufnahmeschät-
zungen verwendet werden. 
Letzteres gilt auch für die Daten des Ernährungssurvey. Für Langzeitaufnahme-
schätzungen sind die Unsicherheiten als gering einzuschätzen. Trotz der geringen 
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Unsicherheiten sind für diese Altersgruppe inzwischen aufgrund der Aktualität die 
Daten der NVS II zu bevorzugen. 
Für die Daten der VELS-Studie kann bis auf Expositionsschätzungen für sehr sel-
ten verzehrte Lebensmittel relativ uneingeschränkt bestätigt werden, dass Lang- 
und Kurzzeitaufnahmeschätzungen mit nur geringen Unsicherheiten in der Exposi-
tionsschätzung eingesetzt werden können. 
Auch die Daten der Nationalen Verzehrsstudie II können mit nur geringen Unsi-
cherheiten in der Expositionsschätzung von Lang- und Kurzzeitaufnahmeschät-
zungen eingesetzt werden. Dies gilt zumindest, wenn eine Kombination der ver-
schiedenen Erhebungsinstrumente erfolgt. Die Unsicherheiten bei singulärer Ver-
wendung der Erhebungsinstrumente wären höher zu bewerten. 
8.3 Nutzung von ConFit zur Berechnung von Konfidenzintervallen 
Ein Ziel der Arbeit war die Anwendung quantitativer Unsicherheitsanalysen zu er-
leichtern. Hierzu wurde ein Tool zur Berechnung von Konfidenzintervallen für meh-
rere Parameter einer Verteilung in einer Excelumgebung (unter Nutzung von 
@RISK) entwickelt. 
An dieser Stelle sollen die Ergebnisse der Validierung des Tools ConFit dargestellt 
werden sowie die benötigte Anzahl Simulationen für die im Anhang tabellierten 
Ergebnisse abgeleitet werden. 
Für die Validierung wurde zunächst eine Stichprobe aus 1.000 Werten der Stan-
dardnormalverteilung mit Mittelwert µ=0 und Standardabweichung σ=1 generiert. 
Für diese wurden mit ConFit auf Basis von 100, 1.000 und 10.000 Simulationen 
die 95% Konfidenzintervalle berechnet. Diese lassen sich mit den theoretisch er-
mittelten Konfidenzintervallen vergleichen. Die theoretischen Konfidenzintervalle 
ergeben sich nach der in Kapitel 3.6 angegebenen Formel, wobei für die k1-α,FG die 
Werte der Student-t Verteilung genutzt werden und die geschätzte Varianz der 
1.000 generierten Werte verwendet wird. Damit ergibt sich für das theoretische 
95%-Konfidenzintervall des Mittelwertes 
1000
ˆ962,1ˆ/
σµ ±=ouK  mit 009,0ˆ −=µ  
und 037,1ˆ −=σ  somit Ku=-0,074 und Ko=0,055. Bei Berechnung der Konfidenzin-
tervalle mit ConFit ergeben sich die in Tabelle 19 dargestellten Konfidenzinterval-
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le. Diese zeigen, dass mit 1.000 Simulationen die theoretisch berechneten Kon-
fidenzintervalle gut approximiert werden. Eine genauere Schätzung der oberen 
Intervallgrenze wird bei 10.000 Simulationen erreicht. Durch die BCa-Korrektur 
ergeben sich hier kaum Unterschiede, da es sich nicht um eine verzerrte Stichpro-
be handelt und auch die Varianzschätzung nicht stark abhängig von der Mittel-
wertschätzung der einzelnen Bootstrap-Stichproben ist. 
Tabelle 19: Gegenüberstellung theoretisch berechneter Konfidenzintervalle und mit ConFit simu-
lierter Konfidenzintervalle bei verschiedenen Simulationszahlen. 
Anzahl der 
Simulationen Theo-retisch 100 1.000 10.000
Original-MW -0,009 -0,009 -0,009 -0,009
Untere Grenze KI -0,074 -0,061 -0,075 -0,074
Obere Grenze KI 0,055 0,057 0,058 0,056
Breite des KI 0,129 0,118 0,133 0,130
Untere Grenze KI - -0,090 -0,075 -0,074
Obere Grenze KI - 0,043 0,059 0,056
Breite des KI - 0,133 0,134 0,130
BCa-Korrektur
 
Im Weiteren wird die Anzahl der benötigten Simulationen anhand der Standard-
normalverteilung und anhand konkreter Beispiele aus dem Lebensmittel-
Monitoring geprüft. Kriterium dabei ist, wie stabil die maximale Abweichung der 
oberen oder unteren Konfidenzgrenze zum Mittelwert der Ausgangsdaten ist. Es 
wurde jeweils mit 10, 100, 1.000 und 10.000 Simulationen gerechnet. Da das Er-
gebnis zudem abhängig vom gewählten Startwert der Zufallszahl sein kann, wer-
den für jede Simulationsanzahl drei unterschiedliche Startwerte gewählt. Die Er-
gebnisse werden alle in grafischer Form wie in Abbildung 27 dargestellt und aus-
gewertet. Die Anzahl der Simulationen wurde für die Darstellung zur Basis loga-
rithmiert, um eine übersichtlichere Verteilung auf der x-Achse zu erhalten. 
Als erstes Beispiel wurde der Kupfergehalt von Hering aus dem Lebensmittel-
Monitoring des Jahres 2004 ausgewählt. Dieses Beispiel ist gut geeignet, da es 
mit einer Stichprobengröße von 205 Werten nahezu die Anforderungen nach Co-
nover des Lebensmittel-Monitorings erfüllt (Conover, 1971; BVL, 2004). Zudem 
liegen alle Werte über der Bestimmungsgrenze, so dass keine Punktmasse die 
Verteilungsform verzerrt und es ist kein Ausreißer enthalten. Aus der Abbildung ist 
ersichtlich, dass mit zunehmender Anzahl an Simulationen die Schätzungen der 
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prozentualen Abweichung der Konfidenzgrenzen vom Mittelwert stabiler werden. 
Es ist nicht auszuschließen, dass die Breite der Konfidenzintervalle unterschätzt 
wird, wenn zu wenige Simulationen vorliegen. Unterschiede, die für das Verfahren 
mit BCa-Korrektur (blaue Markierungen) oder das Standard-Verfahren (rote Mar-
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Abbildung 27: Darstellung der Konvergenz der Abweichungen der 95 %-
Konfidenzgrenzen vom Mittelwert in Abhängigkeit von der Anzahl Simulationen für 
die Standard-Bootstrap-Schätzungen (rote Markierungen) und die BCa-
Korrekturen (blaue Markierungen). Beispiel aus dem Lebensmittel-Monitoring für 
Kupfergehalte in Hering aus dem Jahr 2004 (Basis 205 Werte, keine Werte unter 
der Bestimmungsgrenze). 
 
Die Stabilität der Breite der Konfidenzintervalle kann sich für verschiedene Statis-
tiken unterscheiden. In Abbildung 28 sind die relativen Konfidenzbreiten für andere 
Statistiken für das Beispiel Kupfergehalt von Hering angezeigt. Auch hier zeigt 
sich ein ähnliches Bild hinsichtlich der Konvergenz. Zwar unterscheiden sich die 
prozentualen Abweichungen der Konfidenzgrenzen, aber für alle Statistiken wird 
ab 1.000 Simulationen die Stabilität der Schätzungen erreicht. Nur für das 90 % 
Quantil sind Unterschiede zwischen der BCa-Korrektur und den Standardwerten 
ersichtlich. In den meisten Fällen ist die Schätzung durch die BCa-Korrektur kon-
servativer als die der Standardintervalle. 
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Abbildung 28: Abweichungen der Konfidenzgrenzen für verschiedene Statistiken in Abhängigkeit von der Anzahl Simulationen. Beispiel: 
Kupfergehalte in Hering aus dem LM-M des Jahres 2004 (n=205 Werte), Abweichungen bei Median (oben links), Standardabweichung 
(unten links), 90 %-Quantil (oben rechts) und 95 %-Quantil (oben links) 
 Seite 182 
Weiterhin hängt die Konvergenz neben der Wahl der Zufallszahlen auch von der 
gewünschten Sicherheit, der Anzahl n der verfügbaren Werte in der Stichprobe 
und der Größe der Standardabweichung ab. Auch das Vorkommen von Ausrei-
ßern in der Stichprobe kann eine höhere Anzahl an Simulationen erfordern. Um 
diese Einflüsse zu untersuchen werden weitere Beispiele aus dem Lebensmittel-
Monitoring angegeben und verglichen.  
Der Einfluss der Anzahl n, der für die Schätzung verfügbaren Werte in der Aus-
gangsstichprobe, auf die Stabilität der Schätzung des Konfidenzintervalles wurde 
für den Kupfergehalt verschiedener Lebensmittel ermittelt. Dafür wurden zusätz-
lich zum obigen Beispiel Lebensmittel ausgewählt, die geringere Stichprobenum-
fänge haben, aber ebenfalls keine Ausreißer aufweisen und einen vernachlässig-
baren Anteil an Werten unter der Bestimmungsgrenze: 
o 290501 Ananas, Jahr 2004, 191 Werte, 95% bestimmbare Werte 
o 250114 Spinat, Jahr 2005, 149 Werte, 98% bestimmbare Werte 
o 150206 Reis, Jahr 2005, 108 Werte, 99% bestimmbare Werte 
o 230403 Leinsamen, Jahr 2005, 62 Werte, 100% bestimmbare Werte 















































Abbildung 29: Abweichungen der Konfidenzgrenzen für den Mittelwert in Abhän-
gigkeit vom Stichprobenumfang der Ausgangsstichprobe. Beispiel: Kupfergehalte 
in verschiedenen LM aus dem LM-M der Jahre 2004 und 2005 (Erdnuss, n=22/ 
Leinsamen, n=62/ Reis, n=108/ Spinat, n=149/ Ananas, n=191/ Hering, n=205), 
Simulation ohne BCa-Korrektur 
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Der Einfluss auf die Schätzung des Mittelwertes ist in Abbildung 29 und Abbildung 
30 dargestellt. Dabei ist ersichtlich, dass mit und ohne BC-Korrektur kein systema-
tischer Einfluss erkennbar ist. D.h. die Breite der Konfidenzintervalle wird durch 
andere Einflüsse dominiert. Die Stabilität bei verschiedenen Zufallsstartwerten ist 
jedoch unabhängig vom Umfang der Ausgangsstichprobe bei 1.000 Simulationen 















































Abbildung 30: Abweichungen der Konfidenzgrenzen für den Mittelwert in Abhän-
gigkeit vom Stichprobenumfang der Ausgangsstichprobe. Beispiel: Kupfergehalte 
in verschiedenen LM aus dem LM-M der Jahre 2004 und 2005 (Erdnuss, n=22/ 
Leinsamen, n=62/ Reis, n=108/ Spinat, n=149/ Ananas, n=191/ Hering, n=205), 
Simulation mit BCa-Korrektur 
 
Da in den oben dargestellten Beispielen offensichtlich der Einfluss der Stichpro-
bengröße durch andere Einflüsse überlagert ist, soll dieser Einfluss zusätzlich an 
theoretischen Daten untersucht werden, bei denen andere Einflussgrößen außer 
dem Stichprobenumfang ausgeklammert werden. Dann ist eine Abnahme der 
Breite der Konfidenzintervalle bei wachsendem Stichprobenumfang zu erwarten. 
Dies wird am Beispiel der Standardnormalverteilung gezeigt, indem verschiedene 
Simulationen mit unterschiedlichen Stichprobenumfängen durchgeführt werden. In 
Abbildung 31 ist ersichtlich, dass die Breite der Konfidenzbereiche wie erwartet 
abnimmt. Die Stabilität der Schätzung der Abweichungen der Konfidenzintervalle 
ist in Abbildung 31 auf Basis der absoluten Abweichungen berechnet worden, da 
die zugrundeliegende Verteilung überall gleich ist und die prozentualen Abwei-
 Seite 184 
chungen aufgrund der Nähe der Werte zum Mittelwert von 0 in hohen Prozentwer-





















































Abbildung 31: Absolute Abweichungen der Konfidenzgrenzen für den Mittelwert in 
Abhängigkeit vom Stichprobenumfang der Ausgangsstichprobe. Beispiel: Stan-
dardnormalverteilungen mit verschiedenen Stichprobengrößen (n=25/ n=50/ 
n=100/ n=150/ n=200/ n=1000), Simulation ohne BCa-Korrektur 
Als nächstes soll der Frage nachgegangen werden, ob das Vorhandensein von 
Ausreißern einen negativen Effekt auf die Stabilität der Konfidenzintervallschät-
zung hat. Dazu wird ein weiteres Beispiel aus dem LM-M betrachtet. Dabei han-
delt es sich um das Beispiel der Kupfergehalte in Salami aus dem Jahr 2005 mit 
151 Werten, wovon 98 % bestimmbar sind. Zur Veranschaulichung der Ausreißer 
ist die Verteilung als Boxplot in Abbildung 32 angegeben. Die Ausreißer sind als 
einzelne Punktwerte außerhalb der Whisker erkenntlich. Die sich ergebenden 
Konfidenzintervallbreiten für den Mittelwert und das 95 % Quantil sind in Abbil-
dung 33 und Abbildung 34 dargestellt. Darin wird ersichtlich, dass auch beim Vor-
liegen von Ausreißern bereits mit 1.000 Simulationen eine gute Stabilität der 
Schätzwerte für den Mittelwert erreicht wird. Wie zu erwarten, weisen die Inter-
vallsschätzungen des 95-ten Quantil bei 1.000 Simulationen noch kleine Abwei-
chungen auf, zeigen jedoch schon eine gute Approximation. 
























Abbildung 32: Darstellung der Verteilungen der Ausgangswerte für ein Beispiel mit Ausreißern als Boxplot mit Angabe des Stich-
probenumfanges (Kupfergehalt im LM-M 2005, 151 Werte,98 % bestimmbar, Ausreißer). Links die Darstellung aller 151 Werte, 
rechts die Darstellung nach Streichung des maximalen Wertes zur besseren Darstellung der anderen Werte. 
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Abbildung 33: Vorhandensein von Ausreißern: Darstellung der Konvergenz der rela-
tiven Konfidenzintervallbreite (Abweichungen der 95 %-Konfidenzgrenzen vom Mit-
telwert) in Abhängigkeit von der Anzahl Simulationen für die Standard-Bootstrap-
Schätzungen (rote Markierungen) und die BCa-Korrekturen (blaue Markierungen). 
Beispiel aus dem Lebensmittel-Monitoring für Kupfergehalte in Salami aus dem Jahr 
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Abbildung 34: Vorhandensein von Ausreißern: Darstellung der Konvergenz der rela-
tiven Konfidenzintervallbreite (Abweichungen der 95 %-Konfidenzgrenzen vom 95%-
Quantil) in Abhängigkeit von der Anzahl Simulationen für die Standard-Bootstrap-
Schätzungen (rote Markierungen) und die BCa-Korrekturen (blaue Markierungen). 
Beispiel aus dem Lebensmittel-Monitoring für Kupfergehalte in Salami aus dem Jahr 
2005 (Basis 151 Werte, 98 % der bestimmbar) 
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Nachfolgend wird der mögliche Einfluss der Standardabweichung auf die Stabilität 
der Konfidenzschätzung bei unterschiedlichen Anzahlen an Simulationen untersucht. 
Dafür werden mehrere Beispiele des LM-M gegenübergestellt, die ein unterschiedli-
ches Verhältnis von Standardabweichung zum Mittelwert aufweisen: 
o Jahr 2004 Hering, MW=1,0/ Stabw=0,2, 205 Werte, 100 % bestimmbar 
o Jahr 2004, Ananas, MW=0,8/ Stabw=0,3, 191 Werte, 94 % bestimmbar 
o Jahr 2005, Kartoffel, MW = 0,8/ Stabw=0,4, 101 Werte, 93 % bestimmbar 
o Jahr 2005, Spinat, MW=1,2/ Stabw=0,9, 149 Werte, 98 % bestimmbar 
o Jahr 2005, Qualitätsschaumwein, MW=0,2/ Stabw=0,1, 125 Werte, 26 % be-
stimmbar 
Wie in Abbildung 35 ersichtlich, verhalten sich die Konfidenzintervalle des Mittelwer-
tes wie erwartet. Mit zunehmender relativer Standardabweichung steigt die Breite der 
Konfidenzintervalle und gleichzeitig werden die Schätzungen bei unterschiedlichem 
Startwert geringfügig instabiler. Letzteres wird an den am Ende leicht auseinander-
klaffenden Kurven deutlich. Da bereits die Kurven ohne BCa-Korrektur ausreichende 
Stabilität aufweisen und sich nicht wesentlich von denen mit Korrektur unterscheiden 

















































Abbildung 35: Abweichungen der Konfidenzgrenzen für den Mittelwert [%] in Abhän-
gigkeit vom Verhältnis der Varianzschätzung zur Mittelwertschätzung. Beispiel: Kup-
fergehalte in verschiedenen LM (Hering 17 %/ Ananas 43 %/ Kartoffeln 50 %/ Spinat 
70 %/ Qualitätsschaumwein 80 %), Simulation ohne BCa-Korrektur 
 
Bislang ist in allen Simulationen als Sicherheitsniveau 95 % angenommen worden. 
D.h. 95% aller simulierten Bootstrap-Werte liegen innerhalb der ermittelten Konfiden-
zintervalle. Zu prüfen ist deshalb, wie die Stabilität der Breite der Konfidenzintervalle 
vom vorgegebenen Sicherheitsniveau abhängt. Dazu wird für das ursprüngliche Bei-
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spiel aus dem LM-M dieselbe Analyse für die Sicherheitsniveaus 90 % und 99 % 
wiederholt. Verglichen mit Abbildung 27 ergibt sich in Abbildung 36 und Abbildung 37 
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Abbildung 36: Darstellung der Konvergenz der Abweichungen der 90 %-
Konfidenzgrenzen vom Mittelwert (oben) und von dem 95 %-Quantil (unten) in Ab-
hängigkeit von der Anzahl Simulationen für die Standard-Bootstrap-Schätzungen 
(rote Markierungen) und die BCa-Korrekturen (blaue Markierungen). Beispiel aus 
dem Lebensmittel-Monitoring für Kupfergehalte in Hering aus dem Jahr 2004 (Basis 
205 Werte, kein Wert unter Bestimmungsgrenze). 
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Die Konfidenzintervallbreite wird schmaler bei geringerem Sicherheitsniveau wie sich 
an der unterschiedlichen Skalierung der y-Achsen erkennen lässt. Für die Mittelwerte 
wird jeweils bei 1.000 Simulationen eine ausreichende Stabilität erreicht, während 
beim 95-ten Quantil die Schätzungen instabiler werden, je höher das Sicherheitsni-
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Abbildung 37: Darstellung der Konvergenz der Abweichungen der 99 %-
Konfidenzgrenzen vom Mittelwert (oben) und von dem 95 %-Quantil (unten) in Ab-
hängigkeit von der Anzahl Simulationen für die Standard-Bootstrap-Schätzungen 
(rote Markierungen) und die BCa-Korrekturen (blaue Markierungen). Beispiel aus 
dem Lebensmittel-Monitoring für Kupfergehalte in Hering aus dem Jahr 2004 (Basis 
205 Werte, kein Wert unter Bestimmungsgrenze). 
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Als letztes soll zur Validierung der benötigten Anzahl Simulationen und des Tools 
ConFit ein spezifisches Problem von Kontaminationsdaten betrachtet werden, das 
Vorkommen von analytisch nicht bestimmbaren bzw. nicht nachweisbaren Werten. In 
diesen Fällen ist davon auszugehen, dass es durch das Vorliegen von Punktmassen 
unterhalb der Bestimmungs- und Nachweisgrenze zu Instabilitäten bei der Schätzung 
der Konfidenzintervallbreiten kommen kann. Neben Beispielen aus dem LM-M für 
Kupfer wurden in diesem Fall auch Beispiele für Arsen herangezogen, da über Kup-
fer nicht das gesamte Spektrum der Prozentzahlen bestimmbarer Werte bei annä-
hernd gleicher Stichprobengröße abgedeckt werden konnte. Folgende Kontaminan-
ten-Lebensmittel Kombinationen werden verglichen: 
o Kupfer, Erdbeere, 2004, 101 Werte, 75 % bestimmbar 
o Kupfer, Rotkohl, 2004, 97 Werte, 60 % bestimmbar 
o Kupfer, Tomate, 2004, 91 Werte, 54 % bestimmbar 
o Kupfer, Apfelsaft, 2005, 99 Werte, 28 % bestimmbar 
o Arsen, Erdbeere, 2004, 101 Werte, 12 % bestimmbar 
o Arsen, Rotkohl, 2004, 97 Werte, 4 % bestimmbar 
o Arsen, Tomate, 2004, 91 Werte, 1 % bestimmbar 
In Abbildung 38 und Abbildung 39 sind die unterschiedlichen Konfidenzbreiten bei 
1.000 Simulationen für Mittelwert und 95 %-Quantil dargestellt. Daraus wird ersicht-
lich, dass es beim Mittelwert keinen Einfluss hat, ob die Schätzung mit oder ohne 
BCa-Korrektur erfolgt. Wie an der Nähe der drei verschiedenfarbigen Linien für die 
unterschiedlichen Zufallsstartwerte zu erkennen ist, reichen die 1.000 Simulationen, 
um die Stabilität der Schätzung für die Konfidenzbreiten des Mittelwertschätzers si-
cherzustellen. 
 



































































































Abbildung 38: Abweichungen der Konfidenzgrenzen für den Mittelwert [%] in Abhän-
gigkeit vom Anteil bestimmbarer Werte. Beispiel: Kupfer- und Arsengehalte in ver-
schiedenen LM (Cu-Erdbeere 75 %/ Cu-Rotkohl 60 %/ Cu-Tomate 54 %/ Cu-
Apfelsaft 28 %/ As-Erdbeere 12 %/ As-Rotkohl 4 %/ As-Tomate 1 %), Simulation oh-
ne BCa-Korrektur (oben) und mit BCa-Korrektur (unten) 
 
Das lässt sich nicht ohne weiteres auf die in Abbildung 39 dargestellten Konfidenz-
schätzungen für das 95 %-Quantil übertragen. Hier ist ein deutlicher Einfluss der 
BCa-Korrektur zu erkennen. Wie erwartet, fallen hier die Punktmassen unter der 
Nachweisgrenze bei den Korrekturen stärker ins Gewicht. Bei den Arsengehalten in 
Erdbeeren wird dies durch eine hohe Standardabweichung im Vergleich zum Mittel-
wert verstärkt. Die durchgeführten Korrekturen gehen jedoch zu lasten der Stabilität 
der Schätzung, die hier noch nicht ausreichend erreicht werden kann. Dieses Prob-
lem kann umgangen werden, wenn die Einzelwerte vorliegen, indem nur die Werte 
über der Bestimmungsgrenze berücksichtigt werden und in einem probabilistischen 
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Ansatz eine diskrete Verteilung verwendet wird, die simuliert ob ein Wert unter oder 
über der Nachweisgrenze vorliegt (entsprechend des gegebenen Prozentsatzes). Bei 
Vorliegen eines bestimmbaren Wertes wird dann im zweiten Schritt die Verteilung 
der bestimmbaren Werte genutzt, um den Wert zu simulieren, ansonsten wird der 





































































































Abbildung 39: Abweichungen der Konfidenzgrenzen für das 95 %_Quantil [%] in Ab-
hängigkeit vom Anteil bestimmbarer Werte. Beispiel: Kupfer- und Arsengehalte in 
verschiedenen LM (Cu-Erdbeere 75 %/ Cu-Rotkohl 60 %/ Cu-Tomate 54 %/ Cu-
Apfelsaft 28 %/ As-Erdbeere 12 %/ As-Rotkohl 4 %/ As-Tomate 1 %), Simulation oh-
ne BCa-Korrektur (oben) und mit BCa-Korrektur (unten) 
 
Im Ergebnis lässt sich sagen, dass das Programm ConFit gut geeignet ist, um mit 
1.000 Simulationen stabile Schätzungen für die Breite der Konfidenzintervalle abzu-
leiten. Jedoch empfiehlt es sich, beim Auftreten von Ausreißern und geringem Anteil 
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an Werten unter der Bestimmungsgrenze, den Einzelfall zu prüfen, indem entweder 
eine höhere Zahl an Simulationen durchgeführt wird oder mehrere Zufallsstartwerte 
überprüft werden. 
Die in ConFit umgesetzten Simulationsverfahren können nur dann angewendet wer-
den, wenn Einzelmessungen der Stichprobe vorliegen. Dies ist jedoch oft nicht der 
Fall. In vielen Fällen wird für Expositionsschätzungen und Risikobewertungen auf 
aggregierte statistische Kennzahlen aus der Literatur zurückgegriffen. So stehen bei-
spielsweise auch im LM-M der Öffentlichkeit nicht die Einzelwerte, sondern nur die in 
den Tabellenbänden publizierten Mittelwerte und Quantile zur Verfügung. Deshalb 
soll im Folgenden dargestellt werden, unter welchen Voraussetzungen in diesen Fäl-
len dennoch Unsicherheitsbetrachtungen durchgeführt werden können. Es soll hier 
von folgenden zwei Situationen ausgegangen werden. Zum einen, dass Mittelwert 
und Varianz bzw. Standardabweichung angegeben sind, zum anderen, dass keine 
Standardabweichung, aber ein oberes Quantil der Verteilung angegeben ist. In bei-
den Situationen muss zudem der Stichprobenumfang bekannt sein. Wenn berechtig-
ter Weise davon ausgegangen werden kann, dass eine Normalverteilung vorliegt, 
dann können auf dieser Basis ebenfalls Konfidenzintervalle geschätzt werden. Diese 
Annahme kann jedoch in diesem Fall nur sehr vage verifiziert werden, da die übli-
chen Verteilungstests wie der χ2-Test oder die Tests nach Kolmogoroff-Smirnov 
(Fahrmeir et al., 2004) und Anderson-Darling (Vose, 2003) nur bei Vorliegen der Ein-
zelwerte anwendbar sind. Zur Überprüfung bleibt demnach ausschließlich der Ver-
gleich von Mittelwert und Median, die nah beieinander liegen müssen, damit von ei-
ner symmetrischen Verteilung wie der Normalverteilung ausgegangen werden kann. 
Ist diese Voraussetzung erfüllt, so kann bei Vorliegen von Standardabweichung und 
Mittelwert die in bereits erläuterte Formel zur Berechnung der Konfidenzintervalle 
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Wie aus der Standard-Statistik bekannt, sind bei Vorliegen einer Normalverteilung 
das 95 %-Quantil bzw. 99 %-Quantil annähernd identisch der Summe aus dem Mit-
telwert und der doppelten bzw. dreifachen Standardabweichung. Damit kann bei Vor-
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liegen eines der beiden Quantile und des Mittelwertes die Standardabweichung be-
rechnet werden und die obige Formel verwendet werden. 
Kann nicht von einer Normalverteilung ausgegangen werden und sprechen entspre-
chende Gründe für eine andere Verteilung, so besteht die Möglichkeit mithilfe von 
beispielsweise @RISK eine theoretische Verteilung auszuwählen und über die gege-
benen Parameter zu definieren. Bei Vorliegen von Quantilen kann hierfür die Funkti-
on RiskAlternate (Palisade Corp, 2005) verwendet werden. Über eine Simulation 
können dann ebenfalls die Konfidenzintervalle ermittelt werden, in dem genau so 
viele Werte der Verteilungsfunktion generiert werden, wie durch den Stichprobenum-
fang vorgegeben sind und dann beispielsweise diese Werte in ConFit eingelesen 
werden. Alle diese Verfahren sind jedoch stark von der nicht hinreichend zu überprü-
fenden Annahme bzgl. der Verteilungsform abhängig, so dass hier automatisch eine 
nicht quantifizierbare Unsicherheit mit hinzukommt. 
8.4 Ableitung von Standardbreiten der Konfidenzintervalle in Gehaltsdaten bei 
fehlenden Einzeldaten 
Für die Konfidenzintervalle von Mittelwert und 95-tem Perzentil bei Kupfer wurden 
Standardbreiten von 25% und 50% abgeleitet. Die Anwendung dieser Standardwerte 
soll am Beispiel des Kupfergehaltes in Birnen demonstriert und geprüft werden. Ent-
sprechend der Angaben des Tabellenbandes des LM-M aus dem Jahr 2005 (BVL, 
2005b) wäre der mittlere Kupfergehalt von Birnen 0,80 mg/kg und das 95-te Perzentil 
1,26 mg/kg. Damit würde sich unter Verwendung des Standardwertes als 95% Kon-
fidenzintervall für den Mittelwert ergeben [0,80 – 0.25*0,80; 0,80 + 0.25*0,80] = [0,60; 
1,00]. Analog erhält man für das 95-te Perzentil das 95%-Intervall [0,63; 1,89]. Diese 
beiden Konfidenzintervalle lassen sich nun zu Testzwecken mit den über ConFit er-
mittelten Konfidenzschranken vergleichen. Für den Mittelwert wurde ein Intervall von 
[0,75; 0,86] angegeben, für das 95-te Perzentil [1,09; 1,80]. Damit ist für beide Para-
meter das über den Standardwert ermittelte Konfidenzintervall breiter, als das bei 
Vorliegen von zusätzlicher Information ermittelte Bootstrap-Konfidenzintervall. Die 
Verwendung des 90-ten Perzentils zur Ableitung der Standardwerte garantiert, dass 
dies in 90% aller Lebensmittel mit Kupfergehalten im LM-M analog ist. Die Verwen-
dung des Standardwertes ist somit als ausreichend sicher anzusehen. Die Abwei-
chungen sind nicht so erheblich, so dass die Verwendung des Standardwertes eine 
Alternative im Fall nicht vorliegender Einzeldaten darstellt. 
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Für die Schätzung der Unsicherheit ist vor allem die Breite des Konfidenzintervalles 
von Bedeutung, nicht das Konfidenzintervall selbst. Diese Breite hängt sowohl von 
der Varianz in der Stichprobe, als auch von der Anzahl der verfügbaren Messwerte 
und der Verteilungsform ab. Die Verteilungsform kann in den meisten Fällen als ähn-
lich angenommen werden, da nach der Erfahrung die meisten Stoffverteilungen in 
Lebensmitteln rechtsschiefe Verteilungsformen aufweisen und sich hinsichtlich der 
Form nur gering unterscheiden (Hattis, 1990; Hattis et al., 1994; Frey und Cullen, 
1995; Brattin et al., 1996; USEPA, 2001; Kroes et al., 2002; Gilsenan et al., 2003b). 
Wenn also die Stichprobenumfänge im LM-M für die meisten untersuchten Lebens-
mittel relativ ähnlich sind, scheint eine Extrapolation der Breite der Konfidenzinterval-
le für Stoffe und Lebensmittel prinzipiell möglich, wenn Gruppen mit ähnlichen Vari-
anzen vorliegen. 
Bei den untersuchten statistischen Kennzahlen wird vorwiegend auf den Mittelwert 
und das 95-te Perzentil Bezug genommen. Der Mittelwert wird häufig zur Darstellung 
einer mittleren Belastung des Verbrauchers verwendet. Dabei wird davon ausgegan-
gen, dass die verschiedenen Höhen der Belastung sich zufällig für jeden einzelnen 
Verbraucher verhalten und der Verbraucher über einen längeren Zeitraum eine glei-
che Chance hat, bei einem einzelnen Aufnahmeereignis mit hohen, mittleren und 
niedrigen Werten in Kontakt zu kommen. Erfolgt die Aufnahme in einem Zeitraum 
häufig genug, so ist der arithmetische Mittelwert die beste Schätzung für die mittlere 
Belastung. Als Schätzwert auf Basis einer Stichprobe unterliegt der Mittelwert jedoch 
auch einer Schätzunsicherheit, die als Parameterunsicherheit im Modell zu berück-
sichtigen ist.  
Das 95-te Perzentil, als Beispiel für ein oberes Perzentil, kann bei Langzeitrisiken 
verwendet werden, um spezielles Verbraucherverhalten abzubilden. Bei der Lang-
zeit-Verwendung wird unterstellt, dass ein Verbraucher über den gesamten betrach-
teten Zeitraum mit hohen Konzentrationen in Lebensmitteln in Kontakt kommt. So ist 
es immer dann angebracht, auch eine Punktschätzung unter Einbeziehung eines 
oberen Perzentils durchzuführen, wenn es relevante Verbrauchergruppen gibt, für 
die es plausibel ist, dass diese über einen längeren Zeitraum mit gleichhoch belaste-
ten Lebensmitteln in Kontakt kommen. Ein typisches Beispiel hierfür ist der Fall, dass 
Produkte in der Risikobewertung eine Rolle spielen, die eine hohe Markentreue oder 
einen starken regionalen Bezug aufweisen. Ist die Variabilität in der Stichprobe durch 
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Herstellungsweisen, verwendete Rohstoffe oder regionale Aspekte beeinflusst, so ist 
es als sehr wahrscheinlich anzusehen, dass ein markentreuer Verbraucher oder 
Käufer regionaler Produkte auch über längere Zeiträume mit konstant höheren Kon-
zentrationen in Kontakt kommen kann. Das obere Perzentil ist auch immer dann an-
zuwenden, wenn die toxikologischen Effekte in Zeiträumen auftreten, die deutlich 
kürzer sind als eine lebenslange Exposition (z.B. 14-Tage, 4 Wochen). Als dritter Fall 
für die Verwendung eines oberen Perzentils ist die akute Expositionsschätzung zu 
nennen. In diesem Fall wird das Risiko berechnet, dass bei einem singulären Ereig-
nis (eine Mahlzeit, ein Tag) auftreten kann. Generell ist es als plausibel anzusehen, 
dass der Verbraucher bei einem einmaligen Verzehr auch mit sehr hohen Konzentra-
tionen einzelner Agenzien in Kontakt kommt, so dass die Anwendung eines oberen 
Perzentils gerechtfertigt ist. 
Für den Fall, dass keine Einzelwerte vorliegen oder keine Annahme über eine Vertei-
lungsfunktion getroffen werden kann, können auf Basis publizierter Konfidenzinter-
valle Standardwerte abgeleitet und in Unsicherheitsanalysen angewendet werden. 
In Abbildung 40 sind Boxplots für die relativen Konfidenzintervallbreiten über alle im 
LM-M auf Kupfer untersuchten Lebensmittel der Jahre 1995-2005 dargestellt. Wie zu 
erwarten, sind die Konfidenzintervalle für die Mittelwerte deutlich geringer und streu-
en weniger, als für die oberen Perzentile und die Standardabweichung. Einige weni-
ge Ausreißer wurden aus Gründen der Übersichtlichkeit nicht dargestellt, können 
aber aus den Tabellen im Anhang abgelesen werden. 













Abbildung 40: Relative Abweichungen der oberen/ unteren Konfidenzschranke vom jeweiligen statisti-
schen Parameter für die Kupfergehalte des Lebensmittel-Monitoring aus den Jahren 1995-2005. In die 
Berechnung der Intervalle mittels ConFit wurden alle Werte einbezogen. Das Signifikanzniveau be-
trägt 95%. 
 
Da die abgeleiteten Standards sehr hoch ausfallen, wird zusätzlich geprüft, wie bei 
Vorliegen von Informationen zum Stichprobenumfang, Mittelwert und Standardab-
weichung zumindest die Unsicherheit für den Mittelwert eingeschränkt werden kann. 
Die in Abbildung 40 ersichtliche Streuung der Konfidenzintervallbreiten können zum 
einen durch die unterschiedliche Anzahl an Messwerten begründet sein, zum ande-
ren können diese bedingt sein durch Verbesserungen der Messgenauigkeit über die 
Jahre und die mit Sicherheit unterschiedliche Variabilität in den Lebensmittelgruppen. 
Der Einfluss der Messungen in unterschiedlichen Jahren ist für die Konfidenzinterval-
le um den Mittelwert und das 95-te Perzentil in Abbildung 41 dargestellt. Daraus wird 
allerdings deutlich, dass die breite Streuung aus Abbildung 40 nicht auf eine syste-
matische Verbesserung der Messgenauigkeit über die einzelnen Jahre zurückzufüh-
ren ist. 


















































Abbildung 41: Darstellung der Abhängigkeit der Breite der Konfidenzintervalle vom Beprobungsjahr für 
die statistischen Kennzahlen Mittelwert (links) und 95-tes Perzentil (rechts). 
 
Abbildung 42 stellt ebenfalls für den Mittelwert und das 95-te Perzentil dar, wie sich 
die Breite der Konfidenzintervalle in Abhängigkeit von der Stichprobengröße unter-
scheidet. Es wäre zu erwarten, dass sich bei ähnlicher Variabilität in den Stichproben 
bei größeren Umfängen geringere Konfidenzbreiten ergeben. Das ist jedoch offen-
sichtlich nicht der Fall. Daraus ist zu schließen, dass der Einfluss des Stichpro-
benumfanges überlagert wird durch die unterschiedliche Variabilität der einzelnen 
Lebensmittel hinsichtlich ihres Kupfergehaltes. 
























































Abbildung 42: Darstellung der Abhängigkeit der Breite der Konfidenzintervalle von der Stichproben-
größe für die statistischen Kennzahlen Mittelwert (links) und 95-tes Perzentil (rechts). 
 
Um den Effekt unterschiedlicher Lebensmittel mit verschiedener Variabilität auszu-
schließen, wurden einige Lebensmittel verglichen, die mehr als einmal im benannten 
Zeitraum untersucht wurden. Theoretisch müssten diese alle ein analoges Verhalten 
aufweisen, wie bei der Analyse der Kupfergehalte für Mohrrüben aus den Jahren 
1998 und 2002 (siehe Anhang). Da 1998 (219 Werte) wesentlich mehr LM untersucht 
wurden als 2002 (90 Werte), ist die Breite des Konfidenzintervalles für den Mittelwert 
geringer (1998: 0.081, 2002: 0.103). Für die meisten der mehrfach untersuchten Le-
bensmittel lässt sich das jedoch nicht nachweisen. Diese verhalten sich eher so, 
dass die Schätzung für die Breite des KI für den Mittelwert mit steigendem Stichpro-
benumfang anwächst. So ist im Fall der Tomate mit Analysewerten in den Jahren 
2001 (276 Werte) und 2004 (91 Werte) das Intervall für den größeren Stichproben-
umfang (0.228) auch größer als für den geringeren Umfang (0.135). Das kann ein 
Hinweis darauf sein, dass die Stichprobenzahl von 91 Werten für Tomaten des deut-
schen Marktes zu gering ist, als dass die Variabilität bereits korrekt abgebildet wird. 
Es ist zu vermuten, dass die Variabilität bei den kleineren Stichprobenumfängen un-
terschätzt wird. Eine Ursache könnte die schwerpunktmäßige Analyse von Werten 
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sein, die aus demselben Anbaubereich stammen. Damit ist die Stichprobe nicht aus-
reichend repräsentativ, was zu einer Verzerrung der Variabilitätsschätzungen führt. 
In Anbetracht dieser Ergebnisse lässt sich bereits sagen, dass bei Ableitung eines 
Standardwertes für ein spezifisches Agens nicht weiter nach Lebensmittelgruppen 
unterschieden werden kann. Es wird nicht möglich sein, in Abhängigkeit von der 
Stichprobengröße, des Jahres oder der Lebensmittelgruppe mehrere Standardwerte 
abzuschätzen, die eventuell genauer sind, als ein Gesamtstandardwert je Agens. 
Zusammenfassend lässt sich sagen, dass es möglich ist, mit agensspezifischen 
Standards für Konfidenzintervallschätzungen zu arbeiten, wenn ein Konfidenzinter-
vall nicht bekannt oder ableitbar ist. Allerdings sind die Konfidenzintervallbreiten auch 
innerhalb ähnlicher Stoffgruppen zu inhomogen, um einen einheitlichen Wert abzulei-
ten, der für alle Agenzien innerhalb der Gruppe gilt und nicht zu konservativ ist. Des-
halb kann der Standard immer nur agensspezifisch definiert werden. Für einige 
Agenzien wurden Standards angegeben. Im Fall der Mittelwertschätzung bietet sich 
alternativ die Möglichkeit der Schätzung der Konfidenzintervallbreite über die Formel 
der Normalverteilung unabhängig davon, ob die Stichprobe tatsächlich normalverteilt 
ist. 
8.5 Verwendung der Lognormalverteilung als Standard für die Beschreibung 
von Gehalten in Lebensmitteln 
Oftmals wird pauschal behauptet, dass alle Verteilungen der Konzentration von 
Agenzien in Lebensmitteln lognormalverteilt sind (Rai et al., 1996; Kroes et al., 2002, 
Slob, 2006). Bei Diskussion dieser Hypothese sind zunächst die Vor- und Nachteile 
zu diskutieren, die für eine parametrische oder nicht-parametrische Verteilungsan-
passung sprechen. 
Parametrische Verteilungen haben generell den Vorteil, dass sie eine Glättung der 
empirisch erhobenen Daten vornehmen und somit indirekt eine Rückführung der Un-
gleichverteilungen in der Stichprobe auf die angenommenen Zusammenhänge in der 
Grundgesamtheit vornimmt. Ausreißer fallen damit weniger ins Gewicht und die Un-
tersuchung statistischer Zusammenhänge wird vereinfacht (Slob, 2006).  Wenn man 
also aus theoretischen Erwägungen mit Recht davon ausgehen kann, dass eine 
Grundgesamtheit beispielsweise normalverteilt ist, so ist eine parametrische Vertei-
lungsanpassung auf jeden Fall vorzuziehen. Die Stichprobe wird an einigen Punkten 
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nicht normalverteilt sein aufgrund von zufälligen oder nicht zufälligen Verzerrungen. 
Diese würden durch die Verwendung der angepassten theoretischen Verteilung je-
doch weitgehend geglättet. Ein weiterer Vorteil parametrischer Verteilungsanpassun-
gen liegt darin, dass auch eine Extrapolation der Daten in Bereichen erfolgen kann, 
in denen nur wenige oder gar keine Daten in der Stichprobe vorliegen. Diese Vorteile 
können sich selbstverständlich dann auch zum Nachteil auswirken, wenn eine fal-
sche Annahme über die Verteilungsfunktion getroffen wurde. Zudem kommt die Ein-
schränkung, dass alle üblicherweise verwendeten parametrischen Verteilungen, le-
diglich ein Maximum des Funktionsgraphen aufweisen, d.h. unimodal sind. Dies 
spiegelt jedoch häufig nicht die beobachtete Variabilität wieder. Beispielsweise ist es 
bekannt, dass viele Verteilungen über Verzehrshäufigkeiten zwei lokale Maxima ha-
ben. Zum einen das der mittleren Verzehrer und dann noch einmal eine Häufung am 
oberen Ende der Verteilung für die Vielverzehrer. Eine Glättung dieser Verteilungen 
durch parametrische Verteilungen kann somit zu Verzerrungen bei der Beschreibung 
der Variabilität führen. Eine zusätzliche Herausforderung bei der Verwendung von 
parametrischen Verteilungen stellt die notwendige Beschränkung der Verteilung am 
oberen Rand dar. Zum einen ist es als Vorteil zu werten, dass eine Extrapolation 
über das Stichprobenmaximum hinaus erfolgt, da dies nicht notwendigerweise das 
Maximum der Grundgesamtheit darstellt. Zum anderen sind die meisten parametri-
schen Verteilungen nach oben hin offen, das heißt der Definitionsbereich geht bis 
unendlich und sehr hohe Werte haben eine Auftretenswahrscheinlichkeit größer als 
null. Da dies wiederum in den seltensten Fällen plausibel ist und sowohl Konzentrati-
onen von Stoffen in Lebensmitteln, als auch Verzehrsmengen vernünftiger Weise 
bestimmte Grenzen nicht überschreiten können, ist es nötig diese Verteilungen am 
oberen Rand (gegebenenfalls auch am unteren Rand) zu beschränken. Diese Be-
schränkung ist jedoch oftmals auch mit einem hohen Maß an Subjektivität verbunden 
und damit wieder eine Quelle für Unsicherheiten. 
Im Gegensatz zu den parametrischen Verteilungen hat die, beispielsweise von Boon 
et al. (2004) praktizierte, Verwendung der empirischen Stichprobe den Vorteil, dass 
die Verbindung zu anderen direkt erhobenen Merkmalen erhalten bleibt. Wenn bei-
spielweise in Verzehrsstudien das Körpergewicht parallel zu den Verzehrsmengen 
mit erhoben wurde, so kann diese auf individueller Ebene auch in weiteren Schritten 
der Berechnung kombiniert werden. Eventuelle Korrelationen würden somit automa-
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tisch korrekt abgebildet. Desweiteren ergibt sich durch diese Verfahren keine Be-
schränkung auf unimodale Verteilungen, hier kann auch eine multimodale Verteilung 
ohne Verlustinformation als solche in die Simulation eingehen. Dafür ergibt sich im 
Unterschied zur parametrischen Verteilung der Nachteil, dass eine Extrapolation in 
Bereiche, welche die Stichprobe nicht abdeckt nicht möglich ist. Bei hinreichender 
Größe und Qualität der Stichprobe kann davon ausgegangen werden, dass sich die 
Extremwerte der Grundgesamtheit auch in ausreichendem Maße in der Stichprobe 
widerspiegeln. In diesem Fall entfällt die Unsicherheit durch subjektive Festlegung 
von maximalen Werten. Ist die Stichprobe jedoch relativ klein oder nicht repräsenta-
tiv, so bieten die nichtparametrischen Resamplingverfahren keine Möglichkeit in Ext-
rembereiche zu extrapolieren und bergen somit ihrerseits Unsicherheiten. 
Neben der Unsicherheit hinsichtlich der Entscheidung für eine parametrische oder 
nichtparametrische Darstellung der Verteilungsform, ergibt sich im Fall der paramet-
rischen Verteilungsform eine weitere Unsicherheit bei der Auswahl aus allen verfüg-
baren parametrischen Verteilungen. Im Fall der Anpassung von parametrischen Ver-
teilungsfunktionen an Daten ist nur in wenigen Fällen eine eindeutige Aussage gene-
rierbar, da sich der Kurvenverlauf der zugrundeliegenden theoretischen Funktionen 
oft nur minimal voneinander unterscheidet.  
Eine Überprüfung dieser Annahme wurde durch systematische Analyse der im deut-
schen LM-M vorkommenden Verteilungen für Kupfer vorgenommen. Dazu wurde 
ermittelt, wie häufig die in @RISK verfügbaren parametrischen Verteilungen nach 
den verschiedenen Anpassungskriterien auf den entsprechenden Rangplätzen auf-
treten. Als Anpassungskriterium wurde dabei das Anderson-Darling-Kriterium ge-
wählt, da dieses ein starkes Gewicht auf eine gute Anpassung der Ränder der Vertei-
lung legt, was für bei Expositionsschätzungen von Bedeutung ist. Die Verteilungs-
häufigkeiten wurden ebenfalls für Kupfergehalte des LM-M betrachtet. 
Anhand der Ergebnisse am Beispiel der Kupfergehalte wird deutlich, dass die Fest-
legung auf die Lognormalverteilung nicht gerechtfertigt ist. Die dritte Hypothese, dass 
die Lognormalverteilung als Standardverteilung für Gehalte von Stoffen in Lebensmit-
teln anzusehen ist, kann somit nicht bestätigt werden. Diese Ergebnisse sind damit in 
Übereinstimmung zu Modellierungen der Aufnahme von Lebensmittelzusatzstoffen 
auf Basis irischer Daten, die ebenfalls Vorsicht bei der pauschalen Anwendung der 
Lognormalverteilung nahelegen (Gilsenan et al., 2003a). Allerdings kann auch abge-
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lesen werden, dass die Alternativen zur Lognormalverteilung einen sehr ähnlichen 
Kurvenverlauf aufweisen. Allgemeiner ließe sich stattdessen aussagen, dass Kon-
zentrationen von Agenzien in Lebensmitteln rechtsschief verteilt sind. Innerhalb der 
Klasse der rechtsschiefen Verteilungen kommen jedoch auch andere Verteilungs-
klassen wie die Loglogistische Verteilung häufig vor. Die Loglogistische Verteilung 
zeichnet sich im Vergleich zur Lognormalverteilung darin aus, dass sie am rechten 
Rand der Verteilung ein höheres Gewicht, das heißt eine höhere Wahrscheinlichkeit 
für die dort liegenden Werte, zulässt. Insofern bestätigt das Ergebnis die Beobach-
tungen, dass diese Verteilungen oft ein zweites lokales Maximum am rechten Rand 
aufweisen. Unabhängig von dieser Rangfolge ist jedoch auch die Verteilung auf dem 
dritten Rang, wie zuvor gezeigt, zumeist eine hinreichend gute Anpassung an die 
empirische Verteilung, so dass ein eher geringer Fehler bei pauschaler Annahme 
einer Lognormalverteilung zu erwarten ist. 
Es bleibt zu diskutieren, inwieweit die in @RISK definierten Abstandskriterien hinrei-
chend sind, um diese Hypothese zu prüfen. Die Anpassung einer Verteilung, wie sie 
in @RISK erfolgt, führt für jede Verteilungsklasse die Schätzung der jeweiligen bes-
ten Parameter innerhalb dieser Klasse durch. Diese Schätzung der Parameter kann 
prinzipiell als Momenten-Schätzer, Maximum-Likelihood-Schätzer oder Kleinste-
Quadrate-Schätzer (Johnson et. al, 1994) erfolgen, denen jeweils unterschiedliche 
Optimalitätskriterien zugrunde gelegt sind. Im Ergebnis erhält man daraus eine Viel-
zahl von „optimalen“ Verteilungen aus unterschiedlichen Verteilungsfamilien. Ein wei-
teres Kriterium muss entwickelt werden, um aus diesen eine entsprechende Vertei-
lung auszuwählen. Während der erste Schritt über die Parameterunsicherheit quanti-
fiziert werden kann, spiegelt sich im letzteren Schritt die Unsicherheit über die Vertei-
lungsform wieder. Die einfachste Möglichkeit bietet sich durch Verwendung von An-
passungstest. Diese Anpassungstests sind vorwiegend entwickelt worden, um Tests 
auf Normalverteilung abzuleiten. Grundlage ist ein Abstandsmaß, wie der  Kolmog-
rov-Smirnoff-Abstand, der Anderson-Darling-Abstand oder der Chi-Quadrat-Abstand 
(Vose, 2003). Basierend auf diesen Abständen existieren Tests, die eine Aussage 
über die Wahrscheinlichkeit erlauben, mit der die Stichprobenwerte aus der entspre-
chenden Verteilung entstammen. Die Abstandsmaße können in jedem Fall berechnet 
werden, jedoch ist es nicht für alle Verteilungsfamilien möglich eine Wahrscheinlich-
keitsaussage im Sinne eines statistischen Tests zu treffen. Deshalb ist man zum 
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Vergleich der Verteilungen auf die Bildung einer Rangfolge basierend auf den Ab-
ständen angewiesen. Dies ist jedoch kein objektiv vergleichbares Kriterium und kann 
nur als Anhaltspunkt dienen (USEPA, 2001), auf jeden Fall sollte die Anpassungsgü-
te zusätzlich grafisch überprüft werden. Bei einer ausreichenden Stichprobengröße 
kann davon ausgegangen werden, dass die nach diesem Verfahren auf den ersten 
Rängen stehenden Verteilungen nahezu gleiche Ergebnisse für die daraus simulier-
ten Mittelwerte und 95-te Perzentile ergeben (Lindtner, 2004). 
Im Gegensatz zu diesem beschriebenen Verfahren wurde im Rahmen des XProb-
Projektes und zum Aufbau der Datenbank RefXP (Mekel et al., 2007) ein Verfahren 
auf Grundlage des Maximum-Likelihood-Prinzips ermittelt. Dabei wurde die Tatsache 
ausgenutzt, dass sich viele der üblicherweise verwendeten ein- oder zweiparametri-
gen Verteilungen als Spezialfall der vierparametrigen Familie der generalisierten F-
Verteilung ableiten lassen (Mekel et al., 2007). Dieses Verfahren hat den Vorteil, 
dass innerhalb der generalisierten F-Verteilung die optimale Verteilung ermittelt wer-
den kann. Es entfällt also das Problem allein auf dem Abstandvergleich basierende 
Rangfolgen zu erstellen. Dagegen hat es neben der Komplexität, die die breite An-
wendung extrem erschwert, den Nachteil, dass die Anzahl der Verteilungsformen, die 
als Spezialfall der generalisierten F-Verteilung abgeleitet wurden deutlich geringer 
ist, als beispielsweise die Verteilungen, welche durch @RISK angeboten werden. 
Dadurch ist eine starke Einschränkung und auch eine Unsicherheit gegeben, da nicht 
sichergestellt werden kann, dass nicht eine der nicht abgebildeten Verteilungen die 
bessere Anpassung liefern würde. 
Kann keine Verteilungsfunktion eindeutig ausgewählt werden, so besteht auch hier 
die Möglichkeit, die Unsicherheiten über den Vergleich bei Wahl verschiedener Ver-
teilungsfunktionen in Monte-Carlo-Simulationen abzuschätzen. Bei entsprechender 
Anzahl Einflussgrößen und Parameter je Verteilung der Einflussgröße, kann sich hie-
raus jedoch eine nicht praktikable Anzahl zu testender Kombinationen ergeben 
(Sander et al., 2006). Insbesondere wenn aufgrund nur spärlich vorliegender Infor-
mation über die Verteilungsform die Dreiecksverteilung zur Modellierung von Variabi-
lität oder Unsicherheit herangezogen wird, so ist dies mit hohen Unsicherheiten ver-
knüpft (Ferrier at al., 2006; Lindtner, 2004) und eine Sensitivitätsanalyse unter An-
nahme anderer Verteilungsformen empfehlenswert. 
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8.6 Vergleich der Ansätze zum Umgang mit den Verzehrstagen im Rahmen 
akuter Bewertungen 
Wie die Ergebnisse der vorliegenden Arbeit zeigen, ergibt der üblicherweise verwen-
dete Ansatz die Verzehrstage aller Personen aus einer Studie als unabhängige Tage 
zu betrachten in der Tendenz gleiche oder höhere Schätzungen als die Verwendung 
der jeweils höchsten Aufnahme pro Person über die Protokolltage. Allerdings resul-
tieren im Fall eines hohen Anteils Verzehrer mit einem Verzehr an mehreren Tagen 
im Protokollzeitraum auch geringere Schätzungen. Dies deckt sich mit vergleichba-
ren Untersuchungen zur Bodenaufnahme (Stanek III, 1996). 
Ein Grund für die tendenzielle Überschätzung ist möglicherweise durch die Verwen-
dung unterschiedlicher Perzentile in beiden Ansätzen. Während das 97.5-te Perzentil 
für den Ansatz verwendet wird, dass alle Verzehrstage auch derselben Person wie 
unabhängige Tage gewertet werden, wird beim alternativen Ansatz über die Perso-
nenebene auf das 95-te Perzentil zurückgegriffen. Dies ist den entsprechenden Kon-
ventionen im Rahmen der Bewertung akuter Risiken von Pflanzenschutzmitteln (Ba-
nasiak et al., 2005) bzw. personenbezogener Expositionsschätzungen gegeben (Ba-
nasiak et al., 2010). Die Festlegung des Schutzniveaus der Bevölkerung ist letztlich 
in der Verantwortung des Risikomanagers. Der Schutz von 95 % der Bevölkerung 
jedoch gemein hin als üblich angesehen und unter diesem Blickwinkel der Vergleich 
mit dem 95-ten Perzentil der Maxima in der Bevölkerung gerechtfertigt. Unabhängig 
davon, ob die beobachteten Unterschiede nur auf die Wahl des Perzentils oder Be-
handlung der Unabhängigkeit der Verzehrstage in beiden Ansätzen zurückzuführen 
sind, ist die beobachtete Überschätzung durch Verwendung des 97,5-ten Perzentils 
aus Sicht des vorsorgenden Verbraucherschutzes als unproblematisch anzusehen. 
Die Fälle, in denen der Ansatz unter Verwendung des 97,5-ten Perzentils zu einer 
Unterschätzung führt, zeigen dagegen, dass eine Anpassung unter Verwendung des 
95-ten Perzentils bei Interpretation mehrerer Verzehrstage einer Person als unab-
hängige Tage, nicht erfolgen sollte. 
Ein Aspekt, der für die Betrachtung des maximalen Verzehrs jeder Person in der per-
sonenbezogenen Stichprobe spricht ist, dass diese häufig nach Kriterien wie Alter, 
Geschlecht, Region und Bildung repräsentativ ausgesteuert ist. Für die künstlich ge-
bildete Stichprobe in der mehrere Verzehrstage derselben Person als unabhängige 
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Tage verschiedener Personen betrachtet werden, ist der Bezug zu der Grundge-
samtheit nicht mehr gegeben.  
Beide Ansätze gehen mit unterschiedlichen Interpretationen bzw. Annahmen einher, 
so dass die Wahl des Ansatzes auch hiermit begründet werden kann. Bei der übli-
chen Vorgehensweise der Umbildung der Personenstichprobe in eine Stichprobe 
unabhängiger Verzehrstage, wird jede hohe Aufnahme als gleich wahrscheinlich an-
gesehen, einen akuten Effekt zu verursachen. Ganz praktisch bedeutet dies, dass 
eine Person die an zwei oder mehr aufeinanderfolgenden Tage ein Aufnahme eines 
Agens hat, welche die Wirkschwelle für akute Effekte übersteigt, so wird davon aus-
gegangen, dass diese Person auch mehrfach den Effekt ausbildet. Das bedeutet, 
dass auch Überschreitungen toxikologischer Referenzwerte nicht als Anteil Personen 
der Gesamtbevölkerung interpretiert werden können (Slob, 2006). In Abhängigkeit 
des Effektes ist dies jedoch sehr unwahrscheinlich, da die akuten Effekte auch zu 
einer kurzfristigen Umstellung des Ernährungsverhaltens führen können. In diesem 
Fall spricht die wiederholte Aufnahme eher dafür, dass bei dieser Person kein akuter 
Effekt auftrat, auch wenn die Wirkschwelle überschritten war. 
Wenn dieselbe Person innerhalb zusammenhängender Protokolltage mehrere hohe 
Aufnahmen berichtet, kann also auch argumentiert werden, dass die Wahrschein-
lichkeit eines akuten Effektes geringer ist, da ansonsten die wiederholte Aufnahme 
möglicherweise nicht erfolgen würde. Dies versucht der alternative Ansatz zu be-
rücksichtigen, bei dem davon ausgegangen wird, dass innerhalb des Protokollzeit-
raumes jede Person nur einmal den in Frage stehenden akuten Effekt erleidet. Damit 
fließt nur ein Tag pro Person, nämlich der mit der höchsten Aufnahme, in die Aus-
wertung ein. 
Damit kann die Hypothese (4) nur mit Einschränkungen bestätigt werden. Auch wenn 
die vereinfachende Interpretation von mehreren Verzehrstagen einer Person als un-
abhängige Verzehrstage mehrerer Personen in vielen Fällen Schätzungen liefert, die 
über dem hier diskutierten alternativen Ansatz liegen, so gibt es doch Hinweise da-
rauf, dass im Fall von mehreren Verzehrstagen pro Person und einem hohen Anteil 
Verzehrer in der Bevölkerung oft auch eine Unterschätzung erfolgt. 
Es bleibt zu untersuchen, inwieweit der hier vorgestellte Ansatz noch weiter differen-
ziert werden kann. In einigen Verzehrsstudien werden sowohl unabhängige als auch 
abhängige Protokolltage pro Person erfasst. Hier wäre es denkbar, das Maximum 
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über die abhängigen Tage jedes der meist zwei unabhängigen Protokollzeiträume zu 
nehmen und daraus wieder eine neue Stichprobe zu generieren. 
8.7 Unsicherheitsanalysen am Beispiel der Kupferaufnahme bei Verzehr von 
Obst 
Die über den BLS berechnete Gesamtkupferaufnahme aus allen Lebensmitteln in 
Höhe von 2,4 mg pro Tag, deckt sich mit Schätzungen, die auch von Flynn et al. 
(2009) auf Basis des Ernährungssurvey erfolgten. Dort wird die mittlere Kupferauf-
nahme für Männer ab 18 Jahre mit 2,6 mg/ Tag und für Frauen mit 2,1 mg/ Tag an-
gegeben und das 95-te Perzentil der Aufnahme mit 4,2 mg/ Tag für Männer und 3,3 
mg/ Tag für Frauen.  
Die hohen Aufnahmemengen gemessen am 97,5-ten Perzentil der im Rahmen der 
NVS I berechneten Aufnahmemengen liegen bei 4,0 mg/ Tag für Männer und 3,3 mg/ 
Tag  (SCF, 2003). Das BgVV berichtet ein 97,5-tes Perzentil der Aufnahme von Kup-
fer bei erwachsenen Frauen in Höhe von 3,1 mg/ Tag (BgVV, 2002).  
In einer Duplikatstudie in Deutschland wurde eine Kupferaufnahme von 0,8 mg/ Tag 
für den Median und 1,8 mg/ Tag für das 95-te Perzentil ermittelt (Becker et al., 1996).  
Verglichen mit früher berechneten Kupferaufnahmen von 2,3 mg für Männer bzw. 
1,8 mg für Frauen, zeigt sich gemessen an der mittleren Aufnahme eine leichte Er-
höhung der Kupferaufnahme über die Zeit (Heseker, 1998; BgVV, 2002). Röhrig et 
al. (1998) berichten basierend auf Ergebnissen einer Duplikatstudie von einer Ab-
nahme der mittleren Kupferaufnahme im Zeitraum 1988 bis 1996.  
Im Unterschied zu den absoluten Aufnahmemengen ist zu beachten, dass bei Frau-
en gegenüber Männern durchschnittlich um 10% höhere Kupferkonzentrationen im 
Blutplasma gemessen wurden (Heseker, 1998). Dies ist auf das geringere Körper-
gewicht zurückzuführen, was beim Bezug auf die tägliche Aufnahme unberücksichtigt 
bleibt. Resorptionsraten von Kupfer werden im Bereich von 35-70% (Heseker, 1998, 
BgVV, 2002) und einem durchschnittlichen Wert von 57 % berichtet (BgVV, 2002). 
Für Kinder im Alter von 4-10 Jahren wurde eine mittlere Kupferaufnahme von 2,6 mg/ 
Tag und für Jugendliche von 11-17 Jahren von 2,3 mg/ Tag ermittelt (Flynn et al., 
2009). Vegetarier haben offensichtlich eine um bis zu 100% höhere Aufnahme als 
Mischköstler (Röhrig, 1998; SCF, 2003).  Aufgrund der Verwendung kupferhaltiger 
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Präparate zur Behandlung von Pflanzen im ökologischen Landbau, lassen sich höhe-
re Kupferkonzentrationen in ökologisch angebauten Produkten nachweisen als in 
konventionellen Lebensmitteln (Röhrig et al., 1998). Dies lässt vermuten, dass auch 
Bevölkerungsgruppen, die vorwiegend ökologisch angebaute Lebensmittel verzehren 
eine höhere Kupferaufnahme haben. Zudem kann der Einsatz von Kupferverbindun-
gen als Fungizid zu erhöhten Gehlten beispielsweise in Wein führen (La Pera et al., 
2008): 
Kupfer ist für den Menschen essentiell (BgVV, 2002). Die Nährstoffreferenzwerte für 
Erwachsene liegen im Bereich 1,0 – 1,5 mg /Tag13. Damit ist die Menge bezeichnet, 
bei deren durchschnittlicher täglicher Zufuhr, der Bedarf nahezu aller gesunden Indi-
viduen der betrachteten Personengruppe gedeckt ist (Bechthold, 2009).  
Bei lang andauernder Zufuhr großer Kupfermengen können auch nichtreversible 
Schäden auftreten, weshalb für die tägliche maximale Aufnahmemenge (aus allen 
Quellen), ein Wert abgeleitet wird, von dem als unwahrscheinlich angenommen wird, 
dass er für den Menschen eine gesundheitliche Gefahr darstellt, der sogenannte To-
lerable Upper Intake Level (UL) (Bechthold, 2009). Vom BgVV (2002) wurde die Auf-
nahmeberechnung 2003 mit dem vom NRC (2001) abgeleiteten UL von 10 mg/ Tag 
verglichen. Der SCF (2003) hat dagegen einen UL von 5 mg/ Tag abgeleitet. 
Die abgeleiteten und berichteten Aufnahmemengen von Kupfer für die Allgemeinbe-
völkerung überschreiten damit keinen der beiden ULs. Nur für Vegetarier kann sich 
ein Risiko aus der Überschreitung ergeben.  
Die Gesamtaufnahme für Kupfer aus dem BLS ist damit vergleichbar zu anderen 
Studien innerhalb Deutschlands. Innerhalb Europas variiert die mittlere Kupferauf-
nahme im Bereich von 1,0 - 2,3 mg/ Tag für Männer und 0,9 - 1,8 mg/ Tag für Frauen 
(SCF, 2003) bzw. zwischen 1,4-2,6 mg/ Tag für Männer und 1,0 - 2,2 mg/ Tag für 
Frauen (Flynn et al., 2009). Für das 95-te Perzentil sind Spannen zwischen 1,4 - 
4,2 mg/  Tag für Männer und 1,7 - 3,3 mg/ Tag für Frauen berichtet  (Flynn et al., 
                                            
13
 Siehe Internetseite: http://www.dge.de/modules.php?name=Content&pa=showpage&pid=3&page=6. Datum 
28.03.2014. basierend auf „Referenzwerte für die Nährstoffzufuhr“; Hrsg: DGE, ÖGE, SGE, SVE; 1. Auflage, 4., 
korrigierter Nachdruck 2012, Neuer Umschau Buchverlag 
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2009). Aus der französischen TDS werden Aufnahmen von 0,9 mg/ Tag für Erwach-
sene berichtet (LeBlanc et al., 2005). 
Neben der Gesamtaufnahme von Kupfer soll die berechnete durchschnittliche Kup-
ferexposition aus Obst von 0,30 mg pro Tag bei Verwendung des BLS und 0,165 mg 
pro Tag basierend auf dem Lebensmittel-Monitoring betrachtet werden. Eine Schät-
zung für die Kupferaufnahme aus Obst liegt nur aus der Türkei mit einer Kupferauf-
nahme von 0,21 mg/ Tag vor (Bagdatlioglu et al., 2010). Die absoluten Aufnahme-
mengen über Obst entsprechen 13 % (BLS) bzw. 7 % (LM-M) der Gesamtkupferauf-
nahme. Als wichtigste Kupferquellen werden Getreide und daraus hergestellte Le-
bensmittel (28%), Fleisch und Fleischprodukte (18%),  sowie Milch, Milchprodukte 
und Käse (9%), alkoholfreie und alkoholhaltige Getränke (7%) sowie Gemüse und 
Kartoffeln (7%) genannt (Heseker, 1998). In Großbritannien liefern ebenfalls Getreide 
und Getreideprodukte den höchsten Beitrag neben Gemüse und Kartoffeln (SCF, 
2003). Damit erscheint auch der hier geschätzte Beitrag von Obst zur Gesamtkup-
feraufnahme plausibel.
In allen Schätzungen liegt die Kupferaufnahme der deutschen Bevölkerung am 
höchsten. Dies kann durch die verschiedenen Erhebungsinstrumente der Verzehrs-
studien bedingt sein oder durch unterschiedliches Verzehrsverhalten. Eine Möglich-
keit ist jedoch auch, dass dies auf Unsicherheiten bei den Nährstoffdatenbanken zu-
rückzuführen ist. In allen Berechnungen für Deutschland wurde der BLS herangezo-
gen, wenn auch aus unterschiedlichen Versionen. 
Die Nährstoffangaben des BLS sind als mittlere Werte für den jeweiligen BLS-Kode 
ohne zusätzliche Verteilungsparameter oder Streuungsmaße angegeben. Damit lässt 
sich keine quantitative Unsicherheitsanalyse durchführen, die nicht wiederum selbst 
ausschließlich auf nicht verifizierbaren und somit unsicheren Annahmen beruht. 
Deshalb kann die quantitative Unsicherheit hier nur indirekt durch die Verwendung 
alternativer Daten, wie die des LM-M geschätzt werden. 
Über das LM-M war eine Zuordnung zu 35% (68 Lebensmittel-Kodes) der im ES pro-
tokollierten BLS-Kodes möglich. Diese decken jedoch insgesamt 94% der Gesamt-
verzehrsmenge aus der Kategorie Obst ab. Trotzdem ergibt sich bei Nutzung des 
LM-M in Szenario 2 eine Kupferexposition über den Verzehr von Obst von lediglich 
54% der auf Basis des BLS ermittelten Kupferexposition gegenüber Obst. Dies kann 
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entweder durch geringe Angaben für Kupfergehalte im LM-M gegenüber dem BLS 
bedingt sein, oder durch sehr hohe Gehalte in den Lebensmitteln, die im Ernäh-
rungssurvey protokolliert und wenig verzehrt wurden, aber nicht im LM-M untersucht 
wurden. Obst zählt jedoch nicht zu den Lebensmitteln mit bekanntermaßen hohen 
Gehalten (Heseker, 1998). Um dies dennoch zu überprüfen kann der Anteil der LM, 
die in Szenario 1 (BLS) berücksichtigt wurden jedoch nicht in Szenario 2 (LM-M) ent-
halten sind, wie in Tabelle 20 dargestellt getrennt berechnet werden. Bezogen auf 
die Aufnahme von Kupfer über Obst in Szenario 1 tragen diese Lebensmittel in einer 
Höhe von 0,02 mg zur Gesamtkupferexposition aus Obst bei, was einem Anteil von 
7% entspricht. Dieser liegt in ähnlicher Größenordnung wie der Anteil dieser Le-
bensmittel an der Gesamtverzehrsmenge, woraus sich schlussfolgern lässt, dass im 
Fall von Kupfer die Anteile der Verzehrsmengen ein geeignetes Maß sind, um die 
Unsicherheit für die Exposition abzuschätzen. Die sich daraus ergebende Unsicher-
heit von 6-7% kann als gering eingestuft werden und durch entsprechende Hoch-
rechnung der Werte aus Szenario 2 berücksichtigt werden. 
Tabelle 20: Vergleich der in den Szenarien berücksichtigten Verzehrsmengen für Obst und Aufnahme 
von Kupfer über Obst 
 Basis BLS Basis LM-M
Alle verzehrten Lebensmittel der Kategorie Obst 320 0,303 -
Lebensmittel der Kategorie Obst, die auch im LM-
M eine Entsprechung haben 302 0,281 0,165
Prozent 94% 93%
Verzehr in g 
pro Tag
Gehalte in mg Cu pro Tag
  
Entsprechend dazu erhält man beim Vergleich der Aufnahmemengen in Szenario 1 
und Szenario 2, bei dem ausschließlich die Aufnahmemengen der Lebensmittel be-
rücksichtigt werden, die sowohl im BLS als auch im LM-M untersucht wurden, eine 
ähnliche Aussage. Für die Schätzung der Aufnahme auf Basis des LM-M ergibt sich 
eine 41% geringere Aufnahme von Kupfer verglichen zur Schätzung auf Basis des 
BLS. Da die Verzehrsmengen in beiden Schätzungen identisch sind, lässt sich der 
Unterschied darauf zurückführen, dass die im LM-M ermittelten mittleren Kupfergeh-
alte deutlich geringer sind, als die des BLS. Verglichen am Beispiel Apfel, dem Le-
bensmittel mit dem höchsten Beitrag zur Gesamtkupferaufnahme über Obst liegen 
die Werte des BLS mit 0,1 mg/ 100 g höher, als die Mittelwerte des LM-M aus 2001 
und 2007 mit je 0,04 mg/ 100 g (BVL, 2001; BVL, 2007c). Der Wert des BLS liegt 
somit sogar über bzw. in Höhe der zugehörigen 95-ten Perzentile des LM-M von 0,07 
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mg/ 100 g aus 2001 bzw. von 0,11 mg/ 100 g aus 2007. Eine vergleichende Untersu-
chung ergab mittlere Werte für Äpfel aus konventionellem Anbau von 0,035 mg/ 
100 g bzw. 0,077 mg/ 100 g für Äpfel aus ökologischem Anbau (Röhrig, 1998). Die-
ses Spektrum scheint im LM-M abgedeckt, während der BLS noch über den Werten 
aus ökologischem Anbau liegt. 
Für die Berechnung der Kupferexposition aus Obst lässt sich also sagen, dass der 
BLS den Vorteil hat, dass für alle Lebensmittel aus den Verzehrsstudien Kupferge-
halte vorliegen, so dass keine Unsicherheiten aus verzehrten aber nicht untersuchten 
Lebensmitteln vorliegen. Dagegen ist anzumerken, dass die Quellen für die Angaben 
zu Kupfergehalten im BLS nicht bekannt sind und somit bei unterschiedlichen Gehal-
ten für gleiche Lebensmittel im LM-M und BLS die Werte des LM-M vorzuziehen 
sind, da hier von einer ausreichenden Stichprobenzahl von Lebensmitteln des deut-
schen Marktes ausgegangen werden kann. Durch die im Allgemeinen höheren Kup-
fergehalte kommt es aber bei Verwendung des BLS zu einer Überschätzung der Ex-
position, was im Sinne des vorbeugenden Verbraucherschutzes bei der Bewertung 
von gesundheitlichen Risiken als unproblematisch angesehen wird, aus wissen-
schaftlicher Sicht aber nicht wünschenswert ist. 
Das LM-M hat den Vorteil eines nachvollziehbaren, dokumentierten Studiendesigns, 
wodurch eine Reihe potentieller Unsicherheiten ausgeschlossen wird. Allerdings hat 
es den Nachteil, dass immer nur für eine begrenzte Auswahl an Lebensmitteln Pro-
ben genommen werden. Im Fall von Kupfer deckt das LM-M einen Großteil der ver-
zehrten Lebensmittel in der Kategorie Obst ab, der gemessen am BLS auch nur un-
gefähr 7% der Gesamtexposition über Obst ausmacht. Bei anderen Stoffen kann der 
Anteil LM, die im LM-M abgedeckt werden im Vergleich zu den verzehrten Lebens-
mitteln deutlich ungünstiger sein und damit auch die Unterschätzung höher ausfallen. 
Wenn alternative Datenquellen wie der BLS zur Verfügung stehen, sollten diese ge-
nutzt werden, um neben dem Anteil der nicht berücksichtigten Verzehrsmengen auch 
den Anteil der nichtberücksichtigten Exposition zu schätzen. Allerdings ist das Spekt-
rum der Stoffe, die sowohl im  LM-M als auch im BLS untersucht wurden, derzeit ge-
ring. In Fällen, bei denen weder BLS noch andere Datenquellen vorliegen, besteht 
lediglich die Möglichkeit, durch Zusammenfassen in Gruppen aus untersuchten und 
nicht untersuchten Lebensmitteln die Exposition zu extrapolieren, wie dies beispiels-
weise im LExUKon-Projekt getan wurde (Blume et al., 2010). 
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Weder der BLS noch das LM-M unterscheiden nach ökologisch und konventionell 
angebauten Lebensmitteln. Dies kann zu Unsicherheiten bei der Schätzung der Auf-
nahme führen, da Röhrig (1998) im Mittel mehr als 31% höhere Kupfergehalte in 
Früchten aus ökologischem Landbau gemessen hat.  
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9. ZUSAMMENFASSUNG 
Unsicherheitsanalysen in der Expositionsschätzung bekommen in den letzten Jahren 
eine zunehmende Bedeutung. Zum einen ist dies motiviert durch Bestrebungen, re-
gulative Entscheidungen nicht nur auf Basis konservativer Abschätzungen zu treffen, 
sondern die  Exposition möglichst realitätsnäher zu schätzen. Zum anderen tragen 
die Unsicherheitsanalysen zur Transparenz der Bewertungen bei.  
Dabei wurden mehrere Empfehlungen entwickelt, wie Unsicherheitsanalysen im 
Rahmen einer konkreten Expositionsschätzung durchzuführen sind. Bislang existiert 
jedoch weder ein Ansatz, wie die Unsicherheit von typischen wiederkehrend verwen-
deten Datengrundlagen bewertet werden kann. Noch wurde eine solche Bewertung 
für Datensätze im Bereich der Lebensmittelexposition für Deutschland durchgeführt. 
Hier setzt die vorliegende Arbeit an. Zunächst wurde ein Schema zur qualitativen 
Bewertung von Verzehrstudien und Daten zum Vorkommen von Stoffen in Lebens-
mitteln entwickelt. Dieses Schema wurde dann auf alle im Rahmen bevölkerungsbe-
zogener Expositionsschätzung relevanten Verzehrsstudien verschiedener Alters-
gruppen angewendet, Zudem wurde eine qualitative Unsicherheitsbetrachtung für die 
Daten des Lebensmittel-Monitoring und den Bundeslebensmittelschlüssel durchge-
führt. Im Ergebnis hat sich das abgeleitet Schema zur qualitativen Bewertung als hilf-
reich und praktikabel erwiesen, um die wesentlichen Unsicherheiten zu beschreiben 
und einen schnellen Überblick über die Unsicherheiten bereitzustellen. Alle bewerte-
ten Datensätze können im Ergebnis mit kleinen Einschränkungen als hinreichend 
sicher angesehen werden, um im breiten Rahmen in Expositionsschätzungen für 
Deutschland genutzt zu werden. 
Neben den qualitativen Unsicherheiten wurden ausgewählte typischerweise bei der 
Anwendung der diskutierten Datenquellen auftretende Unsicherheiten quantifiziert. 
Dazu zählt zum Einen die Angabe von Konfidenzintervallen für verschiedene statisti-
sche Verteilungsparameter aus dem Lebensmittel-Monitoring. Hierzu wurde ein 
Bootstrap-Verfahren in Excel unter Nutzung von @RISK implementiert, validiert und 
mit dieser Arbeit zur weiteren Anwendung zur Verfügung gestellt. Basierend auf den 
für ausgewählte Substanzen ermittelten Konfidenzintervallen wurde überprüft, ob 
eine Standardbreite von Konfidenzbereichen abgeleitet werden kann. Diese könnten 
zur Unsicherheitsanalyse herangezogen werden, wenn keine Einzeldaten zur Ermitt-
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lung der Konfidenzbereiche verfügbar sind. Für die Kupfergehalte konnte ein Wert 
von 25% abgeleitet werden, der zum Mittelwert dazu addiert bzw. abgezogen werden 
kann, um die Unsicherheit abzubilden. Für das 95-te Perzentil ergab sich ein ent-
sprechender Standard bei 50%. 
Weiterhin wurde auf Basis der Auswertung der im Lebensmittel-Monitoring ange-
passten parametrischen Verteilungsfunktionen geprüft, inwieweit die Lognormalver-
teilung als Standardverteilung für Gehaltsdaten angenommen werden kann. Im Er-
gebnis zeigt sich, dass die untersuchten Gehaltsdaten im deutschen Lebensmittel-
Monitoring tatsächlich eine rechtsschiefe Form aufweisen. Allerdings gibt es offen-
sichtlich eine höhere Wahrscheinlichkeit für den rechten Rand der Verteilung, als bei 
der Lognormalverteilung, der oft besser durch eine Loglogistische Verteilung ange-
passt werden kann. In diesen Fällen birgt die Verwendung der Lognormalverteilung 
ein Risiko zur zumindest leichten Unterschätzung der Exposition bei Verwendung der 
oberen Perzentile. 
Am Beispiel der VELS-Studie wurden zwei Ansätze zur Berechnung der akuten Ex-
position verglichen. Damit kann die Unsicherheit des typischerweise angewendeten 
Vorgehens beschrieben werden, bei dem mehrere Verzehrstage derselben Person 
wie unabhängige Verzehrstage verschiedener Personen behandelt werden. Zum 
Vergleich wurde hier das 95-te Perzentil der Verteilung der maximalen Verzehrs-
menge über die Verzehrstage pro Person berechnet. Es zeigt sich, dass insbesonde-
re für Lebensmittel, die von einem großen Prozentsatz der Bevölkerung verzehrt 
werden und im Durchschnitt mehr als einen Verzehrstag pro Person im Protokollzeit-
raum hatten, ein Risiko zur Unterschätzung durch den typischerweise genutzten An-
satz besteht.  
Am Beispiel der Kupferaufnahme aus Obst, wurde die Anwendung der Konfidenzin-
tervalle demonstriert. Zudem wurde die Aufnahme sowohl unter Verwendung des 
des Lebensmittel-Monitoring und des BLS berechnet. Im Vergleich ergibt sich, dass 
der BLS zwar die vollständigere Datenbasis bietet, aber Unsicherheiten besser durch 
die verfügbaren Einzeldaten im Lebensmittel-Monitoring adressiert werden können. 
Im Vergleich mit anderen Schätzungen lässt sich vermuten, dass der BLS die Kup-
feraufnahme aus Obst überschätzt. Der Einfluss des Aggregationslevels auf dem der 
BLS genutzt wird, war in dem Beispiel vernachlässigbar.  
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Im Ergebnis gibt die Arbeit einen Einblick in die Einbeziehung von Unsicherheitsbe-
trachtungen bei der Expositionsschätzung im Rahmen der gesundheitlichen Risiko-
bewertung. Es wird verdeutlicht, dass eine Diskussion von Unsicherheiten zum 
Schutz des Verbrauchers unerlässlich ist und die Notwendigkeit hierfür durch den 
Einsatz moderner Schätzverfahren steigt. Die wichtigsten Datengrundlagen in 
Deutschland wurden hinsichtlich Ihrer Unsicherheiten dargestellt, so dass eine wich-
tige Voraussetzung für die zukünftige quantitative Beschreibung von Unsicherheiten 
geschaffen wurde. 
Die Arbeit soll mit der bereits eingangs in gekürzter Form zitierten Warnung vor ei-
nem leichtfertigen Glauben an die Wunder der Modellierung von Warren-Hicks et al. 
(1996) schließen: 
 
“What is clear, however, is that the “garbage in, garbage out” adage applies. For 
example, many risk assessment studies employ complicated exposure and popu-
lation models with little or no field measurement available for parameterizing the 
model. The investigators “make up” distributions for some or all of the model in-
puts as part of a conceived Monte Carlo analysis. The investigators then initiate 
the Monte Carlo crank, often with a small number of iterations, and examine the 
resultant distribution of the model predictions. Frequently, the scientists find the 
upper 95th percentile of the model predictions and use this value in a decision-
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Tabelle A.1: Relative Konfidenzintervallbreiten in % für Kupfergehalte im Lebensmit-
tel-Monitoring auf Basis aller Werte, ermittelt mit dem Tool ConFit mit Korrektur. 





1997 290111 Tafelweintraube 
weiß 241 11,8% 12,9% 22,7% 21,2% 24,6% 
1997 530501 Paprikapulver Fruchtgewürz 242 8,1% 5,4% 57,2% 6,8% 5,1% 
1998 060301 Leber Rind 307 10,7% 12,2% 20,2% 19,8% 22,2% 
1998 064006 Fleischteilstück Wildschwein frisch 183 22,4% 8,7% 80,3% 16,2% 18,7% 
1998 101430 Heilbutt 83 40,0% 50,0% 66,9% 36,5% 48,8% 
1998 101435 Schwarzer Heilbutt 92 21,9% 58,7% 30,3% 34,6% 37,6% 
1998 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 193 9,5% 14,9% 27,2% 13,1% 12,9% 
1998 120301 Miesmuschel 91 8,7% 12,2% 30,3% 27,0% 23,3% 
1998 240100 Kartoffeln 256 14,4% 9,2% 62,7% 11,3% 13,7% 
1998 250205 Spargel 261 6,2% 6,0% 23,3% 12,2% 12,6% 
1998 250401 Mohrrübe 219 8,1% 14,0% 31,2% 10,5% 12,0% 
1998 250403 Knollensellerie 190 7,3% 9,1% 41,3% 10,8% 8,0% 
1998 260204 Spinat tiefgefroren 233 11,3% 5,0% 60,8% 12,1% 33,9% 
1998 290102 Erdbeere 251 9,9% 10,9% 46,4% 8,9% 11,6% 
1998 290201 Apfel 284 11,6% 7,3% 56,0% 13,5% 21,0% 
1998 290202 Birne 225 11,1% 8,5% 29,3% 27,6% 21,3% 
1998 290303 Pfirsich 106 9,5% 8,7% 43,7% 9,6% 120,0% 
1998 290304 Aprikose 49 10,0% 15,3% 23,6% 27,0% 31,1% 
1998 290305 Pflaume 66 9,6% 13,3% 17,7% 19,8% 19,2% 
1998 290306 Nektarine 68 9,0% 18,5% 24,4% 16,7% 18,0% 
1998 290307 Süßkirsche 49 10,0% 12,8% 28,0% 19,1% 16,0% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 302 43,2% 0,0% 82,8% 45,4% 18,6% 
1999 063808 Pute Leber 194 3,9% 5,6% 18,5% 4,5% 4,3% 
1999 110204 Makrele geräuchert 253 5,3% 7,5% 10,5% 12,7% 11,2% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 252 7,3% 0,0% 20,6% 17,9% 17,8% 
1999 230403 Leinsamen 212 3,5% 3,6% 13,3% 8,0% 10,8% 
1999 250203 Blumenkohl 246 5,9% 10,7% 20,8% 18,4% 22,0% 
1999 250208 Zwiebel 257 6,8% 6,1% 48,9% 8,2% 11,3% 
1999 250302 Gemüsepaprika 246 6,7% 19,1% 17,1% 8,7% 13,8% 
1999 250307 Melo-
ne/Honigmelone 239 12,1% 12,5% 50,3% 17,4% 17,5% 
1999 270101 Zuchtchampignon 228 4,9% 8,0% 13,4% 8,4% 8,0% 
1999 290506 Papaya 228 9,1% 9,0% 37,5% 23,9% 15,7% 
1999 290514 Rhabarber 212 11,8% 10,8% 59,9% 19,7% 26,5% 
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1999 400604 Nougatcrem süßer Brotaufstrich 230 5,6% 7,4% 13,1% 7,4% 11,2% 
2000 035201 Ziegenkäse 249 7,8% 12,0% 18,9% 21,9% 25,7% 
2000 070902 Schinken roh ge-
räuchert/ungeräuchert 260 12,6% 10,1% 59,4% 13,3% 14,1% 
2000 082602 Kalbsleberwurst fein gekörnt 252 7,2% 7,0% 35,8% 16,3% 12,2% 
2000 082900 Rotwürs-te/Blutwürste 227 44,1% 11,0% 87,9% 19,4% 27,2% 
2000 111239 Lachs, auch Stücke 243 6,2% 14,5% 16,2% 17,8% 28,0% 
2000 150603 Langkornreis 103 7,0% 9,1% 16,1% 14,3% 15,6% 
2000 150608 Reis ungeschliffen 71 10,2% 16,0% 26,7% 5,7% 42,5% 
2000 150609 Parboiled Reis 73 7,7% 12,2% 24,9% 15,9% 21,0% 
2000 220200 Teigwaren 251 4,9% 7,5% 16,4% 5,5% 15,0% 
2000 230404 Sonnenblumenker-
ne 
243 3,4% 3,7% 20,2% 6,2% 7,5% 
2000 250107 Chinakohl 258 7,0% 14,9% 20,2% 22,0% 11,2% 
2000 250113 Wirsingkohl 259 9,1% 6,7% 50,4% 12,3% 13,7% 
2000 250305 Gurke 111 24,3% 0,0% 73,4% 2,0% 76,4% 
2000 261103 Tomatenmark 2fach/3fach konzentriert 250 5,8% 5,4% 12,9% 14,9% 10,4% 
2000 261205 Erbse tiefgefroren 257 4,9% 6,4% 25,4% 8,2% 41,3% 
2000 301508 Sauerkirsche Kon-
serve 
255 5,9% 7,0% 18,9% 10,4% 18,0% 





64 8,1% 19,9% 17,6% 22,0% 14,0% 
2001 060900 Fleischteilstück Kalb 233 24,4% 31,6% 63,6% 15,4% 29,5% 
2001 061001 Leber Kalb 198 15,3% 54,3% 13,3% 19,4% 20,3% 
2001 061002 Niere Kalb 221 7,7% 5,6% 37,7% 29,7% 37,5% 
2001 061702 Niere Schwein 293 6,6% 4,9% 37,2% 9,2% 22,8% 
2001 062300 Fleischteilstück Lamm 215 6,4% 9,5% 23,3% 14,3% 14,1% 
2001 101325 Butter-fisch/Buttermakrele 133 15,4% 13,1% 27,9% 35,0% 68,1% 
2001 101425 Scholle 286 17,8% 5,8% 38,5% 25,0% 59,4% 
2001 104600 Haie, Zuschnitte 78 26,9% 48,4% 44,3% 66,9% 68,0% 
2001 105540 Rotbarsch Filet 237 16,8% 8,5% 60,5% 12,1% 43,8% 
2001 150301 Gerstenkörner 89 7,3% 8,8% 15,9% 9,0% 8,3% 
2001 230104 Linse grün 66 5,9% 9,5% 18,4% 5,6% 27,1% 
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2001 230116 Linse rot 102 6,3% 3,1% 22,9% 29,8% 30,4% 
2001 230117 Linse gelb 41 9,3% 26,2% 19,7% 10,1% 6,5% 
2001 230123 Linse braun 71 3,1% 4,7% 15,3% 10,0% 9,8% 
2001 250101 Kopfsalat 101 17,8% 31,7% 48,8% 20,9% 45,0% 
2001 250122 Porree 256 61,2% 8,9% 94,6% 13,5% 20,2% 
2001 250301 Tomate 276 22,8% 14,2% 69,4% 11,8% 61,5% 
2001 290111 Tafelweintraube 
weiß 291 14,0% 10,8% 50,0% 18,1% 25,0% 
2001 290201 Apfel 100 8,4% 12,5% 20,1% 13,0% 11,2% 
2001 312500 Mehrfruchtsäfte 243 12,3% 12,8% 63,8% 14,0% 25,9% 
2001 331010 Wein (Weißwein) 282 10,1% 23,5% 14,6% 10,0% 13,6% 
2001 400000 Honige 196 15,0% 42,0% 24,8% 39,9% 18,5% 
2001 412502 Fruchtzubereitung für Milchprodukte 262 11,5% 17,1% 31,9% 38,5% 13,6% 
2001 480401 Fertigmenü für Säuglinge mit Rindfleisch 62 6,5% 6,6% 38,8% 13,4% 16,4% 
2001 480402 Fertigmenü für Säuglinge mit Geflügel 61 6,1% 11,1% 13,3% 11,8% 9,1% 
2001 480406 Fertigmenü für Säuglinge mit Kalbfleisch 51 6,3% 15,8% 16,3% 6,1% 6,9% 
2001 
480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
65 8,9% 20,0% 31,8% 23,3% 32,9% 
2002 060200 Fleischteilstück Rind 289 17,9% 11,4% 65,5% 4,8% 9,6% 
2002 060302 Niere Rind 290 8,3% 2,6% 72,2% 5,0% 9,2% 
2002 064221 Fleischteilstück Strauß auch tiefgefroren 75 7,7% 10,2% 31,8% 20,4% 23,4% 
2002 
111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
101 7,4% 12,8% 17,8% 13,5% 17,3% 
2002 230209 Tofu 100 8,1% 9,1% 23,5% 11,0% 39,0% 
2002 240100 Kartoffeln 108 8,4% 18,4% 11,4% 12,0% 10,5% 
2002 250114 Spinat 103 13,4% 11,6% 53,5% 17,2% 17,9% 
2002 250312 Bohne grüne 160 18,3% 5,7% 69,0% 36,6% 55,0% 
2002 250401 Mohrrübe 90 10,3% 13,3% 25,5% 13,8% 17,4% 
2002 262602 Möh-
ren/Karottensaft 222 4,8% 12,5% 15,0% 5,7% 12,4% 
2002 290202 Birne 104 13,3% 17,3% 49,4% 19,6% 16,0% 
2002 290303 Pfirsich 38 9,9% 20,9% 19,6% 12,8% 18,0% 
2002 290306 Nektarine 53 9,0% 21,6% 15,7% 11,3% 9,1% 
2002 290401 Orange 30 14,2% 0,0% 21,8% 6,8% 25,1% 
2002 290402 Mandarine 110 6,7% 10,5% 19,2% 22,0% 22,4% 
2002 290499 Orange, essbarer Anteil 97 7,1% 16,7% 11,6% 7,7% 8,2% 
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2002 290502 Banane 38 8,2% 8,1% 28,8% 11,8% 21,4% 
2002 290599 Banane, essbarer Anteil 62 7,8% 16,2% 20,1% 12,7% 20,2% 
2002 310101 Traubensaft rot 228 12,0% 23,9% 22,9% 15,0% 30,5% 
2002 310208 Johannisbeernektar 
rot 227 19,5% 60,0% 46,2% 0,0% 0,0% 
2002 
331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
236 12,5% 20,4% 23,5% 25,2% 18,0% 
2002 360603 Vollbier Pils 251 14,0% 77,0% 26,8% 45,7% 20,0% 
2002 440101 Schokolade 286 7,8% 29,2% 7,4% 7,2% 6,1% 
2002 470801 Teeaufguß aus un-fermentiertem Tee 106 43,7% 0,0% 29,5% 50,8% 65,2% 
2002 470804 Teeaufguß aus fermentiertem Tee 105 58,0% 36,4% 45,8% 0,0% 97,7% 
2002 
480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
238 7,5% 12,8% 7,9% 20,5% 11,0% 
2002 530508 Pfeffer weiß Fruchtgewürz 117 3,6% 3,2% 25,7% 9,3% 9,6% 





223 9,2% 8,5% 39,9% 36,0% 0,0% 
2003 063602 Fleischteilstück Ente auch tiefgefroren 245 5,5% 7,6% 14,7% 7,3% 14,2% 
2003 063702 Fleischteilstück Gans auch tiefgefroren 247 46,1% 12,5% 82,0% 11,0% 20,3% 
2003 100605 Hering (Clupea harengus) Seefisch 40 4,5% 6,4% 18,7% 6,5% 7,0% 
2003 150101 Weizenkörner 110 6,9% 6,7% 23,4% 10,4% 9,4% 
2003 150600 Reis 100 6,7% 11,8% 13,3% 5,8% 5,6% 
2003 250111 Weißkohl 94 29,5% 25,0% 43,2% 106,9% 53,3% 
2003 250203 Blumenkohl 103 8,9% 10,0% 23,7% 17,5% 7,2% 
2003 250302 Gemüsepaprika 298 7,3% 8,2% 21,0% 5,6% 7,3% 
2003 250305 Gurke 244 14,6% 15,3% 33,7% 21,0% 0,0% 
2003 250308 Aubergine 106 15,6% 20,0% 17,4% 32,1% 21,8% 
2003 261205 Erbse tiefgefroren 104 5,6% 5,2% 23,5% 7,9% 4,9% 
2003 530200 Gewürze Blätter Kräuter 255 26,6% 13,0% 76,1% 26,9% 17,9% 
2004 080500 Brühwürstchen um-gerötet 247 6,5% 9,9% 34,4% 23,0% 13,6% 
2004 100605 Hering (Clupea harengus) Seefisch 205 2,5% 4,2% 11,8% 8,5% 7,9% 
2004 150201 Roggenkörner 103 18,3% 5,2% 81,0% 5,5% 11,5% 
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2004 230501 Erdnuß 22 7,9% 10,2% 26,3% 6,5% 5,3% 
2004 230502 Walnuß 35 12,5% 19,6% 37,2% 10,8% 13,4% 
2004 230503 Haselnuß 31 6,4% 6,5% 44,5% 25,7% 17,9% 
2004 230806 Mandel gemahlen 45 4,8% 5,6% 24,6% 11,4% 14,3% 
2004 250101 Kopfsalat 48 17,5% 40,0% 31,2% 32,1% 33,6% 
2004 250102 Feldsalat 47 34,8% 23,6% 79,3% 123,2% 107,9% 
2004 250110 Rotkohl 97 12,3% 0,0% 54,8% 47,1% 35,1% 
2004 250122 Porree 98 14,9% 21,2% 37,0% 21,1% 34,5% 
2004 250126 Eisbergsalat 61 20,3% 25,5% 60,1% 16,7% 200,0% 
2004 250142 Rucola 44 58,8% 34,9% 80,2% 29,9% 80,6% 
2004 250301 Tomate 91 13,5% 0,0% 32,2% 30,6% 46,2% 
2004 290102 Erdbeere 101 10,9% 12,1% 30,2% 38,8% 35,9% 
2004 290501 Ananas 191 6,4% 11,3% 10,1% 10,0% 10,6% 
2004 311603 Orangensaft 102 22,1% 0,0% 91,1% 6,1% 5,9% 
2005 080106 Salami Kaliber un-ter 70 mm 2.211.05 151 42,6% 8,5% 93,1% 8,4% 55,4% 





122 7,6% 19,0% 33,2% 13,2% 44,9% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 85 8,6% 16,0% 16,3% 21,5% 12,4% 
2005 150600 Reis 108 9,7% 11,7% 33,9% 8,1% 12,2% 
2005 161113 Müsliriegel/-happen 145 7,3% 8,7% 20,3% 22,5% 26,6% 
2005 161401 Weizenbrotteig 71 10,0% 18,4% 33,9% 21,7% 28,2% 
2005 161505 Blätterteig 65 7,6% 9,1% 35,3% 28,0% 18,4% 
2005 230402 Mohn 66 5,0% 7,8% 33,9% 8,2% 9,5% 
2005 230403 Leinsamen 62 4,2% 4,6% 19,6% 7,1% 11,5% 
2005 240100 Kartoffeln 101 10,2% 19,5% 34,0% 7,6% 30,8% 
2005 240506 Kartoffelbreipulver 69 8,5% 15,2% 26,8% 18,9% 24,3% 
2005 250114 Spinat 149 12,0% 10,0% 36,3% 32,7% 81,2% 
2005 250201 Broccoli 68 7,2% 9,5% 14,6% 9,7% 11,7% 
2005 250204 Artischocke 54 12,4% 19,4% 18,9% 24,7% 35,4% 
2005 250312 Bohne grüne 130 11,1% 10,0% 60,2% 4,1% 12,3% 
2005 250401 Mohrrübe 105 11,5% 12,8% 50,8% 10,0% 20,4% 
2005 280101 Champignon Kon-
serve 
80 8,5% 11,1% 20,7% 14,3% 12,1% 
2005 280303 Shiitakepilz ge-trocknet 75 6,8% 9,4% 23,1% 7,4% 5,3% 
2005 290202 Birne 108 7,8% 7,3% 28,5% 10,4% 14,0% 
2005 290303 Pfirsich 133 6,3% 11,7% 20,0% 17,0% 20,0% 
2005 290401 Orange 112 7,4% 8,5% 23,6% 18,5% 12,5% 
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2005 290402 Mandarine 20 75,0% 18,6% 95,6% 784,0% 427,6% 
2005 310601 Apfelsaft 99 13,7% 20,0% 20,7% 50,0% 26,0% 
2005 311601 Grapefruitsaft 65 17,8% 16,7% 69,1% 0,0% 64,5% 
2005 312101 Ananassaft 51 10,9% 34,5% 15,6% 18,3% 15,1% 
2005 334200 Qualitätsschaum-
wein 125 15,3% 50,0% 35,0% 18,7% 101,4% 
2005 339000 Traubenmost, teil-
weise gegoren 63 28,6% 75,6% 37,6% 49,8% 60,1% 
2005 431601 Marzipanrohmasse 48 17,3% 5,6% 46,7% 44,9% 54,8% 
2005 431900 Süßwaren aus Rohmassen anderer Art 77 14,2% 28,3% 29,1% 41,2% 31,7% 
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2002 060200 Fleischteilstück Rind 289 3,2% 2,4% 10,9% 3,1% 7,4% 
2002 060302 Niere Rind 290 4,4% 2,2% 22,1% 19,2% 24,3% 
2001 060900 Fleischteilstück Kalb 233 3,8% 4,6% 9,7% 4,7% 5,6% 
2001 061001 Leber Kalb 198 9,3% 9,0% 19,1% 19,6% 12,0% 
2001 061002 Niere Kalb 221 7,9% 5,9% 25,3% 18,8% 12,5% 
2001 061702 Niere Schwein 237 8,9% 4,8% 73,4% 6,5% 5,1% 





223 4,1% 3,3% 17,5% 13,1% 15,4% 
2003 063602 Fleischteilstück Ente auch tiefgefroren 245 5,3% 5,4% 11,3% 10,7% 10,0% 
2003 063702 Fleischteilstück Gans auch tiefgefroren 247 6,1% 19,2% 13,1% 5,9% 8,8% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 302 6,7% 12,0% 8,1% 9,8% 11,2% 
1999 063808 Pute Leber 194 5,5% 4,0% 28,5% 10,5% 15,8% 
2002 064221 Fleischteilstück Strauß auch tiefgefroren 75 7,4% 8,2% 20,0% 28,4% 25,9% 
2001 101325 Butter-fisch/Buttermakrele 133 6,8% 6,0% 15,7% 20,8% 26,0% 
2001 101425 Scholle 285 3,4% 5,7% 18,5% 6,4% 8,5% 
2001 104600 Haie, Zuschnitte 78 8,5% 5,5% 26,2% 15,2% 30,8% 
2001 105540 Rotbarsch Filet 237 3,5% 4,5% 15,1% 6,0% 11,2% 
1999 110204 Makrele geräuchert 252 6,4% 7,1% 10,2% 12,0% 12,1% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 252 6,4% 7,3% 21,8% 10,7% 18,0% 
2002 
111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
101 6,5% 3,5% 42,9% 18,4% 55,4% 
2003 150101 Weizenkörner 110 4,0% 8,6% 13,1% 2,7% 7,9% 
2001 150301 Gerstenkörner 89 6,8% 13,0% 19,0% 13,2% 18,3% 
2003 150600 Reis 100 7,3% 7,8% 12,1% 8,4% 16,3% 
2000 150603 Langkornreis 104 7,5% 10,7% 11,3% 8,4% 8,4% 
2000 150608 Reis ungeschliffen 72 9,5% 9,3% 48,1% 12,1% 11,1% 
2000 150609 Parboiled Reis 74 12,0% 9,2% 26,7% 23,8% 28,5% 
2000 220200 Teigwaren 251 3,5% 4,1% 13,0% 7,0% 6,1% 
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2001 230104 Linse grün 66 4,0% 5,8% 19,1% 5,2% 5,4% 
2001 230116 Linse rot 102 4,8% 4,0% 14,8% 3,7% 4,4% 
2001 230117 Linse gelb 41 6,0% 12,9% 29,0% 6,4% 13,9% 
2001 230123 Linse braun 71 4,2% 8,6% 23,8% 15,9% 18,4% 
2002 230209 Tofu 100 5,5% 6,0% 15,5% 6,2% 21,7% 
2000 230404 Sonnenblumenker-
ne 
243 4,2% 1,9% 47,9% 3,2% 8,5% 
1998 240100 Kartoffeln 256 4,4% 7,4% 13,8% 7,6% 8,6% 
2002 240100 Kartoffeln 108 5,8% 5,1% 13,3% 11,4% 14,8% 
2001 250101 Kopfsalat 101 13,8% 21,2% 37,7% 19,4% 23,2% 
2000 250107 Chinakohl 263 50,3% 4,4% 91,9% 6,0% 34,7% 
2003 250111 Weißkohl 96 10,0% 11,6% 31,3% 28,0% 25,7% 
2000 250113 Wirsingkohl 257 47,1% 6,0% 92,5% 9,4% 23,3% 
2002 250114 Spinat 104 15,2% 27,9% 26,4% 17,2% 23,9% 
2001 250122 Porree 256 5,2% 9,1% 12,4% 8,8% 17,8% 
1999 250203 Blumenkohl 246 4,0% 5,9% 21,4% 7,0% 5,0% 
2003 250203 Blumenkohl 103 6,6% 11,3% 15,7% 24,5% 17,5% 
1998 250205 Spargel 261 10,6% 5,1% 63,2% 5,6% 58,2% 
1999 250208 Zwiebel 251 5,2% 5,8% 32,1% 11,5% 12,9% 
2001 250301 Tomate 273 11,8% 5,3% 62,1% 10,0% 11,8% 
1999 250302 Gemüsepaprika 241 17,5% 6,7% 79,1% 9,3% 12,3% 
2003 250302 Gemüsepaprika 298 4,3% 4,6% 22,4% 3,0% 9,6% 
2000 250305 Gurke 111 15,7% 7,0% 52,8% 31,8% 66,9% 
2003 250305 Gurke 239 4,3% 7,3% 16,2% 8,4% 8,0% 
1999 250307 Melo-
ne/Honigmelone 231 7,1% 11,4% 22,9% 21,2% 15,7% 
2003 250308 Aubergine 106 7,2% 7,1% 19,5% 20,8% 19,5% 
2002 250312 Bohne grüne 160 5,7% 10,0% 13,0% 11,1% 17,4% 
1998 250401 Mohrrübe 219 8,8% 13,6% 25,7% 12,6% 15,8% 
2002 250401 Mohrrübe 90 11,9% 11,8% 30,8% 23,5% 29,4% 
1998 250403 Knollensellerie 190 7,3% 9,1% 26,7% 11,3% 17,3% 
1998 260204 Spinat tiefgefroren 233 7,2% 9,1% 14,2% 14,5% 23,1% 
2000 261103 Tomatenmark 2fach/3fach konzentriert 250 10,0% 4,0% 63,2% 5,0% 11,0% 
2000 261205 Erbse tiefgefroren 246 10,2% 3,5% 65,3% 11,6% 16,2% 
2003 261205 Erbse tiefgefroren 104 4,4% 6,0% 13,4% 7,2% 7,9% 
2002 262602 Möh-
ren/Karottensaft 222 8,6% 6,0% 51,0% 9,5% 14,3% 
1999 270101 Zuchtchampignon 228 6,2% 6,2% 33,1% 6,3% 15,2% 
1998 290102 Erdbeere 251 10,7% 8,2% 43,1% 16,8% 39,3% 
1998 290201 Apfel 284 15,6% 16,7% 33,2% 15,7% 24,1% 
2001 290201 Apfel 100 12,0% 17,5% 23,1% 16,7% 61,3% 
1998 290202 Birne 225 12,6% 12,1% 38,5% 20,7% 27,2% 
2002 290202 Birne 104 8,5% 12,0% 18,9% 14,4% 16,4% 
1998 290303 Pfirsich 103 9,4% 11,4% 17,7% 18,4% 23,5% 
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2002 290303 Pfirsich 38 7,7% 13,4% 30,8% 11,5% 14,1% 
1998 290304 Aprikose 49 12,0% 19,8% 22,7% 13,3% 18,6% 
1998 290305 Pflaume 66 12,8% 19,2% 27,1% 17,4% 14,2% 
1998 290306 Nektarine 68 46,2% 17,4% 85,9% 192,8% 64,6% 
2002 290306 Nektarine 53 10,6% 17,5% 27,1% 20,1% 26,6% 
1998 290307 Süßkirsche 49 31,2% 10,7% 34,0% 72,8% 68,8% 
2002 290401 Orange 30 13,0% 10,5% 40,5% 37,4% 42,3% 
2002 290402 Mandarine 110 8,1% 13,8% 26,5% 16,3% 11,8% 
2002 290499 Orange, essbarer Anteil 97 21,7% 11,3% 68,8% 18,2% 81,0% 
2002 290502 Banane 38 5,6% 5,9% 45,3% 9,6% 13,2% 
1999 290506 Papaya 228 153,1% 5,0% 99,2% 20,0% 32,2% 
1999 290514 Rhabarber 212 8,9% 12,1% 18,2% 18,4% 24,5% 
2002 290599 Banane, essbarer Anteil 62 8,5% 10,7% 25,3% 15,9% 23,2% 
2000 301508 Sauerkirsche Kon-
serve 
255 77,3% 19,4% 80,2% 25,0% 284,2% 
2002 310101 Traubensaft rot 228 7,1% 0,0% 18,8% 10,0% 17,6% 
2002 310208 Johannisbeernektar 
rot 227 7,0% 15,4% 14,1% 4,0% 9,1% 
2001 312500 Mehrfruchtsäfte 243 6,6% 17,2% 24,4% 11,7% 16,3% 
2001 331010 Wein (Weißwein) 282 7,1% 9,3% 13,1% 14,2% 12,0% 
2002 
331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
236 8,5% 12,8% 21,8% 7,5% 26,0% 
2002 360603 Vollbier Pils 251 17,2% 123,2% 28,2% 50,0% 50,0% 
2001 400000 Honige 194 22,0% 24,7% 52,8% 47,8% 35,4% 
1999 400604 Nougatcrem süßer Brotaufstrich 230 6,9% 4,9% 26,7% 6,5% 10,2% 
2001 412502 Fruchtzubereitung für Milchprodukte 262 17,1% 0,0% 36,9% 71,8% 56,7% 
2002 440101 Schokolade 286 8,8% 17,5% 21,3% 13,9% 57,7% 
2002 470801 Teeaufguß aus un-fermentiertem Tee 106 41,6% 4,0% 29,1% 48,9% 45,8% 
2002 470804 Teeaufguß aus fermentiertem Tee 105 52,8% 19,0% 36,3% 2145,3% 96,0% 
2002 
480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
238 9,7% 19,3% 7,2% 6,3% 6,2% 





64 9,6% 11,1% 13,0% 7,2% 14,7% 
2001 480401 Fertigmenü für Säuglinge mit Rindfleisch 62 12,9% 8,2% 65,9% 15,7% 127,4% 
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2001 480402 Fertigmenü für Säuglinge mit Geflügel 61 15,9% 9,4% 48,5% 105,9% 80,4% 
2001 480406 Fertigmenü für Säuglinge mit Kalbfleisch 51 15,5% 16,5% 24,6% 37,2% 24,7% 
2001 
480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
65 15,6% 29,0% 20,9% 27,9% 31,8% 
2003 530200 Gewürze Blätter Kräuter 255 11,7% 8,3% 39,8% 14,0% 21,6% 
2002 530508 Pfeffer weiß Fruchtgewürz 117 5,4% 4,2% 24,9% 24,6% 27,7% 
2002 530509 Pfeffer schwarz Fruchtgewürz 117 6,0% 5,2% 33,5% 12,2% 33,0% 
2004 080500 Brühwürstchen um-gerötet 246 3,6% 5,0% 18,5% 8,9% 11,8% 
2004 100605 Hering (Clupea harengus) Seefisch 165 4,6% 6,9% 13,8% 14,1% 12,2% 
2004 150201 Roggenkörner 103 4,8% 6,4% 12,2% 8,5% 9,7% 
2004 230501 Erdnuß 22 5,7% 4,6% 56,5% 5,5% 8,7% 
2004 230502 Walnuß 35 10,5% 14,9% 30,7% 14,6% 12,8% 
2004 230503 Haselnuß 31 3,9% 4,8% 29,8% 12,4% 10,6% 
2004 230806 Mandel gemahlen 45 5,3% 9,7% 27,5% 8,5% 14,4% 
2004 250101 Kopfsalat 48 16,3% 20,7% 30,3% 25,3% 30,2% 
2004 250102 Feldsalat 47 9,0% 14,4% 19,6% 11,5% 13,0% 
2004 250110 Rotkohl 97 7,2% 9,3% 28,1% 19,6% 32,7% 
2004 250122 Porree 98 11,7% 13,2% 48,8% 9,5% 37,1% 
2004 250126 Eisbergsalat 61 9,9% 12,0% 27,3% 14,2% 19,9% 
2004 250142 Rucola 44 21,5% 26,0% 33,5% 51,9% 43,6% 
2004 250301 Tomate 91 6,3% 15,5% 14,0% 13,1% 11,4% 
2004 290102 Erdbeere 101 6,7% 8,4% 13,2% 10,9% 20,3% 
2004 290501 Ananas 192 6,4% 12,1% 12,9% 11,1% 12,7% 
2004 311603 Orangensaft 102 12,4% 7,5% 59,9% 0,0% 17,5% 
2005 080106 Salami Kaliber un-ter 70 mm 2.211.05 151 4,5% 7,3% 15,0% 22,3% 18,3% 





122 6,9% 9,6% 30,1% 28,1% 25,0% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 85 16,8% 15,4% 38,0% 47,9% 42,0% 
2005 150600 Reis 108 8,7% 12,0% 33,7% 10,2% 20,1% 
2005 161113 Müsliriegel/-happen 145 5,1% 6,7% 15,5% 6,5% 9,0% 
2005 161401 Weizenbrotteig 71 8,2% 7,9% 29,4% 13,8% 20,2% 
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2005 161505 Blätterteig 65 8,4% 8,9% 28,8% 21,7% 26,1% 
2005 230402 Mohn 66 5,7% 9,4% 29,0% 10,5% 9,6% 
2005 230403 Leinsamen 62 4,6% 6,1% 23,1% 10,9% 12,8% 
2005 240100 Kartoffeln 101 6,7% 12,0% 29,2% 14,7% 13,6% 
2005 240506 Kartoffelbreipulver 69 9,5% 14,3% 35,4% 18,3% 35,0% 
2005 250114 Spinat 149 8,9% 10,4% 22,2% 12,0% 17,2% 
2005 250201 Broccoli 68 8,4% 11,1% 16,0% 12,9% 25,0% 
2005 250204 Artischocke 54 8,5% 12,7% 25,5% 6,4% 22,1% 
2005 250312 Bohne grüne 130 4,1% 6,0% 22,3% 7,0% 25,5% 
2005 250401 Mohrrübe 105 8,7% 13,6% 19,4% 25,5% 12,7% 
2005 280101 Champignon Kon-
serve 
80 8,5% 9,1% 27,1% 20,3% 26,8% 
2005 280303 Shiitakepilz ge-trocknet 75 6,0% 7,7% 25,2% 9,5% 8,7% 
2005 290202 Birne 108 7,9% 14,0% 33,3% 15,0% 13,5% 
2005 290303 Pfirsich 133 6,3% 9,1% 15,5% 9,1% 22,9% 
2005 290401 Orange 112 10,4% 10,5% 39,9% 25,8% 26,3% 
2005 290402 Mandarine 20 11,2% 22,0% 42,4% 24,5% 21,5% 
2005 310601 Apfelsaft 99 15,7% 50,0% 40,5% 34,6% 41,2% 
2005 311601 Grapefruitsaft 65 7,5% 16,7% 15,6% 20,0% 0,0% 
2005 312101 Ananassaft 51 7,9% 6,7% 18,0% 29,1% 18,4% 
2005 334200 Qualitätsschaum-
wein 126 10,1% 0,0% 17,9% 27,3% 23,7% 
2005 339000 Traubenmost, teil-
weise gegoren 63 18,1% 0,0% 39,4% 101,0% 51,0% 
2005 431601 Marzipanrohmasse 48 5,8% 4,3% 22,0% 11,7% 11,6% 
2005 431900 Süßwaren aus Rohmassen anderer Art 77 9,3% 20,0% 20,7% 9,6% 12,3% 
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2000 032501 Frischkäse, Stan-dardsorten 80 35,5% 21,7% 39,8% 512,6% 87,3% 
2000 035201 Ziegenkäse 79 14,3% 19,4% 15,0% 27,9% 16,9% 
2002 060200 Fleischteilstück Rind 284 8,6% 11,7% 13,0% 7,4% 12,7% 
1998 060301 Leber Rind 137 12,0% 18,8% 12,8% 13,0% 15,0% 
2002 060302 Niere Rind 285 3,5% 4,0% 10,1% 2,5% 4,6% 
2001 060900 Fleischteilstück Kalb 121 12,6% 35,9% 19,5% 12,0% 55,5% 
2001 061001 Leber Kalb 124 15,9% 20,4% 31,3% 18,1% 94,6% 
2001 061002 Niere Kalb 134 6,3% 9,9% 12,8% 7,7% 7,1% 
2001 061702 Niere Schwein 161 5,8% 7,0% 12,0% 11,4% 16,6% 





221 7,5% 10,0% 10,9% 7,4% 12,4% 
2003 063602 Fleischteilstück Ente auch tiefgefroren 241 13,5% 7,4% 54,9% 11,0% 28,5% 
2003 063702 Fleischteilstück Gans auch tiefgefroren 247 15,6% 18,0% 46,5% 15,6% 24,6% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 144 19,0% 17,7% 71,9% 12,5% 16,7% 
1998 064006 Fleischteilstück Wildschwein frisch 58 11,4% 17,0% 29,5% 26,1% 34,4% 
2002 064221 Fleischteilstück Strauß auch tiefgefroren 75 27,7% 17,6% 55,3% 23,4% 108,1% 
2000 070902 Schinken roh ge-
räuchert/ungeräuchert 104 9,6% 12,7% 18,9% 18,9% 21,3% 
2000 082602 Kalbsleberwurst fein gekörnt 137 36,5% 5,9% 90,1% 12,5% 19,1% 
2000 082900 Rotwürs-te/Blutwürste 120 10,1% 27,3% 18,0% 25,6% 22,2% 
2001 101325 Butter-fisch/Buttermakrele 77 9,2% 8,1% 21,1% 11,4% 36,1% 
2001 101425 Scholle 138 10,7% 10,9% 24,1% 26,4% 34,1% 
1998 101430 Heilbutt 39 16,2% 18,9% 33,2% 46,6% 34,1% 
1998 101435 Schwarzer Heilbutt 40 16,5% 17,4% 47,8% 36,2% 78,6% 
1998 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 26 18,4% 25,0% 43,4% 19,3% 61,6% 
2001 104600 Haie, Zuschnitte 40 33,6% 25,6% 72,7% 35,0% 314,0% 
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2001 105540 Rotbarsch Filet 142 8,3% 7,8% 18,6% 25,1% 32,9% 
1999 110204 Makrele geräuchert 88 19,5% 9,5% 71,8% 7,8% 21,1% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 110 7,0% 10,5% 16,2% 10,5% 15,4% 
2000 111239 Lachs, auch Stücke 102 9,4% 27,8% 14,2% 12,0% 14,3% 
2002 
111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
80 10,1% 8,3% 25,3% 13,6% 37,3% 
1998 120301 Miesmuschel 65 12,7% 20,0% 19,6% 25,6% 25,0% 
1999 150101 Weizenkörner 45 32,5% 75,0% 49,0% 91,5% 62,1% 
2003 150101 Weizenkörner 102 61,9% 0,0% 73,5% 36,2% 42,0% 
2001 150301 Gerstenkörner 47 18,7% 37,9% 37,1% 46,8% 47,1% 
2003 150600 Reis 91 29,0% 154,5% 26,6% 36,7% 26,1% 
2000 150603 Langkornreis 25 38,9% 60,0% 57,3% 56,3% 76,6% 
2000 150608 Reis ungeschliffen 43 35,5% 44,6% 58,1% 36,0% 91,3% 
2000 150609 Parboiled Reis 45 26,3% 76,6% 31,6% 50,0% 32,8% 
1999 160907 Hafervollkornflo-
cken 139 18,4% 17,1% 18,8% 66,7% 40,0% 
2000 220200 Teigwaren 99 22,2% 26,1% 31,9% 35,6% 50,1% 
2001 230104 Linse grün 37 13,3% 29,7% 29,9% 15,9% 24,7% 
2001 230116 Linse rot 62 23,8% 57,4% 13,2% 11,0% 23,1% 
2001 230117 Linse gelb 16 22,0% 33,3% 41,1% 39,5% 36,1% 
2001 230123 Linse braun 56 10,5% 6,5% 20,1% 22,0% 11,2% 
2002 230209 Tofu 100 26,3% 180,0% 32,8% 41,0% 85,3% 
2000 230404 Sonnenblumenker-
ne 
142 12,4% 22,2% 14,9% 22,0% 29,8% 
2002 240100 Kartoffeln 102 23,9% 41,7% 18,3% 53,4% 19,0% 
2001 250101 Kopfsalat 52 34,5% 57,1% 15,7% 0,0% 0,0% 
2000 250107 Chinakohl 100 24,5% 42,9% 33,5% 0,0% 174,3% 
2003 250111 Weißkohl 84 57,3% 0,0% 67,2% 40,5% 131,6% 
2000 250113 Wirsingkohl 81 23,7% 52,9% 22,6% 52,0% 30,0% 
2002 250114 Spinat 93 37,7% 100,0% 23,3% 89,9% 0,0% 
2001 250122 Porree 157 22,8% 40,0% 29,5% 0,0% 150,0% 
1999 250203 Blumenkohl 134 25,8% 53,8% 38,6% 46,1% 56,4% 
2003 250203 Blumenkohl 103 39,0% 163,2% 45,5% 50,0% 88,1% 
2001 250301 Tomate 143 28,4% 25,0% 22,2% 150,0% 60,0% 
1999 250302 Gemüsepaprika 125 24,4% 50,0% 35,5% 88,7% 50,0% 
2003 250302 Gemüsepaprika 291 59,9% 0,0% 54,2% 0,0% 117,4% 
2000 250305 Gurke 62 36,3% 122,2% 36,6% 71,4% 49,1% 
2003 250305 Gurke 223 68,8% 0,0% 65,6% 100,0% 138,2% 
1999 250307 Melo-
ne/Honigmelone 125 72,4% 0,0% 88,7% 16,7% 53,3% 
2003 250308 Aubergine 106 115,8% 0,0% 100,0% 0,0% 0,0% 
2002 250312 Bohne grüne 140 21,6% 0,0% 35,5% 31,1% 60,9% 
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2002 250401 Mohrrübe 90 78,8% 16,7% 88,1% 0,0% 0,0% 
2000 261103 Tomatenmark 2fach/3fach konzentriert 104 24,9% 28,2% 29,9% 46,3% 35,1% 
2000 261205 Erbse tiefgefroren 121 16,6% 37,5% 19,9% 10,3% 9,4% 
2003 261205 Erbse tiefgefroren 104 26,4% 0,0% 20,5% 34,7% 30,5% 
2002 262602 Möh-
ren/Karottensaft 197 18,5% 80,0% 26,3% 224,7% 70,0% 
1999 270101 Zuchtchampignon 115 14,5% 28,9% 25,5% 23,7% 52,5% 
2001 290201 Apfel 61 66,5% 25,0% 69,7% 0,0% 0,0% 
2002 290202 Birne 104 17,3% 20,0% 9,0% 22,0% 0,0% 
2002 290303 Pfirsich 38 40,6% 9,7% 23,2% 0,0% 91,0% 
2002 290306 Nektarine 53 59,4% 212,5% 63,6% 0,0% 0,0% 
2002 290401 Orange 17 6,7% 0,0% 7,4% 0,0% 0,0% 
2002 290402 Mandarine 110 21,2% 16,7% 20,6% 43,3% 48,0% 
2002 290499 Orange, essbarer Anteil 97 26,6% 120,0% 20,8% 0,0% 47,9% 
2002 290502 Banane 38 47,1% 58,3% 75,0% 244,8% 88,0% 
1999 290506 Papaya 97 18,3% 20,0% 38,8% 36,0% 52,6% 
1999 290514 Rhabarber 127 15,5% 77,8% 5,0% 0,0% 0,0% 
2002 290599 Banane, essbarer Anteil 52 27,0% 133,3% 14,7% 42,0% 0,0% 
2000 301508 Sauerkirsche Kon-
serve 
121 32,0% 0,0% 58,3% 0,0% 400,0% 
2002 310101 Traubensaft rot 228 22,8% 0,0% 18,2% 206,7% 0,0% 
2002 310208 Johannisbeernektar 
rot 227 16,6% 0,0% 22,1% 150,0% 77,3% 
2001 312500 Mehrfruchtsäfte 116 22,2% 150,0% 21,8% 60,0% 27,5% 
2002 
331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
226 22,0% 100,0% 24,2% 163,2% 88,0% 
2002 360603 Vollbier Pils 251 14,8% 0,0% 14,8% 56,3% 46,0% 
2001 400000 Honige 87 25,1% 150,0% 16,9% 61,0% 0,0% 
2001 412502 Fruchtzubereitung für Milchprodukte 116 30,8% 0,0% 33,7% 150,0% 124,7% 
2002 440101 Schokolade 286 16,8% 18,0% 18,8% 80,1% 34,0% 
2002 470801 Teeaufguß aus un-fermentiertem Tee 101 20,1% 0,0% 26,0% 55,6% 20,0% 
2002 470804 Teeaufguß aus fermentiertem Tee 100 16,6% 0,0% 20,2% 0,0% 40,0% 
2002 
480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
238 18,4% 21,0% 15,1% 60,9% 25,0% 
2000 480306 Obstbrei für Säug-linge/Kleink. 21 27,7% 0,0% 12,6% 20,0% 20,0% 
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9 107,4% 366,7% 96,0% 122,6% 93,2% 
2001 480401 Fertigmenü für Säuglinge mit Rindfleisch 40 43,8% 72,9% 81,1% 78,0% 207,2% 
2001 480402 Fertigmenü für Säuglinge mit Geflügel 39 32,1% 180,0% 57,1% 60,2% 118,8% 
2001 480406 Fertigmenü für Säuglinge mit Kalbfleisch 29 75,3% 0,0% 95,8% 117,4% 587,5% 
2001 
480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
43 59,4% 40,0% 92,3% 134,7% 80,6% 
2003 530200 Gewürze Blätter Kräuter 255 53,1% 0,0% 72,9% 45,5% 91,3% 
2002 530508 Pfeffer weiß Fruchtgewürz 117 27,5% 72,4% 43,8% 22,5% 189,5% 





174 11,9% 50,0% 8,3% 0,0% 0,0% 
2004 080500 Brühwürstchen um-gerötet 244 6,9% 4,9% 26,5% 12,3% 11,0% 
2004 100605 Hering (Clupea harengus) Seefisch 125 2,9% 3,7% 13,7% 3,4% 10,1% 
2004 150201 Roggenkörner 101 23,9% 22,2% 31,0% 63,0% 69,5% 
2004 230501 Erdnuß 22 34,5% 63,1% 61,6% 67,9% 69,7% 
2004 230502 Walnuß 34 56,6% 100,0% 52,2% 89,2% 90,5% 
2004 230503 Haselnuß 31 73,0% 245,6% 50,8% 96,5% 93,1% 
2004 230806 Mandel gemahlen 45 23,3% 50,0% 63,1% 23,9% 31,3% 
2004 250101 Kopfsalat 48 19,2% 0,0% 12,3% 0,0% 0,0% 
2004 250102 Feldsalat 47 12,2% 3,4% 15,0% 0,0% 0,0% 
2004 250110 Rotkohl 97 23,8% 50,0% 37,2% 55,7% 42,9% 
2004 250122 Porree 98 30,1% 50,0% 27,8% 78,5% 85,0% 
2004 250126 Eisbergsalat 61 20,2% 166,7% 10,2% 0,0% 0,0% 
2004 250142 Rucola 44 20,3% 0,0% 37,0% 40,0% 69,5% 
2004 250301 Tomate 91 13,4% 0,0% 9,8% 0,0% 0,0% 
2004 290102 Erdbeere 101 17,2% 50,0% 19,9% 66,7% 0,0% 
2004 290501 Ananas 192 19,9% 16,9% 37,7% 55,7% 113,6% 
2004 311603 Orangensaft 102 28,6% 0,0% 63,2% 105,1% 0,0% 
2005 080106 Salami Kaliber un-ter 70 mm 2.211.05 151 8,9% 11,9% 38,6% 11,1% 17,6% 
2005 080300 Rohwürste streich-fähig 143 8,0% 9,2% 16,4% 18,4% 20,1% 
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113 3,2% 4,8% 14,4% 6,4% 6,8% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 86 11,6% 17,4% 18,6% 21,2% 21,5% 
2005 150600 Reis 108 18,0% 38,6% 18,2% 17,6% 29,5% 
2005 161113 Müsliriegel/-happen 145 15,1% 31,2% 34,6% 32,2% 32,7% 
2005 161401 Weizenbrotteig 71 17,9% 0,0% 47,7% 75,9% 93,7% 
2005 161505 Blätterteig 65 10,8% 0,0% 54,4% 150,0% 46,2% 
2005 230402 Mohn 66 21,2% 26,4% 34,8% 33,3% 32,4% 
2005 230403 Leinsamen 62 23,4% 79,0% 13,7% 12,3% 21,0% 
2005 240100 Kartoffeln 101 39,0% 0,0% 77,0% 170,0% 528,6% 
2005 240506 Kartoffelbreipulver 69 38,5% 0,0% 59,6% 225,0% 85,7% 
2005 250114 Spinat 147 132,4% 12,0% 97,1% 35,5% 40,6% 
2005 250201 Broccoli 68 7,9% 50,0% 17,9% 40,0% 46,7% 
2005 250204 Artischocke 54 17,5% 50,0% 57,2% 267,9% 74,7% 
2005 250312 Bohne grüne 130 15,9% 0,0% 47,1% 29,0% 50,0% 
2005 250401 Mohrrübe 105 25,9% 0,0% 46,5% 42,4% 38,4% 
2005 280101 Champignon Kon-
serve 
75 22,5% 50,0% 31,7% 25,7% 80,6% 
2005 280303 Shiitakepilz ge-trocknet 74 17,3% 23,2% 48,2% 18,8% 124,8% 
2005 290202 Birne 108 16,6% 0,0% 20,5% 53,8% 0,0% 
2005 290303 Pfirsich 133 11,0% 0,0% 13,5% 0,0% 50,0% 
2005 290401 Orange 112 13,7% 0,0% 27,9% 40,0% 0,0% 
2005 290402 Mandarine 20 21,2% 0,0% 84,6% 60,0% 60,0% 
2005 310601 Apfelsaft 99 15,8% 100,0% 10,7% 0,0% 100,0% 
2005 311601 Grapefruitsaft 65 5,3% 0,0% 10,9% 0,0% 0,0% 
2005 312101 Ananassaft 51 15,7% 0,0% 30,7% 72,4% 60,0% 
2005 334200 Qualitätsschaum-
wein 126 14,4% 25,0% 3,4% 0,0% 0,0% 
2005 339000 Traubenmost, teil-
weise gegoren 63 21,2% 0,0% 12,4% 0,0% 0,0% 
2005 431601 Marzipanrohmasse 48 14,9% 62,2% 0,5% 0,0% 0,0% 
2005 431900 Süßwaren aus Rohmassen anderer Art 77 22,2% 160,0% 46,1% 26,5% 75,2% 
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1999 031701 Camembert versch. Fettstufen 236 11,4% 33,3% 34,9% 23,5% 20,0% 
2000 032501 Frischkäse, Stan-dardsorten 239 17,9% 0,0% 58,7% 25,0% 46,6% 
2000 035201 Ziegenkäse 254 22,4% 100,0% 52,9% 58,5% 34,6% 
1997 035202 Schafkäse 230 14,9% 27,3% 25,3% 23,7% 22,0% 
2002 060200 Fleischteilstück Rind 289 13,3% 0,0% 40,8% 70,1% 49,4% 
1998 060301 Leber Rind 316 11,6% 15,0% 26,2% 21,0% 40,0% 
2002 060302 Niere Rind 290 10,2% 15,0% 26,5% 38,6% 29,3% 
2001 060900 Fleischteilstück Kalb 233 14,7% 0,0% 48,5% 55,2% 41,0% 
2001 061001 Leber Kalb 198 17,5% 25,0% 32,3% 30,8% 78,5% 
2001 061002 Niere Kalb 226 14,9% 13,0% 38,2% 18,0% 32,3% 
1996 061701 Leber Schwein 297 11,0% 0,0% 14,8% 26,4% 42,0% 
1997 061701 Leber Schwein 294 74,9% 15,2% 90,1% 40,0% 59,3% 
2001 061702 Niere Schwein 298 20,6% 23,1% 60,6% 17,4% 32,5% 
2001 062300 Fleischteilstück Lamm 215 14,0% 33,3% 32,2% 38,7% 30,2% 





223 33,3% 0,0% 26,9% 56,2% 47,1% 
2003 063602 Fleischteilstück Ente auch tiefgefroren 244 29,2% 0,0% 20,6% 52,9% 40,3% 
2003 063702 Fleischteilstück Gans auch tiefgefroren 246 26,7% 0,0% 20,8% 57,4% 46,1% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 302 17,4% 30,0% 55,6% 75,0% 49,7% 
1999 063808 Pute Leber 194 34,2% 23,1% 87,9% 55,0% 34,8% 
1997 064006 Fleischteilstück Wildschwein frisch 207 114,5% 26,5% 90,5% 1330,0% 2325,4% 
1998 064006 Fleischteilstück Wildschwein frisch 183 118,9% 33,3% 99,0% 177,8% 310,7% 
2002 064221 Fleischteilstück Strauß auch tiefgefroren 75 64,8% 0,0% 80,3% 61,4% 49,1% 
2000 070902 Schinken roh ge-
räuchert/ungeräuchert 260 13,3% 20,7% 20,9% 33,7% 43,8% 
1999 080136 Salami Kaliber un-ter/über 70 mm 254 16,5% 33,3% 44,4% 6,0% 33,3% 
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2000 082602 Kalbsleberwurst fein gekörnt 252 16,8% 27,7% 44,5% 29,4% 223,7% 
2000 082900 Rotwürs-te/Blutwürste 230 11,6% 20,0% 28,4% 62,9% 18,7% 
1995 100605 Hering (Clupea harengus) Seefisch 187 22,9% 40,0% 21,9% 62,5% 46,2% 
1996 100605 Hering (Clupea harengus) Seefisch 187 17,7% 80,0% 21,6% 0,0% 39,9% 
2003 100605 Hering (Clupea harengus) Seefisch 40 58,1% 0,0% 37,4% 62,2% 54,5% 
2001 101325 Butter-fisch/Buttermakrele 133 13,5% 25,0% 16,7% 20,2% 21,8% 
2001 101425 Scholle 286 14,7% 0,0% 24,9% 25,6% 42,7% 
1998 101430 Heilbutt 94 38,6% 100,0% 57,8% 63,2% 64,1% 










222 47,7% 10,0% 81,9% 28,3% 25,3% 
1997 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 158 21,4% 0,0% 49,6% 23,5% 152,4% 
1998 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 193 33,1% 100,0% 62,0% 57,1% 54,9% 
2001 104600 Haie, Zuschnitte 78 16,7% 65,0% 20,8% 20,0% 45,9% 
1995 105235 Seelachsfilet 298 36,2% 25,0% 78,9% 32,0% 41,7% 
1996 105235 Seelachsfilet 223 19,8% 33,3% 46,0% 100,0% 49,0% 
2001 105540 Rotbarsch Filet 237 28,2% 10,0% 69,3% 16,7% 43,8% 
1999 110204 Makrele geräuchert 259 25,4% 80,0% 51,5% 50,6% 51,9% 
1997 110205 Aal gräuchert 232 12,5% 12,0% 30,4% 20,0% 28,6% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 262 11,1% 0,0% 25,9% 70,0% 38,9% 
2000 111239 Lachs, auch Stücke 248 13,9% 0,0% 37,4% 0,0% 37,5% 
2002 
111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
101 12,8% 30,0% 33,9% 0,0% 115,0% 
1995 120101 Nordseekrabbe 60 46,8% 44,4% 58,8% 176,9% 217,8% 
1995 120102 Shrimps 47 52,4% 145,5% 67,7% 61,5% 66,1% 
1995 120103 Prawns 22 37,1% 86,0% 49,9% 54,6% 57,5% 
1995 120113 Tiefseegarnele 80 39,0% 0,0% 50,7% 89,1% 62,6% 
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1995 120121 Eismeerkrabbe 4 80,0% 100,0% 8,2% 85,1% 85,4% 
1998 120301 Miesmuschel 94 10,4% 15,0% 21,5% 18,5% 17,0% 
1997 150101 Weizenkörner 228 48,2% 0,0% 85,6% 33,1% 34,2% 
1998 150101 Weizenkörner 236 36,3% 33,3% 76,6% 36,4% 33,3% 
1999 150101 Weizenkörner 103 25,4% 13,3% 40,8% 51,4% 78,2% 
2003 150101 Weizenkörner 110 56,7% 0,0% 64,3% 52,3% 45,9% 
1997 150201 Roggenkörner 231 25,6% 23,3% 44,5% 57,9% 74,4% 
1998 150201 Roggenkörner 217 11,6% 25,0% 23,4% 19,0% 19,1% 
2001 150301 Gerstenkörner 89 39,8% 50,0% 58,1% 56,7% 53,1% 
2003 150600 Reis 100 64,5% 0,0% 48,5% 368,1% 101,7% 
2000 150603 Langkornreis 104 62,4% 30,0% 80,8% 516,7% 412,8% 
2000 150608 Reis ungeschliffen 72 60,4% 0,0% 89,1% 66,7% 40,0% 
2000 150609 Parboiled Reis 74 34,9% 50,0% 62,5% 34,9% 56,6% 
2003 160801 Speisekleie aus Weizen 240 30,9% 0,0% 43,0% 25,5% 20,2% 
1999 160907 Hafervollkornflo-
cken 249 24,0% 0,0% 36,4% 37,5% 50,2% 
2000 220200 Teigwaren 251 23,4% 25,9% 41,0% 51,2% 48,7% 
2001 230104 Linse grün 66 46,6% 50,0% 61,6% 79,6% 103,1% 
2001 230116 Linse rot 101 56,9% 23,1% 73,9% 106,8% 85,9% 
2001 230117 Linse gelb 41 35,7% 60,0% 61,5% 50,2% 66,3% 
2001 230123 Linse braun 71 13,7% 0,0% 29,6% 10,0% 91,7% 
2002 230209 Tofu 100 11,0% 25,0% 29,0% 40,7% 49,7% 
1999 230403 Leinsamen 212 44,6% 0,0% 78,3% 19,1% 49,9% 
2000 230404 Sonnenblumenker-
ne 
243 22,9% 0,0% 45,2% 29,8% 28,3% 
1997 230701 Erdnuß geröstet gesalzen 26 42,9% 66,9% 66,0% 22,0% 271,4% 
2000 230701 Erdnuß geröstet gesalzen 24 39,4% 78,6% 51,8% 57,4% 58,9% 
1998 240100 Kartoffeln 256 14,8% 13,6% 31,8% 33,3% 41,5% 
2002 240100 Kartoffeln 108 22,0% 10,0% 45,2% 37,5% 27,0% 
1997 250101 Kopfsalat 40 32,2% 199,7% 54,9% 46,3% 137,6% 
2001 250101 Kopfsalat 101 27,7% 53,8% 31,0% 33,6% 59,9% 
1995 250102 Feldsalat 168 27,9% 19,6% 49,2% 33,2% 93,1% 
1997 250102 Feldsalat 40 32,8% 98,3% 49,1% 80,2% 72,3% 
1995 250106 Endivie 102 25,0% 22,0% 34,0% 45,1% 75,0% 
1996 250106 Endivie 183 102,9% 35,0% 95,7% 83,3% 45,1% 
2000 250107 Chinakohl 263 19,0% 10,0% 32,8% 30,6% 55,7% 
2003 250111 Weißkohl 99 51,5% 0,0% 52,9% 58,1% 132,2% 
1997 250112 Grünkohl 90 31,7% 16,9% 72,1% 20,5% 26,8% 
2000 250113 Wirsingkohl 263 27,9% 35,3% 69,1% 33,3% 29,7% 
2002 250114 Spinat 104 21,1% 35,8% 29,9% 40,3% 40,0% 
1995 250115 Bleichsellerie 91 41,8% 100,0% 55,9% 57,1% 83,2% 
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2001 250122 Porree 256 15,4% 16,7% 35,1% 31,3% 25,8% 
1995 250126 Eisbergsalat 272 36,5% 0,0% 65,8% 35,5% 34,7% 
1996 250126 Eisbergsalat 223 31,7% 0,0% 67,2% 41,6% 46,0% 
1997 250126 Eisbergsalat 40 29,5% 0,0% 68,4% 185,7% 60,4% 
1997 250134 Eichblattsalat 39 57,0% 0,0% 74,8% 350,0% 309,6% 
1997 250135 Bataviasalat 40 25,4% 100,0% 46,2% 61,3% 25,9% 
1995 250137 Lollo rosso 155 19,4% 25,6% 31,4% 30,3% 42,3% 
1997 250137 Lollo rosso 42 66,7% 0,0% 85,6% 20,0% 42,4% 
1997 250201 Broccoli 222 61,5% 20,0% 82,9% 23,6% 28,6% 
1996 250202 Kohlrabi 223 41,5% 0,0% 79,3% 42,1% 47,4% 
1999 250203 Blumenkohl 246 44,9% 0,0% 79,1% 70,0% 60,0% 
2003 250203 Blumenkohl 103 39,6% 0,0% 30,6% 63,3% 48,1% 
1998 250205 Spargel 261 23,7% 0,0% 51,8% 107,5% 72,4% 
1999 250208 Zwiebel 257 28,7% 0,0% 62,2% 25,0% 91,0% 
2001 250301 Tomate 277 17,7% 0,0% 40,6% 33,3% 58,8% 
1999 250302 Gemüsepaprika 246 39,6% 0,0% 73,6% 47,6% 83,3% 
2003 250302 Gemüsepaprika 300 24,5% 0,0% 17,0% 29,5% 32,9% 
1995 250305 Gurke 299 17,3% 0,0% 30,1% 38,3% 35,0% 
1996 250305 Gurke 225 15,9% 0,0% 47,4% 23,1% 23,7% 
2000 250305 Gurke 111 36,3% 50,0% 47,8% 93,7% 100,0% 
2003 250305 Gurke 243 70,4% 0,0% 83,7% 41,8% 43,8% 
1999 250307 Melo-
ne/Honigmelone 239 30,2% 0,0% 74,8% 26,7% 23,0% 
2003 250308 Aubergine 106 177,2% 0,0% 100,0% 0,0% 0,0% 
1995 250312 Bohne grüne 259 17,4% 23,1% 27,6% 22,1% 102,2% 
1996 250312 Bohne grüne 194 56,4% 0,0% 82,1% 37,5% 40,0% 
2002 250312 Bohne grüne 160 20,1% 0,0% 51,2% 20,0% 110,5% 
1998 250401 Mohrrübe 219 24,9% 25,0% 72,1% 18,9% 26,0% 
2002 250401 Mohrrübe 90 28,7% 33,3% 60,9% 83,3% 35,2% 
1998 250403 Knollensellerie 190 81,3% 20,0% 88,6% 34,5% 171,6% 
1998 260204 Spinat tiefgefroren 233 30,4% 0,0% 76,3% 24,2% 24,6% 
2000 261103 Tomatenmark 2fach/3fach konzentriert 250 22,7% 50,0% 50,7% 13,6% 22,8% 
2000 261205 Erbse tiefgefroren 257 34,0% 36,4% 69,3% 26,9% 95,2% 
2003 261205 Erbse tiefgefroren 104 33,3% 0,0% 23,0% 23,4% 39,0% 
2002 262602 Möh-
ren/Karottensaft 222 11,1% 35,0% 26,4% 33,8% 27,3% 
2003 270100 Kulturpilze 40 100,0% 0,0% 100,0% 0,0% 100,0% 
1999 270101 Zuchtchampignon 228 9,5% 0,0% 25,2% 55,0% 35,3% 
1998 290102 Erdbeere 251 18,5% 0,0% 54,9% 25,9% 125,0% 
1998 290201 Apfel 284 35,1% 0,0% 69,1% 26,2% 57,3% 
2001 290201 Apfel 100 14,0% 0,0% 35,9% 5,0% 66,3% 
1998 290202 Birne 225 36,5% 20,0% 76,2% 26,1% 42,2% 
2002 290202 Birne 104 18,9% 19,1% 26,6% 29,8% 19,0% 
1998 290303 Pfirsich 106 22,1% 90,0% 48,4% 86,7% 41,4% 
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2002 290303 Pfirsich 38 14,5% 25,9% 18,0% 17,6% 4,8% 
1998 290304 Aprikose 48 49,4% 25,0% 79,4% 212,3% 78,4% 
1998 290305 Pflaume 66 24,3% 0,0% 46,9% 39,5% 45,7% 
1998 290306 Nektarine 68 36,2% 0,0% 73,2% 0,0% 81,5% 
2002 290306 Nektarine 53 16,4% 100,0% 14,8% 35,0% 25,0% 
1998 290307 Süßkirsche 47 22,7% 0,0% 43,7% 53,4% 64,3% 
2002 290401 Orange 30 31,4% 0,0% 59,2% 100,6% 71,8% 
2002 290402 Mandarine 110 17,3% 0,0% 43,1% 79,4% 43,0% 
2002 290499 Orange, essbarer Anteil 97 19,2% 50,0% 34,2% 150,0% 71,9% 
2002 290502 Banane 38 17,7% 0,0% 28,0% 28,3% 34,5% 
1999 290506 Papaya 228 22,3% 0,0% 49,6% 93,3% 67,0% 
1999 290514 Rhabarber 212 14,9% 73,0% 37,4% 25,0% 17,9% 
2002 290599 Banane, essbarer Anteil 62 22,1% 0,0% 44,1% 100,0% 133,3% 
2000 301508 Sauerkirsche Kon-
serve 
255 12,5% 0,0% 22,7% 33,3% 0,0% 
2002 310101 Traubensaft rot 226 12,2% 12,2% 50,6% 15,1% 38,5% 
2002 310208 Johannisbeernektar 
rot 227 23,6% 40,0% 64,0% 29,8% 36,0% 
2001 312500 Mehrfruchtsäfte 243 7,5% 0,0% 25,4% 25,0% 20,0% 
2001 331010 Wein (Weißwein) 282 7,4% 12,9% 16,9% 13,5% 16,8% 
2002 
331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
236 9,9% 16,0% 29,5% 7,0% 20,4% 
2002 360603 Vollbier Pils 251 14,1% 0,0% 48,0% 16,0% 0,0% 
2001 400000 Honige 197 55,5% 29,2% 87,7% 52,3% 37,1% 
1999 400604 Nougatcrem süßer Brotaufstrich 230 47,6% 0,0% 76,0% 26,7% 97,8% 
2001 412502 Fruchtzubereitung für Milchprodukte 262 11,9% 26,7% 24,8% 43,2% 36,0% 
2002 440101 Schokolade 286 12,1% 0,0% 26,3% 14,9% 23,3% 
1999 460101 Kaffee roh 24 37,0% 100,0% 76,9% 68,3% 74,5% 
1999 460201 Kaffee geröstet 213 20,9% 0,0% 31,1% 78,3% 68,2% 
2002 470801 Teeaufguß aus un-fermentiertem Tee 106 38,1% 0,0% 39,2% 75,9% 76,5% 
2002 470804 Teeaufguß aus fermentiertem Tee 105 44,2% 0,0% 75,9% 375,0% 80,8% 
1999 480101 Milchpulverzuberei-tung für Säugl. und Kleink. 191 15,6% 0,0% 37,6% 42,9% 65,1% 
2000 480106 Milchfreie Säug-lingsnahrung 125 18,4% 33,3% 32,9% 54,0% 39,7% 
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480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
238 11,2% 30,0% 21,7% 66,7% 0,0% 





64 20,4% 100,0% 43,8% 34,2% 0,0% 
2001 480401 Fertigmenü für Säuglinge mit Rindfleisch 62 9,8% 0,0% 6,6% 0,0% 0,0% 
2001 480402 Fertigmenü für Säuglinge mit Geflügel 61 9,4% 0,0% 3,8% 0,0% 0,0% 
2001 480406 Fertigmenü für Säuglinge mit Kalbfleisch 51 10,1% 0,0% 2,8% 0,0% 0,0% 
2001 
480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
65 8,8% 0,0% 6,3% 0,0% 0,0% 
2003 530200 Gewürze Blätter Kräuter 255 21,8% 19,4% 33,2% 28,1% 33,6% 
1997 530501 Paprikapulver Fruchtgewürz 247 37,2% 29,5% 67,9% 24,1% 18,1% 
2002 530508 Pfeffer weiß Fruchtgewürz 117 24,5% 34,7% 54,3% 31,0% 75,2% 





336 10,0% 0,0% 17,3% 25,0% 0,0% 
2004 080500 Brühwürstchen um-gerötet 247 11,5% 0,0% 27,3% 47,5% 29,0% 
2004 100605 Hering (Clupea harengus) Seefisch 207 5,2% 0,0% 72,8% 10,0% 20,0% 
2004 120300 Muscheltiere 201 11,0% 19,0% 21,6% 27,4% 27,8% 
2004 150201 Roggenkörner 103 15,9% 13,0% 43,9% 39,0% 38,9% 
2004 230501 Erdnuß 22 29,2% 0,0% 71,2% 67,6% 76,4% 
2004 230502 Walnuß 35 22,3% 0,0% 23,6% 40,5% 30,0% 
2004 230503 Haselnuß 31 14,5% 53,3% 41,9% 52,8% 30,3% 
2004 230806 Mandel gemahlen 45 11,9% 0,0% 37,9% 36,2% 39,5% 
2004 250101 Kopfsalat 48 30,7% 39,4% 55,3% 37,9% 106,5% 
2004 250102 Feldsalat 47 30,7% 30,3% 65,5% 29,3% 127,4% 
2004 250110 Rotkohl 97 16,7% 60,0% 31,4% 28,4% 102,1% 
2004 250122 Porree 98 20,6% 12,5% 28,9% 60,5% 44,9% 
2004 250126 Eisbergsalat 61 14,2% 100,0% 14,6% 0,0% 45,0% 
2004 250142 Rucola 44 36,0% 17,1% 68,4% 32,9% 48,9% 
2004 250301 Tomate 91 18,6% 99,6% 32,1% 23,1% 49,3% 
2004 290102 Erdbeere 101 19,4% 70,0% 47,7% 45,0% 134,8% 
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2004 290501 Ananas 192 17,5% 0,0% 55,6% 20,0% 79,0% 
2004 311603 Orangensaft 102 16,4% 0,0% 22,4% 20,0% 23,9% 
2005 080106 Salami Kaliber un-ter 70 mm 2.211.05 151 17,3% 17,6% 40,7% 44,0% 129,9% 





122 26,7% 0,0% 67,9% 0,0% 250,0% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 86 16,0% 20,0% 15,6% 30,0% 13,0% 
2005 150600 Reis 108 20,5% 0,0% 49,8% 72,3% 80,5% 
2005 161113 Müsliriegel/-happen 145 13,1% 0,0% 34,7% 35,3% 31,6% 
2005 161401 Weizenbrotteig 71 16,5% 25,0% 28,1% 97,5% 44,5% 
2005 161505 Blätterteig 65 13,7% 81,8% 33,3% 26,1% 24,0% 
2005 230402 Mohn 66 17,6% 23,3% 23,2% 36,7% 27,4% 
2005 230403 Leinsamen 61 46,7% 0,0% 66,6% 284,6% 100,0% 
2005 240100 Kartoffeln 101 18,0% 0,0% 29,4% 50,0% 44,0% 
2005 240506 Kartoffelbreipulver 69 48,2% 0,0% 98,2% 810,0% 691,3% 
2005 250114 Spinat 149 18,3% 17,9% 34,2% 29,4% 64,4% 
2005 250201 Broccoli 68 18,5% 100,0% 7,3% 0,0% 0,0% 
2005 250204 Artischocke 54 16,5% 0,0% 26,7% 36,9% 29,5% 
2005 250312 Bohne grüne 130 20,8% 80,0% 20,2% 65,8% 0,0% 
2005 250401 Mohrrübe 105 14,1% 28,6% 14,2% 26,7% 19,4% 
2005 280101 Champignon Kon-
serve 
82 16,9% 0,0% 20,8% 18,4% 20,0% 
2005 280303 Shiitakepilz ge-trocknet 75 20,0% 31,7% 43,3% 34,2% 88,8% 
2005 290202 Birne 108 22,6% 16,7% 36,0% 78,7% 59,8% 
2005 290303 Pfirsich 133 18,5% 100,0% 42,7% 69,0% 73,1% 
2005 290401 Orange 112 17,1% 81,8% 21,0% 35,0% 50,0% 
2005 290402 Mandarine 20 59,2% 0,0% 83,3% 259,2% 160,6% 
2005 310601 Apfelsaft 99 15,0% 0,0% 59,0% 60,0% 28,6% 
2005 311601 Grapefruitsaft 65 15,8% 0,0% 23,1% 8,5% 105,5% 
2005 312101 Ananassaft 51 18,2% 0,0% 54,7% 100,0% 44,4% 
2005 334200 Qualitätsschaum-
wein 126 13,7% 17,6% 38,0% 23,1% 27,6% 
2005 339000 Traubenmost, teil-
weise gegoren 63 19,2% 42,9% 30,1% 37,5% 52,8% 
2005 431601 Marzipanrohmasse 48 13,1% 5,3% 53,5% 205,0% 205,0% 
2005 431900 Süßwaren aus Rohmassen anderer Art 76 38,3% 0,0% 42,7% 43,5% 46,9% 
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zungsmittel, ... 304 26,6% 0,0% 28,8% 43,6% 34,5% 
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Tabelle A.5: Relative Konfidenzintervallbreiten in % für Cadmiumgehalte im Lebens-
mittel-Monitoring auf Basis aller Werte, ermittelt mit dem Tool ConFit mit Korrektur. 





1999 031701 Camembert versch. 
Fettstufen 
236 45,1% 0,0% 82,5% 0,0% 420,0% 
2000 032501 Frischkäse, Stan-
dardsorten 
239 21,5% 0,0% 57,2% 0,0% 400,0% 
2000 035201 Ziegenkäse 254 28,5% 18,8% 65,2% 50,0% 41,7% 
1997 035202 Schafkäse 230 22,2% 0,0% 46,7% 27,6% 66,7% 
2002 060200 Fleischteilstück 
Rind 
289 14,4% 25,0% 27,9% 80,0% 55,6% 
1998 060301 Leber Rind 316 8,2% 12,3% 19,3% 13,7% 16,7% 
2002 060302 Niere Rind 290 12,0% 12,4% 24,6% 18,6% 25,5% 
2001 060900 Fleischteilstück 
Kalb 
233 38,9% 0,0% 81,5% 33,3% 374,1% 
2001 061001 Leber Kalb 198 17,0% 21,1% 43,3% 19,4% 79,8% 
2001 061002 Niere Kalb 226 11,7% 18,4% 25,1% 12,8% 16,1% 
1996 061701 Leber Schwein 297 9,5% 0,0% 35,6% 16,7% 26,1% 
1997 061701 Leber Schwein 294 8,8% 11,4% 24,1% 13,5% 28,9% 
2001 061702 Niere Schwein 298 9,1% 8,3% 32,0% 16,2% 23,3% 
2001 062300 Fleischteilstück 
Lamm 
215 29,7% 0,0% 62,0% 40,0% 165,1% 
1996 062401 Leber Lamm/Schaf 300 13,5% 17,5% 20,9% 18,0% 25,9% 
2003 063402 Fleischteilstück 
Hauskaninchen auch tiefge-
froren 
223 36,7% 0,0% 41,2% 31,0% 37,5% 
2003 063602 Fleischteilstück 
Ente auch tiefgefroren 
244 67,5% 0,0% 72,9% 54,8% 60,2% 
2003 063702 Fleischteilstück 
Gans auch tiefgefroren 
247 56,2% 0,0% 69,3% 33,3% 61,8% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 
302 14,4% 0,0% 31,5% 100,0% 0,0% 
1999 063808 Pute Leber 194 8,8% 8,6% 25,7% 19,7% 24,2% 
1997 064006 Fleischteilstück 
Wildschwein frisch 
213 13,5% 0,0% 34,1% 17,6% 27,7% 
1998 064006 Fleischteilstück 
Wildschwein frisch 
183 40,1% 0,0% 76,8% 38,3% 147,9% 
2002 064221 Fleischteilstück 
Strauß auch tiefgefroren 
75 58,2% 0,0% 90,6% 0,0% 447,9% 
2000 070902 Schinken roh ge-
räuchert/ungeräuchert 
260 25,8% 28,6% 66,3% 36,4% 42,3% 
1999 080136 Salami Kaliber un-
ter/über 70 mm 
254 29,6% 0,0% 36,1% 208,4% 40,6% 
2000 082602 Kalbsleberwurst 
fein gekörnt 
252 12,3% 10,0% 48,4% 22,2% 24,7% 
2000 082900 Rotwürste/ Blut-
würste 
230 13,4% 0,0% 43,5% 37,5% 18,2% 
1995 100605 Hering (Clupea 
harengus) Seefisch 
187 17,5% 44,0% 30,1% 22,2% 45,3% 
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1996 100605 Hering (Clupea 
harengus) Seefisch 
187 20,1% 16,7% 58,1% 27,7% 25,0% 
2003 100605 Hering (Clupea 
harengus) Seefisch 
40 28,8% 37,8% 43,9% 147,6% 49,2% 
2001 101325 Butter-
fisch/Buttermakrele 
133 11,6% 17,3% 22,9% 12,9% 44,8% 
2001 101425 Scholle 286 24,9% 42,9% 28,9% 126,7% 44,6% 
1998 101430 Heilbutt 94 27,6% 100,0% 22,6% 25,1% 20,7% 
1998 101435 Schwarzer Heilbutt 99 30,1% 50,0% 44,0% 48,4% 75,8% 
1995 102615 Regenbogenforelle 
(Salmo gaidnerii) Süßwas-
serfisch 
344 19,8% 33,3% 46,3% 0,0% 23,7% 
1996 102615 Regenbogenforelle 
(Salmo gaidnerii) Süßwas-
serfisch 
222 17,9% 33,3% 47,3% 35,0% 0,0% 
1997 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 
158 21,7% 0,0% 41,1% 37,5% 46,3% 
1998 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 
193 18,5% 0,0% 51,0% 33,3% 59,1% 
2001 104600 Haie, Zuschnitte 78 46,3% 32,2% 71,6% 179,3% 193,2% 
1995 105235 Seelachsfilet 298 13,8% 0,0% 33,3% 0,0% 41,7% 
1996 105235 Seelachsfilet 223 24,7% 45,0% 36,2% 87,5% 50,0% 
2001 105540 Rotbarsch Filet 237 18,6% 0,0% 46,8% 30,1% 166,7% 
1999 110204 Makrele geräuchert 259 10,0% 14,3% 20,4% 12,1% 15,4% 
1997 110205 Aal gräuchert 232 48,4% 42,0% 81,2% 40,8% 23,0% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 
262 10,1% 13,3% 26,3% 15,3% 18,6% 
2000 111239 Lachs, auch Stücke 248 23,4% 37,5% 59,2% 0,0% 100,0% 
2002 111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
101 9,3% 0,0% 12,7% 0,0% 0,0% 
1995 120101 Nordseekrabbe 60 23,5% 8,7% 48,7% 44,6% 99,2% 
1995 120102 Shrimps 47 56,2% 30,8% 75,5% 163,0% 83,5% 
1995 120103 Prawns 22 53,6% 150,0% 67,4% 74,8% 81,4% 
1995 120113 Tiefseegarnele 80 63,6% 65,2% 71,1% 67,7% 91,1% 
1995 120121 Eismeerkrabbe 4 123,5% 295,7% 92,1% 97,3% 97,6% 
1998 120301 Miesmuschel 95 9,6% 7,5% 22,7% 23,4% 26,0% 
1997 150101 Weizenkörner 228 8,1% 15,8% 18,3% 13,1% 27,6% 
1998 150101 Weizenkörner 236 10,8% 13,3% 40,2% 11,8% 14,7% 
1999 150101 Weizenkörner 103 26,9% 15,6% 73,0% 60,9% 41,5% 
2003 150101 Weizenkörner 110 17,0% 17,1% 54,2% 45,6% 55,5% 
1997 150201 Roggenkörner 231 11,4% 11,1% 31,1% 10,5% 19,1% 
1998 150201 Roggenkörner 217 14,1% 12,5% 49,5% 30,4% 40,5% 
2001 150301 Gerstenkörner 89 19,5% 27,1% 42,6% 35,9% 32,2% 
2003 150600 Reis 100 18,7% 31,6% 24,5% 32,2% 40,1% 
2000 150603 Langkornreis 104 19,7% 53,3% 32,3% 38,9% 28,1% 
2000 150608 Reis ungeschliffen 72 17,0% 44,8% 18,0% 15,5% 38,1% 
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2000 150609 Parboiled Reis 74 21,3% 41,9% 28,1% 14,8% 43,8% 
2003 160801 Speisekleie aus 
Weizen 
240 6,5% 4,6% 38,7% 5,7% 29,0% 
1999 160907 Hafervollkornflo-
cken 
249 20,4% 17,2% 61,8% 19,4% 31,3% 
2000 220200 Teigwaren 251 6,8% 10,8% 16,8% 12,8% 8,1% 
2001 230104 Linse grün 66 60,4% 12,5% 78,1% 57,7% 223,2% 
2001 230116 Linse rot 102 17,6% 28,6% 57,4% 0,0% 34,1% 
2001 230117 Linse gelb 41 23,2% 48,1% 24,9% 34,6% 35,7% 
2001 230123 Linse braun 71 33,9% 0,0% 48,9% 50,0% 42,5% 
2002 230209 Tofu 100 23,4% 36,1% 35,0% 33,3% 79,5% 
1999 230403 Leinsamen 212 5,4% 9,2% 12,5% 8,1% 12,2% 
2000 230404 Sonnenblumenker-
ne 
243 8,1% 10,0% 8,9% 12,6% 11,9% 
1997 230701 Erdnuß geröstet 
gesalzen 
26 32,0% 49,2% 52,4% 34,0% 83,3% 
2000 230701 Erdnuß geröstet 
gesalzen 
24 29,2% 40,7% 27,2% 53,3% 50,1% 
1998 240100 Kartoffeln 256 9,4% 14,3% 17,0% 25,4% 19,0% 
2002 240100 Kartoffeln 108 14,3% 18,7% 30,9% 15,5% 68,2% 
1997 250101 Kopfsalat 40 17,9% 12,2% 54,2% 91,7% 101,6% 
2001 250101 Kopfsalat 101 34,3% 15,8% 69,1% 25,2% 404,3% 
1995 250102 Feldsalat 168 19,0% 22,0% 30,7% 82,0% 40,0% 
1997 250102 Feldsalat 40 22,0% 50,0% 40,5% 46,3% 50,0% 
1995 250106 Endivie 102 23,2% 45,5% 41,3% 54,7% 40,7% 
1996 250106 Endivie 183 25,2% 23,1% 57,8% 43,2% 42,7% 
2000 250107 Chinakohl 263 8,2% 14,6% 29,0% 16,4% 16,3% 
2003 250111 Weißkohl 96 22,7% 22,4% 40,8% 33,7% 50,8% 
1997 250112 Grünkohl 90 19,3% 21,4% 36,9% 91,7% 44,1% 
2000 250113 Wirsingkohl 263 12,5% 17,8% 38,3% 6,4% 9,3% 
2002 250114 Spinat 104 14,0% 20,9% 14,0% 21,2% 16,9% 
1995 250115 Bleichsellerie 91 29,1% 25,0% 45,2% 40,0% 41,6% 
2001 250122 Porree 256 13,5% 23,1% 22,4% 23,9% 43,9% 
1995 250126 Eisbergsalat 272 18,0% 23,1% 55,6% 32,0% 22,9% 
1996 250126 Eisbergsalat 223 11,7% 26,1% 22,1% 10,3% 18,9% 
1997 250126 Eisbergsalat 40 28,3% 46,5% 59,8% 197,6% 168,8% 
1997 250134 Eichblattsalat 39 28,3% 37,0% 60,3% 144,9% 83,3% 
1997 250135 Bataviasalat 40 17,7% 25,0% 29,3% 50,9% 20,2% 
1995 250137 Lollo rosso 155 13,0% 23,8% 16,9% 20,8% 24,6% 
1997 250137 Lollo rosso 42 18,1% 23,1% 44,8% 28,7% 36,4% 
1997 250201 Broccoli 222 66,9% 20,0% 90,9% 22,7% 22,7% 
1996 250202 Kohlrabi 223 11,7% 20,0% 15,7% 28,6% 0,0% 
1999 250203 Blumenkohl 246 9,3% 29,0% 25,1% 12,5% 30,0% 
2003 250203 Blumenkohl 103 15,3% 21,1% 18,7% 27,0% 32,6% 
1998 250205 Spargel 261 33,4% 25,0% 79,4% 20,0% 16,7% 
1999 250208 Zwiebel 257 14,3% 14,3% 32,2% 22,9% 20,5% 
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2001 250301 Tomate 277 17,1% 33,3% 44,3% 18,1% 26,5% 
1999 250302 Gemüsepaprika 246 67,3% 33,3% 90,5% 23,7% 23,1% 
2003 250302 Gemüsepaprika 298 14,9% 28,6% 19,0% 19,6% 25,8% 
1995 250305 Gurke 299 19,6% 50,0% 42,3% 35,8% 26,1% 
1996 250305 Gurke 225 16,7% 0,0% 37,0% 25,0% 30,0% 
2000 250305 Gurke 111 21,3% 25,0% 38,4% 90,5% 76,5% 
2003 250305 Gurke 244 92,4% 0,0% 90,4% 25,0% 0,0% 
1999 250307 Melone/ Honigme-
lone 
239 10,2% 33,3% 21,3% 25,0% 18,2% 
2003 250308 Aubergine 106 38,7% 0,0% 37,9% 60,0% 42,9% 
1995 250312 Bohne grüne 259 19,7% 0,0% 51,7% 60,0% 31,1% 
1996 250312 Bohne grüne 194 28,2% 60,0% 52,8% 38,0% 85,7% 
2002 250312 Bohne grüne 160 17,9% 50,0% 29,5% 47,1% 76,8% 
1998 250401 Mohrrübe 219 14,4% 17,6% 27,7% 30,9% 24,5% 
2002 250401 Mohrrübe 90 17,7% 22,2% 34,4% 10,9% 60,7% 
1998 250403 Knollensellerie 190 14,4% 27,3% 27,5% 21,8% 40,8% 
1998 260204 Spinat tiefgefroren 233 9,4% 12,9% 18,8% 18,3% 29,7% 
2000 261103 Tomatenmark 
2fach/3fach konzentriert 
250 10,2% 7,8% 39,2% 8,6% 8,2% 
2000 261205 Erbse tiefgefroren 257 98,9% 0,0% 94,8% 32,4% 31,8% 
2003 261205 Erbse tiefgefroren 104 56,6% 100,0% 74,1% 33,3% 41,1% 
2002 262602 Möhren/ Karotten-
saft 
222 15,7% 12,4% 56,2% 11,6% 19,1% 
2003 270100 Kulturpilze 40 56,5% 33,3% 61,1% 48,1% 114,8% 
1999 270101 Zuchtchampignon 228 10,0% 16,0% 21,8% 15,4% 25,0% 
1998 290102 Erdbeere 251 15,9% 33,3% 32,4% 26,9% 18,9% 
1998 290201 Apfel 284 15,1% 25,0% 54,2% 0,0% 41,7% 
2001 290201 Apfel 100 14,5% 33,3% 25,1% 0,0% 61,3% 
1998 290202 Birne 225 20,3% 50,0% 45,8% 38,1% 27,8% 
2002 290202 Birne 104 20,3% 35,0% 26,3% 19,4% 66,7% 
1998 290303 Pfirsich 106 14,6% 0,0% 49,9% 50,0% 16,9% 
2002 290303 Pfirsich 38 28,2% 66,7% 54,7% 16,7% 54,1% 
1998 290304 Aprikose 49 24,9% 0,0% 55,6% 66,7% 63,4% 
1998 290305 Pflaume 66 13,9% 50,0% 33,5% 0,0% 0,0% 
1998 290306 Nektarine 68 35,6% 0,0% 69,7% 74,6% 103,9% 
2002 290306 Nektarine 53 19,8% 25,0% 55,8% 33,3% 66,7% 
1998 290307 Süßkirsche 49 67,3% 20,0% 84,7% 72,2% 454,3% 
2002 290401 Orange 30 25,6% 50,0% 65,0% 0,0% 0,0% 
2002 290402 Mandarine 110 10,3% 33,3% 7,3% 0,0% 0,0% 
2002 290499 Orange, essbarer 
Anteil 
97 16,6% 50,0% 48,0% 100,0% 42,9% 
2002 290502 Banane 38 21,7% 0,0% 50,2% 66,7% 73,0% 
1999 290506 Papaya 228 13,0% 44,7% 41,9% 16,7% 25,0% 
1999 290514 Rhabarber 212 14,4% 28,6% 25,7% 19,7% 20,1% 
2002 290599 Banane, essbarer 
Anteil 
62 26,8% 25,0% 67,3% 50,0% 280,0% 
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2000 301508 Sauerkirsche Kon-
serve 
255 32,2% 0,0% 31,3% 50,0% 493,5% 
2002 310101 Traubensaft rot 226 9,5% 50,0% 15,9% 0,0% 44,8% 
2002 310208 Johannisbeernektar 
rot 
227 11,3% 60,0% 13,5% 50,0% 0,0% 
2001 312500 Mehrfruchtsäfte 243 8,3% 42,9% 20,5% 0,0% 33,3% 
2001 331010 Wein (Weißwein) 282 10,3% 0,0% 42,3% 33,0% 0,0% 
2002 331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
236 11,3% 45,0% 22,5% 50,0% 0,0% 
2002 360603 Vollbier Pils 251 9,6% 25,0% 29,3% 60,0% 37,5% 
2001 400000 Honige 197 17,6% 37,5% 38,8% 21,4% 37,1% 
1999 400604 Nougatcrem süßer 
Brotaufstrich 
230 13,9% 16,7% 48,4% 22,8% 20,5% 
2001 412502 Fruchtzubereitung 
für Milchprodukte 
262 16,0% 0,0% 30,8% 45,5% 29,2% 
2002 440101 Schokolade 286 13,2% 48,9% 16,0% 20,0% 24,5% 
1999 460101 Kaffee roh 24 30,3% 0,0% 70,7% 94,4% 69,5% 
1999 460201 Kaffee geröstet 213 10,1% 16,7% 35,0% 20,0% 27,5% 
2002 470801 Teeaufguß aus un-
fermentiertem Tee 
106 75,4% 0,0% 87,0% 50,0% 70,4% 
2002 470804 Teeaufguß aus 
fermentiertem Tee 
105 43,9% 0,0% 87,8% 0,0% 0,0% 
1999 480101 Milchpulverzuberei-
tung für Säugl. und Kleink. 
191 17,8% 0,0% 37,8% 16,7% 76,2% 
2000 480106 Milchfreie Säug-
lingsnahrung 
125 16,0% 18,2% 28,3% 52,3% 42,2% 
2002 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
238 8,8% 21,1% 14,3% 29,0% 23,8% 
2000 480306 Obstbrei für Säug-
linge/Kleink. 




64 78,8% 0,0% 86,8% 45,9% 50,0% 
2001 480401 Fertigmenü für 
Säuglinge mit Rindfleisch 
62 15,0% 28,6% 20,1% 22,5% 23,1% 
2001 480402 Fertigmenü für 
Säuglinge mit Geflügel 
61 14,7% 40,0% 21,2% 40,0% 38,5% 
2001 480406 Fertigmenü für 
Säuglinge mit Kalbfleisch 
51 48,9% 50,0% 73,6% 41,0% 37,8% 
2001 480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
65 23,6% 42,9% 39,1% 27,3% 47,1% 
2003 530200 Gewürze Blätter 
Kräuter (eigentlich 2501 
Küchenkräuter frisch) 
255 22,8% 33,3% 46,0% 29,7% 72,7% 
2002 530508 Pfeffer weiß 
Fruchtgewürz 
117 15,5% 25,0% 49,2% 14,6% 61,4% 
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2002 530509 Pfeffer schwarz 
Fruchtgewürz 
117 27,0% 22,2% 56,4% 47,8% 54,3% 
1999 591100 Natürliches Mine-
ralwasser mit/ohne Koh-
lens. 
334 20,7% 0,0% 16,3% 60,0% 74,3% 
2004 080500 Brühwürstchen um-
gerötet 
247 18,0% 0,0% 28,2% 50,0% 62,3% 
2004 100605 Hering (Clupea 
harengus) Seefisch 
207 8,3% 10,5% 18,1% 16,8% 18,2% 
2004 120300 Muscheltiere 200 8,9% 12,8% 25,9% 13,0% 34,3% 
2004 150201 Roggenkörner 103 16,6% 13,6% 34,3% 39,0% 42,4% 
2004 230501 Erdnuß 22 64,1% 23,1% 91,3% 11,1% 581,1% 
2004 230502 Walnuß 35 56,3% 33,3% 82,0% 500,0% 431,0% 
2004 230503 Haselnuß 31 26,9% 23,1% 25,5% 23,3% 16,7% 
2004 230806 Mandel gemahlen 45 18,7% 21,3% 38,5% 37,1% 47,3% 
2004 250101 Kopfsalat 48 28,0% 35,1% 45,2% 46,9% 45,8% 
2004 250102 Feldsalat 47 34,5% 25,0% 57,8% 41,7% 42,0% 
2004 250110 Rotkohl 97 13,5% 20,0% 33,6% 28,6% 41,3% 
2004 250122 Porree 98 22,9% 28,6% 53,2% 23,1% 18,6% 
2004 250126 Eisbergsalat 61 16,8% 29,0% 20,6% 26,3% 40,9% 
2004 250142 Rucola 44 14,6% 24,6% 17,9% 27,7% 24,4% 
2004 250301 Tomate 91 36,1% 60,0% 66,4% 15,9% 20,8% 
2004 290102 Erdbeere 101 16,5% 66,7% 27,6% 37,5% 46,2% 
2004 290501 Ananas 192 20,0% 50,0% 45,5% 60,0% 0,0% 
2004 311603 Orangensaft 102 17,4% 50,0% 21,5% 66,7% 0,0% 
2005 080106 Salami Kaliber un-
ter 70 mm 2.211.05 
151 13,2% 0,0% 29,0% 40,0% 42,9% 
2005 080300 Rohwürste streich-
fähig 
143 10,0% 0,0% 18,4% 0,0% 0,0% 
2005 102615 Regenbogenforelle 
(Salmo gaidnerii) Süßwas-
serfisch 
122 11,9% 57,1% 13,4% 0,0% 0,0% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 
86 18,5% 0,0% 27,9% 0,0% 0,0% 
2005 120501 Sepia (Sepia sp.) 54 37,1% 148,1% 50,7% 39,0% 70,2% 
2005 120502 Krake (Octopus sp.) 15 67,4% 800,0% 73,6% 72,2% 70,1% 
2005 120503 Kalmar (Loligo sp.) 37 78,3% 94,1% 83,9% 275,8% 299,5% 
2005 120602 Tintenfisch in div. 
Tunken u. Aufgüssen 
11 68,4% 412,5% 79,4% 68,8% 87,0% 
2005 150600 Reis 108 20,4% 15,1% 47,1% 60,2% 48,4% 
2005 161113 Müsliriegel/-happen 145 14,4% 26,7% 41,7% 35,8% 32,0% 
2005 161401 Weizenbrotteig 71 14,1% 16,7% 42,7% 5,3% 150,0% 
2005 161505 Blätterteig 65 17,3% 18,2% 69,7% 4,1% 366,7% 
2005 230402 Mohn 66 12,5% 21,9% 18,5% 17,8% 16,6% 
2005 230403 Leinsamen 62 14,1% 36,8% 20,0% 8,1% 20,9% 
2005 240100 Kartoffeln 101 13,1% 24,7% 19,7% 15,8% 45,5% 
2005 240506 Kartoffelbreipulver 69 38,7% 20,4% 83,9% 83,8% 321,8% 
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2005 250114 Spinat 149 11,0% 13,2% 17,2% 20,5% 28,3% 
2005 250201 Broccoli 68 19,9% 15,3% 53,8% 38,7% 239,0% 
2005 250204 Artischocke 54 24,5% 33,6% 37,6% 45,2% 51,7% 
2005 250312 Bohne grüne 130 16,4% 50,0% 13,1% 19,7% 29,4% 
2005 250401 Mohrrübe 105 13,5% 25,0% 16,8% 25,1% 20,7% 
2005 280101 Champignon Kon-
serve 
82 35,1% 14,3% 75,5% 37,7% 56,8% 
2005 280303 Shiitakepilz ge-
trocknet 
75 22,4% 29,4% 45,2% 27,4% 24,1% 
2005 290202 Birne 108 18,8% 33,3% 23,8% 47,1% 42,2% 
2005 290303 Pfirsich 133 12,6% 0,0% 22,0% 15,0% 0,0% 
2005 290401 Orange 112 20,4% 0,0% 23,2% 55,0% 0,0% 
2005 290402 Mandarine 20 18,6% 36,0% 22,8% 0,0% 0,0% 
2005 310601 Apfelsaft 99 12,3% 0,0% 6,8% 0,0% 0,0% 
2005 311601 Grapefruitsaft 65 17,4% 0,0% 11,6% 0,0% 0,0% 
2005 312101 Ananassaft 51 23,9% 50,0% 43,3% 22,7% 73,9% 
2005 334200 Qualitätsschaum-
wein 
126 7,1% 50,0% 30,4% 0,0% 0,0% 
2005 339000 Traubenmost, teil-
weise gegoren 
63 8,5% 40,0% 18,8% 0,0% 0,0% 
2005 431601 Marzipanrohmasse 48 22,0% 64,0% 33,9% 45,4% 55,0% 
2005 431900 Süßwaren aus 
Rohmassen anderer Art 
77 31,6% 68,8% 59,7% 116,0% 55,7% 
2005 510000 Nahrungs-
ergänzungsmittel, ... 
306 61,4% 100,0% 39,0% 28,1% 38,7% 
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1999 031701 Camembert versch. Fettstufen 228 19,6% 0,0% 47,7% 25,0% 20,0% 
2000 035201 Ziegenkäse 245 18,3% 0,0% 36,4% 50,0% 173,3% 
1997 035202 Schafkäse 230 18,5% 37,5% 41,7% 28,0% 140,0% 
1998 060301 Leber Rind 316 20,3% 0,0% 67,7% 50,0% 33,3% 
2002 060302 Niere Rind 288 7,7% 0,0% 18,2% 18,7% 18,7% 
2001 061001 Leber Kalb 198 42,7% 0,0% 76,0% 308,0% 178,3% 
2001 061002 Niere Kalb 221 18,5% 0,0% 38,1% 136,1% 50,0% 
1996 061701 Leber Schwein 244 15,0% 0,0% 20,5% 0,0% 46,5% 
1997 061701 Leber Schwein 294 38,8% 0,0% 74,0% 26,7% 22,5% 
2001 061702 Niere Schwein 293 34,4% 0,0% 50,1% 32,4% 54,2% 
2001 062300 Fleischteilstück Lamm 215 9,8% 0,0% 15,9% 50,0% 0,0% 
1996 062401 Leber Lamm/Schaf 253 16,3% 0,0% 30,5% 0,0% 23,3% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 302 17,0% 0,0% 57,5% 0,0% 0,0% 
1999 063808 Pute Leber 194 10,5% 0,0% 37,9% 0,0% 40,0% 
1997 064006 Fleischteilstück Wildschwein frisch 213 34,6% 0,0% 59,8% 37,7% 36,7% 
1998 064006 Fleischteilstück Wildschwein frisch 183 95,8% 0,0% 94,2% 25,8% 52,0% 
2002 064221 Fleischteilstück Strauß auch tiefgefroren 74 10,2% 0,0% 25,9% 100,0% 48,1% 
2000 070902 Schinken roh ge-
räuchert/ungeräuchert 252 21,4% 0,0% 48,5% 50,0% 173,3% 
1999 080136 Salami Kaliber un-ter/über 70 mm 234 12,3% 0,0% 19,7% 0,0% 0,0% 
2000 082602 Kalbsleberwurst fein gekörnt 252 38,6% 0,0% 62,2% 25,0% 72,2% 
2000 082900 Rotwürs-te/Blutwürste 230 17,8% 0,0% 58,4% 0,0% 60,0% 
1995 100605 Hering (Clupea harengus) Seefisch 187 9,8% 11,4% 41,6% 10,6% 12,0% 
1996 100605 Hering (Clupea harengus) Seefisch 187 10,8% 12,2% 40,4% 17,9% 16,0% 
2003 100605 Hering (Clupea harengus) Seefisch 40 14,6% 25,0% 22,2% 18,7% 12,9% 
2001 101325 Butter-fisch/Buttermakrele 133 11,8% 24,3% 26,3% 19,2% 17,2% 
2001 101425 Scholle 286 12,3% 7,9% 50,5% 13,2% 13,6% 
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1998 101430 Heilbutt 94 25,2% 21,4% 38,6% 51,0% 53,3% 










220 15,5% 16,3% 38,7% 28,9% 75,0% 
1997 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 160 11,6% 28,6% 27,2% 31,3% 30,6% 
1998 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 193 16,0% 24,6% 28,4% 40,4% 34,4% 
2001 104600 Haie, Zuschnitte 78 23,3% 35,3% 27,8% 94,5% 60,5% 
1995 105235 Seelachsfilet 287 9,9% 20,0% 18,4% 12,9% 14,7% 
1996 105235 Seelachsfilet 222 10,7% 20,4% 17,6% 30,8% 26,2% 
2001 105540 Rotbarsch Filet 237 8,8% 18,6% 23,5% 10,6% 14,7% 
1999 110204 Makrele geräuchert 259 77,8% 7,4% 96,1% 16,8% 14,0% 
1997 110205 Aal gräuchert 233 20,6% 20,0% 31,1% 38,4% 43,6% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 262 11,4% 17,5% 15,8% 19,9% 19,8% 
2000 111239 Lachs, auch Stücke 248 9,0% 13,3% 33,8% 20,8% 20,9% 
2002 
111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
101 17,8% 19,6% 47,2% 26,5% 150,0% 
1995 120101 Nordseekrabbe 60 11,6% 14,8% 20,6% 12,0% 41,8% 
1995 120102 Shrimps 47 42,4% 63,6% 65,4% 43,9% 44,6% 
1995 120103 Prawns 22 39,7% 22,2% 71,4% 59,2% 100,4% 
1995 120113 Tiefseegarnele 80 31,8% 13,3% 45,2% 90,7% 42,6% 
1995 120121 Eismeerkrabbe 4 25,3% 119,2% 100,0% 48,3% 52,9% 
1998 120301 Miesmuschel 95 15,4% 20,8% 28,0% 20,9% 25,5% 
2001 150301 Gerstenkörner 89 20,9% 50,0% 48,0% 0,0% 225,0% 
2003 150600 Reis 100 65,9% 0,0% 62,2% 159,3% 226,3% 
2000 150603 Langkornreis 98 20,8% 0,0% 42,2% 70,0% 30,8% 
2000 150608 Reis ungeschliffen 66 17,3% 40,0% 34,3% 38,5% 86,7% 
2000 150609 Parboiled Reis 72 28,3% 0,0% 52,8% 40,0% 86,0% 
2000 220200 Teigwaren 251 16,3% 0,0% 25,7% 0,0% 207,1% 
2001 230104 Linse grün 66 15,1% 0,0% 11,9% 20,0% 13,0% 
2001 230116 Linse rot 102 11,3% 100,0% 21,8% 20,0% 16,7% 
2001 230117 Linse gelb 41 13,4% 0,0% 38,2% 20,0% 58,3% 
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2001 230123 Linse braun 71 13,2% 0,0% 12,5% 20,0% 30,0% 
2002 230209 Tofu 100 91,8% 0,0% 91,3% 113,6% 41,3% 
2000 230404 Sonnenblumenker-
ne 
227 10,2% 0,0% 14,5% 0,0% 0,0% 
2000 250107 Chinakohl 131 17,1% 50,0% 10,5% 0,0% 0,0% 
2000 250113 Wirsingkohl 112 13,2% 0,0% 13,7% 0,0% 0,0% 
2000 250305 Gurke 111 31,4% 68,8% 39,7% 320,0% 89,5% 
2000 261103 Tomatenmark 2fach/3fach konzentriert 250 14,5% 37,5% 18,6% 20,0% 0,0% 
2000 261205 Erbse tiefgefroren 113 22,2% 54,1% 48,1% 23,1% 35,1% 
1999 270101 Zuchtchampignon 228 16,5% 40,0% 50,2% 90,9% 47,0% 
2000 301508 Sauerkirsche Kon-
serve 
255 11,2% 37,5% 13,7% 0,0% 20,0% 
2001 400000 Honige 232 8,8% 0,0% 17,8% 100,0% 0,0% 
1999 480101 Milchpulverzuberei-tung für Säugl. und Kleink. 141 13,1% 0,0% 26,3% 233,3% 0,0% 
2000 480106 Milchfreie Säug-lingsnahrung 63 4,9% 0,0% 41,4% 0,0% 0,0% 





55 28,7% 0,0% 21,1% 0,0% 0,0% 
2001 480401 Fertigmenü für Säuglinge mit Rindfleisch 62 21,4% 0,0% 11,3% 0,0% 0,0% 
2001 480402 Fertigmenü für Säuglinge mit Geflügel 61 21,7% 0,0% 26,3% 60,0% 53,3% 





333 11,7% 0,0% 55,9% 0,0% 150,0% 
2004 080500 Brühwürstchen um-gerötet 247 9,5% 33,3% 14,6% 0,0% 49,3% 
2004 100000 (unbekannt - Pro-gramm aktualisieren) 46 33,4% 33,3% 52,3% 150,0% 68,5% 
2004 100605 Hering (Clupea harengus) Seefisch 207 14,6% 9,4% 67,6% 14,0% 20,5% 
2004 104900 (unbekannt - Pro-gramm aktualisieren) 20 83,9% 27,3% 93,0% 756,0% 458,8% 
2004 105200 (unbekannt - Pro-gramm aktualisieren) 13 50,5% 44,0% 79,6% 51,9% 70,1% 
2004 105500 (unbekannt - Pro-gramm aktualisieren) 114 31,0% 28,3% 52,8% 43,3% 70,6% 
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2004 105600 (unbekannt - Pro-gramm aktualisieren) 4 67,9% 147,3% 80,5% 89,3% 90,2% 
2004 120300 Muscheltiere 201 14,1% 11,1% 34,3% 15,0% 42,6% 
2004 230501 Erdnuß 22 32,5% 300,0% 10,5% 0,0% 0,0% 
2004 230502 Walnuß 27 34,4% 0,0% 91,1% 546,0% 321,7% 
2004 230503 Haselnuß 31 26,9% 300,0% 11,5% 0,0% 0,0% 
2004 230806 Mandel gemahlen 20 34,7% 60,0% 0,0% 0,0% 0,0% 
2005 080106 Salami Kaliber un-ter 70 mm 2.211.05 87 19,3% 0,0% 19,5% 0,0% 0,0% 





121 8,6% 11,4% 22,7% 20,0% 14,7% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 86 11,4% 23,6% 11,9% 22,1% 18,2% 
2005 150600 Reis 98 32,7% 0,0% 78,9% 0,0% 47,7% 
2005 161113 Müsliriegel/-happen 144 7,9% 0,0% 11,4% 0,0% 40,0% 
2005 280101 Champignon Kon-
serve 
76 23,8% 40,0% 33,9% 36,8% 72,1% 
2005 280303 Shiitakepilz ge-trocknet 73 17,7% 8,7% 60,6% 20,0% 108,0% 
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2000 032501 Frischkäse, Stan-
dardsorten 
86 19,3% 84,0% 15,9% 0,0% 100,0% 
2000 035201 Ziegenkäse 91 23,3% 100,0% 21,8% 33,3% 45,9% 
2002 060200 Fleischteilstück 
Rind 
278 33,6% 0,0% 69,4% 0,0% 51,2% 
1998 060301 Leber Rind 142 19,2% 127,3% 10,6% 0,0% 0,0% 
2002 060302 Niere Rind 286 14,7% 33,3% 27,9% 29,0% 39,4% 
2001 060900 Fleischteilstück 
Kalb 
126 15,9% 60,0% 11,6% 58,7% 50,0% 
2001 061001 Leber Kalb 129 15,1% 25,0% 12,8% 0,0% 43,3% 
2001 061002 Niere Kalb 139 12,9% 50,0% 22,7% 44,3% 34,4% 
2001 061702 Niere Schwein 188 23,8% 0,0% 46,6% 95,0% 46,8% 
2001 062300 Fleischteilstück 
Lamm 
86 36,3% 100,0% 46,0% 76,0% 0,0% 
2003 063402 Fleischteilstück 
Hauskaninchen auch tiefge-
froren 
185 31,5% 0,0% 29,2% 0,0% 0,0% 
2003 063602 Fleischteilstück 
Ente auch tiefgefroren 
215 46,9% 0,0% 30,9% 100,0% 0,0% 
2003 063702 Fleischteilstück 
Gans auch tiefgefroren 
246 42,2% 0,0% 30,8% 140,0% 128,6% 
1999 063802 Pute Fleischteil-
stück auch tiefgefr. 
132 36,7% 0,0% 74,1% 60,0% 46,3% 
1998 064006 Fleischteilstück 
Wildschwein frisch 
61 40,9% 100,0% 58,4% 58,6% 161,9% 
2002 064221 Fleischteilstück 
Strauß auch tiefgefroren 
74 33,6% 0,0% 83,3% 0,0% 0,0% 
2000 070902 Schinken roh ge-
räuchert/ungeräuchert 
111 31,0% 100,0% 42,9% 171,8% 30,0% 
2000 082602 Kalbsleberwurst 
fein gekörnt 
143 36,8% 19,5% 59,9% 32,7% 29,9% 
2000 082900 Rotwürs-
te/Blutwürste 
136 42,5% 90,5% 77,6% 0,0% 0,0% 
2001 101325 Butter-
fisch/Buttermakrele 
92 35,4% 23,3% 47,9% 46,5% 71,4% 
2001 101425 Scholle 171 15,0% 19,8% 19,8% 16,9% 31,8% 
1998 101430 Heilbutt 39 43,0% 53,4% 71,8% 190,0% 91,0% 
1998 101435 Schwarzer Heilbutt 39 18,3% 16,2% 31,4% 55,7% 61,5% 
1998 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 
47 25,0% 40,0% 13,4% 22,5% 45,2% 
2001 104600 Haie, Zuschnitte 59 28,2% 54,5% 38,0% 44,5% 66,3% 
2001 105540 Rotbarsch Filet 154 10,4% 15,4% 11,9% 10,8% 15,2% 
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1999 110204 Makrele geräuchert 123 13,0% 14,2% 10,4% 12,6% 9,4% 
1999 111135 Thunfisch in eige-
nem Saft Konserve 
153 16,9% 34,9% 14,3% 29,5% 17,7% 
2000 111239 Lachs, auch Stücke 132 18,2% 88,6% 15,7% 17,4% 22,8% 
2002 111243 Kabeljau auch Stü-
cke küchenmäss. vorber. 
auch tiefgef 
80 25,3% 42,9% 28,2% 24,5% 33,7% 
1998 120301 Miesmuschel 65 12,8% 34,7% 12,5% 12,9% 15,4% 
2003 150101 Weizenkörner 102 78,8% 0,0% 64,9% 102,6% 240,2% 
2001 150301 Gerstenkörner 47 17,1% 75,0% 11,6% 8,1% 0,0% 
2003 150600 Reis 91 13,6% 10,8% 25,6% 28,7% 36,9% 
2000 150603 Langkornreis 40 15,7% 38,0% 32,2% 29,2% 32,2% 
2000 150608 Reis ungeschliffen 51 15,8% 26,3% 45,5% 25,7% 23,8% 
2000 150609 Parboiled Reis 36 23,5% 26,7% 53,5% 39,0% 121,9% 
2000 220200 Teigwaren 119 10,5% 33,3% 15,1% 0,0% 0,0% 
2001 230104 Linse grün 37 35,8% 0,0% 49,0% 80,0% 65,6% 
2001 230116 Linse rot 47 42,3% 0,0% 71,7% 550,0% 550,0% 
2001 230117 Linse gelb 16 19,3% 29,7% 24,4% 0,0% 0,0% 
2001 230123 Linse braun 56 27,2% 28,6% 29,6% 62,9% 41,5% 
2002 230209 Tofu 100 31,8% 0,0% 37,1% 110,7% 59,8% 
2000 230404 Sonnenblumenker-
ne 
145 23,8% 40,0% 31,7% 252,1% 78,3% 
2002 240100 Kartoffeln 103 16,1% 10,0% 34,6% 20,0% 37,6% 
2001 250101 Kopfsalat 51 31,0% 100,0% 15,6% 0,0% 0,0% 
2000 250107 Chinakohl 103 20,8% 35,5% 17,3% 0,0% 5,0% 
2003 250111 Weißkohl 84 65,2% 0,0% 66,5% 100,0% 171,4% 
2000 250113 Wirsingkohl 87 23,9% 300,0% 19,8% 60,0% 60,0% 
2002 250114 Spinat 93 18,3% 22,2% 15,1% 55,9% 0,0% 
2001 250122 Porree 156 26,9% 40,0% 32,2% 0,0% 150,0% 
1999 250203 Blumenkohl 121 18,1% 0,0% 11,0% 50,0% 0,0% 
2003 250203 Blumenkohl 103 55,8% 0,0% 33,1% 100,0% 85,3% 
2001 250301 Tomate 186 18,9% 0,0% 16,0% 0,0% 0,0% 
1999 250302 Gemüsepaprika 144 30,3% 32,8% 53,6% 50,0% 0,0% 
2003 250302 Gemüsepaprika 292 47,5% 0,0% 37,1% 0,0% 188,8% 
2000 250305 Gurke 71 38,2% 100,0% 42,1% 96,7% 79,5% 
2003 250305 Gurke 224 47,6% 0,0% 40,1% 40,0% 766,4% 
1999 250307 Melo-
ne/Honigmelone 
151 11,9% 0,0% 12,8% 30,4% 23,3% 
2003 250308 Aubergine 106 64,2% 0,0% 38,0% 1900,0% 96,1% 
2002 250312 Bohne grüne 140 15,5% 0,0% 24,2% 203,0% 0,0% 
2002 250401 Mohrrübe 90 18,9% 0,0% 34,3% 16,0% 0,0% 
2000 261103 Tomatenmark 
2fach/3fach konzentriert 
127 45,3% 45,9% 56,0% 264,1% 83,2% 
2000 261205 Erbse tiefgefroren 110 25,9% 100,0% 52,6% 150,0% 166,7% 
2003 261205 Erbse tiefgefroren 104 32,5% 0,0% 14,5% 5,0% 50,0% 
2002 262602 Möh- 197 31,7% 0,0% 76,5% 25,0% 20,0% 
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1999 270101 Zuchtchampignon 158 18,1% 54,5% 33,4% 32,9% 32,5% 
2001 290201 Apfel 61 29,1% 0,0% 21,5% 0,0% 0,0% 
2002 290202 Birne 104 18,2% 48,1% 17,8% 11,8% 14,3% 
2002 290303 Pfirsich 38 29,1% 18,2% 22,4% 0,0% 0,0% 
2002 290306 Nektarine 53 24,2% 100,0% 45,8% 35,1% 56,9% 
2002 290401 Orange 17 6,7% 0,0% 7,4% 0,0% 0,0% 
2002 290402 Mandarine 110 12,0% 0,0% 9,5% 0,0% 0,0% 
2002 290499 Orange, essbarer 
Anteil 
97 19,9% 0,0% 37,6% 150,0% 54,3% 
2002 290502 Banane 38 14,7% 100,0% 18,7% 0,0% 0,0% 
1999 290506 Papaya 89 20,4% 208,4% 11,6% 23,1% 0,0% 
1999 290514 Rhabarber 133 18,8% 200,0% 5,5% 0,0% 0,0% 
2002 290599 Banane, essbarer 
Anteil 
52 19,1% 100,0% 20,7% 0,0% 0,0% 
2000 301508 Sauerkirsche Kon-
serve 
129 29,8% 33,3% 56,9% 66,7% 0,0% 
2002 310101 Traubensaft rot 226 19,8% 16,7% 35,2% 36,4% 76,5% 
2002 310208 Johannisbeernektar 
rot 
227 8,7% 0,0% 11,5% 0,0% 60,0% 
2001 312500 Mehrfruchtsäfte 124 23,3% 28,6% 22,9% 100,0% 0,0% 
2001 331010 Wein (Weißwein) 282 23,3% 12,5% 32,7% 60,6% 73,6% 
2002 331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
234 15,6% 0,0% 39,0% 35,2% 26,8% 
2002 360603 Vollbier Pils 251 20,6% 80,0% 68,9% 25,0% 23,1% 
2001 400000 Honige 95 26,0% 150,0% 19,8% 65,0% 59,0% 
2001 412502 Fruchtzubereitung 
für Milchprodukte 
131 25,2% 200,0% 33,2% 0,0% 150,0% 
2002 440101 Schokolade 285 19,4% 0,0% 21,5% 203,0% 67,1% 
2002 470801 Teeaufguß aus un-
fermentiertem Tee 
105 36,4% 0,0% 46,0% 88,8% 66,3% 
2002 470804 Teeaufguß aus 
fermentiertem Tee 
105 86,7% 0,0% 96,7% 180,0% 4160,0% 
2002 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
238 13,2% 31,0% 20,2% 30,0% 30,0% 
2000 480306 Obstbrei für Säug-
linge/Kleink. 




28 30,2% 100,0% 35,6% 0,0% 0,0% 
2001 480401 Fertigmenü für 
Säuglinge mit Rindfleisch 
19 29,5% 80,0% 24,5% 50,0% 42,9% 
2001 480402 Fertigmenü für 
Säuglinge mit Geflügel 
16 28,2% 52,9% 21,9% 13,3% 22,6% 
2001 480406 Fertigmenü für 
Säuglinge mit Kalbfleisch 
11 31,6% 47,6% 29,2% 0,0% 0,0% 
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2001 480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
42 17,9% 60,0% 50,7% 33,3% 30,5% 
2003 530200 Gewürze Blätter 
Kräuter (eigentlich 2501 
Küchenkräuter frisch) 
254 29,4% 73,2% 32,8% 92,3% 67,2% 
2002 530508 Pfeffer weiß 
Fruchtgewürz 
117 34,6% 85,6% 63,4% 82,4% 48,0% 
2002 530509 Pfeffer schwarz 
Fruchtgewürz 
117 19,3% 38,9% 26,0% 57,7% 59,0% 
1999 591100 Natürliches Mine-
ralwasser mit/ohne Koh-
lens. 
334 15,6% 10,0% 24,6% 24,6% 28,3% 
2003 100605 Hering (Clupea 
harengus) Seefisch 
60 6,9% 12,5% 17,3% 8,2% 16,6% 
2004 080500 Brühwürstchen um-
gerötet 
226 24,3% 0,0% 54,9% 25,0% 20,0% 
2004 100605 Hering (Clupea 
harengus) Seefisch 
65 6,5% 8,5% 15,3% 6,8% 10,9% 
2004 150201 Roggenkörner 103 15,7% 20,0% 18,2% 42,9% 0,0% 
2004 230501 Erdnuß 22 52,9% 0,0% 74,5% 130,8% 78,6% 
2004 230502 Walnuß 35 30,4% 100,0% 30,1% 45,8% 53,4% 
2004 230503 Haselnuß 31 47,0% 0,0% 79,3% 533,3% 95,6% 
2004 230806 Mandel gemahlen 45 18,4% 25,0% 31,1% 0,0% 0,0% 
2004 250101 Kopfsalat 48 15,3% 25,0% 15,6% 0,0% 0,0% 
2004 250102 Feldsalat 47 66,2% 27,5% 89,1% 28,6% 25,8% 
2004 250110 Rotkohl 97 13,7% 0,0% 20,5% 0,0% 0,0% 
2004 250122 Porree 98 37,6% 0,0% 72,0% 50,0% 32,0% 
2004 250126 Eisbergsalat 61 21,2% 0,0% 11,1% 0,0% 0,0% 
2004 250142 Rucola 44 29,1% 20,0% 67,5% 34,2% 45,5% 
2004 250301 Tomate 91 14,7% 0,0% 13,5% 0,0% 9,1% 
2004 290102 Erdbeere 101 22,0% 25,0% 27,3% 0,0% 55,0% 
2004 290501 Ananas 192 13,7% 73,9% 29,1% 19,7% 78,9% 
2004 311603 Orangensaft 102 18,9% 0,0% 31,0% 100,0% 0,0% 
2005 080106 Salami Kaliber un-
ter 70 mm 2.211.05 
128 9,5% 6,7% 23,2% 52,2% 42,9% 
2005 080300 Rohwürste streich-
fähig 
123 11,1% 0,0% 20,9% 35,3% 57,1% 
2005 102615 Regenbogenforelle 
(Salmo gaidnerii) Süßwas-
serfisch 
104 17,8% 36,1% 18,5% 15,9% 22,1% 
2005 102960 Karpfen (Cyprinus 
carpio) Süßwasserfisch 
86 21,4% 33,3% 36,6% 15,3% 27,4% 
2005 150600 Reis 108 13,1% 12,2% 21,6% 25,9% 29,4% 
2005 161113 Müsliriegel/-happen 145 16,8% 0,0% 33,0% 41,5% 34,8% 
2005 161401 Weizenbrotteig 71 28,4% 25,0% 44,8% 369,8% 72,4% 
2005 161505 Blätterteig 65 71,0% 5,3% 88,0% 117,4% 56,0% 
2005 230402 Mohn 66 22,2% 45,0% 35,3% 20,8% 22,0% 
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2005 230403 Leinsamen 62 29,3% 25,0% 53,3% 37,7% 43,1% 
2005 240100 Kartoffeln 100 14,5% 61,3% 9,0% 0,0% 0,0% 
2005 240506 Kartoffelbreipulver 69 12,2% 0,0% 57,6% 0,0% 150,0% 
2005 250114 Spinat 149 24,6% 0,0% 58,4% 33,0% 96,1% 
2005 250201 Broccoli 68 36,3% 20,0% 72,5% 54,0% 187,2% 
2005 250204 Artischocke 54 44,2% 20,0% 49,6% 240,1% 90,7% 
2005 250312 Bohne grüne 130 13,2% 100,0% 9,5% 33,3% 0,0% 
2005 250401 Mohrrübe 105 20,4% 100,0% 57,0% 0,0% 0,0% 
2005 280101 Champignon Kon-
serve 
75 22,4% 0,0% 30,5% 40,8% 57,0% 
2005 280303 Shiitakepilz ge-
trocknet 
75 13,5% 19,4% 18,7% 34,0% 19,4% 
2005 290202 Birne 108 16,8% 100,0% 14,4% 46,2% 0,0% 
2005 290303 Pfirsich 133 10,6% 0,0% 12,2% 0,0% 0,0% 
2005 290401 Orange 112 12,2% 0,0% 7,0% 0,0% 0,0% 
2005 290402 Mandarine 20 19,0% 33,3% 11,7% 0,0% 0,0% 
2005 310601 Apfelsaft 99 16,8% 100,0% 19,7% 0,0% 50,0% 
2005 311601 Grapefruitsaft 65 11,2% 0,0% 12,0% 0,0% 0,0% 
2005 312101 Ananassaft 51 19,5% 0,0% 17,0% 70,0% 41,2% 
2005 334200 Qualitätsschaum-
wein 
126 6,9% 41,2% 9,6% 0,0% 11,6% 
2005 339000 Traubenmost, teil-
weise gegoren 
63 14,3% 0,0% 35,5% 0,0% 0,0% 
2005 431601 Marzipanrohmasse 48 17,0% 200,0% 0,3% 0,0% 0,0% 
2005 431900 Süßwaren aus 
Rohmassen anderer Art 
77 8,3% 50,0% 42,3% 27,1% 24,5% 
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1998 240100 Kartoffeln 245 12,3% 22,4% 27,9% 9,6% 9,3% 
1997 250101 Kopfsalat 39 17,2% 31,0% 18,4% 27,2% 20,6% 
2001 250101 Kopfsalat 100 10,5% 14,3% 12,1% 8,2% 12,1% 
1995 250102 Feldsalat 176 6,8% 8,2% 9,2% 7,7% 11,2% 
1997 250102 Feldsalat 40 18,0% 21,4% 15,7% 12,8% 12,8% 
1995 250106 Endivie 102 14,3% 21,8% 14,3% 18,7% 18,5% 
1996 250106 Endivie 183 12,7% 13,0% 17,3% 15,0% 22,3% 
2000 250107 Chinakohl 258 6,4% 11,4% 7,5% 7,5% 5,1% 
2003 250111 Weißkohl 94 18,1% 26,9% 17,5% 19,8% 21,7% 
1997 250112 Grünkohl 90 30,0% 68,3% 29,5% 22,2% 55,5% 
2000 250113 Wirsingkohl 259 14,2% 33,5% 13,5% 21,6% 21,4% 
2002 250114 Spinat 99 14,8% 17,3% 19,6% 46,0% 33,3% 
1995 250115 Bleichsellerie 128 11,7% 15,1% 18,9% 20,6% 25,0% 
2001 250122 Porree 238 14,9% 14,8% 40,8% 13,0% 35,2% 
1995 250126 Eisbergsalat 274 7,4% 6,1% 31,4% 7,3% 17,2% 
1996 250126 Eisbergsalat 224 5,5% 7,5% 17,1% 6,4% 6,7% 
1997 250126 Eisbergsalat 40 10,7% 17,3% 28,1% 22,6% 20,7% 
1997 250134 Eichblattsalat 39 10,9% 8,7% 30,4% 31,1% 27,3% 
1997 250135 Bataviasalat 40 13,3% 18,5% 18,5% 18,3% 11,1% 
1995 250137 Lollo rosso 155 8,9% 9,1% 15,9% 16,7% 21,1% 
1997 250137 Lollo rosso 41 12,4% 16,9% 30,5% 28,0% 25,8% 
1997 250201 Broccoli 224 8,9% 16,7% 8,2% 9,5% 14,0% 
1996 250202 Kohlrabi 217 5,9% 7,2% 12,5% 10,2% 12,3% 
1999 250203 Blumenkohl 248 14,4% 21,7% 15,4% 29,4% 31,9% 
2003 250203 Blumenkohl 103 19,7% 49,0% 16,3% 19,2% 24,0% 
1998 250205 Spargel 260 13,7% 9,9% 36,2% 19,1% 30,8% 
1999 250208 Zwiebel 260 15,2% 37,8% 26,3% 23,4% 44,2% 
2001 250301 Tomate 275 17,4% 0,0% 26,2% 20,6% 27,9% 
1999 250302 Gemüsepaprika 246 14,4% 38,6% 19,5% 17,7% 17,5% 
2003 250302 Gemüsepaprika 297 16,2% 44,4% 13,5% 29,5% 21,8% 
2000 250305 Gurke 110 13,1% 19,1% 26,4% 29,5% 21,8% 
2003 250305 Gurke 237 8,9% 9,9% 26,3% 11,3% 19,0% 
1999 250307 Melo-
ne/Honigmelone 239 13,4% 22,9% 17,9% 14,3% 17,4% 
2003 250308 Aubergine 106 7,4% 8,2% 23,2% 6,9% 18,8% 
2002 250312 Bohne grüne 135 11,8% 14,6% 24,6% 24,6% 21,0% 
1998 250401 Mohrrübe 219 15,0% 20,8% 27,5% 19,3% 28,2% 
2002 250401 Mohrrübe 82 23,0% 41,3% 27,3% 30,2% 70,0% 
1998 250403 Knollensellerie 190 12,5% 19,0% 23,6% 16,5% 30,3% 
1995 250405 Rettich 
schwarz/weiß/rot 145 10,5% 11,7% 10,9% 17,5% 19,6% 
1996 250405 Rettich 
schwarz/weiß/rot 175 10,4% 19,1% 19,1% 17,2% 23,1% 
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1995 250406 Radieschen 149 8,2% 10,7% 10,3% 9,6% 9,9% 
1996 250406 Radieschen 200 6,0% 12,1% 7,8% 8,6% 6,2% 
1998 260204 Spinat tiefgefroren 228 7,0% 9,3% 8,2% 9,4% 14,7% 
2000 261103 Tomatenmark 2fach/3fach konzentriert 248 22,6% 18,2% 47,7% 65,4% 49,4% 
2000 261205 Erbse tiefgefroren 254 36,7% 0,0% 52,6% 20,6% 81,9% 
2003 261205 Erbse tiefgefroren 104 33,9% 0,0% 27,9% 28,8% 30,1% 
2002 262602 Möhren/ Karotten-
saft 221 8,9% 13,6% 9,0% 7,7% 9,1% 
1999 270101 Zuchtchampignon 235 10,6% 10,9% 30,7% 11,2% 26,8% 
2001 290201 Apfel 100 7,3% 0,0% 25,3% 0,0% 99,5% 
1999 290506 Papaya 225 16,0% 0,0% 44,9% 15,0% 38,9% 
1999 290514 Rhabarber 212 10,8% 14,4% 13,1% 17,5% 29,7% 
2000 480306 Obstbrei für Säug-linge/Kleink. 77 29,5% 42,6% 53,2% 24,6% 62,1% 
2000 480310 Vollkorn-Obst-
zubereitung für Säuglinge 64 16,1% 28,5% 23,6% 22,5% 36,3% 
2001 480401 Fertigmenü für Säuglinge mit Rindfleisch 62 24,9% 58,3% 16,6% 24,1% 32,6% 
2001 480402 Fertigmenü für Säuglinge mit Geflügel 61 26,0% 64,4% 17,5% 28,9% 28,8% 
2001 480406 Fertigmenü für Säuglinge mit Kalbfleisch 51 22,8% 44,9% 19,9% 35,9% 36,1% 
2001 
480409 Fertigmenü für 
Säuglinge ohne tierische 
Erzeugnisse 
65 24,8% 40,0% 21,8% 39,1% 35,0% 
2003 530200 Gewürze Blätter Kräuter 248 13,5% 30,7% 12,3% 17,3% 16,9% 
2004 250101 Kopfsalat 48 18,8% 29,0% 12,6% 13,2% 15,8% 
2004 250102 Feldsalat 47 14,8% 27,6% 18,5% 23,6% 22,1% 
2004 250110 Rotkohl 97 13,8% 25,6% 13,7% 20,6% 20,5% 
2004 250122 Porree 98 16,8% 33,5% 20,4% 30,5% 25,5% 
2004 250126 Eisbergsalat 61 7,8% 12,9% 12,9% 8,2% 6,3% 
2004 250142 Rucola 45 9,4% 13,8% 23,8% 18,3% 18,3% 
2005 240100 Kartoffeln 102 12,1% 20,1% 15,1% 13,4% 15,0% 
2005 250114 Spinat 152 11,8% 21,2% 11,4% 18,8% 12,0% 
2005 250201 Broccoli 71 19,2% 41,5% 24,4% 31,5% 29,1% 
2005 250204 Artischocke 54 40,0% 34,0% 70,0% 56,4% 56,8% 
2005 250312 Bohne grüne 131 10,1% 11,3% 11,0% 15,5% 8,7% 
2005 250401 Mohrrübe 103 22,9% 31,6% 34,3% 37,6% 62,8% 
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2001 230104 Linse grün 66 32,7% 0,0% 30,4% 69,0% 171,0% 
2001 230116 Linse rot 102 42,7% 0,0% 37,8% 0,0% 0,0% 
2001 230117 Linse gelb 42 65,5% 0,0% 60,3% 0,0% 300,0% 
2001 230123 Linse braun 71 38,9% 0,0% 22,1% 20,0% 0,0% 
2000 230404 Sonnenblumenker-
ne 
242 105,3% 0,0% 94,6% 100,0% 105,0% 
1995 230512 Pistazie 23 67,3% 316,2% 70,2% 89,3% 83,0% 
1996 230512 Pistazie 31 75,4% 89,4% 71,8% 97,7% 123,2% 
1998 230512 Pistazie 31 72,7% 933,3% 52,6% 92,3% 78,7% 
1999 230512 Pistazie 44 77,7% 666,0% 79,2% 223,6% 90,6% 
1997 230701 Erdnuß geröstet 
gesalzen 
26 127,7% 0,0% 99,7% 249,0% 100,0% 
2000 230701 Erdnuß geröstet 
gesalzen 
25 115,1% 0,0% 97,4% 904,9% 98,6% 
1999 400604 Nougatcrem süßer 
Brotaufstrich 
243 31,6% 0,0% 34,6% 50,0% 32,9% 
2002 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
129 41,2% 0,0% 33,1% 100,0% 0,0% 
1997 530501 Paprikapulver 
Fruchtgewürz 
231 31,1% 0,0% 35,2% 39,9% 50,8% 
2002 530508 Pfeffer weiß 
Fruchtgewürz 
117 35,5% 0,0% 31,5% 101,8% 61,0% 
2002 530509 Pfeffer schwarz 
Fruchtgewürz 
117 25,6% 60,0% 34,0% 54,6% 43,0% 
2004 230501 Erdnuß 22 109,2% 0,0% 97,0% 187,2% 100,0% 
2004 230502 Walnuß 35 100,0% 0,0% 100,0% 0,0% 0,0% 
2004 230503 Haselnuß 47 50,6% 210,0% 59,6% 113,6% 68,4% 
2004 230806 Mandel gemahlen 56 58,8% 61,8% 71,5% 54,4% 88,9% 
2005 161113 Müsliriegel/-happen 98 43,8% 0,0% 30,1% 61,6% 43,8% 
2005 431601 Marzipanrohmasse 48 31,3% 58,3% 56,7% 100,0% 68,4% 
2005 431900 Süßwaren aus 
Rohmassen anderer Art 
39 62,7% 0,0% 41,6% 100,0% 52,6% 
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2001 061702 Niere Schwein 278 55,3% 0,0% 64,3% 60,0% 143,8% 
2000 082900 Rotwürs-
te/Blutwürste 
220 33,2% 233,3% 49,2% 24,0% 166,2% 
1997 150101 Weizenkörner 225 36,6% 0,0% 38,5% 28,0% 86,0% 
1998 150101 Weizenkörner 234 50,3% 0,0% 63,4% 60,0% 60,4% 
1999 150101 Weizenkörner 101 69,0% 0,0% 52,1% 994,9% 100,0% 
2003 150101 Weizenkörner 110 113,7% 0,0% 86,0% 198,0% 100,0% 
1997 150201 Roggenkörner 231 46,0% 0,0% 62,7% 30,1% 31,7% 
1998 150201 Roggenkörner 216 50,9% 0,0% 68,8% 33,3% 81,8% 
2001 150301 Gerstenkörner 89 88,8% 0,0% 82,9% 136,9% 267,1% 
2003 150600 Reis 100 135,1% 0,0% 100,0% 0,0% 0,0% 
1999 160907 Hafervollkornflo-
cken 
249 38,8% 0,0% 33,9% 61,3% 43,8% 
2000 220200 Teigwaren 251 40,0% 0,0% 64,4% 20,9% 14,7% 
2001 230104 Linse grün 65 31,1% 0,0% 15,0% 0,0% 0,0% 
2001 230116 Linse rot 100 34,6% 0,0% 35,0% 66,7% 33,3% 
2001 230117 Linse gelb 42 68,5% 0,0% 77,5% 73,3% 89,8% 
2001 230123 Linse braun 71 65,3% 0,0% 63,8% 400,0% 150,0% 
2000 261103 Tomatenmark 
2fach/3fach konzentriert 
250 113,9% 0,0% 91,4% 33,3% 40,0% 
2003 300302 Korinthe 57 49,8% 210,0% 60,6% 103,4% 137,5% 
2003 300303 Sultanine 183 19,1% 18,4% 23,6% 33,1% 35,2% 
2003 300304 Rosine 43 49,3% 253,3% 45,8% 67,2% 78,5% 
2002 310101 Traubensaft rot 226 138,3% 0,0% 97,2% 24,1% 34,9% 
2001 312500 Mehrfruchtsäfte 240 27,3% 0,0% 27,5% 120,0% 108,3% 
2001 331010 Wein (Weißwein) 281 58,4% 0,0% 72,6% 0,0% 60,0% 
2002 331020 Wein gehobener 
Qualität, rot, WBZ unbe-
kannt 
236 40,8% 0,0% 44,6% 48,8% 47,2% 
2002 360603 Vollbier Pils 251 112,5% 40,0% 93,5% 50,0% 73,9% 
1999 460101 Kaffee roh 55 43,6% 0,0% 34,6% 97,7% 61,5% 
2000 460101 Kaffee roh 101 56,9% 0,0% 69,1% 23,4% 115,8% 
1999 460201 Kaffee geröstet 220 35,3% 0,0% 42,9% 40,6% 99,2% 
2002 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 




63 88,8% 0,0% 75,2% 233,3% 300,0% 
2002 530508 Pfeffer weiß 
Fruchtgewürz 
117 58,6% 0,0% 44,7% 319,2% 161,9% 
2002 530509 Pfeffer schwarz 
Fruchtgewürz 
117 53,9% 0,0% 44,3% 335,2% 82,8% 
2004 150201 Roggenkörner 104 50,0% 0,0% 34,1% 196,1% 82,6% 
2004 160600 (unbekannt - Pro- 101 69,8% 0,0% 66,1% 36,4% 33,3% 
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2004 160900 (unbekannt - Pro-
gramm aktualisieren) 
133 46,6% 0,0% 47,7% 150,0% 66,7% 
2004 161100 (unbekannt - Pro-
gramm aktualisieren) 
91 61,1% 0,0% 67,0% 58,3% 61,5% 
2004 230501 Erdnuß 13 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 230502 Walnuß 8 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 230503 Haselnuß 31 100,0% 0,0% 100,0% 0,0% 0,0% 
2004 230806 Mandel gemahlen 45 72,2% 0,0% 58,9% 108,3% 88,6% 
2004 310101 Traubensaft rot 103 29,9% 53,8% 50,7% 24,2% 35,4% 
2004 330000 (unbekannt - Pro-
gramm aktualisieren) 
140 42,4% 0,0% 41,7% 70,0% 128,3% 
2004 450000 (unbekannt - Pro-
gramm aktualisieren) 
151 21,8% 55,1% 32,7% 47,9% 44,7% 
2004 460000 (unbekannt - Pro-
gramm aktualisieren) 
130 32,2% 38,7% 48,7% 53,8% 126,1% 
2004 481401 (unbekannt - Pro-
gramm aktualisieren) 
52 121,5% 0,0% 100,0% 0,0% 126,0% 
2004 530000 (unbekannt - Pro-
gramm aktualisieren) 
127 61,0% 0,0% 68,9% 50,0% 36,6% 
2005 160102 (unbekannt - Pro-
gramm aktualisieren) 
69 87,1% 160,0% 82,1% 148,3% 149,6% 
2005 160108 (unbekannt - Pro-
gramm aktualisieren) 
23 140,3% 0,0% 94,8% 172,1% 463,7% 
2005 160112 Weizenmehl Type 
405 
126 49,4% 0,0% 49,1% 44,7% 103,2% 
2005 160120 (unbekannt - Pro-
gramm aktualisieren) 
28 73,5% 0,0% 68,0% 100,0% 87,8% 
2005 161113 Müsliriegel/-happen 143 70,2% 0,0% 72,7% 87,5% 144,2% 
2005 230402 Mohn 68 61,6% 0,0% 56,0% 61,3% 43,7% 
2005 230403 Leinsamen 63 106,3% 0,0% 85,0% 100,0% 168,8% 
2005 334200 Qualitätsschaum-
wein 
138 166,2% 0,0% 97,4% 125,0% 77,1% 
2005 339000 Traubenmost, teil-
weise gegoren 
75 138,4% 0,0% 93,0% 51,3% 45,4% 
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1999 150101 Weizenkörner 31 46,7% 88,5% 42,3% 64,8% 59,4% 
2003 150101 Weizenkörner 111 36,8% 120,3% 32,6% 78,0% 53,3% 
2001 150301 Gerstenkörner 89 54,9% 0,0% 50,1% 103,4% 69,6% 
2003 150600 Reis 100 127,6% 0,0% 100,0% 0,0% 0,0% 
2003 160126 Maismehl 20 34,7% 129,3% 34,4% 45,6% 25,3% 
2003 160202 Hatweizengrieß 
Durum 
103 19,8% 49,2% 34,0% 18,6% 57,2% 
2003 160204 Maisgrieß 29 62,5% 84,3% 77,2% 59,1% 243,5% 
2003 160605 Cornflakes 31 87,1% 0,0% 69,5% 155,5% 152,9% 
2003 170300 Mischbrote ausge-
nommen 170400 
244 13,9% 16,7% 20,8% 28,1% 31,8% 
2000 220200 Teigwaren 46 30,2% 66,3% 26,3% 45,8% 38,3% 
2003 220200 Teigwaren 156 22,5% 28,0% 40,9% 32,4% 31,2% 
2002 360603 Vollbier Pils 120 31,4% 0,0% 19,3% 95,4% 50,0% 
2002 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
210 36,3% 0,0% 23,9% 60,0% 42,9% 
2003 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
213 37,2% 0,0% 45,1% 35,2% 32,1% 
2004 150201 Roggenkörner 103 59,8% 0,0% 49,4% 66,9% 94,7% 
2004 160600 (unbekannt - Pro-
gramm aktualisieren) 
101 79,2% 0,0% 68,4% 100,0% 64,7% 
2004 160900 (unbekannt - Pro-
gramm aktualisieren) 
133 33,1% 0,0% 25,3% 60,2% 40,7% 
2004 161100 (unbekannt - Pro-
gramm aktualisieren) 
91 45,1% 0,0% 38,0% 53,1% 48,9% 
2005 160102 (unbekannt - Pro-
gramm aktualisieren) 
67 40,6% 0,0% 25,3% 43,3% 36,9% 
2005 160108 (unbekannt - Pro-
gramm aktualisieren) 
22 60,9% 0,0% 48,7% 87,9% 89,3% 
2005 160112 Weizenmehl Type 
405 
126 25,4% 100,0% 36,4% 18,1% 26,6% 
2005 160120 (unbekannt - Pro-
gramm aktualisieren) 
28 27,9% 48,6% 17,9% 30,0% 37,7% 
2005 161113 Müsliriegel/-happen 143 58,3% 0,0% 60,9% 57,2% 39,6% 
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1999 150101 Weizenkörner 27 102,4% 0,0% 91,2% 131,5% 179,5% 
2003 150101 Weizenkörner 111 75,2% 0,0% 68,0% 176,7% 99,9% 
2001 150301 Gerstenkörner 89 66,7% 0,0% 31,3% 400,0% 0,0% 
2003 160202 Hatweizengrieß 
Durum 
73 102,7% 0,0% 81,2% 0,0% 197,9% 
2003 170300 Mischbrote ausge-
nommen 170400 
135 51,3% 0,0% 45,1% 85,3% 54,0% 
2000 220200 Teigwaren 22 200,0% 0,0% 100,0% 0,0% 100,0% 
2003 220200 Teigwaren 47 0,0% 0,0% 0,0% 0,0% 0,0% 
2002 480200 Säuglings- u. Klein-
kindernahrung auf Getrei-
debasis 
209 45,7% 0,0% 42,5% 37,0% 43,0% 
2004 150201 Roggenkörner 67 76,7% 0,0% 77,2% 158,4% 314,7% 
2004 160600 (unbekannt - Pro-
gramm aktualisieren) 
85 90,4% 0,0% 73,5% 180,3% 80,0% 
2004 160900 (unbekannt - Pro-
gramm aktualisieren) 
120 119,3% 0,0% 87,3% 0,0% 100,0% 
2004 161100 (unbekannt - Pro-
gramm aktualisieren) 
86 74,4% 0,0% 63,9% 100,0% 104,3% 
2005 160102 (unbekannt - Pro-
gramm aktualisieren) 
68 124,1% 0,0% 100,0% 0,0% 876,9% 
2005 160108 (unbekannt - Pro-
gramm aktualisieren) 
23 100,0% 0,0% 100,0% 0,0% 281,9% 
2005 160112 Weizenmehl Type 
405 
126 100,4% 0,0% 100,0% 0,0% 0,0% 
2005 160120 (unbekannt - Pro-
gramm aktualisieren) 
28 0,0% 0,0% 0,0% 0,0% 0,0% 
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2003 290110 Tafelweintraube rot 193 117,4% 0,0% 97,4% 0,0% 0,0% 
2001 412502 Fruchtzubereitung 
für Milchprodukte 
10 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 250302 Gemüsepaprika 204 30,6% 0,0% 31,2% 58,2% 56,4% 
2004 290103 Himbeere 46 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290104 Brombeere 30 100,0% 0,0% 100,0% 0,0% 0,0% 
2004 290106 Johannisbeere rot 105 283,4% 0,0% 100,0% 0,0% 0,0% 
2004 290109 Stachelbeere 41 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290201 Apfel 45 100,0% 0,0% 100,0% 0,0% 0,0% 
2005 150600 Reis 105 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 240100 Kartoffeln 77 100,0% 0,0% 100,0% 0,0% 0,0% 
2005 250114 Spinat 136 233,3% 0,0% 100,0% 0,0% 0,0% 
2005 250201 Broccoli 47 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 250204 Artischocke 39 300,0% 0,0% 100,0% 0,0% 0,0% 
2005 250301 Tomate 214 101,7% 0,0% 80,6% 0,0% 0,0% 
2005 250312 Bohne grüne 87 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 250401 Mohrrübe 82 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 290202 Birne 98 184,6% 0,0% 100,0% 0,0% 0,0% 
2005 290303 Pfirsich 135 67,5% 0,0% 53,4% 320,0% 172,1% 
2005 290401 Orange 120 145,2% 0,0% 93,7% 0,0% 214,8% 
2005 290402 Mandarine 20 0,0% 0,0% 0,0% 0,0% 0,0% 
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1997 150101 Weizenkörner 188 66,4% 0,0% 57,9% 0,0% 100,0% 
1999 150101 Weizenkörner 103 0,0% 0,0% 0,0% 0,0% 0,0% 
2003 150101 Weizenkörner 110 0,0% 0,0% 0,0% 0,0% 0,0% 
1997 150201 Roggenkörner 193 71,0% 0,0% 50,3% 0,0% 0,0% 
2001 150301 Gerstenkörner 89 52,6% 0,0% 26,4% 100,0% 100,0% 
2003 150600 Reis 89 0,0% 0,0% 0,0% 0,0% 0,0% 
2000 150603 Langkornreis 97 35,2% 0,0% 20,3% 54,5% 60,0% 
2000 150608 Reis ungeschliffen 68 0,0% 0,0% 0,0% 0,0% 0,0% 
2000 150609 Parboiled Reis 62 150,0% 0,0% 100,0% 0,0% 0,0% 
1998 240100 Kartoffeln 236 143,0% 0,0% 100,0% 0,0% 0,0% 
2002 240100 Kartoffeln 108 200,0% 0,0% 100,0% 0,0% 0,0% 
2001 250101 Kopfsalat 98 55,3% 0,0% 30,0% 100,0% 100,0% 
2003 250111 Weißkohl 100 0,0% 0,0% 0,0% 0,0% 0,0% 
1997 250112 Grünkohl 90 377,4% 0,0% 113,6% 0,0% 0,0% 
2000 250113 Wirsingkohl 222 79,5% 0,0% 59,1% 0,0% 0,0% 
2002 250114 Spinat 89 185,7% 0,0% 100,0% 0,0% 0,0% 
1997 250201 Broccoli 207 216,1% 0,0% 100,0% 0,0% 0,0% 
1999 250203 Blumenkohl 246 125,0% 0,0% 100,0% 0,0% 0,0% 
2003 250203 Blumenkohl 103 0,0% 0,0% 0,0% 0,0% 0,0% 
1998 250205 Spargel 220 200,0% 0,0% 100,0% 0,0% 0,0% 
2001 250301 Tomate 255 45,3% 0,0% 35,5% 0,0% 100,0% 
2003 250302 Gemüsepaprika 305 155,6% 0,0% 100,0% 0,0% 0,0% 
2000 250305 Gurke 110 96,0% 0,0% 64,0% 0,0% 1190,3% 
2003 250305 Gurke 243 0,0% 0,0% 0,0% 0,0% 0,0% 
2003 250308 Aubergine 105 0,0% 0,0% 0,0% 0,0% 0,0% 
1997 250309 Zucchini 171 93,0% 0,0% 83,1% 0,0% 0,0% 
2002 250312 Bohne grüne 109 0,0% 0,0% 0,0% 0,0% 0,0% 
1998 250401 Mohrrübe 185 100,0% 0,0% 100,0% 0,0% 0,0% 
2002 250401 Mohrrübe 82 100,0% 0,0% 100,0% 0,0% 0,0% 
1998 250403 Knollensellerie 173 0,0% 0,0% 0,0% 0,0% 0,0% 
2000 261103 Tomatenmark 
2fach/3fach konzentriert 
243 35,8% 0,0% 17,8% 100,0% 0,0% 
2000 261205 Erbse tiefgefroren 238 41,0% 0,0% 22,5% 1566,7% 100,0% 
2003 261205 Erbse tiefgefroren 104 0,0% 0,0% 0,0% 0,0% 0,0% 
1998 290102 Erdbeere 237 59,4% 0,0% 46,3% 0,0% 248,8% 
2003 290110 Tafelweintraube rot 316 400,0% 0,0% 122,2% 0,0% 0,0% 
2001 290111 Tafelweintraube 
weiß 
264 41,9% 0,0% 24,9% 0,0% 100,0% 
1998 290201 Apfel 259 112,3% 0,0% 91,8% 0,0% 0,0% 
2001 290201 Apfel 91 75,4% 0,0% 65,6% 168,8% 226,5% 
1998 290202 Birne 223 54,8% 0,0% 44,2% 331,0% 95,0% 
2002 290202 Birne 104 71,8% 0,0% 61,2% 1964,5% 176,3% 
1998 290303 Pfirsich 93 100,0% 0,0% 100,0% 0,0% 0,0% 
2002 290303 Pfirsich 32 174,9% 0,0% 100,0% 2566,7% 775,2% 
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1998 290304 Aprikose 45 246,7% 0,0% 100,0% 0,0% 0,0% 
1998 290305 Pflaume 56 0,0% 0,0% 0,0% 0,0% 0,0% 
1998 290306 Nektarine 68 0,0% 0,0% 0,0% 0,0% 0,0% 
2002 290306 Nektarine 55 200,0% 0,0% 100,0% 0,0% 0,0% 
1998 290307 Süßkirsche 49 0,0% 0,0% 0,0% 0,0% 0,0% 
1998 290401 Orange 107 45,5% 0,0% 49,5% 57,7% 52,8% 
2002 290401 Orange 130 44,3% 0,0% 42,9% 65,4% 93,9% 
2002 290402 Mandarine 110 75,1% 0,0% 73,9% 203,0% 69,9% 
1998 290403 Clementine 56 128,8% 0,0% 98,0% 1782,4% 100,0% 
1997 290404 Zitrone 246 50,2% 0,0% 45,9% 74,6% 58,9% 
1998 290404 Zitrone 71 71,2% 0,0% 53,5% 272,7% 100,0% 
1998 290405 Grapefruit 61 56,6% 0,0% 43,9% 176,5% 64,3% 
2002 290499 Orange, essbarer 
Anteil 
100 101,5% 0,0% 77,5% 85,9% 73,6% 
1997 290502 Banane 236 23,4% 65,1% 23,2% 34,5% 27,5% 
2002 290502 Banane 95 37,4% 255,0% 43,3% 37,7% 44,2% 
1999 290506 Papaya 215 61,1% 0,0% 63,9% 100,0% 200,8% 
2002 290599 Banane, essbarer 
Anteil 
55 46,8% 100,0% 53,2% 66,7% 49,2% 
2001 312500 Mehrfruchtsäfte 235 26,7% 0,0% 12,4% 0,0% 0,0% 
2000 480306 Obstbrei für Säug-
linge/Kleink. 




55 93,1% 0,0% 53,3% 1823,1% 0,0% 
2004 150201 Roggenkörner 104 57,6% 0,0% 40,8% 100,0% 0,0% 
2004 250101 Kopfsalat 48 390,3% 0,0% 111,9% 0,0% 0,0% 
2004 250102 Feldsalat 47 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 250110 Rotkohl 101 60,0% 0,0% 34,7% 0,0% 100,0% 
2004 250122 Porree 98 57,3% 0,0% 34,4% 127,3% 100,0% 
2004 250126 Eisbergsalat 61 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 250142 Rucola 45 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 250301 Tomate 91 60,0% 0,0% 34,5% 100,0% 0,0% 
2004 250302 Gemüsepaprika 204 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290102 Erdbeere 101 60,0% 0,0% 34,7% 0,0% 100,0% 
2004 290103 Himbeere 46 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290104 Brombeere 30 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290106 Johannisbeere rot 105 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290109 Stachelbeere 41 0,0% 0,0% 0,0% 0,0% 0,0% 
2004 290201 Apfel 99 121,6% 0,0% 89,1% 0,0% 100,0% 
2004 290501 Ananas 177 46,7% 0,0% 25,4% 0,0% 100,0% 
2004 311603 Orangensaft 99 100,0% 0,0% 100,0% 0,0% 0,0% 
2005 150600 Reis 95 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 240100 Kartoffeln 71 298,6% 0,0% 100,0% 0,0% 0,0% 
2005 250114 Spinat 155 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 250201 Broccoli 58 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 250204 Artischocke 54 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 250301 Tomate 214 0,0% 0,0% 0,0% 0,0% 0,0% 
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2005 250312 Bohne grüne 103 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 250401 Mohrrübe 91 0,0% 0,0% 0,0% 0,0% 0,0% 
2005 290202 Birne 98 121,5% 0,0% 91,2% 0,0% 1626,3% 
2005 290303 Pfirsich 137 172,3% 0,0% 96,7% 0,0% 0,0% 
2005 290401 Orange 119 70,7% 0,0% 65,6% 92,9% 248,6% 
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