Simulations of iterative transmit-beam aberration correction using a time-delay and amplitude filter have been performed to study the convergence of such a process. Aberration in medical ultrasonic imaging is usually modeled by arrival-time and amplitude fluctuations concentrated on the transducer array. This is an approximation of the physical aberration process, and may be applied to correct the transmitted signal using a time-delay and amplitude filter. Estimation of such a filter has proven difficult in the presence of severe aberration. Presented here is an iterative approach, whereby a filter estimate is applied to correct the transmit-beam. This beam induces acoustic backscatter better suited for arrival-time and amplitude estimation, thus facilitating an improved filter estimate. Two correlation-based methods for estimating arrival-time and amplitude fluctuations in received echoes from random scatterers were employed. Aberration was introduced using eight models emulating aberration produced by the human abdominal wall. Results show that only a few iterations are needed to obtain corrected transmit-beam profiles comparable to those of an ideal aberration correction filter. Furthermore, a previously developed focusing criterion is found to quantify the convergence accurately.
I. INTRODUCTION
Aberration in medical ultrasound imaging is observed as reduced resolution in the images. It is mainly produced by spatial variation of acoustic parameters ͑mass density and bulk compressibility͒ in the human body wall. The loss of resolution may, in many situations, render a reliable diagnosis based on these images difficult to obtain. Extensive research has therefore been carried out in order to solve this problem.
Iteration of transmit-beam aberration correction is defined as a process where a set of aberration parameters is estimated; the estimated parameters are used for correcting the transmitted ultrasound beam; and a new estimate of the same parameters is calculated. This process is then repeated. The parameters are typically arrival-time or arrival-time and amplitude fluctuations. Iteration of transmit-beam aberration correction is sometimes referred to as adaptive imaging or autofocusing, but these terms are also used to denote aberration correction in general.
In the presented work, iteration of transmit-beam aberration correction is studied. This process is abbreviated transmit-beam iteration in the remainder of the article.
Flax and O'Donnell 1,2 studied transmit-beam iteration using estimated arrival-time differences between neighbor elements on the receiving array. They considered aberration from a thin phase-screen just in front of the array. Using such aberration, a transmit-beam iteration process-for correcting the phase of the transmit signal using time-delays estimated from neighbor correlation-was argued to be a process that inherently converges to an ideal transmit focus.
In Refs. 3 and 4, the morphology of the abdominal wall was studied. It was found that a single time-delay or phasescreen is not adequate for modeling aberration of the ultrasound wave. This is due to the fact that aberration consists of both phase and amplitude aberration, and that these effects occur throughout the whole thickness of the body wall. 4 In this situation, the arguments of Flax and O'Donnell 2 are not sufficient. In Ref. 5 , it was shown that an appropriate timedelay and amplitude filter can produce close-to-ideal correction. It has yet to be shown that iterative transmit-beam aberration correction based on estimating a time-delay and amplitude filter from random scatterers will yield a similar correction.
In Refs. 6 -8, transmit-beam iteration was performed using different methods for aberration correction, but no consistent measure of convergence was introduced. In Ref. 6 several iterations were performed in order to estimate phase aberrations only. The efficiency of the correction was evaluated using the root-mean-square ͑rms͒ difference between the estimated phase and a reference phase, where the refer-ence was obtained from a beacon signal ͑point source͒. In many practical situations such a beacon signal is not available. This metric is therefore not useful for evaluating convergence of transmit-beam iteration in most imaging situations.
Rigby et al. 9 performed in vivo transmit-beam iteration using time-delays with a 1.75D array. They used a beamsumchannel correlation method for estimating arrival-time fluctuations and found the algorithm to converge after three or four iterations. The results obtained showed improved image quality, but it is not certain to what the algorithm converged as no reference values could be obtained from the subjects investigated.
Other authors have also described transmit-beam iteration, [10] [11] [12] [13] [14] but only performed aberration correction on either the received signal, or on the transmitted and the received signal. No further iterations were carried out.
In order to obtain qualitative data concerning the convergence of a transmit-beam iteration process, two aberration estimation methods are compared in this article. Both methods estimate arrival-time and amplitude fluctuations using signals from random scatterers. The estimated arrival-time and amplitude fluctuations are then used as a matched filter for time-delay and amplitude aberration correction.
The first estimation method correlates each element signal with a reference signal. The reference signal is a weighted and modified beamformer output of the received signal. 15 The second method uses an eigenfunction decomposition of the cross spectrum to maximize the expected energy in the received signal. 16 In order to evaluate the quality of an aberration correction method, Mallart and Fink developed a focusing criterion based on the van Cittert-Zernike theorem. 11 An analogous criterion was developed by Liu and Waag. 10 Lacefield and Waag 14 discuss the utility of this focusing criterion since the van Cittert-Zernike theorem is only valid for propagation in a homogeneous medium. The width of the average receive coherence function at different levels was suggested as an alternative measure to evaluate an aberration correction method. A monotonic relation between the coherence widths and the effective widths of point spread functions was observed in single-transmit images.
Both of these measures are used in this article, in order to evaluate the convergence of the transmit-beam iteration process. The process is also evaluated by comparing arrivaltime and amplitude fluctuation estimates to those obtained from point source simulations. A simulation with a point source in the focus of the array provides an optimal situation for observing aberration of the ultrasound wave, and serves as a good reference.
Absorption effects, electronic noise, and acoustic reverberation noise were not included in the simulations.
II. THEORY

A. Signal and aberration correction modeling
Following Angelsen 17 ͑Ch. 11͒, the aberration is modeled by relating the Green's function for the wave equation with constant coefficients to the Green's function for the wave equation with spatially variable coefficients using a filter denoted the generalized frequency-dependent screen. The frequency response of this filter describes the aberration introduced to each frequency component of the signal.
If the generalized frequency-dependent screen is independent of the position in space at which the backscatter was created, the signal received at array coordinate r a can be written as 15 y͑r a ; ͒ϭs͑ r a ; ͒ f ͑ r a ; ͒. ͑1͒
The function f (r a ;) is an integral over a volume containing scatterers distributed in space, and represents the unaberrated acoustic backscatter signal. It does, however, depend on the transmitted beam, and is thus a function of the transmit aberration. The situation where aberration on an array element satisfies the assumption of being independent of the spatial position of the scatterer, is denoted scatterer-independent aberration. 15 This can be viewed as concentrating all aberration of the inhomogeneous medium to a layer at the array surface. For an extended aberrator of varying thickness, this assumption is generally not satisfied, but may be a good approximation inside a region surrounding the focal point; the isoplanatic patch. A received signal according to Eq. ͑1͒ is thus obtained by focusing the transmitted beam to the inside of the isoplanatic patch.
The two aberration estimation methods employed in this article perform aberration correction using a time-delay and amplitude correction filter with transfer function h͑r a ; ͒ϭa͑ r a ͒e i͑r a ͒ . ͑2͒
The time-delay , and amplitude a, are functions of the array coordinate r a , but do not depend on frequency. This approximation of the correction filter is valid for band-limited signals assuming scatterer-independent aberration. It has been shown that a time-delay and amplitude filter produces close-to-ideal correction ͑no aberration͒, if correct estimates for the arrival-time and amplitude fluctuations are obtained, even in the case of severe aberration.
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B. Scatterer-independent aberration and the van Cittert-Zernike theorem
When the scatterers are randomly distributed in space, the backscatter signal is a stochastic variable. Assuming scatterer-independent aberration, the cross-spectrum between the received signal at location r p and r n on an array may be expressed using Eq. ͑1͒ R͑r p ,r n ͒ϭs͑ r p ͒s*͑ r n ͒F͑ r p ,r n ͒. ͑3͒
Here, F(r p ,r n ) is the cross-spectrum of the backscatter signal without aberration. Dependence on frequency has been omitted for notational convenience. In Ref. 18 , the van Cittert-Zernike theorem was developed for incoherent acoustic backscatter and propagation through a homogeneous medium. If the aberration is scatterer-independent, the van Cittert-Zernike theorem may be applied. In this case, F(r p ,r n )ϭF(r p Ϫr n )ϵF() is computed as ͑Ref. 17, 11.55͒ Here 2 is the scattering intensity, the integration is performed over the array surface S a , and o(r) denotes the array apodization function.
Equation ͑4͒ shows that the coherence in the received signal is limited by the aberration as well as the apodization function. This has been experimentally observed, 14 although it was not compared to an explicit theoretical prediction.
III. ESTIMATORS
In this article, two previously developed estimators 15, 16 are employed to study transmit-beam iteration. For the convenience of the reader and to introduce notation, the rationale behind both estimators is briefly reviewed. Then, the two methods are compared, and new insight into the similarities and differences between them is provided.
Both estimators are based on the cross-spectrum of the received acoustic backscatter. For the purpose of this study, the received signal is assumed to be a Gaussian stochastic process with zero mean value. This implies that all statistical information is contained in the covariance function, or equivalently, the cross-spectrum. For a time-delay and amplitude correction filter as in Eq. ͑2͒, it is sufficient to consider the cross-spectrum at a single frequency.
For a given frequency , the cross-spectrum between the element signals y p () and y n (), received at element p and n respectively, is defined as R pn ϭE͓ y p y n *͔.
͑5͒
Frequency dependence has been dropped for notational convenience.
For the comparison to be useful, both estimation methods use the same estimate of the cross-spectrum. In order to obtain a proper estimate of the cross-spectrum with low variance, an average over statistically independent backscatter signals is used. In a practical situation, statistically independent signals can be obtained by imaging scatterers which are replaced between each consecutive transmit-beam, e.g., blood or contrast agents. Alternatively, nonoverlapping regions of the scatterer distribution may be utilized by combining beams in a linear/sector scan. 6, 19 The estimate of the cross-spectrum is a crossperiodogram given as
͑6͒
where k denotes received backscatter signals from different random scatterer realizations, and K is the total number of such realizations. To further lower the variance of the estimate in Eq. ͑6͒, additional averaging over a small band of frequencies is performed which results in a smoothed crossperiodogram.
Reference 20 ͑p. 703͒ shows that the variance of the cross-spectrum estimate in Eq. ͑6͒ may be found as
where the coherence w pn is defined as
͑7͒
This implies that the variance of the cross-spectrum is high when the coherence is low, and vice versa.
A. Modified beamformer output
This section offers a brief description of the modified beamformer output ͑MBFO͒ estimator, which was presented in Ref. 15 . The basic premise for this method is that the received signal can be written as in Eq. ͑1͒, that is, scattererindependent aberration is assumed. Applying the same discrete notation as in Eq. ͑5͒ to denote elements p and n in Eq. ͑3͒, and solving for s p leads to
In order to use all possible correlation information to estimate the phase and amplitude of s p , a weighted average ŝ p is defined
where N is the total number of elements on the array. Here, W pn is a set of weights and R pn is the estimate for R pn . In this article, the weights are chosen as
where w pn is an estimate of the coherence w pn ͓Eq. ͑7͔͒ based on R pn . Thus, the estimates of R pn with low variance are emphasized. Furthermore, the phase of F pn is not known, and F pn is therefore replaced by its absolute value. The MBFO estimator s p is then
͑11͒
An estimate for ͉F pn ͉ can be found from the van CittertZernike theorem as formulated in Eq. ͑4͒.
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The estimator in Eq. ͑11͒ is a set of N coupled nonlinear equations which has to be solved, that is, for p͕1,¯,N͖. An iterative solution method as described in Ref. 15 was utilized for this purpose. The initial estimate for s p in the iterative solution method was chosen as zero phase and unity amplitude across the array.
B. Eigenfunction estimator
The eigenfunction estimator ͑EFE͒ was presented in Ref. 16 . Thus, only a short description of the method is provided here. Consider the stochastic vector of receive signals at a particular frequency and transducer elements indexed from 1 to N yϭ͓ y 1 y 2¯y N ͔ T .
Given a vector hϭ͓h 1 h 2¯h N ͔ T , a stochastic linear functional L h may be defined on y as
where H denotes the Hermitian of the vector.
The quantity L h y from Eq. ͑12͒ is the temporal frequency result when a filter with transfer function h p () is applied to the signal received at transducer element p before the standard beamforming procedure is executed. It is a stochastic variable with associated variance expressed as
Rh. ͑13͒
Here, R is the cross-spectrum matrix of the receive signal at the frequency .
The variance is the expected energy for L h y at this frequency. Since the matrix R is Hermitian the expected energy, subject to the constraint h H hϭ1, is maximized when h is an eigenvector associated with the largest eigenvalue of R ͑see Ref. 21 , Ch. 6.5͒.
Through finding the eigenvector which maximizes the expression in Eq. ͑13͒, a match filter which maximizes the speckle brightness, 22 is constructed. The normalization h H h ϭ1 for each frequency ensures that the correction filter does not alter the frequency distribution for the energy of the aberration-corrected transmit-beam.
The eigenvector h associated with the largest eigenvalue of R is calculated and used as an estimate of the filter h.
C. Comparison of the estimators
Both methods estimate aberration from the crossspectrum of stochastic backscatter. The MBFO estimator also assumes the aberration on a receive element to be independent of the spatial position of the scatterers, i.e., a signal model according to Eq. ͑3͒. The EFE estimator makes no such assumption.
The MBFO estimator has been shown to be equivalent to correlating the received signal with a correlation reference; 15 a modified beamformer output
The modified beamformer output, b kp , is formed by using a weight term W pn and a correction term 1/͉F pn ͉s n for each element signal y kn . The same interpretation is possible for the EFE
Equal weight, 1/, is placed on all element signals when forming the modified beamformer output ␤ k . The correction term in this case is h n * .
A major difference between the two estimators is that the correction term for the MBFO estimate is obtained by applying the aberration correction filter as an inverse filter, while the correction for the EFE is obtained by matched filtering. In addition, the MBFO estimator utilizes a different set of weights for each transducer channel p, thus obtaining a different correlation reference signal for each channel. The EFE estimator makes use of the same correlation reference for all channels.
To compare the estimators further, it is instructive to consider the case where F pn ϭ͉F pn ͉. This will be the case when, for example, the scattering medium is incoherent and all phase aberration of the transmitted beam has been corrected.
Let S be the diagonal matrix
Equation ͑13͒ is then reformulated as
where F is the cross-spectrum matrix for the unaberrated acoustic backscatter. Therefore, S H h must be an eigenvector of F. Now, since F is real, then the eigenvector S H h is real as well. In this case, the phase of h p is equal to that of s p ; the phase estimated by the EFE will be an unbiased estimate for the phase of the screen.
Furthermore, it is easy to see that if h is an eigenvector of R with eigenvalue , then
The EFE therefore satisfies an equation of the same type as Eq. ͑11͒ for the MBFO, with weights W pn ϭ͉F pn ͉͉h n ͉ 2 /. If the weights W pn in Eq. ͑11͒ are required to satisfy ͚ n W pn ϭ1, then the MBFO will by construction be an unbiased estimate for the screen. 15 However, for the EFE this requirement is not necessarily fulfilled. The result is a biased estimate of the amplitude.
Express the amplitude bias in a multiplicative fashion
where ␣ p is real and positive, and s p , as previously, denotes the screen. Inserting this into Eq. ͑16͒ yields
The fact that a normalized set of weights will obtain an unbiased estimate for the screen implies that the amplitude bias may be expressed as a solution to
Because of the Toeplitz structure of F, and the fact that ͉F pn ͉ decreases off the main diagonal, any solution ␣ p of Eq. ͑17͒ will decrease as a function of p when p moves toward the edges of the array. If ͉F pn ͉ decreases monotonically, then ␣ p will also decrease monotonically from a maximum in the central region of the array. The filter amplitude is therefore an estimate for an apodized version of the screen amplitude. This apodization has previously been discussed, 16 but the expression for the apodization is new.
In general, when F is not real, the relationship between h p and s p is more complicated. It is, however, possible to show that an iterative transmit-beam aberration correction procedure will converge to a h p which has a phase that concurs with the screen. 16 Applying the correct phase for aberration correction will result in a F which satisfies F pn ϭ͉F pn ͉. The preceding argument may then be used to assert that an apodized amplitude estimate is also obtained.
By omitting the phase of F pn , an error is introduced in the MBFO estimate of the screen. Equation ͑9͒ can be written as
where ⌬ pn is the phase of F. Neglecting this phase will therefore, in general, contribute both to a phase and an amplitude error in the estimation of s p from Eq. ͑9͒. Assuming the transmit-beam iteration process converges to the true phase of s p , as discussed above, F will be real valued and ŝ p becomes by definition equal to s p .
D. Arrival-time and amplitude estimates
After obtaining an estimate at the center angular frequency, 0 , for the scatterer-independent screen s p and the energy maximizing filter h p , using the MBFO and the EFE estimator, respectively, arrival-time and amplitude fluctuations were calculated in a standard way. 15 Note that although in the presented work only arrivaltime and amplitude fluctuations were used, both the MBFO and the EFE may be employed to estimate a phase and amplitude aberration correction filter for all frequency components in the signal.
IV. SIMULATIONS
The simulations presented in this article were performed using the two-dimensional ͑2D͒ simulation setup shown in Fig. 1 . An angular spectrum operator was used for homogeneous propagation of the simulated signals. 5 A beam was propagated from the transducer through a body wall model to the scattering region. There it was scattered according to the Born approximation and propagated back to the transducer.
Eight body wall models were generated using equally spaced time-delay screens, filtered and tuned to obtain characteristics according to abdominal wall measurements. 23 The body wall models were also used in Ref. 5 . A thorough description of the body wall models is offered in this reference.
The point source simulations were of a one-way nature: A point source was situated at the position of maximum energy of the transmitted beam in the focal plane for each of the aberrators. An emitted pulse from the source, identical to the transmit pulse from the array, was propagated to the array and processed to obtain a reference for the arrival-time and amplitude fluctuations.
A. Simulation parameters and data processing
The simulation domain was 10.24 cm in the lateral direction ͑x direction in Fig. 1͒ with a resolution of 0.2 mm. To avoid reflections at the edges of the spatial domain due to the fast Fourier transform being periodic, the signal was tapered to zero with a raised cosine window over a 2.54 cm-wide band. The sampling frequency was 35.1 MHz providing a time window of 58.3 s. The transmitted pulse had a center frequency of 2.5 MHz and a Ϫ6 dB bandwidth of 1.5 MHz. An array aperture size of 20 mm with pointlike elements was chosen. The focal depth of the array was set to 60 mm. The medium through which the signals were propagated had a speed of sound equal to that of water; 1523 m/s. Geometric focusing was removed from all received signals prior to further processing of the results.
To generate a realistic speckle signal, an area of 30.5 mm ͑time window of 20 s͒, centered with 15.25 mm to each side of the focal plane was used as a scattering region ͑see Fig. 1͒ . The scatterer density was approximately 1600 scatterers per square centimeter. The scatterers were uniformly distributed in space, and had a Gaussian distributed reflection strength.
For each transmit-beam iteration, scattering from 20 independent realizations of the scattering region were simulated for the purpose of cross-spectrum estimation.
Estimation of arrival-time fluctuations for the point
1. An ultrasound pulse was propagated from the transducer (xd), through a body wall to a scattering region. Scattering was computed according to the Born approximation and propagated back through the body wall to the transducer.
source simulation was performed with a phasefront tracking algorithm. 5 The method has proved to yield accurate estimates of the wavefront, and is not sensitive to waveform deformation which occurs behind the wavefront.
For all arrival-time fluctuation estimates presented in this article, a linear fit was subtracted in order to remove refraction steering of the beam.
Amplitude fluctuations from the point source simulations were determined by taking the Fourier transform of the received signal on each element as a function of time. The amplitude on each element of the array was calculated as the arithmetic mean of the amplitudes of the now frequencydependent signal, over a band of frequencies ranging from 2-3 MHz. This band was chosen empirically.
In order to evaluate the accuracy of the estimation methods, the relative L 2 distances between arrival-time and amplitude estimates and their respective references obtained from the point source simulations were calculated. The L 2 distance was normalized with respect to the L 2 norm of the reference, and was thus calculated as
Here x is the arrival-time or amplitude estimate, and x ref is the reference value obtained from the point source simulations. The mean value was subtracted from all estimates prior to the calculation of the L 2 distance. For the comparison to be useful, the amplitude estimates and the point source reference need to have equal power. Assuming the estimated values for the amplitude fluctuations are proportional to the reference, a gain factor ␣ may be defined as
âϭ␣a.
Here, â is the estimate and a the point source reference. The gain factor was determined by minimizing the error between the reference and the estimate
To ensure equal power, the estimated arrival amplitudes were then scaled using the gain factor, prior to the calculation of the relative L 2 distance. The focusing criterion was calculated according to the derivations by Mallart and Fink. 11 They defined a focusing criterion as
where N is the number of elements on the receiving array. Liu and Waag 10 independently proposed a similar criterion denoted the waveform similarity factor.
For a point source, the value of C lies between 0 and 1. For an incoherent medium Mallart and Fink showed that the maximum value of C is 2/3. Note that C can only attain its maximum value if p is properly estimated.
The focusing criterion was, as described earlier, used to evaluate the convergence of the iterative aberration correction procedure, along with the widths of the average receive coherence function introduced by Lacefield and Waag. 14 The average coherence function for the received signal, from now on denoted coherence function, was calculated as
where N ⌬ denotes the number of element pairs with separation pϪn. Note that the coherence function was only calculated for the center frequency of the signal. The magnitude of the coherence function was interpolated to a resolution of 0.05 mm sampling, before the width of the magnitude of the coherence function was calculated at levels 0.6 and 0.4.
All received data were corrected using arrival-time fluctuation estimates, obtained by the estimators, prior to the calculation of the focusing criterion C and the coherence function. For the focusing criterion, the linear fit of the arrival time estimates was not subtracted prior to receive correction.
Beam profiles in the focal plane of the array were acquired as the rms value of the temporal signal at each spatial position. These profiles were used for the visual evaluation of the effect of the different aberration correction methods.
V. RESULTS
Simulations were performed using eight different aberrators. To limit the amount of presented data, detailed results are only offered for two of the aberrators; w6 and s6. The w6 and s6 aberrator represent weak and strong aberration, respectively, and are representative for overall performance of the iterative transmit-beam aberration correction. Only the parameter C is presented for all aberrators, as this proved to be the best criterion by which to quantify the transmit-beam iteration results.
In all the results presented, MBFO and EFE denote results obtained using the corresponding method for estimating arrival-time and amplitude fluctuations.
All results in this section are labeled with an iteration number. The iteration number is defined according to the transmit-beam. One transmit-beam iteration is defined as consisting of an estimation of arrival-time and amplitude fluctuations; an application of these estimates to a transmitbeam in order to obtain a corrected transmit-beam profile; and finally receiving scattering generated by the corrected transmit-beam. In this labeling scheme, iteration 0 refers to the initial transmit-beam, where no aberration correction is applied. The arrival-time and amplitude fluctuations estimated using scattering created by the transmit-beam from iteration 0 are used to form the first truly corrected transmitbeam. These arrival times, amplitudes, and the resulting beam profiles are thus labeled iteration 1, and so on. Figure 2 shows beam profiles in the focal plane of the array. For the w6 aberrator, the corrected beam profiles appear to converge after two iterations for both methods. The resulting beam profiles are very well corrected and close to the unaberrated profile. In the case of the s6 aberrator, one additional iteration is required for MBFO to obtain the same results. Since only minor changes occur from iteration 2 to iteration 5 for the w6 aberrator, and from iteration 3 to iteration 5 for the s6 aberrator, only results from iterations 0, 1, 2, and 5 are presented.
The estimated time-delay and amplitude fluctuations used to produce the corrected beam profiles in Fig. 2 are shown in Figs. 3 and 4 . The visual impression of convergence for the estimates is the same as for the beam profiles. It is worth noting, however, that the time-delay estimate is also very accurate after two iterations for MBFO applied to the s6 aberrator. The amplitude improves significantly at the third iteration. The improvement between iterations 2 and 3 for the beam profile is thus mainly explained by an improved amplitude estimate.
The relative L 2 distance between the estimated arrivaltime/amplitude and the respective references was computed for each iteration. Figure 5 shows how the distance decreases for the first two iterations. In the case of the w6 aberrator, the distances level out after the second iteration. For the s6 aberrator, the distance for the amplitude levels out in the same manner as for the w6 aberrator. The distance for the arrivaltime, however, increases after the second iteration. This is related to the discontinuities in the arrival-time estimates observed in Fig. 3 . The value at which the L 2 distance levels out for the EFE amplitude estimate is significantly higher than for the MBFO estimate. This is explained by the fact that the EFE amplitude is apodized relative to the screen, while the MBFO is not.
The magnitude of the coherence functions, and the coherence widths for the received scattering, are presented in Figs. 6 and 7. The coherence widths at different levels increase gradually with iteration, demonstrating an increased degree of spatial coherence in the receive signal.
The focus quality parameter for all aberrators is presented in Fig. 8 as a mean value and a standard deviation. These were calculated using the 20 independent receive signals for each iteration. In concurrence with the theoretical foundation for the parameter, 11 the strong increase in the focus quality parameter C corresponds to the improved focus apparent in the beam profiles in Fig. 2 . With the exception of s8, convergence was obtained after one to three iterations using either algorithm.
VI. DISCUSSION
As shown in this article, both the MBFO and EFE algorithm use an average of element signals as the reference value in a correlation process, in other words, a beamforming correlation process. This is conceptually similar to the speckle brightness method, 22 speckle look-back, 12 the beamsum-channel correlation method, 9 and the scaled covariance matrix algorithm 24 for phase estimation. The principal difference is that both methods presented here can estimate both phase and amplitude aberration at all frequency components, and thus represent a generalization of the above described methods.
In order to obtain a correlation-based estimate, a stable reference signal is needed. The variance of the estimate will be as low as possible when the reference signal is coherent with the backscatter signal. In the case of the MBFO estimator, a separate reference b kp is used for each element p. The EFE, on the other hand, uses the same reference, ␤ k , for all elements.
The MBFO estimate utilizes the signal model to create signals of equal strength at each element by factoring out the effect of the aberration amplitude. It then forms a reference which is coherent with the signal at element p by explicitly applying the coherence function as weights in a weighted average.
The weight function works as a sliding window which efficiently implements a subaperture processing, automatically selecting an appropriate subaperture for the beamformer output from a variance perspective ͓confer Eq. ͑14͔͒. The weighting also ensures that the beamformer output is highly correlated with the element signal where the estimation occurs. Since the subaperture slides across the array, it is desirable with an inverse amplitude filtering in order for the reference signal to attain the same average energy level for each subaperture.
The EFE constructs one signal which is utilized as a common correlation reference for all element signals across the aperture. To this end, no signal model is employed directly. Instead, the reference signal is formed as a weighted coherent sum of the element signals. Assuming no amplitude damping due to absorption, a backscatter signal of large amplitude is the result of constructive interference. A lowamplitude backscatter signal, on the other hand, is the result of destructive interference. As a result, high-amplitude signals will resemble each other more closely than lowamplitude signals. The accuracy with which the aberration correction filter may be estimated, is directly connected to the degree of coherence between an element signal and the reference. In order to form a good estimate, it is therefore of importance to form a reference signal which is highly correlated with the element signals. Furthermore, because signals of high amplitude contribute more to the overall focus quality than low-amplitude signals, it is most important to obtain an accurate estimate for the correction of high-amplitude signals. The weighted coherent sum of element signals should emphasize element signals of large amplitude in order to achieve this. To what degree high amplitudes should be emphasized over low amplitudes is determined by the L 2 norm used when maximizing the expected energy of L h y in Eq.
͑12͒.
As described in Sec. IV A, for each transmit-beam iteration, scattering from 20 new realizations of the scattering region were simulated. The objective of this article was to study iteration of transmit-beam aberration correction. For this purpose, a proper estimate of the cross-spectrum ͓Eq. ͑6͔͒ was desired. For practical purposes, using 20 transmitbeams for each estimate is unfeasible in a real-time scanning environment. However, if only a time-delay and amplitude aberration correction filter is sought, appropriate modelbased averaging of the cross-spectrum over a wider frequency band will yield a similar effect to acquiring independent realizations. In this situation, the number of independent realizations may therefore be greatly reduced. An important issue for implementation will be to determine the number of receive-signals necessary to obtain an adequate estimate.
The transmit-focus of an ultrasound beam may be quantified by measuring the width of the transmit-beam profile. The beam profiles shown in Fig. 2 display a significant improvement in focus quality as a result of the iterative transmit-beam correction process. Furthermore, the convergence toward an almost-ideal beam profile width is rapid.
There is, however, a slight offset in the peak of the beam profiles.
This shift, particularly noticeable for the s6 aberrator, is produced by a refraction of the transmitted beam. In this two-way imaging system, where reciprocity implies that the backscattered beam will experience the same refraction as the transmitted beam, the associated shift of the beam profile is not observed from the transducer array. Dealing with refraction of the beam due to aberration through the body wall remains an issue for further research.
For the w6 aberrator, both estimation methods yield transmit-beams with the same degree of focus after two transmit-beam iterations as those obtained using the point source reference for aberration correction. Beyond two iterations, no significant improvement of the beam profiles is achieved. In the case of the s6 aberrator, three iterations are required for the MBFO estimate to achieve as good a correction as the point source reference. Beyond this point, no significant improvement can be found in the transmit-beam profiles. The EFE estimate does not improve the beam profile significantly after the second iteration.
Convergence for the beam profiles is accompanied by an apparent convergence also for the time-delays and amplitudes shown in Figs. 3 and 4 . After approximately two iterations, no essential change occurs in the phase estimates for either method. Amplitude estimates are improved with further iteration for the MBFO algorithm, but for the EFE estimate more than two iterations are not required.
In the weakly aberrated case, the time-delays obtained using both estimation methods are very close to the point source reference. For the s6 aberrator, the estimated arrival times exhibit discontinuities, while the point source reference does not. The discontinuities are linked to waveform deformation in the received signals for the s6 aberrator. 15 Waveform deformation results in low signal amplitudes, and causes discontinuities in the arrival-times between adjacent element signals. 4, 5 The MBFO algorithm produces amplitude estimates which are close to the point source reference both for the w6 and s6 aberrators. For the s6 aberrator, the corrected beam profile is improved significantly for the third iteration using MBFO, even if the time-delay estimate does not change much from the second to the third. This improvement must therefore be the result of the improved amplitude estimate.
This observation is in accordance with the predicted amplitude error as a result of omitting the phase of F pn in Eq. ͑11͒. Transmitting with a correct phase filter will, according to Eq. ͑4͒, produce an F pn which is real. The amplitude error will therefore not be introduced in the MBFO estimate based on the corrected backscatter, resulting in a good amplitude estimate.
Due to the discontinuities of the arrival-time estimates, and the apodization of the EFE amplitude relative to the screen, the L 2 distance remains large also after iteration ͑see Fig. 5͒ . Therefore, the L 2 distance does not adequately reflect the aberration correction capabilities of the associated correction filter.
Rigby et al. 9 obtained convergence after three or four iterations, but the convergence quality of the estimates is not certain as no reference could be provided for the subjects used in the study.
The number of independent signals used for estimating covariance or cross-spectra will influence the accuracy with which arrival-times and amplitudes are estimated. This will affect the convergence rate. In Ref. 5 , it was shown that introducing amplitude correction in addition to time-delay correction was of vital importance for the side-lobe level of the beam profiles. Proper amplitude correction will thus increase the spatial coherence in the received signal, and reduce the number of iterations required for the aberration correction algorithm to converge. Both of the aforementioned issues could be the catalyst for the overall improved convergence rates in this work compared to the results obtained in Ref. 9 .
Based on the van Cittert-Zernike theorem, the width of the coherence function for the receive signal may be used to determine the width of the associated focus. Figure 6 clearly shows an increasing overall width of the coherence functions as a result of iteration for both aberrators and both estimation methods. The visual impression is that performing two iterations is sufficient to obtain almost maximum coherence widths. Beyond this, only minor improvements occur. Thus, the coherence functions do give the correct impression of the converging beam profiles for the iteration process. However, the difficulty herein is determining at which level the width of the coherence function should be measured. As seen in Fig. 7 , the choice impacts on the width curves dramatically. This renders the coherence width less attractive for determining the point of convergence.
The parameter C was originally introduced as a measure to quantify the degree of focusing for a given transmit-beam based on the backscatter signal. When applied to the iterative transmit-beam correction procedure, the value for C is observed to increase initially, and then level off at the point beyond which no practical improvement of the beam profile is achieved. ͑See Figs. 2 and 8 .͒ The point of convergence can therefore be found by identifying the point where this curve levels off. Furthermore, the theoretical upper bound for this parameter may be used as an indication of how close the corrected beam profile is to an ideal transmit-beam profile. The iteration may therefore be set to terminate when a given threshold for C has been reached. Based on the beam profiles presented for the w6 and s6 aberrator, it is clear, from the focus quality parameter, that the beam profiles for the rest of the aberrators were very well corrected. This was confirmed by visual inspection of the profiles. Further, the results indicate that for CϾ0.4, aberration correction of the transmit beam is close to the correction obtained with the point source reference for these aberrators.
An added advantage of using the parameter C to determine convergence, is the relatively low computational complexity involved. This, combined with the fact that it is computed from information readily available in the backscatter signal, without requiring knowledge of a point source/ scatterer, may therefore enable the parameter C to be implemented in an aberration correction procedure without much additional effort.
For the s8 wall, the MBFO algorithm requires five iterations for proper convergence. For this aberrator, the uncorrected beam profile had very high side-lobe levels, where one side lobe was higher than the main lobe. This caused the MBFO algorithm, initially, to focus on this side lobe. Through transmit-beam iteration, the beam profile was improved and a linear slope was detected at iteration 3. Removing the linear component of the arrival time estimate then focused the beam correctly ͑observed from the point source simulations͒. For the EFE, this effect is avoided by choosing the eigenvector associated with the second largest eigenvalue because this had a smaller linear component in the phase. 16 In the presented results, the acoustic scatterers are ␦-correlated. This ensures that the acoustic backscatter is a Gaussian stochastic process, at least asymptotically, and is a natural assumption in many imaging situations. Furthermore, the scattering intensity was the same everywhere. This is a good approximation when imaging homogeneous organs, such as liver and spleen. The derivation of the MBFO shows that a spatially variable scattering intensity will affect the estimate in the form of a different cross-spectrum for the unaberrated backscatter, F pn . In this situation, an estimate for F pn may not be obtained using the van Cittert-Zernike theorem unless the scattering intensity is known. An alternative approach would be to utilize the fact that, according to the signal model, the magnitude of the coherence is proportional to ͉F pn ͉. The EFE will focus the corrected beam also in the situation with spatially variable scattering intensity. However, the focus will be determined by a product of the scattering intensity and the intensity of the transmit-beam, and not the transmit-beam alone. A combination of selecting the eigenvector with lowest linear component and removing the remaining linear slope will focus the aberration-corrected transmit-beam at the right location. An aberration correction filter may therefore be obtained by either estimation method also in the case of variable scattering intensity. As a consequence of iterative transmit-beam correction, the focal zone will narrow. The assumption of a constant scattering intensity will thus be increasingly better.
In this article, theory and simulations have been presented for ultrasound propagation in a non-absorbing medium. If the medium exhibits absorption which is homogeneous, i.e., the absorption is the same everywhere in the medium, it can still be shown that a match filter is ideal for aberration correction ͑Ref. 17, Ch. 11͒. In the presence of heterogeneous absorption, however, the aberration contributed by the absorption should be corrected using an inverse filter. 25, 26 In a practical situation, where both heterogeneous absorption and heterogeneous speed of sound are contributing factors, a combination of an inverse filter and a match filter, e.g., a Wiener filter, would probably result in best overall performance.
The results presented here were obtained by simulating sound propagation in two dimensions. This represents a simplification in that out-of-plane aberration/scattering effects are not included. However, combined experimental and simulation studies of wavefront aberration through the abdominal wall have concluded that important aspects of wavefront aberration are observed also in 2D simplified models. 27 Although details may vary, the qualitative aspects of the results are expected to hold, also in a real-world situation.
Although 2D simulations are assumed to give an accurate picture of the aberration correction process, in order to perform aberration correction in a real-world setting certain issues such as element size and directivity must be taken into account.
The array elements must be smaller than the correlation length of the aberration. In the azimuth direction, this requirement will generally be much weaker than standard beamforming requirements. However, the same requirement must also hold in the elevation direction. In practice, this means that either 1.75D or 2D arrays are needed.
For large apertures, element directivity could reduce the signal-to-͑electronic͒-noise ratio ͑SNR͒ along the edges of the array.
14 This will, in turn, lead to a reduced spatial coherence in the measured signal, and thus a less accurate estimate of the correction filter. Since the correlation length of the aberration is generally much larger than the standard beamforming requirement, element signals may be combined in subapertures prior to aberration correction, thereby increasing the SNR. It is also noted that standard apodization will reduce the contribution from the elements along the edges of the array. The reduced accuracy of the filter estimate will therefore only have a limited impact.
Noise was not introduced to the signals used in this study. Both algorithms used here average an aberration corrected signal over a subaperture, or the entire aperture, to create a stable reference for the correlation process. Since electronic noise is uncorrelated between elements, averaging over a subaperture will reduce the noise level in the reference signal. 12 Furthermore, the SNR in standard ultrasound imaging is generally high. Walker and Trahey 28, 29 showed that an SNR greater than 15 dB had little effect on the error of correlation-based phase estimates.
The effect of acoustic reverberation noise also represents a challenge, mainly because it is highly correlated both in the temporal and spatial directions. It is beyond the scope of this article to study reverberation noise.
VII. CONCLUSION
Iteration of transmit-beam aberration correction with a time-delay and amplitude filter has been investigated. Two correlation-based algorithms for estimating arrival-time and amplitude fluctuations from random scatterers were employed. The resulting estimates were used to construct a time-delay and amplitude filter for aberration correction.
Results from simulations using eight aberrators, emulating the human abdominal wall, indicate overall convergence for both estimation methods after one to three iterations. Corrected beam profiles obtained after convergence were close to the unaberrated profiles. Transmit-beam iteration thus produced substantial improvements for all investigated aberrators.
In order to quantify the convergence, the focusing criterion C developed by Mallart and Fink, 11 and the width of the average coherence function 14 were calculated for the acoustic backscatter at each iteration.
Both the focusing criterion C and the coherence functions gave the correct impression of convergence for the transmit-beam profiles. However, there is an inherent problem of selecting an appropriate level at which to measure the width of the coherence function.
The focusing criterion C, on the other hand, is not associated with such difficulties. It is shown to determine accurately when convergence of the aberration correction procedure is achieved. The theoretical upper bound for C may be used as a criterion for the termination of the transmit-beam iteration process. It is therefore the most attractive criterion for studying transmit-beam iteration. Furthermore, as it is inexpensive to compute, C may readily be implemented in an aberration correction scheme without much additional overhead.
