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1 Introduction
Since its introduction by David Kazhdan in [K], property (T ) and its generaliza-
tions as cohomological vanishing has become a fundamental concept in mathe-
matics [BHV]. The aim of this paper is to extend the framework of W. Ballman
and J. S´wia¸tkowski [BS] to reflexive Banach spaces and as an application, to give
a spectral condition implying vanishing of cohomology for uniformly bounded
representations on a Hilbert space. Along with W. Ballman and J. S´wia¸tkowski,
A. Z˙uk [Z˙1] was among the first to also consider such criteria for unitary rep-
resentations, both following fundamental work by H. Garland [G]. Since then,
extending the spectral method beyond Hilbert spaces has been considered in
[BFGM, CDH, DJ1, EJ-S, FM, L] and by Piotr W. Nowak [N] extending the
spectral method in [Z˙2] to reflexive Banach spaces. Appropriately extending the
scheme in [N] we similarly extend the spectral condition of [BS] to uniformly
bounded representations on a Hilbert space. Motivation for such generalizations
arises, among others, from Shalom’s conjecture [OWR] stating that any hyper-
bolic group Γ admits a uniformly bounded representation pi with H1(Γ, pi) 6= 0
together with a proper cocycle in Z1(Γ, pi).
For a finite graph K with vertices VK , consider the graph Laplacian △+ on the
space of real valued functions on VK defined by
△+f(v) = f(v)−Mf(v),
where Mf(v) is the mean value of f on the vertices adjacent to v. Denote
by λ1(K) the spectral gap of △+ and its associated Poincare´ constant by
κ2(K,R) = λ1(K)
−1/2. More generally κ2(K,H) = λ1(K)−1/2 for any sepa-
rable infinite-dimensional Hilbert space H, [N].
Theorem. Let X be a locally finite 2-dimensional simplicial complex, Γ a dis-
crete properly discontinuous group of automorphisms of X and pi : Γ → B(H)
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1
a uniformly bounded representation of Γ on a separable infinite-dimensional
Hilbert space H. If for any vertex τ of X the link Xτ is connected and
sup
g∈Γ
‖pig‖ <
√
2
κ2(Xτ ,H) ,
then L2H1(X, pi) = 0.
Structure of the paper In Sections 2 to 7 the framework of [BS] for uni-
tary representations on Hilbert spaces is extended to reflexive Bananch spaces
and isometric representations: Section 2 introduces the generalized set up; Sec-
tion 3 and 4 deal with the dual of the twisted cochains; Section 5 introduces
differentials and codifferentials; Section 6 discusses localization of the problem
and Section 7 introduces the spectral set up in terms of Poincare´ inequalities
and constants on the links. Section 8 introduces Lp-cohomology as a natural
extension to L2-cohomology, which is then applied to uniformly bounded repre-
sentations using the fact that they correspond to isometric representations on
some reflexive Banach space.
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this topic, invaluable advice, and devotion without which this project would not
have been possible. I would also like to thank Va¨isa¨la¨ foundation, my advisor
Ilkka Holopainen and the ”Analysis, metric geometry and differential and metirc
topology” project for financial support, Pekka Pankka and Izhar Oppenheim for
helpful discussions and correspondence, and Antti Pera¨la¨ for many enjoyable
conversations on related topics.
2 Set up
In this chapter notation is fixed. We recall the notation and some basic facts
used by [BS] for weighted simplicial complexes and extend the notion of square
integrable cochains to reflexive Banach spaces and p > 1.
2.1 Weighted complexes
Throughout, let X denote an n-dimensional locally finite simplicial complex.
Following [BS] we use the following notation: X(k) is the set of (unordered) k-
simplexes of X ; Σ(k) is the set of ordered k-simplexes of X . As usual we write
σ = {v0, . . . , vk} for a k-simplex and σ = (v0, . . . , vk) for an ordered k-simplex.
If the vertices of τ ∈ Σ(l) are vertices of σ ∈ Σ(k), we say that τ ⊂ σ, and
for τ = (v0, . . . , vˆi, . . . , vk), i.e. vi /∈ τ , we denote by [σ : τ ] = (−1)i the sign
of τ in σ = (v0, . . . , vk). As customary, we write σi for (v0, . . . , vˆi, . . . , vk). In
addition to orientation we consider X to be equipped with a weight ω, by which
we mean a map from the oriented simplexes of X to the integers such that for
σ = (v0, . . . , vk) ∈ Σ(k),
ω(σ) = ω({v0, . . . , vk}),
where ω({v0, . . . , vk}) denotes the number of n-simplexes containing {v0, . . . , vk}.
In addition, we assume that ω(σ) ≥ 1 for every simplex of X . Beginning from
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Section 6 and onwards, we consider X locally through its links, where, by the
link of τ = (v0, . . . , vl) ∈ Σ(l) denoted byXτ , we mean the (n−l−1)-dimensional
subcomplex consisting of all simplexes {w0, . . . , wj} disjoint from τ such that
{v0, . . . , vl} ∪ {w0, . . . , wj} is a simplex of X . Since X is locally finite, Xτ is fi-
nite. Here as previously, Xτ (j) denotes the j-simplexes of Xτ , Στ (j) its oriented
j-simplexes and so on. In particular, for σ ∈ Στ (j) and τ ∈ Σ(l) we denote by
σ ∗ τ ∈ Σ(j + l+1) the join of σ and τ obtained by juxtaposing the two in that
order.
In addition to the above, we assume throughout that X is a Γ-space where
Γ is a discrete topological group acting properly and discontinuously by sim-
plicial automorphisms on X . In other words, Γ permutes the simplexes of
X preserving their order and weights: that is for σ = (v0, . . . , vk) ∈ Σ(k),
g ·σ = (g(v0), . . . , g(vk)) ∈ Σ(k) and ω(σ) = ω(g ·σ). As usual, we denote by Γσ
and Γσ the Γ-orbit and stabilizer of σ ∈ Σ(k), respectively, by Σ(k,Γ) ⊂ Σ(k)
some chosen set of representatives of Γ-orbits in Σ(k), and by | · | the count-
ing measure on Γ. In particular since Γ is discrete, stabilizers are finite and
the Haar measure on Γ is | · |. Although the discreteness assumption can be
avoided, it will be used when constructing projections in Section 3. For the
following frequently used facts we refer to [BS]:
Proposition 1. [BS] Let n be the dimension of X. Then, for τ ∈ Σ(k)∑
σ∈Σ(k+1)
τ⊂σ
ω(σ) = (n− k)(k + 2)!ω(τ).
Proposition 2. [BS] For 0 ≤ l < k ≤ n, let f = f(τ, σ) be a Γ-invariant
function on the set of pairs (τ, σ), τ ∈ Σ(l), σ ∈ Σ(k), such that τ ⊂ σ. Then∑
σ∈Σ(k,Γ)
∑
τ∈Σ(l)
τ⊂σ
f(τ, σ)
|Γσ| =
∑
τ∈Σ(l,Γ)
∑
σ∈Σ(k)
τ⊂σ
f(τ, σ)
|Γτ | ,
whenever either side is absolutely convergent.
More generally, Proposition 2 holds for locally compact unimodular groups
[DJ2] replacing the counting measure with the Haar measure.
2.2 Banach space setting, isometric representations and
p-integrable cochains
Throughout, let (E, ‖ · ‖E) denote a reflexive Banach space, 〈·, ·〉E the natural
pairing between E and its continuous dual E∗, ≃ isomorphism, ∼= isometric
isomorphism and p∗ the adjoint index of p such that 1/p+1/p∗ = 1. Moreover,
let pi : Γ → Iso(E) denote an isometric representation of Γ on E where Iso(E)
denotes the group of isometric linear automorphisms on E and by p¯i : Γ →
Iso(E∗) its corresponding contragradient representation given by p¯ig = pi
∗
g−1
where pi∗ is the transpose of pi. For combinatorial purposes we also introduce
antisymmetrization:
3
Definition 3. For n ≥ 1 we denote by Sn the symmetric group of n elements
and by sign: Sn → {−1, 1} the signature of the permutation: 1 if α ∈ Sn is an
even permutation of the n elements and otherwise −1. For f : Σ(k)→ E define
its alternation point-wise as the linear idempotent map
Altf(σ) =
1
(k + 1)!
∑
α∈Sk+1
sign(α)α∗f(σ),
where α∗f(σ) = f(vα(0), . . . , vα(k)) for σ = (v0, . . . , vk) ∈ Σ(k). As usual, we
say that f is alternating if Altf = f , and symmetric if Altf = 0.
Replacing inner product with dual pairing and unitary representations by
isometric representations, we next introduce twising and cochains as in [BS].
Definition 4. Let E(k,p)(X,E) denote the semi-normed vector space of k-cochains
f : Σ(k)→ E for which the semi norm given by
‖f‖(k,p) =
 ∑
σ∈Σ(k,Γ)
‖f(σ)‖pE
ω(σ)
(k + 1)!|Γσ|
1/p ,
is finite.
Definition 5. For f ∈ E(k,p)(X,E)∗, we denote by
〈φ, f〉k =
∑
σ∈Σ(k,Γ)
〈φ(σ), f(σ)〉E ω(σ)
(k + 1)!|Γσ|
the dual pairing between E(k,p)(X,E) and E(k,p)(X,E)∗.
Proposition 6. E(k,p)(X,E)∗ ∼= E(k,p∗)(X,E∗).
Definition 7. Let f : Σ(k)→ E. If for every g ∈ Γ and every σ ∈ Σ(k)
f(g · σ) = pig · f(σ),
then we say that f is twisted by pi, or for short just twisted.
Definition 8. Let C(k,p)(X,E) denote the vector space of all alternating maps
f : Σ(k)→ E twisted by pi.
Those alternating maps twisted by pi whose ‖ · ‖(k,p) norm is finite are called
p-integrable mod Γ and we use the following notation:
Definition 9. Let L(k,p)(X,E) = {f ∈ C(k,p)(X,E) : ‖f‖(k,p) <∞} denote the
vector subspace of all alternating k-cochains of X twisted by pi.
In particular, if Γ acts cocompactly on X , then L(k,p)(X,E) = C(k,p)(X,E)
since then X/Γ is compact, the set of representatives Σ(k,Γ) is finite, and
‖f‖(k,p) <∞ for all f ∈ C(k,p)(X,E).
We end this section by proving that L(k,p)(X,E) is a normed space with respect
to ‖ · ‖(k,p). Towards this end we first show that ‖ · ‖(k,p) is independent of the
set of representatives when f ∈ L(k,p)(X,E).
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Lemma 10. If f ∈ L(k,p)(X,E), then ‖f‖(k,p) is independent of the choice of
Σ(k,Γ).
Proof. Let Σ′(k,Γ) be another set of representatives. Then,
‖f‖p(k,p) =
∑
σ′∈Σ′(k,Γ)
‖f(σ′)‖pE
ω(σ′)
(k + 1)!|Γσ′ | =
∑
σ′∈Σ′(k,Γ)
‖f(g′ · σ′)‖pE
ω(g′ · σ′)
(k + 1)!|Γg′·σ′ |
=
∑
σ∈Σ(k,Γ)
‖f(σ)‖pE
ω(σ)
(k + 1)!|Γσ| ,
choosing for each σ′ ∈ Σ′(k,Γ) a g′ ∈ Γ such that g′ · σ′ = σ ∈ Σ(k,Γ) and
observing that f is twisted by pi and both the norm and ω are Γ-invariant.
Proposition 11. L(k,p)(X,E) ⊆ E(k,p)(X,E) is a normed vector space.
Proof. It suffices to show that the seminorm ‖·‖(k,p) on E(k,p)(X,E) restricted to
L(k,p)(X,E) is a norm. To this end, suppose ‖f‖(k,p) = 0 for f ∈ L(k,p)(X,E).
By Lemma 10 we may assume f(σ) = 0 for all σ ∈ Σ(k,Γ). Since f(g · σ) =
pigf(σ) and the action of Γ is transitive on the orbits it follows that f(σ) = 0
for all σ ∈ Σ(k).
3 Projecting k-cochains onto L(k,p)(X,E)
In order to extend the framework of [BS], the dual space of the alternating
and twisted cochains has at first to be identified up to isometric isomorphism.
Following the scheme presented in [N], we begin by stepwise constructing a
continuous projection PL from E(k,p)(X,E) onto L(k,p)(X,E).
Definition 12. Define P˜ : E(k,p)(X,E)→ E(k,p)(X,E) by
P˜ f(σ) =

∑
s∈Γσ
pisf
′(σ) if σ ∈ Σ(k,Γ)∑
h∈Γ
h·τ=σ
pihf
′(τ) if σ /∈ Σ(k,Γ) for τ ∈ Σ(k,Γ),
where f ′ : Σ(k,Γ)→ E is the restriction of f : Σ(k)→ E to Σ(k,Γ).
This map is well defined, in particular we note that {h ∈ Γ: h·τ = σ} = hΓτ .
As the following proposition shows, P˜ maps k-cochains to k-cochains twisted
by pi.
Proposition 13. For f ∈ E(k,p)(X,E), the k-cochain P˜ f : Σ(k)→ E is twisted
by pi.
Proof. Let σ ∈ Σ(k). Then either σ ∈ Σ(k,Γ) or σ /∈ Σ(k,Γ). Suppose at first
σ ∈ Σ(k,Γ). If g ∈ Γσ, then clearly pigP˜ f(σ) = P˜ f(g · σ). On the other hand,
if g /∈ Γσ we get
P˜ f(g · σ) =
∑
h∈Γ
h·σ=g·σ
pihf
′(σ),
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and
pigP˜ f(σ) =
∑
h∈gΓσ
pihf
′(σ).
But {h ∈ Γ: h·σ = g ·σ} = {h ∈ Γ: h ∈ gΓσ}, so the claim holds for σ ∈ Σ(k,Γ).
Suppose σ /∈ Σ(k,Γ). If g · σ ∈ Σ(k,Γ), then
P˜ f(g · σ) =
∑
s∈Γg·σ
pisf
′(g · σ) =
∑
s∈gΓσg−1
pisf
′(g · σ) =
∑
h∈Γσ
pighg−1f
′(g · σ),
as Γg·σ = gΓσg
−1, and so
pigP˜ f(σ) =
∑
h∈Γ
hg·σ=σ
pighf
′(g · σ) =
∑
h∈Γ
hg∈Γσ
pighf
′(g · σ) =
∑
h∈Γσg−1
pighf
′(g · σ)
=
∑
h∈Γσ
pighg−1f
′(g · σ) = P˜ f(g · σ).
On the other hand, if g · σ /∈ Σ(k,Γ), write P˜ f(g · σ) = ∑h∈A pihf ′(τ) where
A = {h ∈ Γ: h · τ = g · σ} = gB for B = {s ∈ Γ: s · τ = σ} and τ ∈ Σ(k,Γ).
Hence,
pigP˜ f(σ) =
∑
s∈Γ
s·τ=σ
pigsf
′(τ) =
∑
h∈g{s∈Γ: s·τ=σ}
pihf
′(τ) =
∑
h∈gB
pihf
′(τ)
=
∑
h∈A
pihf
′(τ) = P˜ f(g · σ),
so the claim holds for σ /∈ Σ(k,Γ) as well.
Recalling that Γ is discrete, normalizing P˜ as below gives a projection onto
the twisted cochains.
Definition 14. Define P : E(k,p)(X,E)→ E(k,p)(X,E) by
Pf(σ) =
1
|Γσ| P˜ f(σ).
Proposition 15. P is a projection onto the twisted cochains.
Proof. Clearly P 2 = P and onto. Now, suppose f is twisted and σ ∈ Σ(k). If
σ ∈ Σ(k,Γ), then, recalling the discreteness assumption
Pf(σ) =
1
|Γσ|
∑
s∈Γσ
pisf
′(σ) =
1
|Γσ|
∑
s∈Γσ
f ′(s · σ) = 1|Γσ|
∑
s∈Γσ
f ′(σ) = f ′(σ) = f(σ).
Similarly, for σ /∈ Σ(k,Γ)
Pf(σ) =
1
|Γσ|
∑
h∈Γ
h·τ=σ
pihf
′(τ) =
1
|Γσ|
∑
h∈Γ
h·τ=σ
f(h · τ) = 1|Γσ|
∑
h∈Γ
h·τ=σ
f(σ) = f(σ),
as |{h ∈ Γ: h · τ = σ}| = |hΓτ | = |Γτ | and |Γσ| = |hΓτh−1| = |Γτ |.
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Corollary 16. P is continuous with ‖Pf‖(k,p) ≤ ‖f‖(k,p) for f ∈ E(k,p)(X,E)
with equality for f ∈ L(k,p)(X,E).
Proof. A straightforward consequence of Definition 14, and the observation that
Pf = f for f ∈ L(k,p)(X,E).
Thus, we have constructed a projection P onto the cochains twisted by pi.
However, cochains in the image are not necessarily alternating and hence not
necessarily in L(k,p)(X,E). Antisymmetrizing P fixes this. We begin with the
following observation:
Corollary 17. If f is twisted, then Altf is twisted.
Proof. Suppose f : Σ(k) → E is twisted. Then, Altf(g · σ) = Alt(pigf(σ)) =
pig(Altf(σ)) for all g ∈ Γ and σ ∈ Σ(k), where we used the fact that f is twisted
in the first equality and linearity of pig in the last equality. Hence, Altf is
twisted as well.
Corollary 18. Suppose f ∈ E(k,p)(X,E), then
‖Altf‖p(k,p) ≤ (k + 1)!‖f‖p(k,p)
Proof. Since
‖Altf(σ)‖pE =
1
(k + 1)!p
‖
∑
α∈Sk+1
sign(α)α∗f(σ)‖pE ≤
(k + 1)!p
(k + 1)!p
∑
α∈Sk+1
‖α∗f(σ)‖pE
=
∑
α∈Sk+1
‖α∗f(σ)‖pE ,
it follows that
‖Altf‖p(k,p) =
∑
σ∈Σ(k,Γ)
‖Altf(σ)‖p ω(σ)
(k + 1)!|Γσ|
≤
∑
α∈Sk+1
∑
σ∈Σ(k,Γ)
‖α∗f(σ)‖p ω(σ)
(k + 1)!|Γσ|
= (k + 1)!
∑
σ∈Σ(k,Γ)
‖f(σ)‖p ω(σ)
(k + 1)!|Γσ|
since we sum over all representatives in the last equality, and for σ = (v0, . . . , vk),
ω(vα(0), . . . , vα(k)) = ω(σ) and Γ(vα(0),...vα(k)) = Γσ for all α ∈ Sk+1.
Proposition 19. The map PL : E(k,p)(X,E)→ E(k,p)(X,E), given by
PL = Alt ◦ P
defines a projection onto L(k,p)(X,E). In other words, the diagram
E(k,p)(X,E) P // //
PL (( ((PP
P
P
P
P
P
P
P
P
P
P
{k− cochainpi}
Alt

L(k,p)(X,E)
commutes.
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Proof. Clearly P 2L = PL. By Proposition 15 P is a projection onto the twisted
cochains, and since Alt preserves twisting by Corollary 17, PL is a projection
onto L(k,p)(X,E).
Proposition 20. PL is continuous with ‖PLf‖p(k,p) ≤ (k + 1)!‖f‖p(k,p).
Proof.
‖PLf‖p(k,p) =
∑
σ∈Σ(k,Γ)
‖PLf(σ)‖pE
ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
∥∥∥∥∥Alt
(
1
|Γσ|
∑
s∈Γσ
pisf
′(σ)
)∥∥∥∥∥
p
E
ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
∥∥∥∥∥ 1|Γσ| ∑
s∈Γσ
pisAltf
′(σ)
∥∥∥∥∥
p
E
ω(σ)
(k + 1)!|Γσ|
≤
∑
σ∈Σ(k,Γ)
1
|Γσ|p |Γσ|
pmax
s∈Γs
{‖pisAltf ′(σ)‖pE}
ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
‖Altf ′(σ)‖pE
ω(σ)
(k + 1)!|Γσ|
≤
∑
σ∈Σ(k,Γ)
(k + 1)!‖f ′(σ)‖pE
ω(σ)
(k + 1)!|Γσ|
= (k + 1)!‖f‖p(k,p),
where we have used Corollary 18 in the last inequality.
Corollary 21. L(k,p)(X,E) ⊆ E(k,p)(X,E) is closed.
4 L(k,p)(X,E)∗ ∼= L(k,p∗)(X,E∗)
Having constructed a continuous projection from E(k,p)(X,E) onto L(k,p)(X,E)
we show that the dual of L(k,p)(X,E) can be identified up to isometric isomor-
phism with E(k,p∗)(X,E∗)/Ann(L(k,p)(X,E)), cf. Corollary 24, and finally that
the latter is isometrically isomorphic to L(k,p
∗)(X,E∗), cf. Proposition 26 and
28 below. Towards this end, recall that by the annihilator of a subspaceM ⊆ E
we mean the vector space Ann(M) = {x ∈ E∗ : 〈y, x〉E = 0 ∀y ∈ M} of all
bounded linear functionals on E that vanish on M . The following fact contains
the idea of the proof:
Proposition 22. [D] Suppose E is a Banach space such that E =M ⊕N and
denote by P the corresponding projection onto M . Then,
1. kerP ∗ = Ann(M) and imP ∗ = Ann(N);
2. E∗ ≃ Ann(N)⊕Ann(M);
3. if M is closed M∗ ∼= E∗/Ann(M).
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Let L
(k,p)
− (X,E) denote the closed complement of L
(k,p)(X,E) in E(k,p)(X,E).
That is L
(k,p)
− (X,E) = ker PL, or in other words:
Corollary 23. L
(k,p)
− (X,E) = {f ∈ E(k,p)(X,E) : Altf(σ) = 0 ∀σ ∈ Σ(k,Γ)}
is a closed subspace of E(k,p)(X,E).
Proof. Given f ∈ L(k,p)− (X,E), (I−PL)f(σ) = f(σ) for all σ ∈ Σ(k), and hence
for all σ ∈ Σ(k,Γ)
(I − PL)f ′(σ) = f ′(σ)− PLf ′(σ) = f ′(σ)− 1|Γσ|
∑
s∈Γσ
pisAltf
′(σ) = f ′(σ),
implying by linearity that Altf ′(σ) = 0. Hence, f is symmetric on representa-
tives.
Corollary 24. L(k,p)(X,E)∗ ∼= E(k,p∗)(X,E∗)/Ann(L(k,p)(X,E)).
Proof. Since L(k,p)(X,E) is a closed subspace of E(k,p)(X,E) by Corollary 21,
the claim now follows from Proposition 22(3) and the fact that E(k,p)(X,E)∗ ∼=
E(k,p∗)(X,E∗).
It now remains to identify the annihilators, cf. Proposition 26, to prove
isomorphism and finally isometry. As indicated by Proposition 22 this requires
knowing P ∗L.
Proposition 25. Let PL : E(k,p∗)(X,E∗) → E(k,p∗)(X,E∗) be a projection as
above. Then PL = P
∗
L.
Proof. Assume first k = 1, let f ∈ E(1,p)(X,E) and φ ∈ E(1,p∗)(X,E∗). For
σ = (v0, v1) ∈ Σ(1,Γ) we denote by −σ the simplex (v1, v0). Now,
〈PLf, φ〉1 =
∑
σ∈Σ(1,Γ)
〈PLf(σ), φ(σ)〉E ω(σ)
2!|Γσ|
(∗)
=
∑
σ∈Σ(1,Γ)
〈
1
|Γσ|
∑
s∈Γs
pis
(
1
2
f ′(σ) − 1
2
f ′(−σ)
)
, φ′(σ)
〉
E
ω(σ)
2!|Γσ|
=
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈pis (f ′(σ) − f ′(−σ)) , φ′(σ)〉E
ω(σ)
2!|Γσ|
=
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈pisf ′(σ), φ′(σ)〉E
ω(σ)
2!|Γσ|
−
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈pisf ′(−σ), φ′(σ)〉E
ω(σ)
2!|Γσ|
(∗∗)
=
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈pisf ′(σ), φ′(σ)〉E
ω(σ)
2!|Γσ|
−
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈pisf ′(σ), φ′(−σ)〉E
ω(σ)
2!|Γσ|
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=
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈f ′(σ), pisφ′(σ)〉E
ω(σ)
2!|Γσ|
−
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈f ′(σ), pisφ′(−σ)〉E
ω(σ)
2!|Γσ|
=
∑
σ∈Σ(1,Γ)
1
2|Γσ|
∑
s∈Γσ
〈f ′(σ), pis (φ′(σ) − φ′(−σ))〉E
ω(σ)
2!|Γσ|
= 〈f, PLφ〉1,
where (∗) and the last equality follow from the definition of PL and PL, respec-
tively when k = 1. (∗∗) follows as we sum over all σ ∈ Σ(1,Γ), so the sums
where we switch the summation variable σ with −σ agree as ω(σ) = ω(−σ).
For k > 1 the calculation goes similarly, denoting σ = (v0, . . . , vk) ∈ Σ(k,Γ)
and arguing similarly,
〈PLf, φ〉k =
∑
σ∈Σ(k,Γ)
〈PLf(σ), φ(σ)〉E ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
∑
s∈Γs
∑
α∈Sk+1
1
|Γσ|
1
(k + 1)!
(−1)sgn(α) 〈pisf ′((vα(0), . . . , vα(k))), φ′(σ)〉E ω(σ)(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
∑
s∈Γs
∑
α∈Sk+1
1
|Γσ|
1
(k + 1)!
(−1)sgn(α) 〈pisf ′(σ), φ′((vα(0), . . . , vα(k)))〉E ω(σ)(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
∑
s∈Γs
∑
α∈Sk+1
1
|Γσ|
1
(k + 1)!
(−1)sgn(α) 〈f ′(σ), pisφ′((vα(0), . . . , vα(k)))〉E ω(σ)(k + 1)!|Γσ|
= 〈f, PLφ〉k,
where the first and last equality follows by the definition of PL and linearity of
the dual pairing, and the third similarly as in the case k = 1 above.
Proposition 26. The following are equal as sets:
1. Ann(L
(k,p)
− (X,E)) = L
(k,p∗)(X,E∗);
2. Ann(L(k,p)(X,E)) = L
(k,p∗)
− (X,E
∗).
Proof. Suppose f ∈ L(k,p)− (X,E) and φ ∈ E(k,p
∗)(X,E∗). Then,
〈f, φ〉k =
∑
σ∈Σ(k,Γ)
〈f(σ), φ(σ)〉E ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
〈(I − PL)f(σ), φ(σ)〉E ω(σ)
(k + 1)!|Γσ|
= 〈f, φ〉k − 〈PLf, φ〉k = 〈f, φ〉k − 〈f, PLφ〉k.
Hence, 〈f, PLφ〉E = 0 for all f ∈ L(k,p)− (X,E) where PLφ ∈ L(k,p
∗)(X,E∗).
Thus, L(k,p
∗)(X,E∗) ⊆ Ann(L(k,p)− (X,E)). On the other hand, suppose φ ∈
Ann(L
(k,p)
− (X,E)), then 〈f, φ〉k = 0 for all f ∈ L(k,p)− (X,E). Hence, for all
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f ∈ E(k,p∗)(X,E∗), so 0 = 〈(I − PL)f, φ〉k if and only if 〈f, φ〉k = 〈PLf, φ〉k =
〈f, PLφ〉k for all f ∈ E(k,p∗)(X,E∗). Thus, φ = PLφ implies that φ ∈ L(k,p∗)(X,E∗),
so Ann(L
(k,p)
− (X,E)) ⊆ L(k,p
∗)(X,E∗) proving the first claim. The proof of the
second claim goes similarly.
Corollary 27. The following are isomorphic:
1. L(k,p)(X,E)∗ ∼= E(k,p∗)(X,E∗) /L(k,p
∗)
− (X,E
∗) ≃ L(k,p∗)(X,E∗);
2. L
(k,p)
− (X,E)
∗ ∼= E(k,p∗)(X,E∗) /L(k,p∗)(X,E∗) ≃ L(k,p
∗)
− (X,E
∗).
Proof. The first isomorphic isomorphisms follow immediately combining Propo-
sitions 22 and 26, and the latter isomorphisms by Proposition 22.
Proposition 28. The following are isometrically isomorphic:
1. L(k,p)(X,E)∗ ∼= L(k,p∗)(X,E∗);
2. L
(k,p)
− (X,E)
∗ ∼= L(k,p
∗)
− (X,E
∗).
Proof. Consider the second claim. Consider E(k,p∗)(X,E∗) /L(k,p∗)(X,E∗)
consisting of the cosets [φ] = φ+L(k,p
∗)(X,E∗) for φ ∈ E(k,p∗)(X,E∗). We claim
that if φ ∈ L(k,p∗)− (X,E∗), then ‖[φ]‖ = ‖φ‖(k,p∗) where ‖·‖ = inf{‖ξ‖(k,p∗) : ξ ∈
[φ]} is the quotient norm. On the other hand, E(k,p∗)(X,E∗) /L(k,p∗)(X,E∗) ≃
L
(k,p∗)
− (X,E
∗) by Corollary 27, so E(k,p∗)(X,E∗) /L(k,p∗)(X,E∗) ∼= L(k,p
∗)
− (X,E
∗)
and consequently L
(k,p)
− (X,E)
∗ ∼= L(k,p
∗)
− (X,E
∗). Towards this end, fix φ ∈
L
(k,p∗)
− (X,E
∗). Thus, for ψ ∈ L(k,p∗)(X,E∗) we have
‖φ+ ψ‖p∗(k,p∗) =
∑
σ∈Σ(k,Γ)
‖φ(σ) + ψ(σ)‖p∗E∗
ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
‖φ(σ)− ψ(−σ)‖p∗E∗
ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
‖φ(−σ)− ψ(−σ)‖p∗E∗
ω(σ)
(k + 1)!|Γσ|
=
∑
σ∈Σ(k,Γ)
‖φ(−σ)− ψ(−σ)‖p∗E∗
ω(−σ)
(k + 1)!|Γ−σ|
=‖φ− ψ‖p∗(k,p∗),
where −σ = (v1, v0, v2, . . . , vk) for σ = (v0, . . . , vk). The second equality follows
since ψ is alternating, the third equality since φ is symmetric on representatives,
the fourth since ω is symmetric and Γσ = Γ−σ, and the last equality holds since
we sum over all σ ∈ Σ(k,Γ), which contains all the oriented simplexes with
the vertices of σ. Thus, ‖φ+ ψ‖p∗(k,p∗) = ‖φ− ψ‖p
∗
(k,p∗) and consequently by the
triangle inequality
2‖φ‖(k,p∗) = ‖2φ+ ψ − ψ‖(k,p∗) ≤ ‖φ+ ψ‖(k,p∗) + ‖φ− ψ‖(k,p∗),
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and so
‖φ‖(k,p∗) ≤
1
2
(‖φ+ ψ‖(k,p∗) + ‖φ− ψ‖(k,p∗)) = ‖φ+ ψ‖(k,p).
Now, taking the infimum over ψ ∈ L(k,p∗)(X,E∗) thus shows that the quotient
norm of [φ] is ‖φ‖(k,p∗), proving the second claim. The first claim is proven
similarly by considering the cosets in E(k,p∗)(X,E∗) /L(k,p∗)− (X,E∗).
✷
5 Differentials and codifferentials
Having identified the dual of L(k,p)(X,E) up to isometric isomorphism we extend
the notion of differentials and codifferentials as presented in [BS] to reflexive
Banach spaces.
Definition 29. Codifferentials and differentials. Define the codifferential
dk : E(k,p)(X,E)→ E(k+1,p)(X,E)
point-wise by
dφ(σ) =
k+1∑
i=0
(−1)iφ(σi),
and the differential
δk+1 : L
(k+1,p∗)(X,E∗)→ L(k,p∗)(X,E∗),
as the adjoint of d given by 〈φ, dψ〉k+1 = 〈δφ, ψ〉k for all ψ ∈ L(k,p)(X,E) and
φ ∈ L(k+1,p∗)(X,E∗).
Similarly, we denote by d¯k : E(k,p∗)(X,E∗) → E(k+1,p∗)(X,E∗) the map
given by d¯ψ(σ) =
∑k
i=0(−1)iψ(σi) for ψ ∈ E(k,p
∗)(X,E∗), and likewise for the
differential.
Corollary 30.
· · · δk+2 //L(k+1,p∗)(X,E∗) δk+1 //L(k,p∗)(X,E∗) δk // · · ·
is a chain complex over R dual to the cochain complex
· · · L(k+1,p)(X,E)dk+1oo L(k,p)(X,E)dkoo · · ·dk−1oo
As the following shows, both d and δ are bounded operators.
Proposition 31. Let φ ∈ L(k,p)(X,E). Then d : L(k,p)(X,E)→ L(k+1,p)(X,E)
is a bounded operator and
‖dφ‖p(k+1,p) ≤ (n− k)(k + 2)p‖φ‖p(k,p).
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Proof. Using the estimate∥∥∥∥∥
k+1∑
i=0
(−1)iφ(si)
∥∥∥∥∥
p
E
≤
(
‖φ(s0)‖E +
∥∥∥∥∥
k+1∑
i=1
(−1)iφ(si)
∥∥∥∥∥
E
)p
≤
(
k+1∑
i=0
‖φ(si)‖E
)p
≤ ((k + 2)max{‖φ(s0)‖, . . . , ‖φ(sk+1)‖})p
≤ (k + 2)p
k+1∑
i=0
‖φ(si)‖pE ,
it follows that
‖dφ‖p(k+1,p) =
∑
s∈Σ(k+1,Γ)
‖dφ(s)‖pE
ω(s)
(k + 2)!|Γs|
=
∑
s∈Σ(k+1,Γ)
∥∥∥∥∥
k+1∑
i=0
(−1)iφ(si)
∥∥∥∥∥
p
E
ω(s)
(k + 2)!|Γs|
≤
∑
s∈Σ(k+1,Γ)
(
(k + 2)pω(s)
(k + 2)!|Γs|
k+1∑
i=0
‖φ(si)‖pE
)
=
∑
s∈Σ(k+1,Γ)
 (k + 2)pω(s)(k + 2)!(k + 1)!|Γs| ∑
t∈Σ(k)
t⊂s
‖[s : t]φ(t)‖pE

=
∑
s∈Σ(k+1,Γ)
 (k + 2)pω(s)(k + 2)!(k + 1)!|Γs| ∑
t∈Σ(k)
t⊂s
‖φ(t)‖pE

(∗)
=
∑
t∈Σ(k,Γ)
 (k + 2)p‖φ(t)‖pE(k + 2)!(k + 1)!|Γt| ∑
s∈Σ(k+1)
t⊂s
ω(s)

(∗∗)
=
∑
t∈Σ(k,Γ)
(n− k)(k + 2)!(k + 2)pω(t)
(k + 2)!(k + 1)!|Γt| ‖φ(t)‖
p
E
= (n− k)(k + 2)p‖φ‖p(k,p),
where we used Proposition 2 in (∗) followed by Proposition 1 in (∗∗).
Similarly to [BS], we also have the following useful point-wise expression for
the differential.
Proposition 32. For φ ∈ L(k,p∗)(X,E∗) and τ ∈ Σ(k − 1)
δφ(τ) =
∑
v∈Σ(0)
v∗τ∈Σ(k)
ω(v ∗ τ)
ω(τ)
φ(v ∗ τ).
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Proof. Let ψ ∈ L(k−1,p)(X,E). The claim follows by a straightforward compu-
tation,
〈φ, dψ〉k =
∑
σ∈Σ(k,Γ)
ω(σ)
(k + 1)!|Γσ| 〈φ(σ), dψ(σ)〉E
=
∑
σ∈Σ(k,Γ)
ω(σ)
(k + 1)!|Γσ| 〈φ(σ),
k−1∑
i=0
(−1)iψ(σi)〉E
=
∑
σ∈Σ(k,Γ)
ω(σ)
(k + 1)!|Γσ| 〈φ(σ),
1
(k − 1 + 1)!
∑
τ∈Σ(k−1)
τ⊂σ
[σ : τ ]ψ(τ)〉E
=
∑
σ∈Σ(k,Γ)
∑
τ∈Σ(k−1)
τ⊂σ
[σ : τ ]
ω(σ)〈φ(σ), ψ(τ)〉E
(k + 1)!|Γσ|k!
(∗)
=
∑
τ∈Σ(k−1,Γ)
∑
σ∈Σ(k)
τ⊂σ
[σ : τ ]
ω(σ)〈φ(σ), ψ(τ)〉E
(k + 1)!|Γτ |k!
=
∑
τ∈Σ(k−1,Γ)
ω(τ)
ω(τ)
∑
σ∈Σ(k)
τ⊂σ
[σ : τ ]
ω(σ)〈φ(σ), ψ(τ)〉E
(k + 1)!|Γτ |k!
=
∑
τ∈Σ(k−1,Γ)
ω(τ)
k!|Γτ |
∑
σ∈Σ(k)
τ⊂σ
[σ : τ ]
ω(σ)〈φ(σ), ψ(τ)〉E
(k + 1)!ω(τ)
=
∑
τ∈Σ(k−1,Γ)
ω(τ)
k!|Γτ |
∑
v∈Σ(0)
v∗τ∈Σ(k)
[vτ : τ ]
ω(v ∗ τ)
ω(τ)
〈φ(v ∗ τ), ψ(τ)〉E
=
∑
τ∈Σ(k−1,Γ)
ω(τ)
k!|Γτ |
〈 ∑
v∈Σ(0)
v∗τ∈Σ(k)
ω(v ∗ τ)
ω(τ)
φ(v ∗ τ), ψ(τ)
〉
E
= 〈δφ, ψ〉k−1,
where we used Proposition 2 in (∗) above.
6 Localization and restriction
In this section we recall the concept of localization following [BS] and develop
the notion in the setting of reflexive Banach spaces. We also consider the con-
cept of restriction, recently considered by I. Oppenheim in the context of L2-
cohomology [O]. Proposition 47 and 55 are the key results. The former relates
the norm of the average to the norm of the differential, whereas the latter gives
a global vanishing condition in the kernel of the full codifferential.
Definition 33. For a weight ω, define the localized weight as
ωτ (σ) = ω(τ ∗ σ)
for σ ∈ Στ (j) and τ ∈ Σ(l) such that τ ∗ σ ∈ Σ(j + l + 1).
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In other words, for τ ∈ Σ(l), ωτ (σ) is the number of (n− l− 1)-simplexes in
Xτ containing σ ∈ Στ (j).
Lemma 34. Γτ acts by simplicial automorphisms on Xτ .
Proof. Let σ ∈ Xτ and suppose g ∈ Γτ . Since, σ ⊂ τ ∗ σ, the join of σ and τ , it
follows that g · σ ⊂ g · τ ∗ g · σ = τ ∗ g · σ as Γ acts by simplicial automorphisms
on X and g ∈ Γτ . Thus, g · σ is a simplex in τ ∗ g · σ, and so g · σ ∈ Xτ since it
is disjoint from τ . Hence, Γτ act by simplicial automorphisms on Xτ .
Lemma 35. For η ∈ Xτ , Γτη = Γτ ∩ Γη.
Proof. Γτη = {g ∈ Γτ : g · η = η} = Γτ ∩ Γη.
Definition 36. We denote by
i. piτ the restriction of pi to Γτ , that is piτ = pi|Γτ ;
ii. dτ the restriction of d to E(k,p)(Xτ , E), that is dτ = d|E(k,p)(Xτ ,E);
iii. δτ the restriction of δ to L
(k+1,p∗)(Xτ , E
∗), that is δτ = δ|L(k+1,p∗)(Xτ ,E∗).
Definition 37. Let
E(k,p)(Xτ , E) =
{
f : Στ (k)→ E : ‖f‖p(k,p) <∞
}
for Xτ ⊂ X denote the vector space of p-summable functions with semi-norm
‖f‖(k,p) =
 ∑
σ∈Στ (k,Γτ )
‖f(σ)‖pE
ωτ (σ)
(k + 1)!|Γτσ|

1
p
.
Definition 38. Let L(k,p)(Xτ , E) denote the subspace{
f ∈ E(k,p)(Xτ , E) : f alternating and ∀g ∈ Γτ , ∀σ ∈ Στ (k), f(g · σ) = piτg · f(σ)
}
of simplicial k-cochains of Xτ twisted by piτ .
Definition 39. For f ∈ E(k,p)(X,E) and τ ∈ Σ(j) such that k− j − 1 ≥ 0, the
localization of f to Xτ is the function fτ ∈ E(k,p)(Xτ , E) ∈ E(k−j−1,p)(Xτ , E)
defined by the localization map
τ : E(k,p)(X,E) −→ E(k−j−1,p)(Xτ , E)
where for all σ ∈ Στ (k − j − 1), fτ (σ) = f(τ ∗ σ). Similarly we define its dual
E(k,p∗)(X,E∗) −→ E(k,p∗)(Xτ , E∗), also denoted by τ .
Definition 40. For f ∈ E(k,p)(X,E) and τ ∈ Σ(j) such that k + j + 1 ≤ n,
the restriction of f to Xτ is the function f
τ ∈ E(k,p)(Xτ , E) defined by the
restriction map
τ : E(k,p)(X,E)→ E(k,p)(Xτ , E)
where for all σ ∈ Στ (k), f τ (σ) = f(σ). Similarly we define its dual E(k,p∗)(X,E∗) −→
E(k−j−1,p∗)(Xτ , E∗), also denoted by τ .
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Next, we consider a number of local to global equalities that will be of use.
We begin by the following useful local relation:
Proposition 41. For fτ ∈ L(k,p)(Xτ , E)
‖fτ‖p(k,p) =
1
(k + 1)!|Γτ |
∑
σ∈Στ (k)
‖fτ (σ)‖pEω(τ ∗ σ).
Proof.
‖fτ‖p(k,p) =
∑
σ∈Στ (k,Γτ )
‖fτ (σ)‖pE
ωτ (σ)
|Γτσ|(k + 1)!=
∑
σ∈Στ (k)
‖fτ (σ)‖pE
|Γτσ|
ωτ (σ)
|Γτσ|(k + 1)!
=
∑
σ∈Στ (k)
‖fτ (σ)‖pE
|Γτσ|
|Γτ |
ωτ (σ)
|Γτσ|(k + 1)! =
∑
σ∈Στ (k)
‖fτ (σ)‖pE
ωτ (σ)
|Γτ |(k + 1)! ,
=
1
(k + 1)!|Γτ |
∑
σ∈Στ (k)
‖fτ(σ)‖pEω(τ ∗ σ)
where the second equality in terms of the k-simplexes of Xτ follows from the Γτ
invariance of the norm, and the third by the fact that |Γτσ|, the size of the Γτ
orbit of σ, is |Γτ |/|Γτσ|.
✷
Proposition 42. Let f ∈ L(k,p)(X,E). If k + 1 ≤ n, then
(n− k)‖f‖p(k,p) =
∑
τ∈Σ(0,Γ)
‖f τ‖p(k,p).
Proof. For ξ ∈ Σ(k + 1) such that τ ⊂ ξ, denote by ξ − τ the k-simplex in Xτ
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obtained by removing the vertex τ from ξ. Now,∑
τ∈Σ(0,Γ)
‖f τ‖p(k,p)=
∑
τ∈Σ(0,Γ)
1
(k + 1)!|Γτ |
∑
σ∈Στ (k)
‖f(σ)‖pEω(τ ∗ σ)
=
∑
τ∈Σ(0,Γ)
1
(k + 1)!|Γτ |
∑
ξ∈Σ(k+1)
τ⊂ξ
1
(k + 2)
‖f(ξ − τ)‖pEω(ξ)
=
∑
τ∈Σ(0,Γ)
∑
ξ∈Σ(k+1)
τ⊂ξ
1
(k + 2)!|Γτ | ‖f(ξ − τ)‖
p
Eω(ξ)
(∗)
=
∑
ξ∈Σ(k+1,Γ)
∑
τ∈Σ(0)
τ⊂ξ
1
(k + 2)!|Γξ| ‖f(ξ − τ)‖
p
Eω(ξ)
=
∑
ξ∈Σ(k+1,Γ)
∑
σ∈Σ(k)
σ⊂ξ
1
(k + 2)!|Γξ|
1
(k + 1)!
‖f(σ)‖pEω(ξ)
(∗∗)
=
∑
σ∈Σ(k,Γ)
∑
ξ∈Σ(k+1)
σ⊂ξ
1
(k + 2)!|Γσ|
1
(k + 1)!
‖f(σ)‖pEω(ξ)
=
∑
σ∈Σ(k,Γ)
1
(k + 2)!|Γσ|
1
(k + 1)!
‖f(σ)‖pE(n− k)(k + 2)!ω(σ)
= (n− k)‖f‖p(k,p),
where the first and second equality follow by Proposition 41. noting that
f τ (σ) = f(σ), writing ξ − τ as σ and accounting for ordering. (∗) and (∗∗)
follows by switching sums by Proposition 2 and the second last equality follows
by Proposition 1.
Proposition 43. Let f ∈ L(k,p)(X,E) and 0 ≤ j < k. Then,
(k + 1)!‖f‖p(k,p) = (k − j)!
∑
τ∈Σ(j,Γ)
‖fτ‖p(k−j−1,p).
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Proof. ∑
τ∈Σ(j,Γ)
‖fτ‖p(k−j−1,p)=
∑
τ∈Σ(j,Γ)
∑
η∈Στ (k−j−1)
ω(τ ∗ η)
(k − j)!|Γτ | ‖fτ (η)‖
p
E
=
∑
τ∈Σ(j,Γ)
∑
σ∈Σ(k)
σ=τ∗η
ω(σ)
(k − j)!|Γτ | ‖f(σ)‖
p
E
(∗)
=
∑
τ∈Σ(j,Γ)
∑
σ∈Σ(k)
τ⊂σ
(k − j)!
(k + 1)!
ω(σ)
(k − j)!|Γτ | ‖f(σ)‖
p
E
=
∑
τ∈Σ(j,Γ)
∑
σ∈Σ(k)
τ⊂σ
ω(σ)
(k + 1)!|Γτ | ‖f(σ)‖
p
E
(∗∗)
=
∑
σ∈Σ(k,Γ)
∑
τ∈Σ(j)
τ⊂σ
ω(σ)
(k + 1)!|Γσ| ‖f(σ)‖
p
E
(∗∗∗)
=
∑
σ∈Σ(k,Γ)
(k + 1)!
(k − j)!
ω(σ)
(k + 1)!|Γσ| ‖f(σ)‖
p
E
=
(k + 1)!
(k − j)!‖f‖
p
(k,p),
where the first and second equality follow by Proposition 41 and writing τ ∗η as
σ ∈ Σ(k), respectively. On the other hand, (∗) follows since summing over all
σ ∈ Σ(k) such that τ ⊂ σ amounts to summing over each term in the previous
sum (k + 1)!/((k + 1) − (j + 1))! = (k + 1)!/(k − j)! times recalling that ω is
symmetric and f alternating. (∗∗) follows by Proposition 2, and finally (∗ ∗ ∗)
follows since there are (k + 1)!/(k− j)! terms independent of τ in the sum over
all τ ∈ Σ(j) with vertices in σ.
Corollary 44. Suppose f ∈ L(k,p)(X,E). If 1 < k + 1 ≤ n, then∑
τ∈Σ(0,Γ)
‖f τ‖p(k,p) =
n− k
k + 1
∑
τ∈Σ(0,Γ)
‖fτ‖p(k−1,p).
Proof. Follows immediately by Proposition 42 and Proposition 43 above in the
case j = 0,
k!
(k + 1)!
∑
τ∈Σ(0,Γ)
‖fτ‖p(k−1,p) = ‖f‖p(k,p) =
1
(n− k)
∑
τ∈Σ(0,Γ)
‖f τ‖p(k,p).
Definition 45. Define the localized average over a cochain φ by the map
M : L(k,p)(Xτ , E)→ L(k,p)(Xτ , E)
φτ 7→Mφτ = φ0τ where
φ0τ (σ) =
 ∑
σ∈Στ (k)
ωτ (σ)
−1 ∑
σ∈Στ (k)
ωτ (σ)φτ (σ).
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Similarly, we define its dual as M : L(k,p
∗)(Xτ , E
∗)→ L(k,p∗)(Xτ , E∗).
Corollary 46. The map M : L(k,p)(Xτ , E) → L(k,p)(Xτ , E) and its dual M
are bounded projections onto the space of constant maps.
Proof. M is well-defined. Towards this end, let φτ ∈ L(k,p)(Xτ , E). Since ωτ
is symmetric and Γτ -invariant, and φτ is alternating and twisted by piτ , Mφτ
is alternating and twisted by piτ as a finite weighted sum of such functions.
Moreover,
‖Mφτ‖p(k,p) =
1
(k + 1)!|Γτ |
∑
η∈Στ (k)
ωτ (η)‖φ0τ (η)‖pE
=
1
(k + 1)!|Γτ |
 ∑
σ∈Στ (k)
ωτ (σ)
−p ∥∥∥∥∥∥
∑
σ∈Στ (k)
ωτ (σ)φτ (σ)
∥∥∥∥∥∥
p
E
∑
η∈Στ (k)
ωτ (η)
=
1
(k + 1)!|Γτ |
 ∑
σ∈Στ (k)
ωτ (σ)
1−p
∥∥∥∥∥∥
∑
σ∈Στ (k)
ωτ (σ)φτ (σ)
∥∥∥∥∥∥
p
E
≤ C
p
(k + 1)!|Γτ |
 ∑
σ∈Στ (k)
ωτ (σ)
1−p
∥∥∥∥∥∥
∑
σ∈Στ (k)
φτ (σ)
∥∥∥∥∥∥
p
E
≤ C
p|Στ (k)|p
(k + 1)!|Γτ |
 ∑
σ∈Στ (k)
ωτ (σ)
1−p ∑
σ∈Στ (k)
‖φτ (σ)‖pE
=
Cp|Στ (k)|p
(k + 1)!|Γτ |
 ∑
σ∈Στ (k)
ωτ (σ)
1−p ∑
σ∈Στ (k)
ωτ (σ)
ωτ (σ)
‖φτ (σ)‖pE
≤ C
p|Στ (k)|p
D(k + 1)!|Γτ |
 ∑
σ∈Στ (k)
ωτ (σ)
1−p ∑
σ∈Στ (k)
ωτ (σ) ‖φτ (σ)‖pE
≤ C
p|Στ (k)|p
D
|Στ (k)|1−pD1−p‖φτ‖p(k,p)
=
(C/D)p
|Στ (k)| ‖φτ‖
p
(k,p) ≤ (C/D)p‖φτ‖p(k,p)
where
C = max{ωτ (σ) : σ ∈ Στ (k)} which exists as Στ (k) contains only finitely
many k-simplexes;
D = min{ωτ(σ) : σ ∈ Στ (k)}.
Hence, Mφτ ∈ L(k,p)(Xτ , E) and M is well-defined and bounded. Clearly M is
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linear and
M2φτ =Mφ
0
τ
=
 ∑
σ∈Στ (k)
ωτ (σ)
−1 ∑
σ∈Στ (k)
ωτ (σ)φ
0
τ (σ)
=
 ∑
σ∈Στ (k)
ωτ (σ)
−1 ∑
σ∈Στ (k)
ωτ (σ)
 ∑
η∈Στ (k)
ωτ (η)
−1 ∑
η∈Στ (k)
ωτ (η)φτ (η)
=
 ∑
η∈Στ (k)
ωτ (η)
−1 ∑
η∈Στ (k)
ωτ (η)φτ (η)
=Mφτ ,
so M is a continuous projection onto {f : Στ (k) → E : f = constant} ⊆
L(k,p)(Xτ , E). Similarly for M
Proposition 47. Let 0 ≤ j < k ≤ n, τ ∈ Σ(j) and φ ∈ L(k,p∗)(X,E∗). Then,
1. if j < k − 1, then δτφτ = (−1)j+1(δφ)τ ;
2. if j = k − 1, then (−1)k(n− k + 1)φ0τ = δφ(τ) and
‖φ0τ‖p
∗
(0,p∗) =
ω(τ)
(n− k + 1)p∗−1|Γτ | ‖δφ(τ)‖
p∗
E∗ .
Proof. (1) As φ ∈ L(k,p∗)(X,E∗), it follows that φτ ∈ L(k−j−1,p∗)(Xτ , E∗) where
k − j − 1 > 0 so δτφτ ∈ L(k−j−2,p∗)(Xτ , E∗) and by Proposition 32,
δτφτ (σ)(∗)=
∑
v∈Στ (0)
v∗σ∈Στ (k−j−1)
ωτ (v ∗ σ)
ωτ (σ)
φτ (v ∗ σ)
=
∑
v∈Στ (0)
v∗σ∈Στ (k−j−1)
ω(τ ∗ v ∗ σ)
ω(τ ∗ σ) φ(τ ∗ v ∗ σ)
(∗∗)
=
∑
v∈Στ (0)
v∗σ∈Στ (k−j−1)
(−1)j+1ω(v ∗ τ ∗ σ)
ω(τ ∗ σ) φ(v ∗ τ ∗ σ)
=
∑
v∈Σ(0)
v∗τ∗σ∈Σ(k)
(−1)j+1ω(v ∗ τ ∗ σ)
ω(τ ∗ σ) φ(v ∗ τ ∗ σ)
= (−1)j+1δφ(τ ∗ σ) = (−1)j+1 (δφ)τ (σ)
where (∗) follows by Proposition 32 and (∗∗) holds since ω is symmetric, φ
alternating and τ ∈ Σ(j). As for (2), by Proposition 32 together with the fact
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that ω is symmetric and φ antisymmetric it follows for the codifferential that
δφ(τ) =
1
ω(τ)
∑
σ∈Στ (0)
ω(σ ∗ τ)φ(σ ∗ τ) = 1
ω(τ)
∑
σ∈Στ (0)
(−1)j+1ω(τ ∗ σ)φ(τ ∗ σ)
=
1
ω(τ)
∑
σ∈Στ (0)
(−1)kω(τ ∗ σ)φ(τ ∗ σ),
since j = k − 1. Therefore, in terms of φ0τ ∈ L(0,p
∗)(Xτ , E
∗)
δφ(τ) =
(−1)k
ω(τ)
∑
σ∈Στ (0)
ωτ (σ)φτ (σ) =
(−1)k
ω(τ)
 ∑
σ∈Στ (0)
ωτ (σ)
φ0τ .
However,∑
σ∈Στ (0)
ωτ (σ)
ω(τ)
=
∑
τ∗σ∈Σ(j+1)
ω(τ ∗ σ)
ω(τ)
=
(n− j)(j + 1)!
(j + 1)!
= (n− j) = (n− k + 1)
by Proposition 1. The factor (j+1)! in the denominator corresponds to the fact
that we sum over one ordering as τ is fixed. Therefore,
δφ(τ) = (−1)k(n− k + 1)φ0τ ,
and once again by Proposition 41 this gives
‖φ0τ‖p
∗
(0,p∗) =
1
|Γτ |
∑
σ∈Στ (0)
‖φ0τ (σ)‖p
∗
E∗ωτ (σ) =
1
|Γτ |
∑
σ∈Στ (0)
‖δφ(τ)‖p∗E∗
(n− k + 1)p∗ ωτ (σ)
=
1
|Γτ |
‖δφ(τ)‖p∗E∗
(n− k + 1)p∗ (n− k + 1)ω(τ) =
ω(τ)‖δφ(τ)‖p∗E∗
(n− k + 1)p∗−1|Γτ | .
Proposition 48. Let φ ∈ L(k,p)(X,E) and τ ∈ Σ(k − 1). Then,
1. if k = 1,
dτφτ (σ) = −(dφ)τ (σ) + φ(σ).
2. if k > 1,
dτφτ (σ) = (dφ)τ (σ) +
k−1∑
i=0
(−1)iφ(τi ∗ σ).
Proof. Suppose k = 1. Then, for σ = x ∗ y ∈ Στ (1)
dτφτ (σ) = φτ (y)− φτ (x) = φ(τ ∗ y)− φ(τ ∗ x).
On the other hand, as [τ ∗ x ∗ y : x ∗ y] = 1
dφ(τ ∗ x ∗ y) = [τ ∗ x ∗ y : x ∗ y]φ(x ∗ y) + [τ ∗ x ∗ y : τ ∗ y]φ(τ ∗ y) + [τ ∗ x ∗ y : τ ∗ x]φ(τ ∗ x)
= φ(x ∗ y)− φ(τ ∗ y) + φ(τ ∗ x),
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gives together with the expression for dτφτ
dτφτ (σ) = −dφ(τ ∗ x ∗ y) + φ(x ∗ y) = −(dφ)τ (σ) + φ(σ).
Suppose k > 1 and τ ∈ Σ(k − 1). Then, as previously
dτφτ (σ) = φτ (y)− φτ (x),
and the two rightmost terms are as previously the last two terms in dφ(τ ∗σ).
Proposition 49. Let φ ∈ L(k,p)(X,E) and τ ∈ Σ(0), then
(dφ)τ (σ) = −dτφτ (σ) + φ(σ).
Proof. Let σ ∈ Σ(k). Then, similarly as in Proposition 48
dτφτ (σ) =
k∑
i=0
(−1)iφτ (σi) =
k∑
i=0
(−1)iφ(τ ∗ σi) = −(dφ)τ (σ) + φ(σ).
Corollary 50. Suppose φ ∈ L(k,p)(X,E), τ ∈ Σ(0) and k + 1 ≤ n. Then, if
φ ∈ ker d,
‖dτφτ‖(k,p) = ‖φτ‖(k,p).
Proof. By Proposition 49 it follows since φ ∈ ker d that
‖dτφτ‖p(k,p) =
∑
σ∈Στ (k,Γτ )
‖dτφτ (σ)‖pE
ωτ (σ)
(k + 1)!|Γτσ|
=
∑
σ∈Στ (k,Γτ )
‖φ(σ)‖pE
ωτ (σ)
(k + 1)!|Γτσ|
= ‖φτ‖p(k,p).
Corollary 51. Suppose φ ∈ L(k,p)(X,E) and 1 < k + 1 ≤ n. If φ ∈ kerd, then∑
τ∈Σ(0,Γ)
‖dτφτ‖p(k,p) =
n− k
k + 1
∑
τ∈Σ(0,Γ)
‖φτ‖p(k−1,p).
Proof. Follows by Corollary 50 and Proposition 44.
Corollary 52. Suppose φ ∈ L(1,p)(X,E). If φ ∈ ker d, then
−(n− 1)‖φ‖p(1,p) =
∑
τ∈Σ(0,Γ)
(
‖dτφτ‖p(1,p) − (n− 1)‖φτ‖p(0,p)
)
.
Proof. By a direct computation,∑
τ∈Σ(0,Γ)
‖dτφτ‖p(1,p) − (n− 1)‖φτ‖p(0,p)(∗)=
∑
τ∈Σ(0,Γ)
(n− 1)
2
‖φτ‖p(0,p) − (n− 1)‖φτ‖p(0,p)
= − (n− 1)
2
∑
τ∈Σ(0,Γ)
‖φτ‖p(0,p)(∗∗)= −
(n− 1)
2
2!
(1− 0)!‖φ‖
p
(1,p) = −(n− 1)‖φ‖p(1,p),
where in (∗) we used Corollary 51 and in (∗∗) Proposition 43.
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Corollary 53. Suppose φ ∈ L(1,p)(X,E). If φ ∈ ker d, then∑
τ∈Σ(0,Γ)
‖dτφτ‖p(1,p) = (n− 1)‖φ‖p(1,p).
Proof. Follows directly from Corollary 52 using Proposition 43 once more.
Definition 54. Let φ ∈ L(1,p)(X,E). For τ ∈ Σ(0) define a p-form on
L(0,p)(Xτ , E) by
Qτ (φτ ) = ‖dτφτ‖p(1,p) −
(n− 1)
2
‖φτ‖p(0,p).
Similarly, we define a p∗-form on L(0,p
∗)(Xτ , E
∗).
Corollary 55. Suppose φ ∈ L(1,p)(X,E). If φ ∈ ker d then∑
τ∈Σ(0,Γ)
Qτ (φτ ) = 0.
Proof. Follows immediately by Corollary 53 and Proposition 43.
7 Poincare´ inequalities on finite weighted graphs
In this section we recall some basic facts concerning Poincare´ inequalities on
finite weighted graphs necessary for the spectral method. For details we refer
to [GN, N, NY].
Proposition 56. [N] Suppose dimX = 2. Then the link Xτ of every vertex of
X is a finite graph. Hence, for any p ≥ 1 the p-Poincare´ inequality∑
σ∈Σ(0,Γτ )
‖fτ (σ)−Mfτ (σ)‖pE
ωτ (σ)
|Γτσ|
≤ κpp
∑
η∈Στ (1,Γτ )
1
2
‖fτ (η0)− fτ (η1)‖pE
ωτ (η)
|Γτη|
holds for some κp > 0 and all f : Στ (0)→ E. Similarly for f : Στ (0)→ E∗.
The infimum of the above constants κp is known as the Poincare´ constant
of the link Xτ , and denoted by κp(Xτ , E). In terms of the norms introduced
previously:
Corollary 57. Let X be two dimensional. Then, for all f ∈ L(1,p)(X,E) it
holds that
‖fτ −Mfτ‖(0,p) ≤ κp(Xτ , E)‖dτfτ‖(1,p),
for some κp(Xτ , E). Similarly for f ∈ L(1,p∗)(X,E∗),
‖fτ −Mfτ‖(0,p∗) ≤ κp∗(Xτ , E∗)‖dτfτ‖(1,p∗),
for some κp∗(Xτ , E
∗).
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Sometimes it is useful to know how Poincare´ constants change under iso-
morphisms. The following is immediate:
Proposition 58. Let T : E → F be a Banach space isomorphism. If
‖x‖E ≤ ‖T (x)‖F ≤ C‖x‖E ,
then κp(Xτ , E) ≤ Cκp(Xτ , F ).
For 1 < p < ∞ we denote by Lp the Banach space Lp(µ) of p-integrable
functions on a standard Borel space (Y,B) with σ-finite measure µ. As such,
any separable infinite-dimensional Hilbert spaceH is isometrically isomorphic to
L2. In particular, we have the following relation between the Poincare´ constant
and spectral gap:
Proposition 59. [N] Let λ1 be the smallest positive eigenvalue of the graph
Laplacian △+ = (δd)τ , defined by
△+f(v) = f(v)− 1
ωτ (v)
∑
u∈Lv
f(u),
where Lv denotes the link of v in Xτ , over the space C
(0,p)(Xτ ,R) of real-valued
functions on the vertices. For L2 when X is 2-dimensional, κp(Xτ , L
2) = λ
−1/2
1
and more generally κp(Xτ , L
p) = κp(Xτ ,R).
8 Lp -cohomology and vanishing for uniformly
bounded representations
Following [BS] we introduce Lp-cohomology of X with coefficients in pi as a nat-
ural extension of the L2-cohomology for unitary representations. In particular,
if pi is a unitary representation L2Hk(X, pi), as described below, is the cohomol-
ogy of the complex of mod Γ square integrable cochains of X twisted by pi. The
connection to property (T ) is as follows: if X is a two dimensional contractible
simplicial complex and Γ acts properly discontinuously and cocompactly by au-
tomorphisms on it, then Γ has property (T ) if and only if L2H1(X, pi) = 0
for any unitary representation [HV]. As an application we derive a spectral
condition for cohomological vanishing for square integrable cochains on a two
dimensional simplicial complex twisted by a uniformly bounded representation.
Definition 60. Let
LpHk(X, pi) = ker
(
d|L(k,p)(X,E)
)
/im
(
d|L(k−1,p)(X,E)
)
denote the Lp-cohomology groups of X with coefficients twisted by pi.
As the following shows, cohomological vanishing takes place when δ is bounded
from below:
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Proposition 61. The map
dk−1|L(k−1,p)(X,E) : L(k−1,p)(X,E) −→ ker dk|L(k,p)(X,E)
is onto if its adjoint
δk : (ker dk|L(k,p)(X,E))∗ → L(k−1,p
∗)(X,E∗),
is bounded from below, that is ∃K > 0 such that for all f ∈ (kerdk|L(k,p)(X,E))∗
‖δf‖(k−1,p∗) ≥ K‖f‖(k,p∗).
If in addition dk−1 is injective, dk−1 is onto if and only if δk is bounded from
below.
Proof. Since dk◦dk−1|L(k−1,p)(X,E) = 0, im dk−1 ⊆ ker dk|L(k,p)(X,E) without fur-
ther assumptions. Now, assume δk is bounded from below. Then δk is injective;
towards a contradiction, suppose f, g ∈ (ker dk|L(k,p)(X,E))∗ such that f 6= g
and δk f = δk g. Recalling that ‖ · ‖(k,p∗) is a norm restricted to L(k,p∗)(X,E)
leads to a contradiction
0 = ‖δkf − δkg‖(k−1,p∗) = ‖δk(f − g)‖(k−1,p∗) ≥ K‖f − g‖(k,p∗) > 0.
Thus, δ is injective. In particular, ker δk = {0} and since L(k,p)(X,E) is reflexive
and ker dk|L(k,p)(X,E) is closed, the latter is also reflexive and
im dk−1 = Ann(ker δk)
= {f ∈ (ker dk|L(k,p)(X,E))∗∗ : 〈g, f〉k = 0, ∀g ∈ ker δk}
∼= {f ∈ ker dk|L(k,p)(X,E) : 〈g, f〉k = 0, ∀g ∈ {0}}
= ker dk|L(k,p)(X,E),
so dk−1 is onto kerdk|L(k,p)(X,E). Next, suppose dk−1 is onto. Since dk−1 is
bounded, it is bounded from below by the open mapping theorem if dk−1 is
injective.
This criteria is in fact related to the Poincare´ constants of the links as Propo-
sition 63 shows. This allows us to formulate a spectral condition for cohomo-
logical vanishing.
Proposition 62. Suppose X is a 2-dimensional locally finite simplicial complex
such that for any vertex τ of X the link Xτ is connected and H a separable
infinite-dimensional Hilbert space. Suppose there exists a constant C such that
i. the map CI : E → H where I : E → H is the identity map, is a Banach
space isomorphism with the property ‖x‖E ≤ ‖CI(x)‖H ≤ C‖x‖E for all
x ∈ E. Then, for f ∈ L(1,2)(X,E) ∩ kerd
κ2(Xτ ,H)−2‖Mfτ‖2(0,2) +Qτ (fτ ) ≥
1
C2
(
κ2(Xτ ,H)−2 − C
2
2
)
‖fτ‖2(0,2);
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ii. the identity map I : E∗ → H is a Banach space isomorphism with the
property ‖x‖E∗ ≤ ‖I(x)‖H ≤ C‖x‖E∗ for all x ∈ E∗. Then, for f ∈
L(1,2)(X,E∗) ∩ kerd
κ2(Xτ ,H)−2‖Mfτ‖2(0,2) +Qτ (fτ ) ≥
1
C2
(
κ2(Xτ ,H)−2 − C
2
2
)
‖fτ‖2(0,2).
Proof. (i). As usual, write ‖ · ‖(k,2) for the seminorm on E(k,2)(X,E) and write
‖ · ‖(k,2),H for the seminorm on E(k,2)(X,H). For f ∈ L(1,2)(X,E) ∩ ker d
Qτ (fτ ) = ‖dτfτ‖2(1,2) −
1
2
‖fτ‖2(0,2) ≥ ‖dτfτ‖2(1,2),H −
C2
2
‖fτ‖2(0,2),H
On the other hand, by the Poincare´ inequality and the Pythagorean identity
‖dτfτ‖2(1,2),H ≥ κ2(Xτ ,H)−2‖fτ‖2(0,2),H − κ2(Xτ ,H)−2‖Mfτ‖2(0,2),H
Hence,
Qτ (fτ ) ≥ κ2(Xτ ,H)−2‖fτ‖2(0,2),H − κ2(Xτ ,H)−2‖Mfτ‖2(0,2),H −
C2
2
‖fτ‖2(0,2),H,
and in terms of the ‖ · ‖(k,p) norm
κ2(Xτ ,H)−2‖Mfτ‖2(0,2) +Qτ (fτ ) ≥
1
C2
(
κ2(Xτ ,H)−2 − C
2
2
)
‖fτ‖2(0,2).
Similarly for (ii).
Corollary 63. Assuming Proposition 62 holds such that κ2(Xτ ,H) ≤ κ2(X,H)
for every link Xτ of X. Then, for
κ2(X,H) <
√
2C−1,
δ and δ are bounded from below.
Proof. By Proposition 62(i)
κ2(Xτ ,H)−2‖Mfτ‖2(0,2) +Qτ (fτ ) ≥
1
C2
(
κ2(Xτ ,H)−2 − C
2
2
)
‖fτ‖2(0,2).
Thus, summing over the representatives τ ∈ Σ(0,Γ) gives, applying Propositions
43, 47, and 55 to the three terms respectively, that
‖δf‖2(0,2) ≥
(
2κ2(X,H)
C
)2(
κ2(Xτ ,H)−2 − C
2
2
)
‖f‖2(1,2).
So, δ is bounded from below for κ2(X,H) <
√
2C−1. Similarly for δ.
Theorem 64. Let X be a locally finite 2-dimensional simplicial complex, Γ a
discrete properly discontinuous group of automorphisms of X and pi : Γ→ B(H)
a uniformly bounded representation of Γ on a separable infinite-dimensional
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Hilbert space H. Suppose the link Xτ of every vertex τ of X is connected and
the associated Poincare´ constants satisfy
C <
√
2
κ2(Xτ ,H)
for C = supg∈Γ ‖pig‖. Then, L2H1(X, pi) = 0.
Proof. Let E be the Banach space (H, ‖ · ‖E) where ‖ · ‖E = supg∈Γ ‖pig(·)‖H.
Now, pi is an isometric representation on E and have the dual diagrams:
ker d
  i //
δ◦i∗◦i
ww
L(1,2)(X,E∗)
i∗

L(0,2)(X,E∗)
d
OO
(ker d)
∗
δ
oo
L(0,2)(X,E)
d // ker d _
i
d∗◦i∗◦i
aa
(
ker d
)∗d∗
OO
L(1,2)(X,E)
i
∗
oooo
We claim that L2H1(X,E) = 0, that is d0 is onto ker d1. By Proposition 61
it is enough to prove that d∗0 = δ1 is bounded from below on (ker d1)
∗. Since
Proposition 62 holds for C = supg∈Γ ‖pig‖, and κ2(Xτ ,H) <
√
2C−1, it follows
by Corollary 63 that δ1 is bounded from below when restricted to ker d. Hence,
δ1 is bounded from below on the image of i
∗ ◦ i. Thus, if i∗ ◦ i is onto (ker d1)∗,
then δ1 is bounded from below on (ker d1)
∗ and δ1
∗ = d0 is onto, by which the
claim follows. By a similar argument d∗0 restricted to ker d1 is bounded from
below, and thus
d0
∗ ◦ i ∗ ◦ i : ker d1 → L(0,p)(X,E)
is bounded from below. In particular, i
∗ ◦ i is bounded from below and hence
(i
∗ ◦ i)∗ = i∗ ◦ i is onto (ker d1)∗.
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