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Compensation radiométrique d’un système de projection
immersive grand-public
Julien DEHOS 1, Eric ZEGHERS2, François ROUSSELLE1, Christophe RENAUD1 et Laurent SARRY3




Catopsys est un système de projection immersive grand-public destiné à des applications de réalité mixte. Il est
composé d’un vidéo-projecteur, d’un miroir convexe et d’une caméra, et peut être utilisé dans des salles qui n’ont
pas été conçues spécifiquement pour la projection. Le système permet d’afficher un environnement immersif en
projetant une image dans toute la salle. Cependant, l’environnement ainsi affiché est perturbé par la réponse du
projecteur, les matériaux composant la salle et les réflexions multiples inhérentes à toute pièce partiellement close.
La compensation radiométrique de la projection a pour but de réduire l’influence de ces perturbations.
Dans ce papier, nous présentons notre système de projection et le processus radiométrique correspondant. Nous
proposons ensuite un modèle radiométrique prenant en compte, en autres, la réponse du projecteur, les matériaux
de la salle et les réflexions multiples particulièrement importantes avec notre système. Nous proposons également
des méthodes de calibrage et de compensation basées sur ce modèle. Notre méthode de compensation peut être
intégrée dans une application de réalité virtuelle ou mixte comme un post-traitement corrigeant les perturbations
radiométriques de la projection. A notre connaissance, nos méthodes sont les premières à prendre en compte à la
fois les réflexions multiples et la non-linéarité du projecteur.
Mots clé : Informatique Graphique, visualisation, réalité
virtuelle, réalité mixte, compensation radiométrique
1. Introduction
1.1. Motivation
Dans le cadre de la réalité mixte, un environnement im-
mersif est un environnement partiellement ou totalement ar-
tificiel, créé autour de l’utilisateur. Les environnements im-
mersifs ont de nombreuses applications : simulateurs (de
vol, de conduite. . .), prototypage, bureaux virtuels, environ-
nements d’ambiance, jeux vidéo. . .Deux types de systèmes
peuvent produire de tels environnements : les systèmes por-
tables comme les casques de réalité virtuelle [Sut98] et les
systèmes grand écran comme les CAVEs [CNSD93].
Catopsys (CATadiOptric Projection SYStem) est un projet
de recherche dont le but est de rendre la réalité mixte acces-
sible au grand public grâce à un système de projection im-
mersive autocalibrant. Ce système est composé d’un projec-
teur, d’un miroir convexe et d’une caméra en rotation (voir
figure 1). Une fois posé dans une salle, le système déter-
mine automatiquement la géométrie de ses divers éléments
Figure 1: Principe du système de projection Catopsys. Le
projecteur (P) pointe vers le miroir (M). Ainsi, un rayon de
lumière (B), émis par P, est réfléchi par M puis propagé dans
la salle (R). La caméra (C) est en rotation autour de l’axe
optique de P, ce qui permet de visualiser la salle pour cali-
brer le système.
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ainsi que de la salle [ASLZ08]. La projection immersive peut
alors être réalisée, pour des applications de réalité virtuelle
mais également de réalité mixte (car le couplage projecteur-
caméra permet d’obtenir des informations sur la géométrie et
la radiométrie de l’environnement réel). [YT08] présente un
système utilisant les mêmes appareils. Cependant, celui-ci
nécessite un écran de projection spécifique, ce qui le destine
à des applications différentes.
Les images projetées par notre système sont radiométri-
quement perturbées au cours de la projection. Tout d’abord,
la réponse du projecteur n’est pas neutre. De même, les ma-
tériaux de la salle ont peu de chance d’être adaptés à la
projection (i.e. blanc lambertien). Enfin, les réflexions mul-
tiples entre les différentes surfaces qui composent la salle
sont particulièrement importantes à l’intérieur d’un espace
clos. Il est donc nécessaire de prendre en compte ces phéno-
mènes au niveau de l’image projecteur afin que l’environne-
ment visible après projection soit proche de l’environnement
souhaité. Pour réaliser cette compensation radiométrique, le
système dispose d’un point de vue panoramique (la caméra
en rotation) et d’une source de lumière omnidirectionnelle
contrôlable (l’association projecteur-miroir).
1.2. Contribution
Dans ce papier, nous présentons le processus radiomé-
trique de projection-acquisition et en proposons un modèle
radiométrique. A partir de ce modèle, nous proposons une
méthode de calibrage et une méthode de compensation au-
tonomes et automatisées. La méthode de compensation est
utilisable comme post-traitement d’applications de réalité
mixte. Les différents aspects de notre système de projection
sont pris en compte : le mapping géométrique entre la ca-
méra et le projecteur, la réponse radiométrique de la caméra
et les perturbations radiométriques causées par la projection
(influence du projecteur, des matériaux et des réflexions mul-
tiples particulièrement importantes avec notre système de
projection).
1.3. Travaux précédents
La restitution fidèle d’images projetées sur des surfaces
non adaptées à la projection a fait l’objet de nombreux tra-
vaux récents [BIWG07]. Nous n’évoquons ici que quelques
méthodes de compensation en deux passes utilisant un sys-
tème projecteur-caméra. Ces méthodes consistent à évaluer,
hors ligne, la réponse radiométrique du système puis à in-
verser cette réponse pour calculer, en ligne, les images de
compensation.
[NPGB03] propose un modèle de projection sur des sur-
faces non adaptées. Les auteurs donnent également une mé-
thode de calibrage et de compensation basée sur ce modèle.
Leur méthode modélise la projection par une réponse non
linéaire de chaque canal de couleur suivi d’un mélange li-
néaire de ces canaux. Cependant, elle suppose que l’écran
de projection est plat et donc qu’il n’y a pas de réflexion
multiple (ce qui n’est pas le cas de notre application).
[BGZ∗06] propose une méthode de compensation pre-
nant en compte les réflexions multiples entre surfaces dif-
fuses grâce au concept de radiosité inverse (reverse radio-
sity). Cependant, les auteurs n’expliquent pas comment ob-
tenir la géométrie et les réflectivités de la salle nécessaires à
leur méthode. De plus, ils supposent linéaire la réponse du
projecteur.
Enfin, une méthode de compensation par calibrage ex-
haustif est proposé dans [WB07]. Cette méthode consiste à
mesurer la matrice du transport de la lumière, c’est-à-dire
l’influence de chaque pixel projecteur sur chaque pixel ca-
méra. Les images de compensation peuvent être calculées
grâce à la matrice inverse. Cependant, cette méthode ne
prend pas en compte la non-linéarité de la réponse du pro-
jecteur. De plus, l’obtention de la matrice demande un très
grand nombre d’acquisitions caméra (avec notre projecteur
1400x1050 et notre caméra 1024x768 à 6 pas de rotation, il
faut théoriquement plus de 6.1012 images).
1.4. Sommaire
La section 2 présente le système de projection Catopsys.
La section 3 décrit le processus radiométrique réalisé par ce
système et pose la problèmatique sous-jacente. La section
4 propose une modélisation de ce processus. Les sections 5
et 6 proposent une méthode de calibrage et une méthode de
compensation basées sur le modèle radiométrique. Enfin, la
section 7 présente et analyse quelques résultats et la section
8 résume les travaux présentés et introduit quelques perspec-
tives.
2. Système de projection
Le système de projection Catopsys vise à rendre la réa-
lité mixte abordable. Pour cela, il doit être immersif, auto-
calibrant et grand-public. La solution retenue est un système
projecteur-caméra catadioptrique (voir figure 1). Un miroir
convexe (M) est fixé au plafond. Un vidéo-projecteur (P) est
placé sous le miroir et pointe vers lui. Ainsi, un rayon de lu-
mière (B) émis par P est réfléchi par M dans la salle. Enfin,
une caméra grand-angle (C) est placée au-dessus du projec-
teur, en direction des murs de la salle. La caméra peut tourner
autour de l’axe optique du projecteur grâce à un moteur pas-
à-pas. Le projecteur, la caméra et le moteur sont contrôlés
par un ordinateur.
Ce système répond aux trois critères désirés. Tout
d’abord, la projection immersive est obtenue grâce à l’as-
sociation du projecteur et du miroir convexe. Selon la confi-
guration de ces éléments et de la salle, la projection peut être
réalisée sur pratiquement toute la pièce (4pi sr).
Ensuite, le système est capable de s’autocalibrer grâce
au système projecteur-caméra qui permet de projeter une
c© REFIG 2009.
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image et de capturer le résultat dans la pièce. Plus préci-
sement, le système doit être calibré géométriquement (posi-
tions et orientations relatives des appareils, géométrie de la
salle), optiquement (distorsions des optiques) et radiométri-
quement (propagation de la lumière dans la pièce, réponse
des appareils).
Enfin, le système est composé uniquement d’appareils re-
lativement peu coûteux. En effet, depuis quelques années, les
vidéo-projecteurs sont de moins en moins chers et peuvent
désormais être envisagés pour des applications grand-public.
De même, il existe des modèles de caméra contrôlée par or-
dinateur abordables. Enfin, les autres composants de notre
système ont un coût négligeable (notre implémentation uti-
lise un miroir de surveillance et un moteur pas-à-pas contrôlé
via une carte IEEE 1284). A terme, un système produit in-
dustriellement serait encore moins coûteux.
La caméra est une caméra vidéo couleur, matricielle, clas-
sique. Elle est équipée d’un grand-angle et est en rotation
autour de l’axe optique du projecteur. Elle peut ainsi acqué-
rir une grande partie de la scène (sur notre système 6 pas
permettent d’effectuer une rotation complète). On appelle
image caméra une image retournée par la caméra (à un pas
de rotation donné), dans le système de couleurs et de la ré-
solution de la caméra. On appelle image projecteur l’image
envoyée au projecteur, dans son système de couleurs et de sa
résolution. Après calibrage et correction de la caméra (voir
section 5), on peut considérer que le système dispose d’une
primitive d’acquisition d’images projecteur mesurées. On
définit ces images ainsi : un pixel dans l’image projecteur se
projette en un point particulier de la pièce ; la lumière vue par
la caméra en ce point donne la valeur du pixel dans l’image
projecteur mesurée. Cette dernière utilise donc le système de
couleurs de la caméra et est de la résolution du projecteur.
Dans la suite de ce papier, la réflexion par le miroir
convexe est ignorée. En effet, son influence radiométrique
est quasi nulle et son influence géométrique est prise en
compte par le calibrage géométrique du système projecteur-
caméra (voir section 5).
3. Processus radiométrique
Une image projetée par le système Catopsys subit des per-
turbations radiométriques. En effet, les vidéo-projecteurs ne
produisent pas une image parfaitement fidèle à l’image d’en-
trée. De même, les murs d’une pièce, utilisés comme sup-
port de projection dans notre application, sont très différents
d’un écran de projection dédié (c’est-à-dire à peu près plat,
blanc et lambertien). La problématique qui se pose alors est
la suivante : comment faire pour que la projection restitue à
l’utilisateur une image donnée, malgré les perturbations ra-
diométriques ? L’unique degré de liberté autorisé par le sys-
tème réside dans le contenu de l’image envoyée au projec-
teur. L’idée de la compensation radiométrique est de modi-
fier cette image de telle sorte qu’une fois projetée, et donc
“radiométriquement perturbée”, elle apparaisse à l’utilisa-
teur comme l’image désirée initialement. Cette compensa-
tion radiométrique n’est cependant réalisable qu’après avoir
caractériser les perturbations. Ceci nécessite un appareil de
mesure, ici la caméra. Le dernier problème qui se pose alors
est qu’une caméra n’est généralement pas un appareil de me-
sure fidèle et induit, elle aussi, des perturbations radiomé-
triques.
Le processus radiométrique de projection-acquisition,
réalisé par le système Catopsys, est présenté figure 2. Une
image d’entrée est envoyée au projecteur. Celui-ci émet la
lumière correspondante dans la pièce. La lumière est ensuite
réfléchie de mur en mur, de nombreuses fois, ce que l’on ap-
pelle classiquement les réflexions multiples. Finalement, une
partie de la lumière est réfléchie par les murs vers la caméra.
Cette lumière subit les perturbations de la caméra avant de
constituer l’image renvoyée par celle-ci à l’ordinateur. Pour
notre application, on suppose que la lumière perçue par l’uti-
lisateur correspond à la lumière perçue par la caméra c’est-
à-dire que l’utilisateur est proche de la caméra et voit donc
la scène à peu près de la même façon.
Les perturbations radiométriques introduites au cours du
processus de projection-acquisition sont résumées table 1.
Elles sont détaillées ci-dessous, suivant l’ordre de la table.
– L’image envoyée au projecteur par l’ordinateur est co-
dée dans un certain système de couleurs (en général,
un système normalisé comme le sRGB). Le projecteur
utilise son propre système de couleurs, donné par la
réponse spectrale de ses différents canaux. Ceci pro-
duit un mélange inter-canaux linéaire. Par exemple, si
l’image envoyée est rouge et que le projecteur allume
son canal rouge, de réponse spectrale différente, la lu-
mière émise aura dans le système de couleur initial, des
composantes verte et bleue non nulles.
– La puissance de la lumière émise par le projecteur
n’est pas toujours proportionnelle au niveau de l’image
d’entrée. Le projecteur introduit ainsi une non-linéarité
entre l’intensité d’entrée du canal et la puissance émise
correspondante.
– Le système optique du projecteur laisse passer plus de
lumière au centre qu’au bord. Ce phénomène, appelé
vignetage, atténue la lumière d’un facteur constant,
donné par la position du pixel correspondant.
– La lumière émise par le projecteur atteint un point de la
salle. Elle est alors réfléchie dans toutes les directions,
plus ou moins fortement. La lumière se propage ensuite
dans toute la salle, atteint d’autres points où le proces-
sus se répète à nouveau, réalisant ainsi une répartition
de la lumière par réflexions multiples. Cette répartition
dépend de la géométrie et des matériaux de la salle. En
simplifiant, on peut dire que la lumière atteignant un
point, après réflexions multiples, est une combinaison
linéaire de la lumière initiale incidente aux différents
points de la salle.
– En un point donné de la salle, une partie de la lumière
c© REFIG 2009.
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Figure 2: Processus radiométrique du système projecteur-caméra. Les composantes du modèle radiométrique mises en jeu sont
données en italique (voir section 5).
Origine Perturbation Description Modélisation
projecteur système de couleurs mélange inter-canaux linéaire −
projecteur tranfert d’intensité non-linéarité intra-canal w
projecteur vignetage pondération constante du pixel w
salle de projection réflexions multiples mélange inter-pixels linéaire H
salle de projection réflexion vers la caméra pondération constante intra-canal w
caméra vignetage pondération constante du pixel u
caméra réponse du capteur non-linéarité intra-canal g
caméra système de couleurs mélange inter-canaux linéaire v
Table 1: Description et modélisation des perturbations radiométriques au cours du processus de projection-acquisition.
incidente (éventuellement après réflexions multiples)
est réfléchie dans la direction de la caméra. Comme la
géométrie (de la salle et du système) et les matériaux
sont constants, cette réflexion se raméne à une pondé-
ration constante (chaque canal de chaque pixel a son
propre facteur).
– Comme pour le projecteur, le système optique de la
caméra produit du vignetage, c’est-à-dire que chaque
pixel est atténué d’un facteur constant qui lui est propre.
– Le capteur de la caméra introduit une non-linéarité
entre la puissance reçue et l’intensité renvoyée. Ceci
est dû non seulement à la réponse d’intensité du cap-
teur mais également à son exposition qui pose des pro-
blèmes de saturation.
– Enfin, la couleur renvoyée par la caméra est codée dans
son propre système de couleurs donné par la réponse
spectrale de ses différents canaux.
4. Modéle radiométrique
Dans la section précédente, nous avons détaillé les per-
turbations radiométriques introduites par le processus de
projection-acquisition du système Catopsys. Dans cette nou-
velle section, nous proposons une modélisation de ce pro-
cessus, inspirée de celle proposée par Nayar et al. dans
[NPGB03].
Notre modèle radiométrique est illustré figure 3 (voir
également table 1). Lors de la projection, chaque canal
de chaque pixel de l’image subit une transformation non-
linéaire w (transfert d’intensité du projecteur, vignetage du
projecteur et réflexion de la lumière depuis la salle vers la
caméra). Puis les canaux de chaque pixel font l’objet d’une
combinaison linéaire v (due à l’utilisation de différents sys-
tèmes de couleurs tout au long du processus de projection-
acquisition). Enfin, les réflexions multiples se traduisent par
une combinaison linéaire h des pixels. En ce qui concerne
la caméra, l’acquisition subit une pondération u propre à
chaque pixel (vignetage caméra) puis une transformation
non-linéaire g commune à tous les pixels (réponse d’inten-
sité). L’image ainsi capturée est codée dans le système de
couleurs de la caméra.
Le reste de cette section décrit plus précisément le modèle
radiométrique, en considérant que les systèmes de couleurs
sont à 3 dimensions†. Soit p un pixel de l’image à projeter.
Soit x = [xr xg xb]T la couleur de p dans le système de
couleurs initial (r,g,b). Soit y = [yR yG yB]T la couleur
de p dans le système de couleur final (R,G,B), celui de la
caméra. La conversion de x dans (r,g,b) en y dans (R,G,B)
est modélisée par une combinaison linéaire des canaux de


















† Il s’agit d’un choix pour expliquer la méthode plus simplement,
non d’une limitation.
c© REFIG 2009.
J. Dehos, E. Zeghers, F. Rousselle, C. Renaud et L. Sarry / Compensation radiométrique 15





tRr− 1 0 0
0 tGg− 1 0
0 0 tBb− 1


On a donc t = v+v′. Intuitivement, v traduit les transforma-
tions inter-canaux de la conversion de (r,g,b) à (R,G,B) et
v′ les transformations intra-canal.
Ceci nous permet de décrire les différentes composantes
du modèle radiométrique. Soit a la couleur du pixel p dans
l’image à projeter. On note aλ la valeur du canal λ de la
couleur a (donc ici λ∈{r,g,b}). La première composante du
modèle est la fonction non-linéaire wλ qui modélise la non-
linéarité et les pondérations intra-canal du processus pour
le pixel p (transfert d’intensité du projecteur, vignetage du
projecteur et réflexion de la lumière depuis la salle vers la
caméra). On notera que wλ contient implicitement le terme
v′λλ décrit précédemment. En appliquant wλ sur a on obtient
la couleur b par :
bλ = wλ(aλ) (1)
La composante suivante v modélise la conversion, en p, dans
le système de couleurs de la caméra (mélange inter-canaux).
On obtient la couleur c par :
c = vb (2)
Enfin, la dernière composante, pour la projection, modélise
les réflexions multiples entre pixels (ou, plus précisément,
entre les surfaces éclairées par la lumière correspondant aux
pixels). Soit Cλ le vecteur des couleurs, comme calculées
précédemment pour p, de tous les pixels. Hλ modélise le
transport de la lumière entre les surfaces c’est-à-dire la lu-
mière apportée en chaque surface par réflexions multiples de
la lumière des autres surfaces. On obtient alors Dλ, vecteur
des couleurs, réellement visibles, de tous les pixels, par :
Dλ = Cλ +HλCλ (3)
On notera que Hλ est une matrice de taille n× n où n est
le nombre de pixels de l’image c’est-à-dire une matrice très
grande qu’il n’est pas raisonnable de manipuler telle quelle
en pratique. Pour résoudre ce problème, on peut regrouper
les pixels en groupes et modéliser les réflexions multiples
entre groupes.
La couleur d donnée par les vecteurs Dλ pour le pixel p
correspond à la couleur visible dans la salle de projection,
depuis le point de vue de la caméra. Son acquisition par la
(a) (b)
Figure 4: Image caméra (a) et image projecteur correspon-
dante (b).
caméra est modélisée ainsi : le facteur de pondération uλ
modélise le vignetage caméra en p et la fonction non-linéaire
gλ la réponse d’intensité de la caméra (identique pour tous
les pixels de la caméra). Finalement, la couleur eλ retournée
par la caméra pour p, après projection et acquisition, est :
eλ = gλ(uλdλ) (4)
5. Méthode de calibrage
Les sections précédentes ont permis de proposer un mo-
dèle radiométrique du processus de projection-acquisition
du système Catopsys. L’objectif est maintenant d’établir une
méthode de calibrage c’est-à-dire une méthode pour déter-
miner les paramètres v, w, H, u et g caractérisant un système
Catopsys particulier.
Dans cette section, nous présentons une méthode de cali-
brage automatisée et autonome. L’unique primitive requise
est une fonction projetant une image donnée et retournant
l’image capturée par la caméra pour un temps d’exposition
donné et à un pas de rotation donné. Notre méthode com-
porte plusieurs étapes :
– calibrer géométriquement la caméra et le projecteur
– calibrer radiométriquement la caméra :
– déterminer u et g
– calibrer radiométriquement la projection :
– déterminer v (sans réflexions multiples)
– déterminer w (sans réflexions multiples)
– déterminer H (réflexions multiples)
c© REFIG 2009.
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5.1. Mapping géométrique
Calibrer un système Catopsys nécessite de pouvoir
connaître, pour chaque pixel projeté, la couleur correspon-
dante vue dans la salle. Pour cela, le système dispose d’une
caméra matricielle en rotation. On peut donc projeter une
image (image projecteur) et capturer des images de la scène
à différents angles de rotation (images caméra) pour voir
le résultat de la projection dans presque toute la salle. Le
mapping géométrique consiste à établir une correspondance
entre l’image projecteur et les images caméra. L’objectif
est d’obtenir une image projecteur mesurée c’est-à-dire une
image donnant, pour chaque pixel de l’image projecteur, la
couleur correspondante vue par la caméra.
On considère que la caméra utilise toujours les mêmes pas
de rotation. Pour obtenir le mapping géométrique, on pro-
jette un point (image projecteur noire sauf en un pixel, blanc)
et on récupère les images caméra de cette scène. On re-
trouve ainsi à quel pixel de quelle image caméra correspond
le pixel projecteur. En pratique, un pixel projecteur peut cor-
respondre à plusieurs pixels d’une ou plusieurs images ca-
méra ; il suffit alors de calculer une moyenne des couleurs
caméra pour obtenir la couleur projecteur mesurée. Théo-
riquement, on peut ainsi obtenir un mapping pour tous les
points de l’image projecteur. En pratique, on se contente
de quelques points et on interpole les données manquantes.
On peut même précalculer, pour chaque pas de rotation,
une carte donnant pour chaque pixel de l’image caméra, le
pixel projecteur correspondant et le facteur de pondération
du moyennage. Ainsi, calculer une image projecteur mesu-
rée revient à initialiser une image projecteur, puis à parcourir
tous les pixels caméra en ajoutant à chaque fois la couleur au
pixel projecteur correspondant affectée de la pondération as-
sociée (voir figure 4). Ceci implique que tout pixel caméra
doit correspondre à au plus un pixel projecteur. En pratique,
cette limitation n’est pas un problème car la caméra a vo-
cation à mesurer tous les pixels projecteurs. Pour cela, on
s’efforce d’avoir une correspondance 1 pixel projecteur - n
pixels caméra, ce qui nous permet bien d’attribuer, à chaque
pixel caméra, un pixel projecteur au plus.
5.2. Calibrage de la caméra
5.2.1. Réponse d’intensité
La couleur retournée par une caméra n’est pas toujours
proportionnelle à l’intensité de la lumière perçue. De plus,
si cette lumière est trop intense, le capteur sature. Il existe
des méthodes (voir [DM97] pour la plus connue) permettant
de calibrer la réponse d’intensité du capteur (g) et de captu-
rer des images à grande dynamique (HDR) sans saturation.
Pour cela, ces méthodes nécessitent d’utiliser uniquement
des images d’une même scène avec des temps d’acquisition
différents. On notera cependant que ces méthodes traitent
chaque canal de couleur indépendamment. On peut étalon-
ner les canaux entre eux en pondérant leur réponse d’inten-
sité à partir d’un blanc de référence (voir figure 5).













Figure 5: Réponse de notre caméra 3-CMOS.
Figure 6: Vignetage de notre caméra grand-angle.
5.2.2. Vignetage
Le vignetage est à l’origine du fameux effet “coins noirs”
visible sur les images issues de caméra ou d’appareil photo.
Le vignetage est en partie dû à la géométrie du système op-
tique. En effet, la lumière pouvant atteindre le capteur est
plus faible aux bords qu’au centre car l’ouverture du sys-
tème optique y est plus petite. Il existe plusieurs modèles
caractérisant le vignetage. Pour notre application, nous utili-
sons le modèle de Goldman-Chen [GC05] qui est un modèle
polynômial à 5 paramètres.
Caractériser le vignetage caméra revient donc à détermi-
ner le facteur d’atténuation (u) en fonction du pixel caméra
(voir figure 6). Le système Catopsys dispose de tous les élé-
ments pour résoudre ce problème. En effet, il permet d’af-
ficher un point, via le projecteur, et de mesurer ce point en
plusieurs pixels caméra, via la rotation de la caméra. Dans
la salle de projection, le point produit toujours la même lu-
mière mais sur les images caméra, le pixel atteint est diffé-
rent. Le vignetage et donc la couleur renvoyée peuvent éga-
lement varier, uniquement à cause du vignetage. Ainsi, en
considérant suffisamment de points ou de pixels caméra, on
obtient un ensemble de données suffisant pour déterminer les
paramètres du modèle de vignetage de la caméra. Pour notre
application, on utilise la méthode classique d’optimisation
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(a) (b)
Figure 7: Acquisition de la lumière directe. Projection de
damiers (a). Lumière directe (b).
de Levenberg-Marquardt. Lorsque u est ainsi déterminé, il
est immédiat de corriger, sur une image caméra, la pondéra-
tion causée par le vignetage.
5.3. Calibrage de la projection
Les étapes précédentes fournissent une primitive d’acqui-
sion caméra fidèle à la réalité. Cette primitive prend en en-
trée une image projecteur et retourne une image projecteur
mesurée HDR dont la réponse d’intensité et le vignetage de
la caméra ont été corrigés. En d’autres termes, cette primi-
tive inverse l’équation 4 et donne les couleurs d des pixels
projecteur.
Il s’agit maintenant d’estimer les composantes restantes
du modèle radiométrique, celles relatives à la projection.
L’idée essentielle de la méthode proposée ici est de décor-
réler les réflexions multiples des autres composantes. Pour
cela, on utilise une méthode de mesure de la lumière directe,
ce qui permet d’annuler l’influence des réflexions multiples
et donc de ramener l’équation 3 à :
Dλ = Cλ
Il est alors possible d’estimer w puis v sans l’influence des
réflexions multiples qui sont estimées dans un dernier temps.
5.3.1. Lumière directe
La lumière directe est la lumière que verrait la caméra s’il
n’y avait pas de reflexions multiples c’est-à-dire la lumière
émise par le projecteur et réfléchie une seule fois, dans la
direction de la caméra.
L’acquisition de la lumière directe est réalisée selon la
méthode proposée dans [NKGR06]. Cette méthode néces-
site un système projecteur-caméra. Elle permet de séparer la
lumière vue par la caméra en une composante directe et une
composante indirecte d’une scène éclairée uniformément par
le projecteur. Elle consiste à projecter un damier (où les car-
reaux alternent entre la couleur d’éclairage et le noir). Un
point de la salle correspondant à un pixel d’un carreau noir
n’est pas éclairé directement par le projecteur. Donc, la lu-
mière correspondante, capturée par la caméra est exclusive-
ment de la lumière indirecte. En répétant ceci avec un da-
mier différent, par exemple dont les carreaux sont décalés,
on obtient la lumière indirecte au niveau de chaque pixel. Fi-
nalement, on calcule la lumière directe d’après les carreaux
colorés : ici, la lumière est la somme de la composante di-
recte et de la composante indirecte. Comme la composante
indirecte est désormais connue, on retrouve la composante
directe (voir figure 7).
En théorie, la méthode fonctionne en projetant deux
images : un damier et son dual. En pratique, on obtient
un meilleur résultat en projetant un plus grand nombre
d’images. Dans notre implémentation, on projette des da-
miers dont les carreaux font 6 pixels de côté et on les décale
de 3 pixels selon l’une ou l’autre des deux dimensions, soit
un total de 16 images à projeter et à capturer.
5.3.2. Mélange inter-canaux
La méthode de mesure de la lumière directe permet d’uti-
liser la méthode proposée dans [NPGB03] pour déterminer
v. En reprenant les notations de la section 4 où (r,g,b) est
le système de couleurs initial et (R,G,B) le système de cou-






































Pour trouver les coefficients de v, par exemple vGr et vBr,
on projette deux images en faisant varier un seul canal. Par







































































D’après la définition de v :
∆cR = ∆br
∆cG = vGr ∆br
∆cB = vBr ∆br







C’est-à-dire que l’on calcule vGr et vBr d’après la variation
de couleur mesurée. Les autres coefficients de v se calculent
de façon similaire, en faisant varier le canal vert puis le ca-
nal bleu de l’image projecteur. Enfin, on notera que le calcul
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Figure 8: Mesure des réflexions multiples. On éclaire un
groupe de points et on mesure l’éclairement des autres
groupes dû aux réflexions multiples.
est indépendant d’un pixel à un autre et que donc toutes les
matrices v peuvent être calculées en projetant uniquement 4
images (4 images de lumière directe soit 64 images de da-
miers avec notre implémentation).
5.3.3. Non-linéarité
Pour déterminer w, on utilise, ici aussi, la méthode propo-
sée dans [NPGB03], appliquée sur des captures de lumière
directe. La fonction wλ peut être estimée en projetant toutes
les valeurs de aλ. En effet, si on projette aλ, on peut captu-
rer cλ et calculer b = v−1c. Comme bλ = wλ(aλ), on a bien
caractérisé wλ pour aλ. En projetant des images grises, on
peut obtenir wr, wg et wb d’après les mêmes images. Pour
réduire le nombre de projection-acquisitions, on mesure wλ
pour quelques valeurs uniquement et on interpole pour les
valeurs manquantes (notre implémentation utilise 10 images
soit 160 images de damiers).
5.3.4. Réflexions multiples
La dernière étape du calibrage consiste à déterminer la
matrice Hλ où Hλpq est la proportion de lumière (du canal λ)
qui, partant du point de la salle atteint par le pixel projecteur
p, est propagée dans la salle jusqu’au point de la salle atteint
par le pixel projecteur q puis réfléchie vers la caméra. On
obtient ainsi une matrice donnant l’influence d’un point de
la salle sur un autre. Plus précisément, on connaît, les v, w
et a, ce qui nous permet de calculer les c. De plus, la caméra
nous donne les d ce qui nous permet de calculer, en utilisant
l’équation 3, les matrices Hλ.
[SCG∗05] propose une méthode hiérarchique pour dé-
terminer de telles matrices. Dans notre implémentation, on
se contente de diviser l’image en groupes de pixels. Ainsi,
pour mesurer Hλpq, on projette une image dont les pixels du
groupe p sont blancs et les autres pixels noirs. Avec la ca-
méra, on capture ensuite la lumière complète (et non plus
la lumière directe) et on retrouve Hλpq d’après les pixels du
groupe q. En fait, cette image permet d’obtenir Hλpq pour
tous les q (voir figure 8). Notre implémentation regroupe
les pixels en carrés de 25× 25 pixels ce qui nécessite la
projection-acquisition d’environ 2000 images.
6. Méthode de compensation radiométrique
La méthode de calibrage proposée dans la section précé-
dente permet de déterminer les paramètres du modèle radio-
métrique caractérisant un système Catopsys particulier. Ceci
nous permet de connaître comment une image donnée sera
altérée lors de la projection. Dans cette nouvelle section, on
s’intéresse au problème inverse : on veut faire apparaître une
image donnée dans la salle, quelle image faut-il projeter pour
cela ?
La méthode de compensation proposée ici consiste à in-
verser le modèle radiométrique. Plus précisément, il s’agit
tout d’abord de restreindre l’image désirée à une image af-
fichable par le système puis à compenser successivement
les réflexions multiples, le mélange inter-canaux et la non-
linéarité.
6.1. Tone mapping inverse
Schématiquement, le modèle radiométrique effec-
tue une transformation du domaine de définition des
images projecteur [0,255]3 dans le domaine de valeurs
Dr×Dg×Db ∈ R+3 (images HDR). Ainsi, seules les
images à valeurs dans Dr×Dg×Db peuvent être compen-
sées et affichées par le système de projection. La première
étape de la compensation consiste donc à convertir l’image
désirée dans le domaine affichable. Il s’agit du problème
classique de tone mapping inverse, i.e. convertir une image
LDR (à basse dynamique) en image HDR. Si diverses solu-
tions à ce problème ont été proposées [BLD∗07, RTS∗07],
un simple redimensionnement linéaire de la dynamique
donne généralement de bons résultats [AFR∗07]. Cepen-
dant, avec notre modèle radiométrique chaque canal de
chaque pixel possède son propre domaine de valeurs. Pour
résoudre ce problème, on détermine un domaine commun
en moyennant les bornes des domaines de chaque pixel. Ce
compromis permet de limiter la saturation sans perdre trop
de dynamique.
6.2. Compensation des réflexions multiples
L’image désirée étant désormais dans le domaine de va-
leurs du modèle radiométrique, on peut calculer l’image de
compensation correspondante c’est-à-dire la réciproque se-
lon le modèle radiométrique. Pour compenser les réflexions
multiples, on remarque que l’équation 3 équivaut à :
Cλ = FλDλ (5)
où
Fλ = (I +Hλ)
−1 = I−Hλ +H
2
λ − . . .
car, de par la conservation de l’énergie, ‖Hλ‖∞ < 1.
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Comme expliqué dans la section 5, les réflexions mul-
tiples sont caractérisées en considérant des groupes de pixel.
Il faut donc établir une relation entre un groupe et les pixels
correspondants. On définit la valeur d’un groupe de Dλ par la
somme des pixels mesurés correspondants. Ceci permet de
calculer l’équation 5, ce qui donne Cλ. On peut alors com-
penser les réflexions multiples en pondérant chaque pixel de
l’image désirée par la valeur du groupe correspondant de Cλ
moyennée par le nombre de pixels du groupe. Cependant,
des discontinuités seront visibles aux frontières des groupes.
Pour limiter ce phénomène, on utilise un lissage de Gouraud
classique [Gou71].
6.3. Compensation intra-pixel
La dernière étape consiste à inverser l’équation 2 puis
l’équation 1 avec
b = v−1c, aλ = w
−1
λ (b)
Projeter les couleurs a doit faire apparaître, dans la salle,
les couleurs d désirées compensant ainsi les perturbations
radiométriques de la projection.
Contrairement à l’étape de calibrage, la compensation est
réalisée, en ligne, pour chaque image à projeter. Elle doit
donc être effectuée le plus rapidement possible. Pour cela,
on peut pré-calculer v−1 et F pendant le calibrage. Si on uti-
lise l’espace de couleurs RGB et qu’on appelle T (resp. N)
le nombre de groupes (resp. de pixels), alors le calcul de F
demande trois produits d’une matrice de taille T ×T par un
vecteur de taille T ainsi qu’un lissage de Gouraud. La com-
pensation de v nécessite le produit d’une matrice de taille
3×3 par un vecteur de taille 3, pour chaque pixel (soit N pro-
duits). Enfin, compenser wλ (pour chaque canal de chaque
pixel) revient à inverser une fonction discrétisée c’est-à-dire
à chercher un encadrement et à interpoler les valeurs réci-
proques.
7. Résultats
Nous avons testé notre méthode sur notre implémenta-
tion du système de projection composée d’un projecteur
DLP SXGA et d’une caméra XGA 3-CMOS. Notre salle de
test présente des murs de peinture blanche assez spéculaire.
Nous y avons placé quelques morceaux de tissu colorés. Les
méthodes de calibrage et de compensation ont été implémen-
tées sur CPU sans parallélisme et testées sur un processeur
Intel R© CoreTM 2 Duo E6600 2,4 GHz.
L’étape de calibrage nécessite environ 6 heures. Le temps
est principalement consacré aux acquisitions caméra. En
comparaison, le temps de calculs est négligeable. En pra-
tique, la durée du calibrage n’est pas gênante car la méthode
est automatisée et peut se dérouler pendant un moment d’in-
utilisation. De plus, le calibrage doit être mis à jour unique-
ment lorsque le système ou la salle sont modifiés, ce qui est
censé être exceptionnel.





















Figure 10: Erreur de la projection sans compensation
(rouge), avec compensation de la première réflexion (vert) et
avec compensation complète (bleu) sur une ligne de l’image.
La compensation est réalisée à environ 5 images par se-
conde. Le temps de calcul est principalement consacré com-
penser les réflexions multiples et notamment au passage
pixel-groupe-pixel. Une implémentation GPU devrait amé-
liorer ce résultat de façon significative grâce aux fonctionna-
lités de texturage, de lissage et de parallélisme que ce genre
de calculateur apporte.
Pour analyser les images obtenues, on définit l’erreur
d’une image mesurée par 1N ∑p ‖cp − cˆp‖22 où N est le
nombre de pixels et cp (resp. cˆp) la couleur, dans l’espace
métrique L*u*v*, du pixel p de l’image désirée (resp. de
l’image mesurée).
La figure 9 illustre le résultat de la compensation sur une
scène de réalité mixte. L’image à projeter (a) est une vue pa-
noramique d’un paysage de montagne. Nous avons fixé des
pièces de tissus rose, jaune et blanc en un coin de la salle
de test. Sans compensation radiométrique, la projection est
très perturbée et l’image vue par l’utilisateur (b) est très dif-
férente de l’image souhaitée. Avec compensation des mé-
langes de couleurs et des non-linéarités (c), la projection est
plus fidèle mais l’influence des réflexions multiples reste vi-
sible dans les coins de la salle. La compensation complète
(d) atténue ce phénomène et donne un résultat relativement
satisfaisant. On remarque sur cette dernière image, une lé-
gère perte de détails due au calibrage assez grossier des ré-
flexions multiples. En utilisant des groupes de pixels plus
restreints dans les zones détaillées selon une approche hié-
rarchique, on devrait pouvoir résoudre ce problème sans aug-
menter le temps de calibrage.
Les résultats présentés figure 9 ont été obtenus avec un
prototype basse définition du système de projection. En effet,
la zone utile de l’image projecteur est de seulement 1000×
1000 pixels. De plus cette zone est répartie dans toute la salle
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Figure 9: Résultats de la compensation radiométrique de la projection. Simulation de l’environnement souhaité (a), photo de
l’environnement vu par l’utilisateur sans compensation (b) (erreur = 0.023), avec compensation de la première réflexion (c)
(erreur = 0.019) et avec compensation complète (d) (erreur = 0.015). Ces résultats ont été obtenus avec un prototype basse
définition du système de projection.
(murs, sol et plafond). On est donc loin des hautes définitions
des CAVEs classiques de plus de 1000×1000 pixels par face
(mur, sol ou plafond). Nous travaillons actuellement sur un
système dont la zone utile sera de 2000× 2000 pixels et qui
devrait donner des résultats beaucoup plus intéressants.
La figure 10 montre l’évolution de l’erreur, sur une ligne
de l’image, sans compensation, avec compensation des pre-
mières réflexions et avec compensation complète. Vers le
pixel 110, la ligne passe d’un morceau de tissu coloré à un
autre, moins bien compensé. On constaste que si l’influence
des matériaux n’est pas totalement compensée, l’erreur est
globalement plus faible avec la compensation complète, no-
tamment dans les zones fortement perturbées.
8. Conclusion et perspectives
Le système de projection Catopsys combine un vidéo-
projecteur, un miroir et une caméra en rotation. Il peut s’ins-
taller dans une salle qui n’a pas été construite pour servir
d’écran de projection. Le système est auto-calibrant, grand-
public et permet de réaliser de la projection immersive.
Dans ce papier, nous avons détaillé le processus radiomé-
trique de projection-acquisition, depuis le projecteur jusqu’à
la caméra puis nous avons proposé un modèle radiométrique
de ce processus. Concernant la projection, le modèle tient
compte des réflexions multiples (entre les pixels de l’image),
des mélanges inter-canaux (entre les canaux d’un pixel) et
des non-linéarités (au sein d’un canal d’un pixel). Concer-
nant l’acquisition, le modèle tient compte de la réponse d’in-
tensité et du vignetage de la caméra.
A partir de ce modèle, nous avons proposé une méthode
complète de calibrage. Cette méthode consiste tout d’abord
à établir un mapping géométrique entre la caméra et le pro-
jecteur. Puis, elle caractérise les composantes du modèle ra-
diométrique relatifs à la caméra, ce qui permet de corriger
les images données par la caméra. Enfin, le calibrage de la
projection consiste à caractériser les composantes restantes
du modèle en annulant l’influence des réflexions multiples
puis à caractériser ces réflexions multiples dans une dernière
étape.
Enfin, nous avons proposé une méthode de compensation
permettant de calculer l’image à projeter pour afficher une
image donnée dans la salle. Cette méthode revient à calcu-
ler l’inverse du modèle sur l’image désirée. Cette compensa-
tion peut être utilisée comme post-traitement d’applications
de réalité mixte pour corriger automatiquement les perturba-
tions de la projection.
Ces méthodes nécessitent encore quelques améliorations
notamment au niveau du temps de traitement. Pour cela,
on peut envisager de calibrer les reflexions multiples selon
une approche hiérarchique, ce qui devrait reduire le nombre
d’acquisitions nécessaires tout en améliorant la précision des
résultats. Enfin, une implémentation de la compensation sur
GPU devrait permettre un traitement temps-réel indispen-
sable aux applications de réalité mixte auxquelles le système
Catopsys se destine.
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