A grid-based fast multipole method (GB-FMM) for optimizing three-dimensional (3D) numerical molecular orbitals in the bubbles and cube double basis has been developed and implemented. The present GB-FMM method is a generalization of our recently published GB-FMM approach for numerically calculating electrostatic potentials and two-electron interaction energies. The orbital optimization is performed by integrating the Helmholtz kernel in the double basis. The steep part of the functions in the vicinity of the nuclei is represented by one-center bubbles functions, whereas the remaining cube part is expanded on an equidistant 3D grid. The integration of the bubbles part is treated by using one-center expansions of the Helmholtz kernel in spherical harmonics multiplied with modified spherical Bessel functions of the first and second kind, analogously to the numerical inward and outward integration approach for * To whom correspondence should be addressed calculating two-electron interaction potentials in atomic structure calculations. The expressions and algorithms for massively parallel calculations on general-purpose graphics processing units (GPGPU) are described. The accuracy and the correctness of the implementation has been checked by performing Hartree-Fock self-consistent-field calculations (HF-SCF) on H 2 , H 2 O and CO. Our calculations show that an accuracy of 10 −4 to 10 −7 E h can be reached in HF-SCF calculations on general molecules.
Introduction
Molecular electronic structure calculations are usually performed by using global basis sets of some kind. The most popular alternative is Gaussian type orbital (GTO) basis sets, whereas Slater type orbitals (STO) and plane-wave (PW) expansions are also employed. [1] [2] [3] The slow convergence to the basis-set limit is a common denominator for the global basis-set approaches. Basis-set limit calculations can be performed by utilizing local numerical basis sets. However, the large computational costs of real-space electronic structure calculations limit the general use of such approaches. The advent of massively parallel computers with a huge number of central processing units (CPU) or general-purpose graphics processing units (GPGPU) renders local basis-set approaches feasible. [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] Efficient algorithms can be developed because the algorithms of fully numerical approaches are relatively simple involving huge amount of similar data. Thus, it is possible to design computational methods with the aim to run the program in parallel on thousands or millions of processing units with very little communication between the processors.
The aim of this research project is to develop fully numerical electronic structure methods for calculations on general molecules using massively parallel computers. To reach that goal we use a double basis where the steep parts of the functions around the nuclei are expanded in one-center functions and the remainder is expanded on an equidistant three-dimensional (3D) grid. The computational time for the one-center functions is negligible as compared to the computational time for the 3D grid functions. To speed up the computations one has to preliminary focus on the parallelization of the projection of the one-center functions and the treatment of the functions on the grid. We have recently developed a computational approach for calculating two-electron interaction energies and potentials in a massively parallel fashion that runs very efficiently on GPGPUs. 43 We demonstrated in that work that an N 0 scaling of the wall time can be achieved when many processors are available. Thus, the wall time for calculations of the two-electron interactions were independent of the number of grid points. We reached the limit of Amdahl's law, where the sequential part of the calculation determines the total computational time. In the parallel version of our code, calculating an electrostatic potential lasted at that time about two minutes, whereas the computational time using the sequential code took about an hour for the largest grid when one CPU was utilized. The keys to the success were the grid-based fast multipole method (GB-FMM) and the use of GPGPUs. GB-FMM avoids explicit calculations of the long-ranged contributions to the two-electron interactions. Instead, these contributions can be rapidly obtained by calculating multipole moments. The linear transformations of the our integration approach are matrix-multiplication driven in the innermost loops implying that they run very efficient on GPGPUs. The grid-based identification of the the one-center functions also run efficiently on GPGPUs, because they comprise lots of similar computations.
In this work, we extend the GB-FMM methods to the integration of the Helmholtz kernel, [44] [45] [46] [47] [48] [49] which can be used for optimizing numerical orbitals. 9, 29, 50 The structure of the expressions are similar to those for the Poisson kernel i.e., the Coulomb integral expression.
The optimization of the orbitals by using the Helmholtz kernel is an iterative process as it involves orbital energies and a given set of guess orbitals e.g., the ones of the previous iteration. The one-center part of the functions can be integrated analytically in the angular dimensions, whereas in the radial direction they are integrated numerically using inward and outward integration in combination with Bessel functions. 51 In Section 2, we describe the numerical integration of the Helmholtz kernel in the bubbles and cube basis. The theory and implementation of the grid-based fast multipole method to integrate the Helmholtz kernel and how the approach is used for updating orbitals are discussed in Section 3 with further details given in the Appendix. The Hartree-Fock energies and some timings for calculations on H 2 , H 2 O and CO are reported in Section 4.
The Helmholtz Kernel Expression

Function Representation
We employ a double numerical basis, where all functions (ν(x, y, z)) are divided into a threedimensional (3D) Cartesian cube part (ν ∆ (x, y, z)) and a part consisting of one-center functions at each nucleus A, called bubbles. 18 Bubbles functions are written as numerical onedimensional radial functions multiplied with spherical harmonics (Y m l (θ, ϕ)). The expansion coefficients ν A lm (r) of the bubbles are values of the functions in discrete radial points with respect to atom A multiplied with spherical harmonics having angular momentum quantum numbers l = [0, l MAX ] and m = [−l, l]. The entire function can be evaluated in Cartesian coordinates as
where Y m l (θ, ϕ) are the real spherical harmonics in Racah's normalization. All contributions are formally considered as the cube part contains the remainder after the bubbles have been projected out.
Bound-State Helmholtz Equation
The Helmholtz equation for bound electronic states reads
where − 1 2 ∇ 2 is the kinetic energy operator and κ is a real number. The Helmholtz equation has also previously been used for updating the orbitals in numerical self-consistent field (SCF) electronic structure calculations 9, 29, 50 In the iterative SCF scheme, the updated orbitals ψ (i+1) n (r) are obtained as
where the source function g(r) in Eq. (2) consists of twice the SCF interaction potential V n (r) between the electrons in orbital n with the rest of the electrons, multiplied with the orbital ψ n (r) of iteration (i). The parameter κ is obtained from the orbital energy in iteration (i)
n . The Laplacian of the denominator in Eq. (3) can be eliminated by using
By inserting Eq. (4) to Eq. (3) we arrive at 50
In spherical coordinates, the integrand (kernel) in Eq. (4) can be expanded in a formally infinite series as 51
whereÎ l+ 1 2 andK l+ 1 2 are the first and second modified spherical Bessel functions of order l, P l (cos(ϕ)) is a Legendre polynomial of order l and ϕ is the angle between vectors r and r .
The smaller and the larger of r and r is denoted by r < = min(r, r ) and r > = max(r, r ).
By using complex spherical harmonics Y m l (θ, ϕ), the expression for the bound-state kernel becomes exp(−κ|r − r |)
An similar expression is obtained when using real spherical harmonics Y m l (θ, ϕ).
3 The Grid-Based Fast Multipole Method
Domain Division
The procedure for the numerical integration of the Helmholtz kernel is similar to the one used for calculating two-electron interaction potentials by integrating the Poisson kernel. 43
The six-dimensional kernel integral expression in Eq. (3) and Eq. (4) can be divided into subdomains representing near-field and far-field contributions depending on the distance between r and r . In the grid-based fast multipole method (GB-FMM) for calculating of twoelectron interaction, 43 we considered only source functions that can be accurately expanded whereas the white ones belong to its far field. The circles illustrate overlapping and nonoverlapping domains representing the near-field and far-field contributions, respectively. The local far field is shown in blue.
To judge whether a given box b belongs to the near-field or far-field of box a, each box is enclosed by the smallest possible sphere. All boxes b that have an overlapping sphere with box a belong to the near-field of a, whereas the rest of the boxes belongs to its farfield. Because the bubbles functions and boxes overlap, they belong to the near-field of each box. The domain division is illustrated in Figure 1 , where three boxes are enclosed by corresponding spheres. We can see that the box inside the green sphere does not belong to the near field of the red box a, as there is no overlap of the spheres. The blue sphere overlaps with the red one, indicating that the enclosed gray box belongs to the near field of the red box. The far-field interaction is further split into local and distant contributions. The local far-field of box a consists of all the sibling boxes of the nearest neighbors of a that do not belong to the near-field of a. The local far-field of a are shown with blue squares in Figure 1 .
To achieve an efficient parallelization, the boxes are distributed among the computational processes in such a way that the communication is minimized. In the best case, the shape of the domain of one process is cubic and the domain consists of one box at level i and all its children. For instance, if M = 2 and there are eight processes, the domain of each process consists of one box at level 1 and all its eight child boxes at level 2. Later in this article, we use the notation Domain(i, L) to refer to boxes at a given level L, the calculations of which is preformed by prosess i.
Near-field Operator
The radial dependence of the bubbles functions f A lm (r) representing a bubbles contribution to the updated orbital are obtained by integrating the radial part of the bubbles contribution to the Helmholtz kernel for each l and m value of the spherical harmonics
In Eq. (9), g A lm (s) is the radial dependence of the bubbles source function at nucleus A, which is multiplied with the same spherical harmonics as f A lm (r).
The near-field contribution to the updated orbital f ∆ a (r) in box a is evaluated using the source function of the boxes g ∆ b (r), where boxes b belong to the near field of box a.
The near-field contributions to the updated orbital are calculated by employing the same numerical integration approach as used for the whole domain in the sequential implementation of our code. 18, 50 The denominator of the Helmholtz kernel is eliminated by the integral
By applying Eq. (10) to the cube part of the source function of boxes
where
One integration is needed for each box, because all the nearest neighbor boxes are included in that calculation, i.e., the evaluation of the nearfield contribution at the red area in Figure   1 can be evaluated by performing single numerical integration over the gray and red areas.
The algorithm for the calculation of the near-field contribution to the updated orbital is shown in Figure 2 .
evaluate bubbles potential using Eq. (9); forall the boxes a ∈ Domain(i, M) do evaluate orbital contribution to box a, f ∆ a (r), from the cube source function of the nearest neighbor boxes g ∆ b (r) using Eq. (11) and Eq. (12).; end 
Far-field Contributions
In the evaluation of far-field contributions to the updated orbital, the spherical harmonics expansion of the Helmholtz kernel is employed. The present method is similar to the GB-FMM approach for calculating Coulomb potentials. The GB-FMM approach for integrating the Helmholtz kernel is based on the two relations originating from the addition theorem in Eq. (7) . The first of them is the generalized multipole expansion
where r p is the vector from origin to the center of the multipole expansion, and r = r − r p = (r , θ , ϕ ). The internal part, R m l (r ), is regular for small input vector distances. The other relation is the local expansion
in which S m l (r − r p ) is singular at r = r p . By using these relations, the orbital update can be expressed using a generalized multipole expansion as
By using local expansion it can be written as
However, the addition theorem in Eq. (7) However, the performance of the far-field evaluation based on these equations can still be improved. The idea of the FMM approach is to explore translations of multipoles of local expansions and the conversion of multipole expansions to local expansions. 52 The expansions reduce the number of evaluations needed to calculate the far-field contribution to f ∆ a (r) inside the sphere. We use the generalized GB-FMM approach in our final algorithm described in forall the boxes a ∈ Domain(i, M) do calculate multipole moments of box a, centered at r a using M m l (g ∆ a , r a ) in Eq. (13); end communicate multipole moments at level M ;
; end end communicate multipole moments at level level; end evaluate multipole moments at all levels as described in Figure 3 ; 
Expansion Translation and Conversion
Useful expressions for calculating the multipole expansions in Eq. (13) and Eq. (14) are developed in this subsection. We concentrate on reformulating the integrands. Thus, for clarity we omit the integration symbol. The expansions of the multipole expressions are performed using complex spherical harmonics. Thus, the multipole expansions in real spherical harmonics R m l (r) and S m l (r) have to be converted to the corresponding representation in complex spherical harmonics before they are evaluated.
The relation between complex (Y m l (θ, ϕ)) and real spherical harmonics
and the conversion in the opposite direction is
Several approaches to perform the generalized multipole expansions [53] [54] [55] and some bound state Helmholtz expansions 48 have been described in the literature. In this work, we use a similar nomenclature as used in Refs. 53-55.
Generally, a set of reexpansion coefficients, (E|F ) s,m l,n (r pq ), are employed for transferring the linear expansion coefficients F m l (r q ) at one expansion point (r q ) to another multipole expansion E m n (r p ) at position r p
where E m n (r p ) and then becomes
where (E|F ) m l,n (r pq ) = (E|F ) m,m l,n (r pq ) are the coaxial reexpansion coefficients. We employ the rotation-translation-backrotation approach to transfer expansions described in Figure 5 . The rotations are performed for real spherical harmonics expansions before and after they are converted and reexpanded, using the approach of Blanco et al. 56 .
Generating coaxial reexpansion coefficients for the bound state case required some changes in existing algorithms developed for the non-bound case. These modifications are discussed in Subsection 3.4.1.
1. Rotate the real input expansion, S m l (r q ) or R m l (r q ) to a position where the z-axis is oriented along the translation vector r pq , using expressions in Ref. 56. 2. Convert the rotated real input expansion to complex input expansion S m l (r q ) or R m l (r q ) with Eq. (18).
3. Generate the coaxial translation coefficients (E|F ) m l,n (r pq ) as described in Subsection 3.4.1
Apply the coaxial translation coefficients to the complex input expansion using Eq. (21)
yielding the complex output expansion S m l (r p ) or R m l (r p ).
5.
Convert the complex output expansion back to real output expansion S m l (r p ) or R m l (r p ) using Eq. (19).
6. Rotate the real output expansion back to the original orientation. 
Coaxial Translation Coefficient Generation
A large number of approaches have been developed for constructing coaxial reexpansion coefficients for Helmholtz expansions and for bound-state Helmholtz expansions. 45, 48 We have here developed a bound-state version of the recursion approach by Gumerov et al. 53, 54 , where all coefficients (E|F ) m,m l,n (r pq ) can be obtained from only a few initial values. We have reevaluated the equations in Ref. 53 
Eq. (23) is used when n = m yielding
where the last term of the numerator in Eq. (23) 
For (S|S), they become (28) and finally for (S|R) (S|R) m l,n+1 (r pq ) = −a s l (S|R) s,m l+1,n (r pq ) − a s l−1 (S|R) s,m l−1,n (r pq ) − a m n−1 (S|R) m l,n−1 (r pq ) a m n (29)
A fast and efficient algorithm to generate all needed coaxial reexpansion coefficients is summarized in Figure 6 .
forall the 0 ≤ n ≤ n max do evaluate (E|F ) 0 n,0 (r pq ) and (E|F ) 0 0,n (r pq ) [See Eq. (55) 
Benchmark Calculations on Small Molecules
The main factors affecting the accuracy in our approach are the grid spacings for the one dimensional grid of the bubbles and the 3D grid of the cube. Because of the steep shape of the bubbles functions, it is important to have a very dense bubbles grid. However, the computational costs as a function of the grid size of the bubbles grid are very small as compared to the increase in the computational costs when using denser grids for the cube.
To avoid significant uncertainties due to the employed bubbles grid, we use in this work a very large number of grid points to describe the radial dependence of the bubbles functions.
The number of radial grid points is 36001 for hydrogen covering a radial range of r = [0, 20] A. For the other atoms, the number of grid points of the bubbles is scaled with the nuclear charge. Thus, the computational accuracy as a function of the number of grid points given in Table 1 The accuracy for the energies for H 2 , H 2 O, and CO in Table 1 calculated using the full numerical integration (serial) and the GB-FMM approaches is practically the same for a given set of parameters. The reference energy for H 2 have been calculated using numerical methods. The reference energies for H 2 O and CO have been calculated using very large Gaussian basis sets. 57, 58 Some values in Table 1 are lower than the energy in the basis-set limit, since numerical approaches are generally fully variational only when approaching the basis-set limit due to a variety of numerical approximations that have been introduced. The approximations are very accurate for dense grids, whereas for coarser grids, the numerical approximations may lead significant errors and energies that are slightly below the basis-set limit.
Using a dense grid with h = 0.05, the H 2 calculation converges in eigth iterations when an energy threshold of 0.01 µE h is used. In this example, the initial guess led to an error of 9 mE h and each iteration reduced the energy difference to the correct result by more than 80%.
Performance
The main advantages with the GB-FMM approach is that the long-range contributions are accurately approximated by using multipole expansions leading to significant reduction in the computational efforts and an algorithm that formally scales linearly with the size of the grid. Furthermore, since the linear transformation of the near-field contributions, the bubbles projection, and the multipole method are well aimed for parallel computers a significant speed up is obtained when employing GPGPUs. The linear scaling of the algorithm is demonstrated by performing calculations on H 2 using three different computational resources consisting of one, two, and four identical nodes, respectively, each of them equipped with two NVIDIA Tesla K40 GPGPUs. The input parameters were chosen to be the same as used in the benchmarking calculations with a grid step h of 0.05. 
Conclusions
We have developed a grid-based fast multipole method (GB-FMM) for optimizing numerical molecular orbitals and implemented it in our fully numerical Hartree-Fock code for electronic structure calculations on general molecules. The steep cusps in the vicinity of the nuclei are considered by using a double basis, where the steep part of the functions are expanded in numerical one-center functions multiplied with spherical harmonics (bubbles), whereas the remainder of the functions (cube) is expanded on a three-dimensional (3D) equidistant grid. The Helmholtz kernel for the bubbles is integrated in spherical symmetry and a 3D numerical integration is performed for the cube part. We showed in this work that the cube integration can be made significantly faster by calculating the long-ranged contributions to the Helmholtz kernel by using a generalized grid-based fast multipole method. Thus, the time-consuming 3D integration has to be performed only for the near-field contributions. (l − |m| + 1) (2l + 1) = (l + |m| + 1)(l − |m| + 1) (2l + 1)(2l + 3)
The final expression and the coefficients are the same as obtained for the Helmholtz equation except for the sign between the first and the second term. This holds when the other differential operators in Eq. (31) are applied to S m l (r) and R m l (r) in Eq. (32) and
Eq. (33) . Therefore, proofs for Theorems 2, 3, and 4 are not given here. The reader who wants to become acquainted with the other proofs can read the original articles by Gumerov et al. [53] [54] [55] Theorem 2. For κ = 0 and integer l and m
where 
where b m l are defined in Eq. (40) . The sign difference is caused by (−1) l , which is included in the definition of the second modified spherical Bessel functionK l+ 1 2 in Eq. (38) . The sign factor affects the signs in the expressions for the reexpansion coefficients of (S|S) and (S|R).
