Label embedding plays an important role in zeroshot learning. Side information such as attributes, semantic text representations, and label hierarchy are commonly used as the label embedding in zeroshot classification tasks. However, the label embedding used in former works considers either only one single context of the label, or multiple contexts without dependency. Therefore, different contexts of the label may not be well aligned in the embedding space to preserve the relatedness between labels, which will result in poor interpretability of the label embedding. In this paper, we propose a MultiContext Label Embedding (MCLE) approach to incorporate multiple label contexts, e.g., label hierarchy and attributes, within a unified matrix factorization framework. To be specific, we model each single context by a matrix factorization formula and introduce a shared variable to capture the dependency among different contexts. Furthermore, we enforce sparsity constraint on our multicontext framework to strengthen the interpretability of the learned label embedding. Extensive experiments on two real-world datasets demonstrate the superiority of our MCLE in label description and zero-shot image classification.
Introduction
Zero-shot image classification aims to correctly annotate objects whose instances have not been seen at the training stage. The key of this strategy is to construct a semantic label embedding space for knowledge transfer between the training labels and the unseen labels [Lampert et al., 2014] . Therefore, the quality of the label embedding has a great influence on the performance of zero-shot image classification tasks [Akata et al., 2016] .
There are several label context information widely used to define the label embedding for zero-shot learning models, including descriptive contexts such as attributes, structure contexts such as label hierarchy, and semantic text representations. However, each of them only reveals single context information ( Fig. 1(a) ), so the information contained in the label space may not be adequate for the embedding to capture the relatedness between labels. Therefore, it is necessary to incorporate multiple context information for high-quality label embeddings.
Structure Joint Embedding (SJE) [Akata et al., 2015] proposes to improve over single-context embedding methods for zero-shot classification by using multiple contexts. SJE first learns the label embeddings from each context, and then simply combines the learned embeddings together as the final label embedding. However, SJE still belongs to the singlecontext embedding ( Fig. 1(a) ), because each label embedding is learned independently from each context, without capturing the correlations among the contexts. Therefore, SJE learns the embedding using multiple contexts while ignoring the dependency among the contexts. Thus, learning the label embedding with multiple contexts is still non-trivial.
Word2vec [Mikolov et al., 2013a; Mikolov et al., 2013b ] is one of the most popular semantic text representations. It can be modeled by Skip-Gram Negative Sampling (SGNS), using word context. It is instinctive to leverage SGNS to incorporate other contexts. Specifically, it is achieved by expanding the label-context pairs with multiple contexts, and then input the collected label-context pairs to SGNS. However, there are still several challenges remain unaddressed for this approach. First, due to the specific definition of word context in SGNS, it treats different label context information indiscriminately. Second, different contexts are used independently, in the way similar to simple concatenation in SJE, with no dependency among them captured. Third, the embedding lacks of good understanding of the label structure, so it can not provide strong interpretability.
Inspired by explicit matrix factorization [Li et al., 2015b] , which explains SGNS as matrix factorization for a wordcontext co-occurrence matrix, we propose our Multi-Context Label Embedding (MCLE) model to better leverage the information contained in multiple contexts within a unified matrix factorization framework. To be specific, we tailor-make different contexts in our embedding using specifically designed matrix factorization formulations. Furthermore, we introduce a shared label embedding to capture the dependency among different contexts, so that multiple contexts are well aligned. Thus, relatedness between labels is better preserved in the obtained label embedding and the interpretability of the label embedding is also enhanced. To alleviate the influence of noisy attributes and strengthen the discriminative information conveyed by the attributes, a sparse constraint is enforced to the attribute embedding. Contributions of this work are listed as follows:
1. We propose a Multi-Context Label Embedding (MCLE) model, incorporating multiple contexts for label embedding. We introduce a shared variable to capture the dependency among multiple contexts.
2. By tailor-making different label contexts in our model, our learned embedding provides better understanding on the structure of the labels, in terms of human interpretability.
3. We conduct a wide range of experiments on two realworld datasets to demonstrate that our label embedding method can enhance the performance of zero-shot image classification.
Related Works
Label embedding using single context Side information, also known as contexts, such as attributes, semantic text representations and label structures, are widely adopted to learn the label embedding in zero-shot learning.
(1) Attributes, defined by human-interpretable characteristics, provide good descriptive information for labels [Farhadi et al., 2009 ] [Lampert et al., 2009 . Relatedness between labels is implied by their common characteristics in the embeddings such as Attribute Label Embedding(ALE) [Akata et al., 2016] . (2) [Miller et al., 1990] , defines the intrinsic structure of labels, which can be captured in the embedding such as Hierarchy Label Embedding (HLE) in [Akata et al., 2015] . As ALE, WLE and HLE only adopt one single type of the label context, they belong to single-context label embeddings.
Label embedding using multiple contexts Many works have been proposed to use multiple contexts to improve the performance of zero-shot learning. In SJE [Akata et al., 2015] , multiple label embeddings are fused through either early fusion (CNC) or late fusion (CMB). CNC simply concatenates the output embeddings of each context, while CMB combines different embeddings through a weighted linear combination. As the embedding for each context is independently learned in CNC and CMB, they both fail to capture the dependency among the multiple contexts. Canonical Correlation Analysis (CCA) is adopted in [Fu et al., 2014] to fuse multiple contexts with dependency. Specifically, CCA projects multiple context information into a common latent embedding space, in which only the principal component variances of different contexts are preserved. As context information orthogonal to the principal directions are lost, relative position of these labels are not preserved in the obtained label embedding.
Zero-shot learning
With a pre-defined label embedding, various zero-shot learning models have been proposed to learn a compatibility between the object space and the label embedding space. For example, DEVISE [Frome et al., 2013] , ESZSL [Romera-Paredes and Torr, 2015] , SJE [Akata et al., 2015] and SAE [Kodirov et al., 2017] adopt the linear compatibility learning, while CMT and LATEM leverage non-linear compatibility learning. Matrix factorization for latent embedding Matrix Factorization is widely adopted to learn the latent embeddings in various of tasks [Wang et al., 2017] [ Koren et al., 2009] . Recently, several works explain SGNS as matrix factorization. To be specific, [Levy and Goldberg, 2014b] shows SGNS as an implicit matrix factorization of the pointwise mutual information matrix. [Li et al., 2015] explains SGNS as an explicit matrix factorization conducted on co-occurrence matrix. This new explanation provides a solid basis for natural extension and generalization of SGNS. In addition, a descriptive label context such as attributes, is usually discriminative and can be used to define the association matrix, so it could be directly applied in matrix factorization to learn the embedding [Wang et al., 2017] .
Multi-Context Label Embedding
Inspired by explicit matrix factorization, which explains Skip-Gram Negative Sampling as matrix factorization, we integrate multiple label contexts within a unified matrix factorization framework. To be specific, we model each single context by a matrix factorization formula and introduce a shared variable to capture the dependency among different contexts. Furthermore, we enforce sparsity constraint on our multi-context framework to increase the interpretability of the learned label embedding.
Notations and preliminaries
Let V W and V C be the label vocabulary and the context vocabulary in collection D. And D ∈ R |V C |×|V W | is the cooccurrence matrix constructed via D. W ∈ R n×|V W | and C ∈ R n×|V C | are the label embedding and the context embedding matrices, where n denotes the dimension of the label embedding. For a label w ∈ V W , we denote its explicit word vector as d w ∈ R |V C | , and its candidate set of all possible explicit word vectors as S w . d w is the w th column of D. S w is the Cartesian product of |V C | subsets. We define S w,c = {0, 1, ..., Q w,c }, where Q w,c is an upper bound of the co-occurrence count for the label w and context c ∈ V C . Q w,c is set to be k
+ dw,c, and k is the number of negative context samples for each label w [Li et al., 2015b] . A ∈ R |V W |×m is the label-attribute association matrix, where m is the number of attributes. U denotes the attribute embedding matrix.
Formulation
To overcome the deficiency of single-context label embeddings, one instinctive idea would be to integrate multiple label contexts within a unified framework, especially semantic text representations and label attributes. The advantage of text representations lies in its good quality and easy accessibility, while label attributes wins its superiority in its good descriptive presentation and human interpretability.
The representative work of text representations is word2vec, learned by Skip-Gram Negative Sampling (SGNS). However, when we infuse other context information into SGNS directly, due to the specific definition of word context in SGNS, it treats different label context indiscriminately, and fails to capture the dependency among multiple contexts accordingly. Recently, [Li et al., 2015b] propose explicit matrix factorization (EMF) to model SGNS as matrix factorization on the word and context co-occurrence matrix. Specifically, the formulation of EMF can be represented as follows,
where the first term denotes the inner product loss, and the second represents the softmax regularization. W and C are the label embedding and the context embedding, respectively. Furthermore, the label-attribute association matrix can also serve as the co-occurrence matrix of the label and attribute contexts. In this way, label-attribute association matrix A can be further formulated into a matrix factorization problem. Namely
where W and U denote the label embedding and attribute embedding, respectively. Benefiting from the matrix factorization formulas Eq.(1), Eq.(2) for each single label context, we can easily integrate multiple contexts within a unified matrix factorization framework. Specifically, we enforce a shared label embedding W to capture the dependency among different contexts.
where W is the shared label embedding. Since label attributes are either manually defined or learned by attribute classifiers, attributes are noisy or redundant. Hence, to select discriminative attributes and enhance the interpretability of the learned label embedding, we introduce sparsity constraint on the attribute embedding matrix U . Then, our Multi-Context Label Embedding (MCLE) model can be formulated as follows:
where D is the co-occurrence matrix. A represents the labelattribute association matrix. W is the shared label embedding. C and U are the word context embedding and attribute context embedding, respectively. In particular, SGNS defines linear context [Omer and Yoav, 2014] in a large text corpus to learn the word representations. However, due to the intrinsic hierarchical structure of the labels, it is not suitable to apply the linear context in word representation to label embedding learning. To better characterize the label structure, we leverage WordNet to define a nonlinear context for labels and construct the co-occurrence matrix D accordingly. Therefore, label hierarchy, defined by the nonlinear contexts, can be well preserved by the EMF part of our MCLE model [Hinton and Salakhutdinov, 2009] .
In Eq.(4), two types of label contexts, label hierarchy and attributes, are jointly modeled in a unified framework. Specifically, the first term captures the label hierarchy between labels with the adopt replicated softmax loss; while the second term preserves the attribute associations between labels. Different contexts are aligned via the shared label embedding W . In this way, our MCLE model enjoys better human interpretability, as structure information and descriptive informations are all well preserved.
Remark. Our Multi-Context Label Embedding (MCLE) model (Eq.(4)) can be generalized to incorporate new label contexts, such as graph-based label contexts and descriptive label contexts. Specifically, the graph-based label contexts can be formulated with the EMF framework; while the descriptive label contexts can be modeled into the matrix factorization problem.
Optimization algorithm
We adopt a gradient based alternating minimization algorithm to optimize the proposed MCLE model. For simplicity, we denote objective in Eq.(4) as L(C, W, U ) in the following part.
C and W are optimized through SGD. Gradients of L(C, W, U ) with respect to C and W are
where
The subproblem with respect to U is a Elastic Net [Zou and Hastie, 2005] problem defined as
Due to the sparsity constraint on U , it could not be directly optimized through SGD. Instead, we adopt FISTA [Beck and Teboulle, 2009] algorithm to update U . Details of our alternating minimization for multi-context label embedding algorithm are summarized in Algorithm 1.
Algorithm 1: Alternating Minimization for MultiContext Label Embedding
Input: co-occurrence matrix D, label-attribute association matrix A, step-size η, iterations number K, trade-off factors λ1, λ2, λ3 and λ4 Output: CK , WK , UK Initialize C0, W0, U0 to the matrix with all elements equal to 1;
(See Eq.5b) ; Update U using FISTA ; i = i + 1 ; end
Convergence analysis and complexity
Our MCLE is formulated as a unified matrix factorization framework. Particularly, regarding to each variable, C, W and U , the suboptimization problem are all convex. By fixing the other variables, the convergence of the alternating optimization, with regard to each variable, is guaranteed according to [Li et al., 2015a] and [Wang et al., 2017] . Therefore, the objective function will converge to the local minimum accordingly. Our model consists EMF and another matrix factorization component, where the EMF part dominates the computational cost.
Experiments
Before delving into the experiments, we first illustrate the setup for multi-context label embedding. Then we conduct experiments on two real-world datasets to verify the superiority of our multi-context label embedding in terms of label similarity and zero-shot classification.
Setup for multi-context label embedding Collection of different label contexts
Label hierarchy: we leverage WordNet [Pedersen et al., 2004] to construct a co-occurrence matrix D for the 1000 labels of ImageNet 2012 dataset [Russakovsky et al., 2015] . Specifically, we characterize the neighbourhood structure among labels by the path similarity defined in WordNet. K nearest neighbors and reverse nearest neighbors of given label are defined as label-context pairs. We use reverse nearest neighbors because contexts shared by many labels are also similar to each other [Goldberg and Levy, 2014] ). Then, the co-occurrence matrix D is constructed based on the cooccurrence frequencies in the corpus of label-context pairs. Therefore, the co-occurrence matrix D well captures the hierarchical structure of the 1000 labels. Attributes: as attributes are expensive to obtain, the label-attribute association matrix A is constructed using the available attributes of the labels.
Parameter setting for algorithm 1 Number of nearest neighbor K is set to be 10, MaxIter is set to 50 and dimension of the MCLE is set to 100. For parameters in EMF, we set InnerM axIter = 50, k = 10, stepsize = 10 −5 . Trade-off parameters in MCLE model are empirically set according to [Wang et al., 2017] . 
Experiment setup for real-world verifications
We verify the superiority of our MCLE model in two perspectives: (1) visualization of the correlation matrices, constructed by the cosine similarity between the embedding of labels; (2) the accuracy in zero-shot image classification task.
Datasets
We conduct experiments on two commonly used real-world datasets: Animals with Attributes (AWA) and Attribute Pascal and Yahoo (aPY). In the experiments, we leverage the constructed co-occurrence matrix and label-attribute association matrix to learn a task-free label embedding. Particularly, the numbers of the labels with available attributes, overlapped with the global 1000 ImageNet labels in AWA and aPY datasets are 26 and 22, respectively. We adopt the ResNet features [Xian et al., 2017] 1 as the image features in AWA and aPY. Table 1 shows the statistics of the two datasets.
Comparison methods
In terms of visualization of the correlation matrices, we compared the label embeddings obtained by MCLE with five commonly used label embeddings in zero-shot settings: (1) Attribute label embedding (ALE). We directly use the attribute annotations released with original datasets; (2) Word2Vec Label Embedding (WLE). We use the 500 dimensional word embedding vector trained on 5.4 billion words Wikipedia; (3) Hierarchy Label Embedding (HLE). We characterize each label by its path similarities, defined in Wordnet, with other labels [Akata et al., 2015] , and construct a 1000 dimension embedding for each word accordingly; (4) Early fusion label embedding (CNC). The early fusion, defined in the structured Joint embedding framework (SJE), is to merge ALE, WLE and HLE with simple concatenation; and (5) CCA-based fusion label embedding (CCA).
In terms of the accuracy in zero-shot classification tasks, we derive the MCLE for AWA and aPY, and then apply the obtained label embeddings to zero-shot image classification for these two datasets, respectively. Specially, we evaluate the superiority MCLE in two different settings: (1) comparison between MCLE and other single-context label embeddings, e.g. ALE, WLE and HLE under ESZSL [Romera-Paredes and Torr, 2015] ; (2) comparison of MCLE with early fusion (CNC) and late fusion strategy (CMB) under SJE [Akata et al., 2015] . For fair comparison, parameter of two zero-shot tasks are fixed, and we conduct l 2 normalization for all label embeddings [Akata et al., 2016] .
Label similarity comparison
Label similarity is particularly useful in describing labels using their related labels. To assess the efficiency of our label embedding in preserving label relatedness, we first present a qualitative evaluation of our MCLE and other baselines for label retrieval task. Then we compare the cluster visualization of the correlation matrices of different labels. Note that we use the cosine similarity to measure correlation between labels. In terms of label retrieval, for each query, we retrieve the five most similar labels based on different embedding methods [Omer and Yoav, 2014] . As only a few labels have attribute annotation, we do not compare with ALE in this experiment. As shown in Table 2 , MCLE retrieves more relevant words compared with WLE and HLE, and other retrieved labels by MCLE all share similar properties with the query label coffepot, as they are all containers. This indicates that MCLE better captures the relatedness between labels as it considers both the label structure and attributes. WLE is inferior to our MCLE since nearly all of its retrieved labels are non-relevant. HLE obtains better retrieval results than WLE, as it defines the embedding based on the label hierarchy. Similar observations can be found for the retrieval of cocktail shaker. The experiments verify the superiority of MCLE in preserving label relatedness with correlated multicontext information.
In terms of cluster visualization of the correlation matrices, we construct the correlation matrices between labels based on the cosine similarity. Then we present cluster visualization of the correlation matrix of the our MCLE and other label embeddings of AWA dataset in Figure 2 . Note that: (1) we normalize the similarity into [0, 1]; (2) color intensity and the size of the circle are proportional to the correlation coefficients; (3) for fair comparison, we group all the labels into seven clusters for all embeddings except for CCA and HLE. (1) We expect the high correlation coefficients concentrate on the blocks down the diagonal of the correlation matrix, and low correlation coefficients distribute on the off-diagonal elements. It is notable that almost all off-diagonal elements are in red color (high correlation coefficient) in HLE and CCA, thus, HLE and CCA are inferior to other methods, since they fail to preserve the differences between labels.
(2) In addition, the clusters in WLE are not balanced in terms of the cluster size. Specifically, the sizes of its top two largest clusters are nine and seven, respectively, larger than those in MCLE, ALE and CNC. Therefore, it is difficult to discriminate different labels within the same cluster.
(3) The second cluster in MCLE with label indices (5, 26, 3, 17, 4, 6) , groups all different species of dogs and cats in AWA. However, CNC splits all the dogs and cats into three different clusters, with two cats separated. This is because CNC just simply concatenates multiple embeddings, so it can not capture the dependency between multiple contexts.
(4) Moreover, ALE clusters the weasel together with dogs and cats erroneously (in the 3rd cluster), because these animals share the common attributes, such as "without buckteeth" and "eating meat". Compared with ALE, MCLE successfully groups weasel with its family such as skunk due to its consideration of label hierarchy contexts. Furthermore, many of the off-diagonal elements in ALE are in red color (high correlation coefficients), which indicates its low intercluster similarities.
Overall, these findings imply that MCLE successfully preserves the neighborhood structure of the labels and thus enjoys the superior interpretability over baseline embeddings.
Zero-shot image classification
In this subsection, we apply different label embeddings to zero-shot image classification using AWA and aPY datasets. We measure the zero-shot classification performance by the average per-class top-1 accuracy [Akata et al., 2016] . We collect the accuracies of our MCLE and other embeddings in Table 3 under the ESZSL and SJE framework, respectively. We compare MCLE with single-context embedding under ESZSL framework. Our MCLE outperforms the baseline embeddings on the two datasets due to its incorporation of multiple contexts. ALE performs better compared to WLE and HLE because it can be better generalized to the unseen class as attributes are more discriminative. We further compare MCLE with multi-context embeddings: early fusion, late fusion and CCA, under SJE framework. It is clear that MCLE consistently achieves the best zero-shot classification performance. Specifically, CCA performs the worst on AWA because it may lose the relative positions of the labels which are orthogonal to the principal components. In addition, CNC and CMB are inferior to our MCLE since CNC and CMB only simply combine the multiple context information. Thus, they fail to capture the dependency among different contexts.
Conclusion
Learning with multiple context information has great potentials to enhance the interpretability of the learned label embedding and improve the performance of zero-shot learning. In this paper, we presented a novel Multi-Context Label Embedding (MCLE) method that incorporates multiple label contexts within a unified matrix factorization framework. In details, a tailor-made formulation is proposed for each label context and a shared variable is introduced to capture the dependency among different contexts. Experiments on two realword datasets verify the superiority of our label embedding in terms of human interpretability and zero-shot learning performance.
