Hedonic modeling is commonly used in land and property value estimations in an attempt to identify the impact that various attributes have on the market value of that property. The purpose of this study is to examine the factors contributing to land value of agricultural, forest, and residential properties in Yamhill County, as part of the Spatial Ecosystem Services Analysis, Modeling, and Evaluation (SESAME, http://www.pdx.edu/ecosystem-services/) project. This paper discusses the process and preliminary results of the development of hedonic models that will be utilized for predicting land value changes under future land conversion scenarios.
INTRODUCTION

Background on study area
Yamhill County is located in the Willamette Valley of Oregon and has a population of just over 100,000 (Oregon Blue Book 2013 ). An estimated one third of the County's 718 square miles is comprised of commercial timberland, representing a significant economic base for the area (Yamhill County Website 1996) . Agricultural products including grains, nurseries, and orchards represent the other primary industry for the County. Wineries are also increasingly significant sources of agricultural production in Yamhill County; the County's 36 wineries represent the highest concentration of wineries in any Oregon county, and drive a valuable tourist industry as well (Oregon Blue Book 2013) . Between 2000 and 2008, the population of Yamhill County grew 11%, a trend that seems to be continuing, and there is a high commuting rate to the Portland area (Oregon Blue Book 2013) . Because Yamhill County is located on the urban fringe, it has a high threat of development from city overflow and expansion from the Portland metropolitan area.
Oregon has a statewide land planning program that requires all cities and counties to produce plans and regulations that meet 19 statewide land use planning goals (Baker et al. 2004) . One element of this is the implementation of urban growth boundaries (UGBs) that dictate the areas in which development can occur, in an attempt to reduce the effects of urban sprawl (Nelson and Moore 1993) . Outside of the UGBs, land use is primarily restricted to resource uses including farming and forestry. While Oregon's development laws and urban growth boundaries will temper some of the sprawl, there are reserve areas that can be tapped for development, and there is the potential for amendments to the current policies. In 2004, Measure 37 was passed, allowing landowners whose property value is reduced by development restrictions to file claims for compensation (Oregon Department of Land Conservation and Development 2011). The ambiguities of this system made the measure somewhat controversial and difficult to implement, and the Measure was essentially replaced in 2007 by Measure 49. Measure 49 included significant amendments to Measure 37, attempting to clarify the options and processes for landowners to pursue compensation (ODLCD 2011). As of 2011, thousands of landowners had received compensation through Measure 49, primarily for rural farmlands. As population growth places more pressure on the Portland metropolitan area, the impacts of measures such as these will continue to be significant, and there will likely be attempts to expand the allowable development zones. This study is intended to provide insight into the effect that land conversion will have on market value of land in Yamhill County, in order to elucidate one component of the total land value in the area.
Background on hedonic analysis
There are a variety of environmental and socio-economic factors that affect land value. While characteristics such as improvements that exist on a given parcel may have a very clear linkage to the market value of the property, other elements such as proximity to a city or certain amenities as well as physical characteristics of the land itself may also play a significant role (Sander and Haight 2012) . Hedonic models can be used to identify the characteristics that are most significantly driving the value of land (Bastian et al. 2002) . This method is commonly used in land and property value estimations in an attempt to identify the impact that various attributes have on the market value of that property. While the most common application of hedonic modeling is examining the factors influencing housing prices (Snyder et al. 2007 ), this method has been extended to a variety of uses, particularly around the effects of environmental attributes.
Recent studies have applied hedonic modeling to the impacts of rural amenities such as wildlife viewing, angling opportunities, and scenic views (Bastian et al. 2002) , and have been expanded by inclusion of spatial elements. Sander and Haight (2012) also examined the impact of aesthetics (views) on property value, finding that this factor can significantly affect home sales prices. The hedonic model generated in this study showed that views of water and lawn, increased access to outdoor recreation areas, and increased levels of tree cover in a neighborhood all positively contributed to higher property prices. Incorporating the spatial component of property value is significant, and there has been notable growth in the field of spatial econometrics (Krause and Bitter 2012). These studies focus either on the effects of surrounding areas on a property's value (spatial dependence or neighborhood effect) (Geoghegan et al. 1997), or on modeling the spatial heterogeneity that can be observed across many landscapes wherein there are a variety of relationships occurring between property characteristics and property value (Krause and Bitter 2012) . This study attempts to incorporate principles used in these types of studies in order to better understand the spatial context of land values in Yamhill County.
Ordinary Least Squares (OLS) regression is commonly used in developing hedonic models. This method assumes that a spatial stationary process is occurring between the dependent variable and the explanatory variables being examined, meaning that the way in which the variables interact is the same across space. However, in many cases the impact of features at one location in a study area may have a different effect on the dependent variable than in another location. An example of this is the variation that can be seen in housing market prices, wherein attributes that increase value significantly in one location may have a different impact elsewhere (Lochl and Axhausen 2010) . Geographically Weighted Regression (GWR) is a regression technique that attempts to account for the spatial heterogeneity that may be present (Fotheringham et al. 2002) . GWR can be useful because it allows for spatial variation in the relationships between the dependent and independent variables, providing a more accurate representation of the interactions occurring at a local scale. For this reason, GWR can enhance analysis of data that varies by spatial location and produce a more accurate predictive model by accounting for this variation. When GWR is run on a set of explanatory variables, a regression model is created for each of the data points, enabling a prediction of value for that specific location. This type of regression has many applications in the environmental field, allowing for spatially explicit analysis of patterns and processes.
The purpose of this study is to examine the factors contributing to land value of properties in Yamhill County, using Ordinary Least Squares regression as well as Geographically Weighted
Regression. This analysis is being conducted as part of the Spatial Ecosystem Services Analysis, Modeling, and Evaluation (SESAME, http://www.pdx.edu/ecosystem-services/) project, a multiyear, interdisciplinary project that is exploring the effects of land use change and climate change on ecosystem services provision in the Willamette Valley. This paper discusses the process and preliminary results of the development of hedonic models that will be utilized for predicting land value changes under future land conversion scenarios. These scenarios are discussed further in the "Future Applications" section of this paper, and are being developed by other SESAME project members. Hedonic models based on current real market value of land in each of these use categories are being developed using a variety of physical and socio-economic variables. Once these models are finalized, they will be used in conjunction with the future land use scenarios to estimate the change in market value of land that can be expected with conversion of land from or to forest, agricultural, and residential lands.
METHODS
Because there are different real estate markets for each of the land use types that are being considered (agricultural, residential, and forestland), separate models need to be developed for each of the categories (Freeman 1979; Shonkwiler and Reynolds 1996) . Following is a description of the processes used in model development.
Selection of variables
The selection of explanatory variables in hedonic models is not guided by a standard set of principles, and is often heavily influenced by data availability and judgment of the author (Freeman 1979; Bastian et al 2002; Snyder et al. 2007 ). Freeman (1979) goes so far as to assert that most studies in this sphere demonstrate some level of challengeable assumptions or variable selections. In light of this reality, selection of potential predictive variables for this study was based on examples of previous studies (Yoo et al. 2012; Sander and Haight 2012; Anderson and West 2006) , as well as general understanding of the study area and the factors that may be influencing property value. Additionally, many iterations of model form were developed and tested using a combination of theoretical basis as well as trial and error (although only select versions were described in detail).
One important feature of this study was the use of Geographic Information Systems (GIS) to incorporate variables such as proximity to certain environmental and socio-economic amenities, soil type, slope and elevation, and other characteristics that can impact land values. Including spatially explicit attributes allows for assessment of value at a specific location and may produce more accurate estimations of the impacts of these explanatory variables (Bastian et al 2002) .
Therefore, the gathering, processing, and analysis of data were conducted primarily in ArcGIS 10.0.
GIS Methods
The certified tax roll and associated shapefile for 2012 were obtained from the Yamhill County Tax Assessor's office. This data contains the assessed value of the land and improvements (as separate values) of each taxlot in the county, as well as attributes including acres and property class. The total number of parcels in this dataset was 42,641, with 5,463 identified as agricultural, 21,375 as residential, and 3,388 as forestland. A random sample was drawn from these parcels using the Sampling Design Tool for ArcGIS (http://ccma.nos.noaa.gov/products/biogeography/sampling/) developed by NOAA. Using the option to draw a stratified sample, 2% of the parcels within each land use category (agriculture, residential, and forest) were selected as sample plots. After removing duplicated and/or erroneous parcel records, this resulted in 80 agricultural, 288 residential, and 51 forest land parcels. The study could potentially have benefitted from a larger sample, but the percentage of parcels used (2%) was chosen when the intention was to conduct the same analysis on Washington County data, an area with significantly more taxlots and 2% of the parcels was selected to be a manageable amount of data to work with. Since the study ended up focusing on Yamhill County, which has a smaller tax roll, the percentage of parcels selected for the sample could have increased, but this change in research scope occurred after data processing was already underway and there was not time to redo that work.
Once the sample parcels had been identified, datasets for all potential explanatory variables were gathered, processed, and assembled into a single database in ArcGIS. During model development in this study, several potential dependent variables were considered and tested: real market value (RMV) of the land, natural log of RMV of land, per-acre value of land, and natural log of per-acre value of land. For all three land use categories, the natural log of RMV of land produced a more normal distribution of values than the three other options that were considered, and this was selected as the dependent variable.
REGRESSION AND STATISTICAL ANALYSIS Ordinary Least Squares Regression
Below is a description of the processes used to refine the models for each of the three land use categories, based on the variables discussed previously.
Forestlands
Below is a table (Table 2 ) consisting of the variables that were evaluated for inclusion in the model to describe forestland value. It should be noted that there are few examples in the literature that examine contributing factors to forestland values, a finding that is noted by Snyder et al. (2007) . Therefore, hypotheses of the impact of explanatory variables were based on these few studies, as well as general patterns of land value variation and familiarity with the study area. Table   2 were included. This model was found to be statistically significant, based on the OLS Diagnostics values that were generated. The key statistics for this model's performance are included in Table 3 . not statistically significant, which suggests that the relationship between the predictive variables and the dependent variable for this study is consistent across the study area. This is a logical result since separate models are being created for each of three land use types (agriculture, forest, residential) and it is expected that the interactions that contribute to land value are similar within each use category. In other words, this study is assuming that the explanatory variables that impact land value and their relative impact will be consistent amongst the parcels that belong to the same land use category.
The Jarque-Bera statistic is used to evaluate model bias and determine whether the regression residuals are normally distributed. When this value is statistically significant, it indicates misspecification in the model, likely due to a significant explanatory variable that has not been included. Fortunately, this model did not have a statistically significant Jarque-Bera value.
Running the Spatial Autocorrelation (Moran's I) tool produced a z-score of 0.54 and a p-value of 0.59, suggesting that the regression residuals do not demonstrate spatial autocorrelation, and are spatially random. None of the individual variables have VIF scores above 7.5, the threshold above which data redundancy is implicated, suggesting that there are not significant multicollinearity issues. Table 5 . All five of the variables were found to be statistically significant at the 0.05 level.
The specifications for the final model that was used for geographically weighted regression are: 
Discussion of variables included in final model
In the semi-log form of regression used here, the coefficients represent the percent change of the dependent variable with one unit of change in the independent variable (Hayashi 2000) .
Therefore, the coefficients in this model indicate that:
• An increase of one acre in parcel size is expected to increase the value of the property by 0.39%
• An increase in proximity to a river of one kilometer is expected to increase price by 12.5%
• An increase of one thousand people in the nearest city is expected to increase value by 2.9%
• An increase of one thousand dollars in per capita income of the nearest city is expected to decrease value by 7.3%.
• Properties designated as PNI are expected to have values that are 100% greater than those that are not PNI Acres-The positive relationship between acres and the dependent variable indicates that an increase in acres results in an increase in price of the parcel. This was the expected result for this variable, given that a larger parcel of land would be assumed to have a higher value.
PNI-There was a positive relationship between designation as PNI and land value, which was not the expected result. There are a wide variety of circumstances surrounding non-industrial private forests, so it is hard to pinpoint the reasons for this result, but one factor that may be important is simply that the large majority of parcels in the sample were designated as private non-industrial forestland. Additionally, Snyder et al. (2007) found that non-industrial private forestland ownership is often pursued for reasons other than timber production, so the land value of these areas is influenced by a variety of factors outside of harvest potential or value of timber stands. Therefore, this variable may be capturing other values in the land price, including recreation and/or aesthetic values. Another possibility is that the non-industrial private forestlands may be more likely to be developed than the industrial forestlands, suggesting a higher potential development value. In this case, the higher value for non-industrial lands may be reflective of speculative future value.
Distance to River-The positive relationship suggests that greater distance from a river increases the price of a given parcel. This result is counterintuitive, because in most cases land values increase with proximity to water resources (Snyder et al. 2007; Anderson and West 2006) .
However, as previously noted, there are few studies specifically evaluating these impacts on forest land value, so this could be a relationship that is unique to this land use type. Snyder et al. (2007) did specifically look at effects on forestland value, but they only assessed riverfront or lakefront access and did not address the impacts of proximity to water sources that were further away. This result may also be due to the topography and land use distribution of Yamhill County, where most of the forested areas are located further from rivers (or at least are less clustered around rivers) than the agricultural and residential parcels are.
Population-As predicted, population of nearest city and parcel value were positively related, meaning that being near a larger city increases the parcel value. Urban rent theory suggests that the value of land is primarily determined by combination of transport costs and accessibility (Cheshire and Sheppard 1995) . The relationship found here, then, indicates that increased land value is a factor of having access to jobs, shopping, services, and other amenities that urban centers provide. A similar trend was seen with distance to nearest highway, as that variable seems to capture access to urban centers and other amenities (it was removed for most versions of the models due to a high correlation with distance to city).
Income-Contrary to expectations, the model indicated a negative relationship between per capita income and taxlot value. This suggests that taxlots that are near cities with higher per capita income will have a lower value, which is counterintuitive. It is hard to explain this anomaly, and it may be indicative of a sampling issue. Closer examination of the forestland parcels shows that there are only three parcels that are closest to the city with the highest per capita income (Gaston), and all three of these are relatively low-value properties (the highest value is $140,500). Conversely, there are five parcels that are nearest to the city with the lowest income (Sheridan) and all of these parcels have higher values than the most valuable property near Gaston. Additionally, there are two parcels in this area that are among the highest parcel values in the sample ($1.2 million and $635,000). Perhaps with a larger sample this variable would act as expected and proximity to a higher-income city would increase parcel value. 
Agricultural Lands
−
The value of land is expected to decrease with increased elevation, due to more variability in temperature (more freezing events, hotter conditions in summer months).
EFU designation (=1 if yes)
Binary 0 or 1 + The value of land is expected to be higher for lands that are zoned for exclusive farm use since these are areas that are well suited for agricultural purposes. 
+
The value of land is expected to be higher for lands that have a water right for irrigation purposes.
The results for the model based on these variables are included in Table 7 . key predictor missing, it is because that data has not been collected for this study and will have to be addressed in future analysis. Therefore, model development continued according to the same process that was used for the forest data, but was conducted with the understanding that there may be a misspecification in the model. There were several variables that did not follow the expected results in regard to impact on the dependent variable. These were: Per Capita Income, EFU designation, LCC 1, and LCC 2.
However, none of these were indicated as statistically significant, so these relationships were not investigated further. Variables from this model that were indicated as statistically significant were Acres, Distance to City, and Population of Nearest City. The next model included these three variables. Results are included in Table 9 . 
Discussion of variables included in final model:
Acres-The positive relationship between acres and value of land is expected, as a larger property would intuitively increase the value of the property.
Distance to City-The negative relationship between Distance to City and parcel value indicates that properties that are further from a city with a population of at least 20,000 have lower values. This is an intuitive finding, since higher property values tend to be found closer to city areas. This is likely a reflection of proximity to jobs, goods and services, and other amenities associated with urban centers.
Population-The positive relationship between Population of Nearest City and parcel value is
expected. Similar to the relationship between Distance to City and land value, it is expected that the parcel value will increase for properties that are nearer to larger cities.
Note: It was surprising that the LCC variables were not found to be statistically significant, as it would seem as though soil quality would be an important factor in the value of agricultural lands.
However, it is possible that the format of these variables-dummy variables with a one assigned to parcels that are primarily LCC1, LCC2, LCC3, or LCC4-did not adequately capture the effect of this attribute. There is further discussion of this possibility as well as other options presented in the methods discussion section of this paper.
Residential Lands
Table 10 contains variables that were expected to contribute to the value of the dependent variable (natural log of real market value of the land), as well as an explanation of the expected impact of each variable. Table 11 contains the results for this model. 
RMV of Improvements
Thousands of $ 0 -13,551
201.4 + More valuable improvements on the property is expected to increase the value of the land.
Distance to city w/ population > 20k
Km 0 -91.9
19.3 − Proximity to a larger city is expected to increase the value of a taxlot due to increased access to jobs, goods and services, and other amenities that an urban center provides.
Distance to nearest river
Km 0.003 -4.7
1.4
−
Proximity to a river is expected to increase the value of the land due to recreational and aesthetic benefits.
Distance to nearest highway
Km 0.10 -14.9
3.4
−
Proximity to a highway is expected to increase the value of a taxlot due to increased transportation options, providing access to amenities and markets.
Population of nearest city
Thousands of people 0.794 -26.5
15.2 + Proximity to a larger city is expected to increase taxlot value because of the higher demand for land nearer to urban areas.
Per capita income
Thousands of $ 14.7 -30.0 21.0 + Proximity to a city with higher per capita income is expected to increase the value of land because of the higher demand for locations near economically healthy cities.
Mean slope of taxlot
Degrees 0 -24.2 2.6 − Increased slope is expected to decrease the value of the land due to conditions that are more challenging for development activities. The Joint F-Statistic and Joint Wald Statistics were both statistically significant, indicating that the overall model is statistically significant. The adjusted R-squared value of 0.48 indicates that 48% of the variation in the land values is explained by the variables included in this model.
The Koenker (BP) value for this model is statistically significant, suggesting that there are issues with non-stationarity. This is not a surprising outcome, as residential properties would logically be the most difficult to model. There is a lot of variation in the structure and layout of taxlots that fall under the category of residential, which could result in a broad range of data values appearing in this category. Like with the agriculture model, the Jarque-Bera statistic is statistically significant, indicating possible misspecification in the model due to a missing explanatory variable. Running the Spatial Autocorrelation (Moran's I) tool produced a z-score of 1.3 and a p-value of 0.21, which is within the range suggesting a normal distribution of residuals.
As with the agricultural model, it is unclear whether there is a real issue with the model specifications, or if the Jarque-Bera result is being thrown off due to outliers or some other cause. This result is particularly unclear due to the acceptable result for the Spatial Autocorrelation test. Again, model development continued but was conducted with the understanding that there may be a misspecification in the model. There were several variables that did not follow the expected results in regard to impact on the dependent variable. These were: Distance to City, Distance to River, Slope, LCC 1, LCC 2, and LCC 3. However, none of these were indicated as statistically significant, so these relationships were not investigated further. The statistically significant variables from this model were used to run the next iteration. These were Acres, Population of Nearest City, and Income of Nearest City. Results of this model are included in Table 13 . tool gives a z-score of 1.36 and a p-value of 0.17, which indicates a normal distribution, but the Jarque-Bera statistic still indicates a possible misspecification in the model due to a missing explanatory variable. As discussed previously, this indicates a potential flaw in the model, but not one that can be addressed at this point, as it may require the inclusion of additional variables that are not available for this process.
All three of the variables were statistically significant and the specifications for the final model 
Discussion of variables included in final model
Population-
The positive relationship between Population of Nearest City and parcel value is expected, as properties that are nearer to larger cities tend to command higher prices.
Income-The positive relationship between taxlot value and Per Capita Income of the nearest city is intuitive because larger cities will tend to have a higher per capita income, and will also influence the demand for and value of the land in the surrounding area.
GEOGRAPHICALLY WEIGHTED REGRESSION
Forestlands The final OLS model was then evaluated using geographically weighted regression (GWR).
GWR can be particularly useful for addressing issues of non-stationarity, but the final model produced through OLS did not have diagnostic values indicating that this was a problem. There was minimal improvement using GWR with the specifications from the OLS model. This is not surprising given that the model did not demonstrate non-stationarity, and seems to be exhibiting consistent relationships among the independent and dependent variables across the landscape.
Agriculture Lands
The final OLS model was then evaluated using geographically weighted regression (GWR).
GWR can be particularly useful for addressing issues of non-stationarity, but the final model produced through OLS did not have diagnostic values indicating that this was a problem. There was some improvement using GWR with the specifications from the OLS model. The Rsquared value increased from 0.58 to 0.61, and the AIC went down very slightly. However, these were very small changes, and more exploration of the potential issues with the diagnostic results from the OLS model is necessary to determine whether the model specifications are useful. There was little improvement using GWR with the specifications from the OLS model. The Rsquared value increased from 0.46 to 0.48, and the AIC went down from 511 to 503. As with the other models, these were very small changes, and more exploration of the potential issues with the diagnostic results from the OLS model is necessary to determine whether the model specifications are useful. It was expected that the residential model would benefit more from GWR than the other two, given that it did indicate non-stationarity issues. It is hard to determine why this wasn't the case; perhaps it is a reflection of a misspecification in the model that will require the inclusion of additional variables to provide a better explanatory model.
Residential Lands
Statistic
GWR
DISCUSSION
Methods and analysis
The R-squared and AIC values for the models produced here were fairly strong and similar to those found in other studies (Bastian et al. 2002 , Geoghegan et al. 1997 . However, some of the results were contrary to what would be expected, and the residential and agricultural models both reflected potential bias in their specifications. The residential model was re-run using the natural log of key independent variables, and saw improvement in R-squared value and AIC value, but still indicated the issues with model bias and non-stationarity, and had worse scores for those statistics. This version also had a very high z-score (4.3) and low p-value (0.000014) for the Spatial Autocorrelation test, indicating that the residuals were not randomly distributed over space. As noted in the ArcGIS help resources (ArcGIS help 2), a model can have a high Rsquared value but still not be performing well. Particularly if a model fails the tests that indicate bias, it might be representing the interactions between variables well in some areas but not in others, or only under certain conditions, which makes it an unreliable model. Therefore, the original model was kept and transformed independent variables were not used for any of the models.
The indication of bias or model misspecification in the residential and agricultural models is concerning. As mentioned previously, this could mean that one or more key variables are missing from the models. Particularly for the residential model, it seems likely that there is one (or more) variable missing from the model specifications. The variables that were used in developing these models are most applicable to agricultural or forested taxlots, and less encompassing of factors that would affect more developed areas. Therefore, identifying and including attributes that would likely contribute to land value in a more urban setting could greatly improve this model. Using Hot Spot analysis in ArcGIS could be useful in identifying areas where there are multiple over-or under-predictions and looking at the geographic features in that area to try to infer a pattern or particular attribute that may help explain the deviation. It could be that there is something unique about certain locations in the study area that requires additional explanatory variables (e.g. a physical feature of the landscape, unique zoning or other development-related restriction, etc.). Another possibility is that variables that were included in this study were not capturing their intended value. In the agricultural model, it seems possible that the LCC (soil quality) variables did not appropriately reflect the impact that this attribute would have on the value of agricultural land. This may be because a dummy variable method was used in this analysis, and this may not have been an adequate approach for capturing the full effect of soil quality on agricultural production and land value. A more robust approach may be to calculate the proportion of each taxlot that is covered by each LCC and use that value as an explanatory variable. This method will be considered for inclusion in the next steps of this study.
Another consideration is that the Jarque-Bera statistic has received some criticism regarding its usefulness in assessing normal distribution. Brys et al. (2004) have proposed that other measures of normality may be more effective than Jarque-Bera which can be overly sensitive to outliers.
Given the potential for high variation among land parcels, it is possible that there are outliers in the dataset for this study that are prompting the statistically significant result for the Jarque-Bera test. In that case, further processing of the data in this study may be able to produce better results in model development and eliminating the indication of bias. There is also a question of whether this model development process would have been better served by using a statistical software package other than the tools in ArcGIS 10.0. Using ArcGIS was a convenient option due to the spatial nature of several of the attributes that were being considered, but there were several apparent glitches or complications with using these tools that may not have occurred with statistical software that is specifically designed for that purpose. There were a number of instances when the ArcGIS OLS tool would not run due to perceived multicollinearity issues, and it is certainly possible that some amount of predictive value was lost by being unable to include certain variables. For example, the tool would not run when a variable and its squared value were both included in the model specifications. Naturally the values of these attributes would be correlated, but they were not perfectly correlated, and it could add explanatory power to include both in the model. Additionally, the OLS tool would often not run if there were binary variables included, and it took a lot of trial and error to determine which would allow the model to run. Based on these issues, as well as the unclear implications of the Jarque-Bera test, this study could potentially benefit from being replicated using another software application.
Applications and future research
The next step of this study, which will be conducted in the summer of 2013, is to finalize the models that have been produced here and use them to estimate future land values in Yamhill
County. Using land use change scenarios that are being developed as part of the SESAME project, the models will be applied to project the value of land in each of the three land use categories-forest, agriculture, residential (Hoyer and Chang 2013) . ArcGIS will be used to identify the parcels that are projected to change to a different land use under three different scenarios: high, medium, and low levels of development. The scenarios were heavily influenced by the land use and zoning laws that are in place in Oregon (discussed in the introduction to this paper). Because of Oregon's urban growth boundaries, the areas where future development could potentially occur are limited, and this was reflected in the somewhat low levels of conversion expected. However, changes in land use will occur, and it is valuable to understand the potential economic drivers and implications of land conversion. Since most of the change that is expected in the area will be from either agricultural or forest lands to development (rather than shifts from development), the main outcome of this analysis will be an estimation of the change in market value that could occur under high, medium, and low development scenarios.
This assessment will indicate whether developing lands in the study area appears to be beneficial in terms of market value alone, as this study did not address the contribution of non-market goods and services to the value of land in Yamhill County. It is important to note that land being used for residential purposes contributes a provisioning ecosystem service in the form of shelter, which should be captured by the values utilized in this study. However, incorporating the impact of ecosystem services such as water quality improvement, provision of wildlife habitat, and aesthetic and recreation benefits would provide a more complete picture of the true value of a given land parcel. These values also vary across the landscape and can be difficult to model, but valuation of ecosystem services is an increasingly prominent area of study. Accounting for the contribution that these natural processes provide is essential to ensuring they are preserved.
When nonmarket services are left out of land value, there is little incentive to protect the areas that provide the greatest level of ecological and/or cultural benefits. Even with the relatively low level of land conversion expected, there can be significant implications for ecosystem services if areas of high ecological value are among those converted.
Numerous studies have performed hedonic modeling in order to provide greater understanding of the non-market ecosystem service values that are contributing to land values. Swinton et al. (2007) examined the utility of hedonics in assessing the value of agricultural ecosystem services.
Their study suggested that hedonic modeling could reveal ecosystem services values that are contributing to farmland productivity (and thus economic value), such as improved soil quality. Mahan et al. (2000) used hedonic modeling to infer the value contribution of wetland areas to property values in the Portland, Oregon metropolitan area. Their study found that the presence of wetlands has a significant positive impact on property values, and that house values increase with proximity to wetland and size of wetland. This type of research is crucial in generating more robust estimates of the contribution that non-market ecosystem services are making to land value and in working toward incorporating these benefits into market prices. It is necessary to have baseline information on the value of environmental attributes in order to identify potential policy and planning activities that can preserve these values (Bastian et al. 2002) . Currently, methods for assessing the value of non-market ecosystem services are mostly in development stages, with few widely-accepted approaches. A study by Ma and Swinton (2012) produced a hedonic model for agricultural land valuation that attempts to capture three elements of worth:
production, consumption, and asset value. This study found that certain ecosystem service values are being capitalized into property values, particularly those that fall under the category of direct use (such as water resources or forests). However, they noted that other ecosystem services are likely not being accounted for or reflected in land prices, due to lack of awareness, lack of incentive to pay for public goods, and/or low perceived value of these services. As this demonstrates, further efforts are needed to capture the value of non-market ecological benefits.
Utilizing hedonic modeling and other revealed preference techniques may provide valuable insight into the contribution of nonmarket goods and services, in order to ensure they are adequately accounted for in planning and management decisions.
