The incidence of Alzheimer's disease (AD) and other forms of dementia is increasing in most western countries. For a precise and early diagnosis, several examination modalities exist, among them single-photon emission computed tomography (SPECT) and the electroencephalogram (EEG). The latter is highly available, free of radiation hazards, and non-invasive. Thus, its diagnostic utility regarding different stages of dementia is of great interest in neurological research, along with the question of whether its utility depends on age or sex of the person being examined. However, SPECT or EEG measurements are intrinsically multivariate, and there has been a shortage of sufficiently general inferential techniques for the analysis of multivariate data in factorial designs when neither multivariate normality nor equality of covariance matrices across groups should be assumed. We adapt an asymptotic model 
Introduction
The demographic development in most western countries comes along with a rapidly growing incidence of dementia (Barnes and Yaffe, 2011; Prince et al., 2013) . Several strategies are being developed to face this challenge, among them early diagnosis, early treatment and, consequently, prevention of a dementing course (Bateman, 2015) . For an accurate and early diagnosis, a rich variety of examination modalities have been evaluated. For example, single-photon emission computed tomography (SPECT) is a well examined and established tool to differentiate Alzheimer's disease (AD) from other forms, such as frontotemporal dementia and dementia with Lewy bodies (Yeo et al., 2013) . While SPECT is considered to be a cheap diagnostic tool, the costs for an electroencephalogram (EEG) are even lower. The EEG has the additional advantages of being highly available, free of radiation hazards, and non-invasive. Indeed, the EEG has considerable diagnostic utility in early-onset dementia (Micanovic and Pal, 2014) . Especially the extraction of biomarkers from the resting EEG is an easily available, and promising approach (Vecchio et al., 2013) . Considering the above-mentioned comparatively low price and relative ease of EEG recording, the capacity of EEG is of particular interest in this context. Could the EEG be applied in order to identify early signs of dementia? Can presumably early forms of AD, namely subjective cognitive complaints without clinically significant deficits (SCC) and mild cognitive impairment (MCI) be distinguished from AD using EEG alone? Or do we need SPECT to differentiate these different conditions? Further questions of clinical relevance relate to the effects of demographic factors such as age and sex on EEG and SPECT biomarkers, and the interactions of age, sex, and diagnosis on the EEG and SPECT features. In other words, does EEG exhibit a stronger differentiation potential for certain age and sex cohorts, and which of the cognitive impairment stages can it distinguish then? Finally, the structure within the EEG features may exhibit a particular pattern. There may be differences across the regions, modalities, and types of extracted biomarkers (so-called features), or across the spectral distributions, and, as stated above, these within-subjects factors may interact with the between-subjects factors disease status, sex, or age. It is clear that these yield multivariate responses per subject, obtained in a factorial design with possible interactions. Traditional analyses of these types of data have often been carried out using essentially univariate techniques (e.g., Moretti, 2015) . In such analyses, the multivariate responses were either aggregated into a univariate outcome, or separate analyses were performed for the different regions, ideally along with some adjustment for multiplicity. Such a simplifying approach has in large part been driven by the fact that appropriate inference methods to analyze broad classes of general multivariate data didn't exist. Indeed, the classical multivariate analysis of variance (MANOVA) techniques (Lawley, 1938; Bartlett, 1939; Wilks, 1946; Hotelling, 1947; Nanda, 1950; Hotelling, 1951; Pillai, 1955; Dempster, 1958 Dempster, , 1960 assume multivariate normal responses with equal covariance matrices across groups. However, when covariance matrices do in fact differ and the design is unbalanced (a typical situation in practice) they are known to perform poorly (Vallejo and Ato, 2012, Konietschke et al., 2015) . For example, in the present paper, we use a SPECT/EEG data set (see Section 3), where the observed variance-covariance matrices differed greatly between groups (see Table 10 in the Supplementary Material). Here, the empirical variances for different impairment groups showed up to almost 50-fold differences (13.84 vs. 0.28 for variable 6 between AD and SCC).
It is therefore the aim of the present paper to analyze this study with modern resampling methods which do neither assume multivariate normality nor identical covariance matrices across treatment groups. We hereby adopt recently developed procedures that do not suffer from the severe restrictions of classical MANOVA, while at the same time allowing for a factorial design with basically arbitrary factor structure , see also Pauly et al., 2015 . The present article is the first attempt to take full advantage of this new methodology, and to show the strength of modern resampling techniques, combined with the advantages of a truly multivariate approach to the analysis of data with multiple endpoints.
Additionally, we show how in the special case of repeated measures data additional infer-ence can be performed, beyond the questions that are typically addressed using MANOVA methods. Note that Konietschke et al. (2015) only considered inference regarding the between-subjects (whole-plot) factors, their main and simple effects, and possible interactions. In a typical multivariate data setting, these often constitute the only questions that can be feasibly addressed, as multivariate responses may be measured on completely different scales, and it may not make sense to make comparisons across different response variables. If however the variables are commensurate in the sense that such comparisons are meaningful, one would be interested in supplementing the inference on between-subjects factors by additional inferential results regarding possible within-subjects (sub-plot) factors that are structuring the multivariate response vectors, and by testing for interactions between the two different types of factors (within-and between-subjects). In the present paper, the results presented by Konietschke et al. (2015) are generalized to address also these additional inferential questions that could arise for commensurate, and structured response vectors. We have explicitly considered these possibilities in the EEG data analysis, as they translate to important subject matter questions.
Reviewing the literature on inference methods for multivariate data, there are very few other approaches which do not assume at least one of either multivariate normality or covariance matrix equality across groups (or even both). Among these are the permutation based nonparametric combination methods discussed, for example, in Pesarin and Salmaso (2010) or Pesarin and Salmaso (2012) (see also Anderson, 2001) , and the fully nonparametric rank-based tests presented in , Bathke (2008a,b) , and Liu et al. (2011) , and implemented in the R package npmv (Burchett and Ellis, 2015) . However, these methods are currently limited to the one-way layout, or to some particular factorial design situations (Hahn and Salmaso, 2015) . Thus, they are not applicable to data from complex factorial designs, such as those described above. Also, methodologically, the mentioned articles are not directly comparable to our approach, as the hypotheses tested are formulated using the distribution functions, or exchangeability of the observation vectors is postulated. In contrast, the methods presented in this article test hypotheses that are formulated using contrasts in terms of mean vectors, and they do not assume exchangeability.
Other procedures based on testing mean vectors, but derived under the assumption of multivariate normality, have been presented for different (one-and two-way) designs, by Nel and Van der Merwe (1986) , Yu (2004, 2012) , Belloni and Didier (2008) , Giron and Castillo (2010) , Krishnamoorthy and Lu (2010) , Zhang (2011 Zhang ( , 2012 Zhang ( , 2013 , Xu et al. (2013) , Zhang and Liu (2013) , and Kawasaki and Seo (2015) .
Without the normality assumption, but requiring homogeneous covariance matrices, Van Aelst and Willems (2011) have derived robust one-way MANOVA tests, which are implemented in the R package FRB (Van Aelst and Willems, 2013).
Among the several heuristic approaches are a median based MANOVA suggested by Xu and Cui (2008) , and a multivariate multiple comparison procedure by Santos and Ferreira (2012) .
Apart from Konietschke et al. (2015) , the only other mean-based inference method using a multivariate factorial model without normality or equal covariance matrix assumption is that of Harrar and Bathke (2012) . However, due to its design limitations, it was also not adequate for the analysis of the sample data presented above.
The paper is organized as follows. In Section 2 we state the general factorial models, formulate the hypotheses of interest and explain the corresponding bootstrap test procedure. Afterwards Section 3 presents the main part of the paper: An extensive statistical analysis of the SPECT/EEG data set within a multivariate factorial framework. We then close the paper with a discussion and conclusions. We note that simulation results and 7 additional tables can be found in the supplementary material.
Methods
The data described in Section 1 can be described by the multivariate linear model
where the index i represents the treatment group, sample, or, in a factorial design, the treatment combination, while r models the experimental unit or subject on which p-variate observations are being obtained. In order to derive asymptotic results we employ the following mild regulatory assumptions:
• the error terms ε i1 , . . . , ε in i are independent and identically distributed p-dimensional
• the different sample sizes n i grow at the same rate, i.e.
as N → ∞.
Note that neither normality of the errors, nor equality of their variance-covariance matrices Σ i is assumed. The distributions of the error vectors ε ik may even differ across the groups, as long as their fourth moments are finite.
The vectors from model (1) are aggregated into X = (X For simplicity, assume in the following that, in addition to the two within-subjects factors brain region and feature, there is only one between-subjects factor present, whose levels are i = 1, . . . , a (e.g., diagnosis). The mean vector µ i = (µ
. . , a, where the entries are again lexicographically ordered.
With these definitions, formulating the corresponding null hypotheses becomes rather straightforward. The matrix I p used in the previous section simply needs to be replaced by appropriate choices. For example, the hypothesis of no main effect of brain region is written
J ps )µ = 0}, and that of no interaction between diagnosis and brain region by H 0 (AR) :
A major difference between the hypothesis formulation described here and the multivariate hypotheses introduced in Section 2.1 is the following. The multivariate equality of two treatments assumes that the treatment means agree in each response, while the effect considered here only assumes equality of the treatments when averaging across the responses. Thus, we will refer to the latter as marginal effect, as opposed to the multivariate effect defined previously.
Test Statistics
As seen in the preceding two subsections, all relevant hypotheses can be written as H 0 : Tµ = 0, with an appropriate choice of the projection hypothesis matrix T. The corresponding Wald-type test statistic (WTS) is defined as
where
k=1 X ik , and
Here, (·) + denotes the Moore-Penrose generalized inverse. Konietschke et al. (2015) have shown that, under the technical assumptions mentioned above, Q N (T) has, asymptotically, as N → ∞, a central χ 2 -distribution with degrees of freedom equal to the rank of T under
However, the finite sample performance of the corresponding test is not satisfactory (see Konietschke et al., 2015) . Therefore, different bootstrap methods were proposed by the same authors. Out of these, the asymptotic model based bootstrap, often referred to as parametric bootstrap, performed the best, and it is therefore also considered in the present manuscript.
Bootstrap
The idea behind the parametric bootstrap approach pursued by Konietschke et al. (2015) originates from an application of the multivariate central limit theorem. In particular, we 
Recalculating the Wald-type test statistic in (2) with the variables In their article, Konietschke et al. (2015) provided simulation results for different multivariate one-and two-factorial designs. Our setting differs somewhat due to the more complex structure, involving within-subjects factors. In order to investigate whether the present setting allows for use of their method, we have conducted additional simulations in Section 5.1 of the supplementary material.
Exemplary Analysis
We demonstrate the use of the proposed method by investigating questions formulated in a neurological study on cognitive impairments. That is, we examine whether EEG-or SPECT-features differentiate SCC, MCI, and AD.
Sample
At the Department of Neurology, University Clinic of Salzburg, 160 patients were diagnosed with either AD, MCI, or SCC, based on neuropsychological diagnostics for the evaluation of cognitive impairment, as well as a thorough neurological examination, excluding any other causes of dementia, such as, for example, vascular or frontotemporal dementia.
Examinations and data extraction
Each of the patients underwent SPECT and EEG. From the EEG, brain rate (Pop-Jordanova and Pop-Jord 2005) and Hjorth parameters (Hjorth, 1970 (Hjorth, , 1975 were calculated from EEG recordings of 21 channels. In addition, perfusion values from 46 regions were obtained from the SPECT examinations. Our analysis was focused on a number of selected EEG and SPECT variables, namely z-scores for brain rate (Pop-Jordanova and Pop-Jordanova, 2005) and Hjorth complexity (Hjorth, 1970 (Hjorth, , 1975 in the EEG (each averaged over frontal, temporal, and central electrode positions across hemispheres in a clinical 10-20 system recording at rest) and z-scores of perfusion in the medial temporal lobe, lateral temporal lobe, posterior temporal lobe, anterior gyrus cinguli, parietotemporal cortex, and temporal pole for SPECT (also for SPECT, averaging was performed over the left and right measurement for each region).
In addition to standardization, complexity values were multiplied by −1 in order to make them more easily comparable to brain rate values: For brain rate we know that the values decrease with age and pathology, while Hjorth complexity values are known to increase with age and pathology.
Design configurations
The three between-subjects factors considered were sex (men vs. women), diagnosis (AD vs. MCI vs. SCC), and age (< 70 vs. ≥ 70 years). Additionally, we considered the following within-subjects factors structuring the response vector. For EEG data, we used the selected three brain regions, as well as feature (brain rate or complexity). For SPECT data, we 13 only used the former (i.e., perfusion values of 6 regions).
We did not consider modality -that is, EEG vs. SPECT values -as another withinsubjects factor because these variables are not commensurate, and despite standardization, the method of data acquisition is very different, so that the assessed regions can not be matched.
Due to the extremely small number of patients in some groups (e.g., only two male patients aged under 70 were diagnosed with AD, see Table 1 ), we did not consider a layout including all three between-subjects factors but instead restricted our analyses to layouts with one or two between-subjects factors, as well as one (SPECT) or two (EEG) withinsubjects factors. When using any two of the between-subjects factors, the minimal sample size per factor level combination is 28 (age and sex), 11 (age and diagnosis), and 12 (diagnosis and sex), see Table 1 . Our simulation studies given in Section 5.1 of the supplement have indicated that these are sufficient to ensure reasonable performance of the proposed parametric bootstrap procedure.
Additionally, one-way layouts have been used as basis for post-hoc multiple comparison tests regarding the interesting effects. Here, the minimum cell sample sizes were 78 (age), 14 36 (diagnosis), and 59 (sex).
For comparison, we present both the results of the classical analysis using the Waldtype statistic with a χ 2 -approximation and the parametric bootstrap approach described in Section 2.4 with 10,000 bootstrap runs. Each of the analyses was performed using a completely multivariate approach, as proposed by Konietschke et al. (2015) , and they were supplemented by a marginal effects analysis in which the different responses were considered commensurate, which allows for the formulation of within-subjects effects. In the EEG case, the six responses were considered sub-structured by feature (two levels) and region (three levels), whereas in the SPECT case, they were simply considered as six levels of the unstructured factor brain region. Another difference between multivariate and marginal approach is that in the former case, possible effects of the between-subjects factors are considered in each response variable individually, whereas in the latter case they are averaged across the response variables (see also Section 2.2). This may lead to different results, as demonstrated below.
All the p-values provided in the tables are without correction for multiple testing, unless noted specifically.
EEG-Results
The results of the three different multivariate two-way analyses are shown in Table 2 . There were clear multivariate effects of diagnosis, while multivariate age and sex effects were only significant in a design involving exactly these two factors. None of the between-subjects factors showed significant interactions. Note, that there and throughout the section we will regard results as significant if the p-value is smaller than 5%. In the marginal analyses incorporating between-and within-subjects factors (as described in Section 2.2), the resulting designs are each four-way layouts using within-subjects factors brain region (frontal, central, temporal) and feature (brain rate, complexity), as well as two of the between-subjects factors age, diagnosis, and sex. Results using the two between-subjects factors diagnosis and sex are shown in Table 3 . Those for the other two choices of between-subjects factor pairs (diagnosis and age, sex and age) are given in the Supplementary Material in Tables 11 and 12 . The main effects of diagnosis p < 0.0001 and sex (p = 0.0016 and p = 0.0045) were always highly significant, whereas age reached only borderline significance (p = 0.0501) in a design involving sex and age, see Table 12 in the supplement. In that design, there was also a significant interaction effect between age and region (p = 0.0173). However, this two-way interaction was not significant when age and diagnosis were used as betweensubjects factors. In the latter case, minimum and average cell sizes were smaller, implying that variances and covariances had to be estimated from smaller samples. This may result in lower power in the associated inference. None of the other main or interaction effects were significant.
Comparing the results from Tables 2 (multivariate analysis) Figures 2 and 3 show box plots of the EEG features brain rate and complexity, respec-tively. These aid, for example, in interpreting the possible interaction effects between age and region that were detected in one of the design configurations. A possible explanation is a higher brain rate at temporal than at frontal regions in the younger group (especially in female patients), while this difference appears to vanish in the older group due to a slowing of the brain rate which is most pronounced in the temporal region. A similar pattern can be observed for complexity, with higher complexity at frontal recording sites in the younger group, and largely overlapping distributions in the older group, as complexity increases over temporal and central regions.
Now we assess the effects more closely, starting with the main effect of diagnosis. The results for a multivariate pairwise comparison using EEG alone are presented in Table 4 .
Note that a multiplicity adjustment is not necessary for these three pairwise comparisons by employing the closed testing principle. The table shows clearly that EEG could distinguish SCC from AD and MCI, but it could not differentiate between AD and MCI. Male, >=70 temporal frontal central Figure 2 . Boxplots for EEG brain rate, separately for sex and age groups.
icantly distinguish MCI and AD from SCC. Similar analyses showed that male and female patients were differentiated by the temporal and frontal variables, while an age effect was only significant in temporal brain rate, which may have resulted in the interaction effect mentioned above (Tables 15 and 16 in the Supplementary Material).
Using EEG assessment alone, people with subjective cognitive complaints could be differentiated from patients with clinically significant impairments, such as MCI and AD.
EEG-based differentiation between AD and MCI was not possible. However, this does Considering the effect of age on the individual EEG variables, age appeared to impact the brain rate variables, but not complexity (cf. This is a rather interesting outcome as age is often considered a confounding factor in EEG based dementia diagnosis (Vecchio et al., 2013) . Our results seemed to confirm this for brain rate, since brain rate decreased both with increasing age and with progress of dementia. In contrast however, Hjorth complexity increased with dementia, but was not affected by age. This suggests complexity as a promising biomarker for demented patients, even for age-heterogeneous cohorts.
SPECT results
In the SPECT analysis, we also chose six relevant response variables in order to make a fair comparison with the EEG analysis. Multivariate two-way analyses, analogous to the EEG data analysis from Table 2 , are shown in Table 5 . Here, the multivariate effects were significant for each of the between-subjects factors diagnosis, age, and sex, and for none of their pairwise interactions. Contrary to the EEG analysis, the six variables considered here are not structured factorially. Instead, in a repeated measures type analysis, we simply regard them as levels of a within-subjects factor brain region. Together with using two of the three betweensubjects factors age, sex, and diagnosis at a time, we obtain different three-way layouts.
The results for the layout involving sex and diagnosis, as well as brain region, are shown in Table 6 . Those for the other two configurations can be found in the Supplementary Material in Tables 17 and 18 , respectively.
We found significant main effects for the between-subjects factor diagnosis and the within-subjects factor region, while age was significant only in the layout without diagnosis, and perhaps due to the association between these two factors. Also, region always interacted The comparison between multivariate and marginal analyses shown in Tables 5 and 6 reveals an important advantage of the truly multivariate approach. In the marginal analysis, effects are averaged across the response variables, whereas the multivariate analysis considers effect contributions of each of the responses individually, while taking their correlation into account by construction of the test statistic. In our case, the effects in the individual SPECT perfusion values did not necessarily point into the same direction. In fact, the effects of the individual response variables were in part small and would not lead to significance using classical variable-wise univariate approaches, for example when considering male vs. female patients (see Tables 20 and 21 in the Supplementary Material).
Furthermore, correlations between the SPECT variables were distributed across much of the [−1, 1] interval, indicating a much lesser degree of multicollinearity between these responses. That is, each response added information, and only the multivariate analysis took advantage of this information. It did not make sense to average across the SPECT responses, as this led to the masking of some of the available information.
Using a closed testing procedure for pairwise comparisons between the diagnoses, multivariate inference based on the SPECT values detected differences between AD and the other two diagnoses, but not between MCI and SCC (see Table 7 ). Differentiation between AD and the other two diagnoses occurred not only using the multivariate tests, but also individually for each of the six SPECT perfusion values (cf. Additional multivariate one-way analyses of the factors sex and age further demonstrated the advantage of the multivariate approach, as compared to several univariate analyses: None of the variables individually showed a significant sex effect, the multivariate analysis, aggregating information from all variables, however yielded a clear significance.
Considering several variables in a truly multivariate fashion together provides more information than several univariate analyses. Note that it is not necessary for the method that the effect directions match for the different variables. With age, a clear multivariate effect was established, and locally this could be attributed to the perfusion values from medial and lateral temporal, as well as temporal pole regions. 
Discussion of the Example
We found that EEG features differentiated SCC from MCI and SCC from AD. There was no interaction effect of the factor diagnosis (AD, MCI, SCC) with any of the other betweensubjects factors age and sex, or with the within-subjects factors feature and region. Most important is the absence of a diagnosis × age interaction. The assessed EEG features seemed to be robust against normal aging effects. We hypothesize therefore that these features could detect symptoms of dementia without the confounding effects of age. However, we found indications for an interaction effect between age and region. Specifically, temporal and frontal regions may play a significant role in aging. In contrast to EEG,
SPECT perfusion values were able to differentiate AD from the other patient groups, so that EEG and SPECT perfectly complemented one another. The perfusion in most regions was affected by age, which might again reflect normal aging processes. Also for the SPECT variables, we did not find a diagnosis × age interaction.
Finally, we found interesting effects of sex in this clinical sample. These appeared more prominent in the EEG than in SPECT measurements. Generally, healthy women show a 26 higher amplitude than healthy men in the resting EEG (Wada et al., 1994) , and higher coherence values, especially for interhemispheric connections in the delta, theta, and beta range (Wada et al., 1996) . Differences in brain rate and complexity may be based on the same factual differences, but altered brain patterns in the demented population should be examined in detail for sex differences. We suggest that future studies should directly compare demented populations with healthy participants, in order to disentangle disease related processes that may differ between women and men from normal sex differences in EEG characteristics, and possibly also in perfusion values.
Conclusion
We have evaluated the diagnostic utility of EEG and SPECT measurements for the differentiating diagnosis of different stages of dementia, including AD. Also, it was of interest whether, for example, EEG differentiated better between certain diagnosis groups than between others, and whether the diagnostic utility differed between males and females, or between different age groups. As EEG and SPECT recordings are taken simultaneously at several regions, with EEG values being further distinguished by wave spectrum, the data presented themselves as multivariate, in the setting of a factorial design structure with the demographic factors age and sex, in addition to diagnosis.
The need to apply and develop truly multivariate inference methods in order to be able to appropriately analyze data sets such as the one described has been recognized and articulated already in some fields of research. This pertains in particular to medical trials, but applies certainly well beyond the life sciences. For example, in the context of traumatic brain injuries (TBI), where the outcome after TBI is per definitionem multidimensional, including neuro-physical disabilities and disturbances in mental functioning, the IMPACT recommendations ) "see a need to explore the feasibility of developing a multidimensional approach to outcome assessment and classification". point out that a "multidimensional approach to outcome assessment is required" while Bagiella et al. (2010) describe the problem that "no single measure could capture the multidimensional nature of the outcome", and Margulies and Hicks (2009) point out that important deficits could not be identified using univariate functional assessment scales. In other contexts, similar arguments have been made (Vester, 2014) Until recently, no valid methodology had been developed for the inferential analysis of multivariate data from factorial designs, unless equal covariance matrices across groups, or multivariate normality could be assumed. For realistic data applications, typically neither of these assumptions is reasonable, as was also apparent for the EEG and SPECT data considered. The methodology pursued here is based on an asymptotic model based "parametric" bootstrap approach whose rather general asymptotic validity and good finite sample performance have been demonstrated in a recent article .
We have extended the methodology by enabling inference not only for between-subjects factors, as is common for multivariate inference, but also for within-subjects factors and the interactions of all factors involved. This corresponds to a repeated measures approach or profile analysis, and, where applicable, it substantially extends the scope of the possible inferential analysis. In the present data, such an extension is sensible due to the commensurate nature of the responses within the respective groups of EEG and SPECT variables. The resulting marginal effects analyses are less influenced by multicollinearity of the responses than a multivariate approach, and thus they provide useful additional information.
Main findings of the data analysis have confirmed the conjectured differentiation ability of EEG for early-onset dementia, and there were no interactions of diagnosis with any of the demographic between-subjects factors age and sex. The diagnostic utility appears to remain stable across different age and sex cohorts, although as a limitation to this conclusion, it should be mentioned that the study population consisted of mostly elderly people, about half of them 70 years and older.
EEG is a cheap diagnostic and non-invasive tool. The study discussed here has demonstrated the utility of EEG for distinguishing subjective cognitive complaints from more severe forms of dementia. At the same time, the analysis has demonstrated the potential of novel resampling-based multivariate methods for factorial designs. In this supplementary material we provide simulations results for a design adopted from the discussed data example. Moreover, additional tables with empirical covariance matrices and several results tables from data analyses with different design configurations are presented.
SUPPLEMENTARY MATERIAL

A Simulation Study
Type-1 error simulation results for the described Wald-type statistic Q N (T) as well as the parametric bootstrap tests are given in Tables 8 and 9 for different two-and three-way factorial designs, respectively. In addition we have also implemented the nonparametric bootstrap test described in as another competitor. Sample sizes were adopted from the data example (see Table 1 ). In particular, the two-way layout was simulated by neglecting the factor "age", resulting in the cell sample sizes n = (n ik ) = (12, 27, 20, 24, 30, 47) . It can be readily seen that the parametric bootstrap test performed best in controlling the nominal level under all considered data distributions. The type-1 error simulation results for other sample size configurations yielded similar results and were therefore omitted. two-way factorial designs with sample sizes n = (n ijk ) = (12, 27, 20, 24, 30, 47) Table 9 : Type-1 error simulation results (α = 5%) of the Wald-type statistic Q N (T), nonparametric bootstrap (NPBS), as well as parametric bootstrap tests (PBS) in different threeway factorial designs with sample sizes n = (n ijk ) = (7, 15, 14, 10, 12, 7, 9, 13, 29, 15, 17, 18) and different distributions (multivariate normal, double exponential, χ 2 -distribution with 20 degrees of freedom, χ 2 -distribution with 15 degrees of freedom, t-distribution with 7 degrees of freedom). 
Additional tables
