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Abstract
We report novel results of a numerical experiment designed for examining the basin-scale 
hydrodynamics that control the mass, momentum, and energy distribution in a daily wind-
forced, small thermally-stratified basin. For this purpose, the 3-D Boussinesq equations of 
motion were numerically solved using large-eddy simulation (LES) in a simplified (trap-
ezoidal) stratified basin to compute the flow driven by a periodic wind shear stress working 
at the free surface along the principal axis. The domain and flow parameters of the LES 
experiment were chosen based on the conditions observed during summer in Lake Alpnach, 
Switzerland. We examine the diurnal circulation once the flow becomes quasi-periodic. 
First, the LES results show good agreement with available observations of internal seich-
ing, boundary layer currents, vertical distribution of kinetic energy dissipation and effec-
tive diffusivity. Second, we investigated the wind-driven baroclinic cross-shore exchange. 
Results reveal that a near-resonant regime, arising from the coupling of the periodic wind-
forcing ( T = 24  h) and the V2H1 basin-scale internal seiche ( T
V2H1
≈ 24  h), leads to an 
active cross-shore circulation that can fully renew near-bottom waters at diurnal scale. 
Finally, we estimated the bulk mixing efficiency, 훤  , of relevant zones, finding high spatial 
variability both for the turbulence intensity and the rate of mixing ( 10−3 ≤ 훤 ≤ 10−1 ). In 
particular, significant temporal variability along the slopes of the basin was controlled by 
the periodic along-slope currents resulting from the V2H1 internal seiche.
Keywords Large-eddy simulation · Basin-scale circulation · Resonance regime · Cross-
shore exchange
1 Introduction
Wind is the primary forcing mechanism responsible for transport processes in stratified 
lakes [6, 78]. Wind stress acting on the water surface drives baroclinic responses in ens 
closed stratified basins [12, 38], which can lead to a variety of hydrodynamically-controlled 
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phenomena. These phenomena can span from basin-scale internal waves [2, 41, 55, 60] and 
upwelling/downwelling motions [59, 62], to localized and intermittent turbulence and mix-
ing episodes in the interior of the stratified waterbody [9, 52], including the near-sediment 
bottom [19, 21, 24, 30, 32, 33]. Numerical models able to capture the afore-mentioned 
hydrodynamic processes and their interactions are needed to explore the physics of the 
aquatic ecosystems.
One of the main challenge in modelling stratified lakes is the scale separation between 
basin-scale motions and the much smaller scale processes that control, for instance, bound-
ary layers, nonlinear dynamics, and turbulence [23]. The widely-used Reynolds-averaged 
Navier–Stokes (RANS) based models include transport equations for one or multiple tur-
bulence variables needed to estimate the eddy viscosity. Modeling is employed in these 
transport equations to approximate the various terms (e.g., energy dissipation). In particu-
lar, boundary friction is usually parametrized via drag or damping coefficients and relies 
on the law-of-the-wall framework. Yet, near bottom flows can substantially differ from 
logarithmic velocity profiles, depending on the flow dynamics [31]. Moreover, most of 
the numerical hydrodynamic studies of real-scale stratified lakes rely on hydrostatic mod-
els capable to reproduce the fundamental basin-scale motions that regulate the horizontal 
transport [22]. However, the hydrostatic assumption becomes arguable at smaller scales, 
especially when internal oscillations are subject to nonlinearities [13, 69, 74] or when 
baroclinic flows interact with the topography [5, 15, 16].
As high-performance computer power increases and parallel computing algorithms 
allow better scalability, one can use finer meshes that provide higher flow resolution. 
Also, more sophisticated, but computationally much more expensive, turbulence modeling 
approaches can be adopted to resolve the energetically important turbulent eddies control-
ling transport and mixing. Such methods, which include large-eddy simulation (LES) and 
hybrid RANS-LES approaches like Detached Eddy Simulation, are successfully used to 
predict flow and transport at lab-scale and, more recently, at field-scale for geosciences 
applications [14, 28, 29, 45, 54]. LES was recently used by Santo et al. [56] to investigate 
wind-driven circulation in Lake Ledro (Italy) under nearly absent stratification. Despite the 
lack of observations in Lake Ledro to assess the accuracy of the numerical model predic-
tions, their results showed reasonable agreement with reference ranges of eddy diffusivities 
and dissipation rates estimated in similar aquatic systems.
In this work, we report novel results of a 3-D LES numerical experiment designed to 
examine in detail the hydrodynamics of an idealized stratified basin forced by a periodic 
wind-induced shear stress at the free surface.
The goal of the present LES study is to provide a spatio-temporal characterization 
of the basin-scale circulation resulting from a near-resonant regime between diurnal 
winds and basin-scale internal waves in a small stratified lake. To assess the perfor-
mance of our numerical model, we considered the scales and stratification observed 
during the summer season in Lake Alpnach, Switzerland. This lake has been the 
object of several field studies [32, 33, 41], including a real-scale RANS-based numeri-
cal study by Becherer and Umlauf [3]. Observations show that the 2nd vertical and 
1st horizontal internal-seiche mode (V2H1) is the dominant hydrodynamic feature 
observed in Lake Alpnach during the summer (see Fig. 1). Becherer and Umlauf [3] 
investigated the boundary mixing above the sloping sediment in Lake Alpnach focus-
ing on the shear-induced convection driven by bottom boundary layer (BBL) cur-
rents (right schematic in Fig. 1). Their numerical simulation showed good agreement 
with the available field observations [33] and BBL dynamics [32]. We use the work 
of Becherer and Umlauf [3] as a starting point to formulate a simplified numerical 
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experiment able to reproduce the main hydrodynamics processes. However, unlike 
Becherer and Umlauf [3], we concentrate on analyzing the wind-driven baroclinic cir-
culation, linking basin-scale internal flows with near-bottom flow patterns. In particu-
lar, we investigate the mass exchange between nearshore and offshore regions resulting 
from the baroclinic circulation; this information is crucial to estimate flushing time-
scales of nearshore waters. Finally, we examine the spatio-temporal energy distribution 
at diurnal scale to identify zones where turbulence intensity and mixing processes are 
potentially enhanced by the hydrodynamics within the stratified basin.
Overall, this study aims at showing that LES is a powerful approach to investigate 
fundamental physical processes in small stratified basins and that such studies are 
directly relevant for understanding the physics of stratified waters.
2  Formulation
2.1  Equations of motion
The Boussinesq approximation is employed to account for stratification effects in a 
finite-volume viscous solver [10]. The Navier-Stokes and density transport equations 
are solved in nondimensional form with a length scale D, velocity scale U, and time-
scale D/U. The filtered continuity, momentum and density transport equations are: 
where 퐯� = (u�, v�,w�) is the filtered nondimensional velocity vector in a Cartesian sys-
tem, 휙′ is the nondimensional pressure, t′ is the nondimensional time, and (x�, y�, z�) are the 
coordinates in the streamwise, spanwise, and vertical direction, respectively. 퐤̂ is the unit 
vector along z′ . The nondimensional density is defined as 휌� = (휌 − 휌1)∕(휌2 − 휌1) , where 
휌 is the dimensional density, 휌1 and 휌2 are the minimum and maximum density, respec-
tively, in the density field at the start of the simulation. The three parameters in (1) are 
the Reynolds number, Re ≡ UD∕휈 , the square Froude number, Fr2 ≡ U2∕(Dg훥휌∕휌1) , 
and the Prandtl number, Pr ≡ 휈∕휅 , where 휈 and 휅 are the molecular viscosity and ther-
mal diffusivity, respectively, g is the gravitational acceleration, and 훥휌 = 휌2 − 휌1 . The other 
variables in the (filtered) governing equations are the subgrid-scale viscosity, 휈sgs , and the 
subgrid-scale diffusivity, 휅sgs . Note we do not include Coriolis acceleration in the momen-
tum equation (1b) since our study case is based on a small and narrow stratified basin. In 
fact, the Rossby radius of deformation for the dominant basin-scale internal modes V2H1 
( c ≈ 0.093 m s−1 ) is Ro = c∕f ≈ 900 m ( f = 1.063 × 10−4 s−1 ) and the mean width of Lake 
Alpnach is W ≈ 1000 m [3, 33]. For the above length scales, the characteristic Burger num-
ber, S ≡ Ro∕(W∕2) ≈ 1.8 , shows that Earth’s rotation plays a secondary role in the basin-
scale dynamics and has negligible effects in smaller scale motions [1, 26].
(1a)∇ ⋅ 퐯� = 0,
(1b)D퐯
�
Dt�
= −∇𝜙
�
+ ∇
([
1
Re
+ 𝜈sgs
]
∇퐯
�
)
−
𝜌
�
Fr2
퐤̂,
(1c)D휌
�
Dt�
= ∇
([
1
Re Pr
+ 휅sgs
]
∇휌
�
)
,
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2.2  Numerical method and solver validation studies
The conservative form of the (filtered) equations of motion (1) are advanced in time using 
a semi-implicit iterative method [47]. The pressure field is computed by solving the Pois-
son equation using a multigrid algorithm to accelerate convergence [47]. All operators in 
the momentum and pressure equations are discretized using second-order central schemes. 
The algorithm is second-order accurate in time and discretely conserves energy [35, 47]. 
Eddy viscosity and eddy diffusivity are estimated from the resolved velocity and density 
fields using the dynamic Smagorinsky model [47] that eliminates the need to include any 
correction for stratification effects and near-wall damping functions in the model. Discrete 
energy conservation ensures robustness at relatively high Reynolds numbers. The Quad-
ratic Upstream Interpolation for Convective Kinematics (QUICK) scheme is used to discre-
tize the advective term in the transport equation for the density. The solver is implemented 
in Fortran 90 and is parallelized using Message Passing Interface.
The solver has been used and validated for a wide class of stratified turbulent flows. For 
instance, Chang et al. [10, 11] simulated turbulent channel flow containing a bottom 2-D 
cavity and ejection of buoyant and negatively-buoyant contaminants from the cavity. The 
code was also shown to accurately predict gravity current flows and internal bores in res-
ervoirs and channels. Validations are reported in Ooi et al. [43] and Tokyay et al. [65–68] 
for bottom propagating currents over flat and deformed terrain, in Steenhauer et al. [63] for 
gravity currents over sloped boundaries, in Ooi et al. [42] and Yuksel-Ozan et al. [80] for 
intrusion and free surface currents, and in Borden et al. [7] for internal bores forming in 
layered systems. Additionally, validation of the solver for predicting mixing and transport 
is discussed in Pierce and Moin [48] for reacting flows that require solving advection-dif-
fusion equations for passive and non-passive scalars, and in Sommer et al. [61] to explain 
the mechanism whereby upward-swimming bacteria could induce mixing in a meromictic 
lake.
2.3  Computational domain, boundary and initial conditions
Figure  2 shows the computational domain in the x − z plane. The basin has a trapezoi-
dal shape whose maximum depth is D = 40 m. The slopes of the lateral bottom bounda-
ries are approximately 2◦ and are extended from shore to the interior along 30D, while 
the length of the flat bottom part is 60D. The basin length at the top boundary is 120D, 
which corresponds to the maximum horizontal extent of the lake along the direction of the 
dominant winds. The geometry and magnitudes represent roughly the bathymetry of Lake 
Alpnach in the streamwise-vertical plane. The length of the domain in the spanwise direc-
tion (y-axis) in which the flow is assumed to be homogeneous is 1.6D. As a velocity scale, 
we chose U = 0.05 m s−1, which is close to the maximum magnitude of the wind-driven 
velocities observed in Lake Alpnach for diurnal winds whose magnitude is of the order of 
1–10 m s−1.
The bottom basin was treated as a no-slip boundary. In contrast, the top rigid-lid sur-
face was treated as a slip boundary on which a periodic shear stress 휏 = 휏0 sin (2휋t∕T) was 
imposed in the streamwise direction to mimic the wind-induced stress pattern observed in 
Lake Alpnach [33, 41]. The shear stress on the spanwise direction and the vertical velocity 
at the top boundary were set equal to zero, 
(2a)퐯�(퐱) = 0, 퐱 ∈ Bottom,
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The period of the forcing was T = 24 h or 100D  / U and the maximum amplitude of the 
shear stress was 휏0∕휌1 = 0.009U2 . This value corresponds to oscillatory winds with a peak 
speed of about 4 m s−1. In the case of the density field, the density gradient on the direction 
normal to the solid wall and top boundary was set to zero,
Additionally, periodic boundary condition were applied for all variables at the spanwise 
lateral boundaries.
The flow was initially at rest, aside from a small 3-D random disturbance of amplitude 
0.03U that was imposed on all three velocity components in the top layer (epilimnion). 
Considering the summer stratification observed in Lake Alpnach, a three-layer vertical 
stratification with a wide linear transition (metalimnion) from the epilimnion to the deep 
layer (hypolimnion) was assumed in the basin at the start of the simulation (Fig. 2). The 
initial density of the hypolimnion of height 0.4D was assumed to be constant, 휌2 = 999.99
kg  m−3, and corresponds to a temperature of 6  °C. The density difference between the 
hypolimnion and the epilimnion was 훥휌 = 1.0 kg m−3. The temperature of the epilimnion 
of height 0.15D was ~ 16 °C.
The simulation was run on a high-performance PC cluster on 128 processors, with a 
molecular Prandtl number equal to Pr = 6 , a Reynolds number Re = 105 , and a square 
Froude number corresponding to mild forcing conditions Fr2 = 1∕160 . The grid contained 
over 17 million nodes, with 64 grid points in the spanwise direction to effectively simulate 
vortex stretching and thus the dynamics of the energetically important eddies in the flow 
and their effect on transport and mixing.
The typical cell size was close to 0.025D in all three directions. The vertical mesh was 
refined near the bottom and top boundaries. To resolve the wind-driven unsteady boundary 
layer and BBL currents, the vertical cell size was equally decreased to about 0.001D close 
to the top (free surface) and flat bottom boundaries. For this parameterization, the time step 
was 0.002D / U. The simulation was run until the velocity and density flow fields became 
quasi-periodic. Based on examination of the 2-D contour plots of the spanwise-averaged 
velocity and density fields and of velocity and density time series at selected points inside 
the basin, the quasi-periodic regime was achieved after 7 cycles ( t = 7T  ). One should men-
tion that a fully periodic regime cannot be reached in a system where the background strati-
fication is changing with time and the flow is turbulent. The above is the case in our numer-
ical experiment. For t > 7T  , the density profile becomes smoother but retains a three-layer 
structure. Figure 2 shows the density profile after time averaging over the ninth cycle. The 
hydrodynamics is analyzed over a full cycle, 9T ≤ t ≤ 10T  , after the solution is found in a 
quasi-periodic regime, while statistics are computed over 8T ≤ t ≤ 10T .
The length-scale associated with the transition to stratified turbulence is the Ozmidov 
scale, LO ≡
√
휀∕N3 , and represents the scale at which the buoyant forces balance the iner-
tial forces. In highly energetic and weakly stratified regions, such as the epilimnion and 
within the BBL zone (e.g., 10−8 ≤ 휀 ≤ 10−7 W kg−1 , N2 ≈ 10−5 s−2 ), the Ozmidov length-
scale ranges 0.5 ≤ LO ≤ 2 m. Yet, as the stratification becomes stronger and the intensity 
of turbulence weaker in the interior and mid-depth zones (e.g., 10−11 ≤ 휀 ≤ 10−9 W kg−1 , 
N2 ≈ 10−4 s−2 ), LO gets substantially smaller, 10−3 ≤ LO ≤ 10−2  m. In this scenario, our 
(2b)휇휕u
�
dz
= 휏(t), 휇
휕v�
dz
= 0 and w� = 0 at z = 0.
(3)d𝜌
�
d퐧̂
= 0.
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vertical resolution can resolve LO in the epilimnion and in the deepest BBL regions but is 
not able to resolve LO at mid-depth and interior zones where stratification can shrink LO to 
milimeters. Resolving these length scales is not yet possible in a real basin and is out of 
scope of this work.
3  Basin‑scale hydrodynamics processes
In this section, we examine three fundamental hydrodynamic processes that have been 
quantified via observations, thus providing a robust benchmark for evaluating the perfor-
mance of the numerical model: (1) wind-driven flow and basin-scale internal waves, (2) 
stratified shear flows, and (3) bottom boundary layer currents.
3.1  Wind‑driven flow and basin‑scale oscillations
Figure 3 shows the diurnal phase (equivalent to a full wind-forcing cycle) of the Bouss-
inesq density field, 휌 , overlaid by isopycnals (grey-lines), along with the streamwise flow 
component, u, overlaid by streamlines (black-lines) in a streamwise-vertical plane ( x − z ). 
Although a range of different baroclinic oscillations compounds the flow evolution, the 
spatio-temporal signature of 휌 is mostly attributed to the V2H1 mode [41]. This particu-
lar basin-scale internal seiche is characterized by a three-layer density response (see left 
panels in Fig. 3). In this case, the epilimnion and hypolimnion oscillate against each other, 
squeezing and stretching the metalimnion alternately as is schematized in Fig.  1. The 
V2H1 mode is, at the same time, associated with a three-layer lateral flow circulation (see 
right panels in Fig. 3). However, it is relevant to mention that u shows a fourth top layer, 
thinner than the deeper ones. Indeed, the thickness of this top layer is strongly modulated 
by the surface wind stress. These three- and four-layer patterns in the streamwise flow are 
consistent with observations in Lake Alpnach during the summer (see Fig. 14b in Appen-
dix 1, specifically at days 229 and 232).
We investigate the normal modes and the natural frequencies of our system for classify-
ing the internal wave field. To do so, we resolve a generalized 2-D eigenvalue problem of 
the type [18, 73]
Here, 훷 establishes the spatial structure of the stream function, 퐀 is a matrix that charac-
terizes its streamwise discretization, and 퐁 is a matrix that characterizes the vertical dis-
cretization, including the background stratification N2
∗
(z) of the basin (see Fig.  4a). The 
above formulation assumes periodic normal modes whose temporal structure is set by the 
frequency 휔 . The 2-D normal mode framework and its boundary conditions is detailed in 
Appendix 2.
Figure  4b–e illustrate four different normal modes for the trapezoidal stratified basin 
(stream function, 훷(x, z) , velocity field, u = −휕훷∕휕z and w = 휕훷∕휕x , and period) includ-
ing the V2H1 internal seiche, V3H1, V3H3, and the V4H2 mode, respectively. We found 
that the mode V2H1 has a period close to 24 h (Fig. 4b), making it a candidate to resonate 
with the diurnal wind-forcing. The mode V3H1, in contrast, has a period of 36.62 h, 1.5 
times the wind-forcing period, and is characterized by a four-layer structure (see arrows in 
Fig. 4c). Although a full phase of the V3H1 cannot be resolved during one diurnal cycle, 
the vertical signature of V3H1 is identified in the streamwise velocity, u, throughout the 
(4)퐀훷 = 휔2퐁훷.
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diurnal phase (right panels in Fig. 3). Additionally, the modes V3H3 and V4H2 (Fig. 4d, e) 
show localized circulation patterns that might arise in the stratified basin. Indeed, similar 
localized circulations are shown in Fig. 3d, h. Determining the normal modes allows the 
interpretation and classification of the primary frequencies identified from spectral analy-
sis. Table 1 summarizes the theoretical periods of the principal normal modes.
Visual inspection of the density field suggests that the wavefield structure might vary 
from surface to deeper regions. To identify the primary constituents of the internal gravity 
wavefield, we computed the power spectral density (PSD) of the locally-defined potential 
Fig. 3  Visualization of the near-resonant wind-driven V2H1 internal seiche in a x − z plane over a full 
diurnal cycle at t∕T ∈ {9;9.25;9.5;9.75;10} : 퐚, 퐜, 퐞, 퐠, 퐢 structure of Boussinesq density field, 휌 (differ-
ence between the total density and reference density 휌1 ), and isopycnals (grey lines); 퐛,퐝, 퐟 ,퐡, 퐣 cross-
shore velocity component, u, along with 2-D streamlines (black lines). Green-star and circle markers on 
panels 퐚,퐛 show the position of points where the temporal variations of relevant variables are analyzed in 
Figs. 5 and 7
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energy, PE (휌∕휌1)gH , and kinetic energy, KE (휌∕휌1)퐯2∕2 , per unit mass, at three different 
zones. We have chosen a near-surface depth, a mid-depth, and near-bottom depths to exam-
ine the wavefield in the epilimnion, the metalimnion, and the BBL zone, respectively. The 
specific spatial extents of the epilimnion, the metalimnion and the BBL are characterized 
in the next section. The PSDs were calculated using time series that included two wind-
forcing periods (48 h) sampled with a time interval of 훥t = 1.7 s from ten different posi-
tions marked in Fig. 3a, b by blue, grey and red spots. Four PSDs were obtained from the 
epilimnion zone (blue spots), two PSDs from the metalimnion zone (grey spots), and four 
PSDs from the BBL (red spots). Then, from each zone, we computed an averaged PSD.
We stress the significant differences between the PE PSDs shown in Fig. 5a–c. In the 
epilimnion, no energy peaks are observed as a result of the weak density fluctuations in 
this region (Fig.  5d). In the case of the metalimnion, higher energy peaks are found in 
response to a more active internal wavefield and higher density gradients (Fig. 5e). In this 
zone, the primary energy peak is attributed to the mode V3H3 of 12 h period. However, 
the largest energy peak in the PE PSD is associated with the V2H1 of ∼ 24 h period in the 
BBL region (Fig. 5f). The KE PSDs are subtly different from the PE PSDs. Yet, the largest 
energy peak in the KE PSDs is consistently found at ∼ 12 h in the three zones. Note that 
the 12 h peak in the KE PSDs corresponds to a 24 h period in the velocity field, 퐯 , due to 
the KE definition, KE ∼ 퐯2 . In consequence, PE and KE PSDs indicate that V2H1 is the 
main modal constituent and support the existence of a resonance regime between the V2H1 
mode and the diurnal wind-forcing, as shown by Münnich et al. [41] for Lake Alpnach.
We emphasize the strong energy peak that the V2H1 mode has in the BBL zone com-
pared to the metalimnion zone in the PE PSD. This result might be counter-intuitive, but 
in such a small and shallow basin the near-bottom density fluctuations, driven by verti-
cal oscillations, can be substantially high [41]. The above process is especially relevant in 
zones where upslope-and-downslope flow seiching enhances the vertical fluid excursions. 
Contrary, density fluctuations in the metalimnion zone are expected to be weaker than BBL 
zones because of the second-vertical modal response.
3.2  Shear flow stability
We examine the fluid stability, N2 ≡ −(g∕휌1)휕z휌 , and the gradient Richardson number, Ri , 
expressed inversely for convenience as
to analyze the flow stability and identify the zones where supercritical shear flows are 
found. Here S2 ≡ (휕u∕휕z)2 + (휕v∕휕z)2 is the square of the vertical shear. Scaling Ri−1 by 
(5)Ri−1 ≡ S
2|N|2 ,
Table 1  Periods of the theoretical 
normal modes in the stratified 
trapezoidal basin
Basin-scale 
normal modes
Period (h) T
m
∕T  (−) Observed in PSD
V1H1 10.47 ∼ 0.4 Yes
V2H1 23.76 ∼ 1.0 Yes
V3H1 36.62 ∼ 1.5 Not solved
V3H3 12.71 ∼ 0.5 Yes
V4H2 25.68 ∼ 1.0 Yes
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the critical gradient Richardson number, Ric = 1∕4 [25, 37], we map the shear stability in 
space:
One should stress that supercritical regimes are necessary but not sufficient to drive 
unstable stratified shear flows. The most robust fluid stability, N2 , is found between 10 and 
30 m depth (see blueish color regions in Fig. 6a, c). This stable zone is bounded vertically 
by regions with weak or null stability, N2 ≈ 0 . The upper whitish zone characterizes the 
well-mixed epilimnion layer, whose extent can be defined by choosing a threshold of N2 . 
(6)Shear flow stability ∶
⎧⎪⎨⎪⎩
log10
�
RicRi
−1
�
< 0, subcritical,
log10
�
RicRi
−1
�
= 0, critical,
log10
�
RicRi
−1
�
> 0, supercritical.
Fig. 5  Frequency spectra of potential energy, (휌∕휌0)gh , and the kinetic energy, (휌∕휌0)퐯ퟐ∕2 , per mass unit, at 
a, d epilimnion, z ≈ −2 m (average of spectra calculated at four different horizontal positions in the surface 
mixed layer: blue circles in Fig. 3a, b; b,e metalimnion, z ≈ −15 m (average of spectra calculated at two dif-
ferent horizontal positions in the metalimnion layer: grey circles in Fig. 3a, b; and c,f upper bottom bound-
ary layer, h ≈ 4 m (average of spectra calculated at four different horizontal positions within the BBL over 
the flat and the inclined parts of the bed: red circles in Fig. 3a, b. Blue curves denote the gravity spectrum 
slope, 휔−2 . The green circle denotes the forcing frequency (24 h period). The dashed-line denotes the refer-
ence buoyancy frequency scale, N0 =
√
g(훥휌∕휌1)∕D . Metalimnion spectra also show the internal gravity 
wave (IGW) subranges bounded by shaded areas. Confidence interval level at the 95% is given by the differ-
ence between the horizontal dotted lines
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Based on time averages, N2 = 10−4 s−2 is found at zEPI ≈ −5.5 ± 1.1 m ( z = 0 corresponds 
to the top free surface). The above implies that waters are, on average, reasonably well-
mixed over the first 5–6 m below the free surface. Hence, the vertical shear driven by the 
wind stress leads to supercritical shear flow regimes in the epilimnion, log10(RicRi−1) > 0 
(upper reddish layer in Fig. 6b, d). Similarly, the well-mixed BBL results from the ability 
of near-bottom flows to stir and mix waters. Adopting the same threshold value used for 
defining the epilimnion, the BBL thickness on the flat part is h ≈ 2.5 m, and decreases to 
almost 1 m as the BBL is exposed to more stable fluids at mid-depths. The increase of the 
BBL thickness from mid-depths to the deeper basin agrees with the cross-shore BBL vari-
ability observed by Gloor et al. [19] in Lake Alpnach.
The relationship between the stabilizing and destabilizing mechanisms is well captured by 
the shear flow stability, log10(RicRi−1) . In Fig. 6a, b, we observe that during the strengthening 
wind-phase ( t∕T = 9 to t∕T = 9.25 ), there is a strong onshore metalimnetic flow (Fig. 3b and 
the green arrows in Fig. 6a) that feeds both upslope and downslope flows along the inclined 
bathymetry. The intensity of the downslope current is high enough to generate a supercritical 
shear layer associated with unstable stratification (negative values of N2 ) near the BBL. In the 
case of the upslope current, we observe a transition from subcritical shear flows and stable 
stratification, at the core of metalimnetic depths, to supercritical shear flows with the emer-
gence of density overturns at the current front. After half a wind-forcing period, t∕T = 9.5 
(Fig. 6c, d), the baroclinic adjustment leads to strong downslope flows from mid-depth waters 
and upslope flows from deeper waters. This fluid adjustment induces the compression of the 
isopycnals that tend to stabilize the stratification on the sloping bathymetry. However, a sec-
ondary circulation between the epilimnion and the upper metalimnion (Fig. 6c) generates a 
supercritical shear layer that extends from the nearshore to the interior basin. The above flow 
patterns suggest that sloping topographies in stratified basins can foster strong heterogeneities 
in the flow stability.
Fig. 6  Shear stability for the left slope region. a,  c illustrate the fluid stability, N2 = −(g∕휌1)휕휌∕휕z and 
b, d illustrate the shear stability parameter log10(Ric∕Ri) at the start and at half of the wind-forcing cycle 
( t∕T = 9.0;9.5 ) on the left side of the domain. In the quasi-periodic flow regime, the second half of the forc-
ing cycle has an antisymmetric response. Green arrows in the panels a, c schematize the flow propagation 
based on the circulation shown in Fig. 3, while red arrows stand out unstable density zones and supercritical 
shear flows
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3.3  Bottom boundary layer flow
We examine the structure of the BBL in two specific zones. Figure 7a and c show the Bouss-
inesq density and the BBL flow pattern on the flat bottom zone, at 40 m depth and 2.4 km off-
shore (far from the inclined topography). Similarly, Fig. 7b and d show the Boussinesq density 
and the along-slope flow at 36 m depth and ∼ 1 km offshore, respectively. In both zones, the 
BBL flow shows a complex baroclinic signature, with significant vertical variability controlled 
by the local signature of the V2H1 basin-scale internal seiching. This variability is remark-
ably high on the sloping boundary due to the asymmetry in magnitude between the upslope 
and downslope currents. The above leads to substantial variations of the BBL thickness (see 
Fig. 7b). In particular, at the beginning of the wind-forcing phase (Fig. 7d), a keen downslope 
BBL current flows from mid-depths to the deepest basin. This current is balanced by a baro-
clinic upslope flow (above the BBL region) that transports hypolimnetic waters to metalim-
netic depths. The downslope BBL current is bathymetrically driven to the flat bottom until 
reaching the center basin. Throughout this trajectory, the vertical profile of the BBL current 
changes drastically (compare panels c and d in Fig. 7).
Unlike the BBL flow on the sloping boundary, the BBL flow in the center of the basin 
shows a robust symmetry between positive and negative values over the wind-forcing cycle. 
Indeed, the flow shows a Stokes-boundary-layer-like pattern, resulting from the baroclinic 
streamwise pressure gradient, the unsteady acceleration, and the vertical momentum diffusion. 
The ratios between these three terms will depend on the strength of the stratification near the 
BBL and how close or far the flow is analyzed from the bottom boundary.
Here we investigate how well the law-of-the-wall logarithmic profile fits the model-pre-
dicted BBL flow. For this, we use a modified law-of-the-wall that incorporates the buoyancy 
effect in the near-bottom lateral flow [64, 71]:
where u
⋆
 is the shear stress velocity, 휅 = 0.41 is the von Kármán constant, z0 is the hydro-
dynamic roughness, and Cb is a constant that is set to be Cb = 1 when a depth-dependent 
stratification, N(z), is plugged in (7) [64]. Note that ub in (7) converges to the classic law-of-
the-wall [75] when N(z) → 0 . The fitting of ub to u(z) (the numerical computed cross-shore 
flow) over the average BBL thickness, hBBL(x = 0) ≈ 2.3 m (grey shading in Fig. 7a, b), 
provides estimations of the friction parameters u
⋆
 and z0 . We use the squared correlation 
coefficient [4], R2 , as a metric to quantify the ability of expression (7) to describe the BBL 
flow profile.
Time series of R2 , u
⋆
 and z0 are shown in Fig. 8a–c. A good fitting is arbitrary defined as 
R2
⋆
≥ 0.75 (denoted by a green shading in Fig. 8a). We found that in the deepest zone (red-
circle marks in Fig. 8a) the modified law-of-the-wall fits roughly 56% of the wind-forcing 
cycle. In particular, high correlations are obtained during the wind strengthening phases, 
t∕T ∈ [9.0, 9.25] and t∕T ∈ [9.5, 9.75] . The shear stress velocities, u
⋆
 (Fig. 8b), are found 
to be in the range of values estimated from field measurements in lakes, u
⋆
∼ O(10−3) 
m s−1 [31, 78]. Yet, as the wind-forcing starts dropping ( t∕T = 9.25 and t∕T = 9.75 ), the 
hydrodynamic roughness, z0 (Fig. 8c), becomes systematically larger than values reported 
in the literature, z0 ∼ O(10−3 − 10−2)  m [31, 71, 78]. The last result is not rare. During 
the wind weakening phase, the BBL flow is more susceptible to be affected by baroclinic 
oscillations that can lead the flow to deviate from the modified logarithmic profile. These 
changes in the BBL flow structure are well illustrated in Fig. 7c. The velocity profiles at 
(7)ub =
u
⋆
𝜅
ln
(
D + z
z0
)
+
1
Cb ∫
z
−D
N(z̃)dz̃,
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t∕T = 9.25 ( -line) and t∕T = 9.75 ( -line) show baroclinic signatures within the BBL (see 
Fig. 7a to identify the BBL zone).
To assess the sensibility of the modified law-of-the-wall profile to the fitting region, we 
fit Eq. (7) using the flow over half of the BBL, h / 2 (blue stars in Fig. 8a–c). In this scenario, 
the fitting metric, R2 , increases substantially, reaching 88% over a cycle on the flat part of the 
BBL. The fitting improvement is expected considering that flows closer to the bottom are less 
affected by unsteadiness and baroclinic perturbations that induce deviations from the law-of-
the-wall flow profile. Additionally, we estimate the percentage deviation between the friction 
parameters derived from Eq. (7) and the ones derived from the standard law-of-the-wall by 
setting N = 0 in (7),
Figure  8d and e show |eu
⋆
| and |ez0 | , respectively, for hBBL = 2.3  m. We found that over 
most of the period, the percentage deviation of the friction parameters is less than 10%. 
However, when wind-forcing starts dropping ( t∕T = 9.25 and t∕T = 9.75 ), the estima-
tion of the friction parameters becomes remarkably sensitive to the fitting model, reaching 
(8)eu
⋆
≡ 100 ×
u
⋆
− u
⋆
(N = 0)
u
⋆
(N = 0)
, ez0 ≡ 100 ×
z0 − z0(N = 0)
z0(N = 0)
.
Fig. 7  Boundary layer dynamics: a, c (x, y) ≈ (0, 0) km and b, d (x, y) ≈ (−1.35, 0) km. Grey-shaded areas 
in a, b denote the BBL zone with N2 < 10−4 s−2 . Time labelling is given in panel a and applies for panels 
b, c and d as well. The flow and density structure during the first half of the diurnal phase is denoted by red 
lines while the second half is denoted by blue lines in all four panels
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discrepancies of up to 100%. In contrast, no difference is obtained between the modified 
and the classic law-of-the wall for hBBL = 2.3∕2 ≈ 1.2 m. The above results indicate that 
friction parameters are strongly dependent on the flow unsteadiness and to a lesser extent 
on buoyancy effects.
The BBL structure has been recently investigated via field observation by Valipour et al. 
[71]. Their results showed that the logarithmic velocity profile is not a good predictor of the 
mixed layer thickness due to its sensitivity to the background seasonal stratification. Our 
numerical results are consistent with conclusions drawn from previous studies [31, 71] point-
ing out that the law-of-the-wall is not always a robust model for characterizing BBL flows 
unless the flow is steady and not affected by baroclinic flow motions.
Fig. 8  Panels a–c show the square correlation coefficient, R2 , the bottom shear velocity, u
⋆
 , and the bot-
tom roughness, z0 , respectively, obtained by fitting a modified logarithmic law-of-the-wall profile (7) 
in the BBL. Green-shaded area in panel a highlights fittings with R2 ≥ 0.75 . Green-shaded area in pan-
els b, c denotes the observed range of shear velocity, 10−4 ≤ u
⋆
≤ 10−2 m  s−1, and bottom roughness, 
10−3 ≤ z0 ≤ 10
−2  m, respectively, based on logarithmic profile fittings in stratified lakes [78]. Panels d 
and e show the perceptual difference between roughness parameters estimated from Eq.  (7) and rough-
ness parameters estimated from the classic law-of-the-wall BBL flow ( N = 0 ) in center of the basin using 
hBBL = 2.33  m: eu
⋆
≡ 100 ×
[
u
⋆
− u
⋆
(N = 0)
]
∕u
⋆
(N = 0) , ez0 ≡ 100 ×
[
z0 − z0(N = 0)
]
∕z0(N = 0) . Blue 
squares denote e
(⋅)
> 0 while red squares denote e
(⋅)
< 0
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4  Residual flow, cross‑shore exchange, and flushing timescale
We investigate the residual cross-shore flow circulation resulting over a full wind-forcing 
period. For this, we compute the spanwise- and time-average over a full forcing period T, ⟨⋅⟩sw,T , of the velocity and density fields, ur ≡ ⟨u⟩sw,T and 휌r ≡ ⟨휌⟩sw,T , respectively. Figure 9a 
shows the density distribution, 휌r , overlaid by isopycnals (grey-lines) which are found slightly 
more elevated in the nearshore zone (sloping boundaries) than in the interior. The residual 
density map suggests the existence of an upslope net flux that deviates the isopycnals from 
their horizontal position, especially in upper metalimnetic zones. This density distribution, 
in turn, sets up a cross-shore density gradient that should be balanced by a buoyancy-driven 
cross-shore flow. The residual streamwise velocity pattern, ur (along with the residual stream-
lines), shown in Fig.  9b is consistent with the flow circulation expected from the residual 
density distribution, 휌r . Although the residual flow is weak, ur ∼ O(10−3) m s−1, its vertical 
structure is compounded by multiple cells that enhance the cross-shore circulation along the 
sloping boundaries. In particular, the strongest cross-shore circulation cell correlates with the 
largest isopycnal deviation, in the nearshore upper metalimnion zone. This cell spans from 
shallow nearshore zones to mid-depths at the center of the basin. Here, we quantify the cross-
shore mass exchange based on both the instantaneous and the residual fields (Figs. 3 and 9).
We examine the cross-shore exchange as a function of time and the cross-shore x-axis via 
two different quantities. First, we study the dimensionless ‘Rate of Mass Exchange’ at the 
diurnal scale, Rex , driven by the cross-shore flow component, u,
where Mex(t∗, x∗) is the spanwise-average integrated mass exchange at a specific offshore 
distance, x
∗
 , at time t
∗
,
where
is the cross-shore mass flux through the full water column at a distance x
∗
 from the left 
shore, and time t
∗
≤ T  . The spanwise-averaged mass contained in the wedge-like shore 
volume at a distance x
∗
 and at time t
∗
 is:
Thus, Rex provides information on the renewed mass as a function of time at a certain dis-
tance from the shore. Additionally, Rex allows finding regions that are fully flushed due to 
the cross-shore transport by solving Rex(t∗, x∗) = 1.
(9)Rex
(
t
∗
, x
∗
)
≡
Mex
(
t
∗
, x
∗
)
M
(
t
∗
, x
∗
) ,
(10)Mex
(
t
∗
, x
∗
)
=
�
t
∗
≤T
t0
Fex
(
t, x
∗
)
dt,
(11)Fex
�
t
∗
, x
∗
�
=
1
2 ∫
0
D(x∗)
�⟨휌(t, 퐱)u(t, 퐱)⟩sw�dz,
(12)M
�
t
∗
, x
∗
�
=
∫
0
D(x∗)
∫
x
∗
0
⟨휌�t
∗
, 퐱
�⟩swdxdz.
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Second, we study the cross-shore mass exchange and the flushing timescale based on 
the residual fields, ur and 휌r,
where M
(
t
∗
, x
∗
)
 and Fex(t∗, x∗) correspond to the mass (12) and the cross-shore mass flux 
(11) computed from the residual fields (Fig. 9). Figure 10a maps Rex as a function of x and 
the diurnal time, overlaid by blue lines that denote different rates of the total mass inte-
grated at (t
∗
, x
∗
) , and Rex(t∗, x∗) = 1 defines the region where 100% of the contained mass 
has been exchanged during the diurnal phase. The wind-driven flow and the resulting baro-
clinic circulation can completely exchange the nearshore water ∼ 0.2 km from the shore, at 
half a period (12 h), and even ∼ 0.6 km offshore at the end of the full period.
The flushing timescale computed from the residual fields and normalized by the 
fundamental basin-scale timescale, TV2H1 = 24 h, is shown in Fig. 10b as a function of 
the cross-shore axis x (normalized by Lx∕2 = 1.2 km). We obtain that the residual flow 
can completely flush the nearshore zone ( ∼0.2 km) at the end of the first day, and the 
full sloped basin ( ∼1.2 km) roughly after 13 days. These results indicate that the wind-
driven cross-shore circulation and its residual flow can renew nearshore waters at the 
diurnal scale. Notice that the strength of the cross-shore mass exchange and the flushing 
timescale will depend directly on the wind-driven surface shear stress, 휏0 , and the cross-
shore bed-slope, tan(훽) . In particular, we stress that the cross-shore exchange is affected 
by the background stratification and the basin topography (D, Lx ). The above parameters 
control the structure of internal oscillations and resulting baroclinic flows.
(13)TF
(
t
∗
, x
∗
)
≡
M
(
t
∗
, x
∗
)
Fex
(
t
∗
, x
∗
) ,
Fig. 9  Residual flow. a Spanwise- and time-averaged Boussinesq density, ⟨휌⟩sw,T , overlaid by isopycnals 
(grey lines). b Spanwise- and time-averaged streamwise flow, ⟨u⟩sw,T , overlaid by spanwise- and time-aver-
aged streamlines
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5  Energy distribution
In this section, we illustrate the spatio-temporal distribution of relevant energetics to 
characterize the intensity of turbulence and mixing in the periodically wind-forced strat-
ified basin.
5.1  Spanwise/time‑averaged quantities
The energy distribution is examined via the kinetic energy per unit mass, KE = 퐯2∕2 , 
the vertical buoyancy flux, b = (g∕휌1)
�⟨휌�w�⟩ + 휅sgs휕z휌� , the KE dissipation rate 
휀 = 2휈S2
ij
+ 2휈sgsS
2
ij
 where Sij is the strain-rate tensor, and the effective eddy diffusivity esti-
mated as K
휌
= −b∕N2 [44, 46, 58]. We note that the subgrid-scale diffusivity 휅sgs in the 
instantaneous flow field ranges from its molecular value 휅 to approximately 20휅 . Figure 11 
illustrates the spanwise- and time-averaged values of the above fields. The results show 
that ⟨KE⟩sw,T (Fig. 11a), ⟨b⟩sw,T (Fig. 11b), ⟨휀⟩sw,T (Fig. 11c) and ⟨K휌⟩sw,T (Fig. 11d) reach 
the highest magnitudes in the epilimnion. In contrast, the magnitudes of these quantities 
are drastically diminished in the metalimnion and hypolimnion. Also, the above quantities 
exhibit a significant along-slope variability between 10 and 20 m depth, reaching minimum 
values between 20 to 30 m depth, and showing a local amplification between 30 to 35 m 
depth. This local amplification is correlated with the location of supercritical shear layers 
driven by upslope/downslope BBL currents (Fig. 6). Besides the along-slope variability, 
the spatial distribution of ⟨KE⟩sw,T , ⟨b⟩sw,T , ⟨휀⟩sw,T and ⟨K휌⟩sw,T is characterized by a layered 
structure.
Figure  11c shows ⟨휀⟩sw,T . The minimum values of ⟨휀⟩sw,T are found in the interior 
basin, with magnitudes of ⟨휀⟩sw,T ≈ 10−11  W kg−1 , while maximum values are found 
in the surface, with magnitudes ⟨휀⟩sw,T ≈ 10−7  W kg−1 . In the BBL, the values range 
10−9 ≤ ⟨휀⟩sw,T ≤ 10−8 W kg−1 over the flat boundary, and 10−10 ≤ ⟨휀⟩sw,T ≤ 10−9 W kg−1 
Fig. 10  Cross-shore mass exchange. a Rate of mass exchange, Rex , between nearshore and offshore region, 
0 ≤ x ≤ 1.2 km, during one diurnal period, 0 ≤ t ≤ 24 h; blue lines show four specific Rex (25%, 50%, 75%, 
and 100%) from the left-boundary to a specific distance x as a function of time. b Normalized flushing 
timescale TF∕TV2H1 of nearshore regions 0 ≤ x∕(Lx∕2) ≤ 0.5 , with TV2H1 = 24 h and Lx = 2.4 km, based on 
the residual cross-shore mass transport (see Fig. 9)
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over the inclined boundary. The drop of ⟨휀⟩sw,T in the sloping BBL can be associated with 
the stabilizing effect that stratification exerts on the along-slope flows. Overall, the results 
show that the magnitudes of ⟨휀⟩sw,T are inversely proportional to the fluid stability, N2 , and 
proportional to ⟨K
휌
⟩sw,T , shown in Fig.  11d. The green contour line in Fig.  11d denotes 
the molecular zone, where ⟨K
휌
⟩sw,T ≈ O(휅) ( 휅 the molecular thermal diffusivity). This 
zone is extended over most of the interior basin, roughly from 20 to 35 m depth. In the 
epilimnion, by contrast, ⟨K
휌
⟩sw,T is almost four orders of magnitude larger than the molec-
ular diffusivity, ⟨K
휌
⟩sw,T ≈ 10−3 m2 s−1 , whereas in the BBL of the flat bottom it ranges 
10−5 ≤ ⟨K
휌
⟩sw,T ≤ 10−4 m2 s−1 . Similar to ⟨휀⟩sw,T , the most significant lateral varibility 
of ⟨K
휌
⟩sw,T is found in the upper metalimnion, between 10 to 15 m depth. In this region, ⟨K
휌
⟩sw,T drops almost two orders of magnitude from the BBL towards the interior.
5.2  Horizontally‑averaged quantities as a function of time and depth
The horizontally-averaged energy dissipation rate, ⟨휀⟩H (Fig.  12a), shows variations of 
about two orders of magnitude in the epilimnion over the diurnal cycle; ⟨휀⟩H reaches mini-
mum ( ∼ 10−9 W kg−1 at 2  h and 14  h) and maximum ( ∼ 10−7 W kg−1 at 8  h and 20  h) 
magnitudes. These extreme values are observed 2  h after the respective minimum and 
maximum, respectively, of the wind shear stress over the diurnal cycle. The values of ⟨휀⟩H 
within the deep layer also show two orders of magnitude of diurnal variability, reaching 
minimum and maximum values approximately at 12 h and 24 h as well as 8 h and 20 h, 
respectively. Despite the diurnal variability, the laterally- and time-averaged profile of 
휀 (blue line in Fig. 12b) shows significant similarity in terms of the magnitudes and the 
vertical distribution observed by Wüest et al. [79] in Lake Alpnach. Indeed, Wüest et al. 
[79] reported maximum values near the surface, ⟨휀⟩H,T ≈ 10−7 W kg−1 , minimum values 
at ≈ 20 m depth, ⟨휀⟩H,T ≈ 10−11 − 10−10 W kg−1 , and values of ⟨휀⟩H,T ≈ 10−8 W kg−1 near 
the flat BBL, as shown in Fig. 14c. In contrast, the time-averaged profile at the center of 
the basin (green line) has lower values in the interior of the basin, especially for depths 
between 10 m and 30 m; this result highlights the role of lateral boundaries as dissipative 
zones.
Similarly, ⟨b⟩H (Fig. 12e) also shows two orders of magnitude variability in the surface 
and deepest zones, with the same diurnal modulation of ⟨휀⟩H . The background buoyancy 
flux (red-line in Fig. 12f) is characterized by two peaks, the largest occurring at 6 m depth, ⟨b⟩H ≈ 2 × 10−9 W kg−1 , and the second largest at 35 m depth, ⟨b⟩H ≈ 10−9 W kg−1 . If we 
do not include the bottom boundary, the minimum values of ⟨b⟩H are found between 15 to 
35 m depth, where ⟨b⟩H ≈ 2.5 × 10−10 W kg−1 . We also observe that ⟨K휌⟩H (Fig. 12g) is in 
phase with ⟨휀⟩H (compare time series of panels a and g in Fig. 12). ⟨K휌⟩H has a substantial 
diurnal variability at depths of about 10 m and close to the BBL, changing by two orders 
of magnitude every 6 h. Figure 12h illustrates the lateral- and time-averaged vertical dif-
fusivity, ⟨K
휌
⟩H,T (blue line), which shows reasonable agreement with the vertical diffusion 
estimated from field measurements by Gloor et  al. [19] in Lake Alpnach (see Fig. 14d). 
Yet, in the case of ⟨K
휌
⟩H,T , field-based estimations are limited to the hypolimnion (interior) 
and deep regions (near the BBL) (Fig. 14d). In these zones, the numerical results predict 
magnitudes of K
휌
≈ 10−6 m2 s−1 in the hypolimnion and up to K
휌
≈ 10−5 − 10−4 m2 s−1 
near the bottom (Fig. 12h). Likewise, the field-based estimations of K
휌
 show magnitudes of 
K
휌
≈ 10−6 m2 s−1 at hypolimnetic depths and K
휌
≈ 10−5 m2 s−1 near the bottom (Fig. 14d).
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5.3  Bulk energetic regimes
We investigate the bulk energetic regimes via the turbulence intensity parameter and the 
dimensionless effective diffusivity,
respectively [8, 27, 58].  is also known as the buoyancy Reynolds number that charac-
terizes the strength of turbulence subjected to the stabilizing effect of stratification. We 
computed spatial averages of  and  to examine their bulk magnitudes and diurnal evolu-
tion in five relevant zones: (1) the epilimnion (EPI), (2) the metalimnion (MET), (3) the 
hypolimnion (HYP), (4) the Slope BBL (SBBL) and (5) the BBL region situated in the 
deep flat part of the bottom boundary. We further estimate the ratio
(14) ≡ 휀
휈N2
,  ≡
K
휌
+ 휅
휅
,
(15)훤 = 1
Pr
⟨⟩⟨⟩ ,
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 12  Diurnal evolution of the laterally-averaged vertical profiles of a, b energy dissipation rate, ⟨휀⟩H , 
c, d fluid stability, ⟨N2⟩H . e, f vertical buoyancy flux, ⟨b⟩H , and g, h vertical eddy diffusivity, ⟨K휌⟩H , along 
with their respective laterally- and time-averaged vertical profiles (blue lines), their standard deviation (red 
line), and the time-averaged vertical profile at the center of the basin (x, y) = (0, 0) (green line). The vertical 
structure of the afore-mentioned quantities shows significant variability over the wind-forcing cycle in the 
epilimnion and hypolimnion layers, but negligible changes in the metalimnion
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which can be considered as a bulk mixing efficiency of a specific volume [46]. Here the 
angle brackets indicate spatial average over the relevant zones. The turbulence intensity 
parameters are mapped in the  − plane along with the Osborn’s constant mixing effi-
ciency, 훤O = 0.2 , as a reference in Fig. 13a. The highest values of  and  are found in 
the EPI, where they reach values of ⟨⟩EPI ≈ 105 and ⟨⟩EPI ≈ 103 − 104 . In this zone, 
훤EPI ranges from 10−3 to 10−2 (see red square marks in Fig. 13a and b respectively). In con-
trast, the maximum values for  and  in the MET are ⟨⟩MET ≈ 102 and ⟨⟩MET ≈ 101 , 
respectively, whereas 훤MET ≈ 10−1 (see green cross marks in Fig. 13a and b, respectively). 
The lowest variability as well as the lowest bulk mixing rate was found in the BBL zone 
(flat bottom boundary), with 훤BBL ≈ 10−3 . However, the numerical results indicate that the 
turbulence intensity and bulk mixing efficiency are highly variable inside the slope bound-
ary layer zones (SBBL). In these regions, the background stratification is interacting with 
strong back-and-forth along-the-slope currents (stirring) controlled by the basin-scale 
internal seiching [33] that enhances the local shear and the buoyancy flux (see up-looking 
and down-looking triangles in Fig. 13). In the SBBL, the bulk mixing efficiency reaches a 
value of max(훤SBBL) ≈ 0.35.
6  Discussion
Adopting the physical scales of Lake Alpnach (Switzerland) for typical stratification and 
wind conditions observed during the summer seasons, a 3-D LES was performed to exam-
ine the basin-scale hydrodynamics in a wind-forced, small and narrow stratified basin. 
Despite the simplified geometry, the numerical experiment reproduces the primary physi-
cal processes observed in Lake Alpnach, such as the basin-scale modal response, BBL cur-
rents, and the general circulation. Additionally, the simulation allowed characterizing the 
residual basin-scale circulation, quantifying the wind-driven baroclinic cross-shore mass 
(a) (b)
Fig. 13  a Turbulence and mixing regime diagram: dimensionless eddy diffusivity,  , as a function of 
the turbulence intensity,  , for each zone over the diurnal phase; dash-line denotes the Osborn’s constant 
mixing efficiency, 훤O = 0.2 . Zones are defined as a function of depth, z, the streamwise axis, x, and the 
height, h, measured from bottom upward: (1) EPI: z ∈ [−6, 0] m (red-square); (2) MET: z ∈ [−20,−6] m 
(green-cross), x ∈ [−1.2, 1.2] km ; HYP: z ∈ [−36,−20] m , x ∈ [−1.0, 1.0] km (blue-asterisk); (4) SBBL: 
h ∈ [0, 4] m , x ∈ [−2.4,−1.2] km (Left slope: orange triangle) and h ∈ [0, 4] m , x ∈ [1.2, 2.4] km (right 
slope: blue triangle); (5) BBL: h ∈ [0, 4] m , x ∈ [−1.2, 1.2] km (black-circle). b Diurnal variability of 
훤 = Pr−1⟨⟩∕⟨⟩ at each zone
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exchange and exploring the spatio-temporal distribution of energy, turbulence intensity and 
mixing rate at diurnal scale.
Basin-scale circulation We found that the quasi-resonance regime between diurnal 
wind-forcing and the V2H1 internal seiche controls the basin-scale circulation pattern, 
including BBL currents. In the case of the sloping boundary regions, the mid-layer lateral 
transport, resulting from the V2H1 modal response, forces divergent and convergent along-
slope boundary currents that periodically squeeze and stretch the metalimnetic isopycnals 
in nearshore waters. Moreover, we remark the emergence of supercritical shear layers and 
density overturns along the inclined bottom, especially in the upper and lower metalimnion 
associated with both upslope and downslope flows, respectively. This along-slope dynam-
ics partially differs from the results obtained by Becherer and Umlauf [3], who found that 
downslope BBL currents are a stabilizing mechanism of the local stratification.
There are at least four factors that might lead to systematic differences between the 
results reported by Becherer and Umlauf [3] and ours regarding the along-slope BBL flow: 
(i) Our numerical experiment does not include Coriolis acceleration which can affect the 
up- and downslope flow symmetry especially in nearshore regions where along-shore 
flows drive cross-shore Ekman transport; (ii) unlike to the numerical framework used by 
Becherer and Umlauf [3], our numerical experiment is fully non-hydrostatic and has a 
higher horizontal resolution allowing to solve strong along-slope flow propagations; (iii) 
Becherer and Umlauf [3] employed a general vertical coordinate scheme to refine the reso-
lution along the BBL allowing higher resolution at mid-depths than our model; and (iv) 
the geometrical symmetry of our stratified basin can lead to more symmetric upslope and 
downslope flows, which is not necessarily the case for realistic and complex bathymetry 
such as the one used by Becherer and Umlauf [3]. Despite the above differences, our ideal-
ized experiment reproduces the main basin-scale processes found both in field observations 
[32, 41] and in a RANS numerical experiment performed in a more realistic geometry [3].
The linear normal modes on complex stratified basins can be investigated by solving the 
2-D (or 3-D) eigenvalue problem [18, 34, 73]. This type of analysis might allows examin-
ing the modal response of the flow along sloping boundaries and thus identifying regions 
where local bathymetric conditions might potentially intensify BBL currents.
Cross-shore exchange Based on the diurnal cross-shore flow component, we computed 
the rate of exchange between nearshore and offshore waters as a function of the cross-shore 
axis and time. Our main finding is that 100% of the water stored in the nearshore zone, in 
particular from the shore to 0.5 km offshore, can be exchanged over a one-day cycle by the 
wind-driven flow. Also, from the quasi-steady residual flow ( ∼2 mm s−1 ), we estimate that 
the residual cross-shore transport can flush the first 200 m from the shore in one day, and 
1 km from the shore in ten days. Performing this analysis with higher resolution would 
lead to more robust estimations, and even higher exchange rates since the contribution of 
smaller length scales would be included in the net transport.
Overall, the rate of exchange and flushing timescale of nearshore zones will depend on 
the cross-shore bed-slope, the wind strength, and the natural modal response of the strati-
fied basin. These results cannot be directly generalized to other lakes yet quantifying the 
cross-shore exchange process is relevant for the transport of biogeochemical constituents 
[40]. For instance, the rate of exchange and flushing timescale obtained show reasonable 
magnitudes compared to the horizontal transport observed by Wain et al. [76] in Lake West 
Okoboji, Iowa, and by Goudsmit et  al. [20] in Lake Alpnach. Note finally that a global 
investigation of the cross-shore water exchange shall include other processes such as ther-
mally-driven buoyancy flows [17, 39, 70].
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Turbulence intensity The vertical signatures of the energy dissipation rate, 휀 , estimated 
from the numerical experiment, showed good agreement in terms of the overall magnitude 
levels and vertical distribution with the available observations in Lake Alpnach [79] and 
other similar stratified basins [60, 76]. The highest turbulence intensity was found in the 
surface mixed layer, while the interior (hypolimnion) layer, the turbulence intensity was 
fairly weak and the effective eddy diffusivity was close to the molecular value K
휌
≈ 휅 . 
The most significant diurnal variability of the turbulence intensity parameters  and  , 
and of the bulk mixing efficiency, 훤  , was observed in the upper metalimnion and over 
the slope boundaries zones. These regions are actively energized by the dominant V2H1 
internal seiche that induces strong along-the-slope currents in a zone that is affected by the 
most robust fluid stability N2 . Similarly to the turbulent mixing observed near submarine 
topographies [36, 77], we found that the stratified slope boundaries regions are hot spots 
for strong mixing episodes.
Based on the mixing regime classification [8, 27, 58], our estimation of the mixing effi-
ciency inside the slope boundary regions can vary from transitional to energetic regimes 
101 ≤  ≤ 104 . The maximum mixing efficiency values, 훤 ≈ 0.35 , are attributed to transi-
tional mixing regimes, where the turbulence intensity parameter reached  ≈ 101 − 102 . In 
contrast, the almost quiescent hypolimetic zone was found to be in the buoyancy-controlled 
energetic regime proposed by Bouffard and Boegman [8], 100 <  < 101 (molecular regime 
for Shih et al. [58] and Ivey et al. [27]). Note that in our shallow system, the hypolimnetic 
zone does not escape completely from the stabilizing effect of the background stratifica-
tion. Indeed, the weak stratification even in the deep regions is robust enough to stabilize 
the shear flows induced by the V2H1 internal seiche.
Although observations and the model show that stable vertical shear flows characterize 
interior zones, boundary zones at mid-depths are expected to be periodically subject to 
strong stratified shear flows able to generate turbulent patches that would require vertical 
resolutions of millimetres. Solving this type of process in stratified lakes poses a real chal-
lenge for numerical modeling and will require further studies. Still, despite the constraint 
established by the vertical resolution, the model reproduces reasonably well the observed 
vertical signature of the energetic quantities examined. Our results illustrate the strategic 
role played by numerical experiments for expanding the exploration of physical processes 
that matter to quantify transport and mixing in aquatic systems. We expect that numeri-
cal experiments with more extended time series and higher spatial resolutions will allow 
quantifying more robustly the relevance of turbulent fluxes and the overall hydrodynamic 
transport in stratified lakes.
The benefits of using LES instead of RANS are numerous, especially for small lakes for 
which todays computing resources allow performing such eddy resolving simulations [56]. 
LES is more accurate than RANS for complex stratified flows [49–51] even though RANS 
models of stratified lake wind-induced circulation successfully captures internal wave 
motions and the resulting lateral flows [3, 22]. Yet, the energy radiation and transport asso-
ciated with internal waves and BBL flows are better represented by LES. In effect, an accu-
rate description of the BBL is crucial to estimate the transport of water constituents such 
as dissolved oxygen [57] as well as to evaluate the potential of sediment transport [29, 72].
One of the most significant challenges of RANS models for predicting turbulent strati-
fied flows is to include stratification effects in the expressions used to estimate the eddy 
viscosity and eddy diffusivity fields [53]. Indeed, the eddy diffusivity is usually assumed 
to be linearly related to the eddy viscosity (constant turbulent Prandtl or Schmidt num-
bers), which is a further important simplification in RANS. In time-accurate RANS, only 
the largest scales are resolved (e.g., those driven by the unsteady boundary condition at 
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the free surface of a lake with unsteady wind) and the eddy viscosity and eddy diffusivity 
obtained via the RANS model have to account for the effect of all unresolved scales on 
the largest resolved ones. In LES we resolve most of the energetically important eddies in 
the flow, not only the largest. Moreover, when using a dynamic procedure to estimate the 
SGS viscosity and the SGS diffusivity based on the resolved velocity and density fields, 
the values of the SGS viscosity and SGS diffusivity are not necessarily correlated, which is 
physically correct [53]. The differences mentioned above are especially critical in stratified 
flows where the density distribution and mixing control the flow structure and the baro-
clinic oscillations, such as the internal waves. This is the case of the flow investigated in 
the present paper.
7  Outlook
The main environmental fluid mechanics outcomes of the present work are the following:
– We developed a simplified numerical model able to reproduce wind-driven stratified 
flows as well the magnitude and vertical distribution of key turbulence intensity quanti-
ties in a small and narrow stratified basin.
– This model allows a better understanding of the interplay between different physical 
processes working at diurnal scales.
– Specifically, we show the relevance of the cross-shore mass exchange driven by internal 
seiches interacting with the sloping bottom.
– Overall, the present study shows that eddy-resolving numerical simulations are a pow-
erful tool to investigate a broad range of physical processes in stratified lakes. As high-
performance computer power increases, LES becomes an alternative to RANS models 
and a feasible numerical approach to adopt for understanding the fundamental physics 
of stratified lakes.
Although we did not examine any specific ecological aspect, the outcomes of this study 
are relevant for linking physical and ecological processes that work at diurnal scale. Future 
research should consider the development of coupling high-resolution, physically-based 
numerical models with ecological models to explore physically-controlled ecological 
disturbances.
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Appendix 1: Observations in Lake Alpnach
Lakes that count with reliable hydrodynamic observations are excellent candidates for assess-
ing the performance of numerical models. Simultaneously, numerical models are excellent 
tools to extend the understanding of these systems via exploratory numerical experiments. 
Lake Alpnach (Switzerland) is an extensively investigated system since late 80’s and is con-
sidered a real-scale laboratory to examine hydrodynamics and biogeochemical processes in 
lakes.
Figure 14 illustrates field observations of Lake Alpnach from different previous studies. 
Figure 14a, b shows the wind speed, U10 , and velocity component, u, along the main lake axis 
(streamwise axis in our coordinate system). Winds show a diurnal structure while the stream-
wise velocity component has a robust baroclinic signature compound by three- and four-layer 
patterns with maximum/minimum values of order u ≈ ± 0.05 m s−1. This flow structure has 
been well-reproduced via a realistic RANS simulation by Lorrai et al. [33] and by our ideal-
ized LES experiment (see Fig. 3). Figure 14c, d shows the average kinematic energy dissi-
pation rate, 휀 , as a function of depth based on temperature microstructure profiles [79] and 
the estimation of the vertical eddy diffusivity, K
휌
 , in the interior basin based on tracer disper-
sion tracking [19, 20], respectively. The laterally/time-averaged energy dissipation and verti-
cal eddy diffusivity estimated from our numerical simulations (Fig. 12b, h) show reasonable 
agreement not only in the vertical structure but also in magnitudes.
Appendix 2: Normal modes in a stratified trapezoidal basin
The oscillatory normal modes and their natural frequencies are constrained to the stratifica-
tion, boundary conditions, and the basin topography. Here, we investigate the normal modes 
of our system for classifying the observed internal wave field. To do so, we solve the eigen-
value problem for the 2-D trapezoidal basin considering long wave approximation [18, 73]:
where 휓 is the stream function. The streamwise and the vertical velocity components are 
determined by u = −휕휓∕휕z and w = 휕휓∕휕x , respectively. In this case, N
∗
 is the back-
ground stratification profile at the beginning of the ninth period (Fig. 4a). To resolve (16), 
we further assume an inviscid fluid and null normal velocities at the boundaries. We look 
for modal structures of the form 휓 = 훷(x, z)ei(휔t+휎) , where 휔 is the angular frequency of 
the mode and 휎 an arbitrary wave phase. Then, Eq. (16) is reduced to
Equation (17) can be formulated as a generalized eigenvalue problem of the type 
퐀훷 = 휔2퐁훷 , where 퐀 is a matrix characterized by the discretization on the streamwise 
axis x and 퐁 is a matrix characterized by the discretization on the vertical axis z and N2
∗
(z) . 
Resolving the above eigenvalue problem provides the 2-D spatial structure of the normal 
modes, 훷(x, z) , and their temporal structure established by 휔 . Results are discussed in 
Sect. 3.1.
(16)휕
4
휓
휕2t휕2z
+ N2
∗
(z)
휕
2
휓
휕x2
= 0,
(17)
휕
2
훷
휕2x
−
휔
2
N2
∗
(z)
휕
2
훷
휕z2
= 0.
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