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PROBABILISTIC AND AVERAGE LINEAR WIDTHS OF
WEIGHTED SOBOLEV SPACES ON THE BALL EQUIPPED
WITH A GAUSSIAN MEASURE
HEPING WANG
Abstract. Let Lq,µ, 1 ≤ q ≤ ∞, denotes the weighted Lq space of functions
on the unit ball Bd with respect to weight (1 − ‖x‖22)
µ− 1
2 , µ ≥ 0, and let
W r2,µ be the weighted Sobolev space on B
d with a Gaussian measure ν. We
investigate the probabilistic linear (n, δ)-widths λn,δ(W
r
2,µ, ν, Lq,µ) and the
p-average linear n-widths λ
(a)
n (W
r
2,µ, µ, Lq,µ)p, and obtain their asymptotic
orders for all 1 ≤ q ≤ ∞ and 0 < p <∞.
1. Introduction
Let K be a bounded subset of a normed linear space X with norm ‖ · ‖X . The
linear and Kolmogorov n-widths of the set K in X are defined by
λn(K,X) := inf
Tn
sup
x∈K
‖x− Lnx‖X ,
and
dn(K,X) := inf
Fn
sup
x∈K
inf
y∈Fn
‖x− y‖X ,
respectively, where Tn runs over all linear operators from X to X with rank at most
n, and Fn runs through all possible linear subspaces of X with dimension at most n.
They reflect the optimal errors of the “worst” elements of K in the approximation
by linear operators with rank n and n-dimensional subspaces.
Now let W be a separable Banach space and assume that W contains a Borel
field B consisting of open subsets of W and is equipped with a probability measure
γ defined on B. For 0 < p <∞, the p-average linear and Kolmogorov n-widths are
defined by
λ(a)n (W,γ,X)p = inf
Ln
(∫
W
‖x− Lnx‖pX γ(dx)
)1/p
,
and
d(a)n (W,γ,X)p = inf
Fn
( ∫
W
inf
y∈Fn
‖x− y‖pX γ(dx)
)1/p
,
respectively. They reflect the optimal approximation of “most” elements of classes
by linear operators with rank n and n-dimensional subspaces. We stress that for a
centered Gaussian measure, the averaging parameter p is irrelevant up to a constant
(see [12, Theorem 1.2] or [29, Corollary 1]).
2010 Mathematics Subject Classification. 41A46; 41A63; 42A61; 46C99.
Key words and phrases. ball, average linear widths, probabilistic linear widths, weighted
Sobolev space, Gaussian measure.
Supported by the National Natural Science Foundation of China (Project No. 11271263), the
Beijing Natural Science Foundation (1132001), and BCMIIS..
1
2 HEPING WANG
Let δ ∈ [0, 1). The probabilistic linear and Kolmogorov (n, δ)-widths of a set W
with a measure γ in the space X are defined by
λn,δ(W,γ,X) = inf
Gδ
λn(W\Gδ, X),
and
dn,δ(W,γ,X) = inf
Gδ
dn(W\Gδ, X),
respectively, where Gδ runs through all possible measurable subsets in W with
measure γ(Gδ) ≤ δ. Hence, the probabilistic linear and Kolmogorov (n, δ)-widths
can be understood as the γ-distribution of the approximation on all measurable
subsets of W by linear operators with rank n and by n-dimensional subspaces.
Therefore, the probabilistic case setting reflects the intrinsic structure of the class,
and compared with the worst case setting, allows one to give deeper analysis of the
approximation for the function class.
This paper is devoted to discussing the average and probabilistic linear widths
of weighted Sobolev spaces on the unit ball with a Gaussian measure. Let Bd =
{x ∈ Rd : ‖x‖2 ≤ 1} denote the unit ball in Rd, where x · y is the usual inner
product, and ‖x‖2 = (x·x)1/2 is the usual Euclidean norm. For the weightWµ(x) =
(1−‖x‖22)µ−1/2 (µ ≥ 0), denote by Lp,µ ≡ Lp(Bd,Wµ(x) dx), 1 ≤ p <∞, the space
of measurable functions defined on Bd with the finite norm
‖f‖p,µ :=
( ∫
Bd
|f(x)|pWµ(x)dx
)1/p
, 1 ≤ p <∞,
and for p =∞ we assume that L∞,µ is replaced by the space C(Bd) of continuous
functions on Bd with the uniform norm.
We denote by Πdn the space of all polynomials in d variables of degree at most
n, and by Vdn the space of all polynomials of degree n which are orthogonal to
polynomials of low degree in L2,µ. Note that
adn := dimVdn =
(
n+ d− 1
n
)
≍ nd−1.
It is well known (see [9, p. 38 or p. 229]) that the spaces Vdn are just the eigenspaces
corresponding to the eigenvalues −n(n + 2µ + d − 1) =: −λn of the second-order
differential operator
Dµ := △− (x · ∇)2 − (2µ+ d− 1)x · ∇,
where the △ and ∇ are the Laplace operator and gradient operator respectively.
More precisely,
DµP = −n(n+ 2µ+ d− 1)P = −λnP for P ∈ Vdn.
Also, the spaces Vdn are mutually orthogonal in L2,µ and
(1.1) L2,µ =
∞⊕
n=0
Vdn, Πdn =
n⊕
k=0
Vdn.
Let
{φnk ≡ φdnk | k = 1, . . . , adn}
be a fixed orthonormal basis for Vdn. Then we know that
{φnk | k = 1, . . . , adn, n = 0, 1, 2, . . .}
3is an orthonormal basis for L2,µ with inner product
〈f, g〉 :=
∫
Bd
f(x)g(x)Wµ(x) dx.
Denote by Sn the orthogonal projector of L2,µ onto Π
d
n, which is called the Fourier
partial summation operator. Evidently, for any f ∈ L2,µ, (1.1) can be rewritten in
the form
f =
∞∑
n=0
Projnf, Sn(f) :=
n∑
k=0
Projkf,
where Projn is the orthogonal projector from L2,µ onto Vdn and can be written as
(1.2) Projn(f)(x) =
adn∑
k=1
〈φnk, f〉φnk(x) =
∫
Bd
f(y)Pn(x, y)Wµ(y) dy,
where Pn(x, y) =
∑adn
k=1 φnk(x)φnk(y) is the reproducing kernel for Vdn. It is known
that for µ > 0, the kernel Pn(x, y) has the compact representation (see [32])
(1.3)
Pn(x, y) = b
µ
db
µ− 12
1
n+ λ
λ
∫ 1
−1
Cλn
(
(x, y) + u
√
1− ‖x‖22
√
1− ‖y‖22
)
(1− u2)µ−1du.
Here, Cλn is the n-th degree Gegenbauer polynomial, λ = µ+
d−1
2 ,
bγd := (
∫
Bd
(1 − ‖x‖22)γ−1/2dx)−1. See [32] for the proof of the formula of Pn(x, y),
including the limiting case of µ = 0.
Given r ∈ R, we define the fractional power (−Ddµ)r/2 of the operator −Ddµ on
f by
(−Ddµ)r/2(f) =
∞∑
k=1
(k(k + 2µ+ d− 1))r/2Projk(f) =
∞∑
k=1
λ
r/2
k Projk(f),
in the sense of distribution. We call f (r) := (−Ddµ)r/2(f) the r-th-order derivative
of the distribution f .
For r > 0, the weighted Sobolev space W r2,µ ≡W r2,µ(Bd) is defined by
W r2,µ :=
{
f =
∞∑
n=1
Projn(f) =
∞∑
n=1
adn∑
k=1
〈φnk, f〉φnk
∣∣∣ ∫
Bd
f(x)Wµ(x)dx = 0,
‖f‖2W r2,µ := 〈f
(r), f (r)〉 =
∞∑
n=1
λrn‖Projnf‖22,µ =
∞∑
n=1
λrn
adn∑
k=1
|fˆnk|2 <∞
}
with inner product
〈f, g〉r := 〈f (r), g(r)〉.
Obviously, it is a Hilbert space. If 1 ≤ q ≤ ∞, r > (d + 2µ)(12 − 1q )+, then the
space W r2,µ can be continuously embedded into the space Lq,µ (see [29, Lemma 1]).
We equipW r2,µ with a Gaussian measure ν whose mean is zero and whose correla-
tion operator Cν has eigenfunctions φlk, k = 1, . . . , a
d
l , l = 1, 2, . . . and eigenvalues
νl = λ
−s/2
l , s > d,
that is,
Cνφlk = λ
−s/2
l φlk, k = 1, . . . , a
d
l , l = 1, 2, . . . .
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Then (see [2, pp. 48-49]),
〈Cνf, g〉r =
∫
W r2,µ
〈f, h〉r〈g, h〉rν(dh).
Denote by
(
W r2,µ
)∗
the space of all continuous linear functionals onW r2,µ, and by
L2(W
r
2,µ, ν) the usual space of ν-measurable functionals φ on W
r
2 with finite norm
‖φ‖L2(ν) :=
(∫
W r2,µ
|φ(x)|2ν(dx)
)1/2
.
Then
(
W r2,µ
)∗
=W r2,µ can be embedded into L2(W
r
2,µ, ν). Put (see [2, p. 44])
H(ν) =
{
g ∈W r2,µ : |g|H(ν) := sup
f∈
(
W r2,µ
)
∗
=W r2,µ, Rν(f)(f)≤1
|〈f, g〉| <∞
}
,
where
Rν(f)(g) :=
∫
W r2,µ
〈h, f〉r 〈h, g〉r ν(dh), f , g ∈
(
W r2,µ
)∗
=W r2,µ.
The space H(ν) is called the Cameron-Martin space (or the reproducing kernel
Hilbert space) of ν. Set ρ = r + s/2. It is easy to see from [2, pp. 48-49] that the
Cameron-Martin space H(ν) of the Gaussian measure ν is W ρ2,µ, i.e.,
(1.4) H(ν) =W ρ2,µ and (·, ·)H(ν) = 〈·, ·〉ρ.
Then the covariance of ν
(1.5) Rν(f)(g) =
∫
W r2,µ
〈f, h〉r〈g, h〉rν(dh) = 〈Cνf, g〉r = 〈Cνf, Cνg〉ρ.
For any fixed f1, . . . , fn ∈ W r2,µ, the random vector (〈f, f1〉r, . . . , 〈f, fn〉r) on the
measurable space (W r2,µ, ν) has the centered Gaussian distribution with covariance
matrix
(〈Cνfi, fj〉r)i,j=1,...,n = (〈Cνfi, Cνfj〉ρ)i,j=1,...,n. In special, on the cylindri-
cal subsets, the measure ν has the form: let gk, k = 1, 2, . . . , n be any orthonormal
system of functions in L2,µ, gk ∈ H(ν) = W ρ2,µ, and let D be an arbitrary Borel
subset of Rn, then the measure of the cylindrical subset
G =
{
f ∈W r2,µ | (〈f, g(ρ)1 〉, · · · , 〈f, g(ρ)n 〉) ∈ D
}
is equal to
µ(G) = (2π)−
n
2
∫
D
exp(−1
2
n∑
l=1
u2l )du1 · · · dun.
See [2] and [13] for more information about Gaussian measure on Banach spaces.
Throughout the paper, we always suppose that ν is the above Gaussian measure
on W r2,µ, r > (d+ 2µ)(
1
2 − 1q )+, s > d, and ρ = r + s/2.
The aim of the paper is to study the average and probabilistic linear widths of
W r2,µ with the measure ν in Lq,µ. Probabilistic and average widths has been studied
only recently and are closely related with some other different problems, such as
ε-complexity and the minimal error of problems of function approximation and
integration by using standard or general linear information, in the probabilistic and
average case setting (see [24], [22]). A few interesting results have been obtained.
These include results on probabilistic and average Kolmogorov and linear widths of
a Sobolev space of single-variate periodic functions with a Gaussian measure and
5the Cr[0, 1] space equipped with the r-fold Wiener measure in the Lq norm for
1 ≤ q ≤ ∞ (see [10, 11, 14, 15, 16, 17, 18, 19, 23, 25]), of a space of multivariate
periodic Sobolev functions equipped with a Gaussian measure in the Lq norm for
1 < q < ∞ (see [3, 4, 28]), and of a Sobolev space W r2 (Md−1) with a Gaussian
measure on compact two-point homogeneous spaces Md−1 for 1 ≤ q ≤ ∞ (see [26]).
In the worst and average case setting, the orders of the Kolmogorov and linear
widths of weighted Sobolev classes on Bd in Lq,µ were presented in [27] and [29]
respectively. More information about average and probabilistic case setting results
can be found in [22] and [24].
In this paper, we investigate probabilistic and average linear widths of the
weighted Sobolev space W r2,µ with the measure ν in Lq,µ, and obtain the sharp
estimation. Our main results (Theorems 1.1 and 1.2 below) can be formulated as
follows:
Theorem 1.1. Let δ ∈ (0, 1/2], 1 ≤ q ≤ ∞, and let ρ > d/2 + 2µd(1/2− 1/q)+.
Then
(1.6) λn,δ(W
r
2,µ, ν, Lq,µ) ≍
{
n−
ρ
d
+ 12
(
1 + n−min{
1
2 ,
1
q
}(ln(1δ ))
1
2
)
, 1 ≤ q <∞,
n−
ρ
d
+ 12
(
ln(n/δ)
)1/2
, q =∞,
where A(n, δ) ≍ B(n, δ) means A(n, δ)≪ B(n, δ) and B(n, δ)≪ A(n, δ), A(n, δ)≪
B(n, δ) means that there exists a positive constant c independent of n and δ such
that A(n, δ) ≤ cB(n, δ) for any n ∈ N and δ ∈ (0, 1/2].
Theorem 1.2. Let 0 < p <∞, 1 ≤ q ≤ ∞, and let ρ be given as in Theorem 1.1.
Then
(1.7) λ(a)n (W
r
2,µ, ν, Lq,µ)p ≍
{
n−ρ/d+1/2, 1 ≤ q <∞,
n−ρ/d+1/2
√
ln(en), q =∞.
Theorem 1.2 extends (2.17) in [29] which gave the orders of λ
(a)
n (W r2,µ, ν, Lq,µ)p
for 1 ≤ q < 2+1/µ and 0 < p <∞. The proof of Theorem 1.2 is different from the
one in [29]. We use Theorem 1.1 to prove Theorem 1.2. In order to prove Theorem
1.1, we also use the discretization method as in the previous works concerning
probabilistic widths. However, unlike the periodic case and the Wiener measure
case, we cannot find an orthogonal transform between a finite-dimensional function
space and a sequence space of function values with comparable Lq and ℓq norm,
so we cannot use the invariant properties of the standard Gaussian measure under
action of an orthogonal transform to give the discretization theorems. Instead, we
use the comparison theorems for Gaussian measures. Unlike the spherical case, we
cannot find a equivalent-weight Marcinkiewicz-Zygmund (MZ) inequalities on the
ball (see Remark 3 in [27]), so we cannot use known results on the probabilistic
linear widths of the identity matrix on Rm. Instead, we need to find out and use
the probabilistic linear widths of diagonal matrixes on Rm.
Remark 1.3. Let BH(ν) be the unit ball of the Cameron-Martin space of the
Gaussian measure ν. Then BH(ν) = BW ρ2,µ. It follows from [27] that the classical
Kolmogorov and linear widths of BH(ν) in Lq,µ have the same error order for
1 ≤ q ≤ 2, however, for q > 2, the Kolmogorov width dn(BH(ν), Lq,µ) is essentially
less than the linear width dn(BH(ν), Lq,µ), and optimal linear operators lose to
optimal nonlinear operators by a factor cn1/2−1/q in the worst case setting. From
[29, (2.16)] and (1.7), we know that in the average case setting, the Kolmogorov and
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linear widths of W r2,µ in Lq,µ have the same error order for 1 ≤ q <∞. This means
that for “most” functions inW r2,µ, asymptotic optimal linear operators are (modulo
a constant) as good as optimal nonlinear operators in the Lq,µ (1 ≤ q <∞) metric.
Remark 1.4. Comparing (1.7) with (2.15) in [27], we obtain that in the average
case setting, the Fourier partial summation operators Sn are the asymptotically
optimal linear operators in the Lq,µ metric if and only if 1 ≤ q < 2 + 1/µ. This
is completely different from the one-dimensional periodic case and the spherical
case, where the Fourier partial summation operators are the asymptotically optimal
linear operators in the Lq metric for all q, 1 ≤ q ≤ ∞ (see [31], [30], and [26]).
The paper is organized as follows. Section 2 contains some lemmas concerning
probabilistic linear widths of diagonal matrixes in Rm with the standard Gaussian
measure. In Section 3, we give discretization theorems of estimates of probabilistic
linear widths. Finally, based on the results obtained in Sections 3 and 2, we prove
Theorems 1.1 and 1.2 in Section 4.
2. Probabilistic linear widths of diagonal matrixes on Rm
Let ℓmq (1 ≤ q ≤ ∞) denote the m-dimensional normed space of vectors x =
(x1, . . . , xm) ∈ Rm, with the ℓmq norm
‖x‖ℓmq :=
{ (∑m
i=1 |xi|q
) 1
q , 1 ≤ q <∞,
max1≤i≤m |xi|, q =∞.
As usual, we identify Rm with the space ℓm2 , use the notation 〈x, y〉 to denote the
Euclidean inner product of x, y ∈ Rm, and write ‖ · ‖2 instead of ‖ · ‖ℓm2 . Consider
in Rm the standard Gaussian measure γm, which is given by
γm(G) = (2π)
−m/2
∫
G
exp(−‖x‖22/2) dx,
where G is any Borel subset in Rm.
Let 1 ≤ q ≤ ∞, 1 ≤ n < m, and δ ∈ [0, 1). Then the probabilistic linear
(n, δ)-widths of a linear mapping T : Rm → ℓmq is defined by
λn,δ(T : R
m → ℓmq , γm) = inf
Gδ
inf
Tn
sup
x∈Rm\Gδ
‖Tx− Tnx‖ℓmq ,
where Gδ runs over all possible Borel subset of R
m with measure γm(Gδ) ≤ δ, and
Tn all linear operators from R
m to ℓmq with rank at most n.
There are a few results devoted to studying the probabilistic widths of a linear
mapping T : Rm → ℓmq (see [5, 7, 10, 16, 17, 19]). Throughout the section, we use
the letter D to denote an m×m real diagonal matrix diag(d1, . . . , dm) with d1 ≥
d2 ≥ · · · ≥ dm > 0, the letter Dn the diagonal matrix diag(d1, . . . , dn, 0, . . . , 0) for
1 ≤ n ≤ m, and the letter Im the m by m identity matrix. Moreover, {e1, · · · , em}
denotes the standard orthonormal basis in Rm:
e1 = (1, 0, · · · , 0), · · · , em = (0, · · · , 0, 1).
The following lemmas will be used in the proof of Theorem 1.1.
Lemma 2.1. (1) ([10]). If 1 ≤ q ≤ 2, m ≥ 2n, δ ∈ (0, 1/2], then
(2.1) λn,δ(Im : R
m → ℓmq , γm) ≍ m1/q +m1/q−1/2
√
ln(1/δ)
7(2) ([17]). If 2 ≤ q <∞, m ≥ 2n, δ ∈ (0, 1/2], then
(2.2) λn,δ(Im : R
m → ℓmq , γm) ≍ m1/q +
√
ln(1/δ).
(3) ([19]). If q =∞, m ≥ 2n, δ ∈ (0, 1/2], then
(2.3) λn,δ(Im : R
m → ℓmq , γm) ≍
√
ln((m− n)/δ) ≍
√
lnm+ ln(1/δ).
Lemma 2.2. Assume that
m∑
i=1
dβi ≤ C(m,β) for some β > 0.
Then for 2 ≤ q ≤ ∞, m ≥ 2n, δ ∈ (0, 1/2], we have
(2.4)
λn,δ(D : R
m → ℓmq , γm)≪
(C(m,β)
n+ 1
) 1
β ·
{
(m1/q +
√
ln(1/δ), 2 ≤ q <∞,√
lnm+ ln(1/δ), q =∞.
Proof. First we show that
(2.5)
∫
Rm
‖Dx−Dnx‖ℓmq γm(dx)≪
(C(m,β)
n+ 1
) 1
β ·
{ m1/q, 2 ≤ q <∞,
√
lnm, q =∞.
Indeed, for 2 ≤ q <∞, it follows from [7, (2.9)] that
(2.6)
(∫
Rm
‖Dx−Dnx‖qℓmq γm(dx)
)1/q
= C(q)
( m∑
k=n+1
dqk
)1/q
,
where C(q) =
(
π−
1
2 2
q
2Γ( q+12 )
)1/q
. Since
(n+ 1)dβn+1 ≤
n+1∑
i=1
dβi ≤
m∑
i=1
dβi ≤ C(m,β),
we get
(2.7) dn+1 ≤
(C(m,β)
n+ 1
) 1
β
.
Hence, we have∫
Rm
‖Dx−Dnx‖ℓmq γm(dx) ≤
(∫
Rm
‖Dx−Dnx‖qℓmq γm(dx)
)1/q
≪
( m∑
k=n+1
dqk
)1/q
≤ dn+1(m− n)1/q ≪ m1/q
(C(m,β)
n+ 1
) 1
β
,
proving (2.5) for 2 ≤ q < ∞. For q = ∞, it follows from (2.6) and (2.7) that for
any 1 < q1 <∞,∫
Rm
‖Dx−Dnx‖ℓm
∞
γm(dx) ≤
(∫
Rm
‖Dx−Dx‖q1ℓmq1γm(dx)
)1/q1
= C(q1)
( m∑
k=n+1
dq1k
)1/q1 ≤ C(q1)dn+1(m− n)1/q1
≤ cm 1q1
(
Γ
(q1 + 1
2
)) 1q1 (C(m,β)
n+ 1
) 1
β
.(2.8)
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By Stirling’s formula (see [1, p. 18]):
lim
x→+∞
Γ(x)√
2πxx−
1
2 exp(−x) = 1,
we obtain
(Γ(
x+ 1
2
))
1
x ≤ c (
√
2π )
1
x (
x+ 1
2
)
1
2 exp(−x+ 1
2x
) ≤ c x 12 .
Hence, taking q1 = ln(e
2m), we obtain from (2.8) that∫
Rm
‖Dx−Dnx‖ℓm
∞
γm(dx) ≤ cm
1
q1 q
1
2
1
(C(m,β)
n+ 1
) 1
β ≪
√
lnm
(C(m,β)
n+ 1
) 1
β
,
which completes the proof of (2.5).
Now we shall show (2.4). We need the following lemma.
Lemma 2.3. ([2, (1.7.7)], [21, p. 47]) Let F : Rm → R be a function satisfying
the following Lipschitz condition
|F (x) − F (y)| ≤ σ‖x− y‖2, x, y ∈ Rm,
for some σ > 0 independent of x and y. If X ∼ Nm(0, Im)Rm is an Rm-valued
Gaussian random vector with mean 0 and covariance matrix Im, then for all t > 0
(2.9) P(|F (X)− EF (X)| ≥ t) ≤ 2 exp(− t
2
K2σ2
),
with K > 0 being an absolute constant. (2.9) is called the Gaussian concentration
inequality.
We continue to prove Lemma 2.2. Let F (x) = ‖Dx −Dnx‖ℓmq for x ∈ Rm and
2 ≤ q ≤ ∞. By (2.7) we obtain for any x, y ∈ Rm
|F (x) − F (y)| ≤ ‖(D −Dn)(x− y)‖ℓmq =
( m∑
k=n+1
dqk|xk − yk|q
) 1
q
≤ dn+1
( m∑
k=n+1
|xk − yk|q
) 1
q ≤ dn+1
( m∑
k=n+1
|xk − yk|2
) 1
2
≤
(C(m,β)
n+ 1
) 1
β ‖x− y‖2 =: σ1‖x− y‖2,
where σ1 :=
(
C(m,β)
n+1
) 1
β
. Thus, applying the Gaussian concentration inequality
(2.9) yields
P(|F (X)− EF (X)| ≥ t) ≤ 2 exp(− t
2
K2σ21
), ∀t > 0,
where, here and in what follows, X ∼ Nm(0, Im)Rm . In particular, this implies that
for Qδ =
{
x ∈ Rm : F (x) > EF (X) +Kσ1
√
ln(2/δ)
}
with δ ∈ (0, 1),
γm(Qδ) ≤ P(|F (X)− EF (X)
∣∣ > Kσ1√ln(2/δ)) ≤ δ.
By the definition of the linear (n, δ) widths, this last equation further implies that
λn,δ(D : R
m → ℓmq , γm) ≤ sup
Rm\Qδ
‖Dx−Dnx‖q
≤ EF (X) +Kσ1
√
ln(2/δ).(2.10)
9On the other hand, however, using (2.5), we have
(2.11) EF (X) = E‖DX −DnX‖ℓmq =
∫
Rm
‖Dx−Dnx‖ℓmq γm(dx) =: σ2,
where σ2 denotes the right expression of (2.5). Thus, combining (2.10) with (2.11),
we deduce the desired upper estimates.

3. Discretization of the probabilistic linear widths
This section is devoted to obtaining the discretization theorems which give the
reduction of the calculation of probabilistic widths of a given function class to the
computation of probabilistic widths of a finite-dimensional set equipped with the
standard Gaussian measure.
Let η be a nonnegative C∞-function on [0,+∞) supported in [0, 2] and equal to
1 on [0, 1]. We also suppose that η(x) > 0 for x ∈ [0, 2). We define
(3.1) Ln,η(x, y) :=
∞∑
j=0
η(
j
n
)Pj(x, y), x, y ∈ Bd,
where Pk(x, y) is given in (1.3). It is well known that for any P ∈ Πdn,
(3.2)
∫
Bd
Ln,η(x, y)P (y)Wµ(y)dy = P (x), x ∈ Bd.
We recall that the operator Sn is the orthogonal projection operator from L2,µ to
Πdn, i.e.,
Snf(x) =
n∑
k=0
Projk(f)(x) =
n∑
k=0
∫
Bd
f(y)Pk(x, y)Wµ(y)dy,
where Projk is the orthogonal projector from L2,µ onto Vdk defined by (1.2). For
any f ∈ L2,µ, we define
(3.3) δ1(f) = S2(f), δk(f) = S2k(f)− S2k−1(f) for k = 2, 3 . . . .
Then for x ∈ Bd,
δk(f)(x) =
2k∑
j=2k−1+1
Projj(f)(x) = 〈f,Mk(·, x)〉,
where
(3.4) Mk(x, y) =
2k∑
j=2k−1+1
adj∑
i=1
φji(x)φji(y) =
2k∑
j=2k−1+1
Pk(x, y)
is the reproducing kernel of the Hilbert space L2,µ
⋂( 2k⊕
j=2k−1+1
Vdj
)
, and {φj1, . . . , φjadj }
is an orthonormal basis for Vdj . Obviously, for any x ∈ Bd, Mk(·, x) ∈
2k⊕
j=2k−1+1
Vdj
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and for any f ∈
2k⊕
j=2k−1+1
Vdj , f(x) = δk(f)(x) = 〈f,Mk(·, x)〉. In special, for any
x, y ∈ Bd,
〈Mk(·, x),Mk(·, y)〉 =Mk(x, y).
Now we introduce the metric ρ˜ on Bd:
ρ˜(x, y) := arccos
(
(x, y) +
√
1− ‖x‖22
√
1− ‖y‖22
)
, x, y ∈ Bd.
For r > 0, x ∈ Bd, we set Bρ˜(x, r) := {y ∈ Bd | ρ˜(x, y) ≤ r}. For δ > 0, n ∈ N, we
say that a finite subset Λ ⊂ Bd is maximal ( δn , ρ˜)-separated if
B
d ⊂
⋃
y∈Λ
Bρ˜(y,
δ
n
) and min
y 6=y′∈Λ
ρ˜(y, y′) ≥ δ
n
.
The following cubature formulae and Marcinkiewicz-Zygmund (MZ) inequalities on
B
d are crucial for establishing discretization theorems.
Lemma 3.1. (see [6, 20]) There exists a constant γ > 0 depending only on d and
µ such that for any δ ∈ (0, γ], any positive integer n, and any maximal (δ/n, ρ˜)-
separated subset Λ ⊂ Bd, there exists a sequence of positive numbers
ωξ ≍ n−d( 1n +
√
1− ‖ξ‖22)2µ, ξ ∈ Λ, for which the following quadrature formula
holds for all f ∈ Πd4n, ∫
Bd
f(x)Wµ(x) dx =
∑
ξ∈Λ
ωξf(ξ).
Moreover, for any 1 ≤ q ≤ ∞, f ∈ Πdn, we have
‖f‖q,µ ≍
{ (∑
ξ∈Λ |f(ξ)|q ωξ
) 1
q , 1 ≤ q <∞,
maxξ∈Λ |f(ξ)|, q =∞,
where the constants of equivalence depend only on d and µ.
Lemma 3.2. (see [27, Lemma 3]) Let µ > 0, β ∈ (0, 1/(2µ)) and let Λ, ωξ be
given as in Lemma 3.1. Then ∑
ξ∈Λ
ω−βξ ≪ nd(1+β).
For k = 1, 2, . . . , let γ > 0 be the same as in Lemma 3.1 and let Λk =
{ξ1, . . . , ξuk} be a maximal (γ2−(k+2), ρ˜)-separated subset of Bd. It is easy to
know that uk ≍ 2kd. By Lemma 3.1, there exists a sequence of positive numbers
wi ≍ 2−kd(2−k +
√
1− ‖ξi‖22)2µ, 1 ≤ i ≤ uk, for which the following quadrature
formula holds for all f ∈ Πd2k+4 ,
(3.5)
∫
Bd
f(x)Wµ(x) dx =
uk∑
i=1
wif(ξi).
Moreover, for any 1 ≤ q ≤ ∞, f ∈ Πd2k+2 , we have
‖f‖q ≍
( uk∑
i=1
|f(ξi)|q ωi
)1/q
= ‖Uk(f)‖ℓukq,ω ,
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where Uk : Π
d
2k+2 7−→ Ruk is defined by
(3.6) Uk(f) = (f(ξ1), . . . , f(ξuk)),
and for x ∈ Ruk ,
‖x‖ℓukq,ω :=
{ (∑uk
i=1 |xi|qωi
) 1
q , 1 ≤ q <∞,
max1≤i≤uk |xi|, q =∞.
Next, we define the operator Tk : R
uk 7−→ Πd2k+1 by
(3.7) Tka(x) :=
uk∑
i=1
aiwiL2k,η(x, ξi),
where a = (a1, . . . , auk) ∈ Ruk , Ln,η is defined as in (3.1). It is shown in [27, (2.15)]
that for any q, 1 ≤ q ≤ ∞,
(3.8) ‖Tka‖q,µ ≪ ‖a‖ℓukq,ω .
For f ∈ Πd2k , by (3.2) and (3.5) we get
f(x) =
∫
Bd
f(y)L2k,η(x, y)dσ(y) =
uk∑
j=1
wjf(ξj)L2k,η(x, ξj),
which means that f = TkUkf for any f ∈ Πd2k . We also use the letters Sk, Rk, Vk
to denote uk × uk real diagonal matrixes as follows:
(3.9)
Sk = diag(ω
1
2
1 , . . . , ω
1
2
1 ), Rk = diag(ω
1
q
1 , . . . , ω
1
q
1 ), Vk = diag(ω
− 12+
1
q
1 , . . . , ω
− 12+
1
q
1 ),
and use the letter R−1k to represent the inverse matrix of Rk. Clearly, for x ∈ Ruk ,
‖Rkx‖ℓukq = ‖x‖ℓukq,ω and Rk = VkSk.
Lemma 3.3. For any z = (z1, . . . , zuk) ∈ Ruk , we have
(3.10)
∥∥∥ uk∑
j=1
ω
1/2
j zjMk(·, ξj)
∥∥∥
2,µ
≪ ‖z‖ℓuk2 ,
where Mk(x, y) is given in (3.4), and {ξ1, . . . , ξuk} is defined as above.
Proof. Denote by K the set
{
g ∈
2k⊕
j=2k−1+1
Vdj
∣∣ ‖g‖2,µ ≤ 1}. Since
uk∑
j=1
ω
1/2
j zjMk(·, ξj) ∈ L2,µ
⋂( 2k⊕
j=2k−1+1
Vdj
)
,
By the Riesz representation theorem and Cauchy-Schwarz inequality we have∥∥∥ uk∑
j=1
ω
1/2
j zjMk(·, ξj)
∥∥∥
2,µ
= sup
g∈K
∣∣∣〈 uk∑
j=1
ω
1/2
j zjMk(·, ξj), g
〉∣∣∣ = sup
g∈K
∣∣ uk∑
j=1
ω
1/2
j zjg(ξj)
∣∣
≤ sup
g∈K
( uk∑
j=1
|zj |2
)1/2( uk∑
j=1
|g(ξj)|2ωj
)1/2
≪ sup
g∈K
(
uk∑
j=1
|zj|2
)1/2
‖g‖2,µ ≤ ‖z‖ℓuk2 ,
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which proves (3.10). 
Theorem 3.4. Let 1 ≤ q ≤ ∞, σ ∈ (0, 1), and let the sequences of numbers {nk}
and {σk} be such that 0 ≤ nk ≤ uk ≍ 2kd,
∑∞
k=1 nk ≤ n, σk ∈ (0, 1),
∑∞
k=1 σk ≤ δ.
Then
(3.11) λn,σ(W
r
2,µ, ν, Lq,µ)≪
∞∑
k=1
2−kρλnk,σk(Vk : R
uk → ℓukq , γuk).
Proof. For convenience, we write
λnk,σk := λnk,σk(Vk : R
uk → ℓukq , γuk),
where γuk is the standard Gaussian measure in R
uk . Denote by Lk a linear operator
from Ruk to Ruk such that the rank of Lk is at most nk and
γuk
(
{y ∈ Ruk | ‖Vky − Lky‖ℓukq > 2λnk,σk}
)
≤ σk.
Then for any f ∈W r2,µ, by (3.8) we have
‖δk(f)− TkR−1k LkSkUkδk(f)‖q,µ = ‖TkUkδk(f)− TkR−1k LkSkUkδk(f)‖q,µ
≪ ‖Ukδk(f)−R−1k LkSkUkδk(f)‖ℓukq,ω
= ‖VkSkUkδk(f)− LkSkUkδk(f)‖ℓukq ,(3.12)
where δk, Uk, Tk, and Sk, Vk, Rk are defined by (3.3), (3.6), (3.7), and (3.9), re-
spectively. Denote y = SkUkδk(f) = (ω
1/2
1 δk(f)(ξ1), . . . , ω
1/2
uk δk(f)(ξuk)) ∈ Ruk .
Note that for x ∈ Bd,
δk(f)(x) = 〈f,Mk(·, x)〉 = 〈f (−r),M (−r,0)k (·, x)〉r = 〈f,M (−2r,0)k (·, x)〉r ,
where M
(r1,0)
k (x, y) is the r1-order partial derivative of Mk(x, y) with respect to
the variable x, r1 ∈ R. By the property of Gaussian measures we know that if
a random vector f in W r2,µ is a centered Gaussian random vector with covariance
operator Cν , then the vector
y = SkUkδk(f) = (〈f, ω1/21 M (−2r,0)k (·, ξ1)〉r , . . . , 〈f, ω1/2uk M
(−2r,0)
k (·, ξuk)〉r)
in Ruk is a random vector with a centered Gaussian distribution γ in Ruk and its
covariance matrix Cγ is given by
Cγ =
(
〈Cν(ω1/2i M (−2r,0)k (·, ξi)), ω1/2j M (−2r,0)k (·, ξj)〉r
)uk
i,j=1
.
Note that 〈
Cν(ω
1/2
i M
(−2r,0)
k (·, ξi)), ω1/2j M (−2r,0)k (·, ξj)
〉
r
=
〈
ω
1/2
i M
(−2r−s,0)
k (·, ξi), ω1/2j M (−2r,0)k (·, ξj)
〉
r
=
〈
ω
1/2
i M
(−ρ,0)
k (·, ξi), ω1/2j M (−ρ,0)k (·, ξj)
〉
.
Since for any z = (z1, . . . , zuk) ∈ Ruk ,
uk∑
j=1
ω
1/2
j zjMk(·, ξj) ∈
2k⊕
j=2k−1+1
Vdj ,
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by (3.10) we get∫
R
uk
(y, z)2γ(dy) = zCγz
T =
uk∑
i,j=1
zizj
〈
ω
1/2
i M
(−ρ,0)
k (·, ξi), ω1/2j M (−ρ,0)k (·, ξj)
〉
=
〈 uk∑
j=1
ω
1/2
j zjM
(−ρ,0)
k (·, ξj),
uk∑
j=1
ω
1/2
j zjM
(−ρ,0)
k (·, ξj)
〉
=
∥∥∥ uk∑
j=1
ω
1/2
j zjM
(−ρ,0)
k (·, ξj)
∥∥∥2
2
≍ 2−2kρ
∥∥∥ uk∑
j=1
ω
1/2
j zjMk(·, ξj)
∥∥∥2
2
≪ 2−2kρ‖z‖ℓuk2 = 2
−2kρ
∫
R
uk
(y, z)2γuk(dy).(3.13)
Now consider the subset of W r2,µ
Gk :=
{
f ∈W r2,µ | ‖δk(f)− TkR−1k LkSkUkδk(f)‖q > 2c1c22−kρλnk,σk
}
,
where c1, c2 are the positive constants given in (3.12) and (3.13). Then it follows
from (3.12) that
ν(Gk) ≤ ν
({
f ∈ W r2,µ | ‖VkSkUkδk(f)− LkSkUkδk(f)‖ℓukq > 2c22−kρλnk,σk
})
= γ
({
y ∈ Ruk | ‖Vky − Lky‖ℓukq > 2c22−kρλnk,σk
})
.
By Theorem 1.8.9 in [2, p. 29], we know that if γ1 and γ2 are two centered Gaussian
measures on RN and satisfy∫
RN
(y, x)2γ1(dx) ≥
∫
RN
(y, x)2γ2(dx), ∀ y ∈ RN ,
then for every convex symmetric set E, γ1(E) ≤ γ2(E). Note that for any t > 0,
the set {y ∈ Ruk | ‖Vky − Lky‖ℓukq ≤ t} is convex symmetric. It follows from (3.13)
that
ν(Gk) ≤ γ
({
y ∈ Ruk | ‖Vky − Lky‖ℓukq > 2c22−kρλnk,σk
})
≤ λ
({
y ∈ Ruk | ‖Vky − Lky‖ℓukq > 2c22−kρλnk,σk
})
= γuk
({
y ∈ Ruk | ‖Vky − Lky‖ℓukq > 2λnk,σk
}) ≤ σk,
where λ is a centered Gaussian measure in Ruk with covariance matrix c222
−2kρIuk ,
Iuk is the identity matrix in R
uk . Let us consider the set G =
⋃∞
k=1Gk and the
linear operator T˜n on W
r
2,µ which is given by
T˜nf =
∞∑
k=1
TkR
−1
k LkSkUkδk(f).
From the hypothesis of the theorem, we get that
ν(G) ≤
∞∑
k=1
ν(Gk) ≤
∞∑
k=1
σk ≤ σ,
and
rank T˜n ≤
∞∑
k=1
rank (TkR
−1
k LkSkUkδk) ≤
∞∑
k=1
nk ≤ n.
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Consequently, by the definitions of G, T˜n, {Gk}, and {Lk},
λn,δ
(
W r2,µ, ν, Lq,µ
)
≤ sup
f∈W r2,µ\G
‖f − T˜nf‖q,µ
≤ sup
f∈W r2,µ\G
∞∑
k=1
∥∥∥δk(f)− TkR−1k LkSkUkδk(f)∥∥∥
q,µ
≤
∞∑
k=1
sup
f∈W r2,µ\Gk
∥∥∥δk(f)− TkR−1k LkSkUkδk(f)∥∥∥
q,µ
≪
∞∑
k=1
2−kρλnk,δk ,
which completes the proof of Theorem 3.4. 
Next we consider the lower estimates. We assume that m ≥ 6 and b1md ≤
n ≤ 2b1md with b1 > 0 being independent of n and m. We let {xj}Nj=1 ⊂ {x ∈
B
d
∣∣ ‖x‖2 ≤ 2/3} such that N ≍ md and
{x ∈ Bd ∣∣ ‖x− xj‖2 ≤ 2/m}⋂{x ∈ Bd ∣∣ ‖x− xi‖2 ≤ 2/m} = ∅, if i 6= j.
Obviously, such points xj exist. We may take b1 > 0 sufficiently large so that
N ≥ 2n. Let ϕ1 be a C∞-function on Rd supported in {x ∈ Rd | ‖x‖2 ≤ 1} and be
equal to 1 on {x ∈ Rd | ‖x‖2 ≤ 2/3}, and let ϕ2 be a nonnegative C∞-function on
R
d supported in {x ∈ Rd | ‖x‖2 ≤ 1/2} and be equal to 1 on {x ∈ Rd | ‖x‖2 ≤ 1/4}.
We define
ϕi(x) = ϕ
1(m(x − xi))− ciϕ2(m(x− xi)),
for some ci such that
∫
Bd
ϕi(x)Wµ(x)dx = 0, i = 1, . . . , N . We set
AN := span {ϕ1, . . . , ϕN} =
{
Fa(x) =
N∑
j=1
ajϕj(x) : a = (a1, . . . , aN ) ∈ RN
}
.
Clearly,
ϕj ∈W r2,µ, suppϕj ⊂ {x ∈ Bd
∣∣ ‖x− xj‖2 ≤ 1/m} ⊂ {x ∈ Bd ∣∣ ‖x‖2 ≤ 5/6},
‖ϕj‖q,µ ≍
(∫
Bd
|ϕj(x)|q dx
)1/q
≍ m−d/q, 1 ≤ q ≤ ∞, j = 1, . . . , N,
and
suppϕj
⋂
suppϕi = ∅ (i 6= j).
Hence, if Fa ∈ AN , a = (a1, . . . , aN ) ∈ RN , then
(3.14) ‖Fa‖q,µ ≍
(
N−1
N∑
j=1
|aj |q
)1/q
= m−d/q‖a‖ℓNq .
For a positive integer v = 0, 1, . . . and Fa ∈ AN , a = (a1, . . . , aN ) ∈ RN , it
follows from the definition of −Ddµ that
supp(−Ddµ)v(ϕj) ⊂ {x ∈ Bd
∣∣ ‖x− xj‖2 ≤ 1/m},
and
‖(−Ddµ)v(ϕj)‖q,µ ≪ m2v−d/q.
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Hence, for 1 ≤ q ≤ ∞ and Fa =
∑N
j=1 ajϕj ∈ AN ,
‖(−Ddµ)v(Fa)‖q,µ ≪ m2v−d/q‖a‖ℓNq .
It then follows by the Kolmogorov type inequality (see [8, Theorem 8.1]) that
‖F (ρ)
a
‖q,µ = ‖(−Ddµ)ρ/2(Fa)‖q,µ
≪ ‖(−Ddµ)1+[ρ](Fa)‖
ρ
2+2[ρ]
q,µ ‖Fa‖
1− ρ
2+2[ρ]
q,µ
≪ mρ−d/q‖a‖ℓNq ≪ mρ‖Fa‖q,µ.(3.15)
For f ∈ L1,µ and x ∈ Bd, we define
PN (f)(x) =
N∑
j=1
ϕj(x)
‖ϕj‖22,µ
∫
Bd
f(y)ϕj(y)Wµ(y)dy
and
QN(f)(x) =
N∑
j=1
ϕj(x)
‖ϕj‖22,µ
∫
Bd
f(y)ϕ
(ρ)
j (y)Wµ(y)dy.
Obviously, the operator PN is the orthogonal projector from L2,µ to AN , and if
f ∈ W ρ2,µ, then QN (f)(x) = PN (f (ρ))(x). Also, it follows from [27] that PN is the
bounded operator from Lq,µ to AN
⋂
Lq,µ, i.e., for 1 ≤ q ≤ ∞,
(3.16) ‖PN (f)‖q,µ ≪ ‖f‖q,µ.
Since QN (f) ∈ AN for f ∈ W ρ2,µ, by (3.15) we have
(3.17) ‖(QN (f))(ρ)‖2,µ ≪ mρ‖QN(f)‖2,µ = mρ‖PN (f (ρ))‖2,µ ≪ mρ‖f (ρ)‖2,µ.
Theorem 3.5. Let 1 ≤ q ≤ ∞, δ ∈ (0, 1), and let N be given above. Then
λn,δ(W
r
2,µ, ν, Lq,µ)≫ n−ρ/d+1/2−1/qλn,δ(IN : RN → ℓNq , γN ),
where N ≍ n, N ≥ 2n, IN is the N by N identity matrix, and γN is the standard
Gaussian measure in RN .
Proof. Let Tn be a bounded linear operator on W
r
2,µ with rank Tn ≤ n such that
ν
({f ∈ W r2,µ ∣∣ ‖f − Tnf‖q,µ > 2λn,δ}) ≤ δ,
where λn,δ := λn,δ(W
r
2,µ, ν, Lq,µ). Note that if A is a bounded linear operator from
W r2,µ to W
r
2,µ and from H(ν) to H(ν), then the image measure λ of ν under A is
also a centered Gaussian measure on W r2,µ with covariance
Rλ(f)(f) = 〈A∗Cνf,A∗Cνf〉H(ν), f ∈ W r2,µ,
where Cν is the covariance of the measure ν, H(ν) = W
ρ
2,µ is the Camera-Martin
space of ν, and A∗ is the adjoint of A in H(ν) (see [2, Theorem 3.5.1, p. 112]).
Furthermore, if the operator A also satisfies
‖Af‖H(ν) ≤ ‖f‖H(ν),
then
Rλ(f)(f) = ‖A∗Cνf‖2H(ν) ≤ ‖A∗‖2‖Cνf‖2H(ν) ≤ 〈Cνf, Cνf〉H(ν) = Rν(f)(f).
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By Theorem 3.3.6 in [2, p. 107], we get that for any absolutely convex Borel set E
of W r2,µ, there holds inequality
ν(E) ≤ λ(E).
It follows from (3.17) that
‖QN(f)‖H(ν) = ‖(QN(f))(ρ)‖2,µ ≪ mρ‖f (ρ)‖2,µ = mρ‖f‖H(ν).
Then there exists a positive constant c3 such that
‖ 1
c3mρ
QN(f)‖H(ν) ≤ ‖f‖H(ν).
Note that for any t > 0, the set {f ∈W r2,µ | ‖f −Tnf‖q,µ ≤ t} is absolutely convex.
It then follows that
ν
({f ∈ W r2,µ | ‖f − Tnf‖q,µ > 2λn,δ})
≥ ν({f ∈ W r2,µ | ‖QNf − TnQNf‖q,µ > 2c3mρλn,δ}).
Now we define the linear operators LN : R
N 7−→ AN and JN : AN 7−→ RN by
LN(a)(x) =
N∑
i=1
ai ϕi(x)
‖ϕi‖2,µ , a = (a1, . . . , aN ) ∈ R
N
and
JN (Fa) = (a1‖ϕ1‖2,µ, . . . , aN‖ϕN‖2,µ), Fa ∈ AN ,
respectively. Obviously, LNJN (Fa) = Fa for any Fa ∈ AN . Set y = (y1, . . . , yN ) ∈
R
N , where yj =
1
‖ϕj‖2,µ
〈f, ϕ(ρ)j 〉. Then y = JNQN(f). It follows from (3.14) and
the fact ‖ϕj‖2,µ ≍ m−d/2 that
(3.18) ‖LN(a)‖q,µ ≍
(
N−1
N∑
j=1
|aj |q
‖ϕj‖q2,µ
)1/q
≍ m−d/q+d/2‖a‖ℓNq .
By (3.16) and (3.18), we know that for any f ∈W r2,µ,
‖QN(f)− TnQN (f)‖q,µ ≫ ‖PN(QN (f))− PNTnQN (f)‖q,µ
= ‖LNJNQN (f)− LNJNPNTnLNJNQN (f)‖q,µ
≫ m−d/q+d/2‖JNQN(f)− JNPNTnLNJNQN (f)‖ℓNq
≫ m−d/q+d/2‖y − JNPNTnLNy‖ℓNq .
We remark that gk =
ϕk
‖ϕk‖2,µ
, k = 1, 2, . . . , N is an orthonormal system in L2,µ and
gk ∈ H(ν) = W ρ2,µ. Then the random vector (〈f, g(ρ)1 〉, . . . , 〈f, g(ρ)N 〉) = y in RN on
the measurable space (W r2,µ, ν) has the standard Gaussian distribution γN in R
N .
It then follows that
ν
({f ∈W r2,µ ∣∣ ‖QNf − TnQNf‖q,µ > 2c3mρλn,δ})
≥ ν({f ∈W r2,µ | ‖y − JNPNTnLNy‖ℓNq > c4mρ+d/q−d/2λn,δ})
= γN
({y ∈ RN | ‖y − JNPNTnLNy‖ℓNq > c4mρ+d/q−d/2λn,δ}) =: γN (G),
where c4 is a positive constant. Clearly, rank (JNPNTnLN ) ≤ n and
γN (G) ≤ ν
({f ∈W r2,µ ∣∣ ‖f − Tnf‖q,µ > 2λn,δ}) ≤ δ.
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Therefore,
λn,δ(IN : R
N → ℓNq , γN ) ≤ sup
y∈RN\G
‖y − JNPNTnLNy‖ℓNq ≪ mρ+d/q−d/2λn,δ.
That is,
λn,δ(W
r
2,µ, ν, Lq,µ)≫ n−ρ/d+1/2−1/qλn,δ(IN : RN → ℓNq , γN ),
which completes the proof of Theorem 3.5. 
4. Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.1. The lower estimates for λn,δ(W
r
2,µ, ν, Lq,µ) follow from The-
orem 3.5, and (2.1), (2.2), and (2.3) for 1 ≤ q ≤ ∞ immediately.
For the upper estimates for λn,δ(W
r
2,µ, ν, Lq,µ) for 2 ≤ q ≤ ∞, we use Theorem
3.4. For any fixed natural number n, assume C12
md ≤ n ≤ C212md with C1 > 0 to
be specified later. We may take sufficiently small positive numbers ε > 0 such that
ρ > d2 + (1 + ε)(2 + ε)µd(
1
2 − 1q ) and define
nj =
{
uj, if j ≤ m,[
uj2
d(1+ε)(m−j)−1
]
, if j > m,
and δj =
{
0, if j ≤ m,
δ2m−j , if j > m,
where uj is given in Theorem 3.4. Then∑
j≥0
nj ≪
∑
j≤m
2jd +
∑
j>m
2md(1+ε)−dεj ≪ 2md,
and
∞∑
k=1
δk ≤ δ.
Hence, we can take C1 sufficiently large so that
∑∞
j=0 nj ≤ C12md ≤ n. It follows
from Lemma 3.2 that for β ∈ (0, 12µ(1/2−1/q) ), 2 ≤ q ≤ ∞,
uk∑
j=1
ω
−β(1/2−1/q)
j ≪ 2kd2kdβ(
1
2−
1
q
).
If j ≤ m, then nj = uj, and thence λnj ,δj (Vj : Ruj → ℓujq , γuj ) = 0. If j > m, then
taking 1β = (2 + ε)µ(
1
2 − 1q ) and applying Lemma 2.2, we obtain for 2 ≤ q <∞,
(4.1)
λnj ,δj (Vj : R
uj → ℓujq , γuj )≪ 2jd(
1
2−
1
q
)−d(1+ε)(m−j)(2+ε)µ( 12−
1
q
)(2
jd
q + (ln(
1
δ
))
1
2 ),
and for q =∞,
(4.2) λnj ,δj (Vj : R
uj → ℓujq , γuj )≪ 2jd/2−d(1+ε)(m−j)(2+ε)µ/2
√
j + ln(1/δ).
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Now we estimate the upper bounds for λn,δ(W
r
2 , µ, Lq) for 1 ≤ q ≤ ∞. For 2 ≤ q <
∞, by (3.11) and (4.1) we get
λn,δ(W
r
2,µ, ν, Lq,µ)
≪
∞∑
j=m+1
2−j(ρ−
d
2+
d
q
)2−d(1+ε)(m−j)(2+ε)µ(
1
2−
1
q
)(2
jd
q + (ln(
1
δ
))
1
2 )
≪ 2−m(ρ−d2+ dq )
(
2md/q + (ln(1/δ))1/2
)
≪ n−ρ/d+1/2(1 + n−2/q ln(1/δ))1/2.
For q =∞, it follows from (3.11) and (4.2) that
λn,δ(W
r
2,µ, ν, L∞,µ)≪
∞∑
j=m+1
2−jρ2jd/2−d(1+ε)(m−j)(2+ε)µ/2
√
j + ln(1/δ)
≪ 2−m(ρ−d/2)
√
m+ ln(1/δ)
≪ n−ρ/d+1/2
√
ln(n/δ).
For 1 ≤ q < 2, we have
λn,δ(W
r
2,µ, ν, Lq,µ) ≤ λn,δ(W r2,µ, ν, L2,µ)≪ n−ρ/d+1/2
(
1 + n−1 ln(1/δ)
)1/2
.
The proof of Theorem 1.1 is complete. 
Proof of Theorem 1.2. By the definition of λn,δ(W
r
2,µ, ν, Lq,µ), there exists a linear
operator Ln with rank ≤ n such that for any δ ∈ (0, 1/2] and some subsetGδ ⊂W r2,µ
with ν(Gδ) ≤ δ,
sup
f∈W r2,µ\Gδ
‖f − Lnf‖q,µ ≤ 2λn,δ(W r2,µ, ν, Lq,µ).
Consider the sequence {G2−k}∞k=0 of sets, where G1 = W r2,µ. Then it follows from
(1.6) that
λ(a)n (W
r
2,µ, ν, Lq,µ)p ≤
( ∫
W r2,µ
‖f − Lnf‖pq,µ ν(df)
)1/p
=
( ∞∑
k=0
∫
G
2−k
\G
2−k−1
‖f − Lnf‖pq,µ ν(df)
)1/p
≤
( ∞∑
k=0
(2λn,2−k−1(W
r
2,µ, ν, Lq,µ))
p ν(G2−k)
)1/p
≪
( ∞∑
k=0
2−k(λn,2−k−1(W
r
2,µ, ν, Lq,µ))
p
)1/p
≪
{
n−ρ/d+1/2, 1 ≤ q <∞,
n−ρ/d+1/2
√
ln(en), q =∞.
For the proof of the lower estimates for λ
(a)
n (W r2,µ, ν, Lq,µ)p, let Ln be a linear
operator from Lq,µ to Lq,µ with rank at most n. We set
G′ = {f ∈ W r2,µ
∣∣ ‖f − Lnf‖q,µ ≥ 1
2
λn,1/e(W
r
2,µ, ν, Lq,µ)}.
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Then ν(G′) ≥ 1/e. Otherwise, if ν(G′) < 1/e, then by the definition of probabilistic
linear (n, δ)-width, we have
λn,1/e(W
r
2,µ, ν, Lq,µ) ≤ sup
f∈W r2,µ\G
′
‖f − Lnf‖q,µ ≤ 1
2
λn,1/e(W
r
2,µ, ν, Lq,µ),
which leads to a contradiction. Hence ν(G′) ≥ 1/e. It follows from (1.6) that for
0 < p <∞,(∫
W r2,µ
‖f − Lnf‖pq,µ ν(df)
)1/p
≥
(∫
G′
‖f − Lnf‖pq,µ ν(df)
)1/p
≥ 1
2
λn,1/e(W
r
2,µ, ν, Lq,µ) (ν(G
′))1/p
≫
{
n−ρ/d+1/2, 1 ≤ q <∞,
n−ρ/d+1/2
√
ln(en), q =∞,
which gives the required lower estimates for λ
(a)
n (W r2,µ, ν, Lq,µ)p. This completes
the proof of Theorem 1.2. 
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