Abstract-The ever-increasing need to diversify the Internet has recently revived the interest in network virtualization. Wide-area virtual network (VN) deployment raises the need for VN embedding (VNE) across multiple Infrastructure Providers (InPs), due to the InP's limited geographic footprint. Multi-provider VNE, in turn, requires a layer of indirection, interposed between the Service Providers and the InPs. Such brokers, usually known as VN Providers, are expected to have very limited knowledge of the physical infrastructure, since InPs will not be willing to disclose detailed information about their network topology and resource availability to third parties. Such information disclosure policies entail significant implications on resource discovery and allocation. In this paper, we study the challenging problem of multiprovider VNE with limited information disclosure (LID). In this context, we initially investigate the visibility of VN Providers on substrate network resources and question the suitability of topology-based requests for VNE. Subsequently, we present linear programming formulations for: (i) the partitioning of traffic matrix based VN requests into segments mappable to InPs, and (ii) the mapping of VN segments into substrate network topologies. VN request partitioning is carried out under LID, i.e., VN Providers access only information which is not deemed confidential by InPs. We further investigate the suboptimality of LID on VNE against a "best-case" scenario where the complete network topology and resource availability information is available to VN Providers.
I. INTRODUCTION
O VER the last years, the Internet has seen the emergence of many new network applications and services, such as video conferencing, IPTV, and online gaming. Unlike the evolution and the advent of new network services, the Internet architecture has remained almost unchanged, providing merely "best-effort" delivery. Existing technologies for Quality of Service, robust routing and security experience difficulties in transcending organization or enterprise boundaries. This has an adverse impact on the deployment of network services across wide areas, especially when network services pose stringent and varying requirements in terms of throughput, delay, packet loss or security.
The ever-increasing need to diversify the Internet has revived the interest in network virtualization [8] . Recent advances on server, router, and network interface virtualization (e.g., [6] , [10] , [11] , [16] , [29] ) satisfy the various requirements (e.g., high packet forwarding rates, performance isolation among virtual components, packet classification offload) for the concurrent deployment and operation of service-tailored VNs on top of shared physical infrastructures [26] , [34] . In this respect, both Service Providers (SPs) and Physical Infrastructure Providers (InPs) benefit from network virtualization. SPs can deploy network services within customized virtual networks (VNs) that provide high performance and reliability, without the need to acquire and deploy physical network equipment. For InPs, network virtualization improves resource efficiency, reduces the operational (OPEX) and technology investment costs (CAPEX), and further creates new opportunities for revenue generation.
Wide-area VN deployment requires the ability to embed, deploy, and operate VNs across multiple InPs. This raises the need for a layer of indirection, interposed between the SPs and the InPs. Network virtualization architectures have specified interfaces that enable the interaction of so-called VN Providers with SPs and InPs for wide-area VN provisioning and management [26] , [34] . A similar layer of indirection further exists in GENI [3] . Essentially, a VN Provider discovers, selects, and allocates resources from multiple InPs, which are eventually stitched together creating a wide-area VN that can be configured and operated by the SP.
VNE across multiple substrate networks entails significant challenges, primarily due to InPs' policies that restrict resource information disclosure and hinder interoperability with other parties. For example, considering the policies of Internet Service Providers (ISPs) and cloud datacenter operators, the disclosure of router-level topologies is prohibitive. VNE algorithms commonly require complete knowledge of the substrate resources and network topology, and therefore, they cannot be used for VNE across multiple substrate networks [13] , [18] , [24] , [31] , [33] . This problem can be rectified by partitioning VN requests into segments, which are subsequently mapped onto the substrate networks by the InPs. This approach essentially delegates VN request partitioning and VN segment mapping to the VN Provider and the InPs, respectively. While InPs can optimize VN segment mapping using existing VNE methods, VN Providers are required to discover and select resources for VN request partitioning with limited knowledge of the substrate topology and resource availability. An existing approach for VN request partitioning is based on a highly abstract view of the substrate network topologies (i.e., AS-level topology without any view on InP peerings) and as such, it can generate inefficient embeddings [20] .
In this paper, we investigate the feasibility of multi-provider VNE with limited information disclosure (LID). To this end, we first discuss the visibility of VN Providers on substrate network resources and define a realistic level of information disclosure based on the composition of resource and network topology information that is not treated as confidential by InPs. We further present a framework that decomposes multi-provider VNE into a set of operations allowing VN Providers and InPs to process incoming VN requests based on their visibility on the substrate resources. In particular, the VN Provider matches requested to offered resources and partitions VN requests across multiple InPs. Subsequently, the InPs map the VN segments to their substrate topologies exploiting their complete knowledge of their substrate network. To execute VN request partitioning and VN segment mapping, we introduce integer linear programming (ILP) formulations and their transformation to linear programs using relaxation and rounding techniques. This paper extends our previous work [14] , addressing its main limitation, i.e., the substantial time complexity of the ILPs employed for VNE.
Our work exhibits the following novel aspects:
• We focus on the suboptimality of LID on multi-provider VNE, instead of comparing the efficiency of different VNE techniques (e.g., exact methods vs. heuristics [20] ).
To this end, we compare the efficiency of VNE under LID with a "best-case" scenario where the complete network topology and resource availability information is available to VN Providers. Our evaluation results provide useful insights into the origins of this suboptimality and may be of particular interest to potential participants in this business model. • Our VNE framework is tailored to VN requests, in which bandwidth demands are represented by traffic matrices. In contrast to topology-based VN requests, VN specifications using traffic matrices enhance the flexibility in VN partitioning and mapping, while offering a higher level of abstraction to SPs.
The remainder of the paper is organized as follows. In Section II, we discuss the multi-provider VNE problem and investigate some of its most critical aspects, such as the level of information disclosure and the specification of VN requests. Section III outlines our VNE framework, while Section IV introduces our network model. Sections V and VI provide the VN partitioning and VN segment mapping problem formulations, respectively. In Section VII, we describe the implementation of a distributed control plane for multi-provider VNE. In Section VIII, we present our evaluation results and investigate the feasibility of multi-provider VNE under LID. Section IX discusses related work. Finally, in Section X, we highlight our conclusions. 
II. PROBLEM DESCRIPTION
In this section, we discuss some challenging aspects of the multi-provider VNE problem. Specifically, we investigate the level of resource and network topology information that can be divulged by InPs, taking into account the confidentiality of this information (Section II-A). Furthermore, we question the suitability of network topologies for VN request specifications and seek topology abstractions that facilitate VN request partitioning and embedding (Section II-B).
We depart from the example in Fig. 1 , where a SP requests the embedding of a VN consisting of virtual nodes and links associated with certain requirements (e.g., CPU and bandwidth). VN requests are formulated by SPs based on the requirements of a particular service and are typically defined at a high level of abstraction. VNE consists in mapping the VN request onto multiple InPs, such that virtual node and link requirements are satisfied. Furthermore, the assigned InPs should offer the geographic footprint required by the SP. We rely on the control plane architecture of [26] , which interposes a connectivity layer (i.e., VN Provider) between SPs and InPs, responsible for the partitioning of VN requests into segments assigned to InPs.
A. Information Disclosure
The VN Provider's visibility on the substrate networks is critical for the efficiency of VN partitioning. In this respect, a welldefined and realistic level of information disclosure comprises a prerequisite for any VN partitioning problem formulation. To this end, we consider the information disclosure policies of ISPs and cloud datacenter network operators with respect to (i) (virtual) resource availability and (ii) substrate network topology.
Virtual Resources: Amazon EC2 [1] , a prominent example of a cloud datacenter, classifies its resources (i.e., virtual machines) into certain types, each one having a common set of attributes (e.g., operating system, main memory, storage, I/O performance). Each resource type is advertised along with the associated cost. Amazon EC2 does not disclose the number of available instances for each offered resource type, concealing the resource utilization.
Network Topology: For ISPs, revealing detailed topology information, such as router-level topologies, is deemed prohibitive. Instead, some ISPs publish topologies with Pointsof-Presence (PoPs). However, most of these topologies are oversimplified lacking not only router-level connectivity but also PoP structure [27] . In contrast to ISP topologies, there is publicly available information on ISP peerings. Specifically, certain Internet Exchange Points (e.g., DE-CIX [2] ) advertise information about peerings and traffic statistics. Additional information on peering locations and participants is collected and published by peering databases (e.g., PeeringDB [7] ).
Based on these observations, detailed topology information cannot be assumed to be accessible by VN Providers. However, VN Providers can enrich their limited substrate network view with certain aspects of the substrate network topologies which are not treated as confidential, such as InP peerings, including the locations of peering nodes. We further consider InPs advertising the costs of the links between the disclosed peering nodes (i.e., cost per bandwidth unit). The peering link costs will comprise the transit fees to the provider (in the case of paid peering) or the cost for the operation and maintenance of the peering link (in the case of settlement-free peering) plus the profit for the InP. Since all these costs will be accumulated in the advertised peering link costs, any potential confidentiality of peering agreements will not constitute a limiting factor for VN request partitioning.
Along these lines, Fig. 2(b) illustrates the view of the VN Provider on the substrate network topologies of Fig. 2(a) , with We handle VN partitioning as a cost minimization problem, i.e., the VN Provider will seek to minimize the VN embedding cost, which accumulates all virtual node and link costs. Since the VN Provider lacks detailed knowledge of the substrate topologies, he will not be in position to account for all intra-provider link costs. However, the disclosure of link costs between peering nodes within each InP allows the VN Provider to have a rough estimation of the total virtual link cost ( Fig. 2(b) ). We investigate the impact of such limited information disclosure on VNE efficiency in Section VIII.
B. VN Request Specification
Nearly all existing VNE algorithms (e.g., [13] , [18] , [20] , [24] , [31] , [33] ) process topology-based VN requests, which are commonly specified as undirected weighted graphs. To provide more flexibility in VNE, we consider VN requests in which the bandwidth demands are expressed with a traffic matrix.
Such a VN request specification entails significant benefits to all actors. First, a traffic matrix simplifies the specification of bandwidth demands between a set of virtual nodes. Using a traffic matrix approach, a SP can benefit from a higher level of abstraction, which obviates the need for any VN topology specifications. On the other hand, traffic matrix based VN requests can be also beneficial to InPs, since they yield high flexibility for VN segment mapping.
For example, Fig. 4 illustrates a traffic matrix that specifies the bandwidth demands between three virtual nodes. This traffic matrix essentially abstracts all four topology-based requests shown in this figure, while it further represents the bandwidth demands of additional VN topologies that include intermediate nodes. As such, a traffic matrix gives directly the bandwidth demands, irrespective of the virtual node mapping. In contrast, a VN graph may require transformations for the estimation of bandwidth demands, so that the feasibility of a certain mapping can be evaluated. Otherwise, the VN graph may unnecessarily restrict the VNE problem space excluding efficient solutions [28] . The use of traffic matrices in VN requests may have an impact on reliability, since by default a traffic matrix based VN request does not inhibit virtual node co-location. Nevertheless, this can be prevented either by specifying location constraints for each virtual node in the request or via co-location constraints in the VN mapping formulation.
Based on these observations, our multi-provider VNE embedding framework is tailored to traffic matrix based requests. We use traffic matrices for the expression of bandwidth demands in the initial VN request formulated by the SP as well as in the VN segments generated upon VN partitioning.
III. VN EMBEDDING FRAMEWORK
Hereby, we present an overview of our multi-provider VNE framework. Similar to [20] , we decompose VNE into a set of operations that allow the VN Provider and InPs to process VN requests, depending on their level of access and visibility on the substrate networks. In the following, we discuss these VNE steps.
Resource Information Disclosure: The disclosure of network topology and resource availability information can facilitate resource discovery and VN request partitioning. As discussed in Section II-A, we consider each InP advertising (i) his footprint, (ii) each offered virtual node type along with the associated cost, and (iii) the bandwidth cost of the links between the peering nodes. Virtual node types are explicitly associated with a set of (attribute, value) pairs that comprise the specification of this resource type. All disclosed information is collected and registered by the VN Provider into a local repository, which is subsequently used for resource matching and VN partitioning.
Resource Matching: The VN Provider relies on the information disclosed by InPs to match requested to offered resources. To this end, the VN Provider identifies a set of candidate resources that fulfill the requirements of each requested virtual node (e.g., location). the set of disclosed resources can be computed by employing virtual resource clustering techniques (e.g., [19] , [25] ).
VN Request Partitioning: VN requests are partitioned across multiple InPs, when there is no single InP that satisfies all the resource requirements in the request. For example, VN partitioning is required for any requested VN exceeding the footprint of each InP. Any requested virtual node may be available from more than one InP and possibly at different costs, as shown in Fig. 5 . Virtual node assignment affects the virtual link costs, resulting in trade-offs between virtual node and link costs. We thereby consider VN partitioning as a cost minimization problem, taking into account all disclosed resource costs as well as the inter-dependencies between virtual node and link costs. In Section V, we present a formulation for the VN request partitioning problem. Our VN partitioning solver generates a set of VN segments, where each virtual node is mapped onto one of the disclosed peering nodes. Similar to the initial VN request, each VN segment consists of virtual node specifications and a traffic matrix that represents the bandwidth demands between all pairs of virtual and peering nodes (Fig. 6) .
VN Segment Mapping: Upon VN request partitioning, InPs map their assigned VN segments onto their substrate networks while satisfying certain virtual node and bandwidth requirements. The segment mapping complies with the virtual node to peering node bindings designated in the VN segment specification. This step corresponds to VNE with a single InP, a problem that has been investigated in [13] , [18] , [20] , [24] , [31] , [33] . However, these methods are tailored to topology-based VN requests, instead of traffic matrix based VN requests used by our VNE framework. As such, in Section VI we present a VN mapping problem formulation for VN requests with traffic matrices. 
IV. NETWORK MODEL
In this section, we introduce the substrate and virtual network models used in the VN request partitioning and VN segment mapping problem formulations (Table I summarizes all  notations) .
Substrate Network Model: The substrate network is represented as a weighted directed graph G s = (N s , L s ), where N s is the set of substrate nodes and L s is the set of substrate links between the nodes within the set N s . Each substrate node u ∈ N s is associated with a set of attributes, such as the location and the residual capacity denoted by r u . Each substrate link (u, v) ∈ L s between two substrate nodes u and v is associated with the residual capacity denoted by r uv . The set of peering nodes disclosed by all participating InPs is further denoted by P .
VN Request Model:
A VN request consists of the set of virtual nodes N v and the bandwidth demands d ij between any pair of virtual nodes i, j ∈ N v . Each virtual node i is associated with a set of attributes (e.g., location) and a capacity demand denoted by d i . For a VN request partitioned into k segments, N k v denotes the set of nodes that comprise the VN segment specification, including the virtual nodes plus the assigned peering nodes (e.g., VN request segment 1 and 2 in Fig. 6 ).
For any pair of nodes
ij represents the respective bandwidth demands for the k th VN segment.
V. VN PARTITIONING PROBLEM FORMULATION
In this section, we present formulations for the VN request partitioning problem. We first provide an integer linear program (Section V-A), which we subsequently transform into a linear program (Sections V-B and V-C) to reduce the time complexity of the problem.
A. Integer Linear Program Formulation
For VN request partitioning, we seek the assignment of the requested virtual nodes to the disclosed peering nodes, i.e., N v → P , such that the cost for the SP is minimized. To this end, we define an integer linear program (ILP) formulation that takes as inputs the VN request, the node and link costs advertised by InPs, and the virtual node to peering node assignment feasibility obtained from the resource matching phase. In this respect, let c i p denote the cost associated with the assignment of virtual node i to peering node p. This cost is essentially obtained by multiplying the request demand (i.e., compute units) with the unitary virtual node cost from the InP. We further introduce a weight w i p ∈ {1, ∞} to specify the feasibility of assigning virtual node i to p. Hence comprises the multiplication of the bandwidth demand and the unitary link costs along the path. Such link costs are specified separately per traffic direction. This is more relevant for peering links. In the presence of multiple paths, the path with the lowest cost is selected. We particularly inhibit path splitting, since the VN Provider does not have any information about the residual capacity of substrate network paths.
The ILP formulation is expressed as follows:
subject to :
The first term of the objective function (1) represents the sum of the costs for the assignment of virtual to peering nodes. By multiplying each node cost c i p by w i p , we exclude all the infeasible virtual to peering node assignments (since the cost becomes infinite). The second term of (1) accumulates the link costs between feasibly assigned nodes.
We briefly explain the ILP constraints. Constraint (2) ensures that each virtual node i is assigned to exactly one of the peering nodes. Constraint (3) preserves the integrity of the VN request, i.e., for each assigned virtual node i ∈ N v there is connectivity with all (|N v | − 1) virtual nodes in the request. This does not necessarily imply a full mesh; instead, bandwidth demands between certain pairs of virtual nodes may be set to zero, if this is required by the VN specification. Finally, condition (4) expresses the binary domain constraints for the variables x 
B. Linear Program Formulation
We reduce the time complexity of the VN request partitioning ILP by relaxing the binary constraints and subsequently rounding the values of variables x i p and y ij pp to the binaries {0, 1}. To this end, we first relax the domain constraint (4), as follows:
By relaxing the variable y ij pp , the constraint (3) no longer ensures the assignment of all virtual links, especially when peering link costs are different for each direction. We, therefore, add the constraint (9) (6) subject to :
The LP solver returns values for x 
C. Rounding
A naive rounding approach consists in rounding x i p for all i ∈ N v to a binary in one step. This approach, however, misses a substantial optimization potential as dependencies of actual virtual node assignments are ignored. Instead, in the following we describe a more efficient rounding technique for iteratively fixing the node assignments x 
Sort_Descending(X i ) 7: end for of each solution using the metric We now compare the efficiency of the proposed rounding technique against the naive approach. Fig. 7 illustrates the VN partitioning cost (i.e., the cost expressed in the objective function (1)) of naive rounding relative to the proposed solution for a VN size of 10 nodes. After each iteration, the VN partitioning cost for the naive rounding variant is derived from the current LP solution and compared to the final solution of the proposed rounding algorithm. The leftmost group represents only naive rounding, while from the left to the right, Fig. 7 depicts the relative partitioning cost after each iteration. The rightmost group represents the final solution, as 9 fixed nodes implicitly yield the result for the last node. Naive rounding achieves mean VN partitioning costs higher than the proposed rounding. Rounding with Algorithm 1 iteratively converges to a VN partitioning solution that yields low cost.
We further perform a comparison between the ILP and LP in terms of VN partitioning cost. The LP incurs an extra cost of 0.2% to 7.3% for the interquartile range between the 25 th and 75 th percentiles, while the median extra cost is 3.0%. Therefore, the LP incurs a minimal extra cost, while achieving run time which is four magnitudes lower compared to the ILP for VN size of 10. In absolutes values, the LP solver run time usually does not exceed 40 ms.
VI. VN SEGMENT MAPPING PROBLEM FORMULATION
In this section, we turn to the VN segment mapping problem that arises upon VN request partitioning. We provide a problem formulation that captures the mapping of the assigned VN segments to InP substrate networks subject to requirements on virtual nodes and link bandwidths. First, we provide a mixed integer program (MIP) formulation (Section VI-A) that is followed by a relaxed linear program (LP) variant (Section VI-B).
Finally, we make the case for the relaxed variant considering its efficiency and showing negligible difference of the empirical results of MIP and LP.
A. Mixed Integer Program Formulation
We formulate the VN segment mapping problem as a mixed integer multi-commodity flow problem. In this context, each traffic flow requirement corresponds to a commodity To indicate whether the virtual node i is mapped to the substrate node u we use the binary variable x i u , i.e., a value of 1 denotes the assignment. Since not all substrate nodes may fulfill the requirements of a virtual node, we use the weight w i u ∈ {1, ∞} to denote the feasibility of mapping the virtual node i to the substrate node u, i.e., we set w i u = ∞ to denote that the mapping is not feasible. Furthermore, we define α and β to adjust the balance between CPU and bandwidth for each VN segment.
The objective of our VN segment mapping formulation (objective function (11) (11) subject to :
Next we discuss the constraints (12)- (17) . First, constraint (12) ensures that each node i ∈ N k v is mapped to exactly one of the substrate nodes. Constraint (13) implies flow conservation, i.e., the summation of flows entering or leaving a substrate node, which is not a source or a sink, must be zero. Given bandwidth demand specifications for all pairs of virtual nodes in both traffic directions, the summation of flows must be zero in any substrate node that does not host a virtual node. Constraint (14) implies a capacity cap for each substrate node u that we denote as residual capacity limit. Similarly, constraint (15) implies a capacity limit on substrate links. Condition (16) expresses the binary domain constraints for the variable x i u , i.e., the mapping of virtual node i to substrate node u. Finally, constraint (17) ensures causality of the flows f ij uv .
B. Linear Program Formulation and Rounding
We relax the MIP formulation (12)- (17) 
Those LP solutions may contain non-binary values for x i u , i.e., virtual nodes mapped to multiple substrate nodes, what we consider to be not supported by the InPs. Preliminary tests with non-expiring VN requests indicated that 5% of the requests yield such non-binary solutions. In the following, we seek an appropriate rounding technique of the node mappings x i u . To this end, we propose the rounding technique in Algorithm 2, where we round to the largest fraction value. An application of Algorithm 1 to this problem reproduces the results obtained from Algorithm 2, albeit with a longer run time.
Algorithm 2: VN Mapping With LP
To avoid the impact of VN partitioning on the evaluation of the relaxed LP variant, we run tests only with VN request mapping onto a single substrate network of 125 nodes. Fig. 8 shows the VN acceptance rate for non-expiring requests of the original MIP and the relaxed LP variant. We observe no significant difference of the results. In addition, the VN embedding cost is equal for MIP and LP in at least 90% of the considered 5000 requests. The significant gain from the relaxed LP variant is apparent when comparing the solver runtimes. Initially, i.e., for an unutilized substrate network, we measured a maximum LP solver runtime of 5 ms compared to an increase of at least two orders of magnitude in solver runtime for MIP in the same scenario.
We argue that the relaxed LPs for VN request partitioning and VN segment mapping (Sections V and VI) are more suitable for VNE, especially with very large VNs or substrate networks, where the explosion of ILP solver runtime essentially prohibits the use of ILPs. As such, we employ the LPs for our VNE evaluations in Section VIII. 
VII. IMPLEMENTATION
We have implemented a control plane for multi-provider VNE in C/C++. The control plane is distributed across multiple management nodes, allowing the physical separation of all actors (i.e., SP, VN Provider, and InPs). In our implementation, each InP exposes a control interface to the VN Provider, allowing (i) resource advertisements from each InP to the VN Provider, and (ii) VN segment request submission from the VP Provider to each assigned InP. Similarly, the VN Provider exposes a control interface to the SP, such that the SP can submit VN requests and receive the VNE result. All these functions are executed through remote procedure calls.
We use an XML-based schema to represent resource requirements, network topologies, and resource availability. This schema is used by all actors to specify and exchange virtual and physical resource information for resource advertisements and the submission of VN requests. We particularly use the abstraction Resource Element for nodes, interfaces, links, and paths. A resource element consists of a unique identifier and a set of attributes. Tables II and III show the data structures used for resource advertisements and VN request specifications, respectively. These data structures can be easily extended with additional resource attributes, allowing for more detailed specifications of VN requests and substrate network resources. The basic workflow for multi-provider VNE, as implemented in our system, is depicted by the sequence diagram of Fig. 9 . All InPs are required to advertise all offered resource types to the VN Provider who, in turn, inserts this information to his resource repository. Initially, the SP generates and submits a VN request to the VN Provider. The latter partitions the VN request into segments using a solver for the VN partitioning problem formulation introduced in Section V. Subsequently, the VN Provider generates requests for the VN segments, which are relayed to the assigned InPs. Each InP evaluates the feasibility of the VN segment mapping onto his network and returns the result to the VN Provider (using a solver for the VN segment mapping formulation of Section VI). After the mapping of all VN segments, the VN Provider declares the VN request embedding successful and returns the result to the SP. Otherwise, the request is rejected and the SP is informed of this outcome. In the case of transit InPs, we compute the shortest paths between pairs of peering nodes that satisfy the bandwidth demands specified in the traffic matrix. To this end, we use an adapted problem formulation of Section VI by eliminating the node capacity constraints.
We use solvers for the VN request partitioning and segment mapping ILPs/LPs based on IBM ILOG CPLEX [4] . Our implementation further supports VNE logging as well as the visualization of VN requests, VN request partitioning, and VN segment mapping. The developped GUI for visualization is based on Qt library [5] . Our VNE control plane was used in a setup of 5 nodes for the demonstration of VNE with 3 InPs [15] . 
VIII. EVALUATION
In this section, we evaluate the efficiency of multi-provider VNE, focusing on the suboptimality in VNE due to limited information disclosure. Section VIII-A presents our evaluation environment, in Section VIII-B we describe the metrics used for comparison, and in Section VIII-C we discuss our evaluation results.
A. Evaluation Environment
Our evaluation is carried out on a single server with two Intel Xeon quad-core CPUs at 2.53 GHz and 12 GB of main memory, using the VNE control plane implementation of Section VII. In the following, we discuss the substrate network and VN request specifications used in our evaluation.
Substrate Network: The substrate networks considered in the following are synthesized using the IGen network topology generator [21] . We ran, in addition, tests with topologies based on ISPs (e.g., Fig. 10 ) delivering results that are similar to the results from IGen topologies. The following setting is used throughout the evaluation section if not stated otherwise. The number of participating InPs is between 5 and 10. We exemplary fix the number of substrate nodes for each InP to 25 and generate links using the Waxman method [30] . The mean number of intra-provider and peering links per InP is set to 70 and 4, respectively. Each node is associated with a location identifier, while the capacity value for each node and link is randomly selected from a uniform distribution. The residual capacities for substrate nodes and links are updated after a new VN request has been embedded or an existing VN has been released. Resource advertisements from an InP to the VN Provider are dynamically updated when resources are assigned or released.
VN Request: A VN request consists of (i) virtual node specifications and (ii) the corresponding bandwidth demands between each pair of virtual nodes given by a traffic matrix. The number of virtual nodes for each VN request is randomly sampled from a given uniform distribution. The node capacity and bandwidth demands also follow a uniform distribution. Further, we include a location attribute to virtual nodes using latitude and longitude values. This lends VN requests an additional dimension, i.e., a desirable geographic footprint. Location constraints essentially obviate the assignment of VNs strictly onto a single InP, without significantly restricting the search space, since different InPs may have overlapping geographic presence and consequently any virtual node may still be mapped onto any of the InPs.
In our evaluation, we process a fixed number of VN requests with limited lifetime which is randomly given by a uniform distribution. We model the arrival of VN requests through a Poisson process, which is an established assumption in the literature (e.g., [13] , [20] , [24] , [31] , [33] ). The evaluation parameters for the substrate network and VN requests are summarized in Table IV. We point out that the VN Provider constitutes an emerging business model that has not yet materialized in the Internet. Given the lack of real-data sources for VN request workloads, our evaluation parameters are adjusted after broad inspection of resource pricing by cloud providers (e.g., Amazon EC2) and the input parameters used in other VNE evaluation environments [13] , [20] , [24] , [31] , [33] .
B. Metrics
Our main goal is to investigate the suboptimality of LID on multi-provider VNE efficiency and its origins, and further provide useful insights into VNE using the detailed logging of our system, as described in Section VII. Due to the lack of previous work on multi-provider VNE with a well-defined level of resource and topology information disclosure, we compare VNE under LID against a "best-case" scenario where the complete network topology and resource availability information is attainable by the VN Providers. In the remaining of the paper, this is referred as full information disclosure (FID). The complete knowledge of the substrate networks allows their composition into a single substrate where VN requests can be directly embedded using any VN mapping algorithm. As such, to embed VNs under FID, we use our VN mapping formulation (Section VI) with the required modifications to support node feasibility mapping. To provide a fair comparison between VNE under LID and FID, we do not permit path splitting for VN mapping, (i.e., since there is no path splitting in VN partitioning, VNE under LID cannot benefit fully from it).
To compare VNE efficiency under LID and FID, we first define the embedding cost of one VN request as: (19) where the superscript (·) * at the sets P * and L * s denotes the set of assigned peering points and substrate links, respectively. The set K comprises all VN segments of a given VN request. The embedding cost for multiple VN requests is the sum of the individual VN request costs, each given by (19) . The first term in (19) represents the normalized sum of CPU and bandwidth resources for all segments of a VN request. The second term in (19) accumulates the bandwidth resources along the assigned peering links between the VN segments.
Following this definition, we further define the following metrics used in our comparative study:
• Extra cost. Extra cost represents the additional embedding cost incurred under LID relatively to the associated cost under FID. We explore the origins of this extra cost through regression models that empirically show the correlation with specific model variables.
• Acceptance rate. The VN acceptance rate is the fraction of incoming VN requests that is successfully embedded. A difference between the acceptance rates for LID and FID can be regarded as capacity gain that is based on the amount of available information. This capacity gain can lead to revenue gain, under certain conditions discussed at the end of this section.
• Hop count. We consider the empirical cumulative distribution function (CDF) of the hop count of embedded virtual links with LID and FID. The hop count of virtual links can be related to the experienced quality of service along that link. In general, longer paths are associated with higher delays, as well as, a higher packet loss probability.
C. Evaluation Results
Initially, we measure the extra cost with LID across 300 runs. To this end, we consider a large-scale VNE scenario with 250 VN requests across a diverse number of InPs and VN request sizes. Fig. 11 depicts the extra cost for VNE with LID versus the number of assigned InPs and the VN size. In this scenario, LID incurs 5%-20% extra cost compared to FID. Considering that most resource and substrate topology information is concealed from the VN Provider, such cost increase is deemed reasonable. This result also corroborates the efficiency of our multiprovider VNE solution. While there is an increase in the extra cost with more assigned InPs, we do not observe any particular trend in the cost with diverse VN sizes.
Next, we delve into the origins of the extra cost with LID. We first examine whether LID leads to a larger number of assigned InPs. This may be a possible justification for the additional cost, since more InPs incur higher peering link costs. However, Fig. 12 provides no statistical evidence of significant difference of the medians between the two information disclosure levels.
Since the VN embedding cost accumulates all nodes and link costs, we further examine the correlation between the extra cost with (i) the extra node cost, and (ii) the extra link cost. Fig. 13 illustrates a scatter plot of extra cost vs. extra link cost, showing a strong correlation between both quantities. This is validated by the coefficients provided by the regression model, i.e., slope β = 0.64 with R 2 = 0.912 and p-value < 0.001. With respect to nodes, our results (not shown here) do not reveal any perceptible increase in the node cost with LID. This occurs because the costs of virtual nodes with certain specifications are advertised to the VN Provider and are, therefore, taken into account during VN partitioning. In fact, we observe a few cases where the embedding cost minimization with FID results in the selection of more expensive virtual nodes (compared to the nodes assigned with LID) when the associated link cost is lower.
To further investigate the origin of the extra link cost, we present a scatter plot of the extra hop count versus the extra link cost in Fig. 14 . We perform a linear regression analysis on this data to obtain the following coefficients: slope β = 1.12, R 2 = 0.73, and p-value < 0.001. Thereby, we find that the extra link cost is correlated with longer paths (i.e., additional hops). This finding is also confirmed by Fig. 15 , which depicts the CDF of the hop count of virtual links both with LID and FID. It is clearly shown that embedding with LID increases the number of hops onto which virtual links are mapped. According to Fig. 15 , the maximum increase in the number of hops is 3 for 95% of the virtual links. Furthermore, Fig. 16 shows that virtual links with FID tend to span fewer InPs. For instance, 77% of the virtual links are embedded onto less than three InPs with FID, as opposed to 67% for LID. Finally, we compare the acceptance rate of VN requests with LID and FID across 50 runs, each one containing 2000 VN requests. Fig. 17(a) depicts the acceptance rate with nonexpiring VN requests. Embedding under LID leads to VN request rejection prior to the full information counterpart. The higher acceptance rate for FID implies better resource utilization and essentially higher revenue for InPs. Fig. 17(b) provides a comparison of the acceptance rates for expiring VN requests for different VN request arrival rates under LID, showing that the acceptance rates for all arrival rates reach a steady state. This indicates that a significant fraction of the VN requests can be embedded for long periods. As depicted in Fig. 17(b) , the steady-state acceptance rate decreases with increasing VN request arrival rates.
Our evaluation results indicate the feasibility of multiprovider VNE with LID. Although most of resource and topology information is concealed from the VN Provider, the embedding cost in most cases is moderately higher, while the VN request acceptance rate converges to a steady-state which ensures predictable embedding. The mapping of virtual links onto longer substrate paths mainly accounts for the extra embedding cost.
The higher acceptance rate under FID can increase the revenue for an InP, assuming that the InP's resource pricing is competitive (i.e., such that the InP receives segments of submitted VN requests). This could incentivize InPs to disclose more resource information to VN Providers. Although our resource information model captures most of the non-confidential information for InPs, topology abstractions disclosed to VN Providers could potentially indicate certain InP preferences, e.g., a preferred path for reaching a peering node. For example, the edges of a topology graph can be annotated with weights assigned by each InP, according to his policy (e.g., network load balancing). This is inline with the Multi Exit Discriminator (MED) attribute of the Border Gateway Protocol (BGP). Furthermore, an InP may wish to incorporate computing resource utilizations into the weights of the adjacent links. This could be achieved via a link weight offset which is dynamically adjusted according to the utilization level. Such an increased level of information disclosure can enable a VN Provider to tailor VN partitioning to the InPs (rather than the SP), improving resource efficiency and VN request acceptance rate.
IX. RELATED WORK
In the following, we discuss related work on VNE with a single and across multiple InPs, auction mechanisms, and network virtualization architectures.
A. Multi-Provider VN Embedding
VNE across multiple substrate networks has been mainly studied in [14] , [17] , [20] , [23] , [32] . Houidi et al. [20] decompose multi-provider VNE into VN request partitioning (carried out by a VN Provider) and VN segment mapping (performed by each assigned InP). The main goal of this work is the comparison of exact and heuristic methods in terms of VNE efficiency. Without any inspection of resource information disclosure, VN partitioning is carried out based on a highly abstract view of the substrate network (i.e., AS-level topology), which does not include publicly available information, such as the location of peering nodes. Since there is no binding between virtual nodes and peering nodes (instead, the virtual nodes are only assigned to InPs), the link costs estimated during VN request partitioning may be significantly different from the link costs after the final VNE. Hence, cost-efficient VN embeddings are subject to optimizations during VN segment mapping rather than VN request partitioning. In this respect, the abstract underlay view combined with the restrictions of topology-based VN requests can lead to inefficient VN embeddings and increased expenditure for SPs. Our evaluation results indicate that a low degree of information disclosure can increase the embedding cost and reduce the VN acceptance rate and revenue for InPs.
Leivadeas et al. [23] focus on networked cloud computing environments with multiple InPs, at which requests are partitioned based on iterated local search (ILS) by a cloud broker. The partitioning phase is followed by the final mapping phase, at which InPs use a MIP based on the VN mapping formulation in [13] . ILS yields substantially lower runtime compared to an ILP, but may still require a large number of iterations and considerable communication overhead between the broker and the InPs, before an approximate solution has been found. The paper does not discuss the visibility of the broker on the substrate network resources, which we consider critical for the efficiency of VNE across multiple substrate providers.
In contrast to these approaches, our work is focused on the impact of LID on VNE efficiency. VN request partitioning is carried out based on a well-defined substrate network view that has been synthesized from network elements that are disclosed by ISPs and cloud providers. According to our knowledge, our work comprises the first study on VNE that sheds light into the origins of VNE suboptimality, due to LID.
B. Single-Provider VN Embedding
There is a large body of work on embedding VN requests onto a substrate network [13] , [18] , [24] , [31] , [33] . Existing VNE solutions mainly rely on heuristic algorithms (e.g., [31] , [33] ) or linear programs (e.g., [13] ), while attention has been also given to path splitting [31] and distributed embedding [18] . These VNE techniques aim at optimizing the mapping of VN topologies and require full knowledge of the available substrate resources and network topologies. In a multi-provider setting, they can be used for VN segment mapping, after their coupling with a VN request partitioning mechanism. One limitation of these VNE methods is that they are tailored to topology-based VN requests which may introduce unnecessary restrictions in VNE, possibly excluding efficient solutions. Instead, our VN segment mapping formulation (Section VI) supports traffic matrix based requests which yield higher efficiency in VNE.
C. Auction Mechanisms
Auctions have been studied extensively during the last 50 years, both in theory and practice [22] . An important part of their research has taken a normative perspective, aiming at designing auction mechanisms that can best solve certain allocation problems. The two main objectives of auction design are profit maximization for the seller and efficiency of allocation overall.
Recent studies have employed auction-based techniques for multi-provider VNE. V-Mart [32] uses a two-stage Vickrey auction model that allows InPs to bid for virtual resources that have been placed on the market by the SP. Since the auctioned items are heterogeneous, the generalized multi-unit Vickrey auction can result in certain inefficiencies. First, because of the complementarities or substitutabilities that typically exist among different units, each InP is required to submit a bid for each possible collection of resources he may provide. Consequently, the generation and process of all bids can be a highly demanding task, which can entail the disclosure of information that an InP prefers to keep as confidential. Second, the auction can result in high expenditure for the SP, which may further increase if some of the bidders form a coalition and coordinate their bids. Finally, other practical considerations, such as the various constraints that the InPs may introduce, can adversely affect the outcome of the auction [9] .
Furthermore, Esposito et al. [17] propose a consensus-based auction mechanism for VNE in a distributed manner. More precisely, the substrate nodes exchange their bids for virtual resources requested by the SP, seeking consensus for the winner. The proposed technique may offer better scalability, especially for large substrate networks; however, InP policies will hinder the collaboration of substrate nodes belonging to different InPs. As such, in a multi-provider setting, the proposed VNE mechanism may constitute an alternative approach only the for VN segment mapping phase (i.e., via iterations between each InP and the VN Provider). Another limitation of the proposed VNE is the decoupling of link from node mapping which may result in VNE inefficiency.
D. Network Virtualization Architectures
Previous work presents architectures for VN provisioning across multiple substrate networks [12] , [26] , [34] . Our multiprovider VNE methods are directly applicable to the network virtualization architectures that rely on a layer of indirection between SPs and InPs [26] , [34] . The architecture presented in [12] , where VN requests are relayed across InPs until the completion of VNE, also benefits from our VNE framework. In particular, our VN partitioning method (Section V) can be used to determine the InP that should be contacted first, improving the convergence of this distributed VNE approach.
X. CONCLUSION
In this paper, we conducted a feasibility study on multiprovider VNE with LID, based on a VNE framework that couples a well-defined information sharing scheme with formulations for VN request partitioning and VN segment mapping. We showed that LID incurs moderately increased embedding costs, in comparison to a "best-case" scenario where all substrate network information is available to VN Providers. We uncovered that the VNE suboptimality under LID stems from the increased hop count of embedded virtual links. The lower embedding cost in conjunction with the higher VN request acceptance ratio under FID can incentivize InPs to divulge more information to VN Providers, since this can improve the resource utilization and increase the revenue for InPs. Beyond the scope of VNE, we believe that our results are encouraging for other emerging business models that require separation between the network operations and the physical infrastructure.
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