Regional logistics prediction is the key step in regional logistics planning and logistics resources rationalization. Since regional economy is the inherent and determinative factor of regional logistics demand, it is feasible to forecast regional logistics demand by investigating economic indicators which can accelerate the harmonious development of regional logistics industry and regional economy. In this paper, the PSO-RBFNN model, a radial basis function neural network (RBFNN) combined with particle swarm optimization (PSO) algorithm, is studied. The PSO-RBFNN model is trained by indicators data in a region to predict the regional logistics demand. And the corresponding results indicate the model's applicability and potential advantages.
Introduction
With the rapid economic development and the continuous advancement of information and technology, modern logistics industry is developing fast on a global scale. Therefore, logistics industry is considered to be the foundation as well as the basic industry of national economic development. Meanwhile, its level of development becomes an essential symbol of measuring a country's modernization and comprehensive economic strength.
Regional logistics demand prediction system is a crucial part of regional logistics system planning and logistics rational allocation process of resources. This is because the regional logistics demand prediction system provides the necessary basis for decision making of the government. It also provides support for the construction of logistics infrastructure. Scholars at home and around the world established more predictive models for macrologistics needs, for example, the space-time multinomial probity model of forecasting freight transportation [1] , nonlinear air services demand model based on time series [2] , stepwise linear regression method for cargo forecasting [3] , logistics demand analysis model combining input-output and spatial price [4] , route comparison model and gravity model [5] , grey prediction model, fuzzy forecast and neural network prediction model, and so forth [6] [7] [8] . Yet, few scholars combined regional economic development with regional logistics demand forecasts closely together. The vast majority of the literature focused on using historical data of logistics needs for logistics demand forecasting, rather than utilizing economic data to forecast demand for logistics.
Many domestic and foreign scholars have conducted researches on the prediction of regional logistics demand. It is basically divided into two categories: time series prediction method and causality prediction method. Time series prediction method is a kind of approach based on the evolution rules of the predicted object, which are found out from the historical data of the time series. Commonly used models include moving average, exponential smoothing, and grey model. Causality prediction method is to infer the developing trend of things by establishing the appropriate causality forecasting model, based on the relationship between variables of prediction object and variables of its related things found out from historical data, and using the causal relationship of things development. Commonly used models include elastic coefficient method, linear regression model, and artificial neural network model. Commonly used prediction methods and the applicable situation are shown in Table 1 .
Problem Description

Problem Background.
In order to enhance the investment environment, to increase the attraction of foreign investment, to solve the employment pressure, and to improve the comprehensive competitiveness of urban areas, multiple regions in China have adopted a variety of planning policies to encourage the development of logistics and construction of logistics infrastructure. Nonetheless, China's logistics started late, and the related policies, strategies, and planning are not mature. Planners' understanding of the development of modern logistics concept and mode of operation is still not unified, especially in the field of logistics demand and so on. When formulating logistics development policies and studying the feasibility of logistics infrastructure, scholars ascertain that the lack of quantitative data about logistics demand results in numerous problems in the planning process, for instance, the imbalance between actual supply capacity of logistics and logistics demand, repeated construction and sedimentation of money caused by tremendous waste of resources, and false prosperity of logistics industry. Overall, predicting regional logistics demand is critical for the sustainable development of regional logistics industry.
Therefore, the quantitative prediction of the scale and development trends of logistics demand is essential. To begin with, this kind of predictions can purposefully guide social investment into the field of logistics. Various types of logistics infrastructure can be rationally planned and constructed; logistics supply system and network layout can be improved. Moreover, the predictions continuously provide the basis for the supply to meet the demand, so as to maintain a relative balance between supply and demand for logistics services and to make the regional logistics maintain high efficiency.
Related Concepts of Regional Logistics
Demand. Currently, there is no uniform view for the definition of regional logistics. Dong [13] holds that regional logistics is a system aiming at optimizing the socioeconomic strategies through the planning and construction of a certain region. Meanwhile, it also refers to activities associated with logistics operation and control. In accordance with the systems defined by systems engineering, the regional logistics system can be defined as follows: in a certain economic geographic area, it is an organic whole with specific operating law and function formed by interrelated, interdependent, and interacting elements of all logistics at different spatial scales. The regional logistics system is illustrated in Figure 1 .
Compared with the national logistics systems and enterprise logistics system, the regional logistics system is an organic integrated logistics system within the range of the economic region. The basic structural unit of the regional logistics system is a microenterprise supply, sales, logistics, and so on. Meanwhile, it is a vital part of the national logistics, international logistics, and other macrologistics systems. The regional logistics system, which is mesolevel, becomes the convergence of the microscopic and macroscopic logistics systems. Its purpose is to apply the logistics chain management solutions to address a variety of logistical problems beyond a single enterprise, so as to achieve logistics rationalization in a region or in a wider range of areas [14] [15] [16] , as is indicated in Figure 2 .
Logistics demand prediction is based on the relationship between past and current logistics market demand information and factors affecting the changes in the logistics market demand. It uses sound judgment experience, technical methods, and predictive models on the basis of historical data and statistical information to derive some regularity trends and intrinsic link trends among the factors, which predicts indicators reflecting market demand trends. Logistics demand prediction is preestimates and predictions Discrete Dynamics in Nature and Society 
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The domestic of the cargo traffic, source, flow, velocity, and other goods constituting in the area which have not occurred or is not yet clear, so as to meet the scale of regional logistics demand and hierarchy of needs. Finally, it provides decision-making basis for the regional logistics planning.
Methodologies
Before modeling, we select suitable regional logistics demand prediction indicators, thereby keeping accuracy and reliability of regional logistics demand prediction. Table 2 .
According to the logistic current situation and the principle of regional logistic prediction indicators, we select total freight traffic (TFT, 1 , 10 000 tons) and freight turnover (FT, 2 , 100 million ton-km) as the prediction targets.
Regional economic indicators are the economic indicators utilized in the prediction and have tremendous impacts on regional logistics demand. The total regional economy, regional economic structure, and distribution are major economic factors impacting regional logistics demand. In addition, intraregional trade, regional income per capita, and consumption level are also important influencing factors. Hence, when setting regional economic indicators, we select as many related indicators as we can to make prediction more effective. Meanwhile, we have to consider that indicators' data should be relatively easy to obtain from the regional statistical yearbook. Regional economic indicators are set using the measures illustrated in Table 3 .
Building Regional Logistics Demand Prediction Index
System. Combined with the previous analysis and taking into account the availability of statistical data limits, in this research we select total freight traffic (TFT, 1 , 10 000 tons) and freight turnover (FT, 2 , 100 million ton-km) to measure the scale of regional logistics demand. Likewise, we select gross domestic product (GDP, 1 , billion yuan), primary industry output value (PIO, 2 , billion yuan), secondary industry output value (SIO, 3 , billion yuan), tertiary industry output value (TIO, 4 , billion yuan), regional retail sales (RRS, 5 , million yuan), total import and export (TIE, 6 , million dollar), and per capita consumption (PCC, 7 , yuan per person) as economic indicators to predict the regional logistics demand. These indicators of input and output will be utilized to train the PSO-RBFNN and predict the regional logistics demand. The index system predicting regional logistics demand is exhibited in Figure 3. 
The Radial Basis Function Neural Network (RBFNN).
The artificial neural network (ANN) is a nonlinear information processing system which imitates human brain structure and function. According to the potential law, ANN is able to extrapolate new output by using new input. Hence, ANN has the ability to adapt to the changing environment and to achieve real value mapping of any complex functions. ANN is widely utilized to resolve problems such as pattern recognition, forecasting and prediction, optimization control, and intelligent decision-making. The feedforward neural networks are one of the most widely used ANNs. Backpropagation (BP) network, radial basis function neural network The proportion of the number of employees in total employment or total population (RBFNN) , and group method of data handling (GMDH) network are the typical feedforward neural networks.
The radial basis function neural network (RBFNN) was proposed by Moody and Darken [17] . It is a commonly used FNN with only one hidden layer. A RBFNN consists of three layers: the input layer, the hidden layer, and the output layer. The transformation from the input layer to the hidden layer is nonlinear. The output layer is linear and gives a summation at the output units. The architecture of RBFNN is illustrated in Figure 4 , where input units, ℎ hidden units, and output units are in the RBFNN. symmetry about a center point in -dimension space. The farther the input neurons are away from the center point, the lower the level of the neuron activation is. This characteristic of hidden units is called "local quality. " Therefore each hidden unit has a center point. As is shown in Figure 4 , is the center point value of the th hidden unit; ‖ − ‖ is the Euclidean norm which indicates the distance from to . The radial basis function Φ (⋅) has various forms, which are commonly used as follows, where is called the spread of the basis function [18] :
Like the human brain's neural network, RBFNN's functions are obtained through continuous learning. As the property of the neural network depends on network topology and connection weights between nodes, and the topological structure is often chosen according to specific applications, the RBFNN learning problem is to adjust the connection weights between nodes. Weights can be determined by two methods: (a) determined when RBFNN is designed; (b) determined by learning (or training) according to certain rules. Overall, the latter is mainly applied because the RBFNN obtained by learning has better adaptability. RBFNN's topology and basis function have some advantages.
(1) RBFNN has a good capability to approximate any nonlinear mapping and processing system's inherent regularity which is difficult to express. For noise-free data, RBFNN has better fitting capability and higher prediction accuracy. For data with noise, RBFNN's fitting error and prediction error are smaller, and the 6 Discrete Dynamics in Nature and Society convergence rate is faster than other neural networks, such as BP neural network.
(2) RBFNN topology can not only improve the learning speed but also avoid the local minimum. In addition, RBFNN's transfer function adopts radial basis functions, particularly the Gaussian function.
As the Gaussian function has a simple representation, so even a multivariable input would not add much complexity. And it is easy to theoretically analyse.
(3) RBFNN has a self-learning, self-organizing, selfadaptive capability, and a fast learning speed. RBFNN can achieve a wide range of data fusion and data parallel processing at high speed.
3.4.
The Particle Swarm Optimization Algorithm. The particle swarm optimization (PSO) algorithm is an evolutionary technique first proposed by Kennedy and Eberhart [19] and inspired by the natural flocking and swarming behavior of birds and insects [20] . The PSO algorithm works through initializing a swarm randomly in the search space, attracting the particles to search for space positions of high fitness. Each particle has an adaptive value determined by the optimized function. The velocity of each particle will determine its direction and distance, and the particles will follow the optimal particle searching in the searching space [21] . Evolutionary algorithm is varied. Generalized evolutionary algorithm includes genetic algorithms, particle swarm optimization, and ant colony algorithm, in which genetic algorithm and particle swarm algorithm are most typical. In comparison with other evolutionary algorithms such as genetic algorithm, PSO algorithm has the following advantages: (a) the algorithm is simple and easy to implement; (b) computation amount of the algorithm is small; (c) the computational efficiency of the algorithm is high.
The Principle of PSO.
Suppose in -dimensional searching space, a swarm consisting of particles is X = ( 1 , 2 , . . . , , . . . , ) , where the position of the th particle is = ( 1 , 2 , . . . , ) , the velocity of the th particle is V = (V 1 , V 2 , . . . , V ) , the best position of the th particle being searched is = ( 1 , 2 , . . . , ) , and the best position of the total particle swarm being searched is = ( 1 , 2 , . . . , ) . Through some iterations, each particle updates its velocity and position based on the influence of its best position as well as the best position of the total particle swarm . The iterative calculation is
where 1 , 2 are the learning factors, acceleration coefficients with positive values. They control the maximum step size the particle can achieve; is inertia weight; and are random numbers between 0 and 1; , ∈ U[−1, 1]. Particle size , inertia weight , and maximum iteration number are considered as important factors in PSO. Inertia weight describes the influence of particle's previous generation velocity on the current generation. Controlling the value of can adjust the global and local searching capabilities of PSO algorithm. The larger is , the better is the global searching capability, with a local searching capability being weaker. Contrarily, the local searching capability can be enhanced, while the global searching capability is weakened [22] .
The Process of PSO Algorithm.
Standard PSO algorithm procedures [23] are as follows.
Step 1. Initialize the particles X = ( 1 , 2 , . . . , , . . . , ) , the best position of the th pariticle being searched is = ( 1 , 2 , . . . , ) , and the particles' velocities V = (V 1 , V 2 , . . . , V ) randomly. Then set the acceleration coefficients 1 and 2 , the maximum iteration number , maximum velocity, and a maximum particle movement amplitude in order to decrease the cost of evaluation and to achieve a good convergence rate.
Step 2. Calculate the fitness value of each particle via the fitness function. There are many options when choosing a fitness function, but finding a good one often requires trial and error.
Step 3. Compare the particle's fitness value with the particle's best position . If the current value is better than the previous best solution, replace it and set the current solution as the local best position .
Step 4. Compare the individual particle's fitness with the population's global best position . If the fitness of the current solution is better than the global best fitness, set the current solution as the new global best position .
Step 5. Update the particles' positions and velocities by (2).
Step 6. Repeat Step 2 to Step 4 until a stopping criterion is satisfied or the iterations number is completed.
In this paper, we use real code to make neural network connection weights and threshold values expressed as particle parameters. The specific encode mode is as follows: let the number of input nodes be , let the number of hidden nodes be , and let the number of output nodes be , with the individual string length of particle swarm being = × + × + + . Assume that the input layer and hidden layer connection weight matrix is
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The Combination of PSO and RBF.
As the PSO algorithm can easily fall into local optimum, it fails to achieve global optimum. The PSO algorithm is not theoretically rigorous proof of convergence to any type of functions' global extreme point; hence it may be difficult to obtain satisfactory results of complex test functions. When the PSO algorithm is running, if the parameter design of the algorithm or the selection of particles is in error, it will lead to a rapid disappearance of the diversity of particles, resulting in an algorithm "premature" phenomenon, further restricting the algorithm from converging to the global extreme point.
Meanwhile, the PSO algorithm's convergence speed is slow. In practical problems, it is necessary to reach the appropriate accuracy within a certain period of time, and it is not worth taking a long time to get feasible solution. This slow convergence speed is caused by the PSO using an individual optimum and the global optimum at each iteration.
Therefore, combining ANN and PSO will overcome their own shortcomings and achieve better prediction and optimization results. ANN and PSO are two different methods and have big difference in their information processing, and the complementariness between them is high. The two principal ways to combine them are (a) using PSO algorithm's global searching capability to optimize ANN's topology, connection weights and learning rules, improving the generalization capability and learning efficiency, which improve the ANN's global searching performance and (b) embedding ANN into the PSO algorithm and using ANN's good learning performance to enhance the performance of PSO optimization. In this study, we adopt the PSO algorithm to optimize the RBFNN's connection weights and thresholds, as revealed in Figure 5 .
The procedures are as follows.
Step 1. Collect networking training specimens.
Step 2. Build the topology structure of RBFNN, that is, to determine the number of input, output, and hidden nodes.
Step 3. Initialize population.
Step 4. Calculate the fitness value of each particle.
Step 5. Compare the particle's fitness value with the particle's best position . If the current value is better than the previous best solution, replace it and set the current solution as the local best position .
Step 6. Compare the individual particle's fitness with the population's global best position . If the fitness of the current solution is better than the global best fitness, set the current solution as the new global best position .
Step 7. Update the particles' positions and velocities by (2).
Step 8. Repeat
Step 4 to Step 6 until a stopping criterion is satisfied or the iterations number is completed.
Step 9. Decode the population's global best position. The optimized values are RBFNN's connection weights and threshold values. Then train the RBFNN.
The algorithm flowchart is shown in Figure 6 .
Case Study
Data Processing.
In this section, the proposed PSO-RBFNN model will be applied to predict regional logistics demand in Sichuan province, China. The data are selected from the Sichuan Province Statistical Yearbook from 1994 to 2008, as exhibited in Table 4 . Before using these indicators, the correlation between regional economic indicators and logistics demand indicators should be verified. The verification result of the correlation is indicated in Table 5 .
From Table 5 , all the correlation coefficients are close to 1, and correlation is significant at the 0.01 level (2-tailed). Accordingly, the logistics scale indicators, that is, total freight traffic ( 1 ), freight turnover ( 2 ), and regional economic indicators, namely, gross domestic product ( 1 ), primary industry output value ( 2 ), secondary industry output value ( 3 ), tertiary industry output value ( 4 ), regional retail sales ( 5 ), total import and export ( 6 ), and per capita consumption ( 7 ), have high correlation. These indicators are valid as inputs and outputs of the PSO-RBFNN. As the selected indicators have different attributes and dimensions, the input and output data should be preprocessed to accelerate the network's training speed and convergence and improve the prediction accuracy of PSO-RBFNN. In this paper, we adopt normalization processing:
where is the normalized data, is the sample value, and max and min are the maximum and minimum sample values. For the output of the network, the reverse normalization formula is = min + ( max − min ) × .
After the normalization processing, the input data is shown in Table 6 . Each row has at least one 0 and one 1. For the S-shaped curve, the training effect will be worse, training times will increase, and it may not be able to reach the expected target.
To avoid the extreme data 0 and 1 disrupting prediction result, we set the maximum normalized value as 0.9999 and the minimum normalized value as 0.0001.
The PSO-RBFNN Training.
On the determination of nodes in the hidden layer, there is no uniform standard. Consequently, we use a trial-and-error method based on empirical principles: let be the number of input nodes, let be the number of output nodes, and let be the number of hidden nodes; therefore (a) = √ + + , where is a constant between 1 and 10; (b) = × ( + 1); (c) = √ × ; (d) = log 2 ; (e) = 2 × ( + )/3; and (f) = 2 + 1. The network training starts from a smaller number of hidden nodes. If the training is done too many times or does not reach the specified training times, or the network does not converge to a predetermined accuracy, the training process should be interrupted. The number of hidden nodes is gradually increased. The model is retrained, until a satisfactory training effect is achieved. In this way, the number of hidden nodes is ultimately determined as 15.
According to the index system we built, the numbers of input and output nodes are determined as 7 and 2. Therefore, the PSO-RBFNN node configuration form can be identified as 7-15-2. The topology is demonstrated in Figure 7 .
To determine the PSO-RBFNN learning factors, we have a parametric test of the learning factors 1 and 2 in this study. The results are demonstrated in Table 7 . Additionally, 1 = 1.5 and 2 = 0.2 are determined because of the lowest training error 0.001291.
In order to train the PSO-RBFNN, we chose data from the 1994∼2004 yearbooks as network training specimens. The PSO parameters are determined: max = 0.9, min = 0.4, min = −10, max = 10, and V max = 8. Then we can determine the connection weights and thresholds, train the RBFNN, and use it to predict the logistics demand of Sichuan province in 2010∼2015.
The transfer function of hidden layer utilizes S type tangent function: 
Analysis of Result
The Model Evaluation.
After training, we test the PSO-RBFNN model's fitness and prediction capability. Fitness test uses the model to fit to historical data and to estimate the preprediction error. Extrapolation test utilizes postprediction error to estimate the preprediction error. In the actual prediction, historical data are divided into two groups with most of the data being a sample to build the predictive model Various prediction models' capability can be measured by MAPE and the range of MAPE. The prediction accuracy is shown in Table 8 . Referring to (6), we can calculate MAPE = 2.7%, which is under 10%. According to Table 8 , this PSO-RBFNN has a good fitness capability and extensionality. The fitness error and prediction error are illustrated in Figure 9 .
To prove the PSO-RBFNN's good prediction capability, we compare the prediction capability among PSO-RBFNN, a regular BP (backpropagation) network, and a regular RBFNN model. All the inputs and outputs are the same in each model. The prediction errors are shown in Figure 10 . Compared with the BP network and the regular RBFNN model, the PSO-RBFNN has smaller errors as well as a better convergence and convergence rate. The training performance of the two different RBFNNs is shown in Figure 11 . The training performance of PSO-RBFNN is 0.00125095, less than the training performance of the regular RBFNN 0.00147074. Accordingly, the PSO-RBFNN has a better prediction capability and convergence. 
Prediction Result.
For the purpose of predicting the regional logistics demands in 2010∼2015, it is necessary to input the economic indicators of Sichuan in 2010∼2015. In the recent years, the economic development of Sichuan province has grown rapidly with the average GDP annual growth rate of 13.93% from 1994 to 2009. Hence, it is assumed that the average annual growth rate in the next few years will be 13.93%. 2011 was the first year of the "Twelfth Five-Year Program" in China. During the period of the "Twelfth FiveYear Program, " the industrial structure in China will adjust further, and it is expected that the tertiary industry annual growth rate in Sichuan province will increase by 15.23% as acceptable with the Delphi method. In 1994∼2009, the average annual growth rate of the total consumer goods retail sales was 13.86%, and the consumption growth rate was 11.53%. Therefore, in the same assumption, the total retail sales of consumer goods and consumption will have the same growth trend from 2010 to 2015. The foreign trade average annual growth rate from 1994 to 2007 in Sichuan province was 15.16%; hence we assume that foreign trade will maintain such a growth rate. The prediction outcomes for the Sichuan province regional economy are illustrated in Table 9 . The prediction results in Table 10 show that the total freight traffic and freight turnover are expected to grow faster.
According to Tables 9 and 10 , the economic indicators and the scale of logistics demand in Sichuan province reveal a rapid growth trend in the next five years and also prove the inherent relevance between regional logistics demand and regional economy.
In particular, the "5.12 Wenchuan Earthquake" inflicted heavy loss on Sichuan province. Hence, after the reconstruction process is completed, logistics demand is expected to increase sharply with the result that the regional logistics industry will be highlighted in the growth of the regional economy. Further, as "The 12th Five-Year Program on National Economic and Social Development" proposes, industrial optimization will be China's top priority. To achieve this optimization, China will need to speed up the development of the modern service industry, in which the logistics industry is the principal development focus.
Conclusion and Discussion
Logistics is a pioneer in the development of logistics demand. During the process of conducting logistics development planning, regional planners' lack of correct understanding of the logistics demand will result in the imbalance between supply and demand. Furthermore, it will cause the phenomenon of Discrete Dynamics in Nature and Society
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The prediction error insufficient supply and overinvestment. It will also hinder the development of the logistics industry. Therefore, studying the forecast of regional logistics demand has vital practical significance. In this paper, based on the theory of regional logistics demand and its prediction, the characteristics and the main content of regional logistics demand prediction are analyzed; the PSO-RBFNN prediction model is built; and an empirical research of logistics demand in Sichuan province is conducted. The principal conclusions are as follows.
(1) By feasibility analysis and empirical research, it is proved that a PSO-RBFNN model, which introduces a PSO algorithm to optimizing the RBF neural network connecting weights and thresholds, is scientific and practical. Combining RBFNN with PSO overcomes their own shortcomings and achieves better prediction and optimization results. (2) Through correlation analysis, the strong correlation between the regional economy and regional logistics demand is proven. The rapid development of the regional economy will drive the rapid development of regional logistics. (3) In the empirical research, we applied the PSO-RBFNN model to predict the regional logistics demand of Sichuan province from 2010 to 2015. After inputting the regional logistics demand prediction indicators values into the PSO-RBFNN model, valid results are calculated in Table 9 , suggesting that the total freight traffic and freight turnover will increase by 13.7% and 58.8%, respectively. The PSO-RBFNN model is utilized to fit well the nonlinear relationship between the regional economy and regional logistics demand. (4) Through empirical research, it is obvious that using logistics demand and regional economic indicators to predict regional 1000 epochs 1000 epochs 0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
Performance is 0.00125095; goal is 0.001 Performance is 0.00147074; goal is 0.001 Figure 11 : The training errors in different RBFNNs. logistics demand is a viable research method. Multiple factors affect the demand for logistics. Studying the development of logistics demand based on the trend of only one indicator is unreasonable. On the other hand, compared with the traditional forecasting methods, the PSO-RBFNN model predicts regional logistics demand more accurately. Nevertheless, our study should be improved in terms of the index system of regional logistics demand prediction. It is not enough to establish indicators only based on the perspective of economic indicators and freight volume, even though these indicators are easy to be collected. Other indicators such as logistics cost GDP ratio should also be studied. Further, we predict the scale of regional logistics demand, rather than the structure and quality of regional logistics demand. In future research, the structure and quality of regional logistics demand will be investigated.
