Abstract. An algorithm for cryptanalysis of certain keystream generators is proposed. The developed algorithm has the following two advantages over other reported ones: (i) it is more powerful and (ii) it provides a high-speed software implementation, as well as a simple hardware one, suitable for high parallel architectures. The novel algorithm is a method for the fast correlation attack with signicantly better performance than other reported methods, assuming a lower complexity and the same inputs. The algorithm is based on decoding procedures of the corresponding binary block code with novel constructions of the paritychecks, and the following two decoding approaches are employed: the a posterior probability based threshold decoding and the belief propagation based bit-ipping iterative decoding. These decoding procedures oer good trade-os between the required sample length, overall complexity and performance. The novel algorithm is compared with recently proposed improved fast correlation attacks based on convolutional codes and turbo decoding. The underlying principles, performance and complexity are compared, and the gain obtained with the novel approach is pointed out.
Introduction
An important method for attack or security examination of certain stream ciphers based on nonlinear combination keystream generators composed of several linear feedback shift registers (LFSR's) (see [11] , for example) are: basic correlation attack [18] , and particularly the fast correlation attacks considered in a number of papers, including [12] , [20] , [13] , [14] , [2] , [3] , [8] , [9] and [6] . Developing or improving techniques for realization of the fast correlation attack is a standard cryptologycal problem.
The basic ideas of all reported fast correlation attacks include the following two main steps: -Transform the cryptographic problem into a suitable decoding one; -Apply (devise) an appropriate decoding algorithm. There are two main approaches for realization of the fast correlation attack. The rst one is based on decoding techniques for block codes (introduced in [12] and [19] ), and the second one is based on decoding techniques for convolutional codes (recently proposed in [8] and [9] ). The main underlying ideas for the fast correlation attacks based on linear binary block codes decoding is the iterative decoding principle introduced in [4] . For example, all the fast correlation attacks reported in [12] , [19] , [13] , [20] , [14] , [2] , and [3] , could be considered as variants of iterative decoding based on simple bit-ipping (BF) [4] or iterative extensions of a posterior probability (APP) decoding [10] . Most of these methods (practically all except the method from [13] ) are restricted on the LFSR feedback polynomials of low weight. Due to the established advantages of belief propagation (BP) based iterative decoding over iterative APP (see [5] , for example), the application of BP based iterative decoding for realization of the fast correlation attack has been recently reported in [6] . The main goal of [6] was to report the potential gain and its origins when BP based iterative decoding is employed instead of APP based decoding, assuming the same construction method of the parity-checks and the same overall structure of the algorithm for fast correlation attack. A comparison of the iterative decoding approaches based on simple, APP and BP based decodings for the fast correlation attack is reported in [15] . New methods for fast correlation attack based on the theory of convolutional codes are given in [8] - [9] . They can be applied to arbitrary LFSR feedback polynomials, in opposite to the previous methods, which mainly focus on feedback polynomials of low weight. The proposed algorithm transforms a part of the code C steaming from the LFSR sequence into a convolutional code, based on nding suitable parity check equations for C. The approach considers a decoding algorithm that includes memory, but still has a low decoding complexity. With respect to the previous methods, this allows looser restrictions on the parity check equations that can be used, leading to many more equations. As the nal decoding method, the Viterbi algorithm with memory orders of 10-15 was used. The results reported in [8] improve signicantly the few previous results for high weight feedback polynomials, and are in many cases comparable with that corresponding to low weight feedback polynomials. Further developments of the idea for fast correlation attack based on decoding of certain convolutional codes are presented in [9] where new methods employing the techniques used for constructing and decoding turbo codes are proposed. The most powerful technique presented in [9] is based on the turbo decoding approach with M component convolutional codes and iterative APP decoding employing the BCJR algorithm [1] (see also [7] ).
Recent interests and the advances in developing algorithms for the fast correlation attack have raised a natural question of further improvements of the fast correlation attack, especially in the light of fast implementations.
The main goal of this paper is to propose an algorithm for the fast correlation attack suitable for a high-speed software implementation, as well as for a simple hardware one. Most existing algorithms can be considered as inappropriate ones for this goal assuming an LFSR feedback polynomial of arbitrary weight. Accordingly, our intention was to develop an algorithm which employs mod2 additions and simple logical operations for processing, so that it is suitable for highly parallel architectures and high speed software or hardware implementations. Also, our goal is to propose an algorithm which yields possibility for trade-os between length of the required sample, overall complexity and performance.
In this paper, a more powerful algorithm for the fast correlation attack with signicantly better performance (which does not depend on the LFSR feedback polynomial), assuming the same inputs and lower complexity than other reported methods, is proposed. The proposed algorithm is based on a novel method for constructing the parity-checks, motivated by the approach of [8] and [9] , and two decoding approaches of the corresponding binary block code, APP threshold decoding [10] and iterative decoding employing BP-like BF (see [4] ). The construction of the parity-checks is based on searching for certain paritycheck equations and theirs linear combinations employing the nite-state machine model of an LFSR with primitive characteristic polynomial. The expected numbers of parity-checks per parity bit are derived, showing that a large number of appropriate parity-checks can be constructed. An analysis of the algorithm performance and complexity is presented. The novel algorithm is compared with recently proposed improved fast correlation attacks based on convolutional codes and turbo decoding. The underlying principles, performances and complexities are compared, and the gains obtained with the novel approach are pointed out. It is shown that assuming the same input, the novel algorithm yields better performance and lower complexity than the best algorithm reported up-to-now.
The paper is organized as follows. Section 2 presents preliminaries. Section 3 points out the main underlying results for the construction of a novel algorithm for the fast correlation attack. Complete specication of the proposed algorithm is given in Section 4. Experimental analysis of the performance is presented in Section 5, as well as a discussion of the complexity issue. Comparisons between the recently reported improved fast correlation attacks, and the proposed algorithm are given in Section 6. Finally, the results of this paper are summarized in Section 7. Recall that, the correlation means that the mod 2 sum of corresponding outputs of the LFSR and the generator can be considered as a realization of a binary random variable which takes value 0 and 1 with the probabilities 1 0 p and p, respectively, p 6 = 0:5.
The fast correlation attack on a particular LFSR, with primitive feedback polynomial, in a nonlinear combining generator given the segment of the generator output can be considered as follows: { The n-bit segment of the output sequence from the length-k LSFR is a codeword of an (n; k) punctured simplex code; { The corresponding n-bit segment of the nonlinear combination generator output is the corresponding noisy codeword obtained through a BSC with crossover probability p; { The problem of the LFSR initial state reconstruction, assuming known characteristic polynomial, is equivalent to the problem of decoding after transmission over a BSC with crossover probability p.
The decoding approach employed in this paper is based on combination of a restricted exhaustive search over a set of hypotheses and a one-step or an iterative decoding technique. The exhaustive search is employed in order to provide a possibility for construction of suitable parity-check equations relevant for high performance of complete decoding. This approach could be considered as a particular combination of the minimum distance decoding and another decoding technique.
Recall that a parity-check equation which involves a smaller number of bits is more powerful than a higher weight one. Also note that performance associated with a set of the parity-checks depends on its cardinality as well as on the parity-check weight distribution. Finally, the overall complexity of a decoding procedure depends on the number and weights of the employed parity-checks. Accordingly, from performance and complexity point of views, a favorable situation corresponds to the availability of a large number of low-weight parity-checks.
In the following, x n , n = 1; 2; :::; N, denotes an LFSR output sequence which is a codeword x of a binary (N; L) punctured simplex code C where N is codeword length and L is number of information bits. x 0 = [x 1 ; x 2 ; :::; x L ] is the vector of information bits identical to the LFSR initial state; fz n g denotes the degraded sequence fx n g after transmission over a BSC with crossover probability p. Accordingly, z n = x n 8 e n ; n = 1; 2; :::; N , where the eect of the BSC with error probability p is modeled by an N-dimensional binary random variable E dened over f0; 1g N with independent coordinates E n such that Pr(E n = 1) = p, n = 1; 2; . . . ; N, and e n is a realization of E n . Applying a codeword x = [x n ] N n=1 2 C, to the input of the BSC, we obtain the random variable Z = E 8 x as a received codeword at its output. Let z = [z n ] N n=1 and e = [e n ] N n=1 denote particular values of the random vector variables Z and E, respectively.
Novel Appropriate Parity-Check Sets
This section points out novel sets of the parity-check equations relevant for construction of an algorithm for the fast correlation attack which will be proposed in the next section. Also, this section points out the expected cardinalities of these sets.
Preliminaries
An LFSR can be considered as a linear nite state machine. Recall that a linear nite state machine is a realization or an implementation of certain linear operator. Accordingly, a state of a length-L LFSR after t clocks is given by the following matrix-vector product over GF (2): x t = A t x 0 ; t = 1; 2; ::: ; where x t is an L dimensional binary vector representing the LFSR state after t clocks, x 0 is an L dimensional binary vector representing the initial LFSR state (in notation that it has index L at the top and index 1 at the bottom), and A t is the t-th power over GF (2) Powers of the matrix A determine algebraic replica of the LFSR initial state bits, i.e. linear equations satised by the bits of the codewords from the dual code. Accordingly, they directly specify the parity-checks.
Since our approach assumes an exhaustive search, over the rst B information bits, the parity checks are obtained:
-directly from the powers of the matrix A corresponding to an arbitrary subset of the rst B bits of the LFSR initial state and no more than three bits from the remaining L 0 B bits of the initial state and the bit of the LFSR output sequence;
-as the mod2 sum of any two parity checks determined from the powers of the matrix A when this sum includes an arbitrary number of the rst B bits of the LFSR initial state, at most one bit from the remaining L 0 B bits of the initial state, and the two bits of the LFSR output sequence.
-as the mod2 sum of any three parity checks determined by the powers of matrix A when this sum includes an arbitrary number of the rst B bits of the LFSR initial state, no bit from the remaining L 0 B bits of the initial state, and the three corresponding bits of the LFSR output sequence. As pointed out in Section 2, a desirable situation is that corresponding to as many low-weight parity-checks as possible. Following this fact and due to the comparison purposes with recently reported improved fast correlation attacks [8] - [9] , we focus our intention mainly to parity-checks of eective weight three (i.e. without considering the rst B bits), but also employ some of parity-checks of eective weight four as well. Note nally that parity-checks of an arbitrary weight could be considered as a development of certain reported results, for example [13] and [16] .
Methods for Construction and Specication of the Parity-Check Sets
This section presents two methods for obtaining appropriate sets of paritychecks. The developed methods are related to the information bits (Method A) and to the parity bits (Method B) of the underlying punctured simplex code.
Method A: Parity-check sets related to the information bits of the underlying punctured simplex codeword.
Note that x L+n = A n 1 x 0 ; n = 1; 2; :::; N 0 L ; (2) where A n 1 is the rst row of the n-th power of the state transition matrix A.
Accordingly, the basic parity-check equations (dened on the noisy sequence) are given by: Note that for given parameters N, L, and B, the sets i , i = B + 1; B + 2; :::; L, can be constructed in advance through a search procedure in a preprocessing phase, and later used for any particular application with these given parameters.
Method B: Parity-check sets related to the parity bits of the underlying punctured simplex codeword.
First, an appropriate form of the parity check matrix of a punctured simplex code is pointed out. Then a method for constructing the parity checks is given and the parity checks to be employed by the algorithm are specied by Denition 2.
Recall, that in Section 2, the fast correlation attack has been modeled by the decoding of an (N; L) punctured simplex code used over a BSC. Accordingly, the following statement points out an appropriate form of the code parity-check matrix. This particular form has a one-to-one correspondence with the nitestate machine model of an LFSR with primitive characteristic polynomial. The construction of the parity-checks is based on searching for certain linear combinations of rows in an appropriate form of the parity-check matrix given by Proposition 1. Accordingly, the preprocessing phase of the algorithm includes the construction of the parity-checks according to the following algorithm which generates a set of parity checks for each parity bit. Each parity check includes certain B information bits, and no more than W + 1 other arbitrary check bits. Note that W + 1 is used here instead three to illustrate that a straightforward generalization is possible where not only the parity-checks of eective weight equal to three are considered.
Algorithm for the construction of the parity checks { Output: The sets of parity check equations 3 n , n = L + 1; L + 2; :::; N.
Denition 2: The set 3 n generated by the above algorithm is the set of all considered parity-check equations related to the n-th parity bit of codewords in the punctured (N; L) simplex code.
Note that each parity-check in 3 n consists of of the rst B information bits with 0 < B, none of the remaining last L 0 B information bits and at most W + 1 of the N 0 L parity check bits, including bit-n. Note that Lemmas 1 and 2 show that Denitions 1 and 2 yield large numbers of the parity-checks relevant for an error-correction procedure. Also, note that Lemmas 1 and 2 imply that the expected cardinalities of the parity-check sets specied by Denitions 1 and 2 do not depend on the LFSR characteristic polynomial, and particularly on its weight. { A novel method for constructing parity checks of a punctured simplex code based on linear nite state machine model of an LFSR (see [13] ); { The idea (implicitly given in [8] ) of employing a partial (restricted) exhaustive search in order to enhance performance of the fast correlation attack.
The developed algorithm assumes exhaustive search over the rst B information bits in conjunction with appropriate decoding approaches.
According to these principles a novel algorithm for the fast correlation attack (based on a linear block code decoding approach) is proposed. The algorithm is based on the novel methods for constructing the appropriate parity-checks presented in the Section 3, and its processing phase includes the following three techniques: (i) hypothesis testing, (ii) decoding of a punctured simplex code and (iii) correlation check. The algorithm employs two dierent decoding procedures in order to provide desired trade-os between necessary length of the sample, i.e. the rate of underlying code, performance and overall complexity. (a) the considered vectorx 0 of information bits is the true one; (b) the true vector of information bits is not found.
The threshold scalar T is used for checking a hypothesis over all the information bits. For given N; L; B; p, the threshold T is calculated based on the method presented in [18] .
The specications of the employed decoding algorithms OSDA and IDA are given in the following. Elements of the threshold vector T 1 are determined based on the posterior error probabilities computed by using the parity-checks specied by Denition 1. We assume that for each codeword bit, the parity-checks used are orthogonal on that bit, meaning that except for that bit, every other involved unknown bit appears in exactly one of the parity-checks. Finally, assuming as an appropriate approximation, that all the parity-check equations involve exactly two unknown bits beside the considered one, for any i = B + 1; B + 2; :::; L, the threshold T 1 (i) is equal to the smallest integer such that the following inequality holds: BP-BF based iterative decoding (see [4] , for example) includes the following main dierence in comparison with simple BF. { For each bit n, and each combination of j 3 n j 0 1 parity-checks out of the j 3 n j parity checks associated with bit-n, make j 3 n j estimate of the nth bit value associated with these combinations.
Accordingly, we employ the following iterative BP-BF based decoding algorithm.
{ Initialization:x n = z n andx nm = z n . If no complementation was performed go to Step 3 (b); otherwise go to Step 1. 3. Step 3: (a)x = [x n ] is the decoding result.
(b) Algorithm halts and a warning is declared that a valid decoding is not reached. Results of the performance analysis are presented in Table 1. This table dis Each error-rate given in the table is obtained by calculation over a corresponding, randomly selected, set of 1000 samples. Recall that "error-rate" indicates the fraction of trials for which we obtain incorrect decoding (and accordingly incorrect reconstruction of the secret key).
Complexity
Recall that the overall complexity assumes time and space complexity requirements. The complexity analysis yields that according to the structure of the proposed algorithm: -The algorithm requires a space for the input. Space requirements for the decoding process are as follows: when OSDA is employed, decoding processing does not require memory; IDA requires a memory proportional to the parameter N 3 ; -Time complexity is specied by the following corollaries. Note also that from the structure of the proposed algorithms, it is readily seen that the proposed algorithms are suitable for fast software implementation, as well as for simple hardware implementation: the algorithms employ only simple arithmetic operations (mod2 addition) and simple logical operations.
Also, since the decoding process is mainly memoryless, note that a reduction of the time complexity specied by the previous corollaries can be obtained by an appropriate time-memory complexity trade-o.
Finally note that in the presented experiments, the decoding step has employed the underlying codeword lengths N = 40000 and N 3 = 4096 for OSDA and IDA, respectively. This is an illustration that OSDA and IDA yield a tradeo between the length of the required sample (i.e. the code rate) and the decoding complexity. This section presents an arguably comparative analysis of the underlying principles, performance and complexity of recently proposed improved fast correlation attacks [9] and the novel algorithm, assuming the same input.
Comparison of the Underlying Principles
Comparison of the underlying principles employed in [8] - [9] and in the novel algorithm for the fast correlation attack can be summarized as follows.
{ The approaches of [8] - [9] are based on decoding of convolutional codes and turbo codes with convolutional codes as the component codes constructed over the LFSR sequence. The novel approach is based on decoding punctured simplex block codes corresponding to the LFSR sequence.
{ The algorithms [8] - [9] and the novel algorithm employ dierent parity-checks.
The parity-checks employed in [9] - [8] are constructed by searching for these parity checks which include the following bits: currently considered bit, bits from a subset of B previous bits, and no more than two other bits.
The parity-checks employed in the novel algorithm are constructed by searching for these parity checks which include the following bits:
(i) currently considered information bit, bits from a subset of B rst information bits, and two other information bits with the corresponding parity-bit, or two arbitrary parity bits only, or
(ii) currently considered parity bit, bits from a subset of B rst information bits, and no more than two other parity bits. Note that these dierent approaches in the parity-check constructions imply dierent number of parity-checks per bit, as well.
{ The decoding techniques employed in [8] - [9] are Viterbi decoding, BCJR decodings, and MAP turbo decoding (see [7] and [1] ). On the other hand the novel algorithm employs the following two low-complexity decoding techniques: (i) APP threshold decoding, and (ii) BP based BF iterative decoding.
{ The fast correlation attacks from [8] - [9] implicitly include an exhaustive search over a set of dimension 2 B through employment of the Viterbi or BCJR decodings due to the trellis search. The novel algorithm employs an explicit search over all 2 B possible patterns corresponding to the rst B information bits.
{ A decoding process based on the Viterbi or BCJR algorithm requires a memory of dimension proportional to 2 B . On the other hand, OSDA does not require memory, and IDA requires a memory proportional to the parameter N 3 .
Comparison of the Performance and Complexity
For the performance comparison of the novel and turbo based fast correlation attacks [9] the same inputs are employed and relevant parameters are selected so that the novel algorithm always has signicantly lower overall implementation complexity than the algorithm [9] . According to [9] , the time complexity of the turbo decoding is proportional Also note that the space complexity of the approach from [9] is proportional to 2 B due to employment of the BCJR algorithm. If OSDA is employed no space complexity is required, and if IDA is employed it is usually signicantly smaller than 2 B due to its linear rather than exponential nature.
An illustrative performance comparison is presented in the Table 2 . Note that, in each case, the complexity of the proposed algorithm could be considered as signicantly lower than complexity of the turbo decoding [9] although the proposed algorithm assumes search over a much larger set of hypotheses, since: (i) [9] employs iterative processing with M component codes and (ii) the dominant arithmetic operation in the proposed algorithm is mod2 addition against real multiplication for the turbo based decoding of [9] .
Finally, note that the actual time for performing the attack by the novel algorithm strongly depends on the implementation constraints so that a straightforward comparison is not appropriate. Also, the approaches of [8] - [9] can be modied to involve mod2 additions, but at the expense of performance degradation. 7 
Conclusions
A novel algorithm for the fast correlation attack has been proposed. The algorithm is based on decoding procedures of the corresponding binary block code with novel constructions of the parity-checks, independent of the LFSR feedback polynomial weight, and the following two decoding approaches are employed: an APP based threshold decoding and a BP based BF iterative decoding . The constructions of the parity-checks are based on searching for certain paritycheck equations and their linear combinations employing the nite-state machine model of an LFSR with primitive characteristic polynomial. The expected numbers of the parity-checks per parity bit have been derived, showing that a large number of appropriate parity-checks can be constructed.
The performance of the proposed algorithm has been analyzed experimentally showing that the algorithm is a powerful one.
The overall implementation complexity has been specied. As dominant operations the algorithm employs mod2 additions and simple logical operations, so that it is very suitable for high-speed software implementation as well as for simple hardware implementation. The algorithm oers good trade-os between required sample length (i.e. rate of the underlying code), overall complexity and performance. The one-step threshold decoding approach yields high performance assuming long enough sample, and the iterative decoding approach can reach the same performance using a signicantly shorter sample but at the expense of increased complexity.
The novel algorithm has been compared with recently reported improved fast correlation attacks based on convolutional codes and turbo decoding. The underlying principles, performance and complexity have been compared, and the essential gain obtained with the novel approach is pointed out. The developed algorithm has the following two main advantages over other reported ones: (a) Assuming a lower overall complexity, and the same inputs, the proposed algorithm yields signicantly better performance. (b) It is suitable for high-speed software implementation as well as for simple hardware implementation and highly parallel architectures.
