Abstract: This paper addresses the problem of attitude and rate gyros bias estimation, based on inertial data and range measurements from beacons installed in inertial frame and acoustic sensors fixed in vehicle frame. A nonlinear observer is proposed and its stability and performance properties are studied resorting to Lyapunov techniques. The estimation error is shown to converge exponentially fast to the desired equilibrium point in any closed neighborhood inside the region of attraction in the presence of bias in the rate gyros. The performance of the proposed nonlinear observer is illustrated in simulation and experimentally validated using a high precision calibration table, which provides ground truth signals for comparison with the resulting estimates.
INTRODUCTION
Attitude estimation is an essential element for many modern platforms such as aircrafts, satellites, unmanned air vehicles, and underwater autonomous robots. It is a classical estimation problem that despite its rich historical background is still a subject of intensive research and new advances. There exists a wide variety of suitable estimation techniques for this problem. While some, like the solution to the Wahba's problem, Wahba [1965] , are purely algebraic, others, like Kalman filtering, Crassidis [2006] , rely on system dynamics to obtain better accuracy and noise reduction. Among the later, nonlinear observers emerge as an attractive solution when it is possible to prove stability.
In many applications it is desired to design observers based only on the rigid body kinematics that are an exact description of the physical quantities involved, Batista et al. [2008] , Pflimlin et al. [2007] and Thienel and Sanner [2003] . Attitude observers rigorously formulated on non-Euclidean spaces, such as the set of rotation matrices SO(3) and the set of unit quaternions are presented in Kinsey and Whitcomb [2007] , Mahony et al. [2008] , and Vasconcelos et al. [2008] . The topological limitation of achieving global stabilization on the SO(3) manifold and some guidelines on observer design are discussed in Chaturvedi and McClamroch [2006] , Fragopoulos and Innocenti [2004] , and Malisoff et al. [2006] . The work Hamel et al. [2009] presents a study on the stability of attitude observers based on inertial and body fixed vector measurements and shows asymptotic stability for the case of one time-varying vector observation. measurements from inertial and magnetic sensors. Non-ideal characteristics of the inertial sensors, namely bias, misalignment, and noise, degrade the results of the observer and produce drift on the attitude estimates. Global Positioning System (GPS), cameras, lasers, infrared sensors or others can be used as adding sensors to obtain more accurate estimates. For instance, in some recent work P. and Salaün [2010] it is described an observer for estimating the attitude of a flying rigid body, using measurements from inertial and magnetic sensors. Specially suitable for indoors applications or to be used in the vicinity of physical structures, acoustic sensors are a reliable and affordable alternative, Priyantha et al. [2000] , where the speed of propagation of sound in the air is assumed to be known. This paper builds on previous work by the authors, presented in Vasconcelos et al. [2008] . In this work, a novel proof for the exponential stability of the attitude and rate gyros bias estimation is proposed and experimental results obtained with a real-time prototype are presented. The observer integrates measurements from non-ideal inertial rate gyros with ranges provided by a commercially available acoustic positioning system, composed by an ultrasonic beacon array assumed fixed in the inertial frame and an acoustic receiver array installed on the vehicle. The prototype developed comprises a Memsense nIMU and a Cricket Localization System, Priyantha et al. [2000] . It is assembled and mounted on an Ideal Aerosmith Positioning Rate Table System, Model 2103HT, Ideal Aerosmith [2006] , which is a three-axis system that provides precise angular position, rate, and acceleration. A comparison of the experimental results with a classical algebraic method illustrates the advantages of the presented solution.
This paper is structured as follows. In Section 2, the attitude estimation problem is introduced and the sensor suite is described. In Section 3, the nonlinear attitude observer is presented and their properties highlighted. Simulation results are outlined in Section 4, illustrating the observer properties for time-varying angular velocities. The experimental setup is described in Section 5, and Fig. 1 . Frames and navigation system configuration.
experimental results to validate the performance of the proposed solution are presented in Section 6. Finally, concluding remarks are given in Section 7.
PROBLEM FORMULATION
In this section the attitude estimation problem is introduced and the sensor suite is characterized. Consider the two reference frames depicted in Fig. 1 , the local reference frame {L}, which is placed in the mission scenario, and reference frame {B}, attached to the rigid body. For the sake of simplicity, {L} is assumed to be an inertial frame.
Let R ∈ SO(3) be the rotation matrix that transforms the vectors expressed in {B} to {L} and ω ∈ R 3 the rigid body angular velocity expressed in {B}. The Special Orthogonal Group is denoted by SO(3) and defined as SO(3) :
The rigid body attitude kinematics are described by the differential equationṘ
The sensor suite comprises a rate gyro sensor triad and an acoustic positioning system. The angular velocity measurements ω r ∈ R 3 are assumed to be corrupted by an unknown bias term b ∈ R 3 so that ω r = ω + b. The basic elements of the acoustic positioning system are an array of beacons placed in the mission scenario and an array of receivers installed on the vehicle, so as to provide range measurements from each beacon to all acoustic receivers. Using a spherical interpolation method, Smith and Abel [1987] , it is possible to obtain the position of beacon i in {B}, denoted by B x i ∈ R 3 , where i = {1, ..., N b }, and N b is the number of beacons. The spherical interpolation method requires the existence of at least four nonplanar receivers. The position of the beacon i in {L} is denoted by
, where M(n, m) denotes the set of real n × m matrices.
The objective of the present work is to exploit the information provided by the sensor suite and derive an attitude observer that combines the inertial measurements with ranges between a beacon array and a receiver array.
OBSERVER SYNTHESIS
In this section the attitude observer that relies on the sensor measurements to estimate simultaneously the rigid body attitude and rate gyros bias is presented and its properties are deduced. It is shown that the proposed feedback law yields exponential convergence of the estimation error for worst case initial conditions.
The observer uses position measurements in the form B u i , i = {1, . . . N b }, which are obtained using a conveniently defined coordinate transformation. This transformation has the form
The representation of the transformation in the reference frame {L} is given by
This matrix exists and is nonsingular if Assumption 1 is verified (see [Vasconcelos et al., 2008, Proposition 3] ).
The proposed attitude and rate gyros bias observer takes the forṁ
whereR ∈ SO(3) is the estimated attitude,b ∈ R 3 is the estimated rate gyros bias, k ω , k b ∈ R are positive gains and BÛ =R T L U. Let the attitude and bias estimation errors be given byR =R T R andb =b − b, respectively.
orthogonalizes the directions
The transformation A X shapes uniformly the directionality associated with the position measurements and allows for the feedback term s ω to be written as function of the attitude error
The error dynamics are autonomous and given bẏ
Let the Euler angle-axis parameterization ofR be described by the rotation vector λ ∈ R 3 , ∥λ∥ = 1, and by the Murray et al. [1994] . The following lemma provides sufficient conditions on the initial estimates for the boundedness of the estimation errors, which excludes the set of points such thatR = rot(π, λ). Lemma 1. For any initial condition that verifies
the estimation errorsx = (R,b) are bounded, and the attitude error verifies θ(t) ≤ θ max < π for all t ≥ t 0 .
Proof. Consider the following Lyapunov function
where ∥.∥ F denotes the Frobenius norm of matrices and note that its time derivative is given byV
The first element term in (4) is a distance function in SO(3), see Moakher [2002] , thus, the Lyapunov function (4) is the square of a weighted distance from the desired equilibrium point, the set Ω ρ is compact, and there exists γ ∈ R + such that ||x(t)|| 2 ≤ γV (x(t)). The inequalityV ≤ 0 implies that any trajectory that starts in Ω ρ remains in Ω ρ . Then, for all t ≥ t 0 ||x(t)|| 2 ≤ γV (x(t 0 )) and the state is bounded. The gain condition (3) 
and consequently there exists θ max ∈ R + such that θ(t) ≤ θ max < π for all t ≥ t 0 . Note that by definition θ(t) is always greater or equal to zero.
The following theorem characterizes the stability of the observer (1) establishing the exponential stability of the origin given bounded initial estimation errors. Theorem 1. For any initial condition that satisfies the condition (3), the error dynamics converge exponentially fast to the stable equilibrium point (R,b) = (I, 0).
Proof. Let the attitude vector be given byq
The closed loop kinematics are now given bẏ
. Now consider the following coordinate transformation x 1 = T(t)q v , x 2 = T(t)b witḣ
where T(t) ∈ SO(3). The time derivative of the transformed variables x 1 and x 2 are given by
Since T (t) is a rotation matrix, it verifies the conditions
for some finite positive constants λ and η for all t ≥ t 0 . Hence, T(t) is a Lyapunov transformation, Rugh [1996] , and the stability results of the linear time-varying system (6) also hold for (5).
In order to prove the exponential convergence of the system (5) it is sufficient to show that there exists positive constants a, k 1 , k 2 , k 3 and a continuously differentiable function V T such that [Khalil, 2002, Theorem 4.10 ]
In particular these conditions hold if the function V T verifies
T , P ∈ M(6), Q(t) ∈ M(6) and the minimum singular value of Q(t) (σ min (Q(t))) is uniformly lower bounded by a nonzero positive constant.
where p 11 , p 12 , p 22 , q 11 (t), q 12 (t), q 22 (t) ∈ R and Q(t) = −(PA(t) + A T (t)P). In order to verify (7) and (8) it is sufficient to show that the leading principal minors of P and Q are strictly positive
Using some algebraic manipulations on the inequalities (9)- (12) we derive sufficient conditions for p 11 , p 12 and p 22 so that (7) and (8) 
Define
and notice that the maximum value of (q 
The condition (11) is verified if
Note that any p 12 that verifies (17) also satisfy (18). Using the result of Lemma 1, it is possible to conclude that there existsq smin > 0 such thatq smin ≤q s (t),
Therefore, there exists a p 12 sufficiently close to zero such that (10), (11) and (17) are satisfied. Also note that for any choice of p 12 verifying (17), | det(Q(t))| does not converge to zero along time and all elements of Q(t) are finite. Together, these two properties guarantee that σ min (Q(t)) is lower bounded by a constant greater than zero, and hence the conditions for the exponential convergence of the errors are satisfied.
The proof just presented exploits a new linear time-varying Lyapunov transformation that transforms the original closed-loop system (5) into the more tractable system (6) and resorts to positive definite matrices P and Q(t)
to show that the origin of (6), and consequently of (5), is exponentially stable. Since P and Q can be explicitly computed using the constraints, exponential convergence bounds can be obtained and used to determine worst-case convergence rates
specializing a similar theorem stated in Vasconcelos et al. [2008] . Corollary 1. Assume that the initial estimation errors are bounded according to
where (1 − cos(θ max )) < 2, and select k b such that
Then, the origin (R,b) = (I, 0) is uniformly exponentially stable in the set defined by (20).
SIMULATION RESULTS
In this section, simulation results that illustrate the convergence properties of the system (2) are described. Five beacons were placed in the mission scenario located at 
, which verifies the conditions (14), (16), (17), and (18).
Figure 2(a) depicts the time evolution of the attitude estimation error and angular rate bias estimation error is depicted on Fig. 2(b) showing the convergence of the error to the origin. The theoretical upper bound of the estimation error ||x(t)|| obtained using the condition (19) is given by 0.2016(t−t0) .
This bound and ||x(t)|| are depicted in Fig. 3 .
EXPERIMENTAL APPARATUS
A real-time prototype was developed comprising an inertial measurement unit and the Cricket localization system for range measurement, installed on a motion rate table, which provides ground truth data. In this section we describe the experiment in detail and its characteristics. 
Memsense nIMU
The angular rate measurements are provided by a MemSense nIMU that contains a triad of rate gyros, a triad of accelerometers, and a triad of magnetometers. The data is received via a RS422 communication link that provides measurements at a sampling rate of 150 Hz. The rate gyros have a dynamic range of ±150 deg s −1 , and typical and maximum noise of 0.36 deg s −1 (1σ) and 0.95 deg s −1 (1σ), respectively.
Cricket localization system
The range measurements are obtained using the Cricket localization system, Priyantha et al. [2000] , which is composed by a set of cricket motes. Each mote can be set as a beacon or as a receiver. In this experimental setup we used four motes as beacons and four as receivers. This system relies on the fact that speed of sound in air (about 343 m s −1 ) is much lower than the speed of an RF signal (light speed). Each beacon emits an ultrasonic pulse simultaneously with an RF signal containing the respective identification. When the RF signal is detected by a receiver, it uses the time difference of arrival to the respective ultrasonic pulse to compute the propagation time and subsequently the distance between the two. For this experiment, the Cricket motes firmware was slightly modified so that the beacons only emit a pulse when requested by an external source via the RS232 data link. This allows to command the beacons to emit sequentially and to avoid the well known collisions usually observed with this system. At each sampling cycle, all distances between the beacons and the receivers are then computed, neglecting the time difference between each beacon transmission, which is a relatively good assumption as the receivers are close to the beacons. This system provides range measurements with a resolution of 0.01 m (1 cm).
Motion rate table
The system is installed on an Ideal Aerosmith Positioning and Rate Table Model 
Calibrating the position of the Cricket motes
The calibration of the position of the motes is crucial to the success of the experiment. To obtain these positions, we took advantage of the high accuracy of the motion rate table and for N = 150 different orientations, we measured the distances d i,n b ,nr , where i = {1, . . . , N } identifies the orientation, n b = {1, . . . , 4} identifies the beacon, and n r = {1, . . . , 4} identifies the receiver. Then, resorting to the quasi-Newton line search method, we minimized the cost function The sampling rate of the range measurements is 2 Hz, while the sampling rate of the rate gyros is 150 Hz. Instead of discarding the angular rate measurements in excess, we took advantage of these measurements to update the attitude estimate in open loop, so that the observer output rate is 150 Hz. This strategy has increased relevance in fast real time applications such as landing of unmanned air vehicles.
EXPERIMENTAL RESULTS
This section presents the experimental results that validate the feasibility of the proposed solution. The performed trajectory has to be such that ultrasonic pulses can be properly detected by the receiver transducer. Hence, due to the high directivity of the cricket ultrasound emitter, Priyantha et al. [2000] , the trajectory is characterized by smaller angular displacements in roll and pitch than the ones that can be set in yaw.
We compared the proposed algorithm with the solution to the classical Wahba's problem, Wahba [1965] , which is an algebraic solution and hence neglects all knowledge of previous estimates, relying solely on distance measurements in each instant. The objective of the Wahba's problem is to find the proper orthogonal matrix R ∈ SO(3) such that the loss function J(R) = ||V − RW||, V, W ∈ M(n, m) is minimized for a given matrix norm. Some well known solutions are the Davenport's q-method, whose solution is based on quaternions, the QUEST algorithm, the ESOQ algorithms and the SVD algorithm, see Markley and Mortari [2000] . Figure 5 shows the estimates brought about by this algebraic solution. Figure 6 shows the time evolution of the attitude estimates obtained using the proposed solution, which has a higher sampling rate as well as increased accuracy and smoothing. The initial convergence of the estimates can be easily identified. The time evolution of the estimation errors provided by the solution to the Wahba's problem and the proposed attitude observer is shown in Fig. 7. Finally, Fig. 8 depicts the time evolution of the rate gyros bias estimates. From this figure, it is clear that the estimates converge to approximately constant values of bias. Variations after the initial transient are due to measurement errors, thermal fluctuations, and small changes in the real value of the rate gyros bias.
The algorithm proposed in this paper produces smaller errors and, in addition, can provide attitude estimates at 
CONCLUSIONS
In this work, a nonlinear attitude observer derived on the SO(3) manifold that relies on inertial and ranges measurements was presented. Existence of static bias in angular velocity measurements was considered and its value estimated by the observer. Results on the exponential convergence of the estimates to the desired equilibrium points were proved. An experimental prototype validated the good performance of the proposed solution resorting to a tree-axis motion rate table. Future work will be devoted to the implementation of the system onboard an unmanned aerial vehicle.
