A popular technique for getting to a goal location in unknown terrain is planning with the freespace assumption. The robot assumes that the terrain is clear unless it knows otherwise. It always plans a shortest path to the goal location and re-plans whenever it detects an obstacle that blocks its path or, more generally, when it detects that its current path is no longer optimal. It has been unknown whether this sensor-based planning approach is worst-case optimal, given the lack of initial knowledge about the terrain. We demonstrate that planning with the freespace assumption can make good performance guarantees on some restricted graph topologies (such as grids) but is not worst-case optimal in general. For situations in which its performance guarantee is insufficient, we also describe an algorithm, called Basic-VECA, that exhibits good average-case performance and provides performance guarantees that are optimal up to a constant (user-defined) factor.
Introduction
In this paper, we analyze a navigation problem in which a robot has to navigate from a given start location to a given goal location in unknown terrain. This path planning problem is complicated by the fact that the sensors on-board a robot can typically sense the environment only near its current position, and thus the robot has to interleave planning with movement to be able sense to its environment. As the robot moves, it acquires more knowledge about the terrain and consequently reduces its uncertainty about the environment, which also reduces the number of obstacle configurations that the planner has to consider. Thus, sensing during plan execution and using the acquired knowledge for re-planning, often called "sensor-based planning" [ terrain is clear unless it knows otherwise. It always plans a shortest path from its current location to the goal location. When it detects an obstacle that blocks its path or, more generally, when it detects that its current path is no longer optimal, it re-plans a shortest path from its current location to the goal location using its knowledge about all obstacles encountered so far. Planning with the freespace assumption has been used on both grids and visibility graphs, but, different from other sensor-based planning algorithms [6] , it was unknown which performance guarantees it provides. While we care mostly about its average-case performance, it is also important that it provides a good performance guarantee because only then one can be certain that it performs well in all environments. We show that planning with the freespace assumption provides good performance guarantees on some restricted graph topologies (such as grids) but is not worst-case optimal in general. For situations in which its performance guarantee is insufficient, we also describe an algorithm, called Basic-VECA, that exhibits good averagecase performance and provides performance guarantees that are optimal up to a constant (user-defined) factor.
The Navigation Problem
We formalize the sensor-based planning problem as follows: A robot is given an undirected, finite graph ("map") with positive edge ("street") lengths and vertices ("junctions'') that are either blocked or unblocked (by, say, "construction sites"). The status of the vertices does not change over time. One unblocked vertex is labeled the starting vertex; one vertex is labeled the goal vertex. The robot can always move from its current vertex to any unblocked neighboring vertex. Initially, it does not know the status of any vertex, but it always senses the status of its neighboring vertices. The robot is started at the starting vertex and has to either move to the goal vertex or recognize that this is impossible. In the literature, this problem has been studied in the context of actual robot navigation problems. For example, the purpose of NAVLAB 11, Carnegie Mellon's unmanned robot HMMWV, is to reach specified coordinates in unmapped static terrains [13] . To do so, the vehicle discretizes the unknown area into a coarse-resolution map of square cells. Each cell is either traversable or untraversable. The vehicle always occupies exactly one cell and can move 
The Freespace Assumption
Planning with the freespace assumption is a greedy way for solving sensor-based planning problems: The robot always makes the optimistic assumption that vertices are unblocked if it does not know their status. It uses this assumption to plan a shortest potentially traversable path (a path that does not contain vertices that are known to be blocked) from its current vertex to the goal vertex and traverses it until it learns about a blocked vertex on the path. At this point, it repeats the procedure, taking into account its knowledge about which vertices are blocked. If it reaches the goal vertex, its stops and reports success. If, at any point in time, it fails to find a traversable path from its current vertex to the goal vertex, it stops and reports that the goal vertex cannot be reached.
Theorem 1 Planning with the freespace assumption is correct.
Proof: Every time the robot cannot follow a planned path, it has leamed about at least one additional blocked vertex. There are only a finite number of them, implying that planning with the freespace assumption terminates in finite time. Planning with the freespace assumption reports success only if it is at the goal vertex ' We assume, for clarity purposes, that the robot is omni-directional, point-sized, equipped with only a radial short-distance sensor, and capable of error-free motion. It is possible to drop these assumptions, but the example and proofs would get more complicated. Also, NABLAB I1 does not only distinguish between traversable and untraversable cells, but differentiates more fine-grained by assigning traversal costs to them. Replanning occurs whenever a new traversal cost is assigned to a cell. Our description is a special case of this approach that distinguishes only two traversalcosts, oneof whichis infinite. This doesnot affect ourconclusions, because a sensor-based planning algorithm that is not worst-case optimal for a special case is not worst-case optimal in general either. [lo] does this without unnecessary re-calculations.) It immediately takes advantage of newly acquired knowledge and always uses all of its knowledge. Without any changes to the algorithm, it is able to use prior knowledge about blocked vertices. It learns an optimal trajectory over multiple trials with the same starting and goal vertices, since the freespace assumption encourages the exploration of vertices with unknown status. Finally, when it is used in conjunction with grids (as in the outdoor navigation problem), it does not need to make assumptions about the shapes of obstacles.
Performance Guarantees
We measure the performance of sensor-based planningalgorithms using the total distance that the robot has to travel before it reaches the goal vertex or discovers that this is impossible. This is reasonable because robots move so slowly that the total problem solving time is completely dominated by the travel distance. The performance guarantee of an algorithm is optimal according to the standard notion of optimality used in computer science theory iff, for any problem size, the worst-case performance of the algorithm over all problems of this size (here: sensor-based planning problems on graphs with the same weight) is no worse than the worst-case performance of any other algorithm over the same problems. To derive lower and upper bounds on the performance guarantee of planning with the freespace assumption in the worst case (its performance guarantee) we need the following notation: weight(G) denotes the weight 
Lower Performance Bounds
Lower bounds on the performance guarantee of planning with the freespace assumption can be established by example. Our first graph topology is planar since maps often have this property. Our second example is a non-planar graph on which planning with the freespace assumption behaves even worse. Both examples have in common that they make Basic-VECA traverse the same path repeatedly forward and backward, and this travel distance is large compared to the lengths of the edges that are necessary to mislead planning with the freespace assumption.' Theorem 2 The pegormance guarantee of planning with the freespace assumption on planar graphs G = (V,E) is Q(*
weight(G)).
Proof: Graph GI = ( V I , El) ( Figure 2) consists of a stem with several branches that connect the stem to the goal vertex. All edge lengths are one. The stem has length n" for some integer n 2 1 and consists of the vertices vo, VI, . . . , v,n. For each integer i with 1 5 i 5 n there are n"-' branches of length 1 + xi-' n' each.
These branches attach to the stem at the vertices vj , i for integers j ; if i is even, then 0 5 j 5 n"-' -1, otherwise 1 5 j 5 n"-'. A l l vertices not directly connected to the goal vertex are unblocked, and so are the goal vertex and the vertex on the longest branch that is directly connected to the goal vertex. All other vertices are blocked. vo is the starting vertex. Planning with the freespace assumption can behave as follows: It starts at vo and traverses the whole stem, trying to use the branches of length 2 to get to the goal vertex, only to discover that they are untraversable. It then switches directions and travels along the whole stem in the opposite direction, this time trying to use the branches of length n + 2 to get to the goal vertex, and so forth, switching directions repeatedly. It succeeds when it finally attempts to use the longest branch. To summarize, the edges connected to the goal vertex are tried out in the order indicated in Figure 2 . The total travel distance is sZ(n"+')
since the stem of length n" is traversed n times. n = sZ( m)
since weight(G1) = @ ( l V~l ) and weight(G1) = JEi1 = @(n") [41.
Put together, it follows that the total travel distance is 52(nn+') = sZ(n weight(G1)) = sZ( weight(G1)).
Theorem 3 The pe@ormance guarantee of planning with the freespace assumption on graphs G = (V,E) is Q ( (~e i g h t ( G > )~/~) .
Proof: Graph G2 = (V2, E2) ( Figure 3 ) consists of two stems with several branches of length three that connect both stems. All edgelengths are one. The upper stem has length nz for some integer E (0, n, 2n, 3n,. . . , n2} there is one branch of length three that connects v, with w, (the branches don't intersect). All vertices that lie on branches and are directly connected to the lower stem are blocked except for the vertex on the branch that connects vo with W O (if n is odd) or V,Z with WO (if n is even). All other vertices on branches and all vertices on the two stems are unblocked. vo is the starting vertex and wn2 is the goal vertex. Planning with the freespace assumption can behave as follows: It starts at vo and traverses the whole upper stem, trying to use the branches that lead to wn2 to get to the goal vertex, only to discover that they are blocked. It then switches directions and travels along the whole upper stem in the opposite direction, this time trying to use the branches that lead to ~(~-1 )~ to get to the goal vertex, and so forth, switching directions repeatedly. It succeeds when it finally attempts to use the only branch that does not contain a blocked vertex. To summarize, the edges connected to the goal vertex are tried out in the order indicated in Figure 3 . The total travel distance is Q(n3) since the upper stem of length n2 is traversedn+ 1 times. n is
52(d-)
since weight(G2) = ]E21 = @(n2). Put together, it follows that the total travel distance is f2(n3) = f i ( (~e i g h t ( G ) )~/ * ) .
Upper Performance Bounds
To derive upper bounds on the performance guarantee of planning with the freespace assumption, we first prove properties of the "multiple shortest path algorithm." This algorithm is given an undirected, finite graph G = (V,E) with positive edge lengths (all vertices are unblocked) and a sequence [ w i ] n ! of distinct vertices wi E V. When it is started at W O , it moves on a shortest path to w1, then moves on a shortest path to w2, and so forth until it reaches w,, and stops. Any path that can result from this behavior is called a  ([wiln', G ) path. We utilize the following simple properties of the multiple shortest path algorithm:
Theorem 4 Any ( [ w $ !~, G ) path on any tree G = (V, E ) with unblocked vertices contains any edge e E E at most min(21V11,21V21) times, where GI = (V1,El) and G2 = (V2, E2) are the two disconnected graph components that are obtained from G by removing e.
Proof: Without loss of generality, assume that IV1I 5 [Vzl.
The multiple shortest path algorithm traverses e towards GI only when it takes a shortest path from a vertex wi in GZ to a vertex W;+I in GI. Since V, the length of any shortest path from vertex w; to vertex w;+l in G I is at most as long as the length of any shortest path between the same two vertices in Gz.
The relationship between the multiple shortest path algorithm and planning with the freespace assumption is the following:
Theorem 6 A path of planning with the freespace assumption on graph G = (V, E) is a ([wilyd, G' ) path on graph G' that is obtainedfrom G by removing all blocked vertices and all edges that are incident to them. WO is the starting vertex, wi for i = 1 . . . n -1 are the vertices at which planning with the freespace assumption successfully re-plannedpaths, and w, is the vertex at which it reported success or failure.
Proof:
The vertices wi are pairwise distinct, since planning with the freespace assumption only re-plans paths at vertices at which it has never been before. This is the case because it only re-plans when it realizes that its current path is untraversable and it would have known that the path was untraversable had it been at that any ([wily!, G2) path. It is currently unknown whether the upper bound of Theorem 7 is tight and thus whether planning with the freespace assumption provides an optimal performance guarantee for graph topologies such as grids.
Better Performance Guarantees
Sensor-based planning problems can be solved with a variety of graph search algorithms. A complete and-or graph search always provides the worst-case optimal solution, but is intractable [7] . Agent-centered search algorithms [3] , such as planning with the freespace assumption, make the problem tractable by interleaving planning and execution.
So far, we have shown that the Performance guarantee of planning with the freespace assumption is, at best, superlinear in the weight of the graph (even for planar graphs) except for some restricted graph topologies. Other sensorbased planning algorithms guarantee a performance that is always linear in the weight of the graph. Chronological backtracking is an example: The robot always moves from its current vertex to a neighboring unblocked vertex that has not yet been visited; if such a vertex does not exist, it leaves the current vertex along the edge with which it was entered for the first time. If it reaches the goal vertex, its stops and reports success. If, at any point in time, it is at the starting vertex and has already traversed all of the edges that leave the starting vertex and lead to unblocked vertices, it stops and reports that the goal vertex cannot be reached. Chronological backtracking solves every sensorbased planningproblem with at most two traversals of every edge and consequently provides a performance guarantee of twice the weight of the graph. No sensor-based planning algorithm can provide a better performance guarantee. On the other hand, planning with the freespace assumption exhibits a much better average-case performance than chronological backtracking in typical robot navigation domains since chronological backtracking does not focus its search towards the goal ~e r t e x .~ In the following, we describe a sensor-based planning algorithm that combines the advantages of these two algorithms.
The Basic Variable Edge Cost Algorithm (Basic-VECA, Figure 5 ) uses planning with the freespace assumption as a subroutine (tie breaker) in Step 3. It monitors the behavior of planning with the freespace assumption until it discovers that it performs unsystematically on some part of the graph, as indicated by the kth traversal of an edge (k is a parameter of Basic-VECA). It then discourages planning with the freespace assumption from traversing this edge again unless it is absolutely necessary, and thus switches gradually from focusing its search towards the goal vertex to expioration. Basic-VECA achieves this by increasing the VECA cost of the edge (which is different from its length) when it traverses the edge for the kth time. Initially, all VECA costs are zero and thus no restrictions are placed on planning with the freespace assumption. Thus, Basic-VECA behaves exactly like planning with the freespace assumption until some edge has been traversed k times, and Basic-VECA with k = CO always behaves identically to planning with the freespace assumption. Basic-VECA with k = 0, on 3Experimental results for planning with the freespace assumption are reported in [lo] . Its average-caseperformanceis very good, althoughrecent experimental evidence [ 121 suggests that, at least in some domains, one can improve the total travel distance slightly by assuming that the status of a vertex is similar to the status of its neighbors instead of assuming that it is unblocked. Another advantage of planning with the freespace assumption over chronological backtracking, that we do not address in this paper, is that it is also correct on infinite graphs.
Given a graph G = (V, E), Basic-VECA uses the following variables for all v, w E V with (v, w) E E: count(v, w) keeps track of how often the edge has been traversed from v to w, reserve(v, w) is the reserved VECA cost for its traversal from v to w, and cost(v, w) is the actual VECA cost for its traversal from v to w. Basic-VECA always makes the optimistic assumption that vertices are unblocked if it does not know their status. Consequently, we call a path potentially traversable if it does not contain vertices that are known to be blocked. 
Go to step2
Our implementation of Basic-VECA uses Dijkstra's algorithm in conjunction with priority lists on lexicographic path orderings to avoid exponentially decreasing VECA costs. The proof is given in [5] . The parameter k can be used to trade-off average-case and worst-case performance. The average-case performance of Basic-VECA is similar to that of planning with the freespace assumption for sufficiently large values of k the larger the value of k is, the longer both algorithms behave the same. On the other hand, the performance guarantee of Basic-VECA is the better, the smaller the value of k is. A small value of k, however, also causes Basic-VECA to deviate earlier from planning with the freespace assumption, which can force it in some situations to explore parts of the graph unnecessarily and increase its total travel distance.
To summarize, in all environments in which planning with the freespace assumption performs well (examples are , Basic-VECA behaves similarly and thus has a good average-case performance. For instance, the scatter plot in Figure 6 compares the average-case performances of Basic-VECA (with k = 2) and depth-first search (an efficient version of chronological backtracking) in randomly generated acyclic mazes of size 64 x 64. The figure shows that Basic-VECA consistently outperformed chronological backtrackingand resulted in travel distances that were about 4Opercent shorter on average. On the other hand, in all environments in which planning with the freespace assumption does not perform well (examples are Figures 2 and 3) , Basic-VECA acts as a "safety net" and its performance guarantee results in a much better average-case performance than that of planning with the freespace assumption. At the same time, Basic-VECA does not add much computational overhead to planning with the freespace assumption. Since Theorem 8
does not depend on which algorithm is used to break ties in
Step 3, Basic-VECA is a general technique for combining any heuristic navigation algorithm (not just planning with the freespace assumption) with chronological backtracking. This combination inherits the efficiency of the heuristic navigation algorithm and its performance guarantee is optimal up to a constant (user-defined) factor. A more complete description of Basic-VECA and empirical results for different values of k are contained in [9] .
Conclusion
In this paper, we have studied a popular approach to goal-directed navigation in unknown environments. Planning with the freespace assumption, a sensor-based planning approach, always plans a shortest path to the goal, assuming that the terrain is clear unless it knows otherwise. We showed that its performance guarantee is not optimal. For situations in which its performance guarantee is insufficient, we described an algorithm, called Basic-VECA, that uses planning with the freespace assumption as a subroutine. It exhibits good average-case performance and provides performance guarantees that are optimal up to a constant (userdefined) factor.
