Abstract-In this paper, we generalize the notion of Kantorovich-type sampling operators using the Fejér-type singular integral. By means of these operators we are able to reconstruct signals (functions) which are not necessarily continuous. Moreover, our generalization allows us to take the measurement error into account. The goal of this paper is to estimate the rate of approximation by the above operators via high-order modulus of smoothness.
I. INTRODUCTION
The theory of generalized sampling operators was initially developed at RWTH Aachen by P. L. Butzer and his students in the late 1970s and has been extended thoroughly by many authors since then (see e.g. [1] , [2] , [3] ). A generalized sampling operator generated by a kernel function ϕ ∈ L 1 (R) is defined for f ∈ C(R) by The operator is well-defined when the following conditions are satisfied:
the absolute convergence being uniform on compact subsets of R, and
In [4] the authors introduced the Kantorovich version of operator (1) by replacing the exact value f (k/W ) with the Steklov mean of f on the interval [k/W, (k + 1)/W ],
Such mean values were previously used by L. V. Kantorovich in order to extend the Bernstein polynomials to the space L p (R), hence the name. The non-linear version of Kantorovich-type sampling operators was considered in [5] .
In this paper we generalize the notion of Kantorovich-type sampling operator given in [4] by replacing the Steklov mean with its more general analogue, the Fejér-type singular integral (see Section II) and get for f ∈ L p (R) (1 p ∞) the operator (t ∈ R; W > 0; n ∈ N) S χ,ϕ W,n f (t) :
The operator is well-defined when the kernel ϕ ∈ L 1 (R) satisfies the conditions (2), (3) and the kernel χ ∈ L 1 (R) satisfies
Note that the choice of parameter n in the singular integral allows us to vary the length of kernel support which would be otherwise strictly determined by the spacing parameter W .
The Kantorovich-type sampling operators represent natural extension of the generalized sampling series to the setting of L p spaces, an important instance when the functions (signals) are not necessarily continuous. A reason for considering the generalization (4) lies in the fact that measurements in applications are usually done according to some distribution, so the integral component of the operator is already implemented in hardware. Knowing the parameters of this distribution and consequently the corresponding kernel χ of the singular integral, we can choose the appropriate kernel ϕ to get the desired accuracy of approximation.
It can be shown (cf. [4] ) that for any f ∈ L p (R) we have the uniform convergence
In this paper we go further and estimate the rate of approximation by (4) via high-order modulus of smoothness. In [6] we gave some similar estimates for operators introduced in [4] . No other estimates of rate of approximation by the Kantorovich-type sampling operators have been presented by other authors so far. 
, therefore we will present our main results for L p (R) only, bearing in mind that they are valid for C(R) as well.
For σ 0 and 1 p ∞ let the Bernstein class B p σ be the class of those bounded functions f ∈ L p (R), which can be extended to an entire function f (z) (z = x + iy ∈ C) of exponential type σ ( [2] or [7] , s. 4.3.1), i.e.
Function is said to be bandlimited to [−σ, σ] if it belongs to B p σ for some 1 p ∞. In particular, we will make use of bandlimited kernel functions in the next sections of the paper.
If the kernel χ ∈ L 1 (R) is such that
then the convolution integral of f with χ ρ (u) := ρχ(ρu), namely
will be called the singular integral (of Fejér's type) with kernel χ ([2], eq. (2.10)). In order to complete proofs we will represent the operators given by (4) in terms of generalized sampling operators, using the singular integral, i.e. S χ,ϕ
III. GENERALIZED KANTOROVICH-TYPE SAMPLING

OPERATORS
In this paper we study the family of generalized Kantorovich-type sampling operators defined by (4) . We can give these operators some particular forms, choosing at first the kernel χ inside the integral and then taking the appropriate kernel ϕ.
Let us consider the indicator function of an interval around k/W . In this case we have the kernel
and the corresponding generalized Kantorovich-type sampling operator takes the form
This particular form of operators in case of n = 1 was studied in [4] and [8] .
It is natural to continue with B-splines of order h, replacing the indicator function with the kernel
where u r + := max{u r , 0}. Functions with infinite support can also be used as kernels χ. Inspired by the Gauss-Weierstrass singular integral (see [9] ) we take the kernel
Then taking ρ = nW we have the corresponding generalized Kantorovich-type sampling operator in the form
This particular kernel might be of interest since measurements in applications are often done according to the normal distribution. On the other hand, this kernel is unfortunately nonbandlimited, which leads to increase of truncation errors. Finally, let us introduce the bandlimited kernels, which are well-suited as kernels ϕ. In order to construct bandlimited kernels we will consider an even kernel s λ ∈ L 1 (R) ∩ C(R) defined via an even window function λ ∈ L 1 (R) and given by the equality
We assume that λ ∈ C(R), λ(0) = 1, λ(2k) = 0 (k ∈ Z) since these are the conditions that allow us to treat s λ as a kernel. In fact, kernel (6) is the Fourier transform of λ ∈ L 1 (R),
The Fourier transform of s λ gives Let now λ satisfy the conditions
Then the limit of integration in (6) can be reduced from ∞ to 1 and we get an even bandlimited kernel
This type of kernel arises in conjunction with window functions widely used in applications. Many particular kernels are defined by (9) taking λ(u) = l(u), |u| 1, 0,
elsewhere, e.g.
1)
l(u) = 1 defines the sinc function; 2) l F (u) := 1 − |u| defines the Fejér kernel (cf. [10] )
(1 + cos(πu)) defines the Hann kernel (see [11] )
4) the general cosine-sum l C,a (u) := m k=0 a k cos(kπu) defines the Blackman-Harris kernel (see [12] )
provided ( x is the largest integer less than or equal to x ∈ R)
In fact, the Hann kernel is a special case of the BlackmanHarris kernel and can be obtained by taking m = 1 in (11) . Note that the Blackman-Harris kernel depends on a parameter vector a. We will show further that in case of such general kernels we can obtain higher order of approximation in our estimate than in case of strictly determined kernels. Now let us present some visualizations. Consider the function
which is discontinuous at t = −1 and has a peak point at t = 1. Figure 1 shows that different χ-kernels yield different levels of averaging (smoothing). Here, for the sake of fair comparison, all the χ-kernels have support length 1/10 (χ G,nW is truncated to 1/10). Kernel
is used as ϕ. Let us mention that the generalized sampling operator S H W endowed with this kernel also satisfies the interpolation equation, i.e. S H W f (k/W ) = f (k/W ) (see [13] ). 
IV. ORDER OF APPROXIMATION
In this section we describe the order of approximation by operators S χ,ϕ W,n in terms of the classical modulus of smoothness of order k ∈ N which is defined for any δ 0 by ( [9] , p. 76)
where the central difference is given by ( [9] , p. 197)
In this section we present our estimates in the form
We will prove that for the sampling operator S χ,ϕ W,n with bandlimited kernel ϕ and arbitrary kernel χ the estimate (12) is possible. In order to do that we will first need a special Jackson-type inequality. [3] , Lemma 2, also [14] 
Proposition 1. ([7], 8.7, Problem 23 or
We will also need the following result.
for some W > 0, 1 p ∞ and 1/p + 1/q = 1, then
the series converging absolutely and uniformly for all real t.
In particular,
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Using the definition of the singular integral we have
Now we are ready to give our estimate of the order of approximation. Theorem 1. For generalized Kantorovich-type sampling operators S µ,λ W,n with bandlimited kernel ϕ = s λ defined by (9) and kernel χ = s µ defined by (6) using functions λ, µ respectively and provided that (r ∈ N)
In the following we would like to use the result proven for generalized sampling operators (see [15] , Theorem 8), therefore we represent generalized Kantorovich-type sampling operators in terms of the latter, i.e. S µ,λ
πW . Now using the above-given representation and Proposition 3, Proposition 4 we have
By [15] , Theorem 8, we have
By Proposition 1 and by the properties of the modudus of smoothness we have
Putting (14) and (15) into (13) completes the proof.
We can give the estimate for S χ,ϕ W,n with arbitrary kernel ϕ, if some information is known for S ϕ W . Namely, if the generalized sampling operator is estimated via the r-th order modulus of smoothness, then at least the r-th order is guaranteed for the corresponding generalized Kantorovich-type operator. 
where k = min{r, l}.
Proof. We have
We take into account the subadditivity of the modulus of smoothness and estimate the modulus of smoothness via norm. Thus
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Now we have the estimate
We can estimate the higher order modulus of smoothness via the lower order one using the properties of the modulus of smoothness which completes the proof.
V. EXAMPLES In the following we will show that particular kernels ϕ and χ meet the requirements of Theorem 1. We will also show how the order of approximation depends on the kernel's structure. 
Let now a ∈ R 4 and a = (p, q, 1/2 − p, 1/2 − q), so that a 0 + a 2 = a 1 + a 3 = 1/2. We have λ C,a (u) = p + q cos(πu) + ( Analogous example can be given for the sampling operator S I,C W,1 . In the Figure 2 we see that the estimate via higher order modulus of smoothness corresponds to better approximation result.
VI. CONCLUSION
In this paper, we introduce the generalized version of Kantorovich-type sampling operator (first considered in [4] ) using the Fejér-type singular integral. Several particular forms of the new operator obtained by use of bandlimited and nonbandlimited kernels are considered. We start our study of generalized Kantorovich-type sampling operators by estimating the rate of approximation of these operators. Our main theorem states that the rate of approximation can be estimated via highorder classical modulus of smoothness, namely ω 2r (r ∈ N). In the last section, we give some examples of how the order of approximation depends on the kernel's structure. Finally, we make sure that the estimate via higher order modulus of smoothness corresponds to better approximation result.
