Climbing fibers (CFs) provide instructive signals driving cerebellar learning. 13 However, conflicting experimental studies have been reported about the reliability of 14 CF mediated Ca 2+ influx in Purkinje cell (PC) distal dendrites. Mechanisms causing 15 the wide variation in duration and spikelet numbers of complex spikes (CSs) have not 16 been explored systematically. Using a new experimentally validated PC model, we 17 describe the full range of modifiability of CF responses to explain the experimental 18 data and make new predictions. We find voltage state gates the initiation and 19 propagation of dendritic spikes. PC dendrites exhibit inhomogeneous excitability with 20 individual branches as computational units for CF input. Somatic CSs are regulated 21 by voltage state, CF activation phase and instantaneous CF firing rate. Concurrent 22 synaptic inputs can affect CSs by modulating dendritic responses in a spatially precise 23 way. These voltage-and branch-specific CF responses will increase dendritic 24 computational capacity and give PCs an active role in integrating CF signals. 25 26 99 Figure 1. Model properties compare well with experimental data.
Introduction

28
According to the Marr-Albus-Ito theory (Albus, 1971; Ito, 1972; Marr, 1969) , 29
climbing fiber (CF) inputs to Purkinje cells (PCs) carry movement error information 30 and evoke cerebellar learning by depressing the strength of parallel fiber (PF) 31 synaptic inputs. However, how PCs process error information conveyed by CF input 32 remains elusive. Recently, the traditional description of 'all-or-none' CF responses 33 (Eccles, 1977) has been questioned and lead to increased attention for the modulation 34
of CF-evoked dendritic responses as global signals ( Intrinsically, the confusion about the range of Ca 2+ influx stems from a lack of 42 understanding about mechanisms governing dendritic spike generation and 43
propagation. Furthermore, whether individual branches of PC dendritic trees are 44 homogeneously excitable has never been investigated due to technical limitations. 45
The effect of clustered PF synaptic inputs onto PC dendrites (Wilms and Hausser, 46 2015) on CF-evoked dendritic responses is also unknown. The answers to these 47 questions will determine whether the computational unit of the CF responses is entire 48 dendritic tree or individual branches. 49 Somatic Complex spikes (CSs) were assumed to be a result of synaptic input current 50 and somatic ionic currents (Schmolesky et al., 2002) . Observations that dendritic 51 spike variation plays a minimal role in evoking an extra somatic spikelet seemed to 52 confirm this assumption , however, other experiments reported 53 contrary observations (Ohtsuki et al., 2012; Otsu et al., 2014) . Additionally, the 54 somatic CS is quite variable in vivo (Burroughs et al., 2017; Warnaar et al., 2015) and 55 its duration has been linked with the degree of trial-over-trail learning (Yang and 56
Lisberger, 2014), but the mechanism causing CS variability remains unresolved. 57
Spikelet numbers per CS correlate with preceding simple spike (SS) firing rate 58
(SSFR) in some studies (Burroughs et al., 2017; Gilbert, 1976) , but not in others 59 (Mano, 1970; Warnaar et al., 2015) . Recently, SSFR was reported to reliably reflect 60 the proximal dendrite voltage state in mice during self-paced locomotion ( To address these questions, a systematic exploration of both somatic and dendritic 67 responses in the whole PC is required. Given the limited simultaneous recording sites 68 by patch-clamp (Larkum et al., 2001 ) and the lack of direct spike information from 69
Ca 2+ imaging (Deneux et al., 2016) , computer models can play an indispensable role. 70
Here we have built a 'canonical' PC model that reproduces most available 71 experimental observations instead of fitting it to a specific cell recording. We use this 72 model to systematically explore factors that affect CF-evoked somatic and dendritic 73 responses. 74 75
Results
77
Electrophysiological properties of SSs 78 Before using the model to make predictions, we first compare its basic properties with 79 experimental data. Example cell recordings are shown in Fig. 1A -D to help compare 80
SS properties between the model and experimental data. Our PC model spontaneously 81
fires at 40 Hz in the absence of synaptic inputs or current injections (27 -140 Hz in 82 experiments). SSs initiate first at the axon initial segment (AIS) with an axosomatic 83 delay of 0.12 ms (experimentally reported ~ 0.1 ms by Palmer et al. (2010) ). The SS 84
peak is -1 mV and its amplitude is 68 mV (-11 --3 mV and 56 -68 mV respectively 85 in experiments). SSs have a half-amplitude duration of 0.22 ms (0.22 -0.28 ms in 86 experiments). The peak dv/dt of SSs is 530 mV/ms (440 -540 mV/ms in experiments). 87
The d 2 v/dt 2 of SSs shows a biphasic increase, with the first component reflecting the 88 contribution of axial current from the AIS and the second one reflecting the 89 contribution of somatic Na + current. The peak value of d 2 v/dt 2 is 6600 mV/ms 2 (5600 90 -8200 mV/ms 2 in experiments).
91
Due to the absence of local Na + channels, SSs fail to invade the dendritic tree. and Bean, 2003). However, through the model, we find that the profiles of Na current 122
(principal depolarization current (Carter and Bean, 2009)) and of Kv3 current 123
(principal repolarization current ) in an intact PC differ from in a 124 dissociated PC owing to their distinct spike properties (Fig. 1H ). The SS peak in the 125 intact PC (-1 mV) is much lower than the dissociated PC (+26 mV in the model and 126 +32 mV in experiments by Carter and Bean (2011)). Consequently, due to their high 127 surface areas (Carnevale and Hines, 2006) . Surface areas of the segments chosen at the soma, smooth 153 dendrite and spiny dendrite are 204 µm 2 , 64 µm 2 , and 23 µm 2 , respectively. CF EPSC is absent in the 154 spiny dendrite. Notice that different scales are used in D-F, due to different segment surface areas.
156
When PCs receive synaptic inputs from CFs, stereotypical somatic CSs occur at their 157 somas. CF responses at different sites of a spontaneously firing PC model (no holding 158 currents or background synaptic inputs) are shown in Fig. 2A . The peak dv/dt of the 159 first spikelet in the CS is ~ 270 mV/ms larger than that of the SS, as confirmed by 160 experimental data (Fig. 2B ). The increased depolarization speed can facilitate the 161
propagation of the first spikelet down to the cerebellar nuclei (CN). In the model, 162 similar to experimental observations (Palmer et al., 2010) , the CS still initiates first at 163 the AIS. The first spikelet has an axosomatic delay of 0.06 ms, which is much shorter 164 than that of the SS (Fig. 2C ). This decreased axosomatic delay is caused by the 165 depolarizing CF EPSC during the initial depolarization phase (Fig. 2D ). The model 166
also replicates the varied CF responses due to bursting CF input (Mathy et al., 2009 ) 167 ( Fig. S1 ).
168
In agreement with previous experimental findings ( Swensen and Bean, 2003) , the 169 SK2 current terminates the CS (Fig. 2D ). Each spikelet of the somatic CS is sharp 170 ( Fig. 2A ), suggesting they are generated by Na + channels ( Fig. 2D ). Two factors 171 determine the absence of Ca 2+ spikes at the soma. First, the P-type Ca 2+ current is 172 much smaller than the Na + current; therefore, the Na + current shunts it. Second, K + 173
currents are always larger than the P-type Ca 2+ current ( Fig. 2D ). Magnitudes of the 174 CF EPSC and net axial current are comparable to ionic currents at the soma (Fig. 2D) , 175
suggesting an important role in generating somatic CSs. Consequently, variation of 176 either the CF EPSC or dendritic axial current has the potential to alter somatic CSs, as 177 will be shown in the following sections. 178
The dendritic root section (the section between the soma and the first dendritic 179 bifurcation) is electrically compact with the soma and shows mainly a passive 180
propagation of a somatic CS. With distance from the soma, the clamping effect of a 181 somatic CS on the dendrite weakens. The P-type Ca 2+ current gradually dominates 182
and cause Ca 2+ -driven dendritic responses in the PC dendrite ( Fig. 2A responses with further propagation into distal spiny dendrites ( Fig. 3A -C). In distal 189 spiny dendrites, axial currents from more proximal smooth dendrites are the only 190 current sources that can depolarize to approach the Ca 2+ spike threshold and trigger a 191 local dendritic spike ( Fig. 3J-L) . When the soma is held at -76 mV (Fig. 3A) , the A-192 type Kv4 current is always larger than the P-type Ca 2+ current in distal spiny dendrites 193 ( Fig. 3J ). Consequently, axial currents cause only small passive depolarizations in 194 spiny dendrites ( Fig. 3D ,J), and P-type Ca 2+ channels are hardly activated ( Fig. 3J ). In 195 proximal smooth dendrites, the CF provides powerful synaptic input to depolarize 196 ( Fig. 3D ,M). However, this CF-evoked depolarization is still passive because the local 197
Kv4 current and axial currents (flow into distal parts) stop the P-type Ca 2+ current 198 from dominating depolarization ( Fig. 3M ). Accordingly, the dendritic voltage 199 responses decrease with distance from the soma in both proximal smooth dendrites 200 and distal spiny dendrites ( Fig. 3G ). Distance-dependent propagation of dendritic 201 202 6 203 As the soma is held at -70 mV ( Fig. 3B ), dendritic spikes occur in part of the dendritic 218 tree (the left half, proximal to the soma), where the voltage responses now increase 219
with distance from the soma. However, the responses still decay with distance from 220 the soma in other parts of the dendritic tree ( Fig. 3B ,E,H). With depolarization of the 221 soma to -61 mV (Fig. 3C ), the Kv4 current gradually inactivates and becomes smaller 222 than the P-type Ca 2+ current in both smooth and spiny dendrites during the initial 223 depolarization phase ( Fig. 3L,O) . As a result, the P-type Ca 2+ current depolarizes the 224 dendrites and activates more Ca 2+ channels in a positive feedback loop until the Kv3 225 current is highly activated to repolarize the spikes. Because dendritic spikes now 226 occur globally, its peak increases with distance from the soma (Fig. 3F Fig. S3 . 238
Inhomogeneous excitability of the dendritic tree 239
Dendritic spikes can occur in one part of the dendritic tree, without occurring in other 240 parts ( Fig. 3B ), suggesting an asynchronous occurrence of the first spikelet at 241 different sites of the dendrite. Similar to the first dendritic spikelet, the secondary 242 dendritic spikelet occurs asynchronously in different branches around its threshold 243 (Fig. 4 ). The secondary dendritic spikelet initially occurs at branch 1 (points A and B 244
in Fig. 2A ); then it gradually occurs at branch 2 (points C and D in Fig. 2A ) and 245 finally occurs at branch 3 (points E and F in Fig. 2A ) with slight increasing 246 depolarization. Even when secondary dendritic spikelets occur globally, their time to 247 peak still differs between branches ( Fig. 4C ). Secondary dendritic spikelets peak at 248 8.36 ms, 10.74 ms and 13.64 ms at point A, point C and Point E respectively (relative 249 to CF activation time). With further depolarization, secondary dendritic spikelets peak 250 more synchronously (with 0.89 nA current injection, the respective values become 251 6.06 ms, 6.88 ms and 7.32 ms). The asynchronous occurrence of individual dendritic 252 spikelets reflects the inhomogeneous excitability of each dendritic branch. In the 253 model, the density of ionic currents is homogeneous in the spiny dendritic tree. 254
Therefore, we investigate whether morphological differences between individual 255
branches can account for their heterogeneity in excitability. The excitability of each 256 branch is determined by the ratio of spiny dendrite area to smooth dendrite length in 257 that branch (essentially the ratio of spiny dendrite capacitance load to CF synaptic 258 input, 'load/input' ratio, see Methods). The 'load/input' ratios are 69, 96 and 130 at 259 branches 1, 2 and 3 respectively, explaining their heterogeneous excitability. 260
Moreover, within each 'big' branch, 'small' child branchlets also show heterogeneity 261 
263
In all simulations, the holding current is -0.17 nA. CF input is activated at three different dendritic To test the role of Kv4 current in heterogeneous dendritic excitability, we simulate the 270 CF-evoked dendritic responses after globally decreasing its activation (left shift of the 271 steady state availability by 11 mV). As expected, after reducing the Kv4 current, both 272 the first and secondary dendritic spikelets occur at more hyperpolarized voltage states 273 (Fig. S4 ). The whole dendrite also gets close to homogeneous at a more 274 hyperpolarized level. Essentially the uneven distributed 'load/input' ratios underlie 275 the heterogeneous dendritic excitability, but dendritic Kv4 channels enhance this 276 heterogeneity. 277
Voltage-and phase-dependent somatic CSs 278
CF-evoked dendritic responses can be strongly regulated by PC voltage states.
279
Similarly, somatic CSs also vary significantly with the depolarization of PC ( Fig. 5A -280 C). The number of spikelets in CSs increases with initial depolarization, but decreases 281 with further depolarization. A somatic CS results from the interaction of intrinsic 282
ionic currents, axial current, and CF EPSC ( Fig. 2D) . At low voltage, although Na + 283 channel availability decreases slightly ( Fig. 5C ), increased axial current from larger 284 dendritic voltage responses (Fig. 5A ) dominates and triggers more somatic spikelets 285 with initial depolarization. Interestingly, the largest number of somatic spikelets 286 coincides with the longest occurrence latency of secondary dendritic spikelets ( Fig.  287 5A). With further depolarization, Na + channel availability decreases at a higher rate 288 ( Fig. 5C ). Also, secondary dendritic spikelets peak much faster and closer to a 300 preceding somatic spikelet (Fig. 5A ). The shortened interval between secondary 301 dendritic spikelets and their preceding somatic spikelet means fewer Na + channels are 302 recovered to evoke an extra somatic spikelet (right axis of Fig. 5D ). The critical role 303 of secondary dendritic spikelet timing in evoking an extra somatic spikelet agrees 304
with previous experimental observations ( . Both factors determine 305 the decreased somatic spikelets with further depolarization. Concurrent with spikelet 306 numbers, CS durations are regulated by voltage states (or SSFRs), as represented by 307 the timing of the last spikelets ( Fig. 5B ). 308
Voltage states also affect individual spikelet amplitudes in CSs. We analyzed the first 309 three spikelets, which exist in all investigated voltage conditions. Spikelet amplitudes 310 decrease with depolarization due to reduced availability of Na + channels (Fig. 5C ).
311
Individual spikelet amplitude is critical because it determines the probability of 312
propagation down to the CN (Khaliq and Raman, 2005) . 313
Finally, we observed phase-dependency of somatic CSs. Amplitudes of the first two 314 spikelets in CSs decrease with shortening of the interval between the CF activation 315
and its preceding SS (Fig. 5D ). This phase-dependency reflects the time course of Na + 316 channel recovery from inactivation ( Fig. 5D ). spikelet only occurs at branch 1 with CF input in isolation ( Fig. 6A ). With 5 PF 331
synapses simultaneously activated at the indicated branchlet of branch 2, the 332 secondary dendritic spikelet also occurs at branch 2. Concurrently, an extra spikelet is 333 evoked in the somatic CS. Nonetheless, clustered PF synaptic inputs within branch 2 334
do not significantly affect the dendritic responses at branches 1 and 3. Seemingly 335 paradoxically, the extra somatic spikelet is eliminated if the number of simultaneously 336 activated PF synapses increases to 20. As explained in the previous section, Na + 337 channels need time to recover from inactivation after each somatic spikelet. 338
Increasing the number of PF synaptic inputs accelerate the occurrence of secondary 339 dendritic spikelets, making them occur closer to the preceding somatic spikelet, and 340
reducing the likelihood of triggering an extra spikelet due to fewer recovered Na + 341 channels. Similarly, simultaneous activation of 10 stellate cell synaptic inputs can 342 evoke an extra somatic spikelet by delaying the occurrence of the secondary dendritic 343 spikelet at branch 2 ( Fig. 6B ). Again, dendritic responses at other branches are 344 minimally affected. The secondary dendritic spikelet still occurs in the proximal 345 smooth dendrite even when it is eliminated in the distal part by activating 20 stellate 346 cell synaptic inputs. 347
We also show that compartment-specific dendritic excitability (Ohtsuki et al., 2012) , 348 simulated here by regional Kv4 current down-regulation, modulates dendritic 349 responses in a spatially precise way ( Fig. S6 ). 350 2005)). We find a 378 smaller CF EPSC consistently reduces the dendritic responses. At low voltage, the 379 peak of the dendritic response decreases (Fig. 7A) ; at higher voltage, the appearance 380 of a secondary dendritic spikelet is prevented (Fig. 7B ) or delayed (Fig. 7C) . The 381 effect of PPD on the somatic CSs is more complicated. The spikelet numbers in CSs 382
show no changes, decreases or increases with a smaller CF EPSC at different voltage 383 states ( Fig. 7A-C) . A smaller CF EPSC always delays occurrence of individual 384 somatic spikelets by providing less depolarization current. Therefore, PPD increases 385 CS duration if the number of spikelets either does not change or increases (case I and 386
case III in Fig. 7D ). When a smaller CF EPSC evokes fewer somatic spikelets, CS 387 duration decreases (case II in Fig. 7D It has been demonstrated that a data set recorded from two locations in the same 410
neuron is insufficient to accurately constrain a compartment model (Keren et al., 411 2005 ). We constrained model parameters by hand tuning and tried to replicate as 412 many experimental observations as possible. We started by constraining somatic ionic 413
currents based on ionic current measurements taken from dissociated PCs. These data 414 allowed us to uniquely constrain principal somatic currents. Given the larger surface 415
area of the soma compared to the AIS, somatic ionic currents are extremely important 416
for PC electrophysiological properties. Subsequently, the ionic currents in the AIS 417 and dendrites were constrained to obtain the spike properties summarized in Fig. 1 . It 418 was more difficult to constrain dendritic ionic currents due to a lack of sufficient data. 419
The total Ca 2+ influx during one dendritic spikelet was constrained by the 420 experimentally estimated value (see Supplementary Information) . In addition, the 421 replicated CF-evoked dendritic responses under different conditions (Figs. 3,S2,S3 ) 422
suggest that the dendrite model produces realistic results. Nonetheless, there is still 423 room for improvement in the future. Due to the lack of specific data, we did not try to 424
reproduce the role of SK2 current (Ohtsuki et al., 2012) 
Physiological predictions and implications 437
The model replicates spiking properties of both intact and dissociated PCs in detail.
438
This allows us to critically evaluate predictions about the metabolic cost of spiking in 439
PCs. Generation of spikes is energetically expensive. In a cortical pyramidal neuron, 440 ~ 400×10 6 ATP molecules are consumed to restore the Na + and K + ion gradients after 441 each spike (Attwell and Laughlin, 2001). Carter and Bean (2009) reported that 442
spiking is energetically less efficient in PCs compared with cortical pyramidal 443
neurons. However, this study was performed in dissociated PCs. In our model, the 444 intact PC has a smaller Na + entry ratio compared with the dissociated PC (Fig. 1H) , 445
suggesting that dendrites increase the metabolic efficiency of somatic spikes. Given 446 the energetic cost of spikes, it will be interesting to explore whether this dendritic role 447 also applies to other neurons in future work. 448
This model allows us to systematically explore the origin of spikes observed at 449 different parts of a PC and how they can be modulated. Dendritic spikes and somatic 450
CSs are generated by different channels intrinsically, but they communicate via the 451 axial currents through the dendritic root section (Fig. 2 ). Due to technical challenges, 452 dendritic patch-clamp recording is usually performed on smooth dendrites of large 453
diameter. Though we could reproduce the experiment by in the 454 model ( Fig. S7) , we show that a single-site dendritic recording cannot reliably reflect 455 spike occurrence and propagation in the rest of the dendritic tree. Both the peak and 456
occurrence latency of secondary dendritic spikelets can be modulated. The peak of 457 secondary dendritic spikelets decreases in the somatopetal direction due to unevenly 458 distributed impedances (Roth and Hausser, 2001 ) and K + channels (Martina et al., 459 2003) . When a secondary dendritic spikelet is 'weak', with small amplitude and long 460 latency, it may fail to trigger a regenerative dendritic spike in the proximal dendrites 461
(branch 1 in Fig. S7 ). By single-site dendritic patch-clamp, a dendritic response 462
showing one spikelet may not correspond to a one-spikelet spike in the rest of the 463 dendrite and therefore the role of dendritic spikes in evoking extra somatic spikelets 464 may have been underestimated.
465
Our results suggest a new mechanism for PCs to process the information from CF 466 inputs: the voltage states of PCs gate the initiation and propagation of CF-evoked 467 dendritic responses ( Fig. 3,S2 the distal dendrites and LTD will probably just occur in that part; when PCs are 486 highly depolarized (high SSFR), Ca 2+ influx can be modulated by the number of 487 spikelets in the dendritic spikes to affect the degree of LTD. Such effects will be 488 further modified by stochastic gating of Ca 2+ -activated K + channels (Anwar et al., 489 2013), a phenomenon that was not simulated in this study. 490
The PC dendritic tree exhibits inhomogeneous excitability in individual branches, 491
suggesting a computational unit at the level of individual branches, or even smaller 492 branchlets (Fig. 4) can be modulated more precisely in space and magnitude to affect the plasticity 501 induction (Fig. 6, Fig. S6 ).
502
Recently, CS durations have been linked to the degree of trial-over-trial learning in 503 monkeys (Yang and Lisberger, 2014), with the mechanism underlying the variable 504
CSs unresolved. The authors assumed that the variation of CS durations is due to the 505 bursting of CF inputs, based on Mathy et al. (2009) . We correlate the spikelet 506 numbers and durations of CSs with voltage states or SSFRs (Fig. 5A-B be modulated by voltage states (Fig. 5C,) . The timing of CF activation (phase-513 dependency) and concurrent synaptic input also affect somatic CSs (Fig. 5D, 6 To the best of our knowledge, this study is the first to systematically explore CF 529 responses in the PC. We believe that multiple mechanisms working synergistically to 530 modulate CF responses will have important consequences for cerebellar learning an 531
for signals transmitted to the CN. We hope this study will inspire experiments to 532 directly validate modulation of CF responses in vivo. Special attention should be paid 533
to PCs with low SSFRs. 534
Methods
535
All simulations were performed with NEURON, version 7.4 (Hines and Carnevale, 536 1997). We use the morphology of a 21-day-old Wistar rat PC (Roth and Hausser, 537 2001). The model consists of an axon initial segment (AIS), a soma, smooth dendrites, 538
and spiny dendrites. The first 17 µm of the reconstructed axon are preserved as the 539 AIS. When exploring the spike initiation site, AIS indicates the end of AIS next to the 540 myelinated axon. The definition of other morphological parts is the same as in the 541 original work (Roth and Hausser, 2001) . The model has the following passive 542 parameters: R m = 120.2 kΩ cm 2 , R i = 120 Ω cm, C m = 0.64 µF/cm 2 (Roth and Hausser, 543 2001). To compensate for the absence of spines in the reconstructed morphology, the 544 conductance of passive current and C m are scaled by a factor of 5.3 in the spiny 545 dendrite and 1.2 in the smooth dendrite. The AIS contains Na + current, T-type Ca 2+ 546 current, P-type Ca 2+ current, H-current, high-threshold-activated K + current (Kv3 547 current), large-conductance Ca 2+ -activated K + current (BK current), and a small-548
conductance Ca 2+ -activated K + current (SK2 current). Current distribution in the soma 549 is similar to the AIS without the T-type Ca 2+ current. T-type Ca 2+ current, P-type Ca 2+ 550
current, H-current, Kv3 current, BK current, SK2 current, Kv1 current, and Kv4 551 current are distributed in both the smooth dendrite and the spiny dendrite. The 552
conductance densities of ionic currents in corresponding parts of the model were 553
found by hand tuning. Detailed information about ionic current equations and the 554 process of parameter tuning can be found in the Supplementary Information. The 555
source code of this model is available at ModelDB (future link).
556
The synaptic conductance activated by CF input is approximated as a bi-exponential 557 waveform, with 0.3 ms and 3 ms as the rise and decay time constants (Davie et al., 558
2008). Unless otherwise specified, baseline peak conductance is 1.2 nS. 500 synaptic 559
inputs are distributed on the soma and smooth dendrite at a constant density per 560 length to simulate the CF response. The conductance varies in the range of 80% -561 100% to simulate how the EPSC changes by paired-pulse depression (PPD). Due to 562 the elaborate structure, the dendrite is not isopotential with the soma when holding 563 current is injected at the soma. The somatic membrane potential is selected to 564 represent the voltage state of the whole PC except in Fig. 4 , in which dendritic 565 membrane potential is used. When measuring the distance-dependence of the 566 dendritic response peak, we selected the first dendritic spikelet if there were two 567 spikelets. To measure excitability of individual branches, we define a new measure as 568 the ratio of the spiny dendrite capacitance load to CF synaptic input, 'load/input' 569 ratio, which can be transformed into 'the area of spiny dendrite'/'length of smooth 570 dendrite' within each branch in the model. To exclude the effect of phase-dependence 571
on CSs in Fig. 5 , all the CF signals are activated with 3 ms after the preceding SS 572
under different membrane potentials. To explore how simultaneous clustered synaptic 573 inputs regulate dendritic response and somatic output, PF or stellate cell synaptic 574
inputs are activated 5 ms after the CF input (Fig. 6) 1) Na + current in the PC. 811
Na + current in the model is distributed in the AIS and soma. Na + current in the PC is 812 composed of 'transient', 'persistent' and 'resurgent' components. We started from the 813 previous model and made slight changes (Narsg). In the soma, 814
we adjusted the reaction rates between the I1 -I5 states by right shifting 5 mV ( above-mentioned adjustment, we also adjusted deactivation rates between C1 -C5 to 820 lower the spike threshold in the AIS, as done by Colbert and Pan (2002) . Therefore, 821
= 3 (!!!")/!!" for reaction rates between C1 -C5. First, by this adjustment, the 822 contribution of AIS spikes to somatic spikes is closer to measured data (represented 823 by d 2 V/dt 2 in Fig. 1D ). Second, we removed the frequently failed recovery of simple 824 spikes after a complex spike when there is no obvious after-hyperpolarization 825
following the complex spike (although this can be observed in some experiments, data 826
shared by Paul Mathews from UCLA). 827
It is impossible to approximate Na + currents using a single model, given their multiple 828
components. In the original model , the persistent component is 829 tiny. Therefore, we incorporated an additional persistent Na + current model to except we shifted the activation curve to a more hyperpolarized direction by 6 mV to 840 make 'sag' responses with different holding currents more comparable to 841 experimental recordings (Fig. 1G) . and SK2 don't sense Ca 2+ influx from T-type Ca 2+ channels. 852 853 4) P-type Ca 2+ current in the PC 854 P-type Ca 2+ current is distributed throughout the entire PC (Indriati et al., 2013) . The 855 formulation of this current is according to the data fromBenton and Raman (2009). 856 !! = 1/(1 + !(!!!".!)/!.!!" ), ! = 0.2 + 0.7031 !((!!!")/!") ! . 857 858 5) Ca 2+ handling mechanism 859
In the dendrite, we used the formulation from Anwar In our model, Kv4 current has both fast and slow inactivation components and is 892 distributed in the smooth and the spiny dendrites (Otsu et al., 2014) . We took the In our model, Kv1 is distributed in the dendrite . The 902
formulation is from Akemann and Knopfel (2006) . We added an inactivation gate, 903 constrained so that the intact PC still fires with -0.17 nA somatic holding current, but 953 it stops firing when the current amplitude changes to -0.36 nA. 954 955
2) Currents in the AIS 956
We constrained ionic currents in the AIS to make the model behave like experimental 957 data in two aspects: the axosomatic delay of the simple spike ( Fig. 1B ) and the second 958 derivative of the simple spike (Fig. 1D ). The first reflects how the spike in the AIS 959 precedes the somatic spike and the second reflects the contribution of the spike in the 960 AIS to the somatic spike. We assumed the conductance densities of Ih in AIS are the 961 same as in soma. 962 963
3) Currents in the dendrite 964
Due to the limited quantitative data, currents in the dendrite are more difficult to 965 constrain compared with somatic currents. We first constrained the P-type Ca 2+ 966 current in the dendrite. In the spiny dendrite, Ca 2+ influx during one dendritic spikelet 967 is 1.3e-14 C/µm 3 in our model, which is close to the experimentally estimated 1.1e-14 968 C/µm 3 (Otsu et al., 2014) . The CF-evoked Ca 2+ influx increases with distance from 969 soma when a Ca 2+ -supported dendritic spike occurs (Kitamura and Hausser, 2011; 970
Otsu et al., 2014). Therefore, in the smooth dendrite, the current density was 971 constrained to have a calcium influx ratio (smooth dendrite relative to the spiny 972 dendrite at same membrane surface area) of 0.36. The conductance densities of P-type 973 Ca 2+ current are further supported by the time to peak of the first dendritic spikelet 974 being ~ 1.5 ms in the smooth dendrite (Davie et al., 2008; Kitamura and Hausser, 975 2011). Conductance densities of Kv4 current are assumed to be homogeneously 976 distributed and then repeatedly adjusted to make this current able to 'brake' the 977 dendritic spikes at low voltage ranges. We distribute more T-type Ca 2+ channels 978 (Hildebrand et al., 2009 ) in the spiny dendrite given they are preferentially distributed 979 on spines. This current helps to offset the window current of Kv4 current to maintain 980 the dendritic interspike interval membrane potential. We distribute larger conductance 981 densities of BK current on the smooth dendrite compared to on spiny dendrite, given 982
the BK channel clusters are mainly distributed on the soma and smooth dendrite 983 (Kaufmann et al., 2010) . BK current contributes to reasonable AHP after complex 984 spikes as found in . Ih is constrained to get a 'sag' response close to 985 the experimental recordings ( Fig. 1G ). Kv1 and SK2 help to regulate dendritic 986 excitability to stop the occurrence of Na + -Ca 2+ bursting at low current injections. In 987 our model, as with most cell recordings in rat PCs, Na + -Ca 2+ bursts begin to occur 988 with 1.25 nA somatic current injection. In addition, this dendrite model can replicate 989 the distance-dependent decay of the simple spike amplitude (Fig. 1E) , the regulatory 990 role of Kv4 current in voltage-dependent dendritic spike generation and propagation 991 ( Fig. 3,S2,S5 ), dendritic voltage response waveforms at different conditions (Fig. S3 ), 992
and peak dendritic voltage response propagation with distance from the soma at 993 specific condition (Fig. 3G) 
