(3) and (4) A ilp is convex.
Note that (4) implies that A is convex. Further, (3) and the convexity of A imply that (5) A is increasing.
Finally, (3) and (4) imply that the function (6) ξ ι-> Α ί/ρ (ξ)/ξ is increasing.
Let u : M n -> M be nonnegative and measurable with compact support. Assume that the gradient Vu of u in the sense of distributions is a measurable function with (7) J w n Note that (4) implies that u e W ltp ( S lt ) . Denote M = ess supw = ess supw*^ oo and
Theorem. // u satisfles (7), then Vu* is a measurable function and (8) J X(|Vu*|)£j A(\Vu\).
Moreover, if l <p<oo, | C* n w* "*((), M)| = 0, A is strictly increasing, and equality holds in (8), then there is a translate of u* which is almost everywhere equal to u.
The subject of rearrangements and their applications to questions in partial differential equations has been investigated by Kawohl [K A] . Among other results, he has shown that if Α(ξ) = \ξ\ ρ and u is analytic, then equality in (8) implies that a translate of u coincides with M*. Also, this result was recently discussed by Friedman und McLeod [FM] under the additional assumption that u is of class C" 1 , and with the hypothesis Ι^ηιι*" 1^, M) | = 0 replaced by the weaker hypothesis that the distribution function μ is continuous on the interval (0, M). (|C* n u* "*((), M)| = 0 is equivalent to absolute continuity of μ on (0, M); see Lemma 2. 3.) However, the proof in [FM] contains an error which can be only repaired using the stronger assumption |C n u "*((), Af)| = 0, C = {x : V u (x) = 0}, which implies our hypothesis | C* n M* ~ 1 (0, M) | = 0. Indeed, in Section 4, we give an example of a C°° function u for which μ is merely continuous and for which equality holds in (8) for every p ^ l with A strictly increasing, but yet no translate of u* is equal to u almost everywhere.
If A is strictly increasing and u satisfying (7) is such that equality holds in (8), then we prove that E t is equivalent to an η-ball for every t. The example mentioned above shows that without the assumption that μ is absolutely continuous, these n-balls need not be concentric. Since the sets E? corresponding to u* are also π-balls, each E* is a translate of E t . This correspondence induces a mapping T: M n -· » DS n of the form such that w* = w o T. If μ is continuous, τ is lipschitzian. Defining by M(|X|) = U*(X) we prove that if p> l, then a necessary and sufficient condition for equality in (8) is that V = 0 almost everywhere. Note that (C^nu*" 1^, M)| = 0 is equivalent to fi'(r)4=0 for almost all r such that 0<u(r)<M. It therefore follows that if equality holds in (8) and | C* n u* ~ 1 (0, M)| = 0, then τ' = 0 almost everywhere and so τ = 0 because τ is lipschitzian. In case p= l the condition fiV= 0 is only sufficient for equality in (8). For p > l our analysis also shows that if / c (0, M) is an interval for which V u φ 0 on u" l (/), then u~l {t} and u~l{s} are concentric (n-l)-spheres whenever s, t e /. This result was established by Uribe [U] under the assumption that u € C n .
In case p = l it may not be true that u is almost everywhere equal to a translate of u*. For example, if u is any (non-spherically Symmetrie) lipschitzian function whose level sets are (n -l)-spheres, the coarea formula (see Proposition 2. l below) implies that Finally, in Section 5 we prove the analog of Theorem 1. l for Sobolev functions on the n-sphere.
The proofs we present use techniques similar to some of those in [FM] , [TA] and [U] but the generality of our hypothesis requires a delicate analysis that ultimately rests on developments that are now basic to geometric measure theory. We also employ ideas from [AT] . We express our appreciation for assistence from Jiri Dadok in the discovery of the map T.
Notation and preliminaries
We will denote by χ Α the characteristic function of a set A and by \A\ the Lebesgue outer measure of A. The closure of A is denoted by A. The Lebesgue density of a set A at x e M n is defined by
Here, J3(x, r) denotes the closed ball of radius r centered at x. We denote by W ltp (K n (M n ) , the distributional gradient of u is a vector valued measure VM, and ||Vti|| will denote its total Variation measure.
To begin our analysis, we recall the following general version of the coarea formula that is proved in [F] where on the left side we employ the convention 0 · oo = 0.
As a corollary we infer that if ΑαΠ$ η is measurable and Ac{x: Vw(x)=t=0}, then
Another fundamental result from geometric measure theory which we will employ is a general version of the isoperimetric inequality. To state it, we first recall a characterization of a bounded, measurable set E of fmite perimeter, or in the terminology of [F] , a bounded, measurable set E with the property that d(H$ n l_E) is representable by Integration. In particular, this means that the current defined by E is an n-dimensional integral current. First, the measure theoretic boundary of E is defined s (14) δ
Then a set E has fmite perimeter if and only if t^f "~I( *E)<oo; cf. [F] , Theorems 4. 5. 6, 4. cf. [FF] , 6.6, or [F] , Theorem 4.5.9. Inasmuch s ^Τ"" 1 (θ£*) = ηα(η) 1/ "|Ε*| (ιι " 1)/ ", this is equivalent to the first part of the following isoperimetric theorem, elementary proofs of which can be found in [DG] and [B2] . [K n 
Proposition. Let Ea
(iv) μ'<0 almost everywhere. The second assertion in the Lemma follows immediately from the fact that μ is one-one.
We next use the coarea formula (13) to obtain for O^i ( 21) μ whence we conclude |X| = 0 hence Jf"" 1 (u" 1 {i}) = 0 for almost all t e B. However, (20) now implies |5|=0.
Turning to (v) we see from Lemma 2. 4 (the proof of which does not depend on (v)) that M* e W^p(M n ). Applying (21) with u = u* and recalling that μ is the distribution function of u* we infer that (C^nti*" 1^ M)| = 0 implies that μ is absolutely continuous on (0, M). On the other hand, if μ is absolutely continuous on (0, M), then (21) implies that |C* n ii*" 1 (i, M)| is an absolutely continuous function of i e (0, M). In particular, if Sc=(0, M) with |S| = 0, then |C*nw*~1(S)| = 0. The coarea formula implies that C*nii*" 1 (0,M) = C 0 uC 1 where |ii*(C 0 )| = 0 and jr"" 1 (ii*" 1 {r}) = 0 for ieti^Cj). Thus it follows that |C 0 | = 0. Finally, ^"-^u*' 1 {i}) = 0 only for i^M. ·
Remark. In fact, by (21), jCnti" 1^, M)| = 0 implies that μ is absolutely continuous on (0, M). It would be interesting to know whether the converse is true. More generally, it would be very interesting to know whether ICnw"" 1^, M)| is a singular function of t.
4. Lemma
Proof. First consider the case p>l. Let {u k } be a sequence of smooth regularizers of u and recall that
It is well known that u% is lipschitzian and that
cf. [TA] . Therefore, the norms ||tt*|| lfp are bounded and this implies the existence of a subsequence {uf.} converging weakly to t? G W itp ( S n ) . This, in turn, implies that u%. -> v in i/ (AP"). We will show that ti* = i; to complete the proof. By passing again to a subsequence, we may assume that u* -> v and u k -> w pointwise almost everywhere. If we let then for each i e jjff, Π U «ι* j=l k = 0, because nf-»t? almost everywhere. Therefore, \E* k &E?\->0. Likewise, \Ε*ΔΕΐ\ -> 0. Hence, (£^1 = |£ f "| = |£*"| for each i because |£f| = \E* k \. But E^ is a ball centered at the origin because E* k is such a ball for all k. Therefore, u* = u. In case p > l the proof is concluded because i; e W lp (OS n ).
No w consider p= 1. ü is a decreasing function and therefore of bounded Variation. Moreover, Lemma 2. 3 (i) and (ii) imply that ü is continuous, hence it will be sufficient to show that |w(JV)| = 0 whenever |N| = 0.
For this purpose, first observe that = where K is a countable union of intervals on each which ü is constant, = 0, and \ is one-one. Indeed,
Note that ßcfi'^O, M]. Next, note that -7-7 ° w|ß = identity. For if r E and
. Hence, r = s (n) since ö is one-one on . Finally, to show that ü carries sets of measure zero into sets of measure zero, assume the contrary. Thus, suppose N is a set with the property that |JV| = 0 and |ö(JV)|>0. Letting T = ü(N) we have by Lemma 2. 3 
5. Proposition, u E W itp (lfS n ) (p^ 1) if and only if u is equivalent to a function ü e L p (US n ) such that ü is absolutely continuous (äs a function of one variable) on each closed interval in almost every line parallel to the coordinate axes and \Vü\ E L p (M n ).
Here V M is the classical gradient; clearly, Vu = Vü almost every where. Applying Lemma 2.4 and the Proposition to u* where u E W l * p (lR n \ we obtain the following (where äs in the Introduction, ü(|x|) = w*(x)):
6. Corollary. ü is locally absolutely continuous on (0, oo).
It follows from Proposition 2. 4 that u has partial derivatives almost everywhere and, consequently, u has an approximate total differential almost everywhere [SA], p. 300. That is, for almost every (32) Since is locally absolutely continuous, (32) implies that μ" 1 carries null sets to null sets and so we infer using the chain rule that for almost all t e (0, M), Denoting by |Vw*| the constant value of |Vw*| on Cf we thus have writing we conclude using (17) that ΠΤί |\7,y|-i #?«-
We also infer using (19) and (18) that
We next define </>(ζ) = ζν4 1/ρ (ζ~1), infer from (6) that φ is decreasing on (0, oo) and use (4) to verify that φ is convex. Thus using Jensen's inequality and ideas from [AT] and [Bl] we obtain
by (5), (33) and (35). (27) now follows from (31) and (33). Now assume A is strictly increasing. If equality holds in (36), then ρ(ί)=1; together with (34) this implies (28). Furthermore, if p> l, equality in (27) implies equality in (17) hence in (33), and thus we conclude (29) using (28). · Integrating (27) and using the coarea formula (13) we conclude J 4(|Vii|)^J J which verifies the first assertion of Theorem 1.1.
For the remainder of this section we assume that equality holds in (8). With A and u s in Lemma 3. 2 we will now derive a fundamental relationship ((37) below) between u and M*. To this end, let c(t) denote the center of U t for t e [0, M) and set c(M) = 0. Now define τ: PS -> M n and T:
2. Lemma. //
Note that i(r) = 0 for |r| ^r 0 = radius B M , hence T\B M is the identity.
Lemma. Assume that μ is continuous on (0, M). (i) For 0^i<M, T translates dE* to dU" and T(E*)=U t va t where a t adU t contains at most one point.
(ii) τ and T are lipschitzian with Lip(i)=l and Lip(T) = 2.
(iii) For almost all xeffi n ,
The first assertion is obvious. Note also that for 0^ί 0^ίχ <Μ, dU tl lies within (but possibly tangent to) dU to . Thus since μ and u* are continuous by assumption and Corollary 2. 6, for 0 ^ i 0 < M,
(ii) Fix x 1 ,x 2 e P n . By (38) Assuming p > l and | C* n M* ~~ x (0, M)| = 0 (which is equivalent to absolute continuity of μ by Lemma 2. 3), we will show in Section 4 that τ = 0, hence T is the identity. In view of (37) this will complete the second part of the proof of Theorem 1.1.
Characterization of an extremal
In this section we fix a radially decreasing radial function w with compact support which satisfies (7), and characterize those functions u satisfying (7) for which u* = w and equality holds in (8). As before we denote M = esssupw, £* = {x: w(x)>i} for t e M, and
We also denote by w the decreasing function such that w(|x|) = w(x), and recall from Corollary 2. 6 that w is locally absolutely continuous on (0, oo). T clearly translates S r . Moreover, it is easily verified that because Lip(i)=l, for 0<r 2 <r 3 , T(S r2 ) lies within (but possibly tangent to) T(S n ). Consequently, for r>0, SnS r is at most two points. Applying the coarea formula (13) with M(X) = |X| we conclude that |S| = 0 ; set Ω = M n ~ S. Note also that if T(S f2 ) n T(S r3 ) = {y}, 0 < r 2 < r 3 , then ye T(S r ) for each re[r 2 ,r 3 ]. It is thus clear that T (S) is countable. Finally, in view of the fact that T translates ff$ n~ Εξ, it is easy to verify that Γ" 1 is continuous on Τ(Ω).
(ii) If τ'(|χ|) exists, χφΟ, then (39) Thus dT(x)(v) = Q, υφΟ, implies τ / (|χ|)= -x/|x| because |τ|^1. However, this can occur only for xew" 1^, M), and in this case at most once on each S r . Using the measurability of τ' and reasoning s above, we conclude that (iii) By the area formula [F] , Theorem 3.2.3, and (i) we have for each measurable subset BaM" Applying (40) and the coarea formula (13) with u(x) = |x|, we conclude that for t e [0, M),
On the other hand, s observed in the proof of (i), T (E,*) lies within the sphere Γ (3 E*), which is congruent to <5E r *, intersecting T (3 E,*) in a set σ,(τβ?"~Ω consisting of at most one point. Denoting by U, the ball interior to Γ(δ£*) we thus have
|17,~T(E*)| = 0, which implies U t =T(E*) because T(E*) is closed. · Using (iii) we define u: W -> M so that (42) u(y) = w°T-1 (y), y
and u(y) satisfies (11) otherwise. u is clearly measurable and is approximately continuous on Ω. Moreover, E, = {x: u(x)>i} is equivalent to U, for 0^t<M; consequently, u* = w.
2. Lemma, (i) Let u 0 e W 1 · 1 (M") be such that M$ = u 0 o T e W 1 -1 (OS"). Then for almost all χ e R",
( 
Proof. (i) It will suffice to verify (43) for χ e Εξ. Lemma 4. l (iii) implies that if
We thus fix ε>0 and use [CZ] , Theorem 13, to find a measurable subset A of l/ 0 and w x e C l (ff$ n ) such that κ 0 |Λ = ιι 1 |Λ and |1/ 0~Λ |<ε. We may assume D(A, y) = l for y e A. From the remark following Proposition 2. 5 we infer that we may also assume that Vw 0 = Vw 1 on A, Denote u^ = u l^T . The classical chain rule implies that for almost all χ E T' 1 (A) , (Here Vuf(x) is the classical gradient.) On the other hand, w* = "i on T" 1^) implies that at each χ e T~l (A) where VwJ(x) exists and DCT" 1^) , x)= l, w* is approximately differentiable and Vtif (x) = V«S(x). We conclude that (43) holds at ahnost all xeT~l (A) .
(ii) We first verify that for β > -n/2 there exists c e US such that Consequently, the map T t defined by Τ ί (χ) = χ4·τ Ι ·(|χ|) is one-to-one. Because |τ·|<1, it follows from (39) that T t is a diffeomorphism of H$ n . Define
Fixing i and χφΟ we write where vx = 0 and |a|^l-i"" 1 , and estimate using (39) and (41) Thus
It follows that for almost all y,
x= T]" 1 (3;), hence by the coarea formula (13) and ( The set in (46) is the image of this set under the Lipschitz mapping T defined by
Hence, (46) follows since sets of 3C "-measure zero are preserved under Lipschitz mappings. This completes the proof of (ii). ·
We recall here that (|X|) = M*(X).
3. Theorem. Lei u be defined by (42). // p^l and 'r' = Q almost everywhere, then
(49) J X(|Vii|)=J X(|Vu*|). Assume «V = 0 almost everywhere. For almost all x, it is clear from (39), (41) and (43) 
Vu*(x)'dT(x)-i =Vu(T(x))
by (43). Hence if Vw*(x) = 0 then both sides of (50) reduce to 0 since Λ(0) = 0 by (3). Thus, (50) holds for almost every x. Integrating (50) and applying the area formula [F] , Theorem 3. 2. 3, and Lemma 4. l (i) we conclude (49).
Assume A is strictly increasing, μ is continuous, (49) holds and p>l. Then the analysis of Section 3 applies. In particular, (37) implies that u satisfies (42). Using the coarea formula (13) with u replaced by M*, we infer from (29) and (43) that for almost all r 0 <r<r 1 such that iZ'(r)=|=0, for Jf" 1 "
1 almost all x with |x| = r, the chain rule for u* = u o T holds at x and (51) |ν«(Τ(χ))| = |νιι*(χ)|Φθ.
For such an r, assuming Τ'(Γ)ΦΟ we choose x so that also cos Θ < -1/2 where θ 6 (π/ Consequently, Theorem 4. 3 implies that τ' = 0 almost everywhere on (r 0 , r v \ and this in turn implies that τ = 0 because τ is lipschitzian (hence absolutely continuous) and i(r 0 ) = 0. In view of (37) this completes the proof. · 4. 5. Remark. By examining the proof one can verify that we have in fact proved the following:
Moreover, if l <p< oo, |C*nw*~1(i 0 , i x )| = 0, A is strictly increasing, and equality holds in (52), then there is a translate of u* which is almost everywhere equal to u in u~l(t Q , ij.
(This can also be obtained from our Theorem by considering a truncation of u.) 4. 6. Examples. It is not difficult to construct lipschitzian functions w and τ such that wV = 0 almost everywhere and τ'φΟ on some set of positive measure, so that τ is not constant and thus u = w o T~l is not equivalent to a translate of w* = w. If w' = 0 on a set which is equivalent to an interval / with |/| >0, then w|/ is constant because vv is absolutely continuous. It follows that the level set {x: w(x) = w(|x|) = t 0 }, (i 0 } = w(/), contains an annulus {χ: ρ ί < |x| <Q 2 }· Fix Q< c <Q2 -Qi an^ define
u(y) = Qi<\y\<Q2>
Clearly, u and M* = W have equal distribution functions and (49) (54) implies that Lip(r 1 )= 1. Moreover, it also follows from (54) that w is C 1 with {r : vv'( r ) = 0} =w~1(w+(C 0 )). (See the following paragraph.) Differentiating (55) we have for almost all r such that νν'(Γ)φΟ, because w(r)£w + (C 0 ). Consequently, (56) τ( w f = 0 almost everywhere.
We also conclude that |{r:w'(r) = 0}|>0, for otherwise t t would be constant, contradicting τ^Ο^Ο, τ ι (2)= -l.
We next verify that w is C°°. Clearly, w is smooth on the complement of w~1(w+(C 0 )). Inasmuch s all derivatives of w+ vanish on C 0 , it will suffice to show that all derivatives of w vanish on w'^w+iQ)). Thus fix r 0 G w~l (w + (C 0 Since c is constant on neighborhoods of 0 and of l because C 0 c:(0, 1), and since sptw+c={r:r^l}, it follows that all derivatives of w vanish at 0 and at 2, hence w eC 00 (#?"). Defming 0, r<0, (r)e i9 0^r -e i9 r>2,
we define Γ(χ) = χ + τ(|χ|) and implies that u is extremal; u + Finally, we verify that we C°°(M n ). Note that w = w* in a neighborhood of 0. In order to show that u is smooth, an elementary argument employing the mean value theorem can be used to verify that it will suffice to show that the partial derivatives of u of every order exist everywhere and are bounded.
Denote
T is one-one since Lip(t)<l, hence T(C) compact and nowhere dense. (55) (A i ) and the partial derivatives of u on A i are obtained from those of w* through composition with T" 1 . Further, all partial derivatives of u have limit 0 äs dA t is approached from A { . It is clear that the partial derivatives of u on ß$"~T(C) are bounded by bounds for the corresponding derivatives of u*. We will show that Vu = 0 on T(C). An inductive argument analogous to that used to show ü smooth can then be used to show that all partial derivatives of u vanish on T(C\ and this clearly implies ueC m (OS n ).
Fix j e (l,..., n} and a line L parallel to the y th coordinate axis. C L = T(C)nL is closed and nowhere dense. 
Extremais on the n-sphere
With A s in Section l we consider u: S n = ff$ n + i n (x: |x| = l} -> M such that u is measurable, V M is a measurable function, and (60) J Then s before, u e W itp (S*). For xe S" denote by δ(χ) the geodesic distance from e n +i to χ and define = S"n{x:<5(x)<r}, r>0.
We define M* by where μ(ί) is the volume of E t = {x: w(x)>i}, and we denote Jf"(S) = |S|, SciS". Again denote M = ess sup w = ess sup w* ^ oo, m = essinfM = essinfw*^ -oo, and C* = {x: Vw*(x) = 0}. Assume m<M. li follows s in Lemma 2.4 that u* e W l ' p (S n ). We also define so that ((5(x)) = w*(x). Finally, O(n-f 1) denotes the group of orthogonal matrices of order n+ 1. The proof of Lemma 3. l carries over to the present Situation, hence (61) follows immediately. The relevant isoperimetric theorem is discussed in [A] . Thus assume A is strictly increasing and equality holds in (61) with u satisfying (60). Proof. The proof of Lemma 3. 2 carries over to the present Situation. Note, however, that since is continuous on S n by the analog of Corollary 2.6, m < t 0 < t 1 < M implies U ti is properly contained in U to and so Denote r 0 = radius B M , r t = radius E£. As before we let c(t) denote the center of U t for i e [m, M) and set c (M) = e n + 1 . Note that c (t ) Φ -e n + x . We define (c)eO(rc + l) to be the linear transformation which rotates e n+i to c e S"~{ -e n+i } through an acute angle and fixes the orthogonal complement of the span of {c, e n + 1 }. Now define ρ: [Ο, π] -> Ο (η + 1) and T: S n -» S n by
(Note that ρ (r) corresponds to the translation of lfS n by τ (r).) The following is the analog of Lemma 3.3:
3. Lemma. Assume that μ is continuous on (m, M). (i) For m^t<M, T rotates dE* to dU t , and T(E*)=U t va t where a t contains at most one point.
(ii) c o is lipschitzian. ρ is locally lipschitzian on (r 0 , r x ). T is locally lipschitzian (iii) For almost all χ 6 S n , (62) w*(x) = uoT(x).
Proof. The proofs of (i) and (iii) are s before.
(ii) First observe that it follows s in the proof of Lemma 3. 3 (ii) that c o u is lipschitzian. Moreover, c(t) is never -e n+i . To complete the proof we show that the entries of R are smooth functions of c e S n~{ ±e n+i }. This is clearly so for n=l. Proceeding inductively we assume n > l and fix c. Assume for definiteness that Then the map R l e O(n-f 1) which rotates e" t o c 1 through an acute angle and fixes the orthogonal complement of the span of {c 1 , e"} is a smooth function of c 1 . Next denote by R 2 eO(n+l) the map which rotates e n + l to Ri l (c) and fixes the span of {e !,..., e"-i}. Finally, i t is easy t o see t hat
Next we outline the proofs of the analogs of Lemma 4. l (ii) and (iii) and of Lemma 4. 2 (i).
4. Lemma, (i) For almost all χ e S n , T is differentiahle at χ and dT(x) is oneone.
( we set y=T(x) and compute using (63), (65), (67) and (66) |Vii*(x)| = Vw*(x) · t> = Vu(y) -dT(x)(v)
Inasmuch s A r (e n+1 ) -e n+1 =0, if A r (e n+i )3=Q then we can choose χ so that in addition which leads to a contradiction in (68). Consequently, A r (e n+1 ) = 0 for almost all r 6 (r o, r j). Finally, in view of (64) and Lemma 5.3 (ii), this implies that c ο ο(Γ) = ρ(Γ)(^π +1 ) is constant and we therefore conclude that c(t) = e n+i for all t because c o (r 0 ) = e n + 1 . ·
