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Abstract
The BABAR detector operated successfully at the PEP-II asymmetric e+e− collider at the SLAC National Accelerator
Laboratory from 1999 to 2008. This report covers upgrades, operation, and performance of the collider and the
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detector systems, as well as the trigger, online and oﬄine computing, and aspects of event reconstruction since the
beginning of data taking.
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1. Introduction
1.1. Overview
The BABAR detector [1] operated at the PEP-II asym-
metric e+e− collider [2, 3, 4] at the SLAC National
Accelerator Laboratory from 1999 to 2008. The ex-
periment [5] was optimized for detailed studies of CP-
violating asymmetries in the decay of B mesons, but it
was well suited for a large variety of other studies [6],
for instance, precision measurements of decays of bot-
tom and charm mesons and τ leptons, and searches
for rare processes, including many not expected in the
framework of the Standard Model of electroweak inter-
actions.
The PEP-II collider operated in the center-of-mass
(c.m.) energy range of 9.99 GeV (just below the Υ(2S )
resonance) to 11.2 GeV, mostly at 10.58 GeV, corre-
sponding to the mass of the Υ(4S ) resonance. This
resonance decays exclusively to B0B0 and B+B− pairs
and thus provides an ideal laboratory for the study of
B mesons. At the Υ(4S ) resonance, the electron beam
of 9.0 GeV collided head-on with the positron beam of
3.1 GeV resulting in a Lorentz boost to the Υ(4S ) res-
onance of βγ = 0.56. This boost made it possible to
reconstruct the decay vertices of the B and B mesons,
to determine their relative decay times, and to measure
the time dependence of their decay rates, a feature that
was critical for the observation of CP-violation in B0-
B0 mixing.
To reach the desired sensitivity for the most inter-
esting analyses, datasets of order 108 to 109 B mesons
were needed. For the peak cross section at the Υ(4S ) of
1.1 nb, this required an integrated luminosity of the or-
der 500 fb−1, that is, many years of reliable and highly
efficient operation of the detector, and stable operation
of the PEP-II storage rings at luminosities exceeding the
design of 3 × 1033cm−2s−1.
The PEP-II storage rings gradually increased their
performance and towards the end of the first year of
data-taking routinely delivered beams close to design
luminosity. In the following years, a series of up-
grades was implemented to reach a maximum instanta-
neous luminosity of four times the design and to exceed
the design integrated luminosity per day by a factor of
seven [4]. Among these upgrades, one of the most im-
portant was trickle injection [7], i.e., continuous injec-
tions into both beams, replacing the traditional method
of replenishing the beam currents every 40-50 minutes
after they had dropped to about 30-50% of the maxi-
mum.
From the start of BABAR operation, the goal was to
operate the detector at the highest level of efficiency
to maximize the data rate and data quality. Once it
became obvious that PEP-II was capable of exceed-
ing its design luminosity, continuous improvements to
the hardware, electronics, trigger, data acquisition sys-
tem (DAQ), and online and oﬄine computing were re-
quired. Moreover, the instrumentation to assess, mon-
itor, and control backgrounds and other environmental
conditions, and to handle ever-increasing trigger rates
had to be enhanced. These enhancements served the
routine operation at higher data rates, and also provided
the information needed to understand operational limi-
tations of the detector and software and to subsequently
design the necessary upgrades in a timely manner. To
attain such large, high quality datasets and maximize
the scientific output, the accelerator, detector, and anal-
yses had to perform coherently in factory mode, with
unprecedented operational efficiency and stability. This
factory-like operation required that experimenters paid
very close attention to what were often considered rou-
tine monitoring and quality assurance tasks. As a result,
BABAR logged more than 96% of the total delivered lu-
minosity, of which 1.1% were discarded during recon-
struction because of hardware problems that could im-
pact the physics analyses.
This review emphasizes the BABAR detector upgrades,
operation, and performance as well as the development
of the online and oﬄine computing and event recon-
struction over a period of almost ten years since the
start of data taking in 1999. Following this brief in-
troduction, an overview of the design of the principal
components of the detector, the trigger, the DAQ, and
the online computing and control system is provided.
A brief description of the PEP-II collider and the inter-
action region is followed by a description of its grad-
ual evolution and upgrades, as well as the performance
and monitoring of the collider operation, and the closely
related BABAR background suppression and monitoring.
The following section covers the upgrades to the online
computing and DAQ systems, the trigger, the front-end
electronics, and also the replacement of the muon detec-
tors in the barrel and forward regions. Next, the opera-
tional experience with all detector systems is described
in detail. The last sections cover selected topics related
to the event reconstruction, and provide an overview of
the oﬄine computing, including the provision for long-
term access to data and analysis software.
1.2. Detector System Requirements
The need for full reconstruction of B-meson decays
(which have an average multiplicity of 5.5 charged par-
ticles and an equal number of photons), and, in many
analyses, the additional requirement to tag the flavor of
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the second B or to fully reconstruct its decay, place strin-
gent requirements on the detector:
• large and uniform acceptance down to small polar
angles relative to the boost direction;
• excellent reconstruction efficiency for charged par-
ticles down to a momentum of 40 MeV/c and for
photons to an energy of 30 MeV;
• excellent momentum resolution to separate small
signals from relatively large backgrounds;
• very good energy and angular resolutions for the
detection of photons from pi0 and η0 decays, and
from radiative decays in the full energy range, from
30 MeV to 4 GeV;
• efficient reconstruction of secondary vertices;
• efficient electron and muon identification, with low
misidentification probabilities for hadrons;
• efficient and accurate identification of hadrons over
a wide range of momenta for B flavor-tagging
(mostly for momenta below 1 GeV/c) and the re-
construction of exclusive decays (up to a momen-
tum of 4 GeV/c);
• detector components that can tolerate significant
radiation doses and operate reliably under high-
background conditions;
• a flexible, redundant, and selective trigger system,
highly efficient for all kinds of signal events;
• low-noise electronics and a reliable, high band-
width DAQ and control system;
• detailed monitoring and automated calibrations;
stable power supplies, plus control of the environ-
mental conditions to ensure continuous and stable
operation;
• an online computing system and network that can
control, process, and store the expected high vol-
ume of data;
• reconstruction software able to fully exploit the ca-
pabilities of the detector hardware;
• a detector simulation of sufficient fidelity to sup-
port the detailed understanding of detector re-
sponse appropriate for the high-statistics data sam-
ples; and
• an oﬄine computing system scaled to the data flow
arising from factory operation, and capable of sup-
porting a wide variety of highly sophisticated anal-
yses.
1.3. Detector Design and Layout
The BABAR detector was designed and built by a large
international team of scientists and engineers. Details
of its original design were documented in the Techni-
cal Design Report [5], while the construction and initial
performance of the detector are described in a later pub-
lication [1].
Figure 1 shows a longitudinal section through the de-
tector center with the principal dimensions. To maxi-
mize the geometric acceptance for the boosted Υ(4S )
decays, the whole detector was offset from the interac-
tion point by 0.37 m in the direction of the high-energy
electron beam.
The inner detector consisted of a silicon vertex
tracker, a drift chamber, a ring-imaging Cherenkov de-
tector, and an electromagnetic calorimeter. These de-
tector systems were surrounded by a superconducting
solenoid which provided a field of 1.5 T. The steel
flux return was instrumented for muon and neutral
hadron detection. The polar angle coverage extended
to 350 mrad in the forward direction and 400 mrad in
the backward direction, defined relative to the direc-
tion of the high-energy beam. As indicated in Figure 1,
the right-handed coordinate system was anchored on the
main tracking system, the drift chamber, with the z-axis
coinciding with its principal axis. This axis was offset
relative to the direction of the e− beam by 20 mrad in the
horizontal plane. The positive y-axis pointed upward
and the positive x-axis pointed away from the center of
the PEP-II storage rings. For reference, the detector was
located on the eastern section of the storage rings, with
the electron beam entering from the north.
The forward and backward acceptance of the tracking
system was constrained by components of PEP-II, a pair
of dipole magnets (B1) followed by a pair of quadrupole
magnets (Q1). The vertex detector and these magnets
were placed inside a tube (4.5 m long and 0.434 m in-
ner diameter) that was supported from the detector at
the backward end and by a beam-line support at the for-
ward end. The central section of this support tube was
fabricated from a carbon-fiber composite with a thick-
ness of 0.79% of a radiation length.
The detector was of compact design, its transverse di-
mension being constrained by the 3.5 m elevation of the
beam above the floor. The solenoid radius was chosen
by balancing the physics requirements and performance
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Figure 1: BABAR detector longitudinal section [1].
of the drift chamber and calorimeter against the total de-
tector cost.
Since the average momentum of charged particles
produced in B-meson decays is less than 1 GeV/c, the
precision of the measured track parameters was heav-
ily influenced by multiple Coulomb scattering. Simi-
larly, the detection efficiency and energy resolution of
low-energy photons were severely affected by material
in front of the calorimeter. Thus, special care was taken
to keep material in the active volume of the detector to a
minimum. At normal incidence, a particle would trans-
verse 4% of a radiation length prior to entering the drift
chamber and another 26% to reach the calorimeter.
1.4. Detector Components
The charged particle tracking system was made of
two components, the silicon vertex tracker (SVT) and
the drift chamber (DCH). Pulse height information from
the SVT and DCH was also used to measure ioniza-
tion loss for charged particle identification (PID). The
SVT was designed to measure positions and angles of
charged particles just outside the beam pipe. It was
composed of five layers of double-sided silicon strip de-
tectors that were assembled from modules with read-
out at each end. The inner three layers primarily pro-
vided position and angle information for the measure-
ment of the vertex position. They were mounted as close
to the water-cooled beryllium beam pipe as practical,
thus minimizing the impact of multiple scattering in the
beam pipe on the extrapolation of tracks to the vertex.
The outer two layers were at much larger radii, provid-
ing the coordinate and angle measurements needed for
linking SVT and DCH tracks.
The principal purpose of the DCH was the momen-
tum measurement for charged particles. It also supplied
information for the charged particle trigger and dE/dx
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measurements for particle identification. The DCH was
of compact design, with 40 layers of small, hexagonal
cells. Longitudinal information was derived from wires
placed at small angles to the principal axis. By choosing
Al field wires and a helium-based gas mixture, the mul-
tiple scattering inside the DCH was kept to a minimum.
The readout electronics were mounted on the backward
endplate of the chamber, minimizing the amount of ma-
terial in front of the forward calorimeter.
The DIRC, the detector of internally reflected
Cherenkov light, was a novel device providing sepa-
ration of pions and kaons up to the kinematic limit of
4.5 GeV/c. Cherenkov light was produced in 4.9-m long
bars of synthetic fused silica of rectangular cross section
(1.7 cm × 3.5 cm), and transported by total internal re-
flection, preserving the angle of emission, to a large ar-
ray of photomultiplier tubes (PMT). This array formed
the backward wall of the toroidal, water-filled standoff
box (SOB) which was located beyond the backward end
of the magnet. Images of the Cherenkov rings were re-
constructed from the position of the PMT and time of
arrival of the signals [8].
The electromagnetic calorimeter (EMC) was de-
signed to detect electromagnetic showers with excel-
lent energy and angular resolution over the energy range
from 20 MeV to 4 GeV. This coverage allowed the de-
tection of low energy pi0s and η0s from B decays and
high energy photons and electrons from electromag-
netic, weak, and radiative processes. The EMC was a
finely segmented array of thallium-doped cesium iodide
[CsI(Tl)] crystals of projective geometry. To obtain the
desired resolution, the amount of material in front of
and between the crystals was held to a minimum. The
individual crystals were read out by pairs of silicon PIN
diodes.
The instrumented flux return (IFR) was designed to
identify muons and to detect neutral hadrons. For this
purpose, the steel of the magnet flux return in the barrel
and the two end doors were segmented into layers, in-
creasing in thickness from 2 cm on the inside to 10 cm at
the outside. Between these steel absorbers, gaseous de-
tectors were placed. Initially, single gap resistive plate
chambers (RPC) were inserted to detect streamers from
ionizing particles via external capacitive readout strips.
There were 19 layers of RPCs in the barrel sextants and
18 layers in the endcaps. Starting in 2004, the RPCs
in the barrel section were replaced by limited streamer
tubes (LST) [9] and six of the gaps were filled with brass
plates to increase the total absorber thickness. Begin-
ning in 2001, the original RPCs in the forward endcap
were replaced by RPCs of improved design and perfor-
mance. The absorber thickness was also increased [10].
1.5. Electronics, Trigger, Data Acquisition and Com-
puting
The electronics, trigger, DAQ and online computing
were a collection of tightly coupled hardware and soft-
ware systems. These systems were designed to max-
imize the performance, reliability and maintainability,
while minimizing dead time, complexity, and cost.
1.5.1. Electronics
All detector systems shared a common electronics ar-
chitecture. Event data from the detector flowed through
the front-end electronics (FEE), while monitoring and
control signals were handled by a separate, parallel
readout system. All FEE systems were located outside
the detector, to minimize dead space within the detector
volume. They were directly mounted on the detector to
optimize performance and to minimize the cable plant,
thereby avoiding noise pickup and ground loops in long
signal cables. All detector systems utilized standard in-
terfaces to the data acquisition electronics and software.
The FEE channel consisted of an amplifier, a digi-
tizer, a trigger latency buffer for storing data during the
Level 1 (L1) trigger processing, and a de-randomizing
event buffer for storing data between the L1 Accept
and the subsequent transfer to the DAQ system. Cus-
tom integrated circuits had been developed to perform
the signal processing. The digital L1 latency buffers
functioned as fixed-length data pipelines managed by
common protocol signals generated by the fast control
and timing system (FCTS). All de-randomizing event
buffers functioned as FIFOs capable of storing a fixed
number of events. During normal operation, analog sig-
nal processing, digitization, and data readout occurred
continuously and simultaneously.
1.5.2. Trigger
The function of the trigger system was to identify
signatures of B decays and other interesting events on
which to initiate the detector read-out and, upon further
processing, to select a subset of these events for perma-
nent storage. Correspondingly, the trigger was built in
two subsequent stages, the second conditional upon the
first, with the first stage being clock driven, the second
event driven.
The L1 hardware trigger was implemented in custom-
built electronics consisting of dedicated processor
boards that received input data continuously from the
drift chamber, electromagnetic calorimeter, and instru-
mented flux return. These boards contained firmware
to reconstruct trigger primitives, such as short and long
drift chamber tracks and minimum ionizing, medium
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and high energy showers in the calorimeter, which could
be counted, matched and combined into triggers via a
fully configurable logic. Typical L1 Accept rates were
about 2 kHz at a latency of 11 µs.
The Level 3 (L3) trigger was implemented in soft-
ware and ran on a small farm of commercial proces-
sors. It was the first stage of the DAQ system to see
complete events, on which it executed a variety of algo-
rithms based primarily on the partial reconstruction of
DCH and EMC data. The L3 trigger reduced the event
rate to a level that was manageable for oﬄine processing
and storage.
The trigger architecture left room to accommodate an
intermediate Level 2, in case future background condi-
tions demanded higher rejection rates.
1.5.3. Data Acquisition and Online Systems
The DAQ and online computing systems were re-
sponsible for the transfer of event data from the de-
tector FEE to mass storage with minimum dead time.
These systems also interfaced with the trigger to enable
calibrations and testing. Other parts of these systems
provided the control and monitoring of the detector and
supporting facilities. The emphasis was on efficient op-
eration, close monitoring and easy diagnosis of prob-
lems online to assure the high quality of the recorded
data. To achieve these goals, the system had to be adapt-
able to changing conditions and had to be monitored and
constantly improved and innovated.
1.5.4. Reconstruction and Oﬄine Computing
Recorded data were reconstructed with entirely new,
object-oriented, software developed specifically for
BABAR, and which - compared to previous experiments
- included advances in the sophistication of its algo-
rithms, and corresponding increases in their computa-
tional requirements. The software handled reconstruc-
tion of charged particles and vertex finding, the recon-
struction of neutral particles, and the identification of
charged leptons and hadrons. It also handled common
analysis tasks such as the generation of lists of particles
originating from the decays of short-lived particles.
By the conclusion of data taking, the oﬄine com-
puting system had developed into a complex of six
large computer centers, at the host laboratory and at
national computing facilities in BABAR member coun-
tries. Production computing and user analysis were dis-
tributed across these sites, which hosted calibration, re-
construction, selection of subsets of data useful for spe-
cific analyses, and supported individual analyses by a
large community of users. Event simulation, based on
a Geant4 [11] framework, was run at these computing
centers, as well as a network of smaller laboratory and
university sites.
Following the final shutdown in 2008, a new comput-
ing system, isolated from the main SLAC computers,
was developed to preserve the data and standard analy-
sis and simulation software and support future analyses
of the large BABAR data sample. This long term data
access (LTDA) system relies on virtualization technolo-
gies and uses distributed computing and storage meth-
ods.
1.6. Detector Operation
The BABAR detector was designed and built by a large
international collaboration and its commissioning and
operation was shared among the scientists and engi-
neers. To a large degree, groups who contributed to
the construction of a certain detector system also sup-
ported its operation, maintenance, and upgrades. The
overall responsibility for the detector was assigned to
the technical coordinator, who was supported by sys-
tem managers – one or two per detector system, for the
trigger, the online and data acquisition systems, and the
central operation. The system managers’ responsibility
extended from the detector components and infrastruc-
ture to the online monitoring, the feature extraction of
the signals, the calibration and alignment, to the oﬄine
reconstruction. System managers also oversaw repairs
and upgrades.
During the nine years prior to the final shutdown in
the spring of 2008, the PEP-II storage rings operated
over long periods. In total, there were seven such pe-
riods, referred to as Runs, separated by shutdowns of
several months to allow for extended maintenance and
upgrades of the collider and the detector. During Runs
1–6, data were recorded at the Υ(4S ) resonance and
40 MeV below, while during Run 7 the energy of PEP-
II was changed to record data at two lower-mass reso-
nances, the Υ(3S ) and Υ(2S ), and to perform a scan at
c.m. energies above the Υ(4S ) resonance, up to a maxi-
mum of 11.2 GeV.
For a given Run, detector conditions were kept sta-
ble. Access to the detector was kept to a minimum,
which meant that, for components that were difficult to
reach (like the front-end electronics), their power dis-
tribution and cooling systems, their reliability and spe-
cific diagnostics were of great importance. The main
power supplies, read-out electronics and trigger, gas and
coolant distributions were accessible during beam oper-
ation. Short shutdowns of a day or two were arranged
with advanced notice for routine detector and PEP-II
maintenance and repairs, and whenever the operation
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was impaired or the data quality compromised. Emer-
gency shutdowns were rare.
Major maintenance activities, significant improve-
ments and upgrades to the detector and associated elec-
tronics and software were executed during the long shut-
downs between Runs. The principal shutdown activities
are summarized in Table 1; more details are presented
in the following sections.
Table 1: Summary of the BABAR shutdowns, specifying the dates and
upgrades activities.
Shutdown Upgrades Activities
11/00 - 01/01 Add beam line shielding
Replace 12 FW endcap RPCs
07/02 - 11/02 Replace remaining FW endcap RPCs
Insert 5 brass absorbers in FW endcap
Upgrade the online computer farm
07/03 - 08/03 Install z-dependent track trigger
08/04 - 03/05 Install large PEP-II shield wall
Install LSTs in top/bottom sextants
Insert brass absorbers in 2 sextants
10/05 - 11/05 Upgrade DCH FEE with new FPGAs
09/06 - 12/06 Install LSTs in 4 remaining sextants
Insert brass absorbers in 4 sextants
10/07 - 11/07 Regular maintenance only
2. PEP-II Operation and Interface to BABAR
2.1. Overview of PEP-II
PEP-II was an e+e− storage ring system designed to
operate at a c.m. energy of 10.58 GeV, corresponding
to the mass of the Υ(4S ) resonance. The collision pa-
rameters of these energy-asymmetric storage rings are
presented in Table 2, both for the original design and
for the best performance, which were all achieved in
the last two years of operation. PEP-II surpassed all its
design parameters. In particular, the instantaneous lu-
minosity exceeded design by a factor of four, and the
integrated luminosity per day by a factor of seven. For a
description of the design and operational experience of
PEP-II we refer to the Conceptional Design Report [2],
conference proceedings [3, 4], and references therein.
An overview of the various improvements and upgrades
is presented below.
The high beam currents and the large number of
closely-spaced bunches, all required to produce the high
luminosity of PEP-II, tightly coupled detector design,
interaction region layout, machine operation, and re-
mediation of machine-induced background. Figure 2
shows the layout of the PEP tunnel with six straight
Table 2: PEP-II beam parameters. Values are given both for the design
and for the best performance reached in 2006-2008. HER and LER
refer to the high energy (e−) and low energy (e+) ring, respectively. β∗x
and β∗y refer to the horizontal and vertical β functions at the collision
point, and ξy refers to the vertical beam-beam parameter limit.
Parameters Design Best
Energy HER/LER ( GeV) 9.0/3.1 9.0/3.1
Current HER/LER ( A) 0.75/2.15 2.07/3.21
Number of bunches 1658 1732
β∗y ( mm) 15-25 9-10
β∗x ( cm) 50 30-35
Emittance y (nm) 2 1.4
Emittance x (nm) 49 30-60
Bunch Length ( mm) 15 10-12
ξy 0.03 0.05 - 0.065
Luminosity (1033 cm−2s−1) 3 12
Int. Luminosity ( pb−1/day) 135 911
Arc-11 Arc-1
Detector
Arc-3
Arc-5Arc-7 IR-6
IR-12
IR-8
IR-10
N
IR-4
IR-2
HER
LER
Figure 2: Layout of the PEP-II tunnel with six straight sections (IR)
and six arc sections (Arc), labeled clockwise with even numbers for
the IRs and odd numbers for the Arcs. The BABAR detector was lo-
cated at IR-2.
sections (IR) connected by six arc sections (Arc). The
circumference is 2,200 m. Since the two rings had the
same circumference, each bunch in one ring collided
with only one bunch in the other ring. The bunches col-
lided head-on and were separated in the horizontal plane
by a pair of dipole magnets (B1), located at ±21 cm on
each side of the collision point (IP), each followed by a
series of offset quadrupoles. A schematic of the PEP-II
interaction region is shown in Figure 3. The tapered B1
dipoles and the Q1 quadrupoles were samarium-cobalt
permanent magnets located inside the field of the BABAR
solenoid. The Q2, Q4, and Q5 quadrupoles, located out-
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side or in the fringe field of the solenoid, were standard
iron magnets. The collision axis was offset from the z-
axis of the BABAR detector by 20 mrad in the horizontal
plane [12] to minimize the perturbation of the beams by
the detector solenoid field.
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Figure 3: Plan view of the PEP-II interaction region layout with dipole
and quadrupole magnets. The scale of the vertical axis is strongly en-
larged. The black lines indicate the orbits (thick line) and the physical
apertures (thin lines on either side of the orbits) of the two beams.
The beams were enclosed by a water-cooled beam
pipe of 27.9 mm outer radius, composed of two layers of
beryllium (0.83 mm and 0.53 mm thick) with a 1.48 mm
water channel between them. To attenuate photons from
synchrotron radiation, the inner surface of the pipe was
coated with a 4 µm thin layer of gold. In addition, the
beam pipe was wrapped with 150 µm of tantalum foil
on either side of the IP, beyond z = +10.1 cm and
z = −7.9 cm. The total thickness of the central beam
pipe section at normal incidence corresponded to 1.06%
of a radiation length.
The beam pipe, the permanent magnets, and the SVT
were assembled, aligned, and enclosed in a 4.5 m-long
support tube, which spanned the IP. The central section
of this tube was fabricated from a carbon-fiber epoxy
composite with a thickness of 0.79% of a radiation
length.
2.2. PEP-II Evolution and Upgrades
2.2.1. PEP-II Instrumentation
The PEP-II storage rings were equipped with in-
strumentation and electronics designed to monitor the
beam orbits, measure beam profiles, optimize the lat-
tice parameters, facilitate efficient injection and thereby
achieve efficient operation and high luminosity. Fast
feedback systems were critical to maintain the beams in
collision. The very high bunch frequency and high cur-
rents required novel devices and controls, specifically
fast beam position monitors and bunch-by-bunch cur-
rent monitors. In the following, a brief description of
three of the important beam monitoring devices is given,
followed by a description of the beam collimation sys-
tem.
Beam Profile Monitors. The transverse and longitudi-
nal bunch profiles were measured by synchrotron-light
monitors (SLM) in each ring using visible to near ul-
traviolet light (600 to 200 nm). The transverse beam
sizes were determined by direct imaging [13] and by
interferometry [14]. A streak camera [15] recorded lon-
gitudinal profiles. HER measurements were made at the
high-dispersion point in the center of Arc-7. The LER
SLM was installed in IR-2, 30 m downstream of the IP.
For each ring, a water-cooled mirror directed the light,
incident at 3 degrees to grazing, through a fused-silica
window to a nearby optical system to record the image
with a CCD video camera. In addition, a beam splitter
directed the light to an interferometer, designed to mea-
sure the small vertical beam size. A synchrotron x-ray
monitor [16] was added later at the downstream end of
Arc-7 in the LER.
Calculations to translate beam sizes measured with
synchrotron light in the arc sections to those at the
IP [17] relied on a one-turn matrix formalism [18] and
matrices taken from machine characterization measure-
ments obtained for a single beam at low bunch current.
This translation of the single-beam measurements at low
currents to collisions at high currents accounted for lat-
tice changes and beam-beam interactions.
Beam Position Monitors. Beam position monitors
(BPMs) were required to determine the transverse po-
sitions of the beams over an extremely wide range
of beam intensities: from a multi-bunch beam in the
full ring with bunches of up to 8 × 1010 electrons or
positrons, with 4.2-ns spacing, averaged over 1024 turns
with a resolution of 1 µm, to a single injected bunch of
5 × 108 particles, measured for a single turn with a res-
olution of better than 1 mm. Each BPM consisted of
four 15-mm diameter pick-up buttons matched to 50 Ω
and designed to contribute low impedance to the ring.
There were 318 BPMs in the LER and 293 BPMs in the
HER, located at the quadrupoles in the rings, and ro-
tated by 45 deg relative to the horizontal plane to avoid
synchrotron radiation.
Beam Current Monitors. In order to measure the total
current in each ring with a 5 mA resolution and for a
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maximum current of 5 A, commercial DC current trans-
formers (DCCT) [19] were installed. The high resolu-
tion of the DCCTs was driven by two requirements: 1)
to monitor a 1 A beam with a 3-hour lifetime, i.e., a
charge loss of 93 µA/s, and 2) to record the injection of
5 × 108 particles per pulse, i.e., 11 µA, into individual
bunches.
In addition, each ring was equipped with a bunch-
current monitor (BCM), which performed measure-
ments of the charge for each of the 3,492 RF buckets
in each beam at a rate of 1 Hz. In each beam, every
other RF bucket was filled, except for a gap of 300 to
400 ns to provide time for the abort kicker magnet to
turn on. As the vacuum in the rings improved and with
an upgrade to the abort kickers, this gap was reduced
to 50 ns. This improved the stability of the beams by
diminishing the current transient induced by the gap.
The maximum charge per bunch was 8 × 1010 parti-
cles, resulting in a total beam current of 3 A. To opti-
mize the beam-beam tune shift and maximize the lumi-
nosity, it was desirable to operate each ring with equal
population in all of its bunches, and, therefore, it was
necessary to precisely monitor the charge of each bunch.
The BCM system was developed for top-off injection
(injecting beam into coasting bunches) and became es-
sential for the implementation of trickle injection (injec-
tion of a few pulses per second into different bunches to
maintain a constant current). The Bunch-Injection Con-
troller (BIC) recorded bunch currents and DCCT read-
ings for both rings at 1 Hz. It normalized the bunch
currents to the total ring current and derived the individ-
ual bunch lifetimes. The BIC determined the sequence
of injection for the master pattern generator, which re-
set the SLAC linear accelerator timing pulse-by-pulse
to add charge in any of the RF buckets in one of the two
storage rings.
Beam Collimation. Though not normally referred to as
beam instrumentation, the PEP-II collimators were im-
portant tools to reduce background in the BABAR detec-
tor caused by off-energy beam particles and transverse
beam tails. Collimators were installed at selected loca-
tions around the rings. For the energy collimation, they
were placed at locations where the dispersion function
dominated the β functions, and for x and y collimation,
they were positioned at places with large horizontal or
vertical β functions, respectively. The collimator open-
ings were typically set at 6 to 8 times the size (σ) of the
circulating beams. The energy collimator was placed
in Arc-1 for the HER and in IR-10 for the LER. Four
transverse (horizontal and vertical) collimators were in-
stalled in IR-12 for the HER and in IR-4 for the LER.
In each transverse plane, two collimators were used,
one as primary and the other as secondary collimator
located at about 90◦ in betatron phase after the primary.
The HER energy collimation consisted of a single, pri-
mary collimator. The collimating devices were fixed,
single-sided copper jaws protruding to a distance of
about 10 mm from the nominal beam orbit. The degree
of collimation was controlled by closed-orbit bumps set-
ting the distance of the jaw to the beam orbit. Beam
sizes (1σ) were roughly 1 mm horizontally, 0.2 mm
vertically at location of the collimators. The jaw set-
tings were large enough to maintain a beam lifetime
of about 300 min in the HER and 50 min in the LER.
Long ramps mitigated the impedance of the jaws and
the generation of Higher Order Modes (HOM). A mov-
able horizontal collimator was installed near the inter-
action region in the HER, about 10 m upbeam of the
detector, to absorb off-energy particles generated in the
upbeam straight section. Beam-loss monitors and ther-
mocouples monitored the effect of the collimation and
provided protection from overheating.
2.2.2. Gradual Enhancement of Performance
The PEP-II performance gradually improved
throughout the life of the machine [3, 4]. Initially,
improvements in the peak luminosity were achieved
by gradually increasing the number of bunches in each
ring. As the beam currents increased, the walls of
the beam vacuum pipes in each ring were scrubbed,
resulting in improved dynamic vacuum pressures and
lower beam-related backgrounds in the detector. The
increase in beam currents was made possible by slowly
raising (and eventually doubling) the total RF power
and gap voltage available to both rings, by improving
the design of the vacuum chambers, and by the addition
of HOM absorbers. The bunch-by-bunch feedback
systems (both transverse and longitudinal) were also
upgraded as the beam currents were increased.
The PEP-II components were designed to function
above the design luminosity and currents. But as the
currents increased over the years, a number of problems
arose. Wake fields induced in the vacuum chambers re-
sulted in HOM generation that led to local heating and
required improved designs of vacuum components (es-
pecially for the high power expansion bellows), and ad-
ditional cooling. Several RF stations were added; in to-
tal there were 15 stations to handle the maximum beam
currents of 3.2 A in the LER and 2.1 A in the HER.
The PEP-II vacuum system was designed to be
upgradable to meet the requirements for beam currents
of up to 3 A. Specifically, it had to sustain the large
photo-desorption gas load caused by the bombardment
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of the chamber walls by intense synchrotron radiation.
In its final configuration, the HER vacuum pumping
system consisted of lumped ion pumps installed every
16 m along the arc and straight sections, a total of 198
distributed ion pumps in the arc dipole magnets, and a
few non-evaporable getter (NEG) pumps in the straight
sections. The LER vacuum was maintained by lumped
ion pumps and 198 Ti sublimation pumps (TSP) in the
arc sections. At full currents, the average pressure was
about 3 nTorr in the HER and about 2 nTorr in the LER.
In the two half straight sections upstream of the BABAR
detector, additional pumps (lumped ion pumps, NEG
pumps, and TSPs) were used to reduce beam-gas back-
grounds in the detector. As a result, the average pres-
sure in these sections was lower by a factor of ten, about
0.2 nTorr in the LER (30 m upstream of the IP) and 0.3
nTorr in the HER (50 m upstream of the IP).
The high beam currents were made possible by large
RF systems consisting of 1.2 MW klystrons operating
at 476 MHz and high power cavities with HOM absorb-
ing loads. Each cavity had three loads with a capability
of 10 kW. At peak currents, a HER cavity received on
average 285 kW and a LER cavity 372 kW. The average
klystron power was 1.01 MW. This overhead of about
20% in power was needed to enable stable RF feed-
back systems. The longitudinal and transverse bunch-
by-bunch feedback systems were used to measure and
to control beam instabilities. The coupled bunch in-
stabilities were damped up to the highest current, but
the HER growth rates were somewhat anomalous and
stronger than predicted [20]. The kickers for the longi-
tudinal and transverse systems were upgraded, and both
systems turned out to be highly robust.
Figure 4 shows the peak beam currents and the in-
stantaneous peak luminosity per month, demonstrating
the continuous improvements in the performance of the
PEP-II storage rings.
Part of the luminosity enhancement in 2004 can be
attributed to improved control of the lattice functions in
the LER, which reduced the equilibrium emittance and
improved betatron matching at the IP. Further improve-
ments were achieved by continuous adjustments to the
beam tunes as well as corrections and upgrades to com-
ponents [20, 21, 22]. Beam simulations were continu-
ously improved to understand the complex beam prop-
erties, for instance, the x − y coupling in the LER, the
beam-beam interaction, and tune-shift limits.
As predicted, the impact of parasitic collisions away
from the IP was small, because the beam trajectories
were separated by the B1 dipoles. At full currents, par-
asitic crossings reduced the luminosity by a few percent.
As the current in both the LER and the HER in-
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Figure 4: PEP-II: (a) Maximum beam currents and (b) maximum
instantaneous luminosity achieved each month.
creased, different types of beam instabilities were ob-
served. Various methods were developed to enable sta-
ble collisions up to currents of 2 A for electrons and 3 A
for positrons.
One effect of the higher beam currents was the multi-
bunch transverse instability arising from interactions of
the positron bunches with a low energy electron cloud
created by synchrotron radiation photons interacting
with the walls of the vacuum chambers. This so-called
electron-cloud instability was not unexpected [23]. A
spectacular example of how the electron cloud accumu-
lation in the LER affected the luminosity is shown in
Figure 5. This effect was first observed, when the num-
ber of bunches in each ring was increased from 415 to
830, thus decreasing the bunch spacing from 16.8 ns
down to 8.4 ns. A large decrease in the instantaneous lu-
minosity was observed. This was the result of the build-
up of the electron cloud during a train of closely spaced
bunches. Whenever a large gap occurs, the electron
cloud disperses and at the beginning of the next bunch
train the positron bunches are restored to their normal
size and the luminosity recovers. The problem was mit-
igated by wrapping the LER beam pipe with solenoid
windings (1.8 km in all) to generate a 30 G field and to
confine the very low-energy electrons close to the walls.
The effect was largest in the stainless steel vacuum
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chambers in the straight sections, and much smaller in
the arc sections where the ante-chambers were Tita-
nium nitride (TiN)-coated, which suppressed the elec-
tron cloud formation.
Figure 5: PEP-II: Oscilloscope record of bunch trains: The online
luminosity per bunch (vertical axis) for 830 stored bunches (horizontal
axis). The bunches are shown on three consecutive traces from top left
to bottom right. There are eight bunch trains, separated by gaps that
are much larger than the 8.4 ns separation between the consecutive
bunches.
Beam-beam effects can lead to higher luminosity, but
they also introduce beam instabilities. The PEP-II tunes
were chosen to optimize the beam-beam performance
(0.508 in the horizontal plane and 0.574 in the vertical
one). The proximity of the horizontal working point to
the half-integer induced a beneficial dynamic-β effect
that increased the instantaneous luminosity more than
50%. This was at the cost of a large betatron mismatch
(also known as β-beat) in the entirity of the rings, which
required considerable effort to be brought back to within
tolerance.
Computer simulation of the luminosity contours on
the x − y tune plane supported the empirically cho-
sen tune values. Operation away from optimal tunes
often led to increased beam instability and aborts
caused by short beam lifetimes and high detector back-
grounds [24]. The measured luminosity varied linearly
with the product of the bunch currents at low currents,
but more slowly at higher currents. In this regime,
beam-beam forces caused the bunches to increase in
size, typically in the vertical plane. Since the beam-
beam force acts as a focusing lens, the resulting tune
shifts tend to limit the allowed tune values. The result-
ing maximum vertical beam-beam parameters ξy in the
two rings were 0.05 to 0.065. At the highest currents
of colliding beams, the HER current was limited by the
LER lifetime and the LER current by HER-generated
IR backgrounds in the detector [24].
Whenever conditions indicated that the accelerator or
detector might be at risk, beam aborts were initiated.
For every abort, signals and conditions were recorded,
and subsequently categorized and analyzed oﬄine. At
the end of PEP-II operation, there were on average eight
beam aborts per day, about three due to RF problems,
three caused by unstable beams, and two by high detec-
tor backgrounds.
2.2.3. Trickle Injection
Electrons were generated in a thermionic gun,
whereas positrons were collected from secondary par-
ticles produced in a target that was struck by a 20 GeV
electron beam. Both beams were bunched, injected
into the SLAC linear accelerator, and accelerated to 1.2
GeV, before their transverse emittances were reduced in
separate damping rings. Individual bunches of electrons
and positrons were then re-injected into the linear accel-
erator, accelerated to 9.0 and 3.1 GeV, respectively, and
then extracted for injection into the PEP-II rings. To re-
duce the oscillation of the injection bunches, a pair of
injection kickers in the HER and LER moved the stored
beam close to the injection septum magnet. The typi-
cal number of particles in the injected bunch was in the
range of 3 to 8 ×109.
Initially PEP-II operated on a 40-50 minute fill cycle.
At the end of each fill, when the currents had dropped
by about 30-50%, data taking was interrupted, certain
detector voltages were ramped down to avoid damage
by large backgrounds during the injection, and beams
were injected to the maximum sustainable currents. It
took about three minutes to replenish the beam to full
currents, and a few more minutes to raise the detec-
tor voltages to their nominal operational values and to
restart the DAQ. In this top-up-and-coast operation, the
average luminosity was about 70-75% of the peak lumi-
nosity. After an interruption of beam operation, either
due to a beam loss or for other reasons, it took approxi-
mately 10-15 minutes to fill the two beams under favor-
able conditions.
A substantial increase in luminosity was achieved in
2004, when the beam currents were maintained constant
by injecting continuously at rate of 1-5 Hz, while BABAR
recorded data [7], thereby keeping the luminosity close
to maximum and avoiding the ramping of detector volt-
ages. The primary challenge for this trickle injection
was to deliver sufficient current to replenish the stored
beams while avoiding excessive exposure of the BABAR
detector to radiation.
In the HER, the vertical injection combined with
large β functions outside of the detector necessitated
better control of the incoming bunches. In the LER,
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the maximum vertical β function occurred closer to the
interaction point resulting in smaller βy at the IP, and,
thereby, lower sensitivity to the position and angle of
the injected bunches. Systematic improvements to the
electron beam in the Linac (injection energy, and RF
phase relative to the PEP-II rings, betatron and longitu-
dinal tails), careful matching of the injection orbit with
the closed orbit of the stored beams, and general sta-
bilization of the trajectories via feedback control were
critical to this mode of operation.
First tests of trickle injection showed that the newly
injected bunches resulted in very high rates of back-
ground events that contained many hits in almost all de-
tectors and saturated the BABAR DAQ bandwidth. These
effects were studied by analyzing the additional triggers
and dead-time associated with the injected bunches,
separately for electrons and positrons. The BABAR FCTS
provided a time-stamped record of each trigger input
and recorded whether the trigger was accepted or re-
jected. For each injected bunch, an injection marker that
was locked to the time of injection was recorded. Be-
cause the FCTS was locked to the PEP-II timing system,
the trigger time-stamps could be related to the num-
ber of electron or positron bunch revolutions and phase
since their injection. In this way, recorded events could
be analyzed as a function of the delay relative to the last
injected bunch. This phase was measured by a 119 MHz
clock, such that 873 clock ticks corresponded to a com-
plete revolution.
Figure 6 shows the distribution of EMC trigger de-
lays versus the time of injection into the LER, specified
in terms of the number of revolutions and phase since
injection. For several hundred revolutions, an increase
of the trigger rate by about two orders of magnitude is
observed at a phase coincident with the beam injection.
The trigger records were analyzed online. The num-
ber of EMC single cluster triggers and DCH single track
triggers in phase with the injected bunch were recorded,
after correction for out-of-phase triggers. This informa-
tion was transmitted to PEP-II operators as a continu-
ous feedback for injection tuning. As an example, the
EMC single cluster trigger counts after LER injection
are shown in Figure 7. The enhancement at 1-2 ms is
related to the conditions at injection, i.e., the angle and
position of the bunch relative to the stored beam. The
broad enhancement from 2 to 12 ms is due to longitu-
dinal oscillations caused by energy and phase mismatch
between the injected bunch and the stored beam.
Oﬄine studies of the trigger records revealed that
dead-time due to injection backgrounds could be mit-
igated by inhibiting the DAQ for triggers generated
within the first several hundred revolutions of the in-
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trigger rate per 420 ns (color coded as shown on the right) as a function
of the bunch phase (873 clock ticks per revolution) for the first 5000
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Figure 7: PEP-II trickle injection: EMC single cluster trigger rate
during the first 15 ms after LER injection. The rates are not corrected
for contributions from the stored beams, visible at delays exceeding
12 ms.
jected bunch. For this purpose, a special gating mod-
ule was built to veto triggers in phase with the injected
bunch.
The impact of LER trickle injection backgrounds on
quantities relevant to the BABAR physics analyses was
quickly investigated in a dedicated oﬄine study. Quan-
tities including particle efficiencies and resolutions were
evaluated in several time intervals related to the bunches
injected in the LER. It was concluded that the benefit of
the increase in the integrated luminosity outweighed the
small degradation in detector performance restricted to
short time intervals after injection. Similar studies were
later performed on data recorded during a HER trickle
injection test.
Oﬄine filters of injection backgrounds extended the
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vetoes beyond the hardware trigger inhibits. Table 3 and
Figure 8 summarize the typical online and oﬄine vetoes
and their effective loss of luminosity. The timing vetoes
are expressed in terms of two two-dimensional restric-
tions of the injected bunch phase versus the number of
bunch revolutions. Specifically, these include the on-
line trigger vetoes for each beam rejected events occur-
ring in 440 of the 873 clock ticks of each of the first 30
revolutions of the bunch and in 106 of the 873 clock
ticks of each of the next 495 revolutions. These ve-
toes added up to 0.55 ms of dead-time for each injec-
tion. The LER veto was extended oﬄine by 1.33 ms for
each LER injection. Thus, for a typical LER injection
rate of 5 Hz, the luminosity loss was 0.94%. The HER
veto was extended oﬄine by 2.23 ms for each HER in-
jection; a wider window was chosen to cover the effects
of electron source intensity jitters. For a typical HER
injection rate of 1.5 Hz, the luminosity loss was 0.42%.
By design, the HER and LER filter windows did not
overlap. Thus, the total luminosity dead-time was the
sum of contributions from both rings. These veto set-
tings remained unchanged for the remainder of the data
taking.
After successful tests, trickle-charge injection be-
came the default mode of PEP-II operation. Figure 9
compares the 24-hour history of the beam currents and
average luminosity before and after the implementation
of continuous injection. In the fill-coast mode, current
and luminosity decreased during the time interval be-
tween fills, while they remained almost constant with
trickle injection. Trickle injection improved the av-
erage luminosity by about 40% immediately after im-
plementation in 2004. Three major factors contributed
to this enhanced performance: 1) the accelerator oper-
ated at the peak luminosity at all times, 2) the constant
beam currents (and luminosity) allowed for tuning of
the beams to a significantly higher level of performance
and stability, and 3) the interruption of the BABAR data
taking during injection was very significantly reduced.
The observed increase in the integrated luminosity
was higher than expected from the increase in availabil-
ity of the beams. The continuous injection and almost
constant beam currents and luminosity led to more sta-
ble operating conditions for PEP-II as well as forBABAR.
Key to the commissioning of this mode of operation
were the diagnostics provided by BABAR, the stabiliza-
tion of the injected beams, the optimization of the pa-
rameters of the injected bunches and the move of the
stored orbit closer to the septum magnet. The BABAR
diagnostics were incorporated into the standard online
monitoring of the trigger and data acquisition. This in-
formation was also available to the PEP-II operators for
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Figure 8: PEP-II trickle injection: Illustration of the timing vetoes im-
posed by the L1 trigger and event reconstruction to reduce the back-
grounds generated by trickle injection, separately for the LER and
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(a) before and (b) after the implementation of trickle injection.
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Table 3: PEP-II Trickle injection veto settings, online and oﬄine (in units of revolutions and clock ticks), and typical injection rates. The dead-time
per injection for the LER and HER and the impact on the analyzed data also are listed.
LER HER
L1 Inhibit Window
30 rev × 440/873
+ 525 rev × 106/873
0.55 ms/injection
30 rev × 440/873
+ 525 rev × 106/873
0.55 ms/injection
Reconstruction Filter
50 rev × 873/873
+ 1250 rev × 150/873
1.88 ms/injection
150 rev × 873/873
+ 2000 rev × 108/873
2.78 ms/injection
Average Injection Rate 5 Hz 1.5 Hz
Average Luminosity Loss 0.94% 0.42%
beam tuning and diagnostics. Oﬄine comparisons of
the reconstruction efficiency and the mass resolution of
benchmark exclusive final states revealed no significant
degradation for events which occurred close in time to
the bunch injection into the LER or HER.
2.3. PEP-II Operation and Monitoring
2.3.1. Beam Energies
The energies of the two circulating beams were cal-
culated based on total magnetic bending strength (in-
cluding effects of off-axis quadrupoles, steering mag-
nets, and wigglers) and the average deviations of the RF
frequencies from their central values. The systematic
uncertainty on the calculated c.m. energy was typically
5−10 MeV; the relative setting of each beam was repro-
ducible and stable to about 1 MeV.
Changes in the setting of the c.m. energy of the rings
were implemented by adjusting the energy of the HER
and keeping the LER energy unchanged. This method
was chosen because the final-focus permanent magnet
QD1 made energy changes difficult in the LER. Further-
more, the permanent dipole magnets B1 near the colli-
sion point had less impact on the HER orbits than the
LER orbits. The same procedure was followed for op-
eration outside to the Υ(4S ) region, for instance, at the
Υ(3S ) and Υ(2S ) resonances and at energies above the
Υ(4S ) [25].
Most of the data were recorded on or near the peak
of the Υ(4S ) resonance, which has a mass of 10.579 ±
0.001 GeV and a full width of 20.5 ± 2.5 MeV [26].
About 10% of the data were taken below the threshold
for BB production, i.e., 40 MeV below the Υ(4S ) res-
onance. To set the c.m. energy of the colliding beams
to the peak of the Υ(4S ) resonance, an absolute energy
calibration was necessary. For this purpose, scans were
performed regularly, during which data were recorded
at a number of discrete energies below and above the
expected mass of the resonance. At each energy, the
ratio of multi-hadron events to e+e− pairs was deter-
mined. Multi-hadron events were required to have at
least four charged tracks with a restriction on the sec-
ond Fox-Wolfram moment [27], R2 < 0.2, eliminating
jet-like event topologies. Bhabha events were identified
as two oppositely charged electrons, emitted back-to-
back in the c.m. system. Figure 10 shows the very first
scan of this kind performed at PEP-II, recorded for a
total integrated luminosity of 3 pb−1. The data were fit
to a Breit-Wigner resonance, convoluted with the beam
energy spread, and modified to take into account radia-
tive events of the type e+e− → Υ(4S )γ. Free parameters
of the fit were the mass and width of the resonance. The
value of the peak energy was 10.5828 ± 0.0007 GeV,
deviating from the well-measured Υ(4S ) mass by 3.4
MeV. This offset corresponds to a setting error of the
PEP-II energy of 3 × 10−4.
To ensure that the data were recorded at the peak of
the Υ(4S ) resonance, the observed ratio of BB-enriched
hadronic events to lepton pairs was monitored online.
Near the peak, a 2.5% change in this ratio corresponds
to a 2 MeV change in c.m. energy, a value comparable
to the precision with which the energy of PEP-II could
be maintained.
The best monitor and absolute calibration of the c.m.
energy was derived from the measured c.m. momen-
tum of fully-reconstructed hadronic B decays, com-
bined with the known B-meson mass. An absolute un-
certainty on the c.m. energy of 1.1 MeV was obtained
for an integrated luminosity of 1 fb−1. This error was
limited by the uncertainty in the B mass and the detec-
tor resolution.
Although the PEP-II collider was designed as a fixed
energy machine and mostly operated on or near the
Υ(4S ) resonance, smaller data samples were recorded
at c.m. energies ranging from 10 GeV to 11.2 GeV.
During the last few months of operation, data were
20
N
ha
d/N
e
e
 
(A
rbi
tra
ry
 S
ca
le
)
E
cm
PEPII
 (GeV)
0
0.05
10.55 10.60
0.10
Figure 10: PEP-II c.m. energy calibration at theΥ(4S ) resonance: the
ratio of the observed rates for hadronic to Bhabha events as a function
of the PEP-II c.m. energy. The curve represents the fit to the data
which was used to determine the energy setting of PEP-II.
recorded at the Υ(3S ) and the Υ(2S ) resonances. Their
masses and total widths are 10.3552 ± 0.0005 GeV and
20.32±1.85 keV and 10.0233±0.0003 GeV and 31.98±
2.63 keV, respectively [26]. For this purpose, the HER
energy was lowered by 378 MeV to reach the Υ(3S )
and then again by 546 MeV to reach the Υ(2S ). Oper-
ating the HER at an energy of almost 1 GeV below the
Υ(4S ) to reach the Υ(2S ) resonance proved to be very
challenging, since the HER beam orbit was very close
to the physical aperture of the beam pipe at the entrance
and exit of the detector. As a result, BABAR backgrounds
became very sensitive to small changes in the HER or-
bit through the interaction region. A compromise was
made to optimize the achievable luminosity with accept-
able backgrounds.
Figure 11 shows the energy scans for the Υ(3S ) and
Υ(2S ) resonances. Since these states are extremely nar-
row, the observed widths (full width at half maximum
of 8 MeV) reflect the energy spread of the PEP-II rings.
These narrow widths made it challenging and necessary
to monitor the hadronic cross section online, so as to
keep the beam energies set for the maximum signal rate.
During the last few weeks of BABAR operation, the
c.m. energy was increased to record data from the
Υ(4S ) resonance up to the maximum possible energy
of 11.2 GeV. The energy was raised in steps of 5 MeV
and data were recorded for 50 minutes at each step. The
luminosity was roughly constant at 1× 1034 cm−2s−1 up
to about 11 GeV. At this point, the synchrotron radia-
tion of the HER beam current of 1.7 A caused excessive
heating in the arc vacuum chamber. To operate at higher
energies, the HER beam current was lowered and as a
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Figure 11: PEP-II c.m. energy calibration at (a) the Υ(2S ) and (b) the
Υ(3S ) resonance. The data show the observed hadronic cross section.
The curve represents the fit to the data which was used to determine
the energy setting of PEP-II.
result the luminosity decreased.
2.3.2. Bunch Sizes, Positions, and Angles
To maximize the overlap of the colliding beams at the
collision point and thereby the luminosity, the beam po-
sitions and trajectory angles were continuously adjusted
by a feedback system. This system moved the HER
beam position and its vertical angle to coincide with
the LER beam position and angle at the IP. Initially, the
feedback operated at an update rate of ' 0.1 Hz. It was
later upgraded and its rate was raised to ' 1 Hz [28, 29].
Measuring the beam parameters at the IP with high
precision was an essential and challenging task. The
specific luminosity, defined as the luminosity normal-
ized to the number of stored bunches and to the prod-
uct of the bunch currents in each beam, is proportional
to the inverse product of the overlapping beam sizes at
the IP. Two shared BPMs were used to bring the beams
close to each other, and a scan was performed and the
observed deflection was used to determine the central
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beam position. The transverse sizes of the two beams
were measured using synchrotron-light profile monitors
in the two rings. The fast, high-rate signal from a small-
angle photon detector for radiative Bhabha scattering
(see Section 2.4.1) was used to maximize the luminos-
ity.
The very high event rate, combined with the high pre-
cision of the SVT and the advances of data acquisition
and online processing capability of the BABAR detec-
tor, made it possible to reconstruct in real time the spa-
tial and transverse momentum distributions of e+e− and
µ+µ− final states, which reflect the phase space distribu-
tion of the colliding electron and positron beams [17].
This provided feedback to the PEP-II operators on the
time scale of ten minutes (using typically 1000 selected
e+e− → e+e−, µ+µ− events per minute) on the posi-
tion, orientation, and longitudinal and transverse size
and shape of the luminous region, and, thereby, the ver-
tical β function and the angular divergence.
Oﬄine analysis of the three-dimensional luminos-
ity distribution and of the angular distribution of muon
pairs enabled the reconstruction of the history, under
normal high-luminosity conditions and on timescales
from less than 30 minutes to a couple of weeks, of
many phase-space parameters. The use of complemen-
tary techniques, with very different sensitivities to the
beam parameters, provided redundancy and consistency
checks. Several of the observables accessible to these
luminous region analyses were either not directly mea-
surable by conventional techniques, or could only be de-
termined at very low current or in single bunch mode,
greatly complicating the interpretation of accelerator
performance during physics running.
Combined analyses of all these measurements pro-
vided constraints on the transverse and longitudinal
emittances, the horizontal and vertical beam spot sizes,
and the β functions and bunch lengths of both beams at
the IP. Figure 12 illustrates the results from these efforts
in terms of the horizontal beam size and β function.
2.4. Luminosity Measurements
2.4.1. PEP-II Peak and Integrated Luminosities
The instantaneous luminosity was monitored by a
signal originating from a zero-angle photon detector, lo-
cated at 9 m from the IP on the upbeam side of the HER
beam. This detector recorded photons from radiative
Bhabha events at a rate exceeding 100 MHz for lumi-
nosities of 1034 cm−2s−1.
At this high rate, the luminosity could be monitored
on a bunch-by-bunch basis, a feature that was used to
optimize the machine performance. The online lumi-
nosity measurement was calibrated on a regular basis
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Figure 12: PEP-II: History of horizontal IP spot sizes (top) and
β∗ functions (bottom) in the LER (open circles) and the HER
(black dots), extracted from luminous-region observables measured
by BABAR. The dotted line indicates the time when both x tunes were
moved close to the half-integer, resulting in a sizable luminosity im-
provement. [17]
every two weeks, using more accurate oﬄine BABAR
measurements.
Figure 13 summarizes the integrated luminosity per
month, and Figure 14 shows the integrated luminosity
over the nine years of operation. Of the 550 fb−1 de-
livered by PEP-II, 95.3% were recorded by BABAR, of
which only 1.1% were discarded due to some hardware
problem that might affect the data analysis.
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2.4.2. Precision Measurement of the Integrated Lumi-
nosity
The most precise measurement of the integrated lu-
minosity [30] was based on large samples of Bhabha
(e+e− → e+e−(γ)) and dimuon (e+e− → µ+µ−(γ))
events. The luminosity for these two final states was
determined separately using the relation,
L = (Ncand − Nbkg)/σvis, (1)
where Ncand is the number of selected events, Nbkg is
the number of background events satisfying the selec-
tion criteria, and σvis is the visible cross section for the
selected process.
Bhabha events were identified online and a polar-
angle-dependent fraction was recorded. More stringent
criteria were applied oﬄine,
• | cos θ∗| < 0.70 for one track and | cos θ∗| < 0.65 for
the other, where θ∗ is the c.m. polar angle.
• x1 > 0.75 and x2 > 0.50, where xi ≡ 2p∗i /
√
s
refers to the normalized momentum, and p∗1 and p
∗
2
are the higher and lower c.m. momenta of the two
tracks.
• α < 30◦, where the acolinearity α is defined as
180◦ minus the c.m. angle between the two tracks.
• EEMC/p > 0.7 (ratio of the calorimeter energy to
the track momentum) for at least one track, and
EEMC/p > 0.4 for the second track, provided that
it could also be associated with an EMC shower.
For dimuons, the following requirements were im-
posed:
• | cos θ∗| < 0.70 for one track and | cos θ∗| < 0.65 for
the other;
• x1 > 0.85 and x2 > 0.75;
• acolinearity α < 20◦;
• EEMC < 0.5 GeV or EEMC < 1 GeV for one or two
clusters in the EMC.
At the Υ(4S ) resonance, backgrounds to the Bhabha
sample were negligible. At the Υ(2S ) and Υ(3S ) res-
onances, backgrounds from Υ → e+e−X decays con-
tributed (1.4 ± 0.1)% and (0.9 ± 0.1)%, respectively.
At the Υ(4S ), e+e− → τ+τ− events contributed 0.08%
and Bhabha events 0.02% to the µ+µ− sample. At the
Υ(2S ) and Υ(3S ), the Υ → µ+µ− decay was a suf-
ficiently high background in the dimuon sample that
dimuon events were not used to determine the luminos-
ity.
The visible cross sections were calculated from
Monte Carlo (MC) simulation, corrected for small dif-
ferences with data. BHWIDE [31] was used to generate
the Bhabha events, while BABAYAGA [32] was used to
estimate systematic errors. The KK generator [33] was
used for dimuon events. Corrections of 0.3% and (0.14–
0.27)% were applied to the trigger and track-finding ef-
ficiencies, respectively.
Uncertainties in the theoretical calculations of the
cross sections were estimated to be 0.21% for Bhabha
scattering and 0.44% for dimuons. Experimental un-
certainties were 0.13% from track finding, 0.10% from
trigger requirements, and 0.4–0.7% from small differ-
ences in kinematic distributions of data and simulation.
Variations of the data with time added 0.05–0.17% to
the systematic uncertainties. The results for e+e− and
µ+µ− pairs were combined, taking into account correla-
tions in their systematic uncertainties.
Table 4 summarizes this measurement of the inte-
grated luminosity for the six Runs recording data at the
Υ(4S ) resulting in (424.17 ± 0.04 ± 1.82) fb−1 and for
smaller samples recorded during Run 7 at the Υ(3S )
and Υ(2S ) resonances of (27.96 ± 0.03 ± 0.21) fb−1 and
(13.60 ± 0.02 ± 0.11) fb−1, respectively. The systematic
error of 0.4% of the Υ(4S ) on-peak data is dominated
by the data-simulation comparison for Bhabha scatter-
ing and the uncertainty of the theoretical calculations
for dimuons. On average, about 9% of the data were
recorded off resonance, primarily for studies and sub-
traction of non-BB background. The precise knowledge
of the ratio Lon/Loff is important for this subtraction.
2.4.3. BB Event Counting
Since the event rate for BB production at the Υ(4S )
resonance depends critically on the PEP-II c.m. energy
setting and beam energy spread, it cannot be used to
23
Table 4: Summary of information for the seven BABAR Runs, showing the Υ resonance, the run period, the integrated luminosity for data recorded
on (Lon) and just below (Loff ) the Υ resonance, and their ratio. In each entry, the first uncertainty is statistical and the second is systematic. For the
scan at energies above the Υ(4S ) the luminosity information is less accurate since the energy was changed typically every 50 minutes.
Res. Run Mon./Year Lon ( fb−1) Loff ( fb−1) Lon/Loff
Υ(4S ) 1 10/99 - 10/00 20.38 ± 0.01 ± 0.10 2.565 ± 0.002 ± 0.012 7.947 ± 0.006 ± 0.012
2 02/01 - 06/02 61.37 ± 0.01 ± 0.28 6.875 ± 0.004 ± 0.032 8.926 ± 0.005 ± 0.012
3 12/02 - 06/03 32.30 ± 0.01 ± 0.14 2.445 ± 0.002 ± 0.012 13.211 ± 0.013 ± 0.028
4 09/03 - 07/04 99.59 ± 0.02 ± 0.44 10.017 ± 0.006 ± 0.046 9.942 ± 0.006 ± 0.014
5 04/05 - 08/06 132.34 ± 0.02 ± 0.61 14.277 ± 0.007 ± 0.068 9.269 ± 0.005 ± 0.014
6 01/07 - 09/07 78.32 ± 0.02 ± 0.36 7.752 ± 0.005 ± 0.037 10.103 ± 0.007 ± 0.015
Total 424.18 ± 0.04 ± 1.82 43.92 ± 0.01 ± 0.19 9.658 ± 0.003 ± 0.006
Υ(3S ) 7 12/07 - 02/08 27.96 ± 0.03 ± 0.21 2.623 ± 0.008 ± 0.021 10.66 ± 0.03 ± 0.04
Υ(2S ) 7 02/08 - 03/08 13.60 ± 0.02 ± 0.11 1.419 ± 0.006 ± 0.013 9.58 ± 0.04 ± 0.05
> Υ(4S ) Scan 02/08 - 03/08 3.9 n/a n/a
derive the total number of produced BB pairs from the
total luminosity. Therefore, an alternate procedure was
developed.
The full BABAR data sample recorded at the Υ(4S )
resonance contains NBB = (471.0 ± 2.8) × 106 BB
pairs [34]. This number was determined by using the
off-peak data to subtract the number of hadronic events
produced in continuum processes from the total number
of on-peak events. Specifically,
NBB = (Nhad − Nµµ · Roff · κ)/BB, (2)
with
κ ≡ 
′
µµ · σ′µµ
µµ · σµµ ·
∑
i Xi · σXi∑
i 
′
Xi
· σ′Xi
(3)
where
• Nhad is the number of events satisfying the selec-
tion of multi-hadron events in the on-peak data;
• Nµµ is the number of events satisfying muon-pair
selection criteria in the on-peak data;
• Roff is the ratio of selected hadronic to muon-pair
events in the off-peak (continuum) data;
• κ corrects for the differences in continuum produc-
tion cross sections (σ) and efficiencies for satisfy-
ing the selection criteria () between on- and off-
peak c.m. energies. κ has a value close to 1. Off-
peak quantities are denoted by a prime and the sub-
script µµ refers to muon pair events. The multi-
hadron cross sections and efficiencies for contin-
uum processes, primarily e+e− → qq, are denoted
by the subscript Xi. The muon pair and qq cross
sections vary as 1/E2cm (0.7% increase between on-
and off-peak).
• BB = 0.940 is the efficiency for produced BB pairs
to satisfy the hadronic event selection, determined
under the assumption that B(Υ(4S ) → B+B−) =
B(Υ(4S )→ B0B0) = 0.5. Contributions of non-BB¯
decays of the Υ(4S ) are small. The uncertainties in
the relative production of B+B− to B0B0 are treated
as systematic uncertainties.
Hadronic events were selected by requirements on
the number of charged tracks (≥ 3), the total measured
energy, the event shape, the location of the event ver-
tex, and the momentum of the highest momentum track.
Muon pairs were identified by the invariant mass of the
two tracks, the angle between them, and the energy de-
posited in the EMC. In a small fraction of events, back-
grounds in the EMC (such as out-of-time e+e− pairs)
caused a timing offset, and the EMC clusters could not
be associated with the tracks. In this case, at least one
of the tracks was required to be identified as a muon in
the IFR.
The selection criteria were chosen to be insensitive to
beam backgrounds, while retaining high efficiency for
BB and µ+µ− events. Simulated events were produced
with detector conditions corresponding to each month
of data collection, and were mixed with randomly-
triggered beam crossings from the same time period,
thereby accurately reflecting the varying detector and
background conditions.
The residual time variations of the efficiencies re-
sulted in an uncertainty in κ and a corresponding 0.27%
systematic error on NBB. The other significant contri-
butions to the overall uncertainty of 0.6% on NBB in-
clude 0.36% from uncertainties in low-multiplicity BB
decays, and 0.40% from the uncertainty in the total en-
ergy requirement.
Most BABAR publications have used NBB from an ear-
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lier analysis [35] with a quoted uncertainty of 1.1%. The
new analysis benefited from overall improvements in
the charged particle reconstruction efficiency, and mod-
ifications to the selection criteria to reduce sensitivity
to background conditions. The central values of NBB
from the earlier analysis are consistent with the new
ones within the systematic error of the new analysis.
The numbers of hadronic events and muon pairs were
determined for each run, and analysts could then obtain
BB counts and luminosity values for any subset of the
full dataset.
The numbers of produced Υ(3S ) and Υ(2S ) events in
data samples collected at these resonances were deter-
mined in a similar way. The off-peak continuum scaling
was performed using e+e− → γγ events, to avoid the
non-negligible rate of Υ → µ+µ− decays. The hadronic
selection criteria were modified for these analyses. The
data samples contain (121.3 ± 1.2) × 106 Υ(3S ) and
(98.3 ± 0.9) × 106 Υ(2S ) decays, respectively. The pri-
mary contributions to the systematic errors are uncer-
tainties on the efficiency of the total energy selection
(0.6%) and the requirement on the number of tracks
(0.4%), plus the 0.5% impact of the uncertainty on the
Υ → `+`− branching fractions.
2.5. BABAR Background Protection and Monitoring
2.5.1. Beam Background Sources
The primary sources of steady-state accelerator back-
grounds were synchrotron radiation in the vicinity of the
interaction region, interactions between the beams and
the residual gas in either ring, radiative Bhabha scatter-
ing generating electromagnetic showers and also lead-
ing to electroproduction of hadrons, resulting in low en-
ergy neutrons.
Synchrotron radiation from the IR quadrupole dou-
blets and the B1 dipoles generated up to 150 kW of
power and was potentially a severe background. The
beam orbits, apertures and masking schemes had been
designed such that almost all of these photons passed
through the detector region and were channeled to a dis-
tant absorber. The remainder were forced to undergo
multiple scatters, before eventually entering the BABAR
acceptance. The resulting synchrotron radiation back-
ground was dominated by x-rays generated in the HER
final focus quadrupoles and scattered from the tip of a
tungsten mask.
Bremsstrahlung and Coulomb scattering off residual
gas molecules resulted in losses of beam particles. The
intrinsic rate of these processes is proportional to the
product of the beam current and the residual pressure
(which itself increases with current). Their relative im-
portance, as well as the resulting spatial distribution
and absolute rate of lost particles impinging the vac-
uum pipe in the vicinity of the detector, depended on
the beam optical functions, the limiting apertures, and
on the residual-pressure profile around the entire rings.
The separation dipoles bent energy-degraded particles
from the two beams in opposite directions and conse-
quently most BABAR detector systems exhibited occu-
pancy peaks in the horizontal plane, i.e., near φ = 0
◦
(East side of the rings) for the LER and near φ = 180
◦
(West side of the rings) for the HER. After several
months of pumping, the ring-averaged dynamic pres-
sure reached typical values of 2.5 nTorr/A in the HER
and 1 nTorr/A in the LER.
Radiative Bhabha scattering resulted in energy-
degraded electrons and positrons hitting aperture lim-
itations within a few meters of the IP and spraying
the BABAR detector with electromagnetic showers. This
background was proportional to the instantaneous lu-
minosity. Electrons and positrons interacted with the
copper or steel of the masks and vacuum pipe flanges
and beam-line elements and produced unstable reso-
nances which emitted neutrons with a typical energy of
1-2 MeV. This source of background, which primarily
affected the DIRC, had not been anticipated. Its effect
was greatly enhanced by the B1 bending magnets and
the off-axis passage of the LER through the quadrupoles
Q1. Figure 15 shows the trajectories of electrons and
positrons of different energies from radiative Bhabha
pairs and illustrates where they might interact with dif-
ferent beam-line components.
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Figure 15: Plan view of the PEP-II interaction region with trajectories
of photons and electrons and positrons from radiative Bhabha scatter-
ing. Their energies in units of GeV are indicated. The scale of the
vertical axis is strongly enlarged.
In addition to these steady-state background sources,
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there were other background sources that fluctuated
widely and led to very large instantaneous rates, thereby
disrupting stable operation. Among them were back-
grounds generated by
• beam losses during injection;
• non-Gaussian beam tails from beam-beam interac-
tions (possibly in conjunction with electron-cloud-
induced blow-up of the positron beam) that were
highly sensitive to adjustments in collimator set-
tings and ring tunes;
• intense bursts of radiation in the HER only, varying
in duration from a few ms to several minutes, at-
tributed to micron-sized dust particles, most likely
originating from the non-evaporable getter pumps
and from distributed ion pumps, attributed to pump
saturation; and
• HOM power penetrating the RF screens inside the
LER vacuum chamber resulted in heating of the
NEG vacuum pumps and subsequently produced
large, sustained (extending over several minutes)
outgassing in the beam line 10-80 m upbeam of
the detector. Consequently, some of the pumps in
this region and also two movable collimators were
removed.
2.5.2. Survey of Beam Background
During the first year of operation, it became evident
that beam-related backgrounds were higher than antici-
pated and their origins were poorly understood. In par-
ticular, it was not known that radiative Bhabha scatter-
ing and the neutrons they produced were the dominant
source of background in the DIRC. An initial survey
was performed with a Geiger counter to locate areas of
high radiation along the beam line and decide on the
placement of permanent monitors and shielding.
A large number of radiation monitors were installed
along the beam pipe and throughout BABAR to survey
and record beam-generated backgrounds. More than
40 CsI crystals with PIN diode readout were installed
along the beam pipe to measure the absorbed dose from
ionizing radiation. They were complemented by sev-
eral quartz radiators connected to fibers with PMT read-
out to sense electromagnetic showers. Three small wire
chambers filled with BF3 which were sensitive to ther-
mal neutrons and insensitive to electromagnetic radia-
tion were installed, one on each Q4 quadrupole, and a
third far forward outside of BABAR.
Special studies and measurements of background
rates versus beam currents were carried out with both
single beams and colliding beams. The observed neu-
tron rate could be expressed in terms of the HER and
LER currents (IHER and ILER) and the luminosity L,
Rate kHz) ≈ 1.0 ILER + 0.6 IHER + 1.74 L; (4)
here the currents are measured in Ampere, and the lu-
minosity in units of 1033 cm−2s−1. The neutron rate near
the beam on both sides of the IP showed a strong depen-
dence on luminosity, similar to rates measured in vari-
ous BABAR detector components.
Based on high counting rates, several hot spots were
located along the beam line indicating high neutron ac-
tivity, typically near beam pipe flanges. Assuming that
there was one dominant neutron source and that the neu-
trons were emitted uniformly, the source location could
be determined based on the rates in two counters. To
do this assessment, the absolute efficiency of the BF3
neutron counters was calibrated with a 238Pu neutron
source; it was close to 2-3%, not atypical for these types
of detectors. The estimated location was consistent with
expectations based on other surveys of radioactivity and
with ray tracing of electrons and positrons from radia-
tive Bhabha events. Based on the location and the ob-
served rate, an estimate of the expected neutron rates
was derived at various positions within BABAR. The re-
sults are presented in Table 5. The predicted rate range
reaches levels of kHz / cm2.
Table 5: Prediction of neutron fluxes into the BABAR detector for a
luminosity of 7 × 1033 cm−2s−1, assuming spherical emission from a
point source located along the beam line on the forward side ofBABAR.
Detector Distance to Rate
Component Source ( cm) (kHz/ cm2)
EMC Inner wall, forward 90 16
SVT Central section 130 7.5
RPC Inner radius, forward 140 6.5
DCH Backward end 250 2.0
DIRC Entry to SOB 450 0.62
2.5.3. Detector Shielding
Beam backgrounds impact the detector systems in
a variety of ways. As charged particles, photons and
neutrons interact with the detector components, they in-
crease occupancy, may degrade the response or lead to
HV break-down. Integrated over time, they may dam-
age the active detector components and the electronics.
The best way to reduce their impact is to shield the de-
tector and electronic components by inserting absorbers
near the beam. As the luminosity increased through-
out the years, several beam background shields were in-
stalled along the beam line.
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As mentioned in the previous section, it was discov-
ered shortly after the start of data taking that the DIRC
was impacted by high rates of beam-generated back-
ground, primarily from electrons and positrons from
radiative Bhabha scattering producing electromagnetic
showers and neutrons of a few MeV. The estimated neu-
tron flux at the entrance to the DIRC SOB was about
6 × 102 Hz/ cm2. These neutrons either scattered elas-
tically off hydrogen in the water or efficiently thermal-
ized in about 1 m of water and were captured on hydro-
gen, producing 2.2 MeV photons. The thermalization
typically took 1 µs and the subsequent capture occurred
within 200 ns. The Compton photons scattered in the
water and the resulting electrons produced Cherenkov
light.
The high rate of particles resulted in activation of the
beam pipe, masks, and other IR components. Shield-
ing, installed at the hottest spot, immediately improved
the DIRC background rate by about a factor of three.
To allow future access, this shield was made in two
parts: a horse-shoe shape piece (158 cm long and 10 cm
thick, 5 cm each of lead and steel) that could slide along
the beam pipe, complemented by several fixed layers of
lead (1.5 cm) and steel (5 cm), also 158 cm long. The
shielding was augmented by bags filled with lead shot
underneath the beam elements. The overall improve-
ments in the background rates were consistent with sim-
ulations of radiative Bhabha scattering.
The outermost forward endcap layers of the IFR were
exposed to backgrounds generated in the LER. Beam
losses in upstream collimators generated electromag-
netic showers causing extremely high rates in the out-
ermost layer (400 kHz), often tripping the HV supply
and rendering the layer inoperable. The next outer-
most layer was beneath 10 cm of steel and had lower
backgrounds (80 kHz). Small lead shielding walls were
placed downstream of collimators and quadrupole mag-
nets in the PEP-II beam line up to 40 m from BABAR.
Due to the variability of the background rate, it was dif-
ficult to quote a quantitative improvement from these
installations. However, these shielding efforts and im-
provements in PEP-II beam steering resulted in fewer
high background periods.
After the 2002 endcap upgrade, the outermost IFR
layers (15,16), were protected by 2.5 cm of steel and
layers (13,14) were protected by an additional 10 cm of
steel. However, layers 15 and 16 were not used in data
analyses due to high occupancy. In late 2004 a large
(4 m radius) 20 cm thick steel wall, shown in Figure 16,
was placed between BABAR and the PEP-II tunnel.
Backgrounds were significantly reduced by both the
introduction of the wall and the implementation of con-
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Figure 16: IFR forward endcap shielding: (A) wall covering the tun-
nel exit and (B) extension around the beam line components built to
protect the outer RPC layers of the upgraded endcap (C) from beam-
generated background.
tinuous injection of the positron beam (Section 2.2.2).
Figure 17 shows how the noise rate of outer layer 15 var-
ied with luminosity after the endcap upgrade, after the
start of trickle injection, and after the installation of the
shielding wall. Not only were singles rates reduced, but
the correlation with increased luminosity was reduced.
All of the remaining BABAR data were collected with this
shielding configuration. All RPC layers were active and
occupancies in the outer layers were less than 5%. A
smaller 10 cm steel extension was added in May 2007
around the Q5 magnet between the shielding wall and
BABAR to complete the shielding efforts.
2.5.4. Active Detector Protection Systems
In order to protect the detector from high radiation
dose due to large background bursts during injection
or steady data taking, several active protection systems
were installed.
SVTRAD System. The SVT radiation monitoring
(SVTRAD) system was designed to monitor the instan-
taneous and the total integrated radiation doses received
by the SVT, and, thereby, to reduce the potential for
permanent damage of the silicon detectors and the as-
sociated electronics. The original system, installed in
1999, consisted of 12 Hamamatsu S3590-08 silicon PIN
27
0 2
May 2005
Jan 2004
March 2003
4 6
3
2
1
0
La
ye
r 
15
 
R
a
te
 
(M
hz
)
Luminosity (1033 cm-2 sec-1)
Figure 17: RPC forward endcap background rates in layer 15 as a
function of luminosity. Three representative time periods are shown:
March 2003 (after the endcap upgrade), January 2004 (during imple-
mentation of trickle injection), and May 2005 (after the installation of
the shielding).
diodes (1 cm × 1 cm × 300 µm). At an operating volt-
age of 500 V, their sensitivity was measured to be 200
pC/mRad.
These PIN diodes were mounted at a radial distance
of 3 cm from the beam axis on both sides of the IP at
z = +12 cm and z = −8 cm [36], monitoring the dose at
beam level and 3 cm above and below, on the inside and
outside of the storage rings. The sensor currents were
sampled at a rate of 10 kHz, and the radiation-induced
doses were derived taking into account the diode leak-
age currents and temperature variations. At luminosi-
ties of 1.2 × 1034 cm−2s−1, the typical measured dose
rate during stable beam operation was 50 mRad/s in the
mid-plane and 10 mRad/s elsewhere at the same dis-
tance from the beam.
While the PIN diodes accumulated 2-3 MRad of ab-
sorbed dose, their leakage currents increased from an
initial level of 1 nA to more than 2 µA. These currents
were very large compared to typical signals from beam-
induced background of 10 nA or less. Furthermore, the
leakage current changed with temperature by approxi-
mately 10% per degree C, requiring very accurate track-
ing of temperature changes and making accurate rate es-
timates increasingly difficult.
To improve the radiation monitoring, two polycrys-
talline chemical vapor deposition (pCVD) diamond sen-
sors of 1 cm × 1 cm × 500 µm were installed [37, 38] in
2002. At an operating voltage of 500 V, the sensitivity of
the diamond sensors was measured to be 100 pC/mRad.
The diamond sensors were placed in the mid-plane
at the backward end of the SVT, where the highest ra-
diation levels were expected. Due to the limited space,
the diamond sensors were located slightly further away
(15 cm) from the IP than the PIN diodes, and at a radial
distance of 5 cm from the beam. The leakage current in
the pCVD diamond sensors remained in the range of 1-
2 nA with no sensitivity to temperature variations, even
after a total absorbed dose of close to 2 MRad. For the
last five years of the detector operation, the two diamond
sensors served as the primary radiation monitors.
The SVTRAD system was also used as an active pro-
tection system. Whenever the SVTRAD current ex-
ceeded a predefined limit for a specific time interval,
the system initiated an abort of the circulating PEP-II
beams. Initially, the abort limits were set at very low
level to ensure the safety of the SVT, but this also led to
very frequent beam aborts. As experience was gained,
luminosity rose and the SVT was found to be more
radiation-tolerant than expected, the abort limits were
relaxed by an order of magnitude.
The following describes the typical limits set during
the last few years of operation. To limit excess ex-
posure to radiation, the integrated rate was monitored
over periods of 1 and 10 minutes. If the dose ex-
ceeded 100 mRad/s for more than 1 minute, an alarm
was sent to the operators. If conditions persisted for
10 minutes, a beam abort was initiated – though this
could be delayed by the operator if it was expected
that radiation levels would go back to normal within a
few extra minutes. In addition, two criteria for beam
aborts were implemented to respond to faster radiation
bursts: (a) the rate exceeded 1.25 Rad/s and the time-
integrated dose was larger than 5 Rad or (b) the in-
stantaneous rate exceeded 400 Rad/s. Figure 18 shows
typical radiation levels during these two types of beam
aborts. During the year 2000 Run with a peak luminos-
ity of 2 − 3 × 1033 cm−2s−1, there were an average of
10 SVTRAD-induced beam aborts per day; the average
daily dose accumulated in the most sensitive area was
about 1.2 kRad. During the last running period ofBABAR
with the peak luminosity exceeding 1.2 × 1034 cm−2s−1,
the SVTRAD abort rate was about 3.5 beam aborts per
day while the average accumulated dose reached almost
4 kRad per day.
The SVTRAD system, particularly the highly reliable
pCVD diamond detectors, provided valuable feedback
to the PEP-II operation team on background conditions
near the IP, thereby assisting in the tuning of the storage
rings and the reduction of beam backgrounds [38]. With
the introduction of trickle injection, the SVTRAD sys-
tem was extended to also monitor the radiation doses
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Figure 18: SVTRAD: Radiation levels for two types beam aborts:
(a) integrated limit of 5 Rad, and (b) instantaneous burst exceeding
400 Rad/s [38].
associated with each injected pulse of electrons and
positrons during trickle injection at a rate of a few Hz.
The total currents were measured in a 10 ms time inter-
val immediately following the injection pulse and com-
pared to those measured during a second 10 ms inter-
val that started 10 ms after injection. The difference
of these two measurements translated to a dose of typ-
ically 0.02 mRad and 0.01 mRad per injected bunch of
electrons and positrons, respectively.
During the nine years of operation the highest inte-
grated dose the SVT received exceeded 4 MRad, still
below the 5 MRad limit set for the SVT. Figure 19
shows the accumulated dose in the horizontal plane over
the nine years of BABAR operation. The higher dose at
φ = 180◦ is primarily due to HER backgrounds, while
the LER backgrounds dominate at φ = 0◦.
DCH Active Protection System. For the DCH, the prin-
cipal concern related to surges in beam-generated back-
ground was potential damage to the wires and to the
analog and digital electronics that were mounted on the
backward end plate. The over-current limiting system
of the CAEN HV supply provided the necessary protec-
tion. The original power supply boards, CAEN model
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Figure 19: SVTRAD: The integrated dose rate recorded by sensors
placed in the mid-plane at azimuth angles of φ = 0◦ (dotted line) and
φ = 180◦ (dashed line) .
A944, imposed a current limit of 40 µA per channel
(there were 55 channels total). It soon became clear
that this would not be sufficient as the luminosity and
backgrounds increased. The power supplies were re-
placed by CAEN A833 boards, which allowed for up to
200 µA per channel, although they were operated with a
software limit of 60 µA. Typical operating currents were
8–10 µA per channel at the start of the project, and 15–
20 µA at the end.
The system was operated in two different configura-
tions. Prior to the implementation of trickle injection,
an overcurrent (> 40 µA on any of the 55 individual HV
channels) caused the entire chamber to ramp down from
the ∼1930 V operating point (see Section 4.3) to 1200 V.
The voltage would automatically ramp up when the SV-
TRAD system indicated that the backgrounds had sub-
sided to an acceptable level. The detector trigger was
inhibited during this process, invoking a minimum of
30 s dead-time per incident. For instance, there were a
few trips per day in the months immediately prior to the
start of trickle injection.
Once trickle injection became the default mode of op-
eration, short-duration current surges (a few seconds or
less) were observed on individual HV channels, chang-
ing from one channel to another at intervals of several
tens of seconds. These high background bursts could
last for minutes or hours, depending upon the perfor-
mance of the accelerator; the protection system above
resulted in a high fraction of dead-time.
To reduce this dead-time, while still protecting the
drift chamber from potential damage, the HV system
was configured so that in case of a current surge, the
voltage of an individual channel would be lowered to
keep the current below the limit of 40 µA (increased to
60 µA mid-way through Run 5). As a result, the af-
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fected small region of the chamber had temporarily a
slightly lower gain, potentially affecting efficiency in
regions of very high backgrounds. The trigger was no
longer inhibited. During Run 6, there were typically 10-
20 such occurrences per day, in total extending over just
∼100 seconds.
2.5.5. Background Monitoring
Beam induced backgrounds were carefully monitored
during data taking since they affected the trigger rates
and dead-time, the data quality (resolution and effi-
ciency degradation), and the integrity and lifetime of the
subdetectors.
The readings of the various background detectors
were available online on a large display on which their
location was overlaid on the BABAR mechanical draw-
ing, thus assisting the operators to identify the location
of high backgrounds in real time. Examples of this dis-
play are presented in Figure 20, one for a situation with
normal background conditions and a second with a very
high background level. At the bottom, the readings of
selected CsI(Tl) detectors indicate the doses in mRad/s
at various locations, along the HER and LER beam lines
and at the IP; the two diamond detectors near the SVT
measure the dose in Rad/s, and the quartz detector near
the IP readout measure the pulse height in volts. The
BF3 neutron counters indicate typical rates of 5-10 kHz.
For the DCH and the IFR endcaps, the currents are pre-
sented for various detector layers. The singles rates in
the 12 DIRC sectors and the quadrants of the EMC for-
ward and backward are also presented. The color coding
is designed to draw the operator’s attention to unusually
high radiation and detector backgrounds.
This instantaneous information was complemented
with scrolling histories of background levels in various
detectors and allowed the operator to correlate incidents
of high background. It should be noted that these dis-
plays were updated once per second to indicate chronic
background conditions; short background bursts could
be missed.
DIRC Scalers. High background levels in the DIRC
PMTs were of concern, since they could accelerate age-
ing and also saturate the readout, thereby affecting the
quality of the signal reconstruction due to missing signal
hits and large numbers of background hits. To monitor
the rate in real-time, twelve PMTs, one per sector, had
their outputs split: one connected to the regular DAQ
system and the other to a NIM scaler. The rates were in-
tegrated over 0.5 sec every 4 sec; they were available to
BABAR and PEP-II operators, and also stored for oﬄine
analysis. The dependence of the scaler rate, averaged
over the 12 sectors, on the beam currents and the lumi-
nosity could be expressed as,
Rate (kHz) ≈ 3.9 ILER + 12.9 IHER + 14.9 L. (5)
The currents are in units of Ampere, and the luminosity
in units of 1033 cm−2s−1).
During high-luminosity operation, the normal PMT
rates were a few hundred kHz, but peaks close to 1 MHz
were observed occasionally. Except for these very short
bursts, the backgrounds in the DIRC were not high
enough to be a serious concern for the DIRC operation.
On the other hand, the DIRC scalers were sensitive to
sources of beam backgrounds that were difficult to di-
agnose for the accelerator experts, and therefore they
were very useful in tuning the PEP-II beams for low
background conditions.
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Figure 21: DCH Background monitoring: Scatterplot of the ratio of
the measured total current to that predicted from PEP-II beam currents
and luminosity, sampled during Run 6 (2007). The left scale shows
the ratio, the right scale the color code for the number of entries per
sample.
DCH Current Monitors. The currents of the CAEN HV
supplies also served as background monitor for both
BABAR and PEP-II. After trickle injection was intro-
duced, the CAEN A833 boards were modified to pro-
vide in real time an analog sum of the currents of each
of the ten superlayers to the PEP-II control room for
beam tuning.
In addition, DCH backgrounds were extensively
monitored oﬄine, specifically the currents, the number
of HV trips or incidents of overcurrents, and the occu-
pancy. Figure 21 shows for Run 6 the observed total
current DCH relative to its predicted value based on the
actual PEP-II currents and luminosity. This was an ef-
fective way of monitoring over longer periods the excess
backgrounds caused by poor beam conditions and tun-
ing or poor vacuum conditions. At the highest luminos-
ity, there were on average 750 hits per triggered event in
the DCH, corresponding to 10.5% occupancy, as illus-
trated in Figure 22. The dependence of the occupancy
30
Figure 20: BABAR background display for normal (top) and very high (bottom) background conditions. The background meters are color-coded:
green for normal, yellow for elevated, and red for critical background levels.
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Figure 22: DCH Background monitoring: The occupancy, defined as
the number of drift chamber hits in a triggered event, as a function
of luminosity in the second part of Run 5 and Run 6. The error bars
indicate the RMS of the distribution.
on the luminosity can be approximated by a linear func-
tion, N = 397 + 32.8× L, where N is the number of hits
in the chamber, and L refers to the luminosity measured
in units of 1033 cm−2s−1. The tracking efficiency was
affected whenever the occupancy exceeded 15∼20%.
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Figure 23: EMC: Absorbed radiation dose as a function of the deliv-
ered luminosity.
EMC RadFET Monitors. Accelerator-generated back-
grounds can result in large depositions of radiation in
the EMC. This radiation creates color centers in the
crystals which lead to changes in light transmission.
In total, 115 radiation-sensitive field-effect transis-
tors (RADFETs) were installed throughout the EMC to
record the absorbed dose. There were 55 RADFETs in
the barrel, arranged in eight strips in φ, each supporting
seven RadFETs (except for one strip with six), and 60
RADFETs in the endcap, arranged in twenty strips in φ,
each supporting three RADFETs. All RADFETs were
placed in front of the crystals. A more detailed descrip-
tion of the RADFETs and associated hardware can be
found in Ref. [39].
The doses absorbed in each section of the EMC are
shown as a function of delivered luminosity in Fig-
ure 23, indicating that, as expected, rates were lower
in the barrel than in the endcap. The absorbed dose is
not quite a linear function of luminosity. The princi-
pal reason is the introduction of trickle injection (see
Section 2.2.3 for details). Prior to the introduction of
trickle injection, close to half of the dose was absorbed
during injection or tuning of the beams, when no data
were recorded. Thus, while initially the dose rate was
4 − 12 /Rad fb−1, it decreased to 1 − 2 /Rad fb−1 af-
ter trickle injection was adopted as the normal mode
of operation. Earlier estimates for the absorbed dose
were on the order of 0.6 Rad day−1. The absorbed dose
in the endcap over all runs was ∼1.1 kRad. Divid-
ing this number by the number of days with operating
beams (2289 days) results in an average daily dose of
0.48 Rad.
The absorbed dose at the end of the experiment for
the different parts of the EMC is shown in Table 6. As
expected, the doses in the endcap were larger than in the
barrel, decreasing with radial distance from the beam.
The largest contribution to the uncertainty in the mea-
sured doses originates from the calibration of the RAD-
FETs and their temperature dependence. The total light
yield decreased measurably at exposures of 100 Rad and
light yield uniformity over the length of the crystals be-
came an issue at exposures exceeding 1 kRad.
The projected maximum integrated dose for the EMC
was estimated to be 10 kRad over the lifetime of BABAR,
based on an expected integrated luminosity of 1 ab−1.
For the duration of the experiment the overall dose was
well below this limit.
Table 6: EMC: Integrated radiation dose absorbed over the lifetime of
the PEP-II B Factory, as measured by the RADFET system.
Domain Absorbed Dose ( Rad)
East barrel 540 ± 35
West barrel 591 ± 39
East endcap inner 1541 ± 120
East endcap center 1056 ± 87
East endcap outer 731 ± 54
West endcap inner 1511 ± 116
West endcap center 946 ± 74
West endcap outer 675 ± 58
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3. BABAR Detector Upgrades
3.1. Overview
To handle the increase in both signal and background
rates, the detector underwent a series of upgrades and
operational changes to achieve and maintain the highest
data collection efficiency.
The only detector system which required major up-
grades was the IFR. To cope with the high background
rates in the forward endcap, the original RPCs were re-
placed with chambers of improved design. In the barrel
section, the RPCs were replaced by LSTs in 2004 and
2006. In the barrel and endcap the absorber thickness
was increased to improve pion rejection.
Extensive upgrades to the front-end electronics, trig-
ger, and data acquisition system were implemented to
handle the increased event rates and occupancy, and to
maintain the nearly dead-time-free operation originally
envisioned. Improvements in automation and error di-
agnosis and recovery, driven by detailed monitoring and
rigorous evaluation of the lessons learned during opera-
tion, allowed BABAR to maintain a long-term average of
better than 96% operational efficiency.
3.2. Online System Upgrades
3.2.1. Evolution of Requirements
Of all the changes in the PEP-II operation, the advent
of trickle injection (see Section 2.2.3) had the greatest
impact on the online system. It resulted in a fundamen-
tal change in the detector operation, requiring the online
system to support continuous data acquisition over pe-
riods of a day or more, and necessitating the develop-
ment of new features in the trigger and data acquisition
to suppress backgrounds generated by freshly injected
beam pulses.
Another important contribution to operation at in-
creased data rates was the meticulous focus on opera-
tional efficiency, driven by the goal of factory operation,
requiring continuous monitoring and attention to oper-
ational details. The original design of the trigger and
online system had already aimed at minimizing the data
acquisition dead-time. However, to improve the over-
all data taking efficiency, this was now complemented
by system enhancements and refined operational proce-
dures, that focused on maximizing detector and online
system uptime.
As the experiment made the transition from commis-
sioning to stable operation, it became desirable to re-
duce the staffing requirements for detector operation.
This was achieved through extensive automation of the
online control and monitoring functions, and simplifica-
tion of the user interfaces.
During the lifetime of BABAR, the online computing
system made the transition from a vendor-specific CPU
and operating system environment to the use of com-
modity systems. This was necessary to deliver signif-
icant performance upgrades at a modest cost, meeting
the demands of luminosity and background increases
and providing a substantially larger operational head-
room.
3.2.2. Overall Architecture
Throughout BABAR data taking, the high-level design
of the online system was retained as described previ-
ously [1]. The data acquisition chain from the common
front-end electronics (FEE), through the embedded pro-
cessors in the readout modules (ROMs), the network
event builder, the Level 3 trigger, and the event data log-
ging system is depicted in Figure 24. Its major compo-
nents were:
Online Dataflow (ODF). Responsible for communica-
tion with, and control of, the detector system front-end
electronics, and the acquisition and building of event
data from them; includes the Fast Control and Tim-
ing System (FCTS), responsible for distributing triggers
and the detector timebase.
Online Event Processing (OEP). Responsible for pro-
cessing of complete events, including Level 3 (software)
triggering, data quality monitoring, and the final stages
of online calibrations.
Logging Manager (LM). Responsible for receiving
from OEP events selected by the L3 trigger and for writ-
ing them to disk for use as input to oﬄine computing.
The online system also included systems to control
the data acquisition and the detector, to monitor data
quality and to orchestrate online calibrations. The major
components were:
Detector Control (ODC). Responsible for the control
and monitoring of environmental conditions of the de-
tector systems and the handshake with the accelerator
control system.
Run Control (ORC). Responsible for tying together all
the other components, and for sequencing their opera-
tion, interlocking them as appropriate, and providing a
graphical user interface (GUI) for operator control.
Online Databases (ODB). Comprised the databases for
the storage of detector configurations, conditions, and
calibration constants.
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Figure 24: Schematic diagram of the dataflow in the data acquisition chain.
Support Infrastructure. Comprised the servers, con-
soles, local networking, system administration tools,
electronic logbook, etc.
3.2.3. Upgrades and Improvements
A comparison of parameters of the BABAR online sys-
tem in 2001 [1] and at the end of data taking in 2008 is
shown in Table 7.
Online Dataflow. The primary responsibility of the
dataflow system was the acquisition and delivery of as-
sembled event data from the detector front-end electron-
ics (FEE) to the L3 processing farm. The critical mea-
sure of performance of the dataflow system was the ac-
cumulated dead-time. As expected luminosity upgrades
projected higher trigger rates and larger event sizes, the
performance of the dataflow system had to be extrapo-
lated and improvements were developed to maintain the
BABAR goal of near dead-time-free operation. Upgrades
were first directed at maximizing the performance of the
existing hardware. Hardware upgrades were undertaken
only after these efforts had been exhausted.
A new component of the dataflow software was im-
plemented to collect monitoring and performance data
throughout the data path [40]. A performance model of
the data transport was created, and information was col-
lected at each stage of transfer within the VME read-out
modules (ROMs) and crates. Combined with projected
trigger rates and event data sizes, the model was used to
formulate an upgrade plan for the dataflow system. The
model accounted for transfer times on these major links
in the data path:
• the serial link from the detector front-end electron-
ics to the ROM personality card buffers;
• the i960 bus DMA from the personality card pro-
cessors to the ROM host processor memory;
• the VME bus DMA from the slave ROMs to the
VME master ROM in each crate (slot-0); and
• the network transfer from the VME master ROM
to the OEP farm network switch.
The model estimated the computation time in each
host processor as well as memory bus and peripheral
bus utilization. The result was a tabulation of maximum
transfer rates for each stage, allowing the identification
of bottlenecks.
The FEEs for each of the detector systems had been
implemented with four event buffers to hold event data
prior to transfer via the serial link to the ROM person-
ality card buffers. Fluctuations in the instantaneous L1
trigger rate could fill all four front-end buffers before
the first was emptied via the serial link. The dead-time
from bottlenecks in the FEE serial link transfer was es-
timated with a model that included these fluctuations.
In all subsequent readout stages enough buffering was
available so that dead-time was only created when the
average trigger rate exceeded the capacity of a link or
processing stage.
The first upgrade effort was directed at the ROM
VME master modules (see Figure 24) which collected
data from the slave (segment level) ROMs and transmit-
ted the packaged events to the event processing farm
(event level). The projected performance of the VME
master ROMs was impacted by three factors. First, the
host processors spent a large fraction of time in the Vx-
Works operating system network stack. Second, the dis-
tribution of detector system input data was unbalanced
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Table 7: Comparison of the online system in 2001 and at the end of data taking in 2008
System Parameter 2001 2008
Number of readout crates 23 (+ 1 master crate) 27 (+ 1 master crate)
Number of ROMs 158 158
Network 100 MBit/s Ethernet 1GBit/s Ethernet
Farm Nodes running Level 3 32 300 MHz Sun UltraSparc II 33 Dual-CPU/Dual-Core 2.2 GHz AMD Opteron
L1-Accept rate capability 2 kHz 5.5 kHz
Logging capability 300 Hz 5.5 kHz (for special tests)
among the VME crates, requiring some of the master
ROMs to handle a much larger share of data than others.
Third, the 100 Mbit/s network interfaces of the VME
master ROMs to the event building switch were pro-
jected to become overloaded at higher future data rates.
The upgrade plan first addressed the network stack
performance. A significant fraction of the processing
time was devoted to overhead in the transmission of
datagrams, independent of the event size. Thus, the
processing time could be reduced from 168 µs to 83 µs
per accepted event by packing two events into a single
datagram prior to transmission. This batching of events
into datagrams required negligible additional process-
ing in the OEP event level hosts to unpack the individual
events.
The unequal distribution of the data load among
VME crates was reduced by adding more crates and
simplified VME master ROMs (with slightly faster
PowerPC processors) designed exclusively for the
fragment-level event building task. The number of read-
out crates was increased from 24 to 28, providing a
greater number of fragment level event builders for the
DCH, DIRC, and SVT readout.
Commercial Gigabit Ethernet interface cards in a
PMC form factor were purchased to replace the on-
board 100 Mbit/s interfaces as network outlets in the
VME master ROMs, eliminating the network link
throughput limitations. A custom zero-copy UDP net-
work stack was written specifically for use with the new
interfaces, reducing the VME master ROM CPU use to
73 µs per event.
The upgrade simulation model also projected a limit
on the data transmission within the segment level read-
out of several detector systems. The DCH readout pro-
cessing, which extracted track hit information from the
raw data, and the oversubscribed serial link from the
DCH FEE, were the most significant bottlenecks. A
major hardware upgrade was performed to address both
issues (see Section 3.4.1)
The readout software for several other detector sys-
tems was modified or rewritten to enhance the process-
ing speed. In the most significant software upgrade, the
time to perform the EMC digital filter processing was
reduced from 250 µs to 175 µs per event. Implementa-
tion of the hardware sparsification scheme, anticipated
in the original design, further reduced the average pro-
cessing time to less than 140 µs. Nevertheless, digital
filtering remained the key bottleneck, setting the ulti-
mate trigger rate limit of 7 kHz. Upgrades to the SVT,
DIRC, and trigger readout software are described below,
along with the hardware upgrades.
Trickle Injection Support. One of the most significant
upgrades to PEP-II was the trickle injection described
in Section 2.2.3. This required modifications to the on-
line system in two areas: changes to process control and
operational procedures to enable near-continuous data-
taking, and the development of special background fil-
tering and data quality analysis tools.
Prior to the implementation of trickle injection, there
was a regular cycle of a few minutes of beam injection,
with detector voltages at safe levels and data acquisition
stopped, followed by 40-60 minutes of data-taking. Op-
erational procedures were focused on maintaining safe
interlocks against raising voltages or taking data dur-
ing injection, and on efficient transitions between the
two states. To allow trickle injection, some of the inter-
locks (such as the hardware to prevent injection while
the detector high voltages were ramped up) were mod-
ified and additional monitoring and protection software
was added to ensure safe detector operation during in-
jection.
With trickle injection, data taking periods typically
continued for periods ranging from a few hours up to
one day, motivating many changes in operational strat-
egy and requiring improvements to run and detector
control to minimize time spent in error recovery, cali-
bration, and other non-data-taking states.
A major new requirement was the handling of the
backgrounds associated with trickle injection. It was
observed that the injection of current into a single circu-
lating bunch produced elevated backgrounds associated
with that bunch, lasting for 5–10 ms. Because of the fi-
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nite time resolution of the L1 trigger, accepted events
generated by these backgrounds extended for 10–15%
of a full revolution. This effect is illustrated in Figure 6.
The transit of perturbed bunches through the detector
was found to produce events where large fractions of
the detector channels had signals above thresholds. The
readout of these very large events produced unaccept-
able data acquisition dead-time. It was therefore neces-
sary to inhibit the L1-Accept signals during the passage
of the perturbed bunches. Programmable hardware was
added to the FCTS to enable this inhibit for a specified
number of revolutions following an injected pulse, and
only for the affected fraction of a revolution with respect
to the phase of the pulse.
In addition, events in a larger time window around
the passage of the perturbed bunches were rejected in
software as part of the L3 trigger, because they were
found to contain background levels that compromised
their usability for physics.
The hardware and software inhibits were facilitated
by a design decision in the original FCTS to synchro-
nize the timebase for the event time-stamps to the PEP-
II timing fiducial.
The combination of hardware and software event re-
jection produced an effective dead-time of 1–2% under
the typical conditions of trickle injection, operating at
about 5 Hz per beam.
Raw Data Format and Schema Evolution. All BABAR
raw data were recorded in a format called XTC, for eX-
tended Tagged Container. An XTC file is a sequence
of partially self-describing 32-bit-oriented binary data
records. Each record corresponds to a state transition
in the data acquisition system, an acquired event result-
ing from a L1-accept in the FCTS, or a simple time-
stamped message sent through the data acquisition sys-
tem (a marker used to record trickle injection pulses).
Each record consists of a hierarchical collection of data
from the ROMs, strongly typed to facilitate interpreta-
tion in a C++ memory model.
The ODF system permitted the transmission of either
the raw front-end data or the feature-extracted data; in
normal operation only the latter was used.
Over the lifetime of the experiment, the feature ex-
traction output from several detector systems was mod-
ified, sometimes significantly, initially to correct prob-
lems, and subsequently to upgrade or improve the fea-
ture extraction algorithms (see Section 3.4 for details).
The XTC data access APIs were designed to permit
a simple schema evolution. Detector systems were able
to provide simple plug-in code snippets that converted
older feature extracted data formats to newer ones, al-
lowing the most recent code releases to continue to read
all of the raw data recorded during the entire operational
history of the experiment. This proved essential in per-
mitting uniform reprocessing of all acquired data.
Online Farm Upgrades. The computer farm used for
event building and L3 triggering at the start of BABAR
operation was a cluster of 32 Sun Ultra 5 workstations,
with single 333 MHz UltraSPARC-IIi CPUs. While the
capacity of this cluster proved sufficient for early opera-
tion, as PEP-II began to exceed the design luminosity, it
became clear that the L3 processes would soon require
additional CPU power and memory.
As an initial step, the original software limitation of
the event builder to 32 target nodes was removed and
the cluster was expanded to 60 nodes by making use of
machines originally intended for data quality monitor-
ing.
By 2001, a further upgrade became necessary. The
evolution of trends in commodity hardware and soft-
ware now strongly suggested the use of Intel x86 pro-
cessors and a Linux operating system.
At the start of BABAR operation, the oﬄine software
was in the process of being ported to Linux (early soft-
ware development had taken place on a variety of com-
mercial Unix variants), while the central oﬄine and on-
line production systems at SLAC were all based on Sun
Microsystems SPARC processors and the Solaris oper-
ating system.
Upgrading the online farm to Intel x86 processors and
Linux required the extension of this porting activity to
the online software. This introduced an additional set of
C++ and system library issues (e.g., relating to the then-
limited support of POSIX standards in Linux, especially
for inter-process communication) as the online software
made use of numerous system interfaces and language
features not otherwise used in BABAR.
The original event builder, as well as the software
framework for the L3 trigger, relied on the compatibil-
ity of the byte ordering within machine words of the
PowerPC processors used in the ROMs and the Ultra-
SPARC processors used in the online farm. With the
introduction of Intel x86 processors the byte ordering in
the ROMs and the online farm was no longer the same.
Since the raw detector data were written in a mix of na-
tive data types of varying size, a content-dependent byte
reordering became necessary to make the data usable in
the x86 CPUs.
From the beginning, the data analysis environment
provided by the online system for access to XTC data
had a layer of abstraction in the data interface, origi-
nally motivated by the expected need to support schema
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evolution in the raw data format.
This interface readily provided a place to interpose
a byte-rearrangement layer in the software, leaving it
to the detector systems to provide short code snippets
that implemented the specific type-dependent transfor-
mations required by their data formats. As a result, no
Level 3 trigger or oﬄine reconstruction code needed to
be changed to accommodate the new processors. The
byte ordering transformations were performed on an in-
memory copy of the raw data.
The format of the XTC files was kept in PowerPC
byte ordering during the whole lifetime of the experi-
ment. This avoided having to introduce byte reordering
support at the ROM level.
The event builder and farm upgrade were designed
and developed in 2001; initial tests were conducted in
the spring of 2001. The new farm was installed dur-
ing a four-month maintenance period in the summer of
2002, and regular data taking with the new system be-
gan in the fall. The new farm consisted of 50 machines
with 1.4 GHz dual Intel Pentium III CPUs and optical
(Intel e1000-based) Gigabit network cards for the event
builder [41].
To support Gigabit Ethernet in the event builder,
the central event building switch had to be replaced.
The original device, a Cisco Catalyst 5500 with three
1 Gbit/s backplane buses, would not have been able to
support the faster event building network. In fact, it
had already caused packet loss in the 100 Mbit/s event
building network due to its limited input and output
buffers and the very high instantaneous rates in the event
builder. The new event building switch was a Cisco
Catalyst 6500-series device with a 16 Gbit/s backplane
bus and sufficient per-port buffers to handle the ever-
increasing event building dataflow.
In 2006, the L3 trigger farm was replaced again. The
timing of the upgrade was driven by a typical 4-year
equipment life cycle. The number and configuration
of the new machines (45 servers, each equipped with
two 2.2 GHz dual-core AMD Opteron 275 CPUs), was
based on the anticipation of increased luminosity and
increased backgrounds, and therefore a significant in-
crease in event size. At the same time, the event building
switch was replaced with a Cisco Catalyst 6500-720-
series device, featuring multiple 20 Gbit/s full-duplex
links from the line cards. The network switch upgrade
was performed partly in anticipation of the significantly
larger event sizes, and partly because of concerns about
long-term vendor support.
Node Group Management. The original online system
design recognized the need for coordinated operation of
groups of processes distributed over several nodes, car-
rying out a common task. The two original distributed
applications envisioned for this were the L3 trigger and
the online data quality monitoring. Originally, it was
planned to create a distributed process manager to su-
pervise such distributed tasks in a general way. This
system was not implemented in time for the start of
operation, and the management of 30-60 L3 processes
was carried out with rudimentary tools based on Unix
shell scripts invoking remote shells. Detailed data qual-
ity monitoring was based on a single process, to avoid
replicating this awkward system.
A distributed process manager was finally designed
and implemented in 2002. For the worker nodes a
process-management daemon was developed, intended
to be started at system boot time. Whenever an instance
of a specific worker process (e.g., a L3 trigger process)
was required, the daemon could be commanded to start
it, using a predefined command line, and to monitor the
lifetime and termination status (normal, non-zero return
code, or signal) of the spawned process. A central man-
ager process for each type of worker coordinated the in-
dividual daemons, maintained a summary status for the
ensemble of worker processes, and provided basic error
detection and recovery mechanisms. In particular, the
system permitted a configurable number of workers to
terminate unexpectedly without raising an overall error,
providing support for simple fault-tolerance.
The system also provided tools for organizing the log
output (merged standard output and standard error I/O)
resulting from the operation of these distributed worker
groups.
Data Quality Monitoring Upgrades. The L3 processes
carried out a small number of data quality monitoring
tasks on each event, but this was limited to analyses
that could be performed within the tightly controlled L3
event processing time budget.
During the first two years of operation [1], additional
time-consuming data quality monitoring tasks were per-
formed by a single process connected via TCP/IP to one
of the L3 processes. In order to limit the impact on the
L3 latency, only a very limited fraction of the recorded
events were sampled.
The introduction of the node group management tools
allowed the data quality monitoring to be expanded to a
pool of processes paired with L3 processes. Together
with the use of the much faster x86 processors in the
upgraded online farm, the rate of events subjected to the
detailed data quality analysis was able to be increased
by a factor of O(50) compared to the single process de-
scribed above. Histogram collection from the monitor-
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ing processes was performed by a distributed histogram-
ming system [42].
The ease of use of the node group management tool
subsequently enabled the introduction of a second set of
specialized monitoring processes which performed full
track reconstruction on di-lepton events, permitting the
reconstruction of the luminous region with high preci-
sion, as described in Section 2.3.2.
Logging Manager Upgrade. Events selected by the L3
trigger were logged to sequential files in the XTC data
format.
In the original online system design [1], data logging
was the responsibility of a single process, the Logging
Manager (LM), on a dedicated server, receiving events
over TCP sockets from each of the L3 nodes. The LM
recorded these events on disk in the order it received
them, interleaved across all the input nodes.
While this design proved capable of handling the av-
erage rates seen in the early years of operation, it turned
out to be an important serialization point and an unantic-
ipated source of dead-time on occasion. The design of
the LM used one thread per L3 node to receive events,
and a further, single thread to write them to disk, with
an in-memory queue for derandomization.
When the writing thread was momentarily unable to
keep up with the output rate, the queue could rapidly
grow to fill its designated memory on the logging server,
at which point the process would no longer read from
its input sockets. This could fill the kernel memory for
the sockets, and eventually lead to backpressure to the
originating L3 processes. Once the L3 processes were
blocked, backpressure was asserted through the event
builder to the data acquisition system, leading to true
dead-time.
Scheduling and I/O priority issues in Solaris and in
the Veritas file systems used on the logging server were
found to prevent the rapid clearing of the backlog even
after backpressure had been asserted, leading to occa-
sional minute-long interruptions of the data acquisition.
When performance tuning of the logging application
and the logging server operating system and even ma-
jor hardware upgrades of the server and its RAID disk
arrays failed to resolve these problems, we concluded
that the existence of this serialization point in the sys-
tem was itself the core of the problem, and undertook a
redesign that avoided this altogether [43].
In the new design, introduced in 2004, each L3
node was responsible for logging its selected events lo-
cally. To facilitate this, the Linux x86 farm nodes were
equipped with additional local disks, sufficient to store
approximately a day’s worth of data distributed across
the farm. A centrally-located merge controller selected
the completed data runs (corresponding to 40-60 min-
utes of data taking) that were available to be merged
and assigned the merge for each single run to one of a
small pool of merge servers. The merge server, in turn,
queried each of the farm nodes for the availability of
the corresponding per-node raw data files and then re-
quested that the files be transmitted.
The merge servers were able to produce a time-
ordered combined file by maintaining a list of the next
event available from each node and simply repeating
the process of determining and copying the earliest one
from any node to its output.
Because of the large amount of local storage avail-
able, the existence of multiple merge servers, and the
network capacity, the system could tolerate large fluctu-
ations in latency. In practice, it was able to merge the
files of a data run within 10 minutes of its completion.
This design removed the possibility of backpressure
from a single point of failure and enabled extremely
high peak logging rates for periods of tens of minutes
or more. The latter capability was used to permit the
logging of data at the full L1 trigger rate, from time to
time, for calibration and diagnostic purposes. The abil-
ity to log data at O(5 kHz) was used on several occa-
sions. At the narrow Υ resonances, data were logged
continuously at rates of 900-1000 Hz.
Online Detector Control Upgrades. The detector con-
trol system was implemented using EPICS [44], a
toolkit for building control systems. The core compo-
nents of EPICS are a driver model for device abstrac-
tions, a network communications protocol and a dis-
tributed system for acquiring and processing sensor data
and controlling devices (the EPICS database). In the
EPICS model, all device interaction and data processing
take place on I/O Controllers (IOCs). Simple data pro-
cessing can be performed in the database. More com-
plicated calculations can be implemented using an add-
on C-like state machine language. EPICS also provides
tools for constructing GUIs and for managing and pro-
cessing thresholds and alarms.
Over the nine years of data taking, the EPICS toolkit
evolved significantly. In the earlier versions, the IOC
code used the proprietary vxWorks API for accessing
system functions. IOCs could therefore only run on vx-
Works while Unix/Linux systems were limited to run-
ning client applications. Moreover, the Unix-side APIs
for providing and accessing EPICS data were com-
plicated and restrictive. Later versions of EPICS al-
lowed native IOCs to run on other operating systems
and also introduced the capability to run software IOCs
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on Unix/Linux.
For ambient data archiving, the initial BABAR de-
sign implemented a custom system that stored the
time-series data in an Objectivity database (ambient
database). This system turned out to have severe limi-
tations in the number of channels it could handle and in
the per-channel logging frequencies. In addition, there
were severe reliability problems caused both by the in-
put side interface to EPICS and by the performance and
availability of the Objectivity database. Database down
time or lock problems would immediately cause loss of
ambient data. These issues were addressed by a com-
plete redesign of the archiving system. The input side
was changed to use a simpler and more modern EPICS
APIs and the process of acquiring data was decoupled
from the database by logging to an intermediate local
disk buffer that would be flushed to the database in reg-
ular intervals.
In the initial, somewhat naive detector control system
network configuration, all IOCs were directly connected
to the main control room network which also hosted
operator consoles and development machines and al-
lowed unrestricted access from EPICS clients anywhere
on the SLAC network. This caused intermittent perfor-
mance problems on the IOCs whenever a large number
of clients connected to the system. The problems were
aggravated by the introduction of automated network
security scans at SLAC which caused IOCs to randomly
disconnect or sometimes to stop working completely.
These issues, and general concerns about control sys-
tem and network security, led us to move the IOCs to
a separate, isolated network, which only allowed direct
access for a small number of clients critical to the oper-
ation (such as the operator consoles). In the new design,
all other access to the control system was mediated by
EPICS application-level gateways. These EPICS gate-
ways provided performance isolation through caching
and protected the sensitive IOCs from direct uncon-
trolled access [45].
The addition of more channels to monitor and the
processing requirements for system automation started
to approach and sometimes exceeded the capabilities of
the original IOCs (Motorola MVME177 single board
computers with 66 MHz 68060 CPUs). In anticipation
of further growth, upgrades of the system to a faster IOC
hardware platform were explored. Since the licensing
terms and cost for newer versions of vxWorks had be-
come much less favorable, the use of RTEMS [46], a
free and open source real-time operating system, on the
MVME5500 (PowerPC) based single-board computer
platform was explored.
The new CPUs solved the performance issues, how-
ever, RTEMS turned out to be too immature, especially
in the areas of networking and network file system sup-
port, and it lacked memory protection, so that applica-
tion errors would often cause system crashes. Running
Linux on the MVME5500 boards seemed to be a more
promising option. The Embedded Linux[47] distribu-
tion was finally chosen, because a board support pack-
age for the MVME5500 was available, and EPICS and
the device drivers were ported to this platform. Be-
cause none of the applications had hard real-time re-
quirements, true real-time support from the operating
system was not needed. This enabled us to implement
IOC functionality simply by running a software IOC
process that could be restarted without the need to re-
boot the operating system. During the final three years
of BABAR data taking, a number of critical IOCs were
replaced with these Embedded Linux/MVME5500 sys-
tems.
The combination of all measures described above sig-
nificantly increased the stability and reliability of the de-
tector control system.
In addition to controlling and monitoring the BABAR
detector and environment, the detector control sys-
tem also provided the communication channel between
BABAR and the PEP-II accelerator control system (which
was based on EPICS). A primary bi-directional connec-
tion using a dedicated network link between the IOC
controlling the PEP-II injection and the IOC controlling
the overall detector status was used to implement the
handshake and interlock for injection, and to exchange
limited amounts of data between the two control sys-
tems. For example, beam spot information calculated
by the BABAR online monitoring system was transmitted
to the accelerator control system. A secondary read-
only path (via EPICS gateways over more general parts
of the SLAC network) provided the BABAR detector con-
trol system with access to a broad variety of diagnostic
information (such as temperatures or vacuum pressures
in PEP-II). Some of this information was archived in
the BABAR ambient database in order to be able to study
correlations with ambient data generated by BABAR.
Online Run Control Upgrades. The run control system
coordinated all components of the online system to ac-
complish the routine tasks of data taking, calibration
and monitoring. It provided the primary user interface
for operators to control these functions. The system
relied on a model of the online components as sim-
ple state machines. Components were represented by
proxy processes which performed the translation from
the detailed behavior to the state machine model. Im-
plementation of the system relied on the SMI [48, 49]
39
and DIM [50, 51] libraries, which were migrated from
Fortran to C++ implementations.
At the beginning of BABAR operation, the use of the
run control system required a fairly detailed understand-
ing of the architecture and functioning of the online
system and provided very limited capabilities for error
detection and recovery, other than a complete restart.
This necessitated extensive training of BABAR operators
as well as frequent on-call access to experts.
Based both on feedback from operators during nor-
mal operation and comments during operator training
sessions, run control developers improved the user in-
terfaces and the internal functioning of the system,
including additional automation. In particular, the
startup and shutdown of the online system as a whole
were greatly simplified and accelerated. Automated
responses to commonly encountered error conditions
were programmed into the state machine model, reduc-
ing the need for human intervention. By the third year
of taking data, this process had significantly reduced the
need for specialized training, and led to the reduction in
the number of operators on shift from three to two.
Most of the original user interface was generated au-
tomatically from the state machine model and it fre-
quently confused the operators by exposing them to too
much detail about the online system. As part of the on-
going improvement process, a new user interface was
developed that contained the logical model for the user
interaction and communicated with the state machine
manager through the appropriate APIs. This allowed the
user interaction to be decoupled from the internal work-
ings of the run control system, while also implement-
ing automated error detection and recovery, and adding
more user-friendly interface components, such as GUIs
to partition the system or to execute automated system-
wide calibrations.
The detector systems had calibration procedures that
required the collection of dedicated data, generally in-
volving the injection of test signals and requiring beam-
off conditions. Early in the life of the experiment, these
procedures were controlled by unique scripts developed
for each detector system and only loosely tied into the
run control system. With the pressure to improve op-
erational efficiency, common features of all these cali-
brations were identified and were brought into a more
structured framework under the run control system, im-
proving the ability to detect and recover from error con-
ditions. Data acquisition was cleanly separated from the
subsequent analysis of the calibration events and deter-
mination of calibration constants, allowing the analysis
to overlap with other operations and further improving
efficiency.
Database Improvements. The configuration database
was used to maintain hierarchical associations of
system-specific configuration data, identified with a sin-
gle numeric configuration key. This key was distributed
to all online components and could be used to retrieve
the required configuration information.
At the start of BABAR operation, the originally envi-
sioned user interface for creating and managing multi-
ple configurations had not been developed. The man-
agement tools that were provided exposed implementa-
tion details of the database and were found to be very
difficult to use. Most configuration updates could not be
performed by detector system experts, but required the
intervention of the database developers.
As part of the online system upgrades, the user in-
terface was redesigned and reimplemented, including
both graphical and command line tools. The ability to
script configuration updates was improved. This had be-
come mandatory to support rapid operational changes
and avoid down time. Instead of exposing raw database
objects, new alias tree tools allowed users to give sym-
bolic names to sub-configurations at every level of the
hierarchy. This ability to use logical names made it
much easier for detector system experts to manage their
own configuration data. More detailed descriptions of
the configuration database and its improvements can be
found in [52, 53].
When the Objectivity-based event database was re-
placed by a ROOT-based object event store (discussed in
Section 6.3), it was initially decided to retain the Objec-
tivity implementations of the non-event databases (con-
figuration, ambient, and conditions). Unfortunately,
many of the same concerns that motivated the event
store migration also applied to these databases, i.e., ven-
dor platform support, poor lock management, and ongo-
ing maintenance cost.
In 2006, the collaboration therefore decided to phase
out Objectivity completely. Each of the non-event
databases had an important role in the online system,
so this migration had a much more profound effect on
the online system than the earlier event store migration,
and had to be carefully prepared to avoid interference
with normal operation.
The new ambient database implementation was based
entirely on ROOT files. It was introduced with minimal
disruption because of the separation of data collection
and archiving that had already been introduced, as de-
scribed above. The new implementation offered much
better performance; it also required much less storage
because of data compression.
Both the configuration and conditions databases were
migrated from Objectivity to hybrid object-relational
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implementations. Because of complexity, size, and ac-
cess requirements, different implementations were cho-
sen: For the configuration database, serialized ROOT
objects were directly stored as Binary Large Objects
(BLOB) in a MySQL database. For the significantly
larger and more complex conditions database, serial-
ized ROOT objects were stored in ROOT files and refer-
enced by a relational database. To provide simple large-
scale read access to the conditions database, a read-only
ROOT-only implementation was developed.
User Interfaces and Electronic Logbook Improvements.
Over the lifetime of the experiment, major improve-
ments and upgrades of the user interfaces for the opera-
tors were implemented. The original Sun Ultra-5 work-
stations with two or three CRT screens per machine
were replaced with personal computer systems run-
ning Linux, each one driving two or three flat screens.
XFCE [54] was chosen as desktop environment and
window manager because of its speed and configurabil-
ity. It was modified to better support multiple screens
and functions to take screen shots of full screens or
screen areas and automatically insert them into the elec-
tronic logbook were added.
The web-based electronic logbook played a central
role in data taking and detector operation. It was imple-
mented in Perl/CGI and used an Oracle database back-
end. From the beginning, the logbook interface com-
bined a free-form log entry tool with a front-end to the
BABAR bookkeeping database. The logbook originally
required operators to manually enter information about
data runs, such as the run type (e.g., colliding beams,
cosmic data taking, and diagnostic data runs) and other
per-run meta-data such as the reason why the data run
ended and detector and global data quality assessments.
Over time meta-data fields were added and entry of
run information was automated where possible, e.g., if
the system detected a beam loss, the end of run reason
would automatically be set to beam loss. The logbook
also provided separate sections for detailed information
relating to each detector system. Most of the BABAR
online luminosity accounting was recorded in the elec-
tronic logbook. Delivered and recorded luminosities
were added to the run entries and shift meta-data, and
totals and efficiencies were automatically calculated.
3.3. Trigger Upgrades
3.3.1. Overview
The two primary requirements for the design of the
trigger system were: to maintain a maximally high data-
logging efficiency and to keep dead-time to a minimum,
even during challenging running conditions. The trig-
ger system was designed as a sequence of two separate
stages. The L1 trigger dealt with incoming detector sig-
nals, recognizing physics, calibration and diagnostics
signatures to produce an event rate acceptable for event
building. The subsequent L3 software trigger reduced
that rate to a level manageable for oﬄine storage and
processing.
PEP-II bunch crossings occurred with a spacing of
4.2 ns – essentially continuous with respect to the
59.5 MHz clock of the BABAR electronics. Thus, the L1
trigger had to process data continuously while generat-
ing L1 Accept signals within a latency of approximately
11 µs. The L1 trigger processors produced clocked out-
puts to the fast control system at 30 MHz, the time gran-
ularity of resultant L1 Accept signals. The arrival of
an L1 Accept from the data acquisition system caused
a portion of the L1 latency buffer for each detector sys-
tem to be read out, ranging in depth from 500 ns for
the SVT to 4-16 µs for the EMC. Absolute timing in-
formation for the event, i.e., the association with a par-
ticular beam crossing, was first determined by the L3
trigger and later refined oﬄine. The event time from the
L3 reconstruction was derived from DCH track segment
timing to better than 2 ns. The L1 trigger system was
configured to produce an output rate of approximately
2 kHz at design luminosity.
The L1 trigger output was based on data from the
DCH, EMC, and IFR triggers, referred to as the DCT,
EMT and IFT, respectively. Each of these three trigger
subsystems generated trigger primitives, e.g., charged
particle tracks in the DCH and energy deposits in the
EMC, which contained information about the location
and energy/momentum of particles detected in an event.
The primitives were sent to the global L1 trigger (GLT),
which aligned them in time, counted and matched them,
and formed up to 24 specific trigger lines from their
combinations, which were then passed on to the FCTS.
The FCTS masked or pre-scaled the triggers as required,
and if an active trigger remained, an L1 Accept was is-
sued to initiate the global event readout and subsequent
event build on the L3 processing farm. L3 algorithms
analyzed and selected events of interest, to be stored for
oﬄine processing. All accepted events were flagged for
physics analysis, calibration and diagnostic purposes.
More details of the system design are given in [1].
Aside from the regular maintenance efforts, various
smaller upgrades were implemented in the L1 systems
over the years of running. The following section de-
scribes some of the more significant hardware upgrades
that were implemented. These upgrades were moti-
vated by the ever-increasing luminosity and the need for
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the L1 rate to remain within acceptable limits. Beam-
generated backgrounds dominated the L1 output rate,
and they increased with beam currents. In addition,
some headroom was needed in the system to allow for
fluctuations in running conditions. Even under poor
beam conditions, dead-time of the trigger system re-
mained at or below 1%.
The L1 trigger schematic at the end of BABAR running
is shown in Figure 25.
No major upgrades to the L3 software were required.
Bug-fixes, adjustments and a series of incremental im-
provements were made over the years, but due to the
comprehensive and extensible design of the L3 system,
aside from a single upgrade of the online farm hardware,
no significant changes were necessary.
3.3.2. Drift Chamber Trigger Upgrade
PEP-II exceeded its design luminosity quite early on,
and by Run 5 (2005–2006) was regularly delivering data
at three times the design value. The L1 trigger sys-
tem was initially expected to operate at an output rate
of about 1 kHz, but was soon operating at 3 kHz and
above. If the luminosity had continued to rise as pro-
jected, the trigger dead-time would have increased sig-
nificantly or the selection criteria would have had to
be tightened, even for modest beam backgrounds. To
benefit from the increase in the rate of physics events,
and to avoid losing data due to dead-time or lower effi-
ciency, the L1 system was upgraded to cope with lumi-
nosities of up to ten times the design. A large fraction of
the background was generated by single beam particles
interacting with beam-line elements located approxi-
mately 20 cm from the interaction point, as illustrated
in Figure 26. The longitudinal track impact parameter
z0 for tracks originating from an e+e− collisions peaks at
zero, and the enhancements near ±20 cm are due to gas-
scattered beam particles that hit the faces of the B1 mag-
nets on both sides of the IP. Beam particles scattering
off masks and other beam-line components contribute
to higher z0 values. A trigger with track z-information
could significantly suppress the background from scat-
tered single-beam particles. Such a trigger would re-
quire three-dimensional track finding.
The original track segment finders (TSFs) processed
data from both axial and stereo layers, but they passed
only the axial segments, i.e., the transverse (r and φ)
hit information, to the pt discriminator (PTD). To en-
able 3D tracking, all TSF boards had to be redesigned
to provide both axial and stereo information. This re-
sulted in an increase of the TSF board output rate by
about a factor of four. To stay within the latency bud-
get, the internal clock speed was raised from 30 MHz to
Figure 26: Trigger: Longitudinal track impact parameter z0 of L3 re-
constructed tracks passing the L1 trigger. For each track, z0 is defined
as the distance, along the z-axis, between the IP and the point of clos-
est approach to that axis.
60 MHz.
The original TSFs passed information to both the bi-
nary link tracker (BLT) and the PTD. The original BLT
board could be retained, but the original PTD modules,
which extracted only the transverse momentum pt, were
replaced by z-pt discriminator (ZPD) boards. The ZPDs
received information from the TSF boards for the input
segments of all DCH superlayers, with better precision
in azimuth (φ) and more segments per supercell than
the original PTDs. In this respect, the ZPD was a 3D-
enhanced version of the PTD, with the ability to select
tracks with a seed track in superlayer seven or ten, and
their origin along the beam line. Each ZPD processed
TSF data for a 45◦ azimuthal wedge of the DCH, taking
into account hits in adjacent wedges.
The ZPD algorithm was composed of two sections: a
seed track finder and a fitter. The finder reconstructed
tracks using a Hough transformation [55]. The fitter re-
ceived up to ten track segments associated with a track
candidate, and fit them to a helix in the r − φ projection
to improve the measurement of 1/pt. The five track pa-
rameters [1] were determined from a linear fit in the r−z
projection, using the difference in φ between the track
and stereo segments. The trigger primitives were con-
structed using different sets of selection criteria on the
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Figure 25: Trigger: simplified L1 schematic at the end of the data taking. Indicated on the figure are the transmission rates between components in
terms of total signal bits.
track parameters; most important was a restriction on
z0 to remove the relevant backgrounds. The total ZPD
latency was about 2 µs, well within the trigger time con-
straints.
The new TSF and ZPD boards were installed in the
summer of 2004, near the end of Run 4. Initially, the
new system operated parasitically, with the use of a fiber
splitter that allowed the two systems to run in parallel.
It was adopted at the beginning of Run 5 in April 2005.
The ZPD tracking efficiency exceeded 97% for isolated
tracks, and 92% for tracks in hadronic events down to
pt = 250 MeV/c, as shown in Figure 27. The z0 resolu-
tion was measured to be 4.3 cm, consistent with expec-
tations from MC simulation.
This ZPD trigger, providing z information for indi-
vidual charged tracks, was the first 3D-trigger system
of its kind, implemented at a collider. It had not been
anticipated in the original trigger design, but the flexi-
bility of the system allowed for a very successful adap-
tation. The conservative implementation with loose se-
lection criteria on z0 resulted in a modest decrease in
trigger rate and excellent single track efficiency. The
DCZ system was exploited to its full capacity during
Run 7 when the c.m. energy was changed several times,
leading to very different data taking conditions. Opera-
tion at the Υ(3S ) resonance resulted in very high trigger
rates. To maintain low dead-time, and to take advan-
tage of the new physics processes at this resonance, sig-
nificant changes were made to the trigger configuration
Figure 27: Trigger: Performance of the ZPD track trigger: (a) the
ZPD tracking efficiency as the fraction of tracks reconstructed oﬄine,
that are matched to tracks reconstructed by the ZPD; (b) the ZPD z0
resolution defined as the difference between longitudinal track impact
parameter obtained from the ZPD and oﬄine track reconstruction.
(see Section 4.7.2) which benefited greatly from these
upgrades to the DCT system.
In summary, despite the luminosity exceeding the de-
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sign early in the experiment lifetime and larger than ex-
pected backgrounds, the flexibility and space capacity in
the trigger system meant that in most cases, only minor
upgrades were necessary over the course of the experi-
ment. This flexibility also came into play with the DCT
upgrade, allowing the implementation of the hardware
and software changes to be relatively smooth. An im-
portant aspect to all upgrades to the trigger system was
the inclusion of the operating parameters into the MC
simulated data. The trigger conditions could be simu-
lated to provide a luminosity-weighted sampling of real
running conditions.
3.4. Electronics Upgrades
3.4.1. DCH Front-End Electronics
In addition to the increased currents in the drift
chamber (Section 2.5.4), the increase in the L1 trigger
rate that accompanied the higher luminosity and back-
grounds had to be addressed. When the L1 trigger rate
exceeded 2 kHz, the time required to transfer DCH data
from the FEE on the endplate to the ROM created dead-
time that reached several percent.
To maintain an open trigger, it was necessary to re-
duce the volume of data transferred to the ROM per trig-
ger. The modifications to the electronics and firmware
were implemented in two stages, one that could be com-
pleted prior to the start of Run 5, and the second that was
installed mid-way through Run 5.
In the first stage, every second FADC sample was re-
moved from the data stream before it was transferred
to the ROM. The TDC information, which was inter-
spersed in the waveform, was kept unchanged. The
missing FADC samples were estimated by interpolation
and reinserted in the ROM prior to the feature extrac-
tion, i.e.,, the signal time and charge, from the wave-
form. Extensive tests verified that this algorithm did not
noticeably affect the track efficiency or dE/dx resolu-
tion. Unfortunately, during the implementation of these
changes, a minor error was introduced into the feature
extraction assembly code that corrupted one-half of the
waveforms that contained two TDC hits, 4.2% of the
waveforms in total, which resulted in a 2% reduction
of tracking efficiency. Some 30 fb−1 (5.6% of the full
dataset) were recorded before this error was identified
and corrected.
In the second stage, the feature extraction was im-
plemented on Xilinx Spartan 3 FPGAs on each of the
new 48 readout interface boards on the DCH endplate.
This reduced the amount of data transferred per wave-
form from 32 bytes per waveform to approximately 6.5
bytes. The new firmware could be uploaded to the
FPGA without access to the electronics. As protection
against single-event upsets (see Section 4.3.3), a fall-
back image of the firmware was stored in EPROM and
uploaded at the end of each run, or in the case of errors.
These upgrades to the DCH electronics enabled the
system to process L1 trigger rates of up to 5 kHz without
dead-time. Thanks to this change, BABAR was able to
activate a single-photon trigger which was needed for
dark matter searches at the Υ(2S ) and Υ(3S ) resonances
(see Section 4.7.2 for details).
3.4.2. DIRC Front-End Electronics
Up to the PEP-II design luminosity of 3 ×
1033 cm−2s−1, the dead-time induced by the DIRC
data acquisition was well below 1%. However, the
DIRC time-to-digital converter integrated circuit (IC)
TDC1 [56] showed sensitivity to high background rates.
Its dead-time rose steeply when the average rate per
PMT channel exceeded 200 kHz, indicating that its ca-
pacity was insufficient for efficient operation at lumi-
nosities above 1034 cm−2s−1.
To cope with the increase of the instantaneous lu-
minosity and mitigate the effects of higher beam-
generated background, the shielding of the SOB (see
Section 2.5.3) was improved and a new version of the
TDC IC was designed and installed in the fall of 2002.
TDC2 [8] was fabricated in CMOS 0.6 µm triple-
metal technology by AMS [57], and met the following
specifications: reduce the dead-time to extend the rate
limit per PMT up to 2 MHz; accept L1 trigger rates up to
10 kHz, rather than 2 kHz; accept successive L1-Accept
decisions that are separated by at least 2.2 µs; and flag
overflow of the TDC pipeline buffer in real time.
TDC2 had the same footprint and contact layout as
TDC1 for easy replacement on the DIRC front-end
board (DFB). Like TDC1, TDC2 was a 16-channel cus-
tom integrated circuit with 0.52 ns binning, input buffer-
ing, and selective readout of the data in time for the L1
trigger decision. It simultaneously handled input and
output data. As in TDC1, the precision time measure-
ment was achieved using voltage-controlled delay lines.
Also, the IC was self-calibrating. Successive signals in
a given channel that were more than 33.6 ns apart were
separately digitized. The selective readout was simpli-
fied and more robust. Though the trigger latency and ac-
ceptance windows were programmable, they were kept
fixed, at 11.5 µs and 600 ns respectively,
3.4.3. Dead-Time Reduction
A significant fraction of the DAQ dead-time origi-
nated from the feature extraction (FEX), the first stage
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of data processing in the ROMs, with the leading con-
tribution from the SVT. Therefore, in preparation for
Run 7, the SVT readout time was reduced based on ex-
trapolations of data taking conditions to luminosities of
2 × 1034 cm−2s−1.
Originally set at 2 µs, the SVT readout window had
already been shortened to 1 µs before Run 7. Nomi-
nally, it was made up of 15 clock ticks, each 66 ns apart,
with the beam crossing time coinciding with the fifth
clock tick, allowing an adequate margin to account for
time jitter. In 2007, this window was reduced further by
eliminating the first and the last three clock ticks. Simu-
lation verified that this change would eliminate acciden-
tal hits, without any measurable impact on the SVT hit
efficiency or resolution. This prediction was confirmed
by a tests with the modified readout configuration prior
to adopting the shorter time interval as the default.
The second slowest readout system was the DIRC
with a FEX code that required on average 170 µs per
channel, with spikes of more than 200 µs during periods
of high beam background, limiting the L1 rate to about
5 kHz. Therefore, the DIRC FEX code was rewritten
in early 2007. The new code was highly optimized,
much faster (only 70 µs on average) and more reliable.
The dead-time reduction is illustrated in Figure 28. Al-
though the input L1 trigger rate was significantly higher,
the average DIRC dead-time after the implementation of
the new code was much smaller. The few spikes are due
to background bursts and are also visible in the trigger
rate.
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Figure 28: Dead-time reduction by the new DIRC FEX code: Com-
parison over periods of eight hours of the old (left) and new (right)
FEX code in the DIRC ROMs. The y-axis on the left shows the DIRC
contribution to the overall BABAR dead-time (blue data points, in %).
The y-axis on the right gives the scale for the instantaneous luminos-
ity (red curves, in unit of 1033 cm−2s−1) on the top, and the input L1
trigger rate (black curves, in kHz).
3.5. Instrumented Flux Return
The Instrumented Flux Return (IFR) used the steel
flux return of the superconducting solenoid to absorb
hadrons and identify muons. It was composed of a
hexagonal barrel and two end doors covering the for-
ward and backward regions [1]. Figure 29 shows the
overall final layout of the IFR.
Figure 29: Layout of the IFR: barrel sextants; forward (FW) and back-
ward (BW) end doors. The dimensions are given in mm.
Originally the finely segmented flux return was in-
strumented with 806 planar Resistive Plate Chambers
(RPCs), 19 layers in the barrel and 18 in the end doors.
Within the first year of data taking, the RPCs showed
serious aging problems [58, 59, 60, 61], necessitating
replacement in the forward end door and the barrel. The
original RPCs in the backward endcap were retained,
given the lower rates and smaller solid angle coverage.
More than 200 second-generation RPCs were in-
stalled in the forward endcap in 2002 [10] to replace
the original chambers. The barrel RPCs were replaced
by layers of Limited Streamer Tubes (LSTs) [62] dur-
ing shutdowns in 2004 and 2006. In the final IFR con-
figuration shown in Figure 30, there were 12 layers of
LSTs in the barrel sextants and 16 layers of second gen-
eration RPCs in the forward endcap. In parallel to the
chamber replacement, some of the flux return slots were
filled with brass absorber plates instead of chambers,
and some external steel plates were added, thereby in-
creasing the total absorber thickness and improving the
pion rejection ability of the muon identification algo-
rithms.
3.5.1. RPC Infrastructure Upgrades
The second-generation RPCs performed much bet-
ter than the original ones [63], but required several im-
provements [64, 65] to maintain good efficiency over
the remaining life time of the experiment. The humid-
ity of the input gas was increased in 2004 to stabilize
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Figure 30: Final configuration of the IFR shown as a longitudinal sec-
tion of the BABAR detector with details of the IFR barrel and forward
endcap surrounding the inner detector elements. LST modules fill the
gaps in the barrel, and RPC planes fill the forward endcap. The added
brass and steel absorbers are marked in black.
the Bakelite resistivity. Starting in 2006, the RPCs with
the highest rates were converted to avalanche mode op-
eration. In addition to these major upgrades, numer-
ous improvements to the original infrastructure (cool-
ing, gas, high voltage, low voltage, and monitoring)
were required to achieve and maintain the expected ef-
ficiency and reliability.
Detector Cooling. Data from cosmic rays and first col-
liding beams showed in 1999 that the temperature of the
IFR barrel was unstable. After the endcap doors were
closed, it increased by ≈0.5◦C per day. The heat source
was traced to the front-end electronics cards (FECs)
which were directly mounted on the RPCs inside the
barrel gaps. While a single FEC dissipated only 1.4 W,
the power dissipated by more than 1000 FECs in the bar-
rel alone had a large impact. Since RPC gain and current
were strongly temperature dependent, the HV current
rose to unsupportable levels after a few weeks. The high
temperatures and currents also exacerbated the observed
RPC aging. The following changes and the maintenance
of stable, moderate temperatures were therefore crucial
to continued operation of the RPC system.
Since forced air cooling was ruled out by fire safety
concerns and limited access, the decision was made to
cool the RPCs indirectly by water cooling the steel ab-
sorber structure. Copper pipes were bolted onto the ends
of the barrel gaps and water at 15◦C was circulated by
shallow-well pumps. After a successful prototype test,
the entire barrel cooling system was installed in early
2000. The system was expanded to include the end-
caps the following summer. The completed system of
pumps, heat exchangers, and cooling loops maintained
the barrel temperature to about 20◦C.
The endcaps FECs were located in external crates (af-
ter the first year of operation), but the temperature in the
outermost layers also depended on the air temperature in
the experimental hall which could exceed 28◦C during
the summer months. Insulation and additional cooling
were added to the endcap exterior to stabilize the tem-
perature to about 20 − 24◦C.
Front-End Electronics Cards. The FECs were found to
have another undesirable feature. Their low voltage
power was supplied by thin individual cables of more
than 10 m length. Whenever a large background burst
generated multiple hits in a RPC the resulting large sig-
nals in the FEC caused the ground voltage to drop lo-
cally by more than 1V. This temporarily reversed-biased
transistors in the digital communication portion of the
device. The resultant damage to the communication
protocol disabled not only affected FEC, but also the
seven other FECs sharing the same readout. Since the
barrel RPCs were well shielded from the beam lines, the
barrel FECs were generally stable with the exception of
the widespread damage from asynchronous beam losses
(see Section 4.5.2).
Originally, one half of the forward endcap FECs were
installed inside the gaps between the absorber plates.
During the first year of operation, these FECs suffered
multiple failures as described above. The remaining
FECs in the forward endcap and all of the FECs in
the backward endcap were placed in mini-crates which
provided power and readout to 16 FECs. Presumably
because of the more robust ground and power connec-
tions, FECs in mini-crates were not vulnerable to back-
ground bursts. During the fall of 2000, RPC signal
lines were extended and the FECs in the forward end-
cap gaps were moved into mini-crates mounted outside
of the steel structure. After the FEC relocation, no fur-
ther background related failures were observed in the
endcap FECs.
High Voltage System. The large currents placed consid-
erable demands on the high voltage supplies and dis-
tribution network. The average current per RPC was
six times larger than expected in the initial design. The
high voltage distribution system and connectors failed
at a rate of several percents per year. It was found that
the HV segmentation was inadequate to deal with con-
stantly changing currents and background conditions.
To remedy this situation, the number of HV crates was
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increased from two to five (in 2000-2002) and higher
current CAEN pods of the type A328 enhanced the cur-
rent capability per crate by a factor of two.
As part of the forward endcap upgrade in the fall of
2002, all HV distribution boxes in the barrel and for-
ward endcap were replaced by boxes with 20 kV con-
nectors and upgraded components. The number of HV
lines from the power supplies to the detector was dou-
bled. HV fan-outs near the power supply allowed easier
re-configuration of the HV distribution network. This
upgraded HV system proved to be very reliable. After
this upgrade, all observed HV problems were due to HV
shorts in the RPC or the cables. Most of these problems
were overcome by reversing the HV wiring and chang-
ing the HV polarity.
Gas Supply System. Although the gas supply system
performed reliably under normal conditions, it was ob-
served that the operation was sensitive to low ambient
temperatures. The gas supply cylinders were located
outdoors to reduce fire and asphyxiation hazards. Dur-
ing cold nights, the Freon or isobutane re-condensed in
the supply lines. A significant improvement in the re-
liability of the gas supply was achieved by installing
heated insulating jackets around the Freon and isobu-
tane supply lines and bottles.
After operation at high gas flow for several years,
some of the new endcap RPCs in the outermost layers
exposed to high rates showed rate dependent inefficien-
cies. These inefficiencies were attributed to changes
in the Bakelite bulk resistivity. Studies at CERN had
shown that a rise in Bakelite resistivity could be caused
by long-term exposure to dry RPC gas.
In order to increase and control the relative humidity
(RH) of the gas mixture in the chambers, the flow was
split so that a fraction of the input gas was diverted to
run through a bubbler filled with water. Combining the
nearly 100% RH output from the bubbler with the dry
gas, allowed a tuning of the humidity to the appropriate
level. The RPC input gas was adjusted to about 30%
RH. Figure 31 compares the efficiency of Layer 16 of
the FW endcap before and after the gas humidification.
The efficiencies continued to improve and eventually all
areas reached nominal efficiency.
When some of the forward endcap RPCs were con-
verted to avalanche mode in 2007, a different gas mix-
ture was required. A new gas supply system, similar
to the one designed for the LST chambers (see Sec-
tion 3.6.3), was built and operated.
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Figure 31: RPC: Two-dimensional efficiency of FW endcap layer 16
(a) after 2 years of operation with dry gas and (b) after four months of
operation with humidified gas. The light (green) areas indicate high
efficiency and the darker (red) areas low efficiency.
3.5.2. Forward Endcap Upgrade
In the fall of 2002, the forward endcap RPCs were re-
placed to restore efficiency; brass plates and additional
steel absorbers were installed to enhance the hadron ab-
sorption. There were 12 layers of single gap RPCs sep-
arated by steel absorbers of gradually increasing thick-
ness. These were followed by two layers, each contain-
ing two single gap RPCs, separated by 10 cm of steel.
Each layer was assembled from three chambers, each of
which consisted of two high-voltage modules with in-
terconnected gas lines to form a single gas volume and
read-out strips extending across the modules. The new
IFR configuration is shown in Figure 30. To increase the
absorber thickness traversed by tracks exiting the side
of the endcap, additional steel absorbers with RPCs at-
tached were installed to cover the outer perimeter of the
endcap, as shown in Figure 32.
The design of the second generation of RPCs was
carefully planned and stringent quality control proce-
dures were imposed to eliminate many of the problems
which had been encountered with the original RPCs.
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Figure 32: End view of one half of the IFR FW Endcap: There are
three large chambers each assembled from two high-voltage RPC
modules. On the periphery, ten smaller RPCs are mounted on top
of a pre-existing thick steel absorber outside of the flux return.
Molded gas inlets, more uniform graphite coatings, and
thinner linseed oil coatings were implemented. The gas
distribution and the HV distribution systems were up-
graded. Details of the upgrade [10] and gas system [66]
were reported previously.
Avalanche Mode Conversion of the FW Endcap. Af-
ter several years of operation, some of the new RPCs
showed efficiency losses in the high rate region around
the beam-line. The loss was first evident in the inner-
most layers where the background rates were highest.
These high rates were proportional to the PEP-II lumi-
nosity and were attributed to electrons from radiative
Bhabha scattering striking the vacuum pipe and other
beam-line elements inside the detector. The efficiency
was rate-dependent, and the inefficiency at a given lumi-
nosity slowly increased with exposure. The efficiency
deteriorated to about 55% in some regions as seen in
Figure 33. Investigations performed on RPCs after the
end of the data taking were inconclusive in establish-
ing the cause of the diminished rate capability. Small
changes in surface and bulk resistivities were observed,
but these were within the normal range observed for
Bakelite sheets.
The RPC rate capability can be increased by operat-
ing in avalanche mode [67], which reduces the charge
per track. For a given rate, the lower current through the
gas reduces the voltage drop across the Bakelite cath-
odes and anodes. The disadvantage of the avalanche
mode operation is that the induced signal on the RPC
strips is reduced to ≈1/100 of the streamer mode.
Preamplifiers, mounted directly on the pickup strips, are
therefore needed to enlarge the signal while minimizing
electronic noise.
Since the RPCs were already installed, this option
was unavailable. Preamplifiers could only be connected
via a cable, 0.5 − 2.0 m in length. Based on studies of
various options for avalanche gas mixtures and pream-
plifier designs, a gas mixture which produced larger
than normal avalanche signals and a preamplifier design
were chosen (75.5% Freon 134a, 19.4% Argon, 4.5%
Isobutane, and 0.6% S F6) that reduced the RPC current,
improved their efficiency, and operated well for the typ-
ical RPC counting rates. The new electronics and gas
were first tested in 2006. The following year, the first
six layers of the two middle chambers (see Figure 32)
were modified. The improvement in the RPC efficiency
of Layer 1 is shown in Figure 33.
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Figure 33: FW endcap RPC efficiency (layer 1) as a function of radius
before (gray) and after (black) the avalanche mode conversion.
3.6. IFR Barrel Upgrade
The continuous deterioration of RPC performance
and the potential for further reduction in muon identi-
fication called for the replacement of the barrel RPCs in
addition to those in the forward endcap. This required
a significantly larger intervention than any other BABAR
upgrade. The proposed schedule for the replacement in
the barrel demanded that the new detectors for the first
two barrel sextants needed to be ready for installation
by the summer of 2004, one and a half year after the
decision to proceed with this upgrade.
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In the endcaps, the shapes of the gaps were irregular
trapezoids and therefore RPCs were favored as the most
suitable technology for a replacement. In the barrel,
however, the gaps in the flux return were rectangular,
of fixed length and variable width, and two additional
detector technologies were considered as an alternative
to upgraded RPCs: extruded plastic scintillator bars and
limited streamer tubes (LSTs). The new RPCs, though
promising, had not established a satisfactory perfor-
mance record, and there were also concerns about the
availability of a commercial company to produce large
quantities in the time frame of one year. The plastic
scintillator option relied on readout via avalanche pho-
todiodes, which were not considered a sufficiently ma-
ture technology at the time. The design and fabrication
of LSTs were conceptually well understood. LSTs had
performed well in more than a dozen HEP experiments
and proved to be very robust [9, 68, 69, 70, 71, 72, 73].
Furthermore, an experienced commercial vendor was
available to produce the tubes on the very tight sched-
ule. Design studies and prototype tests by BABAR groups
had demonstrated the robustness of LSTs at the highest
expected rates and integrated charge over the projected
lifetime of the experiment. Thus, LSTs were chosen to
replace the RPCs in the barrel sextants.
The plan was to replace 12 out of 19 layers of RPCs
with LSTs, and to fill the remaining gaps with 22 mm
thick brass absorbers. This increased the total absorber
thickness and compensated for the loss in steel absorber
of the outermost gap, layer 19, that could not be instru-
mented because of geometrical interference. The barrel
upgrade was completed in two phases: two sextants (top
and bottom) were replaced in summer 2004, and the re-
maining four in fall 2006. Details of the upgraded IFR
barrel detectors are presented in Table 8.
3.6.1. LST Design and Construction
The design of a standard LST tube is shown in Fig-
ure 34. A silver-plated anode wire of 100 µm diameter
is placed at the center of a square cell [74]. Seven or
eight such cells are produced as an extruded comb struc-
ture made of PVC, with common side walls and open on
one side. The inner walls of the cells form the cathode.
They are coated with a resistive layer of graphite, with a
typical surface resistivity of 0.1 MΩ/ to 1 MΩ/. After
the wires are installed, the profiles are inserted in plas-
tic tubes, called sleeves, of matching dimensions for gas
containment.
The wires are connected to an external positive HV
supply. A charged particle crossing one of the gas-filled
cells ionizes the gas and, given an appropriate gas mix-
ture and electric field, will initiate an avalanche and
Table 8: IFR barrel upgrade: Overview of the mechanical parameters
for the 18 gaps in each of the sextants, LST and brass absorber lo-
cations, the inner radius of each gap, the total number of interaction
lengths at normal incidence, and the number of LST cells per layer.
Gap Element Radius Interaction Number
(cm) length (λ) of cells
1 LST 192.5 0.00 98
2 LST 198.0 0.12 100
3 LST 203.5 0.24 104
4 LST 209.0 0.36 108
5 brass 214.5 - -
6 LST 220.0 0.73 114
7 brass 225.5 - -
8 LST 231.0 1.10 120
9 brass 236.5 - -
10 LST 242.0 1.47 128
11 brass 248.5 - -
12 LST 254.7 1.96 134
13 brass 260.9 - -
14 LST 267.1 2.44 142
15 brass 275.3 - -
16 LST 283.5 3.17 152
17 LST 291.7 3.47 156
18 LST 305.3 4.07 160
streamer discharge around the anode wire. The signal
on the wire is read out and provides one coordinate de-
rived from the wire location. In the IFR barrel, these
wires run parallel to the beam and measure the φ coordi-
nate of the hit. A simultaneously induced signal on ex-
ternal strips that are perpendicular to the wires provides
the z-coordinate. The third coordinate is taken from the
radial distance of the wire from the z-axis.
More than one year of R&D preceded the choice of
the final LST design. The R&D program concentrated
on several critical issues: optimum cell geometry, selec-
tion of a safe gas mixture, rate capability, wire surface
quality and uniformity, aging effects, and performance
tests of the prototypes [75].
LST tubes were mechanically fragile, so careful de-
sign, assembly, and handling were important to prevent
failures. The longevity of the LSTs depended on the de-
sign of the cell and anode wire supports, on attention
to detail during construction, on strict quality controls
and acceptance tests, and on well-conceived installation
procedures.
In previous LST systems, double layers of tubes were
installed, with the cell centers offset by half a cell width.
This arrangement mitigated the inherent loss of effi-
ciency due to cell walls. Given the limited gap height
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Figure 34: LST: Exploded view with all the small components.
(∼22 mm) available in the IFR barrel, a single layer
structure was chosen, with a larger cell size. Though
efficiency losses from the cell wall are inevitable, these
larger cells reduced the sensitivity to the anode wire
placement. Other advantages of the large cells were re-
duction in the number of cells, and better overall me-
chanical robustness.
Water-based graphite paint was selected over the
Methyl-Isobutyl-Ketone (MIBK) paint that had been
used in most previous experiments. The latter had good
adhesion to the PVC surfaces, a stable resistivity and
was not sensitive to humidity. However, its toxicity
complicated the application. The resistivity of water-
based paint depended on humidity so that it was essen-
tial to thoroughly clean the PVC surface to achieve a
uniform coating that firmly adhered to the PVC. The
water-based paint was not hazardous, which greatly
simplified its application. The humidity in the cell could
be maintained at adequately low levels.
For the aging studies, prototype tubes with water-
based paint were commercially produced [76] and
tested up to a total accumulated charge of ∼ 0.6 C/ cm2.
The current remained stable, indicating that no gas gain
degradation had taken place. The total charge accumu-
lated in a barrel LST module during the full BABAR op-
eration was estimated to be ∼0.12 C/ cm2. Thus, there
was quite a large safety margin.
A gas mixture of 89% CO2, 3% argon, and 8% isobu-
tane was selected. This mixture was non-flammable and
provided good performance [77]. The measured plateau
for singles rates was about 500 V wide, as shown in Fig-
ure 35. The operating point was typically 5500 V. The
tube efficiency was measured to be about 92%, with the
inefficiency mostly due to the inactive areas of the cell
wall.
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Figure 35: LST: Example of single rate plateau for a single module.
These design studies and prototype tests led to the
large-cell LST tube design, very similar to the one
shown in Figure 34. Each tube was composed of seven
or eight cells; each cell was 17 mm wide, 15 mm high
and 3.75 m long. The anode wire was chosen to be gold-
plated tungsten of 100 µm diameter. Six wire supports
were equally spaced over the length of a cell to prevent
the wires from sagging and to thereby provide electro-
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static stability. Three sides of the cell were painted with
the water-based graphite paint and kept at ground poten-
tial. The top side of the cell was open to the sleeve with-
out graphite paint. Both tube ends were equipped with
gas connections, while HV connectors were attached to
one end (see Figure 36). Two wires were connected to
one independently powered HV channel so that a fail-
ing cell could be readily disconnected without losing the
entire tube. Tubes were assembled into modules to min-
imize the dead space, to achieve better mechanical sta-
bility, and to reduce the number of detector components.
The streamer signals on the anode wires were read out
through a coupling capacitor to measure the azimuthal
coordinate, φ. The z coordinate was determined from
the induced signal on strips, installed on the outside of
the modules, orthogonal for the wires. These Cu strips
made up a large plane covering the entire surface of an
LST layer.
Figure 36: LST: Picture of a tube endcap with HV and gas connectors.
3.6.2. LST Fabrication
Production and Assembly of LST Tubes. The LST tubes
were manufactured by a company [76] located in Car-
soli (Italy). Stringent quality control (QC) and testing
during fabrication demonstrated that specifications were
being met while also providing continuous feedback to
improve each fabrication step [78], and allowing the
LST team to reject poor quality tubes at an early stage.
QC tests included:
• Mechanical inspection of the profiles to make sure
there were no significant bends, dents, or cracks.
• Visual inspection of the graphite coating to spot
major defects immediately after the painting.
• Automated surface resistivity measurements of the
graphite paint which imposed tolerances on the av-
erage resistivity of 100 kΩ/ to 600 kΩ/.
• Leak tests to ensure the gas tightness, requiring
less than one small bubble per minute from the as-
sembled tube submerged in 15-20 mbar over pres-
sure in water.
Following these mechanical tests during fabrication,
each tube was subjected to electrical conditioning to
burn off small pieces of debris and dust. This was
followed by a plateau measurement to verify that the
working point was close to 5500 V, and a scan with
a 10 MBq 90Sr source inducing a current of ∼800 nA
to spot graphite surface defects. Prior to the final ac-
ceptance, each tube was kept at its maximum operating
voltage (determined by the plateau measurement) for a
period of 30 days. During this test, the current drawn
by each tube was monitored and tubes with currents ex-
ceeding 200 nA for more than 5% of the duration of the
test were rejected. Of the 1500 LST tubes produced,
about 8% were rejected by the QC procedures. More
than half of the rejected tubes failed the long-term test
at full voltage.
Module Assembly. LSTs that had passed the QC proce-
dures were shipped to Ohio State University and Prince-
ton University for assembly into modules. A module
was composed of two or three tubes which were glued
along their full length to 1 mm thick steel ribs to en-
hance the mechanical rigidity of the module. Grounded
copper foils were glued to one surface and the signal
transfer plane (STP) to the other. The STP, which is de-
scribed in detail below, connected the signal wires to the
forward end of the LST module.
Since the width of the IFR gaps varied, efficient cov-
erage required four types of modules, assembled from
different sets of tubes:
• two 8-cell full-length tubes (by far the most com-
mon modules).
• three 8-cell full-length tubes.
• two 7-cell full-length tubes.
• two 8-cell shorter tubes (for use in the outermost
layer).
Before being assembled into a module, each tube had to
pass a plateau measurement and source scan test. Once
assembled, a module was kept at HV for one week prior
to being shipped to SLAC for the final QC and installa-
tion [79] into BABAR.
z-Plane Assembly. To read out the induced signal from
the streamer, a single large plane [80] with strips run-
ning transverse to the anode wires was required for each
LST layer. The length of all z-planes was 3719 mm,
except for the outermost layer which was shorter by
370 mm, due to mechanical interference. The widths
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of the z-planes varied from 1908 mm for the inner-
most layer to 3110 mm for the outermost layer. The
thickness of the z-planes was precisely controlled to
1.00 ± 0.02 mm to assure adequate clearance for the in-
sertion of the modules into the gaps between the ab-
sorbers.
The z-planes were assembled from layers of Mylar,
copper foils, and Mylar ribbon cables, which were vac-
uum laminated in a single operation. Each plane was
composed of a common external Cu-foil ground plane,
separated by a thick dielectric film from a layer of 96
parallel, conductive readout strips (each 35 mm wide
and separated by 2.0 ± 0.5 mm). A unique component
was the custom-made, flat flexible cable that carried sig-
nals from the strips to the readout electronics. Each of
the 16 conductors in these cables was soldered to a dif-
ferent strip and the cables were produced as part of the
thermal vacuum lamination process for the z-planes.
The design of the z-planes was very robust. Neverthe-
less, they were tested to ensure their proper function-
ality. In addition, careful monitoring during and after
installation ensured that any damage could be repaired
before the z-planes became inaccessible. For monitor-
ing, the capacitance between ground and each readout
channel was measured. The expected value was about
∼5 nF, whereas very small or zero capacitance was a
clear indication of a broken connection. Only a few bro-
ken connections were found and almost all of them were
repaired prior to or during installation.
3.6.3. High Voltage Distribution
High Voltage Supplies. The operating HV settings of
the individual LST tubes ranged from 5 to 6 kV while
currents ranged from 15 to 100 nA without beams, and
from 50 to 1000 nA (depending on the position within
the detector) with colliding beams. Since the occu-
pancy, and hence the current, changed as function of the
radial distance from the beam, the HV settings had to
be independently adjustable, at least on a layer-by-layer
basis. Moreover, a high level of granularity in connec-
tions made the LST detector less sensitive to a single-
cell failure, as long as the high granularity was matched
by the HV system and individual HV channels could
be disconnected or adjusted separately. There were 192
tubes per sextant, each split into four two-cell segments,
requiring a total of 768 independent HV connections per
sextant. The current drawn was independently moni-
tored for each of the 192 tubes per sextant with a preci-
sion better than 10 nA, at a rate of 10 Hz or more.
A sudden current increase to more than 2000 nA was
generally a sign of a self-sustaining discharge in one
of the cells. To protect the detector, a hardware over-
current protection stopped the discharge by automat-
ically lowering the HV. For other high current situa-
tions, such as high beam-induced backgrounds, a so-
phisticated configurable trip logic was implemented.
While high granularity of the HV distribution and the
current monitoring was necessary, independent settings
of the operating HV of the individual two-cell segments
within a tube were not needed. On the other hand, the
HV settings had to be adjustable to reduce the currents
and thereby avoid potential damage to the tubes without
compromising the detection efficiency.
The high voltage power supplies designed and pro-
duced by the Ohio State University [81] represented a
cost-effective solution that fulfilled all of the stated re-
quirements. The LSTs in each sextant were powered
by three power supplies. Each supply provided 80 in-
dependent HV outputs with voltages adjustable from 0
and 6 kV. Each output was connected to a separate cur-
rent monitor. Each of the 80 output lines was split into
four lines which were connected to the four two-cell
segments in a single LST tube. Thus, there was one volt-
age setting and one current monitor for the eight anode
wires in each of the LST tubes. Even though the four
outputs were connected in parallel to the power supply,
having four separate connections preserved the ability
to disconnect individual two-wire segments of the LST
tubes in case of problems.
Each current monitor module was capable of mea-
suring a full scale current of 12 µA with a resolution
of 1.5 nA. The module included an overcurrent protec-
tion circuit using a HV diode. During normal operation,
the output current was small and the HV diode was for-
ward biased. The forward bias condition held the output
voltage equal to the set voltage plus the HV diode drop.
When the output current rose above the overcurrent pro-
tection limit the diode became reverse biased.
If the output current demand continued to increase,
the output voltage dropped linearly. This mechanism
provided each channel with overcurrent protection with-
out affecting any other channel on the same supply.
Since the internal HV DC-DC converter could be set
remotely, it was possible to vary the current protection
limit to adapt to changing operating conditions, without
hardware modifications. A software-based monitor was
implemented to turn off the HV whenever one or more
channels were drawing high currents for an extended
period of time.
HV Boxes and Cables. The HV was delivered to each
LST by a circuit enclosed in a box filled with dielectric
material. For each anode wire, the circuit consisted of
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a 1 MΩ isolation resistors, an impedance matching re-
sistor, and a 300 pF HV coupling capacitor. The circuit
connected the wire signals to the signal transfer plane,
and via isolation resistor to HV supply cables. Each of
these HV cables had eight independent wires to supply
the eight channels for a standard 2-tube module, or 12
for a 3-tube module. The HV cables had inline connec-
tors to simplify the installation.
3.6.4. Gas System
The gas mixture of (89:3:8 parts) of CO2, argon and
isobutane is non-flammable and has good quenching
properties. A redundant system of mass flow meters
monitored the gas component flows and was able to
shut off the system in case the mixture deviated signif-
icantly from the preset standard. This provided protec-
tion against accidental changes to a flammable mixture.
Half of the LST tubes per layer in a given sextant
were connected in sequence to one gas line, which re-
sulted in a total of 144 separate gas circuits. The gas
was supplied to each of these circuits by a fully passive
system. Thin capillary tubes were used as flow resis-
tors to provide a pressure drop that effectively balanced
the flow in each circuit. This simple, passive system
kept the flow in each circuit balanced at the 10% level
without the use of adjustable needle valves. The gas
flow in each circuit was monitored at the outlet with
digital bubblers [82]. The total flow rate of the system
was 2.5 `/min, which corresponded to about one volume
change per day. A much lower gas flow would have re-
sulted in reduced performance, because water permeat-
ing the tube walls would have resulted in higher humid-
ity.
3.6.5. Electronics
New front-end electronics cards (LST-FE) were de-
veloped for the LST detector. They interfaced to the ex-
isting IFR-FIFO Board (IFB) and were read out by the
standard BABAR DAQ system [1]. The IFB represented
the sink for the LST signals. The main component was
a mother board on which four daughter cards could be
installed, each with 16 analog input channels. The sig-
nals from the wires and the strips had different polarity
and shape. This difference was accommodated at the
daughter board level. The signals were amplified, dis-
criminated with an adjustable threshold, and converted
to 1-bit digital signals. No other information was re-
tained, e.g., signal timing, charge, and other pulse in-
formation were not passed on to the DAQ system. The
crates with the front-end electronics were not mounted
on the detector, but installed nearby for easy access.
The Wire Signal Path. The anode wires of the LST de-
tectors were soldered to printed circuit boards (PCBs)
which were fitted and glued to the two tube endcaps.
The wire-holder PCBs performed both mechanical and
electrical functions. At one side of the LST, the PCBs
were soldered to the HV pins inserted in the endcap
mould. The PCBs distributed the HV to the wires
through 220Ω resistors. The PCB insulator was regu-
lar FR4, 1.6 mm thick. To avoid surface discharge, the
planar clearance between traces of different HV circuits
was about 3 mm per kV of potential difference. The an-
ode signals were decoupled from the HV potential in the
HV connector modules. Each module contained a PCB
supporting four AC-coupling 470 pF capacitors and a
“bleed-off” 10 kΩ resistor to ground. The ground refer-
enced signals were routed to a 10-pin connector accessi-
ble at the back side of the HV connector, through which
they entered the signal transfer plane (STP). The STP
(see Figure 37) was made of a long segment of flexible
flat cable (FFC), thin copper sheets as ground planes
and insulating Mylar foils. The FFC was made of 10
laminar conductors with a 2.5 mm spacing between two
conducting sheets. On one side the FFC carried the 10-
pin connector mating to the HV connector. The other
end of the FFC was terminated with pins soldered to a
transition board which was glued to the top of the mod-
ule. Its function was to merge the signals from two or
three FFCs into a single PCB-mount header for the sig-
nal cable.
Figure 37: LST: A sketch of the signal transfer plane and LST module.
The Induced Signal Path. The top layer of a z-plane was
divided into 96 strips (80 strips for the outermost layer)
of equal widths and lengths. The bottom layer was a
solid copper foil acting as a ground plane. Between the
two, there were insulating sheets and six FFCs with 16
conductors each, used to carry the strip signals to the
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backward end. The free ends of the FFCs extended for
about 10 cm beyond the backward edge and were termi-
nated at plugs mounted in a plastic casing. The z-strip
transition boards (ZTBs) were designed to connect the
FFCs to the shielded cables carrying the strip signals to
the front-end cards. The ZTBs were also used to con-
nect the shields of the z-strip planes to the shields of the
signal cables and to the detector ground (magnet steel).
Grounding and Shielding. Though the LST tubes pro-
duced large charge signals, much care was required to
avoid noise pick-up from many potential sources. In
particular, single-ended signals needed to be carried on
average 10 m from the detector to the front-end signal
processing cards. A flexible grounding scheme was de-
signed to connect the ground shields from the STP or
the z-strip planes to the front-end cards with or without
connection to the magnet steel. After repeated measure-
ments of the noise at the output of the front-end am-
plifiers for different grounding and shielding configura-
tions, it was decided to attach all shields from the detec-
tors to the front-end cards and to connect all of them to
detector ground.
The LST Front-End Cards. The LST-FE card provided
amplification, comparison to a programmable threshold,
storage and readout processing for 64 LST signals. Its
basic functions were equivalent to those performed by
four of the FEC cards developed for the RPCs [83]. The
LST-FE card was built, for the sake of flexibility, as a
modular unit, with the following components:
1. A motherboard, featuring:
• DC power regulators and power monitors.
• 64 discriminators, connected in four groups
of 16, each group with a common, pro-
grammable, threshold voltage.
• A FPGA that performed the standard data
acquisition functions plus programmable
threshold, programmable channel masking,
stand-alone rate counting, and other diagnos-
tic tasks. These additional features were han-
dled by a NIOS processor and its associated
peripherals, implemented in the FPGA.
2. Integration-amplification daughter (IAD) cards,
each featuring 16 dual-stage integrating amplifiers.
The LST-FE motherboard was a single width VME-
Eurocard module, connected to the custom backplane
through a standard 96 pin DIN41612-C connector. The
core of the motherboard was a Cyclone II FPGA by
ALTERA [84]. For the power-up configuration of the
FPGA, a dedicated FLASH RAM serial configuration
device, which could be reprogrammed in-circuit to re-
flect changes in the FPGA design, was used. The NIOS
processor could also access a bank of locations in this
non-volatile RAM to store and retrieve operating pa-
rameters such as comparator thresholds and channel en-
able masks. These operating parameters were main-
tained even through power cycles, making the board
independent of the detector slow controls system. A
suitable voltage regulator provided the supply voltages
needed by the FPGA. It included timing networks to
provide the proper sequencing during power cycles. The
main task of the FPGA was to provide storage and read-
out functions equivalent to those of the FECs designed
for the RPC readout. This was a specification of the
LST-FE front-end, which was supposed to transparently
interface to the existing Barrel DAQ system. The FPGA
inputs from the 64 discriminators on the LST-FE moth-
erboard were grouped by 16 and then routed to four
identical processing units, obtained by cascading the
following blocks:
• Input synchronizing latches, used to make sure that
no input pulse was lost.
• Pipeline memories which held the sequence (sam-
pled at 10 MHz) of states of the 16 input signals
of each block over a time interval corresponding to
the L1 trigger latency.
• Output shift registers, which were continually re-
freshed by being parallel-loaded with the output
of the pipeline memories. When the L1 trigger
fired with a latency of 11±0.5 µs, the Shift/Load
input changed state; at this point, the output regis-
ters started shifting their contents at a frequency of
15 MHz.
• The serial streams from the output shift registers
were routed to the ECL level translators on the
motherboard and then, after the conversion, to the
backplane connectors. The LST-FSD card col-
lected the serial streams from eight LST-FE cards
via the backplane and routed them to a twisted 17-
pair flat cable connected to one port of an IFB.
The IAD cards featured 16 dual-stage, bandwidth-
limited amplifiers; one right-angle, 34-pin header mat-
ing to the cable connector, accessible from the front
panel; and one board-to-board connector to the mother-
board for routing power, ground, test pulse, and the 16
amplified output signals to the IAD. The amplifier was
designed to function as an inverting amplifier for LST
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wire signals or as a non-inverting amplifier for the posi-
tive signals induced on the z-strips external to the mod-
ules. The gains were different in the two cases. They
were set at 80 mV/ pC for the z-strip amplifier and at
40 mV/ pC for the wire amplifier. Another difference
was the dual stage resistor-diode network, protecting
against high voltage input transients from possible LST
breakdown.
Noise and Threshold. The noise level was evaluated by
measuring singles rates for cosmic data recorded with
two different configurations:
• A first test with the high voltage set to about
3000 V, much below the operating point, changing
the thresholds from 100 mV to 1000 mV to evalu-
ate the noise level of the complete readout chain.
For threshold settings of 200 mV, no counts were
observed for wire or strip readout.
• A second scan with the high voltage set to 5.5 kV,
performed to check the noise related to the LST
operation: the electronic noise was negligible for
thresholds greater than 200 mV.
In addition, the module efficiencies were measured at
different thresholds without showing any variation. The
thresholds were set to 900 mV for both the wire and the
strip signal discriminator, to take into account a possible
increase in noise due to the changes in PEP-II operation.
4. Detector Operation
4.1. Overview
The operation and maintenance of the detector was
the responsibility of the collaboration at large. For peri-
ods of about six months, two Run Coordinators, usually
assisted by a deputy, were in charge of the day-to-day
operation. They were assisted by the managers of the
central operation system and the trigger, the online co-
ordinator, and their teams of experts. Two physicists
were assigned to eight-hour shift duty in the BABAR con-
trol room, for a few consecutive days a few times per
year. The lead operator was responsible for monitor-
ing the trigger rate, dead-time, beam backgrounds, and
the state of the detector components. He/she also main-
tained contact with the PEP-II control room, executed
calibrations, and managed the electronic logbook. The
second operator was responsible for monitoring the data
quality, relying on online monitoring software. Dur-
ing the first few months of operation, and thereafter,
whenever major changes were introduced either in PEP-
II operation or BABAR background monitoring, a BABAR
physicist was assigned as liaison to assist in the PEP-
II control room. This greatly enhanced communication
between these two teams, thereby facilitating the inte-
gration of new procedures.
Operating the BABAR detector required not only con-
tending with routine data taking, but also coping with
number of less routine problems. The later included
minor device failures, and predicting and coping with
backgrounds and the effects of radiation damage. Dur-
ing routine data taking, the detector systems and their
operational parameters (such as voltages, temperatures,
gas flows, fluid levels, etc.), electronics, and DAQ were
continuously monitored and calibrations performed on a
daily to semi-weekly cycle, depending on the particular
calibration. A fraction of the incoming data were ana-
lyzed as it passed through the DAQ to provide monitor-
ing of all aspects of the detector performance. Typical
problems that were uncovered from electronic failures
of single channels which could be replaced or repaired
during the next short down, to subtle, complicated prob-
lems that required extended investigation e.g.,, the in-
crease in the SVT leakage currents during trickle injec-
tion.
Efforts to ameliorate backgrounds continued through-
out the lifetime of the experiment. Although there had
been an extensive program of test beam measurements
performed on individual detector components to under-
stand the impact of ionizing radiation, the radiation lev-
els encountered at the high luminosities motivated addi-
tional studies of radiation damage on detector samples
at high-intensity neutron, photon and electron sources.
The main tools employed in the BABAR control room
for operational tasks were the Experimental Physics
and Industrial Control System (EPICS) [44] and the
BABAR dataflow software. These systems provided ex-
tensive diagnostics, status and history charts, and warn-
ing/alarm indicators. Electronic calibrations of detector
response, which for most systems served as an overall
functional check, were performed typically once per day
or when a specific failure occurred.
The tasks of the two operators were simplified by a
high degree of automation. For example, during normal
data acquisition, the lead operator simply monitored the
status displays. Conditions that could potentially en-
danger personnel or equipment initiated automated pro-
cedures to put the detector in a safe state and alerted the
shift team.
Even though most shift operators had limited exper-
tise and training, this minimal staffing resulted in an ex-
tremely efficient operation. The operation and protocols
were documented in a detailed and current operation’s
manual[85]. Each detector system provided an expert
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on call at all times. Whenever the operators encountered
a problem they did not understand or could not solve
quickly, they called the appropriate expert. These sys-
tem and online experts had remote access to the detec-
tor status and data, and many of them monitored opera-
tion regularly, without being assigned to shift duty. The
system experts, usually on duty for six months, were
backed up by support teams they could contact for ad-
ditional help
In addition to the data taking and online operation,
extensive cross checks and calibrations were performed
oﬄine by scientists. These included checks of the event
selection at the trigger level, alignment and calibrations
for different detector systems, assessments of data qual-
ity, and stability of efficiencies and resolutions based
on physics analyses. Isolated failures and temporary
changes were recorded and implemented in the MC sim-
ulation to improve its accuracy in reproducing the run
conditions. Only 1.1% of the recorded data were dis-
carded during reconstruction, because of hardware fail-
ures that could impact the physics analyses.
This excellent performance could only be achieved
because the control of the quality of the BABAR data –
from the raw data acquired in the control room to the
processed events ready for physics analysis – was a pri-
ority for the collaboration. The first level of data quality
checks was performed in real-time during data taking
in the Fast Monitoring (FM) framework. An extensive
set of histograms, newly collected for each run, was ac-
cumulated using data from a fraction (typically 20%)
of the events accepted by the L1 trigger. These live
histograms were automatically compared to reference
histograms, selected by the data acquisition system de-
pending on the running mode (colliding beams, single
beam tests, cosmic rays). Problems could be spotted by
the on-duty crew who would rely on written instructions
(provided by each detector system) to assess the situa-
tion and decide whether it was a known problem or one
that should be reported to an on-call expert. After the
end of a run, the FM data were automatically processed
to produce a set of plots to be checked daily by system
experts. They were also saved for oﬄine re-analysis.
The same software could also be run oﬄine.
After event reconstruction, the quality of the pro-
cessed data was surveyed by the Data Quality Group
(DQG). The group met on a weekly basis to report on
the data processed during the past few days: only runs
validated by the DQG were included in the datasets
prepared for physics analysis. During the data pro-
cessing, a set of histograms based on 10% of the data
was automatically generated and made available to the
DQG. It included both raw and reconstructed quantities
and allowed DQG experts to identify runs with prob-
lems and diagnose their origin. If the processing had
failed, the run was processed again, whereas if the raw
data were compromised, online experts would check
whether parts of the data could be recovered. In addi-
tion, during the final reprocessing of the full dataset, all
runs which had been declared bad were reviewed again
to see if they could be repaired. These two operations
recovered about 1 fb−1 of data.
4.2. Silicon Vertex Tracker
The BABAR Silicon Vertex Tracker (SVT) was de-
signed to provide precise reconstruction of charged par-
ticle trajectories and decay vertices near the interaction
region. The separation of the two B decay vertices and
the average decay lengths of tau lepton and charm de-
cays required vertex resolutions on the order of 100 µm.
This translated into on-sensor spatial resolution of about
10-15 µm for the three inner layers and 40 µm for the
two outer layers. A detailed description of the structure,
geometry and features of the SVT was presented previ-
ously [1]; a longitudinal section is shown in Figure 38.
There are five layers of double-sided silicon strip sen-
sors which are arranged in 6, 6, 6, 16, and 18 modules,
respectively. The modules of the inner three layers are
planar, while the modules of layers 4 and 5 are arch-
shaped. The strips on the opposite sides of each sen-
sor are orthogonal to each other: the φ measuring strips
run parallel and the z measuring strips transverse to the
beam axis.
Since the SVT was mounted on the beam pipe inside
the support tube, any access for repairs would take more
than one month; therefore the requirements on reliabil-
ity were extremely high. All SVT components inside
the support tube were chosen and tested to have a long
mean-time-to-failure, and redundancy and flexibility of
the readout were built into the design.
4.2.1. SVT Performance
Among the most critical measures of the SVT per-
formance were the single layer hit efficiency and res-
olution. The SVT hit efficiency for φ or z strips was
measured using high energy tracks from dimuon events.
The efficiency for each half module was determined as
the fraction of tracks with a signal detected close to the
intersection of the projected track with the active area
of the detector module. Non-functioning readout sec-
tions were excluded, but otherwise no attempt was made
to avoid noisy or problematic readout channels, known
pinholes, and other defects.
Figure 39 shows the SVT hit efficiency for φ and z
strips for each SVT half-module. The hit efficiencies
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Figure 38: Longitudinal section of the SVT. The roman numerals label the six types of sensors with different dimensions and strip pitch.
exceeded 95% , except for a few layers with malfunc-
tioning readout or dead modules (e.g., layer 3, module
4, forward, φ side) which are not shown in these plots.
Figure 40 shows the φ and z hit resolutions as a func-
tion of the incident angle of the track with respect to
the wafer. The observed asymmetry relative to normal
incidence (φ = 0) is introduced by the magnetic field
and by the tilt of 5◦ of the detectors in the inner lay-
ers, introduced to create an overlap between adjacent
modules. The measured resolutions are consistent with
the original design goals for perpendicular incidence,
(10 − 15) µm for the inner layers, and 40 µm for the
two outer layers.
4.2.2. SVT Operation and Challenges
During the decade of operation, the SVT running
conditions were generally smooth, and, with a few ex-
ceptions, most of the problems were not unexpected and
dealt with routinely. The SVT tracking performance
was constantly monitored and extrapolated well to oper-
ation at higher beam currents and increasing integrated
luminosity. The primary concerns were detector occu-
pancy and radiation damage. Increases in occupancy,
the fraction of read-out channels with pulse heights ex-
ceeding a preset lower limit, were generally instanta-
neous, usually caused by large beam backgrounds. The
occupancy could be controlled to some degree by ad-
justment of the pedestals in individual layers. In con-
trast, radiation damage to the detectors and the front-
end electronics was mostly an integrated effect. The
main effect was a reduction of the collected charge and
an increase in the noise, resulting in lower overall track
reconstruction efficiencies. This degradation in perfor-
mance could not be recovered, except by the replace-
ment of damaged detector module.
During the first few months of data taking it became
evident that the actual running conditions were very dif-
ferent from the expected ones. The rise in luminosity
was accompanied by background levels which were five
to ten times higher than those set as the design criteria
for the detector. Including a safety margin, the maxi-
mum integrated dose, the SVT would be able to sustain
over its lifetime was estimated to be 2 MRad. With the
much higher than expected radiation exposure, it be-
came evident early on that this limit was likely to be
reached in certain modules of the SVT [86] after a few
years of operation, unless special measures were intro-
duced to limit the exposure.
4.2.3. Radiation Damage to SVT Sensors
There are two different mechanisms of radiation dam-
age to the SVT sensors. The first is caused by instan-
taneous, intense bursts of radiation due to beam losses
or beam interactions with residual gas and dust parti-
cles. Large bursts may induce voltage breakdown of
the AC capacitors separating the metal readout strips
from the implant, thereby damaging the diodes (p-stop
shorts). The second mechanism is the accumulation of
radiation dose over long periods of time which causes
damage to the bulk of the highly-depleted silicon and
thereby changes the sensor characteristics. Of particu-
lar concern were the SVT modules located in the central
horizontal plane of the BABAR detector, i.e., the bending
plane of the colliding beams, where the radiation expo-
sure was the largest.
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Figure 39: SVT hit efficiency for five φ layers (upper plots) and five
z layers (lower plots) during normal operation in 2003, separately for
forward and backward modules, in each of the detector layers (in-
dicated by numbers 1-5). Each data point represents one SVT half-
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as a function of incident angle of the track. φ = 0◦ corresponds to
perpendicular incidence.
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P-stop shorts. On each face of the sensor the readout
strips were separated from the bias strips by a thin oxide
layer, operating as an AC coupler. During normal condi-
tions the potential difference was small. For large bursts
of radiation, the charge released inside the silicon could
induce a discharge, resulting in a drop of the voltage on
the bias line. The minimum deposited charge per strip
required to fully discharge the detector was the equiv-
alent of 7 × 105 minimum-ionizing particles (MIPs) at
normal incidence [87] corresponding to a dose of about
1 Rad in a half module in the innermost layer. In such
incidences, the bias network restored the voltage with
a time-constant of the order RbiasCAC ≈1 ms. During
this time, the voltage drop across the AC couplers could
amount to a significant fraction (up to 2/3) of the total
bias voltage Vbias, inducing a breakdown of the oxide
layer, especially on the n-side of the sensors which had
thinner oxide layers isolating the p-stop blocking strips.
During the construction, all SVT sensors had been
tested up to 20 V for AC breakdown. During the com-
missioning phase, severe damage occurred to a SVT
module during a beam test designed to evaluate the ef-
fect of radiation bursts. A number of p-stop shorts were
produced. A subsequent study of detectors with a pitch
similar to the inner-layer SVT modules showed that a
few percent of the AC capacitors in each sensor were
subject to breakdown. The expected failure rate, taking
into account the number of sensors in each SVT mod-
ule, was quite significant. Some of the failures were
attributed to mechanical damage to the pads during the
wire bonding. Repeated exposure to high levels of radi-
ation may also have contributed to oxide damage. Fur-
thermore, there was evidence of p-stop shorts in mod-
ules located above or below the central plane, and also
in layer 3, areas of much lower exposure to radiation.
The SVT modules experienced p-stop shorts only
when the detectors were biased. After commissioning
in 2001, the SVTRAD system (see Section 2.5.4 and
Refs. [36, 37, 38]) effectively prevented the beams from
delivering dose rates exceeding 1Rad in less than 1 ms,
and no new p-stop shorts occurred.
Detector Bulk Damage. The second mechanism of
damage was the accumulation of absorbed radiation
over time, which damaged the bulk and led to three ef-
fects: an increase in leakage current, a change in de-
pletion voltage, and a drop in the charge collection effi-
ciency. The leakage current caused an increase in noise
proportional to the square root of the single channel cur-
rent. This effect was not expected to result in a large rise
of the total noise, even at high doses. The change in the
depletion voltage could affect the operational conditions
and the position resolution.
To study bulk damage to the SVT sensors, beam tests
were performed at SLAC and at Elettra (in Trieste) with
electrons in the energy range (0.9 - 3) GeV [88]. Wafer
irradiation was carried out up to a total dose of 5 MRad
using both primary electron beams and electron beams
scattered off a copper target. Detectors were also irradi-
ated in a non-uniform way to create the high radiation
environment of the central plane modules in BABAR. The
measured increase in leakage current for the exposed
sensors was measured to be about 2 µA/cm2/ MRad at
27 ◦C, a result which is fully consistent with the increase
detected with colliding beams at BABAR. In test struc-
tures produced in the same batches as the SVT sensors,
the measurement of the detector capacitance as a func-
tion of the applied bias voltage showed a shift in the de-
pletion voltage after each of a series of irradiations (see
Figure 41). This decrease in the depletion voltages as a
function of the equivalent radiation dose led to a type-
inversion of the SVT detectors at about 2-3 MRad (see
Figure 42). The measurements agree well with the pre-
dictions derived from estimates of the total non-ionizing
energy loss [89].
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Figure 41: SVT depletion voltage variation under irradiation: The
inverse of the measured capacitance squared (1/C2) as a function of
the applied bias voltage for eight different absorbed doses of ionizing
radiation D0 to D6. The plateau corresponds to the range in which the
detector is fully depleted. The grey band indicates how the radiation
damage affects the depletion voltage (knee of the curve).
The measured electrical properties of the sensors
(edge currents, inter-strip capacitance, and insulation
between the p-strips at low bias voltages) proved that
the detectors can be operated even after type-inversion,
indicating that this effect would not limit the SVT life-
time as long as the sensor could be depleted.
A further concern was that the high non-uniformity
of the radiation dose in modules located in the plane of
the storage rings could affect the SVT spatial resolution.
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Since the change in the absorbed dose was located in a
very narrow band in the horizontal mid-plane, the effec-
tive doping varied dramatically across the silicon wafer,
typically over a distance of tens to hundreds of µm. In
these regions, the average electric field would no longer
be perpendicular to the wafer and therefore the direction
of the charge drift and the collection would be affected.
A simple calculation showed that for a silicon thickness
of 300 µm and a 1 cm-wide transition region, the ex-
pected shift in the position of the charge collected on
the strips was about 9 µm. Thus, the potential effect was
small compared to the spatial resolution of the SVT and
therefore of limited concern.
The expected drop in charge collection efficiency
(CCE) with radiation damage in the SVT sensors was
measured in an electron beam. An inner-layer SVT
module was irradiated in a region parallel to the φ strips,
far from the front-end electronic circuits (see Figure 43).
This choice was motivated by the need to reproduce the
conditions of the BABAR detector in the bending plane of
the beams, and to avoid damage to the front-end elec-
tronics. A maximum dose of 9 MRad was accumulated
in several steps at the 0.9 GeV electron beam at Elettra.
After each step, the module was tested and the CCE was
measured with a 1060 nm light-emitting-diode focused
to a spot of 500 µm in diameter. The light penetrated
the silicon wafer and generated charge in the bulk. An
identical module which had not been exposed to radia-
tion was used to correct for any change in the conditions
of the experimental setup. The modules were read out
via the standard SVT front-end electronics and the mea-
SVT
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Figure 43: SVT layer-1 module (its rectangular contour is marked) af-
ter irradiation with an beam at Elettra with a radiochromic film placed
on the silicon sensors. The area of the film region exposed to the
electron beam is dark.
sured charge generated by a LED was compared with
the value obtained prior to irradiation. In the central
portion of the irradiated zone, we observed a reduction
of the charge collection efficiency by about (10±2)% for
a maximum dose of 9 MRad. This moderate effect was
observed for much higher than average doses at PEP-II.
4.2.4. Radiation Damage to Front-End Electronics
Ionizing radiation can cause damage to the readout
electronics resulting in a reduction in gain, an increase
in noise, or an operational impairment of the circuits.
A set of measurements were performed to evaluate
the effects of high radiation doses on the front-end elec-
tronics. The AToM front-end circuits [90] and hybrid
substrates were exposed to doses of up to 5 MRad at
SLAC and LBNL using 60Co photon sources. The In-
tegrated Circuits (IC) were powered during the irradia-
tion and received external clock signals. A few identical
ones were left unpowered to serve as a control sample.
After each irradiation cycle the noise and the gain were
measured (see Figure 44 for results for a single chan-
nel).
In general, the noise, expressed in equivalent elec-
trons, depends linearly on the capacitive load Cload,
and thus can be parameterized in the form NENC =
α + β × Cload. The two parameters α and β were mea-
sured to increase as a function of the absorbed dose,
by 15% per MRad and 19% per MRad, respectively.
The single channel gain decreased linearly by about 3%
per MRad. These measurements agreed very well with
studies based on standard calibrations of the electronics
channels of the installed SVT modules.
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Figure 44: SVT: Impact on (a) the noise and (b) the gain of the AToM
IC as a function of the absorbed dose on an individual channel with
an input capacitance of 33 pF.
The ICs which were not powered during the irradi-
ation showed digital failures starting at a total dose of
about 2 MRad, whereas ICs powered during the irradi-
ation did not show any digital failures up to 5 MRad.
This test was repeated, and this time the ICs failed at
5.5 MRad. A subsequent investigation could not deter-
mine whether this failure was caused by radiation dam-
age or by another effect.
In general, the results of laboratory studies agreed
with experience with the SVT modules operating in
BABAR, except for an unexpected effect first observed
in 2003. Some of the ICs in the innermost layer near the
central plane showed a large increase in the occupancy
with respect to a reference calibration recorded in De-
cember 2002 (see Figure 45). The effect observed on
both z and φ strips, was comparable in the forward and
backward modules, and most pronounced for modules
on the inside of the PEP-II rings, the area most effected
by HER background.
Further studies revealed that the effect was not just
an increase in noise, but it appeared to be a shift in the
pulse height for a given charge or a change in the IC
discriminator. The effect was first observed in chan-
nels close to the central plane and was similar for ICs
bonded to φ and z strips, indicating it was related to
changes in the ICs and not to the sensors. After an
initial increase observed at an absorbed dose of about
1 MRad, the pedestals for the affected channel stabi-
lized and reached a plateau at about 1.8 MRad, and
then decreased at higher doses (see Figure 45). At the
plateau, the typical pedestal corresponded to about half
of the dynamical range of the IC (0 to 63 counts, with 1
count = 0.05 fC).
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Figure 45: SVT pedestal measurements for layer-1 modules: (a)
Noise calibration for a module located in the central plane, (b) varia-
tion of pedestals for different ICs as a function of the dose recorded
by the nearest PIN-diode.
One of the direct consequences of the increase in
channel occupancy was a reduction in efficiency. This
can be explained by the single-hit readout which only
registered the first pulse on a given readout channel.
Thus, whenever a true signal was preceded by a noise
pulse on the same channel, it would be lost. During
track reconstruction, the narrower window imposed on
the time-stamp of the hit would often discard the early
noise hit, with the result that both the noise and genuine
signal were lost. In some areas, the loss rate reached
50%.
In order to overcome the effect of the pedestal
changes, the IC electronic calibrations were updated pe-
riodically. Since a common threshold was applied for all
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128 channels on an IC, the threshold setting was chosen
on the basis of noise calibrations to optimize the average
hit efficiency over the 128 channels.
Additional studies were performed to monitor the de-
pendence of the observed pedestal shifts versus time and
versus absorbed radiation dose, since there was some
concern that these shifts had not been observed in ir-
radiation tests with 60Co sources. Additional compre-
hensive irradiation tests of AToM circuits were carried
out at Elettra [90], to better understand the difference
between radiation damage by high energy electrons and
low energy photons.
4.2.5. Impact of Radiation Damage on Signal-to-Noise
To develop a better understanding of the SVT per-
formance under exposure to radiation during the BABAR
lifetime, the results of all laboratory and in-situ stud-
ies were compiled. The signal-to-noise ratio (S/N) for
a single readout channel was taken as a measure of the
SVT operability. At the time of installation, this ratio
exceeded 20. The primary affects that were expected
to contribute to the S/N reduction were, an increase in
noise due to the leakage current and electronic noise in
the front-end IC, a decrease in the magnitude of the sig-
nal due to reduced charge collection efficiency caused
by radiation damage in the silicon, and an increase in
the noise and a reduction in the gain of the AToM cir-
cuits. For 5 MRad of integrated dose, the S/N ratio was
expected to be reduced to about 10. The dominant af-
fect was the increase in noise in the front-end circuit
with absorbed radiation (see Figure 46).
On the basis of these tests and the monitoring of the
S/N ratio, it was concluded in early 2002 that no signif-
icant affect on physics analyses was expected from the
reduction in the detector performance for doses below
5 MRad. This value was adopted as a limit of operabil-
ity of the SVT. Based on the projected radiation doses
in the PEP-II interaction region, the expected lifetime
of the layer-1 SVT modules in the central plane was ex-
pected to exceed the remaining period of BABAR oper-
ation. This information was of critical importance, be-
cause the replacement of the inner-layer SVT modules
with available spares would have required a very long
shutdown.
4.2.6. Unexpected Leakage Currents in Layer 4
Shortly after the introduction of trickle injection,
many SVT modules in layer 4 started to show a very
large increase in leakage currents (see Figure 47) and
very high occupancies, causing a significant reduction
in the track reconstruction efficiency. The effect was
dramatic. The leakage current, which had been roughly
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Figure 46: SVT: Expected evolution of the noise level and signal/noise
ratio as a function of the integrated radiation dose.
constant at a few µA per channel since 1999, rose in
some cases by tens of µA per day. The bias currents
in these modules also increased, probably causing addi-
tional noise and an increase in occupancy. There was no
obvious correlation with enhanced levels of radiation in
the inner or outer SVT layers.
This effect was observed in most of the layer-4 mod-
ules, although at different levels, while the layer-5 mod-
ules, which were located at a 13 mm larger radius did
not show any affect. In some layer-4 modules, the noise
sources appeared to be near the wedge sensors.
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Figure 47: SVT: Increase of the leakage current for a layer-4 SVT
module in the months before and after the implementation of trickle
injection to PEP-II in 2004.
It became evident that beam conditions played a criti-
cal role: during periods of stable beams or no beam, the
current decreased, with and without detector bias volt-
age applied. During periods in which the layer-5 bias
voltage was off, the leakage currents remained low, with
or without beams. In other words, the high leakage cur-
rents occurred only in the presence of beams with trickle
injection, when both outer layers were biased.
The fact that the leakage current increase did not de-
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pend on the position of the modules, the power distribu-
tion, cabling nor on the readout configuration, indicated
that it was due to a local problem in the SVT external
layers. Further investigation revealed a difference in the
configuration of the detector modules in the inner and
outer layers. For the two outer layers, the z strips were
on the n-side of the sensors (set to +20 V) and fully cov-
ered by a UPILEX fanout [91], while the p-side (set to
-20 V) with the φ-strips was fully exposed. Thus, pos-
itive charge induced during the trickle injection would
drift in the electric field between the detector surfaces
of layer 4 and layer 5 towards the uncovered p-side of
layer (see Figure 48). This explained why the current
build-up only occurred when the sensor bias voltage in
layer 5 was turned on.
For the three inner layers, no current build-up was
observed, because the configuration was inverted: the z-
strips were on the p-side and the φ-strips on the n-side,
with positive voltage, were exposed.
-20V
-20V
+20V
+20V
Layer 4 Layer 5
E
E
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Insulating Fanout
Figure 48: SVT: Default bias voltage setting and drift of positive
charge in the electric field between the modules of the layer 4 and
layer 5
Microscopically, the charge accumulation on the pas-
sivated surface of the sensor could explain the large
change in the leakage current. The field induced on
the tip of the p+ implants by the accumulated positive
charge can create a junction breakdown which was re-
sponsible for the increase in current. Simulations of
the field configuration confirmed that the observed ef-
fect could be explained by surface charge build-up and
subsequent junction breakdown in layer 4.
A laboratory test was performed to reproduce the
conditions of the SVT operation at PEP-II. A module
identical to the ones used in the SVT outer layers was
exposed to a strong electric field and charge was gener-
ated by an ionizer in the dry-air environment surround-
ing it. The increase in leakage current observed in the
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Figure 49: SVT: Simulation of the electric field configuration inside
the junction region of a silicon detector, in the presence of accumu-
lated positive charge on the external insulating surface: (a) geomet-
rical features of the device in the edge region of a strip implant, and
(b) the electric field map, indicating in yellow and orange the high
induced fields at the tip of the Al pad and the p+ implant.
SVT was reproduced in a qualitative way.
To decrease the charge accumulation, the bias volt-
age reference was changed. The bias voltage sup-
plied to the front-end electronics had an electrical ref-
erence ground which was set for every module by the
CAEN [92] power supply, to the common shield poten-
tial, through a soft ground. To modify the intermodule
electric field, the reference voltage of the layer-4 mod-
ules was changed so that all its internal potentials were
shifted by the same value, typically +30 V. Thus, the
field configuration internal to the module remained un-
changed, but the voltage difference across the gap be-
tween layer 4 and layer 5 was significantly reduced,
thereby suppressing the accumulation of the induced
charge on layer 4, and reducing the leakage currents and
occupancy in layer 4 to levels observed prior to trickle
injection.
In an effort to further reduce the charge deposition,
the humidity of the air flow around the SVT was in-
creased from typically 10% to 16%. This led to a reduc-
tion of the accumulated charge, and after some time the
current stabilized at a level reduced by 35%.
4.2.7. Summary
In summary, the SVT performed reliably during the
decade of operation. As the detector closest to the beam,
the primary task was to monitor the beam-generated ra-
diation and its effect on the performance, with increas-
ing beam currents and luminosity. The increase in noise
due to the leakage currents was much smaller than the
increase of the electronics noise. The observed shifts
in the depletion voltage and the bulk damage modestly
affected the position resolution. The increase in occu-
pancy and readout dead-time was controlled by frequent
updates of the pedestals and a reduction in the readout
time window. The surprising impact of trickle injection
on the leakage current in the outer two layers was ef-
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fectively remedied by a shift in the layer-4 bias voltage
setting.
4.3. Drift Chamber
4.3.1. DCH Operations
The reliable operation of the Drift chamber (DCH)
required a stable gas mixture at constant temperature,
stable voltages, calibrated electronics, and robust oﬄine
calibration and reconstruction code. To achieve these
goals, routine operation of the DCH included:
• daily calibrations of gains and pedestals to be used
by the feature-extraction algorithm;
• online monitoring of operational parameters, in-
cluding sense wire voltages and currents, electron-
ics voltages, gas flow and mixture, temperatures
and pressures;
• gain correction for pressure and temperature varia-
tions, performed during the first pass of the oﬄine
event reconstruction.
The DCH was conservatively designed and required
little maintenance. Much of the work on the drift cham-
ber was software-related, including alignment, time-to-
distance calibration, dE/dx calibration, pattern recogni-
tion, and simulation.
The time-to-distance relations were originally param-
eterized as a function of distance of closest approach
only, with corrections applied for azimuth and dip an-
gles. One relation was derived per layer, with an ad-
ditional correction for each sense wire. This proce-
dure was later replaced by a fit to the two-dimensional
distribution of the distance of closest approach versus
azimuth angle, with a correction for dip angle. This
change resulted in an increase in the average number
of DCH hits associated with low momentum tracks
by 15%. The typical single-cell hit resolution did not
change significantly; it remained at 100 µm for tracks in
the center of the cell.
The dE/dx performance was substantially improved
by increasing the number of parameters of the calibra-
tion function and using a wider range of control samples
of charged leptons and hadrons. This led to a signifi-
cant improvement in the overall performance of particle
identification (see Section 5.4).
The pattern recognition efficiency was improved by
reducing the number of required hits per segment in a
superlayer from four to three.
Despite the substantial work on calibration and pat-
tern recognition, the probability for a particular layer to
be included in the fit of a high-momentum track at verti-
cal incidence (θcm = 90◦) was 80% for tracks in dimuon
events, and lower for tracks in multi-hadron BB events.
Figure 50 shows data from Run 6. The hadron effi-
ciency was somewhat higher in earlier Runs which had
lower beam backgrounds and lower luminosity, leading
to lower pattern recognition losses.
The reduction at θcm < 25◦ and θcm > 140◦ cor-
responds to tracks exiting the DCH through the end-
plate. The muon data are fitted to a function (θcm) =
0[1 − (1 − 1)1/ sin θcm ], with 0 = 0.978 and 1 = 0.827.
Closer inspection of tracks with missing hits revealed
that there were hits in the layer, but they were not close
enough to the trajectory to be included in the fit. The un-
derlying cause of this inefficiency is not completely un-
derstood. A possible explanation may be that the charge
deposited near the point of closest approach to the sense
wire is too small to pass the relatively high discrimina-
tor threshold of 2.5 electrons.
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Figure 50: DCH data from Run 6: The mean fraction of DCH layers
used in the reconstruction of high-momentum tracks as a function of
the polar angle θ measured relative to the z-axis in the c.m. frame,
separately for isolated muons (dots) and pions from D0 decays (open
squares).
4.3.2. Incidents
There were two notable incidents during the DCH
lifetime. The first [1] occurred shortly after the start
of operation when a voltage of 2000 V was mistak-
enly applied to guard wires, which normally operated at
340 V; operational changes were introduced to protect
the chamber from further damage.
The second incident occurred during the summer
shutdown in 2002, during the removal of the support
tube from within the drift chamber. A bolt head, which
extended unexpectedly far beyond the profile of the sup-
port tube, dragged against the DCH Beryllium inner
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cylinder, causing a 210 mm long crack. Although the
cylinder lost gas tightness, it did not lose structural in-
tegrity. Taking into consideration the potential safety
hazards, the crack was filled with epoxy. A 50 µm thick
aluminum foil was then glued over the region and elec-
trically connected to the cylinder. The incident and its
repair had no impact on the amount or quality of the
data recorded subsequently.
4.3.3. Radiation Effects
A variety of actions were taken to respond to aging of
the DCH. The most obvious manifestation of aging was
a decrease in signal gain. Figure 51 shows the gain rela-
tive to its initial value as a function of the average accu-
mulated charge per centimeter of sense wire. The steps
in the curve come from changes in the operating volt-
age: a 10 V change in voltage corresponded to a gain
change of 9%. The large variations in the first 3 mC/cm
are due to changes in the HV setting following the guard
wire incident. The DCH voltage was set to 1930 V at
the start of Run 2 (∼3 mC/cm). At the start of Run
6 (∼27 mC/cm), the voltage was increased to 1945 V
to accommodate the reduced gain. At a fixed voltage,
the gain dropped (0.337 ± 0.006%) per mC/cm. A total
charge of 34 mC/cm was accumulated over the lifetime
of the experiment.
Figure 51: Relative DCH gain (corrected for temperature and pressure
variations) as a function of accumulated charge on the wires. The
steps correspond to changes in operating voltage; the curve is a fit to
the reduction in gain, giving δG/G = (0.337 ± 0.006)% per mC/cm.
Radiation damage effects on the electronics were
small, but not negligible. Three front-end electronics
assemblies, all of them in locations closest to the beam
line, failed and were replaced during Run 6. The prob-
lem was caused by radiation damage to 2.5 V voltage
regulators. Prior to Run 7, all 1.8 V and 2.5 V regula-
tors were replaced on all front-end assemblies.
The large FPGAs installed during the electronics up-
grade (Section 3.4.1) were subject to single-event up-
sets by neutrons. These upsets could potentially cause
configuration errors. It was found that reconfiguring the
FPGA at the start of every run (∼1 hour duration) and
whenever an error was detected was sufficient to reduce
the problem to negligible levels. Reconfiguration took
7 s (during which data acquisition was suspended) and
was performed automatically.
4.4. DIRC
4.4.1. Overview
The DIRC, a ring-imaging Cherenkov detector of
unique design, was the primary detector system de-
signed to separate charged particles of different masses.
Its components, fused-silica radiators, the water-filled
stand-off box (SOB), and PMTs were relatively conven-
tional, and the system proved to be robust and caused
very little BABAR down time.
The DIRC front-end electronics, HV distribution, and
data transmission were mounted on the back side of
the SOB, all enclosed by a large magnetic shield sup-
ported by the detector end doors. Therefore, access to
the crates or individual PMTs required the opening of
the detector end doors, usually creating several hours of
down time. Thus, the reliability of components inside
the shield was of great importance, and crate power and
cooling were closely monitored.
It was crucial to retain as many of the Cherenkov
photons as possible for charged tracks traversing the
fused silica bars as possible. This required that the bar
boxes remained clean and dry, the water in the SOB
stayed transparent, and the PMTs and front end elec-
tronics retained their full efficiency throughout the ten
years of operation. Since the efficiency of the recon-
struction of the Cherenkov image was sensitive to the
background photon rate, it was essential to control these
backgrounds as luminosity increased.
In the following, various procedures associated with
the long term operation at increasing luminosity are pre-
sented, complemented by some lessons learned
4.4.2. Calibration of PMT Timing
The calibration of the PMT time response and de-
lays introduced by the electronics was performed in two
steps: the online calibration with a conventional light
pulser and an oﬄine calibration based on reconstructed
tracks in colliding beam data.
The DIRC online calibration [8] was part of the reg-
ular global calibration of the detector. Precisely timed
light pulses of 1 ns duration were generated by 12 blue
LEDs, one per sector. Figure 52 illustrates the stabil-
ity of the response time during the entire lifetime of the
experiment for different elements of the readout. The
chart shows strong correlations between the various el-
ements and good overall stability. The steep drop at the
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end of 2002 corresponds to the TDC upgrade, which is
described in Section 3.4.2.
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Figure 52: DIRC online calibration: Time delays of the PMT signals
as a function of calendar time averaged over (a) the 12 DIRC sectors,
(b) the 14 DFBs of a single DIRC sector, and (c) the 4 TDC ICs of a
single DFB.
The oﬄine calibrations used reconstructed tracks
from collision data to determine the differences between
the measured and expected photon arrival times. Ini-
tially, these oﬄine measurements were averaged over
all PMTs to determine a global time delay for each run.
From 2003 onwards, the time delays were determined
per sector, to account for sector-to-sector differences in
the online calibration hardware, and to correct for in-
stabilities that affected the LEDs. Channel-by-channel
data stream calibration was also implemented, but never
applied routinely because the improvement with respect
to the existing calibration was insignificant. The overall
resolution of the arrival time of photons was 1.7 ns. It
was dominated by the 1.5 ns intrinsic transit time spread
of the PMTs.
4.4.3. Monitoring and Protection System
Apart from the standard tools to monitor low and high
voltages, cooling, fan speed, and front-end electronics,
several special diagnostic tools were available online to
monitor the key elements of the DIRC PMTs, the SOB
water system, the instantaneous background rates, and
the occupancy of the PMTs. After several years of im-
provements and upgrades, the configuration of the mon-
itoring system remained almost unchanged during the
last three years of data taking.
PMT Occupancy. One example of DIRC monitoring
tools is the occupancy map shown in Figure 53 for a
representative high-luminosity run. In this plot, most
hits are due to the background. This pattern is typical of
the running conditions after the installation of the DIRC
shielding in 2003. The high rate region appears as a
broad ring. The background is dominated by the HER
beam and is most prominent in the bottom right sectors
(see Section 2.5.5). During this particular run, single
PMT rates were stable, ranging from 180-190 kHz on
the east side to 250-310 kHz in the lower part on the
west side. The average DIRC occupancy of 11% was
stable.
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Figure 53: DIRC occupancy map recorded during high-luminosity
colliding beams in 2006. This cross-sectional view shows the 12 sec-
tors viewed from the North side of the SOB. The rate recorded in each
of the 10,751 instrumented PMTs is displayed by a color code (see
bottom left corner).
Slow Monitoring. The DIRC hardware status was dis-
played in the BABAR control room. Most critical were
the N2 circulation system, designed to keep the bar
boxes dry, and the purification system for the closed-
circuit water system for the SOB.
Since water leaking from the SOB to other compo-
nents of the BABAR detector was a serious concern, a
hardware-based protection system was installed. If an
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increase in humidity was detected in more than one sen-
sor, an automatic dump would be initiated, emptying the
6,000-liter SOB in a few minutes. Fortunately, all seals
remained watertight over the ten years of operation, and
such action was not necessary.
In 2007, a water supply line for one of the PEP-II
magnets inside the DIRC tunnel broke, and water leaked
into the lowest bar box slots. Some moisture penetrated
into the bar box through a pressure relief valve and the
sensors detected an increase in humidity. The problem
was mitigated by increasing the N2 flow through the bar
box from 60 to 100 cm3/min.
Groups of 16 neighboring PMTs were connected to a
single HV channel, and all voltages and currents were
continuously monitored. Each group had two nomi-
nal voltage settings, one during data taking (ranging be-
tween 1000 and 1400 V) and the other during extended
periods of beam injection (300 V lower). Whenever the
current in a given channel exceeded a safety threshold,
in the range 2 − 2.5 mA, tuned individually for each
channel, the voltage was automatically lowered to 10 V
and the shift operators and DIRC experts were notified
to assess the problem. Persistent trips in the same chan-
nel usually indicated a PMT problem resulting in ei-
ther a very low or very high rate. Until the single PMT
could be unplugged from the HV distribution (an action
which required a maintenance period during which the
backward end doors were opened), the HV for the 16
PMTs powered by the same channel were kept at 10 V.
In practice, having 16 out of a total of 10,751 PMTs
turned off had no noticeable effect on the overall DIRC
performance. Only about 30 PMTs (0.3%) had to be
unplugged during the entire data taking period.
The proper operation of the 12 DIRC front-end crates
was among the requirements for data taking. Therefore,
voltages, temperatures, cooling fan speeds and status,
and the quality of the optical connections to the DAQ
system were closely monitored. Given the high num-
ber of front-end boards (14 per sector, 168 in total) and
the fact that each of them collected data from a set of
PMTs aligned radially in the SOB (a pattern perpendic-
ular to the Cherenkov rings), a failure of part of a board,
or even a full board, had only minor consequences for
the DIRC performance, and repairs were delayed until
the next scheduled maintenance. On the other hand, a
failure affecting a whole sector or its readout required
immediate intervention, interrupting the data taking for
several hours. Such problems were very infrequent.
Data Quality. The online monitoring of the DIRC data
included distributions of occupancies and signal timing
as well as information on the DAQ status. A frequent
observation was the distortion of the timing distribu-
tions caused by poor trickle injection, a condition which
did not impact the quality of the DIRC data. In addi-
tion to the weekly checks by the DQG, a number of de-
tailed studies of the DIRC detector performance were
performed oﬄine. This included the number of photons
per track as a function of time (see Section 4.4.4 be-
low) and the quality of the reconstruction algorithm as a
function of the background level. The alignment of the
fused-silica bars, which affect the Cherenkov angle res-
olution, was also monitored. Look-up tables updated on
a regular basis were used to correct the angle measured
for each photon, leading to ∼10% improvement in the
Cherenkov resolution per track.
4.4.4. Impact of Beam Background and Aging of Com-
ponents
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Figure 54: DIRC PMT failures over the lifetime of the experiment.
Left scale: the number of dead PMTs; right scale: the corresponding
fraction, in percent of the total number of PMTs. The gray bands cor-
respond to periods with known hardware problems. They are excluded
in the linear fit; the result is superimposed on the data.
The DIRC detector performance was continuously
monitored for signs of aging components, some of
which were enhanced by temperature and exposure to
ionizing radiation. Some aging effects could lead to a
gradual reduction in performance, while others limited
the lifetimes of components.
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Figure 55: DIRC: Evolution of the mean number of detected photons
per track in di-muon events. The two vertical dashed lines mark the
times when the PMT HV settings were raised. Note that the vertical
axis is zero-suppressed: the loss over the whole data taking period is
only around 10%.
Photomultipliers. Since the PMTs were difficult to re-
place, it was important to keep their failure rate very
small. Figure 54 shows the evolution of the number
of dead PMTs over the lifetime of the experiment. A
dead PMT is defined as a PMT with a counting rate of
less than 10% of the average rate of the 64 PMTs con-
nected to the same DIRC front-end board. Periods with
known problems are marked by vertical bands. Exclud-
ing these data, the failure rate, approximately constant
as a function of time, was measured to be 2.8 PMTs per
month. At the end of BABAR running, more than 97%
of the PMTs were still operational. The reduction in the
number of dead PMTs in the spring of 2003 and the fall
of 2007 occurred after the high voltage settings were in-
creased – see below for details.
The likely cause of most of the PMT failures was
a gradual breakdown of the vacuum inside the pho-
totubes, causing a glow discharge and light emis-
sion. Such discharges may have been triggered by cur-
rent spikes caused by high instantaneous PEP-II back-
grounds. These light flashes affected nearby PMTs be-
cause their glass enclosures were transparent. It is be-
lieved that the reason for the vacuum failure was the un-
necessarily thin front windows of the PMTs. The failure
rate further increased due to the corrosion of the glass by
the ultra-pure water in the SOB. Since individual PMTs
were not easily accessible, the corresponding high volt-
age channel had to be disconnected until the faulty PMT
could be unplugged. This and other temporary FEE-
related problems explain the loss of several PMTs at the
same time.
One effect of PMT aging was the reduction of the
dynode gain with exposure. This effect was mitigated
by raising the HV. Initially, before the PMTs were
mounted on the SOB in 1998, the high voltage for each
PMT was set to achieve a single photo-electron signal
of 20 mV.
Raising the HV was done twice during the decade
of BABAR operation. In 2003, an ADC calibration re-
vealed that the mean single photo-electron signal had
decreased to 15 mV, implying a 25% loss of gain in five
years. To restore the signal to 20 mV, the HV settings
were raised on average by 40 V in April 2003. The ex-
act value of the increase was decided individually for
each high voltage distribution channel, i.e., group of 16
PMTs. This procedure was repeated in the fall of 2007,
when the gain had dropped again by 25%.
The effect of the high voltage change on the number
of detected photons per track is clearly visible in Fig-
ure 55, showing the result of an oﬄine study of µ+µ−
pairs. The gradual decline in the mean number of pho-
tons per track (less than 2% per year) had no significant
effect on charged particle identification. Its origin re-
mained unknown.
Water System. The DIRC water system was designed
to maintain good transparency at wavelengths as small
as 300 nm. Any significant change in the transmis-
sion would have impacted the DIRC performance. The
DIRC water system is described in detail in an earlier
publication [8]. In the following, the focus is on the
experience with the system over the lifetime of the ex-
periment.
The water purification was based on filtration with
mechanical, charcoal, and resin filters, reverse osmo-
sis, degassing bubbles by pumping them through a
membrane, and removal of bacteria with UV light of
254 nm wavelength. Water with a resistivity close to
18 MΩ cm is very aggressive chemically, and therefore
most plumbing components were made of stainless steel
or polyvinylidene fluoride (Kynar). The main concern
was the long-term stability of the water transmission,
and, therefore, parameters such as water resistivity, pH-
value, and bacteria levels in the SOB supply and return
lines were monitored regularly. Furthermore, the rate
of leaching of sodium or boron from the PMT windows
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was monitored as a measure of the PMT glass removal
rate.
Figure 56 illustrates the performance of the purifica-
tion system. The pH-value of the supply water was usu-
ally close to 6.5, and the difference between pH-values
of the supply and return water was kept to less than 1.
The resistivity of the water was typically 18 MΩ cm in
the supply line and 8 − 10 MΩ cm in the return line at a
temperature of about 23 − 26◦C.
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Figure 56: DIRC water system performance over the lifetime of the
experiment: a) comparison of the pH-value and b) resistivity of the
water in the SOB supply and return lines.
The water transmission was measured periodically
in a one meter-long cell, which was comparable in
length to the optical path in the SOB. As experience
was gained, these measurements were performed less
often, typically at the beginning and at the end of each
running period, because one could rely on automatic
measurements of water resistivity and pH-value during
data taking. Figure 57 shows the water transmission at
three laser wavelengths. The measured photon absorp-
tion length at 442 nm was about 90 m.
4.4.5. Maintenance and Operational Issues
DIRC Maintenance. Various maintenance and preven-
tive maintenance activities were performed by the DIRC
team during shutdowns between periods of data taking.
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Figure 57: DIRC: Periodic measurements of the transmission of the
water in the SOB at three wavelengths. The vertical axis is zero-
suppressed in this graph.
These were the only times when the DIRC front-end
electronics and the PMTs could be easily accessed, be-
cause these components were located inside the BABAR
shield doors. The BABAR Hot Spares policy was applied
by the DIRC: spares of electronic boards which had
been validated in test stands were installed during shut-
downs, when they could be fully tested in situ, replac-
ing boards which were known to function well. These
boards could be trusted and were retained as replace-
ments, in case of a later failure during data taking. Bad
PMTs were individually disconnected from HV during
these shutdowns. As a result, the 15 other PMTs pow-
ered by the same HV channel were recovered after each
disconnection.
Hardware Problems. Failures of hardware components
during data taking were rare and random. In almost ten
years of data taking, about 10 crate controller boards
(12 were needed to run the detector: one per sector) and
30 front-end boards (168 were running in parallel in the
DIRC) had to be replaced. Of the six front-end crate
power supplies (powering two DIRC sectors each), only
one failed. A few HV boards failed over the years, but
they were readily fixed. The HV crates had few prob-
lems, and one spare crate was sufficient to deal with
these isolated problems.
In 2004, a data quality problem appeared that was
correlated with beam background. The problem was
eventually traced to a failure of the reboot of the DIRC
ROM master crate. During the reboot, the TDC ICs re-
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Figure 58: Damage to the DIRC front-end boards during the 2006
shutdown, dust, corrosion and open traces.
ceived a wrong clock signal whenever the input rates
were unusually high. As a result, all times were
shifted by 34 µs, and only random background hits were
recorded. A change in the reboot sequence avoided the
problem, without introducing dead-time.
Four fans died in the DIRC front-end crates between
the end of 2001 and mid-2005. Such failures impacted
data taking as they caused an automatic shut-off of the
crate. Six of the nine fans per tray could be bypassed
through EPICS, whereas the remaining three could not.
If any of these three fans had failed, the BABAR back-
ward doors would have had to be opened to replace the
broken components. Studies in 2005 indicated that the
fans had nearly reached their lifetime. Therefore, they
were all replaced during the fall shutdown. No new fail-
ures occurred during the remaining two and a half years
of operation.
Since the BABAR detector hall was not equipped with
air conditioning or filters, dust was always a concern.
As a precaution, the fan trays were removed from the
front-end crates and cleaned during each shutdown. Fan
speed monitoring was added to EPICS and checked
daily for fan weakness.
Dust Contamination of Front-end Electronics. An es-
pecially threatening situation arose during the 2006
shutdown, when nearby construction in the detector hall
generated substantial dust mixed with vehicle fumes.
During this time, following the usual shutdown pro-
tocol, the DIRC electronics were fully powered, both
to monitor their status and to allow online-related tests
to proceed (calibrations, front-end configuration, etc.).
With the backward end doors wide open, dust settled on
the DIRC front-end electronics. The boards, and there-
after crate components, started to fail at an increasing
rate.
The failed electronics boards were found covered
with dust and showed signs of corrosion, as illustrated
in Figure 58. Since most of the 180 boards had been ex-
posed to the dust, they were all removed and cleaned
commercially. Subsequent tests indicated that about
25% of the boards failed and had to be repaired. The
repairs included preventive maintenance: jumpers were
added on all boards to bypass potentially weak traces,
and the boards closest to the fans were painted with a
conformal coating. Preventive maintenance was also
performed on some components of the front-end crates.
After burn-in, the repaired components worked well un-
til the end of data taking 16 months later, with a failure
rate similar to that before the shut down.
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Inspection of the SOB. After the end of data taking, the
ultra-pure water was drained and the SOB was kept dry
by circulating nitrogen. Some months later, the SOB
was opened for the first time in many years. The goals
of this opening were threefold. First, to proceed with
the disassembly of the BABAR detector; second, to ac-
cess, extract, and store the DIRC fused silica bars for
future use; and third, to inspect the PMTs and quartz
glass windows.
As shown in Figure 59, the ends of the bar boxes pro-
truding into the SOB were very clean. The fact that
they are perfectly illuminated by a flash light is an in-
dication of the quality of the bars, protected for over
ten years by the bar boxes and the N2 flow. A careful
inspection did not reveal any significant aging effects.
The Epotek 301-2 [93] epoxy joints connecting the four
equal-length fused-silica pieces that make up the 4.9 m-
long DIRC bars had been of particular concern. The
joints did not show any sign of yellowing although this
particular epoxy turned yellow in laboratory tests after
an exposure greater than 1019 − 1020 photons per cm2
at 350 nm (with a threshold around 5 × 1018). This
level is hard to reach in an actual experiment such as
BABAR. However, this problem should not be underesti-
mated when preparing an experiment for which a high
light background is anticipated. Furthermore, data-MC
comparisons based on di-muon events also showed no
evidence for degradation of the optical properties of the
Epotek joints.
Figure 59: DIRC SOB: Inner cylinder and the windows of several of
the 12 bar boxes (left), and the face of a bar box showing the ends of
12 fused-silica bars (right).
A great surprise on opening the SOB was the appear-
ance of the entrance windows of the PMTs lining its
back wall (see Figure 60). Most of the PMT windows
appeared white or frosty due to fine surface cracks, ex-
cept for about 2% that remained transparent. By cor-
relating the location of the few remaining transparent
PMTs in the SOB with their serial numbers, it was
found that almost all of them came from the very first
production batch. Already in 2000, after about a year of
operation, some 50 PMTs with these white surfaces had
been discovered. This abnormal appearance was traced
to a difference in the chemical composition of the glass
in a single production batch.
While a slow but continuous and uniform decrease of
the DIRC photon yield had been observed as a function
of time, there was no evidence of a correlation of this
effect with the degradation of the PMT front windows.
Some 20 frosty PMTs were removed from the SOB and
their photon detection efficiencies in air were measured
and found comparable to that of a new tube with a trans-
parent window. Therefore, the decrease in photon yield
is more likely due to PMT dynode aging, expected for
an estimated accumulated charge of about 150 C in ten
years of operation.
Figure 60: DIRC SOB after completion of data taking, left: full half
of the SOB (six sectors); right: a small section of the walls lined with
PMTs, one of them with a glass window still transparent.
4.5. Electromagnetic Calorimeter
4.5.1. Introduction
The electromagnetic calorimeter consisted of 6580
Thallium doped Cesium Iodide [CsI(Tl)] crystals. It
was divided into a barrel section composed of 48 rings
with 120 crystals each and a forward endcap composed
of 8 rings with 80-120 crystals. The crystals, extend-
ing from 15.8◦ to 141.8◦ in polar angle, were indexed
from 1-56 counting from the innermost ring of the end-
cap, and from 0-119 in azimuth angle, counting from
the horizontal plane.
Each crystal was read out by a pair of PIN diodes,
connected to a charge sensitive shaping preamplifier.
These preamplifiers had two integrations of 250 ns and
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one differentiation of 500 ns. To avoid pile up due to
beam background, the shaping times were chosen to
be shorter than the scintillation decay time of CsI(Tl)
which has two components, a fast signal of 680 ns (64%
of the pulse) and a slower signal of 3.34 µs duration
(36% of the pulse). This resulted in a photo-electron
yield of ≈3900 photo-electrons/MeV as compared to
≈7600 photo-electrons/MeV expected for a shaping
time of 2 µs. The choice of shaping time reflects an
optimization between photon statistics and beam back-
ground effects on the calorimeter resolution.
The uniformity of the light collection efficiency along
the length of the crystals had been adjusted by selec-
tively roughing or polishing the crystal surface to re-
duce or increase reflectivity. The adjustment was origi-
nally performed with a PMT-based crystal readout. The
geometrical difference between photodiodes and PMT
readout introduced a small systematic non-uniformity,
which for photons below 1 GeV worsened the resolu-
tion by up to 0.3%, while for high energy photons the
resolution improved slightly [94]. The light yield uni-
formity of the crystals changed during the life of the
experiment as described in Section 4.5.5.
The key requirement for EMC performance was the
stability of the energy response across the full energy
range of 1 MeV to 10 GeV. To maintain this stability, it
was necessary to perform precise calibrations of crys-
tal light yield and uniformity, because radiation dam-
age was expected to change the physical characteristics
of the CsI(Tl) crystals. A study of the effects of high
levels of absorbed radiation doses on the EMC is pre-
sented below. Instant bursts of radiation during data tak-
ing with stable beams, causing high background condi-
tions, were less of a concern for calorimeter data quality.
The increase in the number of crystal signals per event
had a modest effect on the dead-time of the detector,
and beam-background photons overlapping with show-
ers from physics processes led to a slight increase in the
measured photon energy, but no significant effect on the
energy resolution of neutral particles was observed.
4.5.2. Routine Operation and Maintenance
During routine operation the EMC required very little
maintenance. The Fluorinert chillers for crystal cooling
and the water chiller that regulated the temperature of
the front-end electronics were continuously monitored
and the fluid levels had to be adjusted on a regular basis.
Since temperature variations influence the light yield
in CsI(Tl), the EMC temperature was controlled within
±1◦C.
For the daily, centrally performed, BABAR-wide cal-
ibration, a light-pulser system was operated to check
each channel of the EMC for electronics problems. The
light pulser system was also used to monitor the trans-
parency of the crystals which were affected by radiation
damage, as well as the coupling of the photodiodes to
the crystals.
To ensure precise linearity and accurate pedestal sub-
traction, a set of calibrations of the EMC electronics [1]
was performed to determine pedestals, gains, and lin-
earity of the readout chain, from the PIN diodes to the
ADCs, after any hardware intervention.
Electronics repairs were carried out on a regular ba-
sis. Front-end failures occurred primarily on the Input-
Output-Boards (IOB) and the ADC-Boards (ADB).
Many of the malfunctions were traced back to bad con-
nections between the boards: since each IOB connected
to six ADBs in the barrel and four ADBs in the endcap,
poor alignment and expansion with temperature caused
bad contacts. Repairs were necessary about twice per
month.
On a few occasions, water leaks in different cool-
ing systems caused damage to the EMC front-end elec-
tronics, and in some cases also to the bias voltage cir-
cuitry for the PIN diodes. The preamplifiers and PIN
diodes, located inside the EMC enclosure, proved to be
highly reliable, which was crucial, since they were in-
accessible. Only three of the 6580 crystals could not be
read out, because both readout chains were permanently
damaged soon after the start of the experiment.
4.5.3. Crystal Light Yield Calibrations
The calibration of the EMC was performed in two
steps: first, the charge-to-energy conversion for the sin-
gle crystals (this section) and second, the photon energy
calibration of the EMC clusters (see Section 4.5.6).
To obtain a precise energy calibration for the crystals,
two sets of calibrations were performed periodically,
based on electrons and positrons from Bhabha scatter-
ing and photons from a radioactive source. The radioac-
tive source calibration used photons at 6.13 MeV, while
the calibration with electrons from Bhabha events cov-
ered the opposite end of the energy spectrum at energies
of several GeV. The results of the two procedures were
interpolated. Initially, both sets of calibration constants
were determined every 2-4 weeks. Bhabha events were
accumulated during normal data taking using a calibra-
tion trigger stream to record them at a preselected rate of
typically 1 Hz. The energies deposited in the crystals in
Bhabha events were compared to MC predictions to de-
rive a calibration constant for each crystal [95]. During
the latter part of the experiment, the procedure to de-
termine calibration constants from Bhabha events was
fully automated.
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The radioactive source calibration was based on
6.13 MeV photons from decays in the neutron-activated
fluoro-carbon Fluorinert (FC-77), which was pumped
through tubes mounted in front of the crystals. A de-
tailed description of this system is given elsewhere [1].
This source calibration required a down time of about
two hours. The data acquisition relied on a cyclic trig-
ger to record the maximum number of decays possible.
The photon spectrum for each crystal was fitted to ex-
tract the calibration constants.
4.5.4. Digital Filter
The EMC online readout software extracted the time
and magnitude of energy deposits from the waveforms
recorded for individual crystals. A time-domain digi-
tal filter was applied to waveforms from the lowest gain
amplifier (range maximum equal to 25 MeV) to suppress
electronics noise and signals from other beam crossings,
the combination of which will be referred to simply
as noise. For each raw waveform, a filtered waveform
was generated by convolving the channel raw waveform
with a set of filter weights. The energy deposit was esti-
mated from the maximum of a parabolic fit to the high-
est filtered waveform sample and its two neighboring
samples.
The filter was constructed to optimize the signal-to-
noise ratio, assuming a typical CsI(Tl) signal shape and
beam background that is random in time. The cal-
culation of the filter weights required the ideal signal
shape and noise auto-correlation function for each crys-
tal. The signal shape was extracted from raw waveforms
from cosmic rays recorded without beams, while the
noise characterization data were recorded during typical
colliding-beam conditions. The derivation of the filter
weights w from noise waveform data n and ideal signal
waveform s follows from optimal filter design theory:
a(k) = < nlnl+k >,
Ai j = a(|i − j|),
w = A−1s/sT A−1s, (6)
Since the convolution of the raw waveform with the pre-
determined filter weights was performed as part of the
readout, the processing time impacted the maximum
event readout rate and could potentially generate data
acquisition dead-time. Consequently, the number of fil-
ter weights was limited to eight. The use of a different
set of weights for each calorimeter channel increased
the memory bandwidth, but the channel-to-channel flex-
ibility allowed the highest degree of optimization of
the signal-to-noise ratio. In the central section of the
calorimeter barrel, where the background was relatively
light, the filter weights created longer integration times
and reduced the contribution from electronics noise.
On the other hand, the filter weights for channels in
the far forward region of the calorimeter endcap created
filters with short time constants that reduced the overlap
with beam-induced background at the cost of increased
signal-to-noise. With the implementation of the digital
filter, the improved single channel energy resolution al-
lowed the energy threshold for the recording of crystal
hits to be lowered from 1 MeV to 0.75 MeV without a
noticeable increase in the average number of channels
read out per event.
4.5.5. Crystal Aging
During the operation of BABAR, the EMC was ex-
posed to intense levels of radiation which resulted in
radiation damage to the crystals. Because of the energy
asymmetry of the PEP-II beams and the BABAR layout,
the endcap crystals experienced higher levels of radi-
ation, up to about 2.2 kRad, compared to crystals in
the backward section of the barrel, typically 500 Rad.
The absorbed dose was monitored by 115 RadFETs dis-
tributed throughout the EMC (see Section 2.5.5).
Radiation damage to the crystals had two principal
effects: a reduction of the total light output of a crystal,
and a change in the uniformity of the light produced
along the length of a crystal, introducing a dependence
on the depth of the energy deposition inside a crystal.
The change in the total light output for each crystal
as measured during the experiment with the radioac-
tive source calibration was -6% in the backward bar-
rel, -10% in the forward barrel and -14% in the endcap.
Although the backward barrel and forward barrel had
similar radiation exposure, the decrease in light yield
differed. As demonstrated in Figure 61, this could be
explained by the difference in light yield for crystals
supplied by different manufacturers: Crismatec [96],
Hilger [97], Kharkov [98] and Shanghai [99]. For the
same manufacturer, the light output degradation in the
forward barrel and the backward barrel was similar, al-
though the rates of change for the barrel and the endcap
differed. In general the crystals delivered from Shang-
hai performed best in all parts of the EMC, with Cris-
matec being second, whereas crystals from Kharkov
and Hilger had higher sensitivity to radiation. It is in-
teresting to point out that while the Kharkov crystals
showed a continuous decrease in light yield, crystals
from Shanghai and Hilger exhibited a slower light-yield
decrease, in particular in the endcap, after the start of the
trickle injection in March 2004. With the initial average
light output of crystals of ≈3900 photo-electrons/ MeV,
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Figure 61: Fractional change in the EMC crystal light yield based on
periodic calibrations with a radioactive source; top: backward barrel,
center: forward barrel, and bottom: forward endcap, as a function
of the accumulated radiation dose averaged over crystals produced at
different foundries.
the total decrease in light yield had little impact on the
energy resolution.
The change of the light output uniformity along the
length of the crystal was estimated in-situ by compar-
ing the results of the light yield changes as measured
by source calibration at 6.13 MeV and Bhabha calibra-
tion with electrons of up to 9 GeV momentum. While
the source calibration was only sensitive to light output
changes in the front of the crystal, the Bhabha calibra-
tion probed the whole length of the crystal. As one can
see from Table 9 the results of the two measurements
were significantly different, in particular in the endcap.
This was an indication that light yield uniformity was
affected by irradiation. Its variations in various parts of
the detector was most likely related to the manufacturer,
just as in the case of the total light yield. Note that, in
contrast to numbers quoted above, the table only shows
the degradation of the light yield since 2001.
Table 9: EMC: Comparison of the total light yield change in various
parts of the EMC as measured by radioactive source calibration and
Bhabha calibration from January 2001 until April 2008.
Source Bhabha
Backward Barrel −3.7% −3.5%
Forward Barrel −5.8% −8.0%
Endcap −6.6% −14.0%
Dedicated studies [94] showed that for an exposure
of 2 kRad the light yield uniformity changed by up to
(−3.0 ± 0.7)%. A change of this magnitude would lead
to a 3% worsening of the resolution for photons below
500 MeV and an improvement of the resolution for pho-
tons above that value, due to compensation of the rear
shower leakage.
4.5.6. Photon Energy Calibration
The final step in the energy calibration of EMC clus-
ters relied on photons from radiative processes and pi0
decays. It followed the calibration of the amplification
and readout chain (see Section 4.5.2), and the charge-to-
energy conversion for single crystals (see Section 4.5.3).
Photon energies measured in the calorimeter were
lower than their true values because of the following ef-
fects:
1. Energy leakage out the back of the crystals which
had a length of 16 - 17.5 radiation lengths;
2. Material in front of the EMC, mostly the DIRC
quartz bars;
3. Material between the crystals consisting of the car-
bon fiber housing that held the crystals as well as
wrapping material.
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In addition to these energy losses, both the data acquisi-
tion and the reconstruction software imposed require-
ments on the minimum crystal energy, optimized for
noise rejection. Because of all of these effects, the mea-
sured cluster energy had to be calibrated to be able to
reconstruct the true energy of the incident electrons or
photons.
Cluster Energy Calibration. The cluster calibration
required methods which provided a calorimeter-
independent determination of the shower energy
(mostly from photons). The predicted energies had to be
compared to their measured energies in the EMC over
the range extending from well below 100 MeV from
the calibration source up to the highest energies from
Bhabha scattering. Since no single process spanned the
whole energy range. Photons from pi0 → γγ decays in
multi-hadron events were used in the low-energy range
(70 MeV < Eγ < 2 GeV), and the high-energy range
(400 MeV < Eγ < 6 GeV) was evaluated using photons
from radiative muon-pair production, e+e− → µ+µ−γ.
The calibration function C = f (Eγ, θγ) depends on
the energy Eγ and the polar angle θγ of the incident
photon. The goals of the calibration were twofold, to
correct the measured cluster energies to obtain the true
photon energies, and to assure that the detector simu-
lation based on GEANT4 [11] correctly reproduced the
polar angle dependence of these corrections. The cover-
age of the full parameter space in Eγ and θγ was limited
by statistics, so we factorized C and relied on projec-
tions of the calibration function,
C = f (Eγ, θγ) = g(Eγ) · h(θγ) . (7)
In a first step, the polar-angle dependent factor h(θγ) was
determined using radiative muon pairs. After correct-
ing for h(θγ), the energy-dependent factor g(Eγ) was ex-
tracted over the full energy range by combining results
from selected pi0 decays and radiative muon pairs.
Calibration With Radiative Muon Pairs. Since the ini-
tial state momenta of the process e+e− → µ+µ−γ are
known and the muon momenta are measured in the
tracking system, the energy and the polar angle of the
photon can be determined by a kinematic fit, indepen-
dent of any calorimetric measurement. The predicted
photon energy Efit was compared to E
γ
rec, the photon en-
ergy measured in the EMC, by considering the distribu-
tion of the ratio Eγrec/E
γ
fit. The average values 〈Eγrec/Eγfit〉
were quantitatively evaluated by the peak position of a
fit with a modified log-normal distribution [100]. In the
MC simulation, the cluster calibration function was ex-
tracted using the true photon energy Eγtrue, instead of the
predicted one.
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Figure 62: EMC energy calibration: Polar angle θ (crystal index)
dependence for three photon energy ranges from selected µµγ events
(2006 data). The data do not cover the very forward endcap. The lines
represent the parameterization for the three energy ranges.
The asymmetric line shape of the photon response
distribution Eγrec caused systematic shifts of the ratio
Eγrec/E
γ
fit and therefore the data-MC ratio had to be used
to extract the calibration function.
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Figure 63: EMC: Photon energy calibration based on pi0 and µµγ
data after applying the θ-dependent calibration (2006 data). The solid
line represents the calibration function extracted from a fit to all data
points.
The polar angle dependence h(θγ) of the calibration
function was determined for seven intervals in θiγ (av-
eraged over seven crystals each). The following ratio
yielded the θ-dependent calibration function:
hdata(θiγ) =
hMC(θγ) · 〈Eγrec/Eγfit〉data(θiγ)
〈Eγrec/Eγfit〉MC(θiγ)
. (8)
The function was measured for three different ranges of
the photon energy as a function of the polar angle of the
crystals and is shown in Figure 62.
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To derive the energy-dependent calibration function
g(Eγ) for the MC simulation, the θ-dependent correction
h(θγ) was applied and gMC(Eγ) was obtained using the
true photon energy. The calibration function for data
was extracted as,
gdata(Eiγ) =
gMC(Eγ) · hdata(θγ) · 〈Eγrec/Eγfit〉data(Eiγ)
hMC(θγ) · 〈Eγrec/Eγfit〉MC(Eiγ)
.(9)
Calibration with Photons from pi0 Decays. To measure
g(Eiγ) in the low-energy regime, pi
0 decays with the two
photons in the same energy range (symmetric pi0’s) were
selected. The distribution of the invariant mass mγγ of
the pi0 candidates is shown in Figure 64 for photons in
the range 70 MeV < Eγ1 , Eγ2 < 90 MeV. The combi-
natorial background contribution was taken from two
photons in two different events. Subtracting this back-
ground from the invariant mass distribution yielded a
clean pi0 signal (Figure 64).
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Figure 64: EMC: γγ invariant mass (a) before and (b) after sub-
traction of the combinatorial background. The photon energies were
restricted, 70 MeV < Eγ1 , Eγ2 < 90 MeV (2006 data).
The pi0 mass distribution is a convolution of the two
asymmetric photon response functions; because of the
asymmetric shape of the photon response, the invari-
ant mass mγγ distribution is shifted relative to the nom-
inal pi0 mass , even if the photon response were per-
fectly calibrated. This shift is a function of the pho-
ton energy resolution, the tail of the photon response
function and the photon position resolution. To account
for these effects, the calibration function gdata(Eγ) in the
low-energy regime was determined as the ratio of the
average invariant mass obtained with calibrated photon
energies in the MC simulation and the average invari-
ant mass obtained with uncalibrated photon energies in
data,
gdata(Eiγ) =
CMC(Eγ, θγ) · 〈mγγ〉MC(Eiγ)
hdata(θγ) · 〈mγγ〉data(Eiγ)
. (10)
The average values of the invariant mass distributions
〈mγγ〉were taken as the peak position determined by a fit
of a modified log-normal distribution [100]. Figure 63
shows gdata(Eiγ) on a logarithmic Eγ scale determined
from both the µµγ and the pi0 calibrations. The results
of the two calibrations agree well in the overlap region.
This procedure relied on an excellent description of
the data by the MC simulation. Any deviation would
cause systematic shifts in the invariant mass and there-
fore shifts of the calibration function. Based on typi-
cal discrepancies between data and MC simulation, the
systematic uncertainties were estimated to be 0.3 % for
the pi0 calibration. For the calibration based on radiative
muon pairs, the systematic uncertainties decreased from
0.5 % at the lowest energy to 0.1 % at the highest.
The invariant mass ratio of data and simulation for
the pi0 sample before and after the cluster calibration is
shown in Figure 65. Before the cluster calibration, the
differences between data and MC simulations were as
large as 1.5 % and were Eγ and θγ dependent. After the
cluster calibration, the data were well reproduced by the
MC simulation, and they are, within errors, independent
of Eγ and θγ.
The data-MC ratio Eγrec/E
γ
fit for selected radiative
muon pairs is shown in Figure 66. As in the case of the
pi0 sample, after applying the calibration, the data are
well described within the estimated uncertainties. No
remaining dependence on Eγ and θγ is observed.
The energy resolutions of high-energy photons for
Runs 1 and 6 are compared in Figure 67. The reso-
lution obtained for Runs 2–6 is very similar, and sig-
nificantly better than for Run 1. Starting from Run 2,
the digital filter was employed to optimize the signal-
to-noise ratio for the expected EMC signal shape (see
Section 4.5.4). This improved the single-channel res-
olution and allowed a lower energy-threshold setting,
further improving the overall energy resolution. A fit to
the Run 6 data with Eγ above 3 GeV results in an energy
resolution which may be parameterized as,
σ(Eγ)
Eγ
=
0.027
4
√
Eγ( GeV)
⊕ 0.010. (11)
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shows the parameterization of the resolution determined in 2001 [1],
based on photons from pi0 decays and electrons and positrons from
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Validation of the Cluster Energy Calibration. In the de-
cay process Σ → Λγ → ppiγ, the photon energy is con-
strained and therefore the process can be used to per-
form independent tests of the calibration in the low pho-
ton energy range (50 < Eγ < 400 MeV).
The photon energy can be calculated using charged
particle tracking and identification,
Ecalcγ =
M2Σ − M2Λ
2(EΛ − pΛ cos θΛγ) , (12)
where M denotes the mass, EX the energy, pX the mag-
nitude of the momentum of the baryons (the subscript X
stands for Λ or Σ) and θΛγ is the opening angle between
Λ and γ.
The ratio of the predicted to the measured photon en-
ergy was measured as a function of Eγ and θγ and found
to be consistent with unity to within the total uncertain-
ties of about 1 %.
The photon energy scale in the range from 1.5 GeV
to 3.5 GeV can be probed by the decay process B0 →
K∗0γ → K+pi−γ. The difference between the recon-
structed energy Erec of the B0 and the beam energy E∗beam
(both in the Υ(4S ) rest frame)
∆E = Erec − E∗beam (13)
contains the cluster energy. It was determined by using
the measured particle momenta and identification, and
the photon energy. The measurements yielded ∆Edata =
(−8.7 ± 2.3) MeV for the data and ∆EMC = (−8.5 ±
0.2) MeV for the MC simulation. This translates to a
deviation of the photon energy scale of (−0.35±0.09) %
.
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EMC Monitoring with Muons. The energy loss of min-
imum ionizing muons from e+e− → µ+µ−(γ) pair pro-
duction in a single CsI(Tl) crystal was typically 200
MeV. It was used as a continuous monitor of the stabil-
ity of the whole calibration procedure. The average en-
ergy deposition for a muon track passing through a sin-
gle crystal, normalized to the path length, was recorded
as the peak position from a fit using a modified log-
normal distribution [100] for each crystal. The time de-
pendence of the average energy loss as a function of the
polar angle is shown in Figure 68 for the barrel section
of the calorimeter, separately for Runs 2-7. For each po-
lar angle, the data were averaged over the 120 crystals
in φ. Since the muon energy increased with decreasing
polar angle θ, the relativistic rise of dE/dx [101] led to
an increase of the average energy deposition in the for-
ward direction. The variation over the data taking period
from 2001 to 2008 was about ±0.5 %.
The normalized muon energy deposition could also
be used to determine the light yield calibration factors
for each crystal.
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Figure 68: EMC stability: Muon energy deposition per track length
in the crystal, averaged in φ, as function of the polar angle θ (crystal
index) for different data taking periods.
4.5.7. Preshower Photons
As determined from MC simulation, photons pro-
duced in B0B0 events had a probability of 10% to in-
teract with the material of the inner detector before they
reached the EMC. Such preshowers led to energy losses
and resulted in a degradation of the EMC resolution
(Figure 69).
Most of the material between the IP and the EMC
crystals was in the SVT and the DIRC ([1] Figure 3).
A photon interacting in a DIRC silica bar, at a short
radial distance from the EMC, would leave a signal in
the DIRC that could in principle be used to identify the
preshower and correct for the energy loss.
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Figure 69: Ratio of measured EMC energy Emeas to true energy Etrue
for photons in simulated B0B0 events, separately for photons with or
without a preshower before reaching the EMC
Identification of Preshowers. Many of the electrons
and positrons originating from a photon conversion pass
through the DIRC bars and emit Cherenkov light. It is
possible to associate these Cherenkov photons with the
neutral EMC cluster produced by the same photon.
The reconstruction proceeded as follows: an attempt
was made to link the detected Cherenkov photons with
charged tracks in the DCH. Cherenkov photons which
could not be associated with a charged track might be at-
tributed to preshower photons. To do this, neutral clus-
ters in the EMC were used to extrapolate photon tra-
jectories to the DIRC bars, and their intersections were
used in the same Cherenkov angle reconstruction algo-
rithm that was commonly applied to charged tracks. For
approximately 80% of preshowers it was possible to as-
sociate DIRC information with the preshower in MC
events.
Preshowers were identified using a neural network
(NN) based on quantities from the Cherenkov ring fit
and a number of EMC variables as input to the NN clas-
sifier. This approach improved the background rejection
while maintaining good efficiency, and allowed users to
tailor the efficiency or background rejection to the needs
of their analysis.
The NN was trained on simulated B0B0 events with
45,000 photon candidates each in the preshower and
non-preshower samples. For both samples, NθC , the
number of Cherenkov photons associated with the in-
cident photon, was required to be greater than four. The
DIRC quantities used as inputs to the NN were: the
Cherenkov angle determined by the ring fit θC , the er-
ror on the Cherenkov angle, the number of Cherenkov
photons NθC , the ratio of the number of background
Cherenkov photons to signal Cherenkov photons as de-
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Table 10: Identification of photon preshowers in the DIRC: Effi-
ciency and purity of the preshower sample in simulated B0B0 data for
three thresholds on the NN output. The default value in the standard
analysis is at 0.5625.
NN threshold efficiency purity
-0.6 0.90 0.11
0.5625 0.42 0.55
0.9 0.21 0.77
termined by the ring fit algorithm, and the chi-square
probability of the ring fit. The EMC quantities used as
input were: six shower shape variables and moments,
and the number of crystals in the photon cluster. Ap-
proximately 4% of the µµγ events selected by the trig-
ger passed the default NN selection. Table 10 gives the
efficiency and purity for three different thresholds on the
NN output for preshower candidates in simulated B0B0
events.
Preshower Correction. A simple procedure was used
to correct for the energy loss Eloss due to preshowers
in the DIRC. A study of simulated preshowers in B0B0
events indicated that Eloss scaled linearly with the path
length in the DIRC bars and was proportional to the
number of signal Cherenkov photons associated with
the preshower Nsig,θC . The energy correction was cal-
culated for six evenly spaced intervals in the polar angle
θ (0.47 ≤ θ ≤ 2.46 rad to cover the acceptance of the
DIRC) and as a function of Nsig,θC (0 ≤ Nsig,θC < 19 and
19 ≤ Nsig,θC ). The energy correction ranged from ap-
proximately 20 MeV to 60 MeV and did not depend on
the initial photon energy.
The performance of the preshower correction was
studied with e+e− → µ+µ−γ event samples. Figure 70
shows the ratio of the measured photon energy Emeas to
the true photon energy Etrue which was determined from
a kinematic fit. The energy correction shifted the distri-
bution closer to the expected value; the improvement to
the overall photon energy resolution was small.
4.6. IFR Operation and Performance
The IFR, consisting of a barrel section and two end-
caps, was the principal detector system designed to
identify muons and other penetrating particles. Due to
serious aging problems of the RPCs, the IFR underwent
major upgrades. The original chambers were replaced
in the forward endcap by RPCs of an improved design
(see Section 3.5.1) and in the barrel by LSTs (see Sec-
tion 3.6). As a consequence, the IFR performance var-
ied strongly with time and was monitored very closely.
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Figure 70: Correction for photon preshowers in the DIRC: Ratio of
measured EMC energy to true photon energy with (solid histogram)
and without (dashed histogram) the energy correction for µµγ events
data passing the default threshold on the NN output.
The IFR detectors and hardware were controlled and
monitored by the EPICS data control software. The
LST and RPC HV were ramped down (up) before (after)
PEP-II injection in less than a minute. Injection volt-
ages were chosen to have very low gas gain to make
the chambers insensitive to beam backgrounds. Follow-
ing the adoption of trickle injection, the RPC and LST
chambers were constantly kept at operational voltage,
except for occasional beam aborts. Chamber currents,
voltages, rates, gas flow, beam conditions and temper-
ature were recorded in the conditions database. With
the addition of oﬄine efficiency measurements, the per-
formance of the RPCs and LSTs could be tracked and
changes in efficiencies or currents could be correlated
with changes in environmental or PEP-II conditions.
4.6.1. Resistive Plate Chambers
RPC Efficiency. Average RPC efficiencies per chamber
were measured by µ pairs during normal colliding beam
data and by cosmic rays during dedicated plateau cali-
bration runs. The average single gap RPC efficiencies
measured by µ pair events in the first five years of op-
eration are shown in Figure 71 for the forward endcap,
backward endcap, and central barrel regions. During the
shutdowns between Runs, electronics and HV connec-
tions were repaired, slightly improving performance.
The degradation of the RPC efficiency with time was
dramatic and motivated the replacement of the cham-
bers. The forward endcap RPC replacement at the end
of 2002 restored the efficiency in this region. The fi-
nal layer efficiencies at the end of data taking in 2008
were 90.5% in the forward endcap and 43.1% in the
backward endcap. A more detailed history of the barrel
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RPCs is shown in Figure 75 indicating a similar degra-
dation with time.
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Figure 71: Single gap RPC efficiencies determined from dimuon
events accumulated during data taking as a function of time from Jan.
2000 to May 2005. The color code differentiates data from the for-
ward, the backward, and the barrel RPCs.
RPC Backgrounds. The central barrel and backward
endcap RPCs were well-shielded from the PEP tunnel
and interaction region. Noise rates with beam were sim-
ilar to noise rates without beam. The only significant
exceptions were associated with failures of the PEP-II
beam abort system. In 2001 and 2002, there were sev-
eral instances of asynchronous beam aborts in which the
high energy beam was not steered onto the beam dump
but was lost in the beam pipe just before the BABAR Hall.
Large pulses of neutrons flooded the entire detector of-
ten tripping many RPC HV channels. Much worse,
however, was the permanent damage done to the FEC
electronic cards as described in Section 3.5.1. Any-
where from 5-40% of the barrel electronics were dam-
aged in each incident. Repair of the broken channels
was often delayed by several days and took over one
week. Data taken after the worst of these incidents were
unusable for physics analysis requiring muon identifica-
tion. An interlock was developed to warn shift operators
when the beam abort system had lost its synchroniza-
tion. RPC HV could then be ramped down as a precau-
tion. This strategy prevented the reoccurrence of this
failure mode.
The RPCs in the forward endcap experienced signif-
icant backgrounds in two areas. Streamer rates pro-
duced by backgrounds and signals varied considerably
(from 0.1 to 20 Hz/cm2) depending on layer and posi-
tion as shown in Figure 72. In the inner layers (1-12)
the chamber occupancy was highest around the beam
line. Signal rates, currents, and occupancy were propor-
tional to the PEP-II luminosity and were typically 30
to 50 kHz per chamber in layer 1 (the innermost one)
with peak rates of up to 20 Hz/cm2. The rates decreased
with increasing layer number, reaching a minimum in
layer 11 at about 1/4 of the layer 1 rate. The rates in the
outer layers (13-16) were sensitive to backgrounds from
PEP-II entering the outside of the endcap. The rates in
layers 13-14 were typically 2 Hz/cm2. Rates in layers
15-16 were even higher (sometimes above 10 Hz/cm2)
and prevented normal operation of these layers until a
shielding wall (described in 2.5.3) was installed in the
fall of 2004. The twenty small RPCs surrounding the
endcap had moderate noise rates of ≤ 3 Hz/cm2.
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Figure 72: Two dimensional occupancy plot during normal data tak-
ing for the RPC forward endcap layer 1. The high rate in the ring
around the beam line was proportional to luminosity and exceeded 20
Hz/cm2. The rates near the outer edges of the layer were consistent
with the rate expected from cosmic rays.
4.6.2. Limited Streamer Tubes
The LST system performed very well during BABAR
data taking, requiring minimum maintenance and inter-
vention, while dramatically improving the overall muon
identification. To ensure a high operational efficiency,
routine checks and measurements were performed pe-
riodically. In addition to daily checks of HV currents
and trips, of the gas system, and of online occupancies
and multiplicities, background conditions were checked
once a week to spot anomalous changes in the cur-
rents versus rate. Every month, HV plateau measure-
ments were carried out for all two-cell segments to look
for changes that might indicate mechanical or electri-
cal problems, symptoms of aging, or changes in the gas
mixture.
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Sensitivity to Beam Backgrounds. The LSTs were de-
signed to cope with steady state beam backgrounds up
to luminosities of a few times 1034 cm−2s−1. Since the
current drawn by a LST is proportional to the counting
rates, i.e., to the exposure to radiation and background,
LSTs in layers close to the beam line were expected to
draw higher currents than those at larger radii. As the
PEP-II luminosity grew, the currents in the inner lay-
ers exceeded the expectations by about a factor of three,
and this raised concerns about the lifetime of the tubes.
Beam instabilities resulting in intense bursts of radia-
tion could lead, in the innermost layers, to self-sustained
discharges in the tubes and high voltage trips which re-
quired a power cycle for the entire layer. The current
and singles rates during collisions were continuously
monitored to track their dependence with increasing lu-
minosity.
Figure 73 shows for three different layers the evolu-
tion of the ratio of the average LST current to the PEP-II
luminosity for the period extending from January 2005
to the end of the data taking in April 2008. After an
early period of high currents, induced by high back-
grounds, and some HV problems, the currents dropped
by 30% and remained stable. Short term variations were
caused primarily by beam instabilities. The currents in
the outer layers were about a factor of ten lower than
those in the first layer. By comparison, the average
currents drawn during periods with no beams showed
no significant increase over three years of data taking.
Thus, there was no evidence of aging of the LSTs.
Due to the higher levels of exposure to beam gener-
ated backgrounds, the LSTs in the inner two layers that
most frequently caused HV trips were connected to ded-
icated power supply and kept at lower voltage. A few of
them (about 0.5%) were totally disconnected from the
high voltage. This was the principal source of single
layer inefficiency during the data taking.
High Voltage Power Supplies. In total 18 power sup-
plies (three per sextant) were required to power the
LSTs. These supplies were mounted in three racks.
In each rack, an additional supply was installed which
served as a clinic to study and fix HV channels that suf-
fered from various problems. The high granularity of
the custom-designed LST high voltage system permit-
ted an efficient redistribution of the connections, such
that multiple HV channels could be used for a single
tube, minimizing HV trips and avoiding the need to re-
duce the HV for the whole layer. Another important
feature was the ability to disconnect individual two-cell
HV segments without affecting the remaining segments
in the tube. Often these HV segments were connected
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Figure 73: Average LST currents as a function of calendar time: (top)
Ratio of the average currents to the PEP-II luminosity recorded dur-
ing colliding beams and (bottom) currents drawn for cosmic ray data
recorded without beams.
to the clinic supply for diagnostics, conditioning and re-
pairs.
In three years of operation, the down time caused by
the LST HV system was minimal. Most of the down
time was caused by self-sustained discharge initiated by
high backgrounds or by very high currents due to high
humidity. Among the few isolated problems were occa-
sional failures of HV regulators and current monitors (5
out of 2000).
During the early LST operation, it was observed that
in conditions of high atmospheric humidity (dew point
> 15◦C), the HV currents increased by several hun-
dred nA per channel. Although this did not adversely
impact the performance of the LSTs, it caused occa-
sional HV trips and affected the current monitoring. The
likely cause were surface currents from the HV pins of
the tubes which were exposed to air. The problem was
solved by flowing several liters per minute of dry air into
the IFR gaps.
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Dead and Noisy Channels. At the end of the data tak-
ing, less than 0.5% of the signal channels malfunctioned
(23/4656 wires and 26/5070 z-strips), highlighting the
effective quality control during fabrication and installa-
tion. No failures of the front-end electronics, such as
dead or noisy channels or broken boards or crates, oc-
curred.
Muon Efficiency. The detection efficiency of the LST
detector was measured by using pair-produced, high
momentum muons. The average efficiency at the end
of BABAR data-taking was about 88%, slightly below the
geometrical acceptance of 92%. The main sources of
the additional inefficiency were broken connections on
strips or wires that had been disconnected or kept at
lower voltage. Figure 74 shows the average efficiency
of the 72 LST planes, immediately after the installa-
tion and at the end of the data taking. The worst re-
sults were obtained for the two innermost layers. How-
ever, their efficiency loss did not significantly impact the
muon identification.
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Figure 74: Single gap efficiency distribution of all LST layers shortly
after the installation in 2004 (shaded) and at the end of the data taking
in 2008 (white), with averages of 91% and 88%, respectively.
Figure 75 shows the evolution of the IFR single layer
detection efficiency for single muons for the barrel sex-
tants from Run 1 to Run 7. The steady decline of the
RPC performance is clearly visible, as are the improve-
ments following the installation of the LSTs in 2004
(sextants 1 and 4) and 2006 (sextants 0, 2, 3 and 5).
The efficiencies for all LST sextants were constant until
Run 7, when the innermost layers started to be affected
by the increasing beam backgrounds.
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Figure 75: Average single gap detection efficiencies for the barrel IFR
sextants for Runs 1-7.
4.6.3. Overall IFR Performance
Despite the ongoing effort expended in keeping the
original RPCs as efficient as possible, the average sin-
gle gap efficiencies of these RPCs declined steadily un-
til their replacement in the barrel and forward endcap.
The backward endcap RPCs which covered < 5% of the
c.m. solid angle were never replaced. The single gap
efficiencies of the LSTs in the barrel (Figure 75) and the
replacement forward endcap RPCs (Figure 71) were sta-
ble, except for a small drop in the last months of running
due to the higher background.
A substantial effort was also devoted to improve the
muon identification algorithms and to reduce their sen-
sitivity to changes in the efficiencies of different IFR
layers. The algorithm based on bagged decision trees
(BDT), described in Section 5.4.5, benefited from the
large redundancy in the number of detector layers and
from additional information from the inner tracking sys-
tems and the EMC. The muon identification efficiency
and pion misidentification, averaged over the entire de-
tector fiducial volume for tracks with momenta in the
range 1.5 to 2.0 GeV/c, are presented in Figure 76.
The muon efficiency depended on the desired level of
pion rejection which, for the data presented here, was
set at constant levels between 1.2% and 5%. Lower
pion misidentification rates were achieved at the cost
of lower muon efficiency. For a pion misidentification
of 5%, the muon efficiency exceeded 85% at all times,
whereas for a tighter requirement of 2% the muon effi-
ciency ranged from 70% at the end of Run 2, prior to
the RPC endcap upgrade, to 80% after the completion
of the LST installation, prior to Run 6.
The data recorded after the completion of the LST
and forward endcap replacement show close to optimum
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Figure 76: Performance of muon identification based on BDT algo-
rithms: muon identification efficiency (top) and pion misidentification
(bottom) for selected charged tracks in the momentum range of 1.5 to
2.0 GeV/c as a function of calendar time, expressed in terms of Runs
1-7. The four data series marked in different colors correspond to four
constant levels (1.2%, 2%, 3%, and 5%) of the average pion misidenti-
fication rates and indicate their correlation with the muon efficiencies.
The data are integrated over the full fiducial volume.
detector performance. By comparing the average muon
identification of the entire BABAR dataset to this final pe-
riod, one can derive a rough measure of the number of
muons lost to physics analyses due to RPC hardware
problems. This estimate ignores improvements from
the additional absorbers installed during the IFR up-
grades. The average muon efficiency for the highest pu-
rity (1.2% pion misidentification) was 63% compared
to 80%. For a higher pion misidentification rate of 5%,
the muon average was 89% compared to 95% after the
upgrades. This translates to about 6-17% of muons lost
due to hardware problems.
4.7. Trigger
4.7.1. Operation at Υ(4S )
The L1 trigger configuration was designed for maxi-
mum efficiency and background suppression, and used a
mixture of DCT-only, EMT-only, mixed and pre-scaled
triggers.
The entire trigger system was configured from a sin-
gle source, which defined the logic of L1 trigger lines
and connected them to a variable number of L3 output
lines from which the final logging decision was formed.
Rather than executing algorithms for specific physics
processes, the strategy was to employ an open trigger,
based primarily on one- and two-particle signatures, that
used simple topologies rather than kinematic selections
wherever possible. Such topological triggers became in-
creasingly important as luminosity and beam-generated
backgrounds rose above the design levels. The replace-
ment of the pt-discriminator with the z-track trigger is
an example for upgrades designed to mitigate higher
background levels. In order to maximize the trigger ef-
ficiency, its stability and its measurability, the general
strategy was to employ orthogonal triggers, such that
physics events were identified by more than one algo-
rithm based on drift chamber and calorimeter informa-
tion. The lion share of luminosity-induced events, from
Bhabha scattering, was selected at Level 3 and flagged
for calibration purposes, and separated from the physics
lines by a veto, which positively identified these events
with very high purity, thus leaving the efficiency for
physics events unaffected. More than 100 such trigger
configurations were deployed over the lifetime of the
experiment, the majority of them to adjust the pre-scale
rates for Bhabha events, while others introduced or re-
fined trigger lines, and tuned algorithms.
At the Υ(4S ) resonance, it was relatively easy to trig-
ger on generic BB events, nevertheless, special care
was taken to ensure high efficiencies for rare and low-
multiplicity decays. By virtue of its openness and or-
thogonality, the trigger system was able to maintain ef-
ficiencies of over 99.5 % even for rare decays such as
B→ τν and B→ pi0pi0.
Continuous minor modifications to the trigger al-
lowed the dead-time of the system to be kept near 1 %,
despite the ever-increasing machine backgrounds asso-
ciated with higher luminosity and beam currents. There
were three principal sources of dead-time in the DAQ
system: 1) The system was temporarily busy while read-
ing out the event buffers with the minimum command
spacing of 2.7 µm between two subsequent L1 Accept
transitions (which the FCTS enforced to simplify the
read-out logic). 2) The front-end buffers were full, usu-
ally caused by bursts of triggers within a short period
of time, or more generally when any part of the system
was unable to keep up and exerted backpressure. 3) An
external signal inhibited an L1 Accept, for instance dur-
ing trickle injection. Since the entire L3 processing was
in the dead-time path, the trigger itself could contribute
to backpressure. This, however, never had a significant
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impact. On the other hand, the command spacing re-
sulted in an irreducible, albeit small, amount of dead-
time (0.54 % for every 1 kHz rate). This was the main
contribution to the dead-time at high luminosity, rather
than the physical limits of the system, and the principal
reason to keep the trigger rate as low as practical.
The maximum L3 output rate was originally set to
120 kHz, to avoid overloading the downstream storage
and processing capacity of the oﬄine computing sys-
tem. This limit was raised as luminosity exceeded the
design and more oﬄine capacity became available. The
average event processing time on a L3 node was about
10 ms, dominated by the tracking algorithm. The over-
all CPU time grew only slowly over the years, despite
the increasing detector occupancies. This was accom-
plished by diligent and continuous efforts to optimize
the CPU performance and the resource utilization of the
L3 software. A single major upgrade of the online farm
was adequate to create sufficient headroom until the end
of data taking.
Table 11 shows the trigger selection efficiencies and
rates for typical running conditions at the Υ(4S ) reso-
nance (1.2 × 1034 cm−2s−1 instant luminosity, 2.7 kHz
L1 rate). Triggering on generic BB events was highly
efficient, due to high particle multiplicity and the or-
thogonality of the trigger lines. With the volume of
data collected, searches for and measurements of very
rare processes could be performed; the rates for some
of these rare processes are also given in Table 11. The
efficiencies were assessed based on MC simulations of
events. The results demonstrate how multiple redun-
dancies built into the trigger configuration ensured that
even very rare decays were efficiently selected. For in-
stance, for events with a B0 → νν decay the L1 trigger
efficiency was estimated to be 99 %, i.e., it worked very
well for a single detectable B decay in the event.
The simulation included details of the DCT, EMT,
and GLT down to the level of the primitives, and ap-
plied the same L3 software used during data taking. By
employing the original data-taking configurations, this
resulted in a reliable emulation of the L1 decisions and
an effectively self-simulating L3 selection. Being able
to thoroughly simulate the trigger had the great advan-
tage that proposed changes to the trigger configuration
could be emulated and the potential effect on physics
processes could be determined reliably without any real-
time tests interrupting regular data-taking.
Masked EMT Channels. An example of a series of
changes that were implemented during regular opera-
tion and significantly improved the trigger operation,
was a response to hot towers in the EMT. The EMT
received as input the energy in trigger towers, i.e., the
sums of the energy recorded in groups of 3 × 8 crystals.
Erroneous hot towers could be caused by corruption of
input data due to electronic failure, or by failure of the
EMT itself, resulting in a large increase in trigger rates.
These hot towers occurred frequently during the earlier
years of BABAR operation. In most incidents the problem
could be traced to bad connections or cables and was
easily fixed during maintenance. When this happened,
masks were temporarily introduced in the EMT selec-
tion, and/or the EMC reconstruction in Level 3 as ap-
propriate, to overcome the high trigger rate. They were
subsequently also applied in the event simulation to as-
sure that the detector conditions could be accurately re-
produced.
A serious system flaw was once introduced when one
of the EMT panels had been erroneously replaced with a
spare in which the firmware had not been updated. The
mismatch in firmware versions caused mismatches in
clock phasing between boards, resulting in bit corrup-
tion and hot towers. This problem led to the adoption
of a hot spares policy starting in Run 2: boards were
swapped out during data-taking to ensure that spares
were known to be operating reliably.
A consequence of the varying channel masks during
the early years of operation was that data were recorded
under frequently changing configurations which could
affect the analyses. Thus the actual operating conditions
had to be logged and implemented in the simulation.
This challenge was solved by a technique that over-
laid background frames from collision data with MC-
generated events. The background sampling was per-
formed by a L3 algorithm that selected random triggers
with a rate proportional to luminosity (using Bhabha
triggers as seeds). Event time-stamps of the background
frames were used to select the trigger (and other) con-
figurations for overlay of the simulation. This method
guaranteed that configurations, for instance the channel
masks, were applied to the correct data taking periods
and in the actual proportions to reproduce the recorded
data.
Changes to the IFT Timing. The IFR trigger (IFT) was
a standalone trigger for muon diagnostics, introduced at
a late stage. The IFT was never designed to allow access
for configuration, for the monitoring of processes, or
for information on the trigger registers. The output was
an 8-bit word carrying geometric information which en-
abled cosmic ray triggers. The limitations of this de-
sign choice were exposed when LSTs (see Section 3.6)
were installed to replace RPCs in the IFR barrel. The
LST signals arrived about 600 ns later than the RPC sig-
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Table 11: Summary of L1 trigger efficiencies (%) based on MC simulations of various production and decay processes at the Υ(4S ) for actual
trigger configurations at a luminosity of 11.8 × 1033 cm−2s−1 and a 2.7 kHz L1 rate.
L1 trigger line B+ B0 B B0 e+e− e+e− τ τ
→ D0K+ → K0s K0s → µν → νν → τ+τ− → Υ(4S ) γ → eγ → µγ
DCT only > 99.9 98.4 93.4 43.6 70.2 93.1 68.0 69.9
EMT only > 99.9 99.8 98.4 45.9 76.1 75.0 91.0 85.8
Mixed lines > 99.9 99.8 99.2 62.2 88.7 93.7 91.6 91.8
Total > 99.9 > 99.9 99.8 99.3 91.4 95.2 95.5 94.8
nals, and therefore the signals from the remaining RPCs
had to be delayed. The lack of access to information
on the board necessitated a trial-and-error approach in
a sequence of time-consuming firmware adjustments to
diagnose the problem and test the solution. This was
in contrast to the rest of the trigger system, which was
set-up with a host of monitoring and configuration tools,
built-in to allow fast diagnosis of problems and easy im-
plementation of solutions.
Level 3 Output Rates. Operationally, the L3 system un-
derwent a significant evolution. Initially, the L3 trigger
was operating at roughly 1 kHz and logging at 120 Hz.
By the end of Run 7, the system was routinely run-
ning at three times that rate and logging 800 Hz with
ease. Such logging rates were necessary to efficiently
record single-photon events at the Υ(3S ) resonance, but
were not anticipated in the system design. This increase,
which enabled important searches for new physics pro-
cesses, was possible because of the spare capacity in the
system design. As a result, the L3 system never con-
tributed significantly to the detector dead-time, even at
those enhanced rates.
4.7.2. Run 7 Operation
In December 2007, the decision was made to ter-
minate data taking at the Υ(4S ) and to record data
at the Υ(3S ) resonance during the remaining months
of BABAR operation. The emphasis was on the search
for new physic processes in decays such as Υ(3S ) →
pi+pi−Υ(1S )(→ invisible), Υ(3S ) → pi0pi0Υ(1S )(→
invisible), and Υ(3S ) → γX(→ invisible). The trig-
ger was the only system that was significantly impacted
by this change and had to be adapted quickly. The flex-
ibility in the design of the trigger system made this pos-
sible.
Triggering on events with invisible energy required
a shift in trigger philosophy and necessitated a trig-
ger capable to detect the signatures that accompanied
the invisible decays. The trigger was originally de-
signed to select events with visible energies of close
to 10.58 GeV, with high track/cluster multiplicities, or
high transverse momentum/calorimeter energy for low-
multiplicity final states. Events of interest at the Υ(3S )
typically deposited less than 10 % of the c.m. energy in
the detector, had very low track and photon multiplicity,
and typically only two particles per event. The visible
energy was low, because the mass difference between
the Υ(3S ) and Υ(1S ) is 895 MeV/c2. The challenge
was to capture events containing these particles with-
out allowing the trigger rates to exceed the data logging
capacity.
Three main extensions were made to accommodate
this class of decays.
Υ(3S ) → pi+pi−Υ(1S )(→ invisible). A new pi+pi− +
invisible energy trigger was installed, with four new
L1 trigger lines and a new t0-finding algorithm and L3
track filter. Both pions in these events have low en-
ergy; fortunately their transverse momenta were close
to equal and opposite in direction. Approximately 78 %
of these tracks were emitted into the detector fiducial
volume. The Υ(4S ) trigger had an efficiency of 36 %
for this channel. A single line in the Υ(4S ) trigger
captured most of the decays, and the new L1 lines ex-
ploited a number of variations on this line, requiring
low-momentum tracks and EMC towers consistent with
minimum ionizing charged particles (MIP), and explor-
ing charge-dependent selections. After the addition of
the new L1 lines, the trigger efficiency for this channel
increased to 80 %.
It turned out that Υ(3S ) → pi+pi−Υ(1S )(→ invisible)
events were rejected by the L3 trigger not only because
of the low-momentum tracks, but because they did not
pass the t0-finding criteria. This failure was traced to
a stringent requirement on the TSF segments for the
track reconstruction. For BB events, this requirement
resulted in good t0 resolution at high efficiency, but it
did not function well for two low-energy tracks in the
event. The L3 t0-finding patterns were adjusted for the
new physics environment. A second pass was added, to
be tried when the first pass failed. This had a particular
advantage that no changes to the existing t0 or track fits
were necessary. New events were added which would
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have previously failed the L3 requirements. The other
L3 alteration was to lower the pt threshold for the new
single-track filter from 600 MeV to 200 MeV.
After implementation of these changes, the trigger
rates were observed to rise moderately, but did not have
a significant impact on the dead-time.
Υ(3S ) → pi0pi0Υ(1S )(→ invisible). The deployment
of a Υ(3S ) → pi0pi0Υ(1S )(→ invisible) trigger re-
quired two new L1 lines, and two new L3 filters. At the
Υ(4S ), this decay was mostly triggered by a single line
which required three MIP clusters, two of which had
to be back-to-back. At the Υ(3S ), this angular require-
ment would have lost about 30 % of the pi0pi0 + invisible
events, so two new lines were introduced. One line re-
quired three MIP clusters with one medium energy clus-
ter, and the other line required only two clusters, not
associated with tracks.
The effect of this track veto depended strongly on
beam-generated backgrounds. It was the first time that
a veto had been applied at Level 1, contrary to the trig-
ger design philosophy of retaining all possible physics
events, so that all events could be studied by analysts.
The L3 efficiency for this kind of events was essen-
tially zero in the Υ(4S ) configuration, so two new L3
filters were developed to deal with multiple photon final
states. They selected events without tracks originating
from the IP, but with EMC clusters, and computed the
invariant mass, visible energy, and Υ(1S ) recoil mass.
The recoil mass was required to exceed 9.5 GeV. It was
deployed in two exclusive instances: a four-photon ver-
sion and a three-photon version with a slightly higher
visible energy requirement. The L3 acceptance rate
reached almost 50 % of the L1 rate.
After installation of these new lines, trigger rates in-
creased in both L1 and L3, but remained within opera-
tional limits.
Υ(3S ) → γX(→ invisible). The second major change
was to install a very low-energy single photon trigger
for Υ(3S ) → γX(→ invisible) decays. This took the
form of two new L3 trigger lines. The previously ex-
isting single-photon filter had an energy threshold of
2 GeV, limiting the maximum hadronic mass for the
process e+e− → γX to mX ≈ 8.1 GeV/c2. Two new con-
ditions of the L3 single-photon filter were added, with
energy thresholds at 1 GeV and 0.6 GeV. In this way,
the reach for the hadronic mass was extended to mX ≈
9.7 GeV/c2.
The price for this new configuration was a large in-
crease in L3 data logging rates and through the end
of operation this single trigger line became by far the
largest contributor to the L3 output. Single-photon
events accounted for one third of the events on tape. A
side-effect of this was that the limit on the size of the
output file for each run was reached very quickly, and
the length of the runs had to be shortened administra-
tively.
Performance. In the last few weeks of operation, the
trigger system demonstrated its full capacity.
The flexibility and spare capacity that was designed
into the BABAR trigger enabled the trigger efficiency for
most physics channels to remain above 99 % throughout
the lifetime of BABAR, while running on both the Υ(4S )
and Υ(3S ) resonances, and later above the Υ(5S ). De-
spite the extraordinary conditions, and the rapid in-
crease in luminosity, the dead-time was kept very low.
5. Event Reconstruction
5.1. Overview
BABAR event reconstruction methods have evolved
significantly since they were first reported in 2001 [1].
This section focuses on major additions and modifica-
tions to the algorithms for charged particle tracking, the
detection of photons and neutral pions, and the identifi-
cation of charged particles. Some information on muon
efficiencies and pion misidentification is presented in
Section 4.6.3.
5.2. Charged Particle Reconstruction
Charged particles were reconstructed as tracks in the
DCH and/or the SVT. The track reconstruction algo-
rithms used in the 2008 final reprocessing of the BABAR
data were largely the same as described previously [1].
The major differences are noted below.
5.2.1. Track Finding
Tracks were found using a sequence of pattern recog-
nition algorithms, by which individual hits in the DCH
and SVT were associated with and attributed to a single
charged particle. The first stage of pattern recognition
was the selection of tracks found in the DCH by the L3
trigger to be retained as oﬄine tracks. In the original
version of this algorithm, all L3 tracks with a reason-
able helix fit were selected. In the final reprocessing,
only tracks with hits at least 25 of the tracks with a rea-
sonable helix fit were selected. In the final reprocess-
ing, only tracks with hits in at least 25 of the 40 possi-
ble layers were retained. This eliminated poor fits with
incomplete or incorrect stereo reconstruction from the
oﬄine sample. The hits from these rejected tracks were
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made available as input to the more sophisticated oﬄine
pattern recognition algorithms which followed. Overall,
this change improved the efficiency for correctly recon-
structing tracks in oﬄine processing, by a few percent.
A new track finding algorithm was introduced in
2003. It allowed the addition of DCH hits to low trans-
verse momentum tracks found in the SVT. This algo-
rithm used the same core software already developed
for adding SVT hits to tracks found in the DCH, thus in-
creasing the number of hits in the Kalman filter fit, pro-
vided they were consistent within errors. To add SVT
hits to tracks found in the DCH, the search for addi-
tional hits was performed sequentially by layer, work-
ing radially inwards from the DCH. To add DCH hits,
the search proceeded radially outwards, from the SVT
through the DCH layers. In addition, a search for DCH
hits in the same layer, but adjacent in azimuth, was per-
formed, to find the hits generated by curling, low pt
tracks. Adding DCH hits to tracks found only in the
SVT improved their momentum resolution by more than
a factor of two, largely due to the improved curvature
measurement provided by the DCH. This procedure im-
proved the resolution on the D∗+ − D0 mass difference
in D∗+ → D0pi+ decays, for which the slow pions tracks
were found in the SVT, by a factor of two.
5.2.2. Track Filtering and Refinement
Roughly 10% of tracks found by the reconstruction
algorithms were duplicates, i.e., the majority of their
hits were generated by the same particle. Furthermore,
some of the reconstructed tracks were created either by
interactions of primary particles with the material of the
detector or by the decay of long-lived particles. In some
cases, spurious tracks resulted from the pattern recogni-
tion algorithms, combining hits from unrelated primary
particles or tracks with background hits. These dupli-
cate and fake tracks impacted physics analyses by in-
creasing combinatoric backgrounds and errors in event
reconstruction. Prior to 2008, such spurious tracks were
filtered at the analysis stage by imposing restrictions
on the reconstructed track parameters. While effective
in removing background tracks, these quality selection
criteria also removed some tracks from primary parti-
cles. In 2008, an improved filter for spurious tracks
based on the full reconstruction information was intro-
duced. Additionally, a final pass of a refined, hit-level
pattern recognition was introduced. These additional al-
gorithms are described below, in the order in which they
were applied in the track reconstruction sequence.
Track Subset Selection. To reduce the computational
burden, track filtering and refinements were performed
on a subset of reconstructed tracks which was expected
to benefit from further processing. Tracks were selected
which were inconsistent with a good fit, P(χ2) < 10−5,
and tracks with substantially fewer SVT hits than ex-
pected based on their trajectory. In addition, pairs of
tracks separated by less than 1 cm anywhere in the DCH
were added to the selection, when one of them had a dis-
tance of closest approach (DOCA) to the primary vertex
exceeding 3 cm. Approximately 20% of reconstructed
tracks were selected as input to the filtering and refine-
ment.
V0 Identification. Tracks originating from the decay of
long-lived neutral particles (K0s or Λ
0) and from photon
conversions to e+e− pairs in the material of the track-
ing detectors often had a large DOCA and missing SVT
hits. To avoid selecting and incorrectly reconstructing
tracks from these vertices, referred to as V0s, they were
explicitly identified and removed them from the filtering
and refinement subset.
V0s were identified by a geometric vertex algorithm
applied to all pairs of tracks of opposite charge in the
events, requiring a fitted vertex probability of P(χ2) >
10−4. Furthermore, the vertex position along the direc-
tion of the momentum vector of the reconstructed V0
had to be significantly displaced from the primary event
vertex. The particle identification and the invariant mass
was required to be to be consistent with the V0 decay
hypothesis. The invariant mass distribution of recon-
structed Λ0 → p+pi− candidates is shown in Figure 77.
Figure 77: Mass of Λ0 → p+pi− candidates reconstructed by the V0
selection. The arrow indicates the nominal Λ0 mass [26].
Hit Filtering. Failure of the pattern recognition algo-
rithms to discriminate against background hits or hits
from other tracks usually led to poor track fits and incor-
rect fit parameters. To overcome this problem, an effort
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was made to identify and remove incorrectly associated
hits.
An individual, potentially incorrectly associated hit
was selected based on its contribution to the track fit χ2s ,
derived from the unbiased normalized residuals from
the Kalman filter fit. For SVT hits, a term χ2t was
added, defined as the difference squared between the
measured hit arrival time and the event time, normalized
to the estimated time resolution. These total χ2 was de-
rived as χ2eff = (χ
2
s + w
2χ2t )/(1 + w
2), with the relative
weight w = 2 obtained from simulation. For DCH hits,
χ2eff = f
2 × (χ2s + 100×Θ(Dwire −Dmax)), where Θ is the
Heaviside step function and Dwire refers to the projected
drift distance, i.e., the distance between the track and the
signal wire, and Dmax = 1.05 cm is the maximum drift
distance. This term effectively added a penalty when-
ever the measured drift distance exceeded the cell size,
as expected for most hits that were incorrectly assigned
to the track. The factor f = 1/3 accounts for the dif-
ference in quality of SVT and DCH hit error estimates;
its value was optimized based on simulation. Figure 78
compares the distributions of DCH DOCA for hits as-
sociated to tracks in data and MC. In the MC simulation
of e+e− → µ+µ− events the hits were selected, based on
MC truth information, to be correctly associated to the
track. The data agree well with the simulation, although
there is some excess above the nominal maximum at
1.05 cm. For the MC simulation of e+e− → BB events,
the distribution of wrongly associated hits is presented,
demonstrating that the selection criterion set at 1.05 cm
has a high efficiency for correctly associated hits, while
rejecting a large fraction of wrongly associated hits.
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Figure 78: DOCA to the wire for DCH hits produced by high momen-
tum tracks in e+e− → µ+µ− for data and MC (correct hits) events, and
for e+e− → BB¯ for MC (wrong hit) events. The arrow marks the
selection criterion at 1.05 cm.
In this sequential procedure, hits with χ2eff > 9 were
removed, provided the χ2 for the Kalman filter fit im-
proved by at least 10 for each removed hit. Up to
three hits per track were removed, starting with those
with the largest χ2eff and making sure that the remaining
hits retained a good over-constrained track fit. Simu-
lations indicated that the resolution in the track curva-
ture or the longitudinal impact parameter improved by
at least 1σ in 44% of tracks from which hits were re-
moved, corresponding to roughly 2.5% of all tracks in
simulated BB events.
Addition of More SVT Hits. As described previ-
ously [1], SVT hits were added to tracks found in the
DCH as part of the standard track finding procedure.
To prevent SVT hits from background processes or
other tracks from being incorrectly assigned to particles
which decayed inside or beyond the SVT, the algorithm
required that the pattern of associated SVT hits matched
expectations for tracks which originated at the IP. This
reduced the efficiency of adding inner-layer SVT hits
to tracks, which in turn degraded the impact parameter
resolution of some tracks.
To recover inner-layer SVT hits excluded by this pro-
cedure, a second pass of adding SVT hits to the selected
tracks was implemented. As mentioned above, tracks
associated with V0s had been removed from this sam-
ple. Consequently, we could relax the hit pattern con-
sistency requirement, which improved the efficiency of
adding inner-layer SVT hits. As shown in Figure 79,
in simulated BB events the transverse impact parame-
ter resolution of tracks improved by roughly a factor of
three for the ∼1% of the tracks to which SVT hits were
added in the second pass.
250
1.5-1.5 -1
N
o
.
 
o
f T
ra
ck
s 250
150
100
50
0
-0.5
Resolution σd0 (cm) 
0 0.5 1
Added Hits
No Added Hits
Figure 79: Transverse impact parameter resolution of tracks in simu-
lated BB events, before and after SVT hits were added.
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Removal of Duplicate Tracks. Most of the duplicate
tracks were due to low-transverse-momentum charged
particles which followed a helical path with multiple
loops inside the tracking volume. Because the primary
DCH track finding algorithms worked layer-by-layer,
starting at the inner layers, they were not efficient at
adding hits to these tracks since they curved back to-
wards their origin at smaller radii. Consequently, these
loopers were generally found as independent tracks.
This was particularly the case for particles with glancing
incidence on the material just outside the DCH, which
re-entered the DCH with lower transverse momentum.
Loopers were identified as pairs of opposite-sign
tracks with azimuthal and dip angles which differed
by pi ± 0.2. For the spatial distances between these
tracks at locations closest and furthest from the z axis
it was required that one of those distances be consistent
with zero within the projected track errors. Pairs which
shared a common track were combined recursively to
form multi-segment loopers. The track with the small-
est longitudinal impact parameter relative to the event
primary vertex were selected as the start of the loop.
All other associated tracks with longitudinal impact pa-
rameters that were not consistent within errors with the
primary vertex were considered duplicates and removed
from the track lists used for physics analysis.
The other major cause of duplicate tracks was the
failure of pattern recognition in the DCH, resulting in
two separate tracks formed from different subsets of hits
generated by the same particle. In general, the fit for
both of these tracks resulted in reasonably accurate pa-
rameters in the transverse plane, while one of them had
poorly measured longitudinal parameters. These dupli-
cates were identified as pairs of tracks with trajectories
in the transverse plane that overlapped within the DCH
cell size of about 1 cm. From the two tracks with fewer
than 10% of their DCH hits in the same layers, the track
with longitudinal impact parameter that was inconsis-
tent with the primary vertex was removed. Attempts to
merge the hits of the selected track with those of the
rejected remnant did not in general not improve the fit.
All duplicate track removal algorithms combined re-
moved ∼50% of the duplicate tracks in simulated BB
events.
Identification of Interactions in Material. A sizable
number of tracks originated from interactions of pri-
mary particles in the material of the tracking system.
The majority of these interactions resulted in a single
track, which could not easily be distinguished from de-
cays of long-lived particles (see below for details). In-
teractions in which the primary particle is itself recon-
structed as a track were identified by the charged par-
ticle decay identification algorithms and are described
below. In the following, we therefore address only in-
teractions which produce two or more tracks.
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Figure 80: Transverse radius of the reconstructed vertex for photons
converting to e+e− pairs, as measured from the center of the beam
pipe, and Dalitz decay e+e− pairs, relative to the event primary ver-
tex. The principle concentrations of material in the inner detector are
clearly visible.
We identified these multi-track interactions by form-
ing a geometric vertex of pairs of tracks, and selecting
those with a radial distance from the beam between 2.5
and 25 cm, where most of the material was located as
shown in Figure 80. We also required a consistent vertex
fit with P(χ2) > 10−3, and a vertex position aligned with
the vector momentum sum of the two produced tracks.
We also identified tracks produced by charged par-
ticles that hit the inner surface of the EMC and either
scattered backwards into the tracker, or interacted and
produced secondary tracks which re-entered the tracker.
These albedo tracks were found by forming a geometric
vertex of pairs of tracks, for which one of the tracks
had large transverse and longitudinal impact parame-
ters, while the other was consistent with originating
from the primary vertex. We required that the vertex
position was outside the tracker volume and the distance
between the tracks at this vertex was less than 5 cm.
Simulations of BB events predicted that ∼25% of
these interactions of the primary tracks could be iden-
tified by these algorithms. The identified secondary
tracks were removed from the track lists used for
physics analysis. However, because they corresponded
to true particles and not detector artifacts, they were re-
tained for studies of signals in the EMC and other sub-
detectors.
Identification of Charged Particle Decays. The decay
of pi± and K± mesons within the tracking volume can
result in either a single track with hits from both the
primary particle and the decay product, or two distinct
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tracks. We have not explicitly dealt with the single-track
topology.
Charged particle decays which resulted in a primary
and secondary track were identified by the reconstructed
decay vertex. We required that the track separation at
the vertex to be at most 1 cm, that the vertex be inside
the tracking fiducial volume, and that the track momenta
at the vertex point in roughly the same direction. We
further required that one of the tracks has hits only in the
SVT and inner layers of the DCH, while the other has
hits only in non-overlapping outer DCH layers. This
algorithm identified ∼50% of charged particle decays
with two reconstructed tracks. The secondary track was
removed from the track lists used for physics analysis,
but kept for other detector studies.
Removal of Background Tracks. A few percent of the
tracks were reconstructed predominantly from SVT hits
generated by machine backgrounds. These tracks can
have very large reconstructed momenta, and thus sig-
nificantly impact the event reconstruction. To remove
them, we first selected tracks without any DCH hits.
Tracks with hits in only four of the five SVT layers
were removed if their transverse and longitudinal im-
pact parameter with respect to the interaction vertex
were greater than 0.8 cm and 2.0 cm, respectively, or
if the average time of the SVT hits differed by more
than 32 ns from the event time. This procedure removed
over 90% of background tracks in simulated BB events,
for which machine-related backgrounds had been added
by overlaying hits recorded at randomly selected beam
crossings to those generated by the simulation.
Impact of Improved Algorithms. The algorithms de-
scribed above significantly improved the resolution in
∼4% of tracks, and eliminated ∼30% of tracks not orig-
inating from the decay of the B mesons or their de-
cay products, as determined from simulated BB events.
They removed fewer than 1‰ of the tracks from
B mesons decays. This set of refined and filtered
tracks was provided for physics analysis. Addition-
ally, a subset of tracks excluding daughters from well-
reconstructed V0 candidates, and restricting the trans-
verse and longitudinal impact parameters with respect
to the primary vertex to be within 2.0 cm and 2.5 cm,
respectively, was provided to study particles produced
close to the IP.
As an example of the impact of the improved track se-
lection and refinement on physics analysis, we consider
the reconstruction of hadronic B meson decays. The
BABAR Breco algorithm combines a reconstructed D or
D∗ meson with up to five charged tracks and four re-
constructed neutral particle candidates, selecting com-
binations consistent with the most prevalent B meson
decays to hadrons that do not exceed the B meson mass.
Figure 81 shows the reconstructed mass of these can-
didates, computed by constraining the reconstructed B
meson energy to the beam energy. The signal compo-
nent due to the B meson decays is fit to an asymmetric
Gaussian function [102] and the background to a poly-
nomial threshold function [103]. After applying track
refinement and filtering, the reconstruction efficiency
improves by ∼5%, and the combinatoric background is
reduced by ∼15%.
Figure 81: Reconstructed mass of hadronic B meson candidates, for
(a) tracks from the first pass reconstruction, and (b) after the imple-
mentation of track refinement and selection. The solid line represents
the fit to the total distribution, the dashed lines describes the back-
ground.
5.2.3. Track Reconstruction Efficiency
Many analyses required a precise simulation of the
charged track finding efficiency to determine absolute
rates or cross sections. Different methods were ex-
ploited to study efficiency differences between data and
simulation over a wide range of particle momenta and
production environments relevant to most analyses.
They are discussed in detail elsewhere [104].
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These methods relied on distinct data samples, where
additional constraints were applied to select certain
event topologies. The primary method to study the
charged track reconstruction efficiency in the data and
simulation was based on e+e− → τ+τ− events, providing
a sample of 430 million τ pairs. Events of interest for
the efficiency study involved the leptonic decay of one
of the τ leptons, τ± → µ±νµντ with B(τ± → µ±νµντ) =
(17.36 ± 0.05)% [26], and the semi-leptonic decay of
the other, τ∓ → pi∓pi∓pi±ντ with B(τ∓ → pi∓pi∓pi±ντ) =
(9.03±0.06)% [26], so-called τ31 events. The τ pair can-
didates were selected by requiring one isolated muon in
combination with two or three charged tracks consis-
tent with being pions. Through charge conservation, the
existence of an additional track was inferred. The effi-
ciency was computed by counting the number of times
the inferred track was reconstructed.
The variation of efficiency with direction and mo-
mentum of the track was among the largest systematic
uncertainties for many physics analyses. Due to the
presence of multiple neutrinos in the event, the momen-
tum vector of the inferred track was not well known.
The systematic error due to this was conservatively de-
rived from the variation in the agreement between data
and simulation as a function of the polar angle θ and
transverse momentum pt, relying on estimator quanti-
ties that preferentially select θ or pt regions for the in-
ferred track. The other main uncertainties resulted from
the presence of background events: radiative Bhabha
events with a converted photon, τ pair events with a
converted photon or a K0S → pi−pi+ decay, two-photon
processes, and qq events. Control samples were used
to estimate the most significant backgrounds. Within
the estimated uncertainty of (0.13–0.24)% (depending
on the exact track definition), this study showed no dif-
ference in the track finding efficiency of data and simu-
lation.
The τ31 method was also used to investigate the sta-
bility of track reconstruction over the various run pe-
riods. No time-dependent effects in the difference be-
tween the data and simulation were observed.
The initial-state radiation (ISR) process e+e− →
pi+pi−pi+pi−γISR was used to cross-check the τ-based re-
sults. Given the absence of neutrinos, fits with kine-
matic constraints to events with at least three detected
pions could be performed to predict the momentum and
angles of the fourth track. In these events, the high-
energy ISR photon was emitted back-to-back to the col-
limated hadronic system. This resulted in a slightly
higher probability for track overlap and a difference in
track reconstruction efficiency for data and simulation
of (0.7 ± 0.4)%.
Based on the study of low momentum tracks from
D∗± → D0pi± decays, the systematic uncertainty was es-
timated to be larger by 1.5% for tracks with transverse
momenta of pt < 180 MeV/c. These efficiency studies,
in combination with the τ+τ− analyses, were used to es-
timate a possible charge asymmetry of the detector re-
sponse. This asymmetry was found to be (0.10±0.26)%,
consistent with zero.
The impact of the displacement of charged tracks
from the interaction point on their detection efficiencies
was investigated in B→ h+h−K0S decays (with h = pi,K,
and K0S → pi+pi−) as a function of the K0S decay time. For
the secondary pions, a difference in track reconstruction
efficiency of (0.5 ± 0.8)% between data and simulation
was observed.
These studies showed that the track finding efficiency
in data agreed within uncertainties with the simulated
data [104]. Thus, the simulated track finding efficien-
cies could be used to estimate signal reconstruction ef-
ficiencies in physics analysis. However, the analyses
must account for the impact of the systematic errors on
the tracking efficiency in the final measurements, de-
pending on the number of tracks involved. This method
has been adopted for many physics analyses.
5.2.4. Track-Cluster Matching
The association of energy clusters with charged
tracks entering the EMC was critical for the isolation of
photons (see Section 5.3), and identification of charged
particles (see Section 5.4), foremost electrons, but also
minimum ionizing particles and interacting hadrons.
As part of the overall event reconstruction, charged
tracks were associated with local maxima of energy
deposits in the EMC (so-called ‘bumps’; see Sec-
tion 5.3.1). The algorithm was updated prior to the 2008
data reprocessing. The original algorithm [1], compared
the centroid of the bump with the track position pro-
jected to the crystal front face. However, particles gen-
erally deposit their energy throughout the depth of the
crystal. They also strike the calorimeter face at non-
normal incident angles, due to bending in the magnetic
field and because the calorimeter crystal axes were in-
tentionally designed not to project back to the inter-
action point. Consequently, this algorithm introduced
biases in the energy and particle-type dependent track-
cluster matching.
The updated algorithm compared the bump centroid
with the track position projected to a depth of approxi-
mately 12.5 cm in the calorimeter, which corresponds to
the energy-weighted average shower depth of hadronic
showers in the calorimeter. The track-cluster separation
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was defined as the angular difference between the track
and the associated bump, computed using the interac-
tion point as origin:
∆θ = θtrack − θcluster, (14)
∆φ = φtrack − φcluster,
where θ and φ are the polar and azimuthal angles.
Figure 82: Comparison of the track-cluster matching efficiency for
the two algorithms using pion data.
The track-cluster match consistency, CTM, was con-
structed from the individual consistencies C∆θ and C∆φ
using the following relation [105]:
CTM = C∆θC∆φ[1 − ln(C∆θC∆φ)]. (15)
The C∆θ and C∆θ consistencies were calculated as one-
dimensional two-sided χ2 integral probabilities, using a
parameterization of the RMS of the ∆θ and ∆φ distri-
butions as a function of the track momentum and po-
lar angle, over various fiducial regions of the detector,
as measurement error. A track-cluster pair was con-
sidered to be matched if the corresponding χ2 consis-
tency exceeded 10−6, equivalent to a track-cluster sepa-
ration tolerance of about ±5.5 standard deviations. The
efficiency was defined as the fraction of reconstructed
track-cluster pairs, generated by the same physical par-
ticle, that met the consistency requirement. Figure 82
compares the track matching efficiency between the
original and new algorithms as a function of the track
momentum, obtained using a data control sample en-
riched with pions and based on particle identification
that did not rely on the calorimeter. We observe sig-
nificant improvement, particularly for low momentum
tracks.
5.3. Reconstruction of Neutral Particles
5.3.1. Cluster Reconstruction
Typical electromagnetic showers spread across many
adjacent crystals and form clusters of energy deposits in
the crystals. Sufficiently close showers can merge into
one cluster with more than one local maximum. Clus-
ters are reconstructed with a pattern recognition algo-
rithm which also identifies merged clusters and splits
them into separate shower candidates called bumps.
These are then matched with track candidates as de-
scribed above in Section 5.2.4 to determine whether a
shower is generated by a charged or a neutral parti-
cle. Shower shape variables are used to discriminate
between electromagnetic and hadronic showers.
The cluster algorithm uses single crystals with an en-
ergy of at least 10 MeV as seeds. Surrounding crystals
are added to the cluster if their energy is above 1 MeV,
or if they are adjacent to a crystal with at least 3 MeV.
The values for these thresholds are a compromise be-
tween energy resolution and the data volume, given the
level of electronic noise and beam-related background.
Local maxima are determined within a cluster by
finding crystals whose energies exceed that of their im-
mediate neighbors. Clusters with more than one lo-
cal maximum are split into as many bumps as there
are local maxima, with the bump energy defined as
Ebump =
∑
i wiEi and the sum running over all crystals
in the cluster. The weights wi are determined in an iter-
ative procedure from
wi =
Ei exp(−2.5ri/rM)∑
k Ek exp(−2.5rk/rM) , (16)
with k running over all crystals in the cluster, rM =
3.8 cm being the Molie`re radius of CsI(Tl), and ri the
distance between the crystal i and the centroid of the
bump. The centroid position is taken as the center-
of-gravity with logarithmic, rather than linear, weights,
with Wi = 4.0 + ln(Ei/Ebump), and is computed from
crystals with positive weight only. It is determined us-
ing the bump energy obtained in the previous iteration,
and the procedure iterates until the bump centroid posi-
tions are stable within 1 mm. This procedure to calcu-
late the centroid position emphasizes low-energy crys-
tals but utilizes only the crystals making up the core of
the bump.
5.3.2. Converted Photons
A dedicated algorithm is used to reconstruct photons
that convert into an e+e− pair, starting with track pairs
whose particle identification information is consistent
with an electron hypothesis. A least squares fit is per-
formed by minimizing a χ2 computed from the mea-
sured track helix parameters and covariance, compar-
ing those to the hypothesis that they originated from
the conversion of a photon. Both the position in space
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and the momentum vector of the photon are free pa-
rameters in the fit. The fit includes second-order effects
due to the curvature of the tracks, which is necessary to
avoid a singularity in the fit for the conversion position
along the photon flight direction. The track pair are al-
lowed a small non-zero opening angle at the conversion
point, constrained by an ad-hoc Gaussian added to the
χ2. We determine the value of the Gaussian width using
a data control sample of photon conversions occurring at
the beam pipe, by statistically subtracting the estimated
track angular resolution contribution from the width of
the opening angle distribution measured at the known
radius of the beam pipe. Final photon conversion candi-
dates are selected by requiring their χ2 consistency and
vertex position to be consistent with a converted pho-
ton. We further require the reconstructed photon mo-
mentum direction to be consistent with the direction de-
fined by the conversion vertex position relative to the
primary vertex. Figure 83 shows the efficiency for pho-
ton conversion and reconstruction in the detector versus
the photon energy in the c.m. frame. To remove pi0
Dalitz decays (pi0 → e+e−γ), only conversions within a
radial distance of 1.7 to 27 cm from the beam are in-
cluded.
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Figure 83: Total efficiency for the conversion and reconstruction of
photons versus the c.m. energy of photons with a radial distance of
1.7 to 27 cm.
This algorithm is also used to reconstruct pseudo-
photons in pi0 Dalitz decays (pi0 → e+e−γ), using a
larger Gaussian width in the opening angle constraint
to account for the extra degree of freedom in that case.
Photon candidates reconstructed from e+e− track pairs
are included in photon candidates reconstructed in the
EMC to form photon candidate lists for physics anal-
ysis. The transverse radius distribution of the recon-
structed conversion photons and Dalitz decay pseudo-
photons in the inner tracking region is shown in Fig-
ure 80.
5.3.3. Cluster Energy Corrections
In order to improve the photon energy resolution and
the agreement between data and simulation, we apply
two corrections to the energy of reconstructed clusters:
clusters in simulation and data are corrected for a lateral
non-uniformity, and the energy of simulated clusters is
smeared to better resemble the resolution found in data.
Lateral Non-Uniformity Correction. Between the
CsI(Tl) crystals, dead material cannot be avoided. As
a result, the reconstructed energy of an electromag-
netic shower depends on the position of the shower
maximum projected on the front face of the crystal.
This is observed as a drop in the response Eγrec/E
γ
fit
at the crystal edges by about 2–3 % (see Figure 84
dashed (red) histogram), where Eγrec is the reconstructed
photon energy and Eγfit is the prediction of a kinematic
fit. As in the case of the cluster calibration, photons
from the process e+e− → µ+µ−γ are used to obtain
a correction function (called lateral non-uniformity
correction) depending on the impact position on the
crystal surface. The correction function is determined
in two dimensions and in five energy bins in the range
400 MeV < Eγ < 8 GeV. Applying the lateral non-
uniformity correction, the photon response is found
to be independent of the impact position as shown in
Figure 84 as a solid (blue) histogram. Measured energy
resolution improves by about 10 %.
Adjustment of Line Shapes of Simulated Photons. The
line shape of the EMC response to photons is not fully
described by the MC simulation. As a consequence, it
is difficult to model selection criteria and efficiencies in
physics analyses. The main goal of this smearing proce-
dure is the improvement of the MC simulation descrip-
tion by tuning the MC model to data. Because of the
large amount of MC data already simulated, a simpli-
fied approach is to introduce an additional term to the
simulated photon response. It reflects the difference be-
tween the measurement and the MC simulation. Data
from the process e+e− → µ+µ−γ allows the determina-
tion of a smearing matrix (Students t distribution [106])
S i j which connects the bin i of the distribution of the
normalized photon response Eγrec/E
γ
fit in MC simulation
with the bin j of the data distribution. The smearing ma-
trix depends on the energy and the polar angle of the
photon candidate.
After applying the smearing procedure to the MC
data, the measured photon line shape in data is very well
modeled. As an independent test, the ∆E distribution of
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Figure 84: Normalized response Eγrec/E
γ
fit across three CsI(Tl)
crystals before (dashed, red) and after (solid, blue) the lateral non-
uniformity correction.
B0 → K∗0γ → K+pi−γ processes is compared in data
and MC simulation. The ∆E line shape in data is very
well described by the smeared MC simulation.
5.3.4. High-Energy Single-Photon Efficiency
Precise measurements of hadronic cross sections us-
ing the ISR technique (e.g., [107, 108]) need low sys-
tematic uncertainties on the single photon efficiency at
high photon energies Eγ. Simulation can differ from
data due to imperfectly simulated shower shapes or im-
perfect modeling of the distribution of dead material in
the detector. In addition, information on crystals with
inefficient or dead readouts was not correctly propa-
gated to the simulation in all cases.
To measure the difference in efficiency for data and
simulation, a clean sample of e+e− → µ+µ−γ events is
selected and kinematics are used to predict the direction
and energy of the photon from the measured tracks. In
order to avoid trigger bias, the sample was restricted to
events which were triggered by the two charged tracks
alone. In total, there were 1.3 × 106 e+e− → µ+µ−γ
events with exactly two tracks in which the missing mo-
mentum pointed into the fiducial volume of the EMC.
The process e+e− → γpi+pi− is kinematically very simi-
lar, and therefore was included in the sample, while all
other potential backgrounds were rejected by the kine-
matic fit.
The photon reconstruction inefficiency was computed
as the fraction of events without a detected photon can-
didate consistent with the kinematic fit. This ineffi-
ciency was evaluated as a function of the photon polar
angle θ in the lab frame. Its precise value depended on
the criterion used to match reconstructed photon candi-
dates with their predicted direction and energy.
The raw inefficiency was corrected for photons lost
due to conversion in the detector material. A further
correction was applied for events with internal conver-
sion, in which the radiated photon was virtual and de-
cayed into an e+e− pair at the interaction point. This
type of event was present in data but was not included in
the simulation. The simulation overestimated the pho-
ton reconstruction efficiency, with the largest effect in
the endcap region of the EMC. For high energy photons
with Eγ > 3 GeV and for typical selection criteria of ISR
analyses, an average difference between the efficiencies
in data and simulation of ∆ = (−1.00 ± 0.02(stat) ±
0.55(syst)) × 10−2 was observed.
5.3.5. K0L Selection
K0L can be reconstructed and identified by the
hadronic shower initiated in the EMC or the IFR, al-
though the energy resolution of these two detectors,
when used as hadron calorimeters, is not good enough
to directly use the measured energy in a physics analy-
sis.
The selection in both detectors requires that K0L can-
didates be well isolated from tracks. For the EMC,
this translates into a track-cluster association proba-
bility less than 1%. Showers in the IFR are consid-
ered isolated from tracks if they fulfill ∆θ > 350 mrad,
q × ∆φ < −350 mrad or > 700 mrad, where q is the
track charge. Additionally, K0L candidates found in the
EMC are taken from the list of clusters with energy in
the range 0.2 < EEMC < 2 GeV. EMC clusters that can
form a pi0 with another photon of at least 30 MeV, as
well as those with two local maxima consistent with a
merged pi0, are rejected. Showers in the IFR are required
to start before layer 14 and to include hits in at least 2
planar layers.
For some analyses (e.g., [109]), K0L are identified by
a multivariate classifier based on BDTs [110]. Input
quantities for candidates in the EMC comprise clus-
ter shape variables, such as the second and the lateral
moments of the energy distribution. The selector is
trained with D0 → K0L pi+pi− events and validated using
e+e− → γφ(→ K0S K0L ) events.
5.3.6. pi0 Efficiency Corrections
Neutral pions are primarily reconstructed in the de-
cay pi0 → γγ. Differences between simulation and
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data in the photon reconstruction efficiency or the over-
all number and distribution of extra photon candidates
(e.g., from machine-related background) influence the
pi0 reconstruction efficiency and need to be taken into
account in measurements of quantities such as branch-
ing fractions.
pi0 Efficiency Correction Derived from τ Decays. Dif-
ferences between the pi0 reconstruction efficiency in data
and simulation can be studied and corrected with τ de-
cays. A pi0 efficiency correction, ηpi0 , to be applied for
each reconstructed pi0 in simulated events, has been de-
termined from the double ratio
ηpi0 =
NData(τ→ t−pi0ντ)
NMC(τ→ t−pi0ντ) ÷
NData(τ→ t−ντ)
NMC(τ→ t−ντ) .(17)
Here, t denotes a charged particle that fails the identi-
fication criteria for an electron. NData and NMC are the
numbers of selected e+e− → τ−τ+ events in data and
simulation where one of two τ’s decayed into a t−pi0ντ
or t−ντ final state. The second τ is reconstructed in the
τ− → e−νeντ channel; the τ− → µ−νµντ channel suffers
from poorly understood systematic effects and is disre-
garded for this study. This method relies on the precise
knowledge of the τ branching fractions used to derive
the correction, and assumes that the efficiencies to re-
construct pi0 and the rest of the event are independent.
The pi0 candidates are reconstructed in their dom-
inant decay into two photons. The photons are re-
constructed in the barrel region of the EMC (0.473 <
θγ < 2.360 rad) only and are required to have an energy
E > 75 MeV/c2 and a non-vanishing lateral moment.
This last requirement removes photon candidates con-
sisting of single crystals; most of these are background
hits which are not well simulated. Events that contain
photons not associated with a pi0 candidate are rejected
from the selected samples.
The τ− → t−pi0ντ and τ− → t−ντ event samples are
selected with a purity of about 94% and about 95%, re-
spectively. The branching fractions of the decays where
t = pi, µ,K are known to sufficient precision or are small
[26]. Most systematic effects not related to the pi0 re-
construction cancel to a large extent in the double ra-
tio. Showers in the EMC initiated by hadrons can con-
tain neutral particles, such as neutrons or K0, which
can travel larger distances in the crystals before possi-
bly producing a new shower. These so-called split-offs
may subsequently be reconstructed as extra photon can-
didates near, but well separated from, a hadron track.
The simulation underestimates the number of split-offs
found in data, and correction for this effect is applied.
Table 12 lists ηpi0 determined separately for each
running period. The agreement between the Runs is
good. The momentum-averaged efficiency correction
is 0.960 ± 0.001(stat) ± 0.008(syst). The main sources
of systematic uncertainty are the τ branching fractions
and the split-off correction described above, neither of
which cancel in the double ratio.
For use in other analyses, where the momentum spec-
trum of the pi0 is different than in τ events, the pi0 correc-
tion is also determined as a function of the pi0 momen-
tum. The momentum-dependent weights are shown as
the red triangles in Figure 85.
Table 12: pi0 efficiency correction for each Run from the τ-based
study. The errors are statistical only.
Run ηpi0
1 0.956 ± 0.003
2 0.966 ± 0.002
3 0.965 ± 0.002
4 0.959 ± 0.001
5 0.959 ± 0.001
6 0.959 ± 0.001
Total 0.960 ± 0.001
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Figure 85: pi0 efficiency correction as a function of the pi0 momentum.
The (red) triangles show the efficiency correction εdata/εMC−1 derived
from τ decays, while the (blue) circles show the correction obtained
from ISR production of ω. Uncertainties shown are statistical only.
The filled squares show the averaged pi0 efficiency correction with its
total uncertainty.
The correction is validated with τ → pi−pi0pi0ντ de-
cays, which have a well-known branching fraction. The
correction is applied twice in such decays, i.e., the effect
of a wrong correction would be doubled, resulting in a
measured branching fraction which would deviate from
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the expectation. The obtained τ → pi−pi0pi0ντ branching
fraction is consistent with the expected value.
pi0 Efficiency Correction Based on ω Decays. An al-
ternative approach to measuring the reconstruction ef-
ficiency of pi0 uses the production of ω mesons in initial
state radiation events (e+e− → ωγISR) and the subse-
quent decay ω → pi+pi−pi0. This approach exploits the
closed and well-measured kinematics of these types of
events and the narrow line shape of the ω.
Using the known kinematics of e+ and e− in the ini-
tial state and the measured energies and momenta of
the final state particles γIS R, pi+ and pi−, the four-vector
of the pi0 can be predicted from a kinematic fit. Se-
lecting on the χ2 of the kinematic fit results in a sam-
ple of ω → pi+pi−pi0 candidates with a small and well-
controlled background from other ISR channels. The
event is then searched for pi0 candidates and second
kinematic fit is performed to determine whether a candi-
date is compatible with the kinematics of the rest of the
event. The resulting efficiency correction as a function
of the predicted pi0 momentum is shown as blue circles
in Figure 85.
Global pi0 Efficiency Correction. As can be seen in Fig-
ure 85, the correction factors derived from the two ap-
proaches differ significantly at low pi0 momenta.
We take as the correction factor the weighted average
of the two correction factors, derived from the τ- and the
ω-ISR-based analyses, and assign half the difference or
1%, whichever is larger, as overall uncertainty of the
correction. The overall correction factor is also shown
in Figure 85. Averaged over typical pi0 momentum spec-
tra, the pi0 reconstruction efficiency is about 3% lower
in data than in simulation, with an overall systematic
uncertainty of 1.5%. Since this efficiency correction is
determined from very clean events in which the detector
shows little other activity, the applicability of the correc-
tion to higher multiplicity events is validated by using
the ratio of the decays D0 → K−pi+pi0 to D0 → K−pi+.
The pi0 efficiency correction derived from this decay is
systematically limited by the knowledge of the branch-
ing fractions and compatible within uncertainties with
the more precise determination of the correction factor.
5.4. Charged Particle Identification
Discrimination between charged particle types over
a large kinematic range is an essential requirement for
many precision measurements and searches for rare pro-
cesses in the decays of charm and bottom mesons pro-
duced at the PEP-II B Factory. In addition, efficient and
high-purity tagging of the flavor of B0 mesons requires
well-identified leptons and kaons. The BABAR detector
was designed to meet these goals, and algorithms of in-
creasing sophistication have been implemented over the
lifetime of the experiment, which use detector informa-
tion more effectively and provide improved PID.
The five types of long-lived charged particles of in-
terest are K+, pi+, e+, µ+ and protons. Charge conju-
gation is implied throughout, and the charge sign “+”
is implied in any reference to these five particle types
throughout this section, unless explicitly noted other-
wise.
Hadrons are distinguished from each other, and from
leptons, mainly with DIRC and dE/dx measurements
in the DCH and SVT. The SVT provides dE/dx infor-
mation for low-momentum tracks that do not enter the
DCH; in fact it is the only PID information available
for such tracks, and so this is of great importance for
the separation of pions from electrons in this energy
range, in particular for pions from D∗ decays. Electrons
are identified using energy depositions in the EMC and
dE/dx measurements in the tracking systems. Muons
are discriminated from hadrons through the pattern of
energy depositions of a track traversing the layers of the
IFR.
5.4.1. PID Control Samples
To characterize the detector response with respect to
particle identification, it is first necessary to isolate very
high-purity charged track control samples covering the
full range of laboratory momenta and polar angles. Par-
ticle types for simulated events are known from the
event generation. However, data control samples must
be selected without PID information through purely
kinematic reconstruction of particular decay modes; re-
construction of these same modes in simulated events
allows tuning of the Geant4 [11] detector simulation.
Additional a posteriori corrections, discussed below,
are applied to PID track selections in simulated events,
so that they mirror PID performance in actual data.
Very high-purity samples of K+ and pi+ are obtained
from the decay D∗+ → pi+slowD0(→ K−pi+fast) using nar-
row windows of the K−pi+fast invariant mass and the
D∗+ − D0 mass difference. The charge of the low-
momentum slow pion pislow uniquely identifies the pion
and kaon from the D meson decay. Additional selec-
tions on vertex probability and momentum of the K−pi+fast
system are made to suppress residual backgrounds. This
decay is observed both in cascade decays from B and
in non-BB fragmentation events, and provides K and
pi samples over a large momentum range. This sam-
ple is the sole source for K calibration tracks. The K
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and pifast purity is >∼ 99.8% for tracks with momentum
plab > 0.5 GeV/c.
Two other decays provide calibration pion samples:
τ+τ− pairs decaying with a 3-1 topology and K0S →
pi+pi−. Here, τ+τ− pairs with a 3-1 topology are events
in which one tau decay has three charged tracks and the
other a single track. The single track is required to be
identified as a lepton, which also defines the expected
charge of the parent of the three-daughter system. The
three-daughter decay is preferential to a non-resonant
three-pion system; however, there is a momentum-
dependent probability of ∼2 − 3% that one of the three
charged daughters is actually a charged K. This sample
is therefore unsuitable as a source of calibration tracks
to discriminate between hadrons, but it does provide pi-
ons at higher momenta than are available from the D∗+
sample so that they can be used to characterize muon–
pion discrimination. The decay K0S → pi+pi− provides a
very high-statistics sample of pions at momenta lower
than the fast pions from D∗+ decays – see definition
above. A narrow pi+pi− invariant mass window, vertex
probability and displaced vertex selections are imposed
such that the resulting sample of pions is essentially
background-free.
Proton calibration tracks are obtained from the decay
Λ0 → ppi−. As with pions from K0S decays, the imposi-
tion of invariant mass, vertex probability and displaced
vertex criteria provides a sample of protons that is al-
most pure.
Muon tracks are obtained from e+e− → µ+µ−γ
events. These QED events are dominated by de-
cays with a low-energy photon and therefore high-
momentum muons. However, these events are so co-
piously produced that large samples of muons, covering
a very wide momentum range down to approximately
0.5 GeV/c, can be obtained by requiring a minimum
photon energy Eγ > 1.6 GeV. An almost pure sample of
muons can be obtained by requiring that the other muon
in an event passes a very loose muon particle identifica-
tion selection. This selection on the other muon induces
essentially no bias with respect to PID discriminants for
the control sample muon. In an analogous manner, an
electron control sample with purity >∼ 99.9% and good
momentum coverage is obtained from e+e− → e+e−γ
events through selections on the photon energy and the
other electron in an event.
5.4.2. PID Information from Subdetectors
The five-layer SVT provides up to ten measurements
of dE/dx per charged track. For every track with at least
four measurements, a truncated mean from the lowest
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Figure 86: (top) SVT dE/dx vs plab for pi (blue, lower band), K
(red, middle band), protons (black, upper band); (bottom) SVT dE/dx
probability density function of the K hypothesis for true K (solid red)
and pi (dashed blue) particles with 0.5 < plab < 0.6 GeV/c.
60% of dE/dx measurements is calculated. For MIPs,
the dE/dx resolution is ∼14%.
The DCH provides dE/dx measurements derived
from the total charge deposited in each of its 40 lay-
ers, and the specific energy loss is computed as a trun-
cated mean from the lowest 80% of the individual dE/dx
measurements. Several corrections are applied to re-
move sources of bias that can degrade the accuracy of
the measurement:
• changes in gas pressure and temperature, leading
to ±9% variation in dE/dx, are corrected using a
single overall multiplicative correction;
• differences in cell geometry and charge collection
(±8% variation) are corrected by a set of multi-
plicative corrections for each wire;
• signal saturation due to space charge buildup
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Figure 87: (top) DCH dE/dx vs plab for pi (blue, lower band), K
(red, middle band), protons (black, upper band); (bottom) DCH dE/dx
probability density function of the K hypothesis for true K (solid red)
and pi (dashed blue) particles with 0.9 < plab < 1.0 GeV/c.
(±11% variation) is corrected as a function of the
dip angle λ, defined as the opening angle between
the track momentum and the rφ-plane;
• non-linearities in the most probable energy loss at
large dip angles (±2.5% variation) are corrected
with a fourth-order Chebychev polynomial as a
function of λ; and
• variations in cell charge collection as a function of
entrance angle to the DCH volume (±2.5% varia-
tion) are corrected using a sixth-order Chebychev
polynomial in the entrance angle φ.
The overall gas gain is updated continuously based on
rolling calibrations derived from prompt reconstruction
of colliding beam data; the remaining corrections are
determined once for a given high-voltage setting and gas
mixture.
Figures 86 and 87 show SVT and DCH dE/dx for
pi, K and p tracks as a function of the laboratory mo-
mentum plab. There is good K/pi separation in the SVT
for plab <∼ 0.5 GeV/c and in the DCH for plab <∼ 0.8 GeV/c.
However, above these momenta, the dE/dx bands for K
and pi begin to significantly overlap. Protons are clearly
distinguishable from both K and pi up to higher mo-
menta, plab <∼ 0.7 in the SVT and plab <∼ 1.2 in the DCH.
Control sample dE/dx distributions binned by polar and
azimuthal angles, laboratory momentum and charge, are
used in the construction of probability densities which
are subsequently incorporated into the PID algorithms
which rely on dE/dx information. Figures 86 and 87
also show the K and pi response for the SVT and DCH
dE/dx probability densities of the K particle hypothesis,
demonstrating the K/pi separation achievable with SVT
dE/dx for 0.5 < plab < 0.6 tracks, and with DCH dE/dx
for 0.7 < plab < 0.8 tracks.
Since the inner tracking system is able to provide rea-
sonable pi/K separation only up to about 700 MeV/c, the
DIRC was designed to provide particle identification for
tracks with higher momenta. Data from the DIRC is re-
constructed using two different methods. The first algo-
rithm consists of a maximum likelihood fit for the value
of the opening angle of a Cherenkov ring with respect
to the track direction, referred to as the Cherenkov an-
gle θC , for every track above Cherenkov threshold with
at least one associated photon. The relatively large num-
ber of photons per track make it possible to determine
not only θC but also simultaneously the number of sig-
nal and background photons. Figure 88 shows the good
discrimination among hadron particle types obtained by
using the ring fit results for both θC and the number of
signal photons. For the latter plot, the different behav-
iors at high momentum come from the correlation be-
tween the track momentum and angle in the laboratory
frame, plus the fact that the DIRC has a better accep-
tance with tracks that are more forward.
The second reconstruction method uses an unbinned
maximum likelihood incorporating all DIRC informa-
tion for an entire event to calculate a likelihood for each
track. These likelihoods are calculated in an iterative
process, at the level of individual DIRC photomultiplier
tube hits, by maximizing the global event likelihood
value while testing different hypotheses for each track.
For a given track, the likelihoods Li for the five particles
species are calculated while holding all other tracks at
their current best hypothesis. Using only the global like-
lihood, a K efficiency >∼ 90% is generally possible, with
pion misidentification rates increasing as the K and pi
Cherenkov angle bands begin to converge at higher mo-
menta.
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The EMC was designed to detect electromagnetic
showers with good energy and angular resolution over
the energy range from 20 MeV to 4 GeV. Although pri-
marily designed for reconstruction of photons, the EMC
provides excellent electron/hadron separation using the
ratio of shower energy to track momentum E/p, along
with the shower geometry. Pattern recognition algo-
rithms are used to form clusters of crystals containing
the shower energy – see Section 5.3.1. A shower is as-
sociated with a track by projecting the track to the re-
constructed position of the maximum of the energy de-
position within the EMC volume. The measured energy
resolution is a few percent.
The IFR was designed to identify muons with high
efficiency and good purity. Charged tracks are ex-
trapolated to the IFR taking into account the non-
uniform magnetic field, multiple scattering, and aver-
age track energy loss. The projected intersections with
the RPC/LST planes are computed, and for each readout
plane all signals detected within a predefined distance
from the predicted intersection are associated with the
track. Several PID variables are defined for each IFR
cluster:
• the total number of interaction lengths;
• the difference between the measured number of
interaction lengths and the number of interaction
lengths predicted for a muon of the same momen-
tum and angle;
• the average number and the RMS of the distribu-
tion of hits per layer;
• the χ2 for the geometric match between the pro-
jected track and the centroids of clusters in differ-
ent layers; and
• the χ2 of a polynomial fit to the two-dimensional
IFR clusters.
5.4.3. Charged Hadron Identification
A number of algorithms have been developed in
BABAR data analyses to discriminate hadrons. The ear-
liest hadron particle identification scheme was based
on a combined likelihood (LH) ratio test, with indi-
vidual SVT and DCH likelihoods based on dE/dx, and
DIRC likelihoods based on Cherenkov angle, number
of photons, and track quality, with likelihoods com-
puted for each particle type. This PID method is com-
pared below to a later, more sophisticated algorithm
based on decision trees and error-correcting output code
(ECOC) [111], which incorporates additional detector
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Figure 88: (top) DIRC ring fit θC vs plab for pi (upper band), K (middle
band), protons (lower band); (middle) Mean number of DIRC signal
photons vs plab for K (red), pi (blue) and protons (black); (bottom)
Probability density function of the difference between the measured
and expected numbers of DIRC signal photons. The plot is drawn
for true K (solid red) and pi (dashed blue) particles, with 0.9 < p <
1.0 GeV/c and assuming the K hypothesis.
information. Several other hadron PID algorithms have
also been developed, most notably a neural network-
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Figure 89: Hadron PID efficiency and misidentification as a function of laboratory momentum: (all plots) VeryLoose (green circles), Loose (black
squares), Tight (red up-pointing triangles) and VeryTight (blue down-pointing triangles) PID criteria; (top row) (left) K LH efficiency, (right) K
LH pi misidentification rate; (second row) (left) K ECOC efficiency, (right) K ECOC pi misidentification rate; (third row) (left) pi ECOC efficiency,
(right) pi ECOC K misidentification rate; (bottom row) Proton ECOC efficiency, (right) Proton ECOC K misidentification rate.
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based hadronic PID algorithm used in the tagging of
the decay flavor of B0 mesons in many early analyses.
However, the LH ratio and the ECOC-based hadronic
PID algorithms have been used by the great majority
of all analyses, so these two hadronic PID schemes are
discussed in detail below.
The strategy underlying hadronic PID by using like-
lihoods is to determine a combined likelihood for each
particle hypothesis i:
Li = LDIRCi × LDCHi × LSVTi , (18)
As shown in Figures 86 and 87 above, the SVT and
DCH likelihoods are quasi-Gaussian in form, and are
parameterized as the difference of expected and mea-
sured dE/dx normalized to the experimental uncertainty
on the measured dE/dx. The DIRC likelihood can-
not be expressed in as straightforward a fashion since
there are significant tails on the fitted Cherenkov angle
and number of photons. Therefore, a three-dimensional
likelihood look-up table binned in laboratory momen-
tum (100 MeV/c bins), Cherenkov angle (three bins cor-
responding to the pi, K and proton bands) and number
of photons (four bins) is created from simulated tracks.
This binned DIRC likelihood is designed to adequately
characterize the tails in the DIRC response, particularly
near particle thresholds. At momenta p >∼ 1.5 GeV/c,
well above the DIRC threshold, this binned likelihood
does not separate the DIRC angle bands well, so it is
multiplied by a purely Gaussian Cherenkov angle like-
lihood.
Tracks of a given particle type are chosen using likeli-
hood ratios which allow selection of the desired particle
type at a given efficiency either for the target particle or
for one or more background types. The likelihood ratio
[LR] is defined as
LRi =
LDIRCi × LDCHi × LSVTi∑
αh(LDIRCh × LDCHh × LSVTh )
(19)
where i = K or pi or p is the target particle type, h runs
over all signal and background particle types, and αh
is a scaling factor that characterizes the differences in
expected particle multiplicities.
Error-correcting output code is a technique for com-
bining multiple binary classifiers to form a multi-class
classifier. The ECOC-based PID uses 36 input param-
eters including particle momentum, charge, polar and
azimuthal angles, the LH ratios described above, along
with the inputs used to calculate them, the DIRC like-
lihoods for pi/K/proton, the number of signal and back-
ground DIRC photons, the last DCH layer hit, the num-
ber of SVT layers hit, and the EMC energy along with
ten other EMC-derived parameters. These parameters
are used to construct seven separate bootstrap aggregate
decision trees (bagged decision trees, BDTs) trained to
collectively separate K, pi, e and protons. The seven
bagged trees ti are trained using the same 36 inputs but
with differing groups of particle types defined as “sig-
nal” and “background”, as shown in Table 13. The
4×7 matrix covers all combinations of signal and back-
ground available given the four particle types here.
To classify a given track, each classifier gives an out-
put between -1 and 1, according to its particular defini-
tion of signal and background. The output of all seven
binary classifiers can be represented as a sequence of
real numbers of length seven. To classify a given track,
this sequence is used to find the sum of the squared dif-
ference of the outputs from the corresponding row of
Table 13. This is analogous to computing a hamming
distance H [112] in this information space, which re-
sults in four numbers Hi, each of which corresponds
to a different particle hypothesis. The hypothesis with
the minimum hamming distance was adopted the most
probable particle type.
Table 13: ECOC PID training samples matrix. Each entry indicates
whether a given particle type should be considered as signal (1) or
background (-1) for each of the seven trees ti.
Class t1 t2 t3 t4 t5 t6 t7
K 1 1 1 1 1 1 1
pi -1 1 -1 1 -1 1 -1
proton 1 -1 -1 1 1 -1 -1
e 1 1 1 -1 -1 -1 -1
Although it is possible in principle to arrive at an opti-
mized PID selection for any particular analysis through
direct use of either LH ratios or ECOC outputs, in prac-
tice standardized track lists with several selected tar-
get particle efficiencies, typically characterized as Very-
Loose, Loose, Tight and VeryTight, ordered by decreas-
ing target particle efficiency and misidentification rates,
have been created for each particle type and PID algo-
rithm. Figure 89 shows LH and ECOC K efficiencies
and pi misidentification rates as a function of momen-
tum for these four different target particle efficiencies.
As expected, the ECOC-based PID shows superior pion
rejection, at all momenta for any given K efficiency, rel-
ative to the LH-based algorithm. The figure also shows
the converse PID performance for pion selection using
the ECOC algorithm. The ECOC-based PID is gener-
ally superior to other algorithms for hadronic PID be-
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Figure 90: Electron efficiency and pion misidentification as a func-
tion of laboratory momentum: (both plots) ECOC VeryLoose (green
circles), ECOC Loose (black squares), ECOC Tight (red up-pointing
triangles), ECOC VeryTight (blue down-pointing triangles) and LH-
based (cyan open circles) PID criteria.
cause it optimally incorporates all information used in
the other algorithms, and then supplements this with a
relatively large number of additional weaker discrimi-
nants.
To select tracks at the above four target levels of parti-
cle efficiency, selection criteria are placed on LRh for the
LH PID, or on the hamming distances and ratios of ham-
ming distances shown in Table 14. The actual thresh-
olds vary widely, e.g., LK/(LK +Lpi) > 0.5 (0.9) for Very-
Loose (VeryTight) kaons, and LK/(LK +Lpi) < 0.98, (0.2)
for VeryLoose (VeryTight) pions. The selections on H
and ratios of H for the four levels of ECOC efficien-
cies are similar to the likelihood ratio thresholds. Muons
were not included as a part of the ECOC PID since the
IFR discriminants provide essentially no discriminating
power between hadron species, and electron-initiated
EM showers are typically completely contained in the
EMC and no IFR information is available.
5.4.4. Electron Identification
As with hadron particle identification, likelihood-
based and ECOC algorithms are the principal means by
Table 14: ECOC PID hamming distance and hamming distance ratio
criteria used to select each particle type.
Particle type Selection criteria
K HK , Hpi/HK , Hp/HK , He/HK
pi Hpi, HK/Hpi, Hp/Hpi, He/Hpi
proton Hp, HK/Hp, Hpi/Hp, He/Hp
e He, HK/He, Hpi/He, Hp/He
which electrons are discriminated from other charged
particle species. Electron PID using likelihoods has
been used by essentially all analyses requiring electron
discrimination until they were superseded by ECOC-
based PID in the more recent years. The LH-based
electron algorithm uses information similar to LH-based
hadronic PID, supplemented by likelihoods describing
the ratio of energy deposited in the EMC to track mo-
mentum, and several EMC parameters such as longitu-
dinal and lateral shower shapes. All of these likelihood
distributions are binned in polar and azimuthal angle,
momentum and charge for each charged particle species
except muons. Similar to LH-based hadron PID, a se-
lection is made on the ratio of the total combined elec-
tron likelihood to the sum of the total combined likeli-
hoods for all particle types. As discussed in the previ-
ous section, electrons are also one of the target particle
species used in ECOC-based PID, and the performance
of the ECOC and LH algorithms for electrons is shown
in Figure 90.
5.4.5. Muon Identification
Unlike the particle identification performance de-
scribed above, which was essentially stable during
the BABAR detector operation, muon PID was time-
dependent, initially because of RPC hardware problems
and subsequently due to upgrades to major portions of
the IFR. The original muon PID algorithms employed
rectangular selection criteria on several important IFR
discriminants. In 2004, neural networks utilizing the
same input variables were developed. Most recently,
the use of BDTs, in which information from the inner
detectors can be effectively combined with the IFR dis-
criminants, has resulted in substantial performance im-
provements over the previous muon PID algorithms, es-
pecially for data taken during periods of poor IFR per-
formance. The additional SVT, DCH, DIRC and EMC
discriminants are essentially identical to those used for
the ECOC-based PID. The IFR discriminants include
the number of interaction lengths traversed by a track,
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Figure 91: Muon efficiency and pion misidentification as a function of laboratory momentum: (all plots) VeryLoose (green circles), Loose (black
squares), Tight (red up-pointing triangles), VeryTight (blue down-pointing triangles) PID criteria; (top row) (left) µ NN efficiency, (right) µ NN pi
misidentification; (bottom row) (left) µ BDT efficiency, (right) µ BDT pi misidentification.
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the difference of the actual and expected number of in-
teraction lengths traversed by a muon with kinematic
properties similar to the candidate track, the first and
last IFR layer hit as well as the total number of hit lay-
ers, and the χ2 per degree of freedom of the IFR hit
strips with respect to the track extrapolated to the IFR.
Figure 76 from Section 4.6.3 shows the time-dependent
variation of muon PID efficiency at four fixed levels of
pion misidentification.
Figure 91 compares the performance averaged over
the lifetime of the BABAR detector for the NN and BDT
muon PID, with both algorithms tuned to give similar
pion misidentification rates.
5.4.6. Systematic Uncertainties
A measure of the PID systematic uncertainties can
be provided by evaluating PID efficiencies using sev-
eral different data control samples, ideally sampling
events with widely varying detector occupancies, kine-
matic properties, background levels, etc., and search-
ing for statistically significant differences among mea-
sured PID efficiencies. If no such significant differences
are found, then the purely statistical uncertainties as-
sociated with the efficiency measurements are reason-
ably likely to cover any PID systematic. If statistically
significant differences between PID efficiencies are ob-
served, then the spread of efficiencies is also reason-
ably likely to cover possible systematic effects. There
are, however, few such multiple data control samples
for which charged particles of a priori known type can
be used to reconstruct decays with and without PID se-
lections applied.
The most useful alternative PID control samples are
from B meson decays to final states with a J/ψ → `+`−
daughter. Although not as copiously produced as the
PID control samples described above, final states such
as J/ψK, J/ψpi and J/ψK∗ have very high signal-to-
background ratios and occur in a detector environment
more similar to that of most analyses than the lepton
control samples obtained from QED processes. Sys-
tematic uncertainties in PID efficiencies for e, µ, K
and pi can be studied by comparing signal yields from
B → J/ψK(∗)/pi events obtained with and without PID
selection(s) in data and simulated events in which PID
efficiencies have been calibrated using the nominal PID
control samples. With this method, PID efficiency sys-
tematic uncertainties of ∼0.7% per electron, ∼1% per
muon, ∼1.1% per kaon, and ∼0.2% per pion are found.
Similar results are observed when using a B → D∗pi
control sample.
The above systematic uncertainties are adopted by
most analyses of B and D decays, particularly those with
statistics-limited results where any PID uncertainty is
likely a small fraction of the total uncertainty. However,
for systematics-limited measurements, it is often pos-
sible to refine these estimates by examining variations
in event selection, which typically lead to differences in
backgrounds and allows studies of possible biases due
to background subtraction techniques, along with the
effects of decays in flight, material interactions, event
multiplicity, and a host of other possible sources of sys-
tematic bias.
6. Oﬄine Computing
6.1. Overview
The oﬄine computing system encompasses both pro-
duction activities and the support of physics analyses
performed by collaboration members. The system was
required to provide rapid data quality feedback from full
event reconstruction; keep up with the factory mode of
operation and the expected large volume of data; per-
mit the production of correspondingly large samples of
simulated events; and support the simultaneous analysis
efforts of hundreds of physicists. In order to maintain
systematic uncertainties at a level consistent with the
very high statistics of the expected dataset, the fidelity
of the reconstruction and simulation had to be improved
substantially over the previous generation of e+e− B-
physics experiments, and reflect advances in algorithms
arising from Tevatron and LEP experience. With the
exception of the Geant4 simulation core, a variety of
legacy event generators and CERNLIB, virtually all of
the software was written from scratch.
The oﬄine software was written at a time when
the HEP community was shifting away from the
long-established paradigm of FORTRAN code with
community-developed memory management and serial-
ization libraries. While other experiments had explored
the use of the C++ language for limited components of
their software, BABAR was the first to commit to writ-
ing all its software (online and oﬄine) in C++. The
BABAR collaboration adopted the then-prevalent mid-
1990s model of object-oriented programming [113, 114,
115], and invested heavily in training its physicists and
software engineers in the new paradigm. By the end of
data-taking, the software comprised roughly three mil-
lion lines of custom C++ code, in addition to a variety
of externally sourced libraries.
Building on R&D motivated by the SSC and LHC
projects, BABAR initially adopted the technology of
object-oriented databases for the persistence of both
event and non-event data. While the early years of op-
eration and physics analysis relied on this system, its
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shortcomings and scaling limitations ultimately led to
the complete reimplementation of the persistence model
using the object serialization and I/O libraries of the
ROOT [116] software.
The scale of computing and storage resource require-
ments that emerged significantly exceeded early esti-
mates, and continued to grow rapidly with the excel-
lent performance and significant upgrades of PEP-II.
The provision of these resources at a single site proved
impractical, and required the development of a sys-
tem of distributed computing and network data distribu-
tion. Reconstruction, skimming (the generation of sub-
sets of the data matching a variety of desired physics
signatures), and data analysis were spread over seven
large computing centers in BABAR member countries,
and simulation production used an additional network
of about 15 smaller sites, largely small clusters at mem-
ber institutions. The final BABAR raw data amounted to
0.7 PByte, with more than 5 PByte of derived data accu-
mulated from multiple cycles of reprocessing and simu-
lation.
6.2. Processing Chain
The oﬄine computing system supports the following
key processing steps:
• Calibration and reconstruction of raw detector
data;
• Simulation of physics processes, the detector, and
its response, taking into account the recorded con-
ditions of data-taking; and reconstruction of the re-
sulting data;
• Skimming — that is, the creation of a variety of
overlapping subsets of the real and simulated data
matching signatures for various physics processes
— created to improve the efficiency of analyses;
and
• Distribution of the resulting datasets to a variety of
sites, making them available to users.
In this section, we describe their implementation in
the releases used to prepare the final consistent version
of the full dataset. In the following section we discuss
some of the evolution of the system that led to that final
version.
6.2.1. Raw Data Handling, Filtering, and Calibration
Raw data from the detector were acquired in units of
runs, defined as periods of operation under stable con-
ditions, bounded to limit the resulting file sizes. Typical
runs lasted for 30–60 minutes and contained 105–106
events accepted by the L3 trigger.
The detector systems required a variety of calibra-
tions to support the event reconstruction algorithms.
Derived calibration constants were stored in the con-
ditions database in a cross-subsystem framework de-
fined in the original oﬄine software. The acquisition
and processing of calibration data fell into two classes:
dedicated-data online calibrations, described above in
Section 3.2.3, and oﬄine calibrations based on regular
colliding-beam data. Of the latter, most were carried out
in an extensive automated framework. Other calibra-
tions required very long periods of data accumulation
and/or extensive human intervention, and were carried
out manually.
Each automated oﬄine calibration relied on a nar-
rowly defined class of colliding-beam events, typically
low-multiplicity events with high-momentum tracks,
such as di-lepton final states. The event selections were
defined at the original design luminosity of PEP-II to
produce sufficient statistics to measure the calibrations
at least as rapidly as the expected rate of change of the
detector behavior. As the luminosity increased, it was
not necessary to retain the same effective cross-section
for selected events, allowing a nearly constant-rate sub-
set of events to be selected.
Taking advantage of this, data reconstruction was di-
vided into two passes, Prompt Calibration (PC), which
performed the automated oﬄine calibrations and oper-
ated only on the calibration event subset, and Event Re-
construction (ER), which performed the reconstruction
of the full physics data stream.
In the PC processing for each run, a full reconstruc-
tion of the selected events was performed using the cali-
bration constants from the previous run. New constants
were generated as permitted by the accumulation of suf-
ficient statistics. This processing had to be performed in
the order of data-taking, in order to follow the evolution
of detector behavior, and accumulate statistics across
multiple runs. The new constants from PC were writ-
ten to the conditions database. Once this was done,
the ER pass was able to process each run in an order-
independent way.
Among the automated oﬄine calibrations, the dura-
tion of colliding-beam data-taking required for a sta-
tistically significant calibration varied from minutes to
days. Supporting this range of data requirements was a
key design goal for the oﬄine calibration system. The
calibration processing was separated into two steps: the
accumulation of statistics, and the fitting of calibration
constants to the resulting data. In the first phase, data
were reconstructed, with the calibration constants from
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Figure 92: Schematic diagram of the dataflow in event reconstruction and analysis.
the previous run, and, for each type of calibration, a
specific set of reduced data (typically some form of
per channel statistics such as a histogram) was accumu-
lated per run. For each type, once sufficient data for a
valid calibration had been accumulated, the data were
combined and the second phase of calibration — con-
stants fitting — was performed. The resulting constants
were automatically validated against defined standards
and checked for unexpectedly large changes from the
previous set. They were then stored in the Conditions
database for application to any further processing of the
present and subsequent runs.
The subset of events used in PC was selected in two
stages. A simple filter was first applied to the raw data,
selecting calibration event candidates based on the out-
put of the L3 trigger algorithms. This selection was
performed within the framework of the online system
and produced a parallel set of smaller calibration XTC
files in addition to the full raw data XTC files. An ad-
ditional stage of filtering was applied within the cali-
bration processing application in PC, further reducing
the final calibration event stream with respect to the L3
rate. Because the scheme for integrating calibrations
over multiple runs required data to be processed in or-
der, keeping up with data acquisition required the pro-
cessing time of PC for any single run to be kept com-
parable to the length of the run. Limiting PC to the
constant-rate stream of clean calibration events greatly
reduced its CPU and I/O requirements and helped in
limiting its latency.
In the final years ofBABAR, keeping up with the rate of
data acquisition required the parallelization of PC pro-
cessing across 40–60 CPU cores. Results from the mul-
tiple processes were accumulated using a version of the
same mechanism used for accumulation over multiple
runs. The PC processing was performed at SLAC.
The systems for accumulation of data across multiple
parallel jobs, and across successive runs, were known
as the spatial and temporal databases, respectively. An
early implementation of these databases, in Objectivity,
is described in Ref. [117]. In the final version of the
oﬄine system these databases were re-implemented in
the ROOT framework.
6.2.2. Reconstruction and Reprocessing
With calibration constants in hand from PC, the full
reconstruction of the data could proceed in ER. Here,
too, an initial stage of filtering, based on L3 trigger
results and some additional analysis, eliminated some
beam background and low invariant-mass final states.
Using the calibration constants from the PC pass,
runs could now be processed in any order during the ER
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pass. This provided useful flexibility in the scheduling
of processing, allowed multiple runs to be processed in
parallel, and relieved restrictions on the maximum time
required to fully process a single run.
The full reconstruction was generally performed at
the Padova computing site, following network transfer
of the XTC files and associated calibration constants
from the PC processing at SLAC. The operation of PC
and ER was orchestrated by a BABAR-developed Recon-
struction Control System which is described in detail in
[118].
The production and data bookkeeping systems sup-
ported periodic full reprocessings from raw data, includ-
ing both the PC and ER passes. Users were provided the
ability to select current or previous processings.
6.2.3. Simulation
A full MC simulation of the detector and interac-
tion region was developed. The simulation of the basic
e+e− collision physics was performed using a variety of
event generators. These were primarily based on the
EvtGen [119] toolkit developed for CLEO and BABAR.
The Geant4 toolkit [11] was then used to simulate the
propagation of particles through the detector geometry,
and produce a record of their interactions with the de-
tector elements. BABAR-specific software was then used
to convert this record into simulated digitized raw data,
which was then subjected to full reconstruction. The
L1 and L3 trigger and oﬄine filter selection algorithms
were evaluated as part of the reconstruction of all simu-
lated data, facilitating the understanding of their effects
on detection efficiency for physics processes. The entire
process was combined into a single application, which
greatly simplified the production process by eliminating
the use of intermediate data files.
The production of simulated events was driven by an
automated production request system, which handled
the production of both very large collections of generic
event samples, covering all relevant e+e− annihilation
processes, and collections of events with specific B or τ
decay modes or other physics processes.
Simulation production [120] was distributed across
the national laboratory computing centers and a vari-
ety of institution clusters, with about 25 sites produc-
ing a total of over 50 billion events to date. Simu-
lation production requests, consisting of event genera-
tor selections, random number seeds, and detector con-
ditions setups were sent to the production sites. The
resulting reconstructed event collections were returned
to SLAC. The final simulated data set, corresponding
to the version of the oﬄine software described here,
contains approximately seven billion events for specifi-
cally requested physics processes and 20 billion generic
events. The numbers of generic events generated were
chosen to correspond to specific multiples of the num-
bers of events produced at the Υ(4S ) resonance. The
sizes of the generated samples, as multiples of the pro-
duction cross sections for specific final states, are shown
in Table 15 for the final simulation production. Earlier
production cycles had multiples in the range of one to
three.
Table 15: Size of generic simulation production samples relative to
the production cross sections for specific final states at the Υ(4S ) res-
onance.
Final State Cross Section (nb) MC Sample
B+B−, B0B0 1.05 × 10.8
cc 1.30 × 10.3
uu, dd, ss 2.09 × 4.1
τ+τ− 0.94 × 4.1
µ+µ− (γ) 1.16 × 1.3
Handling of Detector Conditions and Trigger Evolu-
tion. The simulation system was designed to track the
evolution of the detector and accelerator conditions.
For each calendar month of data-taking, a representa-
tive set of detector configurations (including the trig-
ger configuration) and conditions (including the con-
stants produced by PC) were selected by detector sys-
tem experts. In simulation production, event gener-
ation requests were divided into increments for each
data-taking month, in proportion to the recorded inte-
grated luminosity for the month, and produced using
the corresponding configurations and conditions. This
produced a luminosity-weighted simulated dataset that
reflected the actual history of data-taking. Trigger and
filter algorithms corresponding to the monthly configu-
rations were applied to the simulated data as part of their
generation and reconstruction. This had the interesting
software-maintenance consequence that the final simu-
lation application had to be able to apply all the software
trigger algorithms used in the history of the experiment,
including ones long since retired from use in data acqui-
sition.
Background Mixing. Non-colliding-beam backgrounds
from the accelerator were not simulated. Instead, these
backgrounds were sampled by acquiring events from
quasi-random triggers, created in the FCTS at periodic
intervals, unsynchronized to the accelerator RF tim-
ing structure. The L3 trigger selected a luminosity-
weighted subset of the random triggers by accepting
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them in proportion to the number of well-identified
Bhabha scattering events in the data stream. The re-
sulting background events for an entire month were col-
lected, randomized, and distributed to the simulation
production sites, and mixed into generated simulated
events.
6.2.4. Skimming
The final dataset contains more than nine billion
events passing the pre-reconstruction filter described
above, primarily taken on the Υ(4S ) resonance. This
dataset has been inconveniently large for frequent ac-
cess by the several hundred collaboration physicists.
In order to decrease the number of events needing to
be processed as input for analyses and decrease con-
tention from many users accessing the same data, one
further step of central processing was applied to the
data, the skimming process, which performs two ac-
tions: selecting subsets of events deemed to be interest-
ing for various groups of analyses, and pre-processing
those events to compute commonly-needed quantities
and perform multi-particle combinatorics to reconstruct
short-lived intermediate states, such as neutral kaons
and D mesons. Skim data streams correspond to indi-
vidual analyses, or small subsets of analyses using com-
mon information, with each stream representing a dif-
ferent event selection algorithm. Skimming produced
up to two hundred parallel streams of output; individual
events can appear in more than one stream.
The fraction of input events selected varies from
stream to stream, with some selecting as much as 15%
of the input data, (e.g., a skim searching for a τ lepton
in the event, or looking for a D0 decay with an η(
′) me-
son in the final state), and others as little as one in 105
events (e.g., B→ ccK∗ or B→ ηcK).
Skimming was applied centrally, both to the
colliding-beam data and to the large samples of generic
simulated events. Skim production [121] was dis-
tributed across several computing sites. All skim out-
puts were returned to SLAC and then redistributed to
the computing sites for user analysis.
In addition to automatically evaluating the trigger and
filter selections, the software framework facilitated the
application of the skimming event selections by users
to individual samples of simulated events from specific
decay chains, allowing the estimation of the efficiency
of each of these stages of selection.
6.2.5. Analysis Environment and Framework
The oﬄine processing framework, shared by produc-
tion and user analysis activities, as well as the L3 trigger
filter processes within the online system, provides ser-
vices for the location of and access to event data, associ-
ation of these data with its corresponding configuration
and conditions data, and the delivery of these data in a
C++ object model to user and production code.
Much of this software framework was jointly devel-
oped with the CDF collaboration [122, 123]. In the
framework, processing flows are modeled as sequences
of modules, sharing data through the event data struc-
ture, a C++-type-safe key-value dictionary [123]. The
framework supports a limited model of branching and
selection on event flows, a capability that was of partic-
ular use in the construction of the L3 trigger and oﬄine
filters.
Persistence of the event data is handled by a trans-
lation layer which converts the native C++ BABAR
object model to an external form based on the
object-persistency framework provided by the ROOT
toolkit [116]. The transient-persistent translation in-
sulates the reconstruction and analysis code from the
choice of persistency mechanism. This was crucial to
the ability to evolve the persistency model, as described
below.
The persisted data is in the form of ordinary
POSIX [124] files containing data in the ROOT for-
mat, together with a meta-data catalog maintained in
a conventional relational database. The catalog is sup-
ported by a set of tools that permit the versioning and
evolution of datasets over time and facilitate production
and user analysis tasks running over the large number
of files comprising the data [125]. These tools provide
provenance tracking for datasets and ensure the integrity
of datasets (completeness and avoidance of inclusion of
multiple processings of the same run or unit of simu-
lated data).
The BABAR analysis framework supports reading and
writing data either via POSIX APIs, covering a variety
of file system types (including NFS [126], GPFS [127],
as well as locally attached disk), and via the BABAR-
developed Xrootd protocol [128, 129]. At the produc-
tion computing facilities, almost all data access uses
Xrootd. The Xrootd system provides a simple POSIX-
like random file access API, optimized for large trans-
fers, with support for fault-tolerance, load-based repli-
cation, and a site-wide server-independent namespace.
At times when hundreds of analyses were in progress,
the provision of sufficient compute capacity required
contributions from all the major national computing
sites. Each topical analysis working group, and the skim
output streams it required, were assigned to a specific
computing site. In this manner, widely used skims could
be made available at multiple sites, reducing the con-
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tention for data access.
6.3. Computing Model Evolution
The oﬄine computing model described above is that
of the final year of PEP-II operation and the subse-
quent period of data analysis, until the transition to the
archival data analysis system described in Section 7 be-
low. It differs in many respects from the model in place
at the start of data-taking. That model displayed a va-
riety of problems with performance, scaling to higher
luminosities, and the support of many simultaneous
physics analyses. In the ensuing years, the computing
model was extensively modified to address these prob-
lems, with changes to specific technology choices as
well as a complete redesign of the data processing archi-
tecture, while preserving the user analysis environment
and the bulk of the software developed for reconstruc-
tion and simulation.
6.3.1. Data Persistence
The transformation of BABAR oﬄine computing in-
corporated a substantial change to the data persistence
model.
High energy physics events naturally lend themselves
to being represented as structured objects with com-
plex inter-object relationships. Since this data model
could not be supported directly in the dominant pro-
gramming language in the field in the 1980s and 1990s,
FORTRAN-77, virtually every HEP experiment of that
era had devised its own approach to data organiza-
tion. In the years immediately preceding the start of
BABAR software development, many experiments had
converged on a few complex systems supporting the cre-
ation and persistence of structured data in FORTRAN-
77, notably the ZEBRA [130] libraries developed at
CERN. Largely motivated by the fragility and unnatu-
ral coding of these systems, BABAR early on decided to
develop its software in the C++ language, allowing a
native implementation of the event data model.
The use of C++ still left the data persistence problem
unresolved. However, just as the experiment was being
designed, a new object-oriented database technology
was being adopted in the commercial software market,
driven by the rapid acceptance of object-oriented lan-
guages in professional software engineering. This tech-
nology offered the promise of directly persisting com-
plex objects and their relationships, freeing developers
from implementing custom object and reference serial-
ization solutions. It also provided a framework for the
organization and cataloging of datasets, another long-
standing challenge for HEP experiments. The use of a
true database also offered hope that the complex data
filtering and selection frameworks independently devel-
oped by many experiments could be replaced by the use
of structured database queries.
Motivated by the very large datasets expected for the
LHC, various research projects in the mid-1990s had
explored the use of both relational and object-oriented
database technologies for the persistence of HEP data,
as an alternative to the use of ZEBRA-like systems and
serial tape storage [131]. The results of these explo-
rations suggested that object-oriented database systems
did have attractive features for HEP data. In particular,
the CERN RD-45 [132, 133] study, aimed at selecting
a technology for LHC use, ultimately recommended the
use of a specific commercial object-oriented database,
Objectivity/DB [134].
Based on these studies and additional performance
and scaling tests, BABAR adopted this recommendation,
becoming the first major HEP experiment to put this
technology into production for event data storage.
By the start of data-taking in 1999, significant prob-
lems with this technology choice had become appar-
ent. While the object-persistence features of an object-
oriented database had proved useful, other aspects of
the database architecture were emerging as ill-suited to
HEP data production and analysis, or were a poor fit to
other design choices made by BABAR. Moreover, spe-
cific performance problems with the vendor implemen-
tation were encountered.
The transaction model supported by Objectivity
proved inappropriate to the write-once, append-only,
read-many access pattern typical for HEP event data.
Writing to the database generally involved the creation
of locks which obstructed the ability to write simulta-
neously from many sources, in direct conflict with the
natural parallelism of HEP data processing. While im-
provements in the vendor implementation and in the
use of locking by BABAR allowed significant increases
in scalability, ultimately the need to lock meta-data ob-
jects in the database could not be avoided. This limi-
tation was partially alleviated by maintaining multiple
copies of the database for production and user analysis.
However, maintaining the consistency of these replicas
introduced considerable fragility and complexity to the
system.
Objectivity provided mechanisms to control of the
placement of data, but they lacked the flexibility needed
to support optimization of the I/O patterns and to avoid
the performance penalties of random-access loads on
disk drives. In addition, the Objectivity bulk data and
lock server processes presented significant scaling and
fault-tolerance problems.
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Intensive work with the vendor did result in substan-
tial performance improvements, sufficient to support the
initial years of BABAR operation. However, the soft-
ware engineering effort by the experiment to support
this work was found to be unsustainable, especially be-
cause of the lack of access to the proprietary Objec-
tivity source code inhibited the detailed understanding
of the performance of the database. The complexity
of the system developed to overcome the limitations of
the database limited the experiment’s ability to deliver
newly-acquired data to analysts in a timely manner, pro-
ducing considerable dissatisfaction in the collaboration,
especially in view of the rapid growth and high quality
of the dataset.
Further, the original expectation that analyses would
be performed on a single event store, with preselec-
tions performed via database queries or through the
use of lists of pointers to previously identified events
of interest, proved impractical to implement, as it
would have generated intolerable random-access loads
on disk-based storage. The model actually deployed re-
quired the production of up to 200 parallel streams of
events, with significant levels of duplication of data, in
order to relieve the random-access bottleneck and other
scaling problems. However, this approach then ran into
limitations on the total numbers of object collections in
the internal Objectivity data model, producing serious
operational constraints.
The complexity of both the BABAR and vendor
database implementations also became a significant ob-
stacle to distributed computing. The difficulty of in-
stalling and supporting the database made it infeasible
to perform data analysis at small sites and on personal
computers, especially in the absence of network connec-
tivity. BABAR relied on a group of 10-20 institutions to
perform a large fraction of simulation production, and
the support of the Objectivity database at each site rep-
resented the majority of the system administration effort
involved. The movement of data among the established
installations was error-prone and required complex op-
erational procedures.
Finally, because of the decision of the LHC experi-
ments to abandon the use of Objectivity for event data,
the expected development of Objectivity expertise in the
wider HEP community failed to materialize.
6.3.2. Oﬄine Calibration System
The performance problems of Objectivity exacer-
bated a poor choice in the original oﬄine system design:
the computation of calibration constants was performed
in the same application as the reconstruction of the full
event data stream. Since the averaging process needed
to compute calibration constants spanning multiple runs
required all runs to be processed in order, this design re-
quired the full processing of a single run’s data to be
completed in no more than the time required to acquire
it.
The reconstruction of multiple runs could therefore
not be performed in parallel; all parallelization had to be
at the event level. This required each run to be processed
on a large cluster of CPUs: in the early data-taking, 100-
200 hosts working in parallel were needed to complete a
single run in time. The scaling problems with Objectiv-
ity then affected both the writing of reconstructed event
output and the computation of calibrations, where the
use of the Objectivity database had been incorporated
into the mechanisms for combining calibration results
across multiple CPUs and multiple runs.
6.3.3. Solutions
As early as the initial months of data-taking, the dif-
ficulties with supporting user analysis in Objectivity led
to the creation of an experimental alternate event data
model limited to analysis objects (the so-called micro
DST containing only the final track momenta, energies,
and particle identification assessments). This system,
based on the use of the CERN ROOT toolkit for object
persistence, was in place by 2000 [135].
Its introduction was facilitated by the existence of the
transient-persistent translation layer mentioned above,
already a feature of the Objectivity-based design, moti-
vated by the risks inherent in using a novel and commer-
cially supplied technology. The existence of the transla-
tion layer permitted the replacement of the persistence
technology for event data with virtually no changes to
the reconstruction, simulation, or analysis code. It did,
however, require the development of a new infrastruc-
ture for cataloging the ROOT-format event data files.
This was developed using standard relational database
technology. The micro-DST data corresponding to the
first three years of BABAR data acquisition yielded ap-
proximately 3×105 files comprising a total of 4.2 TByte
T˙hese files were all kept on disk, stored on a set of NFS
file servers. The largest file sizes in this scheme were
a few hundreds of megabytes, to be compared to file
sizes of tens of gigabytes for Objectivity, driven by the
need to keep the total number of files below a vendor-
imposed limit. The ROOT file format naturally sup-
ported compression, with a column-oriented data model
that led to significantly improved compression statistics
compared to the data compression later offered by Ob-
jectivity.
The Objectivity-based production systems for recon-
struction and simulation were not changed, but their
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output was converted to the new micro-DST format in
an additional processing step.
The experience with this system was very positive.
It greatly simplified data cataloging and distribution to
remote sites, which could now maintain copies of the
event data even with limited technical expertise. The
reduced event size led to reduced I/O loads and facili-
tated the scaling up of analysis resources at SLAC and
other sites.
The success of this initiative led to a decision to re-
implement the entire event store along these lines, dur-
ing the period 2003–2005. This required supporting fea-
tures of the event store not needed in the experimental
analysis-only system, most notably the ability to persist
pointer relationships between analysis and reconstruc-
tion objects, tracing the derivation of analysis quantities
from lower-level reconstructed data. This feature was
particularly crucial to support the new event summary
data event component that had been deployed follow-
ing the start of BABAR production [136].
A full reimplementation of event persistence also re-
quired the use of a much more robust file serving system
to support the scale and fault-tolerance required for the
combination of production and analysis needs, and the
expected growth of the BABAR dataset with increasing
luminosity. The Xrootd system described above was
developed to meet this need.
The non-event databases that had been developed us-
ing Objectivity — conditions, configuration, and am-
bient — did not have comparably serious performance
and scaling problems, and were left intact in the new
computing model. In the final years of operation, how-
ever, all remaining uses of Objectivity were replaced
with combinations of ROOT for bulk data storage and a
conventional relational database for catalog meta-data.
This was motivated primarily by the desire to reduce the
operational and support costs associated with commer-
cial software. The re-implementation of the conditions
database persistence was more difficult and more dis-
ruptive than it had been for the event store, primarily
because its original design lacked a transient-persistent
translation layer. Significant sections of calibration, re-
construction, and simulation code thus depended di-
rectly on the persistent objects defined in Objectivity
and required modifications when the new ROOT persis-
tence technology was introduced. Additional details of
the migration of the non-event databases are described
in Section 3.2.3 above.
Other than the introduction of the non-Objectivity
event store, the most significant architectural change
to oﬄine computing in the new computing model was
the separation of the generation of calibration constants
from the reconstruction of the full event data stream.
The final design, described above in Section 6.2.1,
provided a nearly luminosity-independent number of
events per unit time to the calibration processes, far
smaller than the full event rate. This made the calibra-
tion processing virtually independent of accelerator up-
grades or changes in background, and able to execute on
many fewer CPUs.
With calibration performed as a separate pass, the
subsequent reconstruction of the full event data stream
benefited because a) calibration constants derived from
a given run could be used in its full reconstruction, b)
the latency to complete the processing of a single run
was no longer constrained by the time to acquire the run,
and c) it could be completed out of order. This greatly
improved performance, fault-tolerance, and operational
flexibility.
With the benefits of these and other lesser improve-
ments, and the extensive use of distributed computing,
the redesigned and upgraded oﬄine computing system
was able to continue to scale to increased luminosity and
total data sample size throughout the life of the experi-
ment. Notably, it also proved able to handle the much
higher hadronic event rates at the Υ(2S ) and Υ(3S ) res-
onances explored in the final months of data-taking.
7. Long Term Data Access
7.1. Overview
As the end of BABAR data taking approached, it be-
came evident that physics analyses would continue for
several years. The large data sample offered unique op-
portunities for future studies, extending over the suc-
ceeding decade. Furthermore, in response to new theo-
retical insights, improved experimental techniques, the
necessity for cross checks mandated by new results else-
where, or the quest for higher sensitivity of combined
analysis, could motivate extended or often highly so-
phisticated new analyses of the data.
The final BABAR dataset produced with the most re-
cent software release, referred to as R24, consists of
over 9 × 109 reconstructed physics events and 27 × 109
simulated events that, including the skimmed data, are
stored in 1.6 × 106 files. The total data amount to
about 2 PByte, specifically 700 TByte of raw data, and
985 TByte and 653 TByte of reconstructed real and sim-
ulated data for the two most recent software releases,
R24 and the earlier R22, both being actively used in on-
going analyses. These data are referred to as Legacy
data.
The BABAR collaboration decided that the best way to
preserve this most valuable heritage of the experiment
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was to create a computing system that would sustain
the full analysis capability, including the preservation
of the data and the reconstruction and simulation soft-
ware, accompanied by detailed documentation for fu-
ture users. The primary challenge was to design and
implement such a system at a time when resources avail-
able to the collaboration were already declining and ex-
perts for data analysis and computing were transitioning
to other experiments.
To assess the scope of such a data preservation project
the collaboration determined the number of actual and
projected publications per year. Not accounting for new
initiatives, the future research activity is expected ex-
tend to at least 2018 and result in more than 60 publica-
tions, as can be seen in Figure 93.
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Figure 93: The number of BABAR publications per calendar year,
actual up to 2012 and projected for the years beyond.
This results of this study led to the inception of a for-
mal BABAR data preservation project in 2008, referred to
as the Long Term Data Access (LTDA) project. After in-
tense R&D, consultation and planning, the LTDA hard-
ware acquisition and setup was completed by the end of
2011. A period of software installation, configuration,
testing, and benchmarking followed until the LTDA sys-
tem was officially ready at SLAC in March 2012. By
this time, several BABAR collaboration members were
already using the system; since then the LTDA use has
substantially increased. Conceptually, the LTDA system
operates as a separate logical site, similar to the remote
analysis and production sites associated with BABAR.
In the following, the LTDA requirements and goals
are presented, and the implementation, benchmark test-
ing, and operational experience are described.
7.2. Goals and Requirements
The primary LTDA design goal was to preserve the
full ability to analyze the BABAR data at least until the
end of 2018. Future analyses may require revised event
selections, improvements to calibrations and event re-
construction algorithms, simulations of new signatures,
and new studies of efficiencies and corrections to the
simulation. Therefore, in addition to being able to ana-
lyze the R24 and R22 data sets, the LTDA system also
needs to preserve full access to raw data, simulated data
and control samples for calibrations; allow performance
of event reconstruction, skimming, analysis, and fitting
procedures; and provide the complete support of code
repositories, database and tools, accompanied by accu-
rate documentation for current and future users.
With the expected decline of the availability of com-
puting professionals after the cessation of data taking,
and the continuing rapid changes in storage technology,
computing, and software systems, maintenance and the
migration of the data analysis infrastructure to newer
systems posed a major challenge. Thus a principal goal
of the LTDA design had to be the minimization of main-
tenance. In particular, means had to be found to deal
with frequent updates to the operating system (OS) and
the need to validate the BABAR code after substantial
changes to the hardware or software environment.
Over time, the LTDA system will become the primary
BABAR facility for data analysis.
7.3. Design
The design approach chosen to address the above re-
quirements was that of a contained computing system,
allowing the creation of a controlled environment that
simplifies the support of the BABAR analysis framework
within a frozen operating system, shielded from up-
grades. This also simplifies software maintenance, doc-
umentation and user support and requires less person-
nel to maintain the system. Users are able to access the
frozen platform interactively for code development, de-
bugging, and via batch queues for bulk data processing.
All frequently accessed data are made available on disk
to provide good performance in a standalone environ-
ment, and to limit the need for access to the SLAC tape
system which serves primarily as a data backup system.
The estimate of the required CPU power was based
on the projected analysis activity, as reported in Fig-
ure 93. The amount of disk storage was determined
to be 1.3 PByte based on the size of the R22 and R24
legacy data sets; raw data are not kept on disk since
they are not directly usable for physics analysis. The
entire legacy data set was migrated to new tape media
at SLAC in 2010 and, in preparation for the long term
data analysis period, backed up at the IN2P3 computing
center in Lyon (France).
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Figure 94: Schematic layout of the LTDA cluster showing the 74 batch servers hosting the virtual machines, the infrastructure servers, the login
machines, and the networks to which the servers are attached, with connections to the router enforcing the firewall rules.
7.4. Implementation
The central element of the BABAR LTDA system is an
integrated computing and storage cluster that uses vir-
tualization to permit the preservation of past, stable and
validated operating system platforms (back-versioned
OSs) on current and future hardware and software plat-
forms; for scalability it relies on distributed computing
and storage. Because of the need for running a back-
versioned and potentially insecure OS, particular atten-
tion had to be paid to computer security.
In order to reduce the security risk to an acceptable
level a risk-based analysis and design approach was
used. It was assumed that any computer that could be
easily compromised would be compromised at a priv-
ileged level. Based on this the LTDA vulnerabilities
were assessed and controls put in place to prevent or
mitigate unauthorized access, accidental modification
or destruction of data, persistency of compromised el-
ements, and any unplanned events. It is important to
note that virtualization itself does not guarantee secu-
rity. Without appropriate mitigations, a virtual machine
(VM) running an old, exploitable or compromised OS is
not very different from a physical machine running the
same system.
The primary line of defense is a network firewall that
isolates the VMs with deprecated versions of software
components from the SLAC network. The VMs are pre-
vented from connecting to the SLAC network and only
well-defined services are permitted between the VMs
and the other LTDA servers. Moreover, the VMs are
only allowed to write to very specific areas of the LTDA
system; for example, they have no write access to the
user home directories.
A schematic outline of the LTDA cluster is shown
in Figure 94. The cluster is connected to the main
SLAC network though a router which also implements
the network isolation rules. Within the LTDA system
there are three separate networks to which different el-
ements of the cluster are attached. All back-versioned
components, i.e., the VMs running back-versioned OSs,
are connected to the BBR-LTDA-VM network. Net-
work firewall rules define which connections are al-
lowed to the service network (BBR-LTDA-SRV) and
the login network (BBR-LTDA-LOGIN). The physi-
cal machines that host the VMs, providing batch ser-
vices and Xrootd [137] disk space, and other infrastruc-
ture servers, are connected to the BBR-LTDA-SRV net-
work. The infrastructure servers provide user identifica-
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tion and network services. They support the databases
and run the batch system daemon. Code repositories,
user home directories, work and production areas are
stored on two NFS servers (Sun X4540), each provid-
ing 32 TByte of disk space protected with raidz2 redun-
dancy. The login servers, grouped in a load-balanced
pool, are attached to the BBR-LTDA-LOGIN network.
The infrastructure servers and the physical storage
and compute servers do not require special security
measures because they only use managed platforms
(currently Red Hat Enterprise Linux 6) which are up-
dated regularly by SLAC computing services, and thus
pose no specific security threats other than those com-
mon to the central SLAC computing system.
The LTDA hardware fits into five standard racks that
are installed in the SLAC computing center (see Fig-
ure 95).
The compute and storage cluster consists of 74
servers, each with two six-core CPUs (3.06 GHz Intel
Xeon 5674) and 48 GByte of RAM. Fifty-four of those
are Dell R510, configured with 24 TByte of disk for sys-
tem, scratch and distributed data storage; the remaining
20 servers (Dell R410) have only 2×2 TByte in a mir-
rored configuration for system and scratch space. The
distributed data storage is managed by Xrootd, effec-
tively turning the cluster into an efficient low-cost high-
bandwidth storage array that holds the data to be ana-
lyzed. These files are easily recovered from the SLAC
tape system, obviating the need for RAID protection
and maximizing the amount of disk space.
Each server has 12 physical CPU cores—taking ad-
vantage of hyper-threading [138], each core can oper-
ate as two independent logical processors, resulting in
a considerable gain of CPU power under full load. On
the 54 compute and storage servers, 2 of the 24 logical
cores are reserved for Xrootd and system I/O, leaving
22 logical cores to run VMs. On the 20 compute-only
servers all 24 logical cores can be utilized by VMs.
The LTDA system uses the TORQUE Resource Man-
ager [139] with the Maui Scheduler [140] as a batch
system; virtualization is done by QEMU (Quick EM-
Ulator) [141] using KVM (Kernel-based Virtual Ma-
chine) [142] for hardware virtualization. Scripts were
developed that allow the batch system to create VMs
on demand, run a job within the VM, and destroy the
VM after completion of the job. The guest OS instances
are managed by providing BABAR-specific system im-
ages that are made available to the VM hosts through
NFS. These images contain the base operating system;
all the additional BABAR software is provided via NFS.
The LTDA system supports the most current major re-
lease of Scientific Linux OS (SL6), as well as the two
previous major OS releases. The base images are read-
only and the QEMU/KVM hypervisors use copy-on-
write to a local scratch disk to permit modifications of
a guest OSs’ system disks while the VM is executing.
Any modifications to a guest’s system disk are lost when
its VM is deleted at the end of the job, a very important
aspect of the security design that limits such problems
to the lifetime of a VM.
7.5. Performance
To benchmark the data processing capabilities of
the LTDA system and compare them with those of
the SLAC central computer system, the entire BABAR
dataset was analyzed on both systems using a sample
physics analysis. The physics results were identical.
The difference in the total CPU time required to process
the 1500 jobs of the sample analysis was negligible.
Before deciding on the final configuration of the
batch servers, a series of extensive tests were per-
formed. Specifically, to understand the impact of hyper-
threading, different configurations were tested by re-
peatedly processing the sample physics analysis. It was
found that by enabling hyper-threading and doubling the
number of VMs per server, the total processing time for
an analysis could be reduced by about 18%.
Tests of the transfer speed for data files provided
by Xrootd on all batch servers to the VMs showed
that the Xrootd cluster is capable of delivering up to
12 GByte/s without significant impact on data process-
ing performed on the remaining cores of the servers.
The application of KSM [143] combines identical
memory pages among different processes into a single
one which results in a reduction of memory usage of
about 45%, a very significant gain for the parallel op-
eration of many VMs on a single batch machine. The
unused memory provides additional cache on the batch
machine that can lead to gains in performance under
heavy load.
Based on these and other tests, the standard LTDA
system was configured to use KSM and hyper-threading
with up to 22 VMs per compute and storage server and
up to 24 VMs per compute-only server. Overall, no per-
formance decrease for data processing with virtualiza-
tion compared to the conventional processing environ-
ment has been observed.
In summary, the LTDA system has been successfully
implemented and is gradually taking the place of the
original BABAR computing system. It is currently used
for tens of physics analyses by users, most of them
working from remote home institutions. Through the
use of virtualization and a unique combination of pro-
cessing and storage systems, this novel system meets
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Figure 95: LTDA hardware: five racks, front (left) and back (right), containing the batch and Xrootd files servers, the infrastructure and login
servers, the NFS servers, and the router implementing the firewall to isolate the virtual machines.
the BABAR analysis needs, while maintaining the famil-
iar analysis environment. The use of Xrootd, interfaced
with the SLAC tape library, mitigates the impact of oc-
casional disk failures. Virtualization through KVM and
QEMU images with KSM memory management allows
easy control of multiple stable platforms that are quickly
bootable on demand with little overhead.
8. Summary
The diverse BABAR physics program was based to a
very large degree on technological achievements, the
delivery of stable beams of ever increasing luminosity
by the PEP-II storage rings, and the reliable operation
and excellent performance of the BABAR detector and its
associated software, both online and oﬄine.
PEP-II exceeded its design luminosity within its first
full year of operation, and its performance continued to
improve in the following years. By the end of data tak-
ing in 2008, the instantaneous luminosity had reached a
peak of 12 × 1033 cm−2s−1, and up to 20 fb−1 were de-
livered per month. This was achieved through changes
to the mode of operation and upgrades, the most promi-
nent were the increase in beam currents, and the imple-
mentation of trickle injection. The beam orbits, tunes,
and other critical parameters were optimized frequently.
Beyond these operational changes, there were substan-
tial upgrades to the machine hardware components and
instrumentation, above all, the addition of klystrons to
sustain the increasing beam currents.
To handle the increase in both signal and back-
ground rates, the detector underwent a series of up-
grades and changes in operation. The surprisingly high
beam-related backgrounds required the identification
and strength of the dominant sources. This led to the in-
sertion of absorbers to shield the effected detector com-
ponents, and the installation of a variety of monitors
to record the background rates and instrumentation to
measure radiation damage.
Initially, very high levels of radiation in the SVT
and unusually high currents in the DCH and the RPCs
could initiate beam aborts to protect the detector com-
ponents from damage. It was realized that most in-
cidences of high background were of short duration,
and that frequent beam aborts followed by beam in-
jection contributed significantly to the absorbed radia-
tion dose. Consequently, more emphasis was placed on
detailed monitoring of BABAR background conditions,
shared with PEP-II operators, and the signal for beam
aborts was only activated under severe conditions ex-
tending over longer periods of time.
The efficient BABAR operation was enabled by the
Online System, which spanned from Detector and Run
Control, Online Databases, Dataflow, to the online com-
puter farm, servers, data switches, and networks. With
the increasing demands of higher data rates and the
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rapid increase in speed and capacity, the hardware and
software, including the operating platforms, had to be
replaced, most of them more than once. Over the years,
the main goal was to improve the execution of the many
critical tasks and to adjust to changing conditions. Spe-
cial emphasis was placed on automation, simplification
of online control and monitoring, as well as on error di-
agnosis and recovery. Driven by constant surveillance
and evaluation of lessons learned by dedicated teams of
experts, BABAR was able to maintain a better than 96%
operational efficiency.
Given the flexibility and spare capacity of the trig-
ger system, the only major upgrade to its hardware was
the addition of stereo layer information to the charged
track trigger which resulted in a more effective suppres-
sion of background tracks originating from outside the
luminous region of the beams. Trigger conditions could
be readily adjusted to keep dead-times at a minimum.
Trigger efficiencies for most physics processes of inter-
est were maintained at over 99%, and triggers for new
physics signatures were easily added.
A central feature of the BABAR detector was the com-
mon architecture of the electronics. It not only reduced
the number of different components, but it also uni-
fied calibration and monitoring procedures, and thereby
simplified the diagnosis of problems. It also simpli-
fied many routine maintenance tasks, upgrades, and the
replacement of components, thereby reducing detector
down times.
To cope with higher background rates and maintain
the nearly dead-time-free operation, upgrades to the
front-end electronics and data acquisition were success-
fully implemented. For the DIRC, faster TDCs were
installed and a much faster feature extraction was de-
veloped, while for the SVT, the sensitive time window
was narrowed. For the DCH, the feature extraction was
transferred from the ROM to a new Xilinx FPGA on
the interface card that was mounted on the detector end-
plate. All of these changes were fully simulated prior to
implementation.
The only detector system which required major up-
grades and a rebuild was the IFR. In the barrel sec-
tion, the original RPCs were replaced by layers of LSTs,
and at the same time, the absorber thickness was in-
creased to improve the pion rejection. Given the high
background rates in the forward endcap, the RPC were
replaced with new chambers of similar design; more
stringent quality and test procedures during the assem-
bly eliminated most of the reliability problems of the
past. However, after several years of operation, rate
dependent inefficiencies were observed that were at-
tributed to the large streamer discharge. This problem
was resolved by converting the chambers to operate in
avalanche mode.
The scale of the oﬄine computing and data storage
requirements were unprecedented in HEP and presented
enormous challenges. The implementation and continu-
ous upgrades of the system’s hardware and software re-
quired innovation in many areas and the resources of the
whole collaboration. It led to the pioneering develop-
ment of distributed computing supported by seven large
computing centers. An elaborate system of checks as-
sured the quality of the data and integrity of the software
used by hundreds of scientists. Substantial redesigns
and hardware and software adaptation continuously en-
hanced the capabilities of the system and were accom-
plished without interfering with the physics analyses.
The diverse needs of the hundreds of scientists analyz-
ing the data inspired the design of a flexible and config-
urable mechanism to access the results of event recon-
struction and calibrations, both for events recorded by
BABAR and simulated by Monte Carlo techniques.
Over the years, event reconstruction and simulation
underwent substantial refinements. They included in-
novative techniques for precision alignment of the SVT
and DCH, benefiting not only the overall efficiency and
precision of the track reconstruction, but also the match-
ing of tracks with signals in the DIRC and EMC. The
application of multivariate analysis methods combining
all available information pertinent to the identification
of charged and neutral particles resulted in much im-
proved background suppression and efficiencies. Back-
ground suppression in the EMC and the reconstruction
of charged tracks to lower momenta significantly en-
hanced the overall event reconstruction efficiencies.
In summary, the BABAR experiment supported a re-
search program that far exceeded the design goals,
largely because of the higher than expected luminos-
ity, the stable performance of the BABAR detector, and
the advanced analysis methods developed by the scien-
tists of the collaboration. The discovery of CP-violation
in neutral B mesons in 2001 was followed by compre-
hensive studies in many different B meson decays to
determine the parameters of the CKM matrix and to
test predictions for CP-violating effects. A few of these
tests and other precision measurements have revealed
differences between measured quantities and Standard
Model expectations at the level of 2 − 3 standard devia-
tions. The high rate of direct CP-violation in charged
B mesons and the discovery of mixing in neutral D
mesons were unexpected, and recently the violation
of time reversal in the mixing and decay of neutral B
mesons was demonstrated, independent of CP violation.
The large sample of τ pairs led to precision measure-
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ments of many decays of τ lepton and sensitive tests of
lepton universality. Beyond that, searches for rare pro-
cesses, among them many not expected in the frame-
work of the Standard Model, were pursued and this pur-
suit continues. On the basis of data recorded at higher
c.m. energies and at the lower mass Υ(2S ) and Υ(3S )
resonances, limits for the production and decays of ax-
ions and other dark matter candidates were established.
Recently, a system referred to as LTDA was installed
that preserves access to the BABAR data and standard
analysis and simulation software to support future anal-
yses of the large BABAR data sample. This novel system
will also be valuable for the preparation of experiments
at future storage rings operating at or near theΥ(4S ) res-
onance. Beyond that, the LTDA system is recognized as
a flagship for data preservation for current and future
high energy physics experiments.
Glossary
ADB: Analog-to-Digital converter Board, converting
raw EMC signals to digital format.
ADC: Analog-to-Digital Converter.
API: Application Programming Interface, a communi-
cation interface between software components.
AToM: A Time-over-threshold Machine, a radiation-
hard ASIC to determine SVT pulse height in front-end
electronics.
B1,B2: PEP-II dipole magnets in the interaction region.
BCM: Bunch Current Monitor, a device monitoring the
charge of each bunch.
BDT: Bagged Decision Tree, a multi-variate algorithm
for statistical classification of data samples.
BLT: Binary Link Tracker, a component of the DCT.
BPM: Beam Position Monitor, determining the trans-
verse positions of the beams.
BW: Backward, the BABAR endcap facing the incoming
HER beam.
CCE: Charge Collection Efficiency, a quantity relevant
for SVT sensors.
cron: , time-based job scheduler in Unix-like computer
operating systems, enabling users to schedule jobs to
run periodically at certain times.
DAQ: Data AcQuisition system, it selects and records
events.
DCCT: DC Current Transformer, used by PEP-II to
monitor accurately the current in each beam.
DCH: Drift CHamber, the outer tracking system used
to measure charged particle momenta and dE/dx.
DCT: Drift Chamber Trigger, one of the two main
components (with the EMT) of the first level (hardware-
based) trigger.
DCZ: Drift Chamber Z-trigger, upgrade to the DCT
which uses longitudinal track information.
DFB: DIRC Front-end Board, receives data from 64
PMTs in the DIRC.
DIRC: Detector of Internally Reflected Cherenkov
light, the BABAR ring-imaging Cherenkov detector for
charged particle identification.
DMA: Direct Memory Access, a computing functional-
ity used in the online system.
DQG: Data Quality Group, team of experts (one per
system) responsible for validating the data reconstruc-
tion, from the raw data to the physics analysis input.
DOCA: Distance Of Closest Approach, a variable
used in track and vertex reconstruction to measure the
distance of a charged track relative to the IP or the
primary or decay vertex.
ECOC: Error-Correcting Output Code, a tool for
multi-class categorization of problems used in the most
powerful PID algorithms.
EMC: ElectroMagnetic Calorimeter, it measures
photon and electron energies in the barrel and forward
endcap sections.
EMT: ElectroMagnetic calorimeter Trigger, one of the
two main components (with the DCT/DCZ) of the first
level (hardware-based) trigger.
EPICS: Experimental Physics and Industrial Control
System, a toolkit for building control systems.
ER: Event Reconstruction, the second step (following
the prompt calibration) of the data reconstruction.
FADC: Flash Analog-to-Digital Converter, ADC
comparing input voltage to a fast sequence of reference
voltages.
FCTS: Fast Control and Timing System, provides the
accelerator time reference to the online system.
FEC: Front-end Electronics Card, part of the IFR FEE.
FEE: Front-end Electronics, the generic name for
electronic circuits receiving and processing the raw
signals from the detector systems.
FEX: Feature EXtraction, the online processing of raw
data in the ROMs.
FM: Fast Monitoring, the framework used for live
monitoring of the recorded data.
FFC: Flexible Flat Cable, used in the LST system.
FPGA: Field-Programmable Gate Array, a config-
urable integrated circuit.
FR4: Flame Retardant Grade 4, a widely accepted
international grade designation for fiberglass reinforced
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epoxy laminates that are flame retardant.
FW: Forward, the BABAR endcap facing the incoming
LER beam.
GLT: Global Level 1 Trigger, the system deciding to
accept (for further processing) or reject an event.
HEP: High Energy Physics, .
HER: High Energy Ring, the PEP-II storage ring for
9.0 GeV electrons.
HOM: High-Order Mode, non-fundamental transverse
modes of RF cavities or waveguides.
HPSS: High Performance Storage System, the main
data storage system on tape used in BABAR.
IAD: Integration-Amplification Daughter, a component
of the LST FEE.
IC: Integrated Circuit, a micron-scale electronic circuit
on semiconductor substrate.
IFB: IFR FIFO Board, a component of the IFR FEE.
IFR: Instrumented Flux Return, the BABAR system to
identify muons and particles penetrating the segmented
steel flux return.
IFT: Instrumented Flux return Trigger, the trigger for
muon efficiency studies in the IFR.
IOB: Input-Output Board, a component of the FEE.
IOC: Input/Output Converter, circuits used by EPICS.
IP: Interaction Point, the center of the luminous region
of the colliding PEP-II bunches.
IR2: Interaction Region 2, the location of the BABAR
detector in the PEP-II tunnel.
ISR: Initial State Radiation, emission of photons by
the colliding e+ and e−.
KSM: Kernel Samepage Merging, a software to allow
sharing of identical memory pages amongst different
processes or virtualized guests.
KVM: Kernel based Virtual Machine, a virtualization
infrastructure for the Linux kernel.
L1: Level 1 trigger, the first level (hardware) trigger.
L3: Level 3 trigger, the second level (software) trigger.
LED: Light-Emitting Diode, used to generate controlled
pulses of light, for instance for the DIRC calibration.
LER: Low Energy Ring, the storage ring for 3.1 GeV
positrons.
LH: LikeliHood, a mathematical tool commonly used
in BABAR analysis to estimate the parameters of a
statistical model.
LM: Logging Manager, a component of the online
system transferring data to disks.
LST: Limited Streamer Tube, the final technology used
to instrument the barrel IFR, replacing the original
BABAR RPCs.
LTDA: Long Term Data Access, the computing system
to permit access to BABAR data and software for future
analyses.
MC: Monte-Carlo, the generic method used to simulate
events.
MIP: Minimum-Ionizing Particle, a particle with an
energy loss rate (dE/dx) close to the minimum.
NEG: Non-Evaporable Getter, a type of vacuum pumps
used by PEP-II.
NIEL: Non Ionizing Energy Loss, energy causing
displacements in Silicon crystals.
NIOS: Altera Trademark, a versatile embedded proces-
sor widely used in FPGAs.
NN: Neural Network, a multi-variate algorithm for
classification of data samples.
ODB: Online Databases, store detector-related in-
formation (configurations, conditions and calibration
constants).
ODC: Online Detector Control, controls and monitors
the environmental detector conditions.
ODF: Online DataFlow, component of the online
system to control the extraction of information from the
FEEs for event building.
OEP: Online Event Processing, the processing of
complete BABAR events.
ORC: Online Run Control, the top-level control for the
detector operation and data taking.
pCVD: Polycrystaline Chemical Vapor Deposition, the
material of the two SVTRAD diamond sensors.
PC: Prompt Calibration, the first step of the oﬄine data
reconstruction.
PCB: Printer Circuit Board, a component of the LST
modules.
PID: charged Particle IDentification, algorithms to
identify charged tracks crossing the detector (e, µ, pi, K
or p).
PBS: Portable Batch System, software to perform job
scheduling in UNIX clusters.
PMC: PCI Mezzanine Card, small-form-factor card for
the PCI bus which can be stacked on top of a host card,
typically a single board computer.
PMT: PhotoMulTiplier, an extremely sensitive light
detector.
PTD: transverse momentum (pt) Discriminator, com-
ponent of the DCT.
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Q1-Q4: PEP-II quadrupole magnets in the interaction
region.
QC: Quality Control.
QCOW2: Qemu Copy-On-Write version 2, is the
Copy-on-Write feature of QEMU. Copy-On-Write is
an optimization technique based on the fact that as long
as multiple programs running on a host need read only
acess to a given data structure (a memory allocation,
data on a disk, ...), a pointer to the same data can
be given to each of these programs. If one of these
programs needs to execute a write, only then a private
copy is created and made available to the program.
QEMU: Quick EMUlator, a generic open source
emulator and virtualizer for the KVM kernel module in
Linux achieving near native performances by executing
the guest code directly on the host CPU.
RADFET: RADiation sensitive Field-Effect Transistor,
sensors monitoring the absorbed dose in the EMC.
RAID: Redundant Array of Independent Disks, a
storage technology that combines multiple disk drive
components into a logical unit.
RF: Radio-Frequency.
RH: Relative Humidity.
ROM: ReadOut Module, it processes raw data from the
FEE prior to transfer to the DAQ.
RPC: Resistive Plate Chamber, the initial technology
used to instrument the IFR. The original BABAR RPCs
were replaced by the LSTs in the barrel and upgraded
in the forward endcap.
RTEMS: Real Time Executive for Multiprocessor
Systems, an operating system.
SLM: Synchrotron Light Monitor, measuring the bunch
profiles.
SOB: StandOff Box, the DIRC photon camera, a
large tank filled with ultra-pure water, located at the
backward end of BABAR.
STP: Signal Transfer Plane, a component of the LST
modules.
SVT: Silicon Vertex Tracker, the inner tracking system.
SVTRAD: Silicon Vertex Tracker RADiation protection
system, mounted on the SVT to sense high radiation
levels and abort the beams whenever a preset limit is
exceeded.
TDC: Time-to-Digital Converter.
TORQUE: Terascale Open-Source Resource and
QUEue Manager, a distributed resource manager
controling batch jobs.
TRG: Trigger, the two-stage BABAR event selection
system.
TSF: Track Segment Finder, a component of the DCT.
TSP: Titanium Sublimation Pump, a type of vacuum
pumps used by PEP-II.
UPILEX: Upilex, a heat and radiation resistant
polyimide film formed from biphenyl tetracarboxylic
dianhydride.
UDP: User Datagram Protocol, a protocol in the
Internet Protocol (IP) suite that provides connectionless
(”datagram”) communications.
VM: Virtual Machine, a software that emulates a
computer environmenton which an operating system
can run. A VM, also called guest, behaves like it were a
separate computer, isolated from the physical computer,
the host, on which the emulation software is running.
VME: short for VMEbus, a bus standard widely used
by data acquisition systems.
Xrootd: a generic software framework for fast, low
latency and scalable data access.
XTC: eXtended Tagged Container, the format of the
BABAR raw event data.
ZFS: ZFS File System, a combined file system and
logical volume manager.
ZPD: z-pt Discriminator, a component of the DCZ
trigger.
ZTB: z-strip transition board, an element of the LST
electronics.
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