The algebraic connectivity of a network characterizes the lower-bound of the exponential convergence rate of consensus processes. This paper investigates the problem of accelerating the convergence of consensus processes by adding links to the network. Based on a perturbation formula of the algebraic connectivity, we propose a greedy strategy for undirected networks and give a lower bound of its performance through an approximation of submodularity. We further extend our investigation to directed networks, where the second smallest real part among all the eigenvalues of the non-Hermitian Laplacian matrix, i.e., the generalized algebraic connectivity, indicates the expected convergence rate. We propose the metrics to evaluate the impact of an adding subgraph on the generalized algebraic connectivity, and apply a modified greedy strategy to optimize the generalized algebraic connectivity. Numerical results in empirical networks exhibit that our proposed methods outperform some other methods based on traditional topological metrics. Our research also verifies the dramatic differences between the optimization in undirected networks and that in directed networks.
INTRODUCTION
A Large number of collective dynamic processes, e.g., the Markovian process [1] , the network diffusion [2] , the fluid flow in tank systems [3] , the electric network [4] , has a similar objective that all nodes reach an agreement regarding a certain quantity of interest by exchanging the nodal states with their neighboring nodes. These dynamics can be generally described by the consensus model in networks [5] , [6] . The convergence rate of a consensus process on a network indicates the speed that each node tends to its final steady state (assuming that the steady state exists), which characterizes the behavior of an autonomous system and can be an important metric of the performance (e.g. robustness or efficiency) for networked control systems.
The behavior of the consensus model can be featured by the eigensystem of the Laplacian matrix of the adjacency matrix, where the algebraic connectivity of the undirected network indicates a lower-bound of the exponential convergence rate [5] . Thus, the problem of convergence acceleration of a process reduces to increasing the algebraic connectivity of the undirected network by topological adjustments. If the variables of interconnections are continues-valued, i.e., the links are weighted, maximizing the algebraic connectivity constrained by a total budget of link weights reduces to a semi-definite programming [7] , which can be solved by a subgradient method [8] , [9] . Meanwhile, several heuristic methods based on the topological metrics are proposed to approach the NP-hard integer-optimization problem in the case of unweighted networks [10] , [11] , [12] , [13] , but the performance is not guaranteed.
Moreover, several flow processes, e.g., the impedance circuit, the liquid flow, the traffic flow, yields the fact that the interactions between nodes are directed instead of bidirected. The convergence rate to consensus in a directed network depends on both the topology of the network and its initial state vector [14] . The expected convergence rate (ECR) is defined to measure the speed of convergence for random initial state vectors in directed networks [15] . Notwithstanding the importance and generality of the expected convergence rate in directed networks, the method of accelerating consensus processes in directed networks by topological adjustments, to the best of our knowledge, has seldom been investigated. In this paper, we investigate the impact of the network perturbation on the convergence rate of dynamics via the algebraic connectivity both in undirected and directed networks, which are confined to unweighted networks. For undirected networks, we present a perturbation formula of the algebraic connectivity for an adding subgraph, which shows the impact of multiple adding links on the algebraic connectivity, as well as demonstrates that the algebraic connectivity resembles an approximately submodular function with respect to the adding subgraphs. Based on the metric for the impact of an individual link, the greedy strategy to increase the algebraic connectivity by adding links one by one could have a constant performance.
For directed networks, we confine ourselves to the strongly connected network without self-loops to ensure the existence of the non-trivial steady state [6] . We show that the second smallest real part among all the eigenvalues of the Laplacian matrix indicates the lower bound of the expected convergence rate in directed networks, which is defined as the generalized algebraic connectivity [15] . Based on the bounds of the generalized algebraic connectivity perturbation with respect to the adding subgraph, we propose the metrics to measure the impact of an individual link and heuristically apply the greedy strategy to maximize the generalized algebraic connectivity. Further, we compare the performance of the proposed methods with other heuristic methods based on traditional nodal centralities, and discuss the difference between the strategies for increasing the convergence rate between undirected and directed networks.
The main contribution of this paper can be summarized as:
1. We apply a greedy strategy to maximize the algebraic connectivity µ in undirected networks, which guarantees a constant performance. 2. Based on the bounds of the generalized algebraic connectivity ℜ(µ) perturbation, we propose heuristic greedy strategies to maximize ℜ(µ) for directed networks. 3. Numerical tests in real-world networks show the superiority of our proposed methods compared with some other heuristics.
The remainder of this paper is organized as follows. The physical significance of the algebraic connectivity and the definition of the generalized algebraic connectivity are introduced in Section 2. Section 3 provides a perturbation formula of the algebraic connectivity and propose the greedy algorithm in undirected networks. We extend the optimization problem and propose some heuristic strategies for directed networks in Section 4. We evaluate the proposed methods in Section 5 and conclude this paper in Section 6.
ALGEBRAIC CONNECTIVITY FOR CONSENSUS

PROCESSES IN NETWORKS
Consensus processes in undirected networks
We consider that an undirected and unweighted network G(N , L) consisting of set N with N nodes and set L with L links is represented by the adjacency matrix A. The entry of the adjacency matrix a ij = 1 if there is a link between node i and node j, and otherwise a ij = 0. Let v i (t) denotes the state of node i at time t, the consensus model follows
, and the vector form for the state vector v(t) = (v 1 (t), v 2 (t), . . . , v N (t)) T follows
where ∆ = diag(d 1 , d 2 , . . . , d N ) is the diagonal degree matrix (e.g., d i denotes the degree of node i), and Q is the Laplacian matrix of A.
We assuming that all the eigenvalues λ k of Q are distinct, i.e., λ 1 < λ 2 < · · · < λ N , associated with the eigenvector x 1 , x 2 , . . . , x N . The state vector v(t) can be written as v(t) = e −Qt v(0) with the initial state vector v(0). The smallest eigenvalue in the symmetric matrix Q is equal to λ N (Q) = 0, which corresponds to the steadystate eigenvector π = x N = u T . Thus, the state vector can be written by
which implies that the state v i (t) of each node exponentially converges to the steady state. The relation
implies that the second smallest eigenvalue λ N −1 of the Laplacian matrix Q, i.e., the algebraic connectivity, indicates a lower-bound of the expected exponential convergence rate for each nodal state with a random initial state.
Consensus processes in directed networks
We further consider the dynamic processes in the directed network G(N , L) with N nodes and L directed links. The entry a ij = 1 in the asymmetric adjacency matrix A represents a directed link with source node i and target node j. In the consensus process, the existence of link ℓ ji represents the communication from node i to node j. Thus, the consensus model follows
, and the state vector follows
where ∆ in is the diagonal nodal in-degree matrix. We define the operator Q = ∆ in − A T as the generalized Laplacian matrix in directed network 1 . If the network is strongly connected [5] , i.e., there exists a path from one node to another for any two nodes, the smallest eigenvalue λ N of Q is equal to 0, and the system can reach a steady state π. Assuming that the generalized Laplacian matrix has distinct eigenvalues λ k and corresponding right-and lefteigenvectors x k and y k , the state vector can be generalized as
Since the complex eigenvalue for the non-Hermitian matrix Q can be written by λ k = ℜ(λ k ) + iℑ(λ k ) with nonnegative real parts ℜ(λ k ), we rewrite the state vector by v(t) = π + N k=2 e −ℜ(λ k )t−iℑ(λ k )t x k y T k v(0). Denoting e i the basis vector, the difference between the nodal state v i (t) and its steady state π i follows
which yields that the expected exponential convergence rate has a lower bound
For brevity, we write the algebraic connectivity as µ = λ N −1 in undirected networks, and define the generalized algebraic connectivity ℜ(µ) = min i<N ℜ(λ i ) as the second smallest real part among all the eigenvalues of the Laplacian matrix in directed networks.
1. Some researchers [5] prefer applying link ℓ ji to represent communication from node i to node j, then the Laplacian matrix is Q = ∆out − A with the diagonal nodal out-degree matrix ∆out. Our definition in this paper has no difference with the previous for system analysis, but can be more intuitive for topological changing.
ALGEBRAIC CONNECTIVITY IN UNDIRECTED
NETWORKS
In this section, we derive an approximation of the algebraic connectivity for the topological perturbation in undirected networks. Further, we propose a greedy method to maximize the algebraic connectivity by adding links or subgraphs.
Topological perturbation for the algebraic connectivity
We denote by A the adjacency matrix of the original undirected network G(N , L), and by A + ∆A the adjacent matrix of the network under perturbation ∆A. The N × N perturbation matrix ∆A is also symmetric, which is positivedefinite for the adding subgraph, and negative-definite for deleting a subgraph. The N × N Laplacian matrix ∆Q corresponding to ∆A is the perturbation to the original Laplacian matrix Q, which is symmetric and positive-definite for an adding subgraph (negative-definite for a delated subgraph). According to the eigenvalue perturbation theorem [16] , [17] , the perturbation of the algebraic connectivity follows
where x N −1 is the Fiedler vector and · F is the Frobenius norm. However, estimating the algebraic connectivity perturbation ∆µ by (8) requires all the eigenvalues and the eigenvectors, whose computational complexity is usually high for large networks, i.e. O(N 3 ) by QR decomposition. We hereby present an approximate of the algebraic connectivity for the topological perturbation ∆A. The Laplacian matrix of a network can be convert into a row-stochastic and non-negative matrix S, by using the transformation S = I N − ǫQ, where I N is the identity matrix and ǫ > 0 is a sufficiently small number. The matrix S is irreducible if the network G is connected when the parameter ǫ < 1 dmax ensures S is non-negative [5] . We denote by γ 1 the left eigenvector of S corresponding to its largest eigenvalue 1. Then, we can construct the matrix R = S− γ1γ T 1 γ1 2 , and denote by z the left eigenvector of R corresponding to the largest eigenvalue λ 1 (R). The algebraic connectivity µ of Q shifts to the largest eigenvalue of R, and can be computed [18] , [19] by
We suppose that the algebraic connectivity µ becomes µ = µ + ∆µ if the Laplacian matrix of a network Q becomes Q + ∆Q. The matrix S after perturbation is S + ∆S with ∆S = −ǫ∆Q. The eigenvector γ 1 corresponding to λ 1 (S) normalized by γ 1 2 = 1 is equal to the eigenvector of Q corresponding to λ N (Q) = 0, i.e., γ
Thus, the eigenvector γ 1 does not change for the perturbation, i.e., γ 1 (S + ∆S) = γ 1 (S), which yields the perturbation ∆R = ∆S.
Denoting z the principle eigenvector of the matrix
where J is an unit matrix, we further estimate the eigenvector z + ∆z for a small perturbation ∆R 2 ≪ R 2 by means of one further iteration of the power method [20] as
We apply a second-order perturbation result as
can be obtained by the first-order eigenvalue perturbation [17] , i.e., ∆λ
The second term ∆λ 
where the term ∆λ
Therefore, we can obtain that the exact perturbation ∆µ of the algebraic connectivity approximates
and the algebraic connectivity µ(∆Q) after a perturbation ∆Q is
According to the perturbation formula (14), we can apply the power iteration method to compute the largest eigenvalue λ 1 (R) and the principle eigenvector z, and further estimate the algebraic connectivity µ for the perturbation ∆Q, which reduces the computational complexity to O(N 2 ). Compared with the first-order perturbation ∆µ [7] , the second term in the derived approximation (13) exhibits an additional penalized term. Specifically, the second term
implies the effect of multiple links incident to a same node in a perturbation subgraph.
Maximize the algebraic connectivity by adding links
We then consider the problem of maximizing the algebraic connectivity by adding subgraphs or links. Ghosh and Boyd [7] show that maximizing the algebraic connectivity µ in undirected networks by allocating the continues-valued links weights w ℓ ∈ [0, 1] is a convex problem. However, the combinatorial optimization problem that maximizing the algebraic connectivity by adding K unweighted links, i.e., w ℓ ∈ {0, 1} is a NP-hard problem, whose computational complexity is O 1 2 N (N −1)−L K N 3 by a brute force. An intuitive and straight way is to apply the greedy strategy to adding links for increasing the algebraic connectivity as Algorithm 1, which selects the link that increases the algebraic connectivity most in each iteration.
Algorithm 1 Original Greedy Method 1: Inputs:
the undirected network G and the number of links K 2: Initialization:
Set the solution S as an empty link set 3: while |S| ≤ K do 4 :
Physically, submodularity is a diminishing returns property where adding an element to a smaller set gives a larger gain than adding one to a larger set. Greedy strategy is a suggested method of operational simplicity to approach the near-optima for a monotone submodular maximization [22] . A celebrated results by Nemhauser et al. [23] proves that the greedy method provides a good approximation to the optimal solution of the NP-hard optimization problem. Defining the impact of an adding subgraph with the Laplacian matrix ∆Q on the algebraic connectivity as
where the constant θ := ǫ λ1(R) depends on the original network, we now investigate the property of the impact function E(∆Q).
In the following analysis, we assume that the impact function E(∆Q) approximates the algebraic connectivity ∆µ well, thus the maximzation of E(∆Q) and ∆µ are consistent. Further, computing the exact algebraic connectivity µ(G∪{ℓ ij }) in Algorithm 1 for all candidate links ℓ ij in each iteration still requires high computational cost for large scale networks. According to the impact E(∆Q) of a subgraph, the impact of an individual link ℓ ij can be measured by the metric Ω(ℓ ij ) = |z i −z j |, which can be applied to faster select the best link ℓ ij = arg max ℓ / ∈G {|z i − z j |} for each iteration in Algorithm 2. Coincidentally, the impact (15) validates that the second term z T (∆Q) 2 z suggests the same metric |z i −z j | for the importance of an individual link. In addition, the improved perturbation function (17) with the second term (15) can be applied for more general applications, e.g., adding a subgraph with multiple links in each iteration, or batched greedy optimization [24] .
The feasibility of the greedy algorithm 2 is an open question. Although the algebraic connectivity is a concave function of continuous-valued link weights, Remark 1 shows that the approximated increment of the algebraic connectivity E(∆Q) by adding unweighted subgraphs is unfortunately non-submodular. For conciseness, we notate both the link set and the corresponding Laplacian matrix Q of the graph composed of these links by the same notation Q.
Algorithm 2 Heuristic Greedy Method for µ 1: Inputs:
the undirected network G and the integer K 2: Initialization:
Set the solution S as an empty link set 3: while |S| ≤ K do 4: Compute the eigenvector z of R by Q 5:
Given the perturbation of the Laplacian matrix Q + ∆Q, the function E(∆Q) as (17) is non-submodular with respect to the set ∆Q of adding subgraphs (links).
Proof: We define the Laplacian matrix for the perturbation subgraphs I, J, U, V, W following the relation that I ≤ J, V = I + U , W = J + U and Y = J − I, where the symbol (+) denotes the union of link sets and (-) indicates the relative complement. We have the relations:
Thus, we can obtain that
which is always positive only if the matrix U and Y are commuting. Thus, the submodularity of the impact function E(∆Q) is not guaranteed. We then show that the impact function E(∆Q) is approximately submodular. 
Proof:
The largest Laplacian eigenvalue is upper bounded by the sum of the largest nodal degree and the second largest nodal degree [25] . Thus, the largest Laplacian eigenvalue of a graph with K links has the upper bound K + 1, which occurs in a star graph.
Lemma 2.
Assuming that the adding subgraph with the Laplacian matrix ∆Q consists of K links. The function E(∆Q) is bounded by
where the constant δ := 1 − ǫ λ1(R) (K + 1). Proof: We define the constant δ > 0 such that
The term z T (∆Q) 2 z obey the relation (23) Invoking the upper-bound of λ 1 (∆Q) ≤ K + 1 in Lemma 1, we can obtain that δ = 1 − ǫ λ1(R) (K + 1) and δz T ∆Qz ≤ E(∆Q).
The right inequality can be verified by the fact that ǫ λ1(R) z T (∆Q) 2 z ≥ 0 for the positive semi-definite matrix (∆Q) 2 . Usually, the perturbed subgraph are a small amount of links separately located in a large network, so the eigenvalue λ 1 (∆Q) is relatively small, which practically leads to the constant 0 < δ < 1.
Theorem 1. The greedy algorithm 2 for maximizing the impact function E(∆Q) by adding K links (that compose a graph with the Laplacian matrix ∆Q), can guarantee the performance
is the optimal impact with the optimal solution set ∆Q * .
Proof: Lemma 2 implies that the impact E(∆Q) is a δ−approximately submodular function [26] which approximates the (sub)modular function g(∆Q) = z T ∆Qz. Invoking the performance bound in Theorem 8 proposed in [27] , we can arrive that the performance constant is
The near optimal solution of the exact increment ∆µ * can be approached by Algorithm 2 in some networks. Theorem 1 shows that the performance of the greedy algorithm is related to the topological property of the original network indicated by the constant θ, i.e., a smaller θ = ǫ λ1(R) leading a larger δ yields a larger performance constant. Specifically, the impact E(∆Q) approximates to the modular(additive) function g(∆Q) for a smaller θ, which implies a better performance for the greedy algorithm. The performance constant also degrades with the increasing number of adding links K. In addition, the computational complexity of Algorithm 1 is O(KLN 2 ), while the computational complexity of Algorithm 2 reduces to O(K(L+N 2 )), whereL = N 2 −L is the number of links in the complement of G.
GENERALIZED ALGEBRAIC CONNECTIVITY IN DI-
RECTED NETWORKS
This section extends our investigation to directed networks. We define ℜ(µ) as the second smallest real part among all the eigenvalues of the generalized Laplacian matrix Q = ∆ in − A T in directed networks without self-loops. The properties of the generalized algebraic connectivity ℜ(µ) in directed networks is more complicated than those in undirected networks. For example, the generalized algebraic connectivity ℜ(µ) is even not monotonic with the number of adding links, and an additional directed link could decrease the generalized algebraic connectivity (see an example in Figure 1 ).
The algebraic connectivity in a directed network for a real perturbation of Laplacian matrix ∆Q is given by
, where x and y are rightand left-eigenvectors belonging to µ normalized so that x 2 = y 2 = 1 and y H x = |y H x|. For the complex eigenvalue and eigenvectors, we have the perturbation formula
where x = x R + ix I and y = y R + iy I . Although the perturbation formula (25) provides an estimation of ℜ(∆µ), the computational cost of x and y is very high in large networks. Moreover, the change of the real part of a determined eigenvalue ℜ(∆µ) could not equal the change of the generalized algebraic connectivity ∆ℜ(µ).
Bounds of the generalized algebraic connectivity perturbation ∆ℜ(µ)
Unfortunately, the complex algebraic connectivity µ of a non-Hermitian Laplacian matrix does not obey the power iteration method, which leads that the generalized algebraic connectivity ℜ(µ) perturbation difficult to derive in a similar form with (14) . Thus, we consider a lower-bound and an upper-bound of the generalized algebraic connectivity ∆ℜ(µ) under topological perturbation.
Lemma 3.
Given the generalized Laplacian matrix Q = ∆ in − A T , the matrix Q + Q T is positive semi-definite if the network is strongly connected.
Proof: By the Gershgorin Disk Theorem [28] , all the eigenvalues are located in the union of the disks centered at Q jj + Q T jj = N i=1 a ij + N i=1 a ji with the radius r j = N i=1 a ij + N i=1 a ji for j ∈ N . Thus, all the eigenvalues are located in the right plane, which yields that the symmetric matrix Q + Q T is positive semi-definite. Theorem 2. Given a network with the generalized Laplacian matrix Q, the increment of the generalized algebraic connectivity ∆ℜ(µ(∆Q)) by adding a subgraph with the generalized Laplacian matrix ∆Q can be lower-bounded by an approximately submodular function, i.e.,
where ∆Q * = ∆Q + ∆Q T , z is the principle eigenvector of H = 1 2 (R + R T ), R and ǫ are defined in (10) . Proof: According to Section 3.1, we have the shift relation
Similarly, we can obtain that
We then introduce the Bendixson theorem [29] that: let H = 1 2 (R + R T ) be the Hermitian part of R, we have λ N (H) ≤ ℜ(λ(R)) ≤ λ 1 (H). For the perturbation Q + ∆Q, we have ∆R = −ǫ∆Q, which yields ∆H = − ǫ 2 (∆Q + ∆Q T ) = − ǫ 2 ∆Q * , where ∆Q * is positive semi-definite due to Lemma 3. Invoking the eigenvalue perturbation in (14), we arrive at
where z is the left eigenvector of the matrix H corresponding to the largest eigenvalue λ 1 (H) normalized by z 2 = 1.
We can obtain the lower bound of the increment of the general algebraic connectivity ∆ℜ(µ(∆Q)) follows
Since the matrix ∆Q * is positive definite and Hermitian, the function on the right side of (26) is an approximately submodular function (similar with Lemma 2), which completes the proof. . We also present an upper-bound of the generalized algebraic connectivity perturbation ∆ℜ(µ) based on Lemma 4.
Lemma 4. [15] Defining the matrix for a directed network as
x N is the right eigenvector of the Laplacian matrix Q associated with its zero eigenvalue, and 0 < α < d max in , the generalized algebraic connectivity holds ℜ(µ(Q)) = 1 α (1 − log(max i∈N |λ i (R)|)). According to Lemma 4, computing the generalized algebraic connectivity ℜ(µ) can be reduced to computing the maximum absolute eigenvalue of the matrix R by an exponential operator. Then, the generalized algebraic connectivity ℜ(µ) in large scale networks can be computed by a general power iteration method by Krylov subspace [30] .
Theorem 3. The increment of the generalized algebraic connectivity ∆ℜ(µ(∆Q)) by adding a subgraph with the generalized Laplacian matrix ∆Q can be upper-bounded by the function
where α and R are defined in Lemma 4, κ(Z) is the condition number of the matrix Z composed by the eigenvector of R, and λ(R) = max i∈N |λ i (R)|.
Proof:
We have the perturbation of the matrix
which yields ∆R ≈ −α∆Qe IN −αQ for a small α. According to Lemma 4, the problem of maximizing the general algebraic connectivity is equal to minimizing the largest absolute eigenvalue of R. Invoking the Bauer-Fike theorem [31] and the reverse triangle inequality, we can obtain that (31) where κ(Z) = Z p Z −1 p is the condition number [32] of the matrix Z composed by the eigenvector of R. Denoting the maximum absolute eigenvalue max i∈N |λ i (R)| by λ(R), we have
which completes the proof.
Maximize the generalized algebraic connectivity by adding links
We then consider the problem of maximizing the generalized algebraic connectivity by adding K links in directed networks. Assuming that we apply the greedy strategy to adding the links one by one, a simple and intuitive method to select the link in each iteration follows two steps: 1. obtain the best undirected link regarding the network as undirected; 2. randomly determine the direction of this link. However, the performance of this method is not guaranteed since the effect of the link direction is ignored. The bounds of the perturbation indicate the impact of topological perturbation in two different aspects: the lower bound (26) implies that the increment of the generalized algebraic connectivity is related to the connections between nodes with different eigenvector centrality, while the exponential norm of the perturbation ∆R influences the upper bound (30) . Further, Theorem 2 demonstrates that the maximal impact of an individual additional link on the lower bound of the increment of the general algebraic connectivity ∆ℜ(µ(∆Q)) can be measured by
which is different from the impact Ω(ℓ ij ) = |z i − z j | in undirected networks. The dominating first term 1 2 z j (z j − z i ) in (33) implies that the best link ℓ ij tends to be located in two different communities to maximize the difference z j − z i . Meanwhile, for the directed links between the same two nodes, i.e., ℓ ij and ℓ ji , the target of the additional link tends to be the node with a higher value z j to increase the generalized algebraic connectivity. Theorem 3 demonstrates that the impact of the subgraph depends on ∆R p . Defining the matrix W = e IN −ǫQ ≈ 2I N −ǫQ+ 1 2 (I N −ǫQ) 2 and applying norm-1 for computational simplicity, we can obtain another metric to measure the importance of an individual link ℓ ij on the generalized algebraic connectivity, i.e.,
We assume that the impact of an adding link on the bounds of ∆ℜ(µ) has similar behaviors with the exact generalized algebraic connectivity. By adding the link with the largest impact in each iteration, we heuristically propose the greedy method as Algorithm 3 to approach the near-optimal solution.
Algorithm 3 Heuristic Greedy Method for ℜ(µ) 1: Inputs:
the undirected network G and the integer k 2: Initialization:
Set the solution S as an empty link set 3: while |S| ≤ k do 4: Compute matrix R by the Laplacian matrix Q 5:
NUMERICAL EVALUATIONS
In this section, we present some numerical tests to evaluate the performance of the perturbation formula and our proposed methods. The topological properties of the investigated networks are summarized in Table 1 . We extract the giant component from the undirected networks and extract the largest strongly connected component from the directed networks. 
Undirected networks
We first evaluate the perturbation formula (14) of the algebraic connectivity by continuously adding links in undirected networks. In each step, we randomly select one node and randomly adding two new links incident to this node. Figure 2 shows the exact algebraic connectivity as a function of the number of the adding links K, which is compared with the perturbation formula with one term, i.e., µ ≈ µ + z T ∆Qz and the perturbation formula (14) with two terms µ ≈ µ+∆µ. We observe that the algebraic connectivity estimated by the perturbation formula (14) usually provides an upper-bound of the exact algebraic connectivity µ, but deviates more from the exact algebraic connectivity µ with the increasing number of adding links, which implies that the performance of the perturbation formula could degrade with the increasing size of the adding subgraphs. The Fig. 2 : The functions of (i) the exact algebraic connectivity, (ii) the approximation with one term µ ≈ µ + z T ∆Qz and (iii) the approximation (14) with two terms with respected to the number of adding links K.
proposed perturbation formula (14) can provide a better estimation for the exact algebraic connectivity µ, especially for the spare network with a small maximum degree (e.g., circle networks). The proposed approximation (14) exhibits a similar behavior with the perturbation with one term in a dense network since the small ǫ < 1 dmax of (14) reduces the impact of the second term.
We then compare the performance of different strategies to maximize the algebraic connectivity, which includes the strategies for selecting a link in each iteration:
(1) Alg. 1: selecting the link ℓ ij to maximize µ greedy;
(2) Alg. 2: selecting the link ℓ ij with max{|z i − z j |};
(3) Selecting the link ℓ ij between the nodes with the smallest degree product d i d j ; (4) Selecting the link ℓ ij between the nodes with the smallest eigenvector centrality product; (5) Selecting the link ℓ ij between the nodes with the smallest node betweenness product. Figure 3 shows the exact algebraic connectivity µ as a function of the number of adding links K via different greedy strategies in three empirical undirected networks. Figure 3 shows that the algebraic connectivity µ via Algorithm 1 exhibits a concave-like function with respect to the number of adding links K, and has the best performance for a small number of adding links (e.g., K ≈ 5). The proposed heuristic method Algorithm 2 approaches the performance of Algorithm 1 best, and even outperforms Algorithm 1 when the number of adding links K is large. We also observe that the other heuristic greedy strategies based on the topological metrics (e.g., degree, eigenvector centrality and betweenness) usually cannot guarantee the performance for maximizing the algebraic connectivity.
Directed networks
We further evaluate the performance of the heuristic metrics proposed in Section 4.3 in directed networks. We consider the following metrics to select the individual link in each iteration in the greedy strategy: ( 2  '  2  <  0  4  2  >  ,  +  .  ,  ,  2  B  .  3  >  ;  1  5  2  <  0  4  2  ,  0  +  ,  4  6  ,  1  5  3  .  2  1  ,  4  5  .  /  *  0  5  7  2  B  .  3  >  ;  1  5  2  <  0  4  2  -,  5  C  ,  , (4) Maximize Ω(ℓ ij ): the link with the maximum Ω(ℓ ij ); (5) Undirected handling: first select the undirected link with the maximum Ω(ℓ ij ) by regarding the network is undirected, and then randomly determine the link direction. Figure 4 shows that the method "maximize ℜ(µ)" presents the best performance for a small number of adding links K although the submodularity of the function ∆ℜ(µ) in directed networks is not guaranteed. However, the generalized algebraic connectivity ℜ(µ) via the method "maximize ℜ(µ)" tends to increase monotonically but very slowly when the number of adding links is large, which implies that the original greedy method of "maximize ℜ(µ)" could lead to the local optima in directed networks. The method " maximize Ω(ℓ ij ) " is the best heuristic method to approach the method "maximize ℜ(µ)" for a small fraction of adding links, and performs better for a large fraction of adding links. We observe that the generalized algebraic connectivity ∆ℜ(µ) via the method "maximize Ω(ℓ ij )" as a function of the number of adding links K does not smoothly monotonically increase, which may instead help the solution to avoid local optimum possibly due to the inheritance of stochastic optimization (e.g., the principle of "simulated annealing" algorithm and extremal optimization [39] ). Also, the method "maximize Ω(ℓ ij ) " can also avoid the local optimum and leads to a good solution, while the performance could degrade much in very sparse networks (e.g., Berlin traffic network with the average degree E[D] ≈ 2.29). Figure 4 also shows the difference of performance between the method "maximize Ω(ℓ ij ) " and the same link with inverse direction, which demonstrates that the link direction is influential to the generalized algebraic connectivity ℜ(µ). Furthermore, the unsatisfied performance of the method "undirected handling" hints the difference of the optimization between directed and undirected networks, as well as the fact that the strategy for undirected networks may be infeasible for directed networks.
CONCLUSION
The (generalized) algebraic connectivity indicates the lowerbound of the exponential convergence rate for consensus processes on networks. This paper investigated the strategy to maximize the (generalized) algebraic connectivity by adding links in both directed and undirected networks. The approximate submodularity of the derived perturbation of the algebraic connectivity validates that the greedy strategy could guarantee a constant performance in some undirected networks. For directed networks, we proposed the heuristic metrics for selecting the best directed links in the greedy algorithm based on the bounds of the generalized algebraic connectivity perturbation. Numerical tests show that the original greedy strategy based on the exact algebraic connectivity performs best for a small number of adding links, while the greedy strategy based on the proposed metrics could outperform others when the number of adding links is large as well as requires less computational cost. This paper conveys the insight into the difference on the optimization in directed and undirected networks. Beyond this paper, the similarities and differences of the behavior of dynamic processes in directed and undirected network merit further study, which is also of practical significance to the community detection for dynamics [40] . 
