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Abstract 
Teleoperation provides telepresence by allowing a user to remotely control a slave 
robot through a master device by sensing or feeling the impact of the remote 
environment. Because of this transference, teleoperation has been utilized in many 
real world applications. For instance, the ability to send a remote controlled robotic 
vehicle into a hazardous environment can be a great asset in many industrial 
applications. As well, Earth to space operations and deep sea exploration are other 
areas which gain significant and imperative capability by employing teleoperation. 
These systems offer great potential, but connecting master/slave stations in a 
coherent way is a challenging task. While the master station is controlled by the 
human operator, the slave manipulator often needs to interact with an unknown and 
dynamic environment from a distance. The nature of this remote interaction 
significantly influences the overall system performance, and poses significant 
challenges in terms of sensing, planning, and control. In particular, it is critical to 
design control algorithms that account for the dynamics of the robot and environment, 
and the time delay in the communication channel. 
The work in this thesis is aimed to address these issues and focus on the development 
of an innovative adaptive observer based bilateral teleoperation algorithm for n-
degrees-of-freedom (n-DOF) nonlinear manipulators interconnected with time delays.  
Central to the algorithm is the design of a new extended active observer for 
estimating the external forces acting on the manipulators while suppressing various 
disturbances arising from the manipulators and surrounding environments, such as 
measurement noise, robot model parameter variation and various friction issues. The 
use of this observer removes the need for both velocity and force sensors, leading to 
a lower cost hardware setup that also provides the benefits of a force-position 
architecture in terms of accurate force tracking. Stability of the observer has been 
verified, and it demonstrates high performance in experimental verification. Building 
on this new observer, new control algorithms have been developed for haptic 
teleoperation for both delay and delay-free situations. These teleoperation 
approaches have been verified through simulations and experiments on practical 
teleoperation systems. The results show the effectiveness of the novel teleoperation 
methods.  
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1. INTRODUCTION 
1.1 Problem statement 
Generally, a classical teleoperation system, as shown in Figure 1.1, consists of five 
interconnected elements: a human operator that issues commands through a haptic 
interface or master device controls a remotely located teleoperator interacting with its 
surrounding environment via a communication channel connecting the master device 
and the local teleoperator. Specifically, the slave manipulator could either be in free 
motion or in contact with the environment. When the operator moves the master 
manipulator, the position and/or velocity signals are transmitted across the 
communications network and used as the desired trajectory for the slave manipulator 
to follow. The slave then follows these delayed master signals. As the slave interacts 
with its environment, the force applied to it is sent back through the communication 
channels to the master side. The master manipulator then experiences a delayed 
version of the force experienced by the slave manipulator. 
 
Figure 1.1 Typical layout of a bilateral teleoperation system. 
According to these five interconnected elements, the major inherent control issues in 
teleoperation systems , as shown in Figure 1.2, can be grouped into six categories: (i) 
operator model estimation, (ii) master model uncertainty (internal disturbance), (iii) 
communication delay, (iv) slave model uncertainty (internal disturbance), (v) 
environment model estimation, and (vi) external disturbance. Any deficiency 
associated with these issues will significantly limit the performance of a 
teleoperation system and can jeopardize its stability.  
 
Figure 1.2.  Major control problems in teleoperation systems 
 
2 
 
Prominent among the critical problems in teleoperation are the largely unknown 
dynamics of the environment and the operator. During an interaction, the 
environment/operator reaction forces can be linear or non-linear and consequently 
cannot be modelled in advance. Extensive efforts have been made to develop 
methods to deal with the uncertainties of the environmental dynamics. However, the 
assumptions underlying previous research have been both narrow and limited. For 
example, the human operator and the environmental force have been modelled either 
as a second order dynamic system [1] or as a passive damper system [2]. In real 
world applications, however, the force cannot be modelled in terms of the distortion 
and the stiffness of the environment [1,2].  
The stiffness of the environment changes during contact, making the force nonlinear 
and time varying, so it is unrealistic to assume that the dynamics of the environment 
can be explained by a fixed mathematical model. The majority of the previous work 
also assumes that the forces rendered by the environment can be measured by a force 
sensor [3,4]. This is not always possible in practice. In some robotic applications 
such as minimally invasive surgery, it is difficult to attach torque sensors at the end 
of a laparoscopic surgical device. It is also well known that the force and torque 
sensors suffer from measurement noise and are also sensitive to associated 
disturbances. This means that in some applications, using force and torque sensors is 
not desirable. In order to overcome such challenges, force observers or disturbance 
observers have been proposed for teleoperation systems [5-12] to estimate the 
contact force. This removes the need for a force sensor, and therefore reduces the 
hardware complexity of the robotic system. All the previously developed force 
observers, however, can effectively estimate the contact force only in the absence of 
disturbance. The realistic robotic systems are subject to different types of 
disturbance:  
a) Internal disturbance caused by flexibility in links or joints, unknown 
parameters of the plant or time-variant plant parameters. 
b) External disturbance, such as forces generated at the tool tip of a robot when 
it comes in contact with the environment during robotic manipulation, friction 
in joints, and disturbance caused by unknown sources.   
Such disturbances, when unaccounted for, can result in poor force estimation in the 
observer. Although many forms of estimators have been proposed to handle internal 
and external disturbances, including the Kalman filter [13] and extended Kalman 
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filter [14] that work well in the presence of Gaussian measurement noise, little 
attention is paid to simultaneous force estimation and disturbance rejection in robotic 
systems. As the first major work of this thesis, we will be addressing this gap in 
modelling of teleoperation systems and will explore the viability of developing of a 
new observer that can simultaneously handle the problems of operator/environment-
rendered force estimation and disturbance suppression at both master and slave sides 
in a teleoperation system. 
In addition to the unknown dynamics of the environment and the operator, the 
communication channel between the master and slave in a teleoperation system is 
affected by time-delay, which, in turn, can destabilize the system. This is especially 
true in some applications of teleoperation systems such as space exploration and 
underwater construction, where the communication takes place over large distances 
or limits data transfer between the local and the remote sites that inevitably results in 
substantial delay between the time a command is sent by the operator and the time 
the command is executed by the remote manipulator. The same process is true for the 
reflected interaction. Such delay, which can be time varying and symmetric in 
forward and backward paths between the operator and the remote environment, has a 
significant effect on the stability and performance of the whole system. This has been 
a major topic of research in the control of teleoperation systems over the past five 
decades. In the majority of the existing work on the control of a tele-robotic system 
in the presence of time delay [15-20], it is often assumed that: 1) The constant time-
delays 𝑇𝑖 are known and the variable time-delays 𝑇𝑖(𝑡) have known upper bounds 
𝑇𝑖∗ , i.e., 0 ≤ 𝑇𝑖(𝑡) ≤ 𝑇𝑖∗ < ∞, 𝑖 = 𝑚/𝑠 . 2) The variable time-delays do not 
increase or decrease faster than time itself, i.e., �?̇?𝑖(𝑡)� < 1, 𝑖 = 𝑚/𝑠.  
Thus, the second major part of this thesis has its focus on developing a novel 
adaptive teleoperation controller to cope with the time-varying communication delay, 
not including the extremely large time delays experienced in applications such as 
space exploration and underwater construction, based on the observer proposed in 
the first part of the thesis. The performance of the controller is validated by 
examining its trajectory tracking and force estimation in the presence of various 
disturbances. 
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1.2 Aims, contributions and outcomes of thesis 
In this section, the aims of the thesis are introduced first. Following that, the original 
contributions that have been made against the related existing work are presented. 
Finally, the major publications based on the thesis are described. 
1.2.1 Aims 
Applications of teleoperation are numerous ranging from space operation, 
underwater exploration and mining, to handling of toxic or nuclear materials, as well 
as, robotic-assisted surgical interventions [21]. In telerobotic systems, a human 
operator uses a hand-controller known as the master robot to remotely control a slave 
robot in a remote task environment. The ultimate goal of teleoperation is to convey to 
the operator a sense of direct interaction with the environment. These systems offer 
great potential, but ensuring that the master and slave stations are connected in a 
coherent manner is a challenging task due to the problems mentioned in Section 1.1. 
The primary aim of this thesis is to address and resolve some of the major problems 
discussed above. A new observer based on the existing active observer (Extended 
Active observer -- EAOB) is developed to provide an estimate of the full state of the 
plant as well as estimates of the inertial dynamical parameters of the master/slave 
robot and the unknown external operator/environment rendered forces while 
suppressing the measurement noise. Furthermore, we consider and include the 
friction issue in the robot dynamic model and form a more comprehensive observer 
(Improved Extended Active Observer -- IEAOB) to further estimate and compensate 
for the friction. A new EAOB-based teleoperation controller and a new IEAOB-
based four channel teleoperation approach for both the master and slave manipulators 
of teleoperation system is presented to achieve accurate position and force tracking 
while simultaneously tracking force/position, estimate external forces, and suppress 
disturbances in the absence of communication delay. While considering the 
communication delay in teleoperation systems, another new IEAOB-based 
teleoperation approach is developed to achieve the same position and force tracking 
and estimation purposes.   
1.2.2 Contributions 
Specifically, the thesis offers the following original contributions: 
1) An extended active observer is proposed to deal with the problem of environment-
rendered force estimation and disturbance suppression. Compared to the existing 
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Active Observers, the proposed EAOB can be deployed in the nonlinear model of a 
robotic system. Active Observer cannot be applied to a robotic manipulator due to its 
nonlinear model and internal and external disturbances affecting its dynamic. In this 
work, we improve the performance of the Active Observer, provide stability analysis 
of the proposed EAOB, and successfully apply EAOB to nonlinear model of a 
manipulator. Secondly, the current force observers cannot be applied to time variant 
dynamic systems. In EAOB, we assume a time variant model for the robot and 
update the model parameters in real time to ensure accurate force estimation. This 
makes the proposed observer more reliable and effective in real world applications. 
Meanwhile, in EAOB, the effect of measurement noise on system performance is 
taken into account, resulting in a better force estimation and position tracking. This is 
a major characteristic of the proposed observer compared to other methods that 
cannot function well in presence of measurement noise. Finally, the proposed 
observer deploys the theoretical concepts behind Kalman filter to optimally design 
the observer gain. This is also another advantage of our method compared to 
observers in which the adaptive gain is determined through trial and error. 
2) An enhancement of the extended active observer (EAOB) algorithm, called an 
improved extended active observer (IEAOB), is presented. The EAOB can 
successfully deal with inertial parameter variations and measurement noise whilst 
estimating an external force, but does not take into account friction within the joints. 
Friction that is present in the associated joints usually results in poor force estimation 
in a robotics system. The IEAOB is further developed to cope with friction and as a 
result can provide accurate external force, friction and full state estimation in the 
presence of robot inertial parameter variations and measurement noise. Moreover, 
the design of IEAOB is extended for higher orders (IEAOB-N) and its stability is 
verified both theoretically and experimentally. By comparison with IEAOB-1, it is 
found that the capability to track nonlinear external forces increases as the order of 
the IEAOB increases. 
3) Three teleoperation approaches based on the proposed EAOB and IEAOB are 
developed. All the designs deploy the proposed observers and accordingly 
significantly reduce the cost of the entire teleoperation system. For the first approach 
(an EAOB-based teleoperation approach), it can ensure the good position and force 
tracking performance while dealing with the problems of force/position tracking, 
external force estimation, and parameter variation in the absence of the 
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communication delay. A thorough proof of stability of the novel teleoperation 
algorithm including the EAOB is developed. For the second one, the conventional 
four channel teleoperation architecture with the estimated position, velocity, 
acceleration and force signals by the proposed IEAOB in the absence of time delay is 
studied. The classical four channel architecture can achieve the ideal transparency 
only with ideal condition which does not cope with robot dynamical model error or 
friction. The proposed IEAOB-based four channel teleoperation approach can 
estimate dynamical model parameters and friction and compensate for dynamical 
model error and friction. The stability analysis of the approach is conducted. For the 
third one, an IEAOB-based nonlinear control scheme for networked teleoperation 
systems is presented to achieve both accurate force tracking at the master side and 
position tracking at the slave side in the presence of communication delays using the 
estimated position, velocity, and force signals. In this work, the network is modelled 
as a pair of time-varying and asymmetric delays with no restriction on their rates of 
variation. It is only assumed that time delays and their derivatives are bounded and 
the upper bounds of the time delays are known. With the control laws, the stability of 
the entire teleoperation system under delays can be guaranteed. 
4) Since the proposed EAOB/IEAOB extends the Kalman Filter (KF) by adding 
other estimated variables along with the system states to estimate the system 
dynamical parameters and external force, it can be viewed as an Extended Kalman 
Filter (EKF). As is well known, for a Kalman filter, numeric deterioration and the 
intensive computing are often associated with problems of high dimension and/or 
with the accumulated effects of round-off errors [22]. In order to reduce the 
computational intensity of the method in real time applications, an UD-EAOB/ UD-
IEAOB is proposed. The UD-EAOB/ UD-IEAOB is an error covariance factorization 
filter of the system state based on the measurements, which is mathematically 
equivalent to the EAOB/IEAOB, but computationally more efficient. An 
experimental comparison between the EAOB/IEAOB and UD-EAOB/ UD-IEAOB is 
conducted. The results produced show that deployment of UD-EAOB/ UD-IEAOB 
significantly reduces the computation time compared to EAOB/IEAOB. 
5) All the theoretical work presented here is supported by experimental results based 
on a teleoperation system built by a pair of 3-DOF Phantom haptic devices. The 
performance of the proposed methods is compared to that of the Nicosia observer-
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based methods. The experimental results demonstrate the superior performance of 
the proposed method in terms of force/position tracking under time-varying delays. 
1.2.3 Major outcomes 
The work conducted in this thesis has resulted in the following major publications: 
 [1] Linping Chan, Fazel Naghdy, and David Stirling, “Position and force tracking 
for non-linear haptic telemanipulator under varying delays with an improved 
extended active observer,” Robotics and Autonomous Systems, vol. 75, pp. 145–160, 
2016. 
[2] Linping Chan, Fazel Naghdy, and David Stirling, “Application of adaptive 
controllers in teleoperation systems: A survey,” IEEE Transactions on Human-
Machine Systems, vol. 44, pp. 337-352, 2014. 
[3] Linping Chan, Fazel Naghdy, David Stirling, and Matthew Field, “Nonlinear 
bilateral teleoperation using extended active observer for force estimation and 
disturbance suppression,” Robotica, vol. 33, pp. 61-86, 2014. 
[4] Linping Chan, Fazel Naghdy, and David Stirling, “Extended active observer for 
force estimation and disturbance rejection of robotic manipulators,” Robotics and 
autonomous systems, vol. 61, pp. 1277-1287, 2013. 
[5] Linping Chan, Fazel Naghdy, and David Stirling, “An improved extended active 
observer for adaptive control of a constrained motion,” Journal of Intelligent and 
Robotic Systems, 2016, Accepted, DOI: 10.1007/s10846-016-0402-8. 
1.3 Outline of the thesis 
The remainder of this thesis is organized as follows: 
Chapter 2 provides a review of the literature related to the work and the background 
information supporting the concepts developed in the thesis. Initially the dynamic 
model and control objectives of classical teleoperation systems will be described. 
This will be followed by a review of active observers and adaptive controllers that 
are fundamental to both the state and force control and estimation achieved in the 
algorithm presented in this work. The state-of-the-art adaptive controllers for 
different control applications in teleoperation systems will be then reviewed. 
Chapter 3 presents the novel observer (EAOB) developed in this work by extending 
the existing active observer for simultaneous inertial parameters and force estimation 
of robotic manipulators. More specifically, the dynamic model of a robotic 
manipulator will be studied first. This will be followed by presenting the proposed 
8 
 
EAOB. After that, an enhancement of the extended active observer (EAOB) 
algorithm will be also developed, and hence is titled Improved Extended Active 
Observer (IEAOB). IEAOB will be designed to estimate the friction, and compensate 
for it when estimating the external force. Furthermore, the higher order IEAOB will 
be also studied, and its stability will be verified. Since the IEAOB is applied 
digitally, the discrete-time implementation of the IEAOB is introduced. Following 
that, the performance of the proposed algorithms will be validated through computer 
simulation and experiment work. Finally, a brief conclusion will be drawn.  
Chapter 4 presents three EAOB/IEAOB based teleoperation approaches to deal with 
the problems of force/position tracking, external force estimation, parameter 
variation and friction issue in the absence/presence of the communication delay. 
Prior to presenting the new teleoperation algorithms, the classical position-position, 
force-position and four channel teleoperation architectures will be visited briefly. 
Meanwhile, the stabilities of these three approaches will be analysed and verified 
after introducing them. Finally, the simulations will be carried out to validate the 
proposed teleoperation algorithms. 
Chapter 5 presents the result of the experimental work conducted on the proposed 
algorithms. The experimental work will be carried out on a pair of Phantom 
Omni/Desktop haptic devices to verify the effectiveness of the algorithms in a 
bilateral teleoperation setup with or without various time delays in the forward and 
backward paths. 
Finally in Chapter 6, a summary of the work conducted in the thesis and the results 
obtained will be provided and some conclusions will be drawn. The potential future 
research directions will be also discussed. 
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2. LITERATURE REVIEW 
2.1 Introduction 
A bilateral haptic teleoperation system allows a human operator to perform complex 
manipulations in a remote environment while receiving haptic feedback. These 
systems offer great potential, and has been widely used in real world applications, 
such as space exploration, mining applications, tele-surgery, etc. However, the 
modelling and control of such operation are complex and still present a number of 
challenges, requiring extensive cross-disciplinary knowledge such as control and 
estimation theory, robotics, telecommunication, haptic systems, and so on. In order 
to provide a background to the study reported in this thesis, this chapter presents a 
review of the literature on bilateral haptic rendered teleoperation and application of 
adaptive controllers.  
Initially the dynamic model and control objectives of classical teleoperation systems 
will be described. This will be followed by a review of active observers and adaptive 
controllers that are fundamental to both the state and force control and estimation in 
the algorithm presented in this work. The state-of-the-art adaptive controllers for 
different control applications in teleoperation systems will be then reviewed.  
2.2 Dynamics of a classical teleoperation system 
Generally, a teleoperation system can be viewed as a pair of robotic subsystems 
known as master manipulator and slave manipulator, modeled as a couple of n-
Degrees of Freedom (DOF) serial links. TThe linear dynamic model of a 
teleoperation system is represented by 
�𝑀𝑚?̈?𝑚 + 𝐷𝑚?̇?𝑚 + 𝐾𝑚𝑞𝑚 = 𝜏𝑚 + 𝑓ℎ ,𝑀𝑠?̈?𝑠 + 𝐷𝑠?̇?𝑠 + 𝐾𝑠𝑞𝑠 = 𝜏𝑠 − 𝑓𝑒 ,
                                                     (2.1) 
where 𝑞∗, ?̇?∗, ?̈?∗∈ Rn (∗ = m or s) are a set of generalized coordinates, 𝜏∗ ∈ Rn are 
the input torques of the controllers, M∗ is the inertia matrix, D∗ is the damping 
matrix, 𝐾∗ is the stiffness matrix, and fh  and fe correspond to the torques exerted by 
the human operator and environment, respectively. 
Using Lagrange’s equations, one writes the nonlinear dynamical model of a 
teleoperation system as 
�𝑀𝑚
(𝑞𝑚)?̈?𝑚 + 𝐶𝑚(𝑞𝑚, ?̇?𝑚)?̇?𝑚 + 𝑔𝑚(𝑞𝑚) = 𝜏𝑚 + 𝑓ℎ,
𝑀𝑠(𝑞𝑠)?̈?𝑠 + 𝐶𝑠(𝑞𝑠, ?̇?𝑠)?̇?𝑠 + 𝑔𝑠(𝑞𝑠) = 𝜏𝑠 − 𝑓𝑒 ,
                                       (2.2) 
where 𝑀∗(𝑞∗) (∗ = m or s) is the inertia matrix, 𝐶∗(𝑞∗, ?̇?∗) is the vector of Coriolis 
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and centripetal terms, 𝑔∗(𝑞∗) is the gravity torques. It is assumed that the friction 
between the manipulator joints can be neglected. In the nonlinear dynamical model 
𝑀∗(𝑞∗) = 𝑀∗𝑇(𝑞∗) is positive definite and ?̇?∗(𝑞∗) − 2𝐶∗(𝑞∗, ?̇?∗) is skew symmetric 
[23]. The nonlinear dynamics are linearly parameterizable as 𝑀(𝑞∗)𝑞∗̈ +
𝐶(𝑞∗, ?̇?∗)?̇?∗ + 𝑔(𝑞∗) = 𝑌1(𝑞∗, ?̇?∗, ?̈?∗)𝜃 = 𝜏 , where 𝜃 is a vector of inertia parameters 
(such as link masses, moments of inertia etc.) and 𝑌1  is a known function of the 
generalized coordinates (𝑞𝑚, 𝑞𝑠) and their higher derivatives. 
2.3 Objectives of control in teleoperation systems 
In teleoperation systems, control design should satisfy three objectives: stability, 
transparency, and task performance. Ideally, perfect transparency and task 
performance should be satisfied simultaneously without jeopardizing the stability of 
the system. The research reviewed will be assessed against these three objectives. 
Hence, a brief definition for each will be provided in this section. 
2.3.1 Stability 
The basic requirement of the controlled teleoperation systems is to maintain stability 
of the closed-loop system irrespective of the behavior of the operator or the 
environment. In a teleoperation system, the human operator, the remote environment, 
the communication channel, as well as the sensors introduce uncertainties in the 
system due to their varying unstructured and potentially unknown behavior, 
destabilizing the whole system. As a result, the designed controller should be able to 
maintain the stability with respect to a set of uncertainties introduced by different 
components. In fact, many algorithms such as passivity-based schemes [24,25], [26-
28], and H∞ control schemes [29-31], are proposed to ensure the stability of the 
teleoperation systems. 
2.3.2 Transparency 
Transparency is a critical condition in teleoperation systems as it ensures a realistic 
feeling of the environment manipulated remotely. Lawrence [32] defines 
transparency as “the description of the degree of telepresence of the remote site 
available to the human operator through the teleoperator device”. This essential 
objective in teleoperation can be realized whenever the input (or transmitted) 
impedance seen by the human operator mimics the impedance of the remote 
environment. 
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In order to evaluate the transparency of teleoperation, the master-slave system is 
modeled as a hybrid representation of the two-port network model. 
By considering velocities and forces in a teleoperation system as currents and 
voltages, an equivalent electrical circuit representation, as depicted in Figure 2.1, can 
be expressed by the following hybrid model: 
� 𝑓ℎ−?̇?𝑠
� = �𝑇11   𝑇12𝑇21   𝑇22
� ∗ �
?̇?𝑚
𝑓𝑒
� ,                                                          (2.3) 
where ?̇?∗∈ Rn (∗ = m or s) are the velocities of the master and slave manipulators, Zh 
and Ze are the impedances of  the operator and environment, and fh , fe correspond to 
the forces exerted by the operator and environment, respectively. Perfect 
transparency is achieved if and only if the hybrid matrix has the following form: 
𝑇𝑖𝑖𝑒𝑖𝑖 = �
𝑇11   𝑇12
𝑇21   𝑇22
� = �0      1−1   0� .                                                         (2.4) 
Each element of the T matrix has a physical meaning. The hybrid parameter T11 is the 
input impedance in free-motion condition. Nonzero values for T11 mean that even 
when the slave is in free space, the user will receive some force feedback, thus giving 
a sticky feel of free-motion movements. The parameter T12 is a measure of force 
tracking for the teleoperation system when the master is locked in motion (perfect 
force tracking for T12=1). The parameter T21 is a measure of position (velocity) 
tracking performance when the slave is in free space (perfect position/velocity 
tracking for T21= -1). The parameter T22 is the output admittance when the master is 
locked in motion. Nonzero values for T22 indicate that even when the master is 
locked in place, the slave will move in response to slave/environment contacts. 
 
Figure 2.1.  Circuit representation of a teleoperation system 
2.3.3 Task performance 
The primary purpose of a controlled system is to successfully perform a desired task. 
In teleoperation systems, a human operator should successfully perform a 
manipulation task in a remote environment. As a consequence, teleoperation systems 
should be designed to ensure that a satisfactory task performance is achieved. At the 
least, the control system should ensure that the task is realized by overcoming 
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barriers such as distance, system model uncertainties and time delay. The 
performance of a teleoperation task can be further improved when the uncertainties 
associated with the human model and the environment as well as the external 
unknown disturbances are estimated and considered in the controller design. The task 
performance is evaluated based on physically accessible parameters. The commonly 
used measures for the transient response are parameters such as rise time and 
overshoot, and for the steady response are task completion time, error measures, 
applied forces, and induced or dissipated energies. 
2.4 Active observer 
In any real control or estimation problem, the system model is never perfectly known. 
As a result, unless model uncertainty is taken into account in the design, there will be 
errors. In the case of a control problem, this could result in a steady state tracking 
error or even instability. For the estimation problem, the result can be errors in the 
state estimates. Many techniques exist for dealing with model uncertainty for both 
linear and nonlinear systems. One such approach is the use of active observer 
technique, which is a variation of a Kalman filter (KF). This section will present the 
background for the active observer estimation problems. Prior to that, a description 
of the classical Kalman filter [13] and extended Kalman filter [14] is provided. 
2.4.1 Kalman filter 
In most of engineering systems, in order to obtain the specific value of a physical 
quantity of the engineering object, or control the engineering object, it is necessary to 
measure the states of the system. However, the measured values may not only be a 
linear combination of some system states, but may also include random error 
(measurement noise). Optimal estimation is one way to address this issue; it can 
obtain more estimated state values in terms of minimum estimated error from a 
statistical point of view by calculating the observation values which are just related 
to some of the system states. 
In 1960, R.E. Kalman first proposed Kalman filter (KF), which is an optimal 
estimation algorithm, and recursive linear minimum variance estimation. It is 
suitable for multidimensional stochastic process estimation. Dynamic equation 
(equation of state) is used to describe the dynamic change law of the estimated 
variables, whose dynamic statistical information is determined by the statistical 
characteristic of white noise and the dynamic equation. Since white noise is a 
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stationary process, that is a stochastic process whose joint probability distribution 
does not change when shifted in time, the dynamic equation is known and the 
estimated variable can be either stationary or   non-stationary, i.e., Kalman filtering 
can also be applied to non-stationary processes [33]. Kalman filter theory, therefore, 
as the most important optimal estimation theory is widely applied in various fields. 
2.4.1.1 Classical Kalman filter 
Kalman filtering is a recursive linear minimum variance estimation. It uses "states" 
to represent various physical quantities of system as well as “state equation” and 
“measurement equation” to describe the dynamic characteristics of the system. It not 
only utilizes the current observations, but also makes full use of the previous 
measurement data. Then, the optimal estimate is calculated according to the principle 
of linear minimum variance. Linear unbiased minimum variance estimation by 
Kalman filtering is only possible under the following specific assumptions: 
(1) The system dynamic model and measurement model are linear. 
(2) The system dynamic model accurately describes the actual system. 
(3) Initial conditions of the system state and the priori statistics of the error model are 
zero mean white noise with known variance. 
In real world, most of the engineering filtering problems do not satisfy the above 
assumptions. The state equation and measurement equation are usually nonlinear. 
Hence, they should be linearized first. It is also difficult to establish a practical and 
accurate mathematical model. In addition, the noise in actual engineering systems is 
usually colored noise, as described below: 
𝑁𝑘 = 𝛼1𝑁𝑘−1 + 𝛼2𝑁𝑘−2 + ⋯+ 𝛼𝑝𝑁𝑘−𝑝 + 𝑊𝑘,                             (2.5) 
where 𝑁𝑘  represents colored noise at the moment 𝑘 , 𝛼𝑖 (𝑖 = 1,2,⋯ ,𝑝)  is 
autoregressive coefficient, and 𝑊𝑘 represents zero-mean white noise at the moment 𝑘. 
Hence, it is necessary to deal with the coloured noise and transform into white noise  
before applying the Kalman filter. 
2.4.1.1.1 Continuous-time Kalman filter  
The state and output models of a continuous system can be written as: 
?̇?(𝑡) = 𝐹(𝑡)𝑋(𝑡) + 𝐺(𝑡)𝑤(𝑡),                                           (2.6a) 
𝑍(𝑡) = 𝐻(𝑡)𝑋(𝑡) + 𝑣(𝑡),                                                 (2.6b) 
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where, 𝑋 is system state vector, 𝑍 is system observation vector, 𝐹 is system transfer 
matrix, 𝐺 maps the noise into the system, 𝐻 is system observation matrix, 𝑤 and 𝑣 
are zero-mean white noise. 𝑋(0), 𝑤 and 𝑣 are independent of each other, i.e., 
𝐸{𝑋(0)} = 𝑚𝑥(0)
𝐸{𝑤(𝑡)} = 0
𝐸{𝑣(𝑡)} = 0
𝐸{[𝑋(0) −𝑚𝑥(0)][𝑋(0) −𝑚𝑥(0)]𝑇} = 𝑃(0)
𝐸{𝑋(0)𝑤𝑇(𝑡)} = 0
𝐸{𝑋(0)𝑣𝑇(𝑡)} = 0
𝐸{𝑤(0)𝑣𝑇(𝑡)} = 0
𝐸{𝑤(𝑡)𝑤𝑇(𝜏)} = 𝑞(𝑡)𝛿(𝑡 − 𝜏)
𝐸{𝑣(𝑡)𝑣𝑇(𝜏)} = 𝑟(𝑡)𝛿(𝑡 − 𝜏) ⎭
⎪
⎪
⎪
⎬
⎪
⎪
⎪
⎫
                              (2.7) 
where 𝑞 is system noise variance intensity matrix, 𝑟 is observation noise variance 
intensity matrix, 𝑚𝑥(0) is the initial mean value of 𝑋, 𝑃(0) is the initial variance 
matrix of 𝑋, and 𝛿(𝑡 − 𝜏) is Dirac 𝛿 function. Hence, the continuous-time Kalman 
filter can be expressed as follows [14]: 
𝑋�̇(𝑡) = 𝐹(𝑡)𝑋�(𝑡) + 𝐾(𝑡)[𝑍(𝑡) −𝐻(𝑡)𝑋�(𝑡)]                                         (2.8a) 
𝐾(𝑡) = 𝑃(𝑡)𝐻𝑇(𝑡)𝑟−1(𝑡)                                                      (2.8b) 
?̇?(𝑡) = 𝑃(𝑡)𝐹𝑇(𝑡) + 𝐹(𝑡)𝑃(𝑡) − 𝑃(𝑡)𝐻𝑇(𝑡)𝑟−1(𝑡)𝐻(𝑡)𝑃(𝑡) + 𝐺(𝑡)𝑞(𝑡)𝐺𝑇(𝑡) 
(2.8c) 
where 𝐾  is the filter gain, 𝑋�(𝑡) is the estimated system state vector, and 𝑃 is the 
estimated error covariance matrix. 
A continuous-time Kalman filter uses the observed outputs during the control process 
to calculate matrix differential equation to estimate the continuous-time system states. 
2.4.1.1.2 Discrete-time Kalman filter 
Although many physical systems in real world are continuous-time systems, they can 
be discretised. The biggest advantage of discrete-time Kalman filter is that it can be 
used as a recursive algorithm in a digital computer with no need to store large 
amount of observation data. As a result, discrete-time Kalman filter has been widely 
used in engineering applications. This section will introduce the minimum variance 
recursive filtering estimation method of the general discrete-time linear system.  
In this work, the model of a discrete system is described as follows: 
𝑋𝑘 = 𝛷𝑘,𝑘−1𝑋𝑘−1 + 𝛤𝑘−1𝑊𝑘−1                                                    (2.9a) 
𝑍𝑘 = 𝐻𝑘𝑋𝑘 + 𝑉𝑘                                                              (2.9b) 
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where 𝑋𝑘 is the system state vector at the moment 𝑘, 𝑍𝑘 is the system observation 
vector at instant 𝑘, 𝛷𝑘,𝑘−1 is the system transfer matrix from instant 𝑘 to 𝑘 + 1, 𝐻𝑘 is 
the system observation matrix at instant 𝑘, 𝑊𝑘−1 is the system noise at instant 𝑘 − 1, 
𝑉𝑘 is the measurement noise at instant 𝑘,  and 𝛤𝑘−1 is the matrix mapping system 
noise into the system (system noise correlation matrix). 
According to the requirement of the Kalman filter, {𝑊𝑘} and {𝑉𝑘} are independent 
zero-mean Gaussian noises, which satisfy 
𝐸�𝑊𝑘𝑊𝑗𝑇� = 𝑄𝑘𝛿𝑘𝑗                                         (2.10a) 
𝐸�𝑉𝑘𝑉𝑗𝑇� = 𝑅𝑘𝛿𝑘𝑗                                           (2.10b) 
𝛿𝑘𝑗 = �
1           𝑘 = 𝑗
0           𝑘 ≠ 𝑗                                         (2.10c) 
where, 𝑄𝑘  represents the variance matrix of the system noise and is non-negative 
definite,  𝑅𝑘  represents the variance matrix of system observation noise and is 
positive definite, and 𝛿𝑘𝑗 is Kronecker 𝛿 function. 𝑋0, {𝑊𝑘} and {𝑉𝑘} are independent 
of each other, i.e., 
𝐸{𝑋0} = 𝑚𝑥0
𝐸{𝑊𝑘} = 0
𝐸{𝑉𝑘} = 0
𝐸{[𝑋0 −𝑚𝑥0][𝑋0 − 𝑚𝑥0]𝑇} = 𝑃0
𝐸{𝑋0𝑊𝑘𝑇} = 0
𝐸{𝑋0𝑉𝑘𝑇} = 0
𝐸�𝑊𝑘𝑉𝑗𝑇� = 0 ⎭
⎪
⎪
⎬
⎪
⎪
⎫
                                        (2.11) 
where 𝑚𝑥0 and 𝑃0 are the initial mean value and variance matrix of 𝑋, respectively. 
The discrete Kalman filter equation is expressed as [13]: 
One step state prediction: 
X�𝑘/𝑘−1 = Φ𝑘,𝑘−1𝑋�𝑘−1                                                        (2.12) 
State estimation: 
𝑋�𝑘 = 𝑋�𝑘/𝑘−1 + 𝐾𝑘𝑇𝑘                                                      (2.13) 
Innovation sequence: 
𝑇𝑘 = 𝑍𝑘 − 𝐻𝑘X�𝑘/𝑘−1                                                  (2.14) 
Filter gain: 
𝐾𝑘 = 𝑃𝑘/𝑘−1𝐻𝑘𝑇(𝐻𝑘𝑃𝑘/𝑘−1𝐻𝑘𝑇 + 𝑅𝑘)−1 = 𝑃𝑘𝐻𝑘𝑇𝑅𝑘−1                              (2.15) 
One step prediction mean square error: 
𝑃𝑘/𝑘−1 = Φ𝑘,𝑘−1𝑃𝑘−1Φ𝑘,𝑘−1𝑇 + 𝛤𝑘−1𝑄𝑘−1𝛤𝑘−1𝑇                                          (2.16) 
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Estimated mean square error: 
𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘/𝑘−1(𝐼 − 𝐾𝑘𝐻𝑘)𝑇 + 𝐾𝑘𝑅𝑘𝐾𝑘𝑇 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘/𝑘−1               (2.17) 
where 𝑋�𝑘  is the minimum variance estimate of 𝑋𝑘 , 𝑃𝑘  is the estimated error 
covariance matrix. If the mean value of 𝑋�𝑘 is equal to that of 𝑋𝑘, 𝑋�𝑘 is called the 
unbiased estimate of 𝑋𝑘. 
System noise 𝑊𝑘−1 is an unpredicted random vector, the predicted estimate 𝑋�𝑘/𝑘−1 
of the estimated state 𝑋𝑘 calculated by Equation (2.12), can produce the prediction 
error of state vector 𝑋𝑘 . In order to obtain the optimal estimation, one use the 
weighted method to correct the predicted estimate 𝑋�𝑘/𝑘−1  and obtain the filter 
estimates 𝑋�𝑘 𝑎𝑠 seen in Equation (2.13). Therefore, as long as an initial value 𝑋�0 and 
𝑃0 are given, according to the measurement 𝑍𝑘 at instant 𝑘, the state estimation 𝑋�𝑘 at 
instant 𝑘 can be recursively calculated. 
In a cycle, considering the use of sequence of system information and measurement 
information, the Kalman filter has two distinct information update processes: time 
update process and measurement update process. Equation (2.12) describes how to 
use the estimated state at instant 𝑘 − 1 to predict the state at instant 𝑘, and Equation 
(2.16) quantitatively describes the quality of the prediction. The calculation of the 
two equations uses only the information related to the system dynamic characteristics, 
such as one step transfer matrix, noise drive matrix, and driving noise covariance 
matrix. From the course of time, these two equations push it from moment 𝑘 − 1 to 
moment k. The two equations describe the time update process of a Kalman filter. 
The rest of the equations are used to calculate the correction of the updated value 
obtained from the time update process. The correction is determined by the quality of 
time update process 𝑃𝑘/𝑘−1 , the quality of measurement information 𝑅𝑘 , the 
relationship between measurement and state 𝐻𝑘 and the specific measurement value 
𝑍𝑘.  All these equations are primarily deployed to correctly and reasonably use 𝑍𝑘, 
and hence they describe the measurement update procedure of the filtering. 
2.4.1.2 Extended Kalman filter 
The classical Kalman filter is achieved based on the assumption that the 
mathematical models of the physical system (dynamical system and observation 
system) are linear. However, in real world applications, the mathematical model of 
system equations and observation equations in engineering systems such as satellite 
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navigation system, inertial navigation system of aircraft and ships, missile guidance 
system, and doppler navigation system are usually nonlinear. The common solution 
to this nonlinear system state estimation problem is to extend the classical Kalman 
filter, called the extended Kalman filter (EKF). 
The models for nonlinear continuous and discrete systems can be generally described 
by: 
?̇?(𝑡) = 𝑓[𝑋(𝑡),𝑤(𝑡), 𝑡]                                                               (2.18a) 
𝑍(𝑡) = ℎ[𝑋(𝑡), 𝑣(𝑡), 𝑡]                                                               (2.18b) 
or 
𝑋𝑘 = 𝑓[𝑋𝑘−1,𝑊𝑘−1,𝑘 − 1]                                                     (2.19a) 
𝑍𝑘 = ℎ[𝑋𝑘,𝑉𝑘,𝑘]                                                                      (2.19b) 
where 𝑓[∙] is 𝑛 dimensional vector nonlinear function,  ℎ[∙] is 𝑚 dimensional vector 
nonlinear function, 𝑤(𝑡) or W𝑘−1 and 𝑣(𝑡) or 𝑉𝑘 are system noise and measurement 
noise, respectively, and the initial state 𝑋(0) or 𝑋0 is 𝑛 dimensional vector. 
If the probability distribution of 𝑤(𝑡) or W𝑘−1 and 𝑣(𝑡) or 𝑉𝑘 is arbitrary, the system 
described by Equation (2.18) or Equation (2.19) will be a nonlinear system with 
general arbitrary noises. The calculation of the optimal estimate of this kind of 
system is very difficult. Therefore computationally simple statistical characteristics 
for system and measurement noise should be assumed in order to estimate the 
optimal state. In this work, the mathematical model of the nonlinear system for 
nonlinear optimal estimate investigation is chosen as 
Ẋ(𝑡) = 𝑓[𝑋(𝑡), 𝑡] + 𝐺(𝑡)𝑤(𝑡),                                                        (2.20a) 
𝑍(𝑡) = ℎ[𝑋(𝑡), 𝑡] + 𝑣(𝑡),                                                             (2.20b) 
or 
𝑋𝑘 = 𝑓[𝑋𝑘−1,𝑘 − 1] + 𝛤𝑘−1𝑊𝑘−1,                                                       (2.21a) 
𝑍𝑘 = ℎ[𝑋𝑘,𝑘] + 𝑉𝑘,                                                                     (2.21b) 
where 𝑤(𝑡)  or  W𝑘−1  and 𝑣(𝑡)  or 𝑉𝑘  are independent zero-mean Gaussian noises, 
which are also not related to the initial state 𝑋(0) or 𝑋0, i.e., 
𝐸{𝑤(𝑡)} = 0
𝐸{𝑣(𝑡)} = 0
𝐸{𝑋(0)𝑤𝑇(𝑡)} = 0
𝐸{𝑋(0)𝑣𝑇(𝑡)} = 0
𝐸{𝑤(0)𝑣𝑇(𝑡)} = 0
𝐸{𝑤(𝑡)𝑤𝑇(𝜏)} = 𝑞(𝑡)𝛿(𝑡 − 𝜏)
𝐸{𝑣(𝑡)𝑣𝑇(𝜏)} = 𝑟(𝑡)𝛿(𝑡 − 𝜏) ⎭
⎪
⎪
⎬
⎪
⎪
⎫
                                   (2.22) 
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or  
𝐸{𝑊𝑘−1} = 0
𝐸{𝑉𝑘} = 0
𝐸{𝑋0𝑊𝑘−1𝑇 } = 0
𝐸{𝑋0𝑉𝑘𝑇} = 0
𝐸�𝑊𝑘𝑉𝑗𝑇� = 0
𝐸�𝑊𝑘𝑊𝑗𝑇� = 𝑄𝑘−1𝛿𝑘−1,𝑗−1
𝐸�𝑉𝑘𝑉𝑗𝑇� = 𝑅𝑘𝛿𝑘𝑗 ⎭
⎪⎪
⎪
⎬
⎪⎪
⎪
⎫
                                 (2.23a) 
𝛿𝑘𝑗 = �
1           𝑘 = 𝑗
0           𝑘 ≠ 𝑗                                  (2.23b) 
The mean and variance of the initial state vector are 
𝐸{𝑋(0)} = 𝑚𝑋(0)                                       (2.24a) 
𝑉𝑎𝑟{𝑋(0)} = 𝐶𝑋(0)                                     (2.24b) 
or 
𝐸{𝑋0} = 𝑚𝑋0                                           (2.25a) 
𝑉𝑎𝑟{𝑋0} = 𝐶𝑋0                                         (2.25b) 
𝑋(𝑡)  or 𝑋𝑘  is system state vector, 𝑓[𝑋(𝑡), 𝑡]  or 𝑓[𝑋𝑘−1,𝑘 − 1]  is 𝑛  dimensional 
vector nonlinear continuous-time or discrete-time function, ℎ[𝑋(𝑡), 𝑡] or ℎ[𝑋𝑘,𝑘] is 
𝑚 dimensional vector nonlinear continuous-time or discrete-time function. Matrix 
𝐺(𝑡) or 𝛤𝑘−1 maps the noise into the system. 
For a general nonlinear system described by Equation (2.20) or Equation (2.21), it is 
hard to find a strict recursion filter equation from a theoretical point of view. Usually, 
an approximation method is adopted to handle nonlinear filter problem. Among a 
variety of approximation method, linearizing the nonlinear filter is the most popular. 
Therefore, the key to successfully applying a Kalman filter into nonlinear systems is 
the ability to linearize the non-linear system. In order to achieve a Kalman filter of 
nonlinear systems, there should exist a theoretical solution for the nonlinear 
differential equation. The error between the theoretical solution and the real solution 
can be expressed by a linear differential equation. This “basic assumption” is usually 
acceptable in engineering applications, and the linear differentiated equation used to 
describe the error between the theoretical solution and the real solution is called 
“linear disturbance equation”, “small deviation equation”, or “perturbation equation”. 
Considering the following nonlinear continuous-time system: 
Ẋ(𝑡) = 𝑓[𝑋(𝑡), 𝑡] + G(t)𝑤(𝑡),                                                       (2.26a) 
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𝑍(𝑡) = ℎ[𝑋(𝑡), 𝑡] + 𝑣(𝑡),                                                           (2.26b) 
This nonlinear system model is linearized about the best estimate of states at each 
instant in time using a first-order Taylor series expansion. Ignoring higher order 
terms results in: 
Ẋ(𝑡) = 𝑓[𝑋(𝑡), 𝑡]|𝑋(𝑡)=𝑋�(𝑡) +
𝜕𝑓[𝑋(𝑡), 𝑡]
𝜕𝑋(𝑡)
|𝑋(𝑡)=𝑋�(𝑡)𝛿𝑋(𝑡) + G(t)𝑤(𝑡) 
Z(𝑡) = ℎ[𝑋(𝑡), 𝑡]|𝑋(𝑡)=𝑋�(𝑡) +
𝜕ℎ[𝑋(𝑡), 𝑡]
𝜕𝑋(𝑡)
|𝑋(𝑡)=𝑋�(𝑡)𝛿𝑋(𝑡) + v(𝑡) 
Hence, the unperturbed and perturbation model of the system in Equation (2.26) can 
be written as: 
?̇?(𝑡) = 𝑋�̇𝑖(𝑡) + 𝛿?̇?(𝑡)                                                           (2.27a) 
𝑍(𝑡) = ?̂?𝑖(𝑡) + 𝛿𝑍(𝑡)                                                            (2.27b) 
𝑋�̇𝑖(𝑡) = 𝑓[𝑋(𝑡), 𝑡]|𝑋(𝑡)=𝑋�(𝑡)                                                  (2.28a) 
?̂?𝑖(𝑡) = ℎ[𝑋(𝑡), 𝑡]|𝑋(𝑡)=𝑋�(𝑡)                                                   (2.28b) 
𝛿?̇?(𝑡) = 𝐹(𝑡)𝛿𝑋(𝑡) + G(t)𝑤(𝑡)                                           (2.29a) 
𝛿𝑍 = 𝐻(𝑡)𝛿𝑋(𝑡) + v(𝑡)                                                    (2.29b) 
where 𝑋�̇𝑖(𝑡) and ?̂?𝑖(𝑡) are the theoretical solutions of the nonlinear system in the 
absence of system noise and measurement noise, which is also called “desired state 
or trajectory”; ?̇?(𝑡) and 𝑍(𝑡) are real solutions of the nonlinear system, which is also 
called “real state or trajectory”; 𝛿?̇?(𝑡)  and 𝛿𝑍(𝑡) are the errors between the real 
trajectory and desired trajectory of the nonlinear system; 
𝐹(𝑡) = 𝜕𝜕[𝑋(𝑡),𝑡]
𝜕𝑋(𝑡)
|𝑋(𝑡)=𝑋�(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
𝜕𝜕1
𝜕𝑥�1
𝜕𝜕1
𝜕𝑥�2
⋯ 𝜕𝜕1
𝜕𝑥�𝑛
𝜕𝜕2
𝜕𝑥�1
⋮
𝜕𝜕𝑛
𝜕𝑥�1
𝜕𝜕2
𝜕𝑥�2
⋮
𝜕𝜕𝑛
𝜕𝑥�2
⋯
⋱
⋯
𝜕𝜕2
𝜕𝑥�𝑛
⋮
𝜕𝜕𝑛
𝜕𝑥�𝑛⎦
⎥
⎥
⎥
⎥
⎤
,                                    (2.30) 
𝐻(𝑡) = 𝜕ℎ[𝑋(𝑡),𝑡]
𝜕𝑋(𝑡)
|𝑋(𝑡)=𝑋�(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
𝜕ℎ1
𝜕𝑥�1
𝜕ℎ1
𝜕𝑥�2
⋯ 𝜕ℎ1
𝜕𝑥�𝑛
𝜕ℎ2
𝜕𝑥�1
⋮
𝜕ℎ𝑚
𝜕𝑥�1
𝜕ℎ2
𝜕𝑥�2
⋮
𝜕ℎ𝑚
𝜕𝑥�2
⋯
⋱
⋯
𝜕ℎ2
𝜕𝑥�𝑛
⋮
𝜕ℎ𝑚
𝜕𝑥�𝑛 ⎦
⎥
⎥
⎥
⎥
⎤
.                                   (2.31) 
Now, the discrete equation corresponding to Equation (2.29) can be deduced as 
follows: 
𝛿𝑋𝑘 = 𝛷𝑘,𝑘−1𝛿𝑋𝑘−1 + 𝛤𝑘−1𝑊𝑘−1,                                                   (2.32a) 
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𝛿𝑍𝑘 = 𝐻𝑘𝛿𝑋𝑘 + 𝑉𝑘.                                                                    (2.32b) 
When the sample period 𝑇 is very small, 
𝛷𝑘,𝑘−1 ≈ 𝐼 + 𝐹(𝑡𝑘−1)𝑇
Γ(𝑘 − 1) ≈ �∑ 𝐹
𝑖(𝑘𝑇)𝑇𝑖
(𝑖+1)!
1
𝑖=0 �𝐺�(𝑘 − 1)𝑇�𝑇
𝐻𝑘 =
𝜕ℎ[𝑋(𝑡𝑘),𝑡𝑘]
𝜕𝑋(𝑡𝑘)
|𝑋(𝑡𝑘)=𝑋�𝑘𝑑=𝑋�𝑘/𝑘−1 ⎭
⎪
⎬
⎪
⎫
.                                 (2.33) 
According to a linear Kalman filter, the Kalman filter equation for 𝛿𝑋𝑘  can be 
expressed as: 
𝛿𝑋�𝑘/𝑘−1 = 𝛷𝑘,𝑘−1𝛿𝑋�𝑘−1,                                                            (2.34a) 
𝛿𝑋�𝑘 = 𝛿𝑋�𝑘/𝑘−1 + 𝐾𝑘𝑇𝑘,                                                            (2.34b) 
𝑇𝑘 = 𝛿𝑍𝑘 − 𝐻𝑘𝛿𝑋�𝑘/𝑘−1,                                                           (2.34c) 
𝐾𝑘 = 𝑃𝑘/𝑘−1𝐻𝑘𝑇(𝐻𝑘𝑃𝑘/𝑘−1𝐻𝑘𝑇 + 𝑅𝑘)−1 = 𝑃𝑘𝐻𝑘𝑇𝑅𝑘−1,                                         (2.34d) 
𝑃𝑘/𝑘−1 = 𝛷𝑘,𝑘−1𝑃𝑘−1𝛷𝑘,𝑘−1𝑇 + 𝛤𝑘−1𝑄𝑘−1𝛤𝑘−1𝑇 ,                                                 (2.34e) 
𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘/𝑘−1(𝐼 − 𝐾𝑘𝐻𝑘)𝑇 + 𝐾𝑘𝑅𝑘𝐾𝑘𝑇 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘/𝑘−1,           (2.34f) 
where 𝛿𝑍𝑘 = 𝑍𝑘 − ℎ[𝑋�𝑘/𝑘−1,𝑘]. 
Since every time the initial values of state optimal estimate 𝑋�𝑘−1 and desired state 
𝑋�𝑘−1𝑖  are set to the initial value of state optimal estimate 𝑋�𝑘−1  for next step 
calculation of state optimal estimate 𝑋�𝑘 and the desired state 𝑋�𝑘𝑖 ,  the initial state 
error optimal estimate 𝛿𝑋�𝑘−1 is always equal to zero, i.e., 𝛿𝑋�𝑘−1 = 𝑋�𝑘−1 − 𝑋�𝑘−1𝑖 =
0. Subsequently, one step predicted value for state error equals to zero, i.e., 
𝛿𝑋�𝑘/𝑘−1 = 0. 
𝑋�𝑘𝑖 is the numerical solution of the continuous-time nonlinear differentiate equation 
𝑋�̇𝑖(𝑡) = 𝑓[𝑋𝑖(𝑡), 𝑡] with the initial value 𝑋�𝑘−1𝑖 . When the sampling period 𝑇 is very 
small, it can be calculated using Euler method as follows: 
𝑋�𝑘𝑖 = 𝑋�𝑘−1𝑖 + 𝑓�𝑋�𝑖(𝑡𝑘−1), 𝑡𝑘−1�𝑇. 
Therefore, the discrete extended Kalman filter can be written as follows [34]: 
𝑋�𝑘/𝑘−1 = 𝑋�𝑘𝑖 = 𝑋�𝑘−1 + 𝑓�𝑋�𝑘−1, 𝑡𝑘−1�𝑇,                                                 (2.35a) 
𝑋�𝑘 = 𝑋�𝑘/𝑘−1 + 𝛿𝑋�𝑘,                                                                (2.35b) 
𝛿𝑋�𝑘 = 𝐾𝑘𝑇𝑘,                                                                     (2.35c) 
𝑇𝑘 = 𝑍𝑘 − ℎ[𝑋�𝑘/𝑘−1,𝑘],                                                            (2.35d) 
𝐾𝑘 = 𝑃𝑘/𝑘−1𝐻𝑘𝑇(𝐻𝑘𝑃𝑘/𝑘−1𝐻𝑘𝑇 + 𝑅𝑘)−1 = 𝑃𝑘𝐻𝑘𝑇𝑅𝑘−1,                                          (2.35e) 
𝑃𝑘/𝑘−1 = 𝛷𝑘,𝑘−1𝑃𝑘−1𝛷𝑘,𝑘−1𝑇 + 𝛤𝑘−1𝑄𝑘−1𝛤𝑘−1𝑇 ,                                              (2.35f) 
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𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘/𝑘−1(𝐼 − 𝐾𝑘𝐻𝑘)𝑇 + 𝐾𝑘𝑅𝑘𝐾𝑘𝑇 = (𝐼 − 𝐾𝑘𝐻𝑘)𝑃𝑘/𝑘−1.           (2.35g) 
The extended Kalman filter is one of the most commonly used nonlinear filtering 
methods, however, the effect of the extended Kalman filter is closely related to the 
initial estimation error and large initial error can cause filtering diverge. The 
extended Kalman filter is not an optimum filter, as it cannot guarantee the stability of 
filtering. Hence, in assessing the filter the rate at which the new information deviates 
from the white noise should be examined. If this rate does not exceed a certain 
threshold, the filter is assumed to work properly. State and measurement equations 
are approximate models and do not meet the conditions of linear unbiased minimum 
variance. Hence, the extended Kalman filter is a sub-optimal filter. If the system 
noise covariance matrix 𝑄  and measure noise covariance matrix 𝑅  of the actual 
application are not known in advance, the state transition matrix 𝛷 will be too small 
or the measurement matrix 𝐻  will not be known with certainty. As a result, the 
Kalman filter based on this imprecise model may lead to filter divergence.  
2.4.2 Active observer 
An Active Observer (AOB) [35,36] is a variation of a Kalman filter (KF), one of the 
first estimators to include disturbance in the optimization process. The AOB concept 
relies on adopting an extra relationship (auxiliary input) to estimate an equivalent 
disturbance referred to as the system input, due to unmodeled terms including higher 
order dynamics, parameter mismatches, and unknown disturbances. However, the 
AOB can be only applied to systems modelled by linear equations and an equivalent 
disturbance referred to as an input. The application of AOB to nonlinear systems has 
not been addressed yet. Let us re-consider the discrete-time linear system model (2.9) 
in Section 2.4.1.1, and modify it as follows: 
𝑋𝑘 = 𝛷𝑘,𝑘−1𝑋𝑘−1 + 𝐵𝑘−1 𝑝𝑘−1 + 𝐵𝑘−1𝑢𝑘−1 + 𝛤𝑘−1𝜉𝑋𝑘−1 ,                                 (2.36a) 
𝑍𝑘 = 𝐻𝑘𝑋𝑘 + 𝜂𝑘 ,                                                              (2.36b) 
where 𝛷𝑘,𝑘−1, 𝛤𝑘−1, 𝐻𝑘 , 𝑋𝑘  are defined as in Equation (2.9), 𝜉𝑋𝑘−1 , 𝜂𝑘 are equal to 
𝑊𝑘−1, 𝑉𝑘 respectively, 𝐵𝑘−1is the 𝑘 − 1 moment state command matrix, 𝑢𝑘−1 is the 
𝑘 − 1 moment system input signal, and the active state 𝑝𝑘−1 defines the system input 
disturbance at the 𝑘 − 1 moment. 
For AOB, 𝑝𝑘 describing the equivalent disturbance is defined by [35] 
                                  𝑝𝑘 = ∑ (−1)𝑗+1𝑆𝑗=1
𝑆!
𝑗!(𝑆−𝑗)!
𝑝𝑘−𝑗 + 𝜉𝑝𝑘
𝑆−1 ,                         (2.37) 
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where the Sth-order derivative of 𝑝𝑘  is randomly distributed. 𝜉𝑝𝑘
𝑆−1  is a Gaussian 
variable with zero mean. Therefore, the linear system in Equation (2.36) can be 
further described with the following equations 
�
𝑥𝑘
𝑝𝑆 𝑘
� = �
 𝛷𝑘,𝑘−1    𝐵𝑘−1
0      A𝑘−1𝑆
� �
𝑥𝑘−1
𝑝𝑆−1 𝑘−1
� + �𝐵𝑘−10 � 𝑢𝑘−1 + 𝛤𝑘−1 �
𝜉𝑥𝑘
𝜉 𝑝𝑆 𝑘
�,                   (2.38a) 
                                                       𝑌𝑘 = [𝐻𝑘  0] �
𝑥𝑘
𝑝𝑆 𝑘
� + 𝜂𝑘 ,                              (2.38b) 
where  
𝑝𝑆 𝑘 = [𝑝𝑘−(𝑠−1) 𝑝𝑘−(𝑠−2) ⋯ 𝑝𝑘−1 𝑝𝑘]𝑇 , 
𝜉 𝑝𝑆 𝑘 = �0 0 ⋯ 0 𝜉𝑝𝑘
𝑆−1 �
𝑇
, 
A𝑘−1𝑆 =
⎣
⎢
⎢
⎢
⎡
0 1 0 ⋯ 0
0 0 1 ⋯ 0
⋮
0
𝑎𝑆
⋮
0
𝑎𝑆−1
⋮
0
𝑎𝑆−2
⋱
⋯
⋯
⋮
1
𝑎1⎦
⎥
⎥
⎥
⎤
,                                      (2.39) 
𝑎𝑗 = (−1)𝑗+1
𝑆!
𝑗! (𝑆 − 𝑗)!
,     𝑗 = 1,⋯ , 𝑆, 
and the disturbances 𝜉𝑥𝑘 , 𝜉𝑝𝑘
𝑆−1 , 𝜂𝑘  are stochastic, zero mean, and Gaussian with 
known input and output noise covariances 𝑣𝑐𝑣(𝜉𝑥), 𝑣𝑐𝑣� 𝜉𝑝𝑆−1 �, and 𝑣𝑐𝑣(𝜂) . 
When S=1, an AOB for the state 𝑥𝑘,𝑝𝑘 can be formulated as 
 �𝑥�𝑘+1?̂?𝑘+1
� = � 𝛷𝑘+1,𝑘    𝐵𝑘
0      1
� �𝑥�𝑘?̂?𝑘
� + �𝐵𝑘0 � 𝑢𝑘 + 𝐿 �𝑌𝑘 −
[𝐻𝑘  0] �
𝑥�𝑘
?̂?𝑘
��,                     (2.40) 
where L represents the observer gain.  
When S=N, an AOB for the state 𝑥𝑘,𝑝𝑘 can be formulated as 
 �𝑥�𝑘+1?̂?𝑘+1
� = �
 𝛷𝑘+1,𝑘    𝐵𝑘
0      A𝑘−1𝑁
� �𝑥�𝑘?̂?𝑘
� + �𝐵𝑘0 � 𝑢𝑘 + 𝐿 �𝑌𝑘 −
[𝐻𝑘   0] �
𝑥�𝑘
?̂?𝑘
��,                      (2.41) 
where A𝑘−1𝑁  is defined as in Equation (2.39). 
2.5 Adaptive control  
For decades, teleoperation has been deployed in numerous applications. However, 
the modeling and control of teleoperation in such systems still present a number of 
challenges due to instability introduced by the communication time-delay and 
incomplete information available on the master and slave sides. In order to overcome 
such challenges, over the past 50 years, a plethora of research has been targeted at 
understanding and overcoming these pertinent problems in bilateral teleoperation. A 
variety of control strategies has been proposed including experimental methods 
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(Move-and-Wait) [37,38], heuristic techniques (supervisory control [39,40], 
software-based teleoperation [41-45]), 2-port network [46-49], scattering approach 
[50,24], wave variables control [25], sliding-mode control [51-54], H∞ design [29] 
and model predictive control [55,56]. Among these schemes, adaptive control has 
proved to be quite effective to address the challenges faced in teleoperation.  
Adaptive control is a widely used tool to construct high-performance controllers for 
poorly structured and time-variant processes. It has a wide application in telerobotics, 
and can be deployed for tasks such as path-following, motion planning, obstacle 
avoidance, and the peg-in-hole positioning.  
Siciliano et. al. [57] defines adaptive systems as systems in which the adaptation 
mechanism modifies the parameters of the adjustable system or generates an 
auxiliary input to maintain a given index of performance bounded by acceptable 
values. The history of adaptive control research is dominated by two types of 
adaptive concepts [58]: “adaptive-gain” control and “signal-synthesis” (or “auxiliary 
input signal”) control. 
2.5.1 Adaptive-gain control approach 
Most of the past and current research on adaptive control has been focused on what is 
known as the “adaptive-gain” school of thought. In this approach the adaptive control 
law is written in the form (in the linear control case): 
 𝑢(𝑡) = 𝜃1(𝑡)𝑥1 + … + 𝜃𝑛(𝑡)𝑥𝑛 = 𝜑𝑇(𝑥1, 𝑥2,⋯ , 𝑥𝑛)𝜃 ,                                  (2.42) 
where the control gains 𝜃∗(𝑡)  are automatically adjusted on-line, by an adaptive 
algorithm, according to the perceived perturbations in system parameters, 
environmental known disturbances, etc.. The adaptive algorithm is driven by the 
system inputs and outputs so that 𝜃∗(𝑡)  are functions of several of system state 
variables 𝑥∗ . Furthermore, adaptive controllers based on the adaptive-gain control 
law Equation (2.42) are inherently nonlinear as their adaptive algorithms usually 
involve one or more nonlinear operations. 
2.5.2 Signal-synthesis control approach: Disturbance-accommodating 
adaptive control 
Another conceptual approach to adaptive control is called the “signal-synthesis” or 
“auxiliary input signal”. This approach assumes that Equation (2.42) is just an 
expansion of the control action 𝑢(𝑡) and, as such it is only one of many possible 
ways to synthesize the same adaptive control time-signal 𝑢(𝑡). In particular, it can be 
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assumed that the adaptive control signal 𝑢(𝑡) in Equation (2.42) is generated by a 
real-time weighted linear combination of “basis-functions” of the form 
𝑢(𝑡) = 𝜃1(𝑡)𝑝1(𝑡) + 𝜃2(𝑡)𝑝2(𝑡) + ⋯+ 𝜃𝑛(𝑡)𝑝𝑛 (𝑡),                                     (2.43) 
where the set { 𝑝1(𝑡),𝑝2(𝑡), … ,𝑝𝑛(𝑡)} of basis-functions is chosen a priori by the 
designer to provide a qualitative fit to the likely waveform of 𝑢(𝑡). The weighting 
coefficients 𝜃∗(𝑡), are automatically adjusted on-line to achieve a quantitatively good 
approximation for 𝑢(𝑡). There are two challenges in the signal-synthesis approach to 
adaptive control: to determine the value of 𝑢(𝑡) at each time interval t and to devise 
an effective real-time procedure for automatically adjusting the weighting 
coefficients 𝜃∗(𝑡) to continuously realizing the required adaptive control signal 𝑢(𝑡).  
Using the tool of Disturbance-Accommodating Control theory, DAC-based adaptive 
control [59-61], an easily implemented and remarkably effective version of signal-
synthesis adaptive control is developed providing an effective method to decompose 
the expression of 𝑢(𝑡)  in Equation (2.43), which is very useful in disturbance 
suppression. A brief summary of DAC-based adaptive control theory is presented as 
follows. 
Assume that the plant is modeled as 
               �?̇? = 𝐴(𝑡)𝑋 + 𝐵(𝑡)𝑢 + 𝐹(𝑡)𝑤(𝑡) ,
𝑌 = 𝐶(𝑡)𝑋,
                                           (2.44) 
where (A, B, F, C) are known, and the external disturbance 𝑤(𝑡) is uncertain and not 
directly measurable, but is assumed to have the pre-known waveform structure so 
that 𝑤(𝑡) can be characterized by the familiar DAC disturbance model. The presence 
of waveform structure in uncertain disturbances leads to an important control 
information principle in the DAC theory. Disturbance 𝑤(𝑡) is defined by 
                              �𝑤(𝑡) = 𝐻(𝑡)𝑧,?̇? = 𝐷(𝑡)𝑧,                                                                       (2.45) 
where H(t), D(t) are known. The problem is to design a control signal 𝑢(𝑡) which 
can maintain "ideal" motion of X, Y in Equation (2.44) in the presence of external 
disturbance 𝑤(𝑡), generated by Equation (2.45). Therefore, the control 𝑢(𝑡) can be 
split into two parts: 
𝑢 = 𝑢𝑖 + 𝑢𝑝 ,                                                                      (2.46) 
where 𝑢𝑖 is responsible to reject disturbance and 𝑢𝑝 is responsible to accomplish the 
controlled task. Substituting Equation (2.46) into Equation (2.44) results in: 
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�?̇? = 𝐴
(𝑡)𝑋 + 𝐵(𝑡)𝑢𝑝 + 𝐵(𝑡)𝑢𝑖 + 𝐹(𝑡)𝑤(𝑡) .
𝑌 = 𝐶(𝑡)𝑋.
                                        (2.47) 
Considering that 𝑢𝑖  should achieve and maintain the condition of complete 
suppression, from (2.47), one can obtain: 
𝐵𝑢𝑖(𝑡) = −𝐹𝑤(𝑡) = −𝐹𝐻𝑧(𝑡).                                                   (2.48) 
Assuming that 𝑟𝑎𝑛𝑘[𝐵|𝐹𝐻] = 𝑟𝑎𝑛𝑘[𝐵], the control 𝑢𝑖  in Equation (2.46) can be 
defined as 
𝑢𝑖 = −𝐵−1𝐹𝐻𝑧(𝑡).                                                               (2.49) 
Then, 𝑢𝑝 in Equation (2.46) can be defined as in Section 2.4.1.1: 
𝑢𝑝 = 𝜃𝑋.                                                                         (2.50) 
The estimates ?̂?  and 𝑋�  produced by arbitrary effective observers in place of z in 
Equation (2.49) and X in Equation (2.50) can be used in implementing the algorithm. 
Hence, the general adaptive controller can be written as 
          𝑢 = 𝑢𝑝 + 𝑢𝑖 = 𝜃𝑋� − 𝐵−1𝐹𝐻?̂? .                                                    (2.51) 
The presentation of the DAC-based adaptive control theory in Equation (2.51) 
considers only the disturbance in Equation (2.44) as the external disturbance.   
 
Figure 2.2.  Application of adaptive control in teleoperation systems 
2.6 A state-of-art overview of applications of adaptive controllers into 
teleoperation systems 
 
According to the classification of the control issues in teleoperation systems in 
Chapter 1, and considering that the adaptive controllers deployed to deal with 
uncertainties in master/slave model and operator/environment model are very similar, 
the algorithms reviewed in the section to achieve adaptive control can be grouped 
into four major areas rather than six (as depicted in Figure 2.2): (i) adaptive 
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controllers for operator and environment model estimation, which address the issues 
of operator and environment model adaptation; (ii) adaptive controllers for 
disturbance rejection, which handle the problems of rejecting the internal disturbance 
that stems from the master and slave model uncertainties, and the external 
disturbances that results from environment conditions, measurement noise, etc.; (iii) 
adaptive controllers for communication delay compensation, which cope with the 
issue of time delay during the communication; and (iv) multiple function adaptive 
controllers, which simultaneously tackle several of the main inherent teleoperation 
control issues. In addition, some methods deployed in human-robot interaction, 
where robots collaborate with people and actively support them, and local robot 
control, where robot manipulators are controlled at the same location as the operator, 
will be also considered in the review as they can be used in teleoperation with some 
minor adjustment. Furthermore, the strength and application of each method will be 
highlighted.  
2.6.1 Adaptive controllers for operator and environment model estimation 
A major obstacle in modeling and control of teleoperation systems is the largely 
unknown dynamics of the remote environment and the human operator, which are 
part of the global control loop. When a teleoperation system interacts with an 
arbitrary environment, the environment can exhibit zero stiffness (slave robot motion 
in free space), near infinite stiffness (slave robot motion in constrained space, such as 
pressing against a wall), and any stiffness between. When analyzing the stability of 
the system, the environment stiffness directly affects the gain margin of the system. 
In most practical teleoperation systems, exact environmental stiffness values are not 
known in advance and vary during manipulation. Hence, they should be estimated 
and updated in real-time to ensure the stability and task performance of a system. 
Predicting the operator behavior and estimating the operator model facilitate task 
execution and improve the fidelity of the system. One of the major challenges of 
operator-oriented adaptive controllers is modeling the operator’s behavior. In this 
section, some methods from the field of human–robot collaborative manipulation that 
assist in the design of operator-related adaptive control controllers will be reviewed. 
2.6.1.1 Operator-related adaptive controllers 
Operator-related adaptive controllers can be considered as adaptive schemes that 
improve the robustness and performance of the teleoperation system by predicting 
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the operator’s behavior or estimating and incorporating the operator model 
parameters into the controllers.  
Typically, the dynamic of the human operator is modeled as a passive mass-spring-
damper system [62]. 
  𝑓ℎ = 𝑀ℎ?̈?ℎ + 𝐷ℎ?̇?ℎ + 𝐾ℎ𝑥ℎ ,                                                               (2.52) 
where 𝑓ℎ  denotes the external force exerted by the operator, 𝑥ℎ, ?̇?ℎ, ?̈?ℎ  represent 
displacement, velocity, and acceleration of the operator, and 𝑀ℎ,𝐷ℎ ,𝐾ℎ  stand for 
mass, damp, and stiffness of the operator, respectively. 
In order to achieve a desired interaction with its surrounding environment, force 
control or combined position/force control should be deployed. One of the most 
popular approaches for these constrained tasks is impedance control [62]. Impedance 
control uses a single control law regulating both position and force by specifying a 
mass, spring and damper system to form a virtual dynamic between them. A standard 
impedance control law is given by 
𝑓 = 𝑀(?̈? − ?̈?𝑖𝑒) + 𝐷(?̇? − ?̇?𝑖𝑒) + 𝐾(𝑥 − 𝑥𝑖𝑒),                                        (2.53) 
where 𝑀,𝐷,𝐾  are the target impedance mass, damping and stiffness, 𝑥𝑖𝑒  is the 
desired trajectory, 𝑥 is the actual trajectory of the end-effector, and 𝑓 is the external 
force acting on the end-effector. As the target impedance parameters are specified by 
the operator, the need for incorporating knowledge of the environment in the control 
design arises. With this idea, typically fixed control parameters in impedance control 
are made adaptive. This adaptive impedance control is employed as an adaptive 
controller in the field of human robot collaboration, which is directly transferable to 
a teleoperation system as a controller on the master end. For example, Tsumugiwa et 
al. [63] update the damping parameter in the admittance controller according to the 
estimated human arm stiffness, 
𝐷𝑚 = 𝛽𝐾�ℎ ,                                                                     (2.54) 
where 𝐷𝑚  is the damping coefficient in the master admittance controller, 𝛽  is a 
scaling factor, and 𝐾�ℎ represents the estimated human arm stiffness. This enhances 
the precision of a drawing task, collaboratively conducted between human and robot. 
In another example, Duchaine & Gosselin [64] propose another adaptive admittance 
control approach based on an intuitive relationship between the force data (𝑓ℎ̇) and 
human intention (?̇?ℎ). The damping parameter in the robot’s admittance controller is 
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decreased/increased during accelerating/decelerating motions of the operator 
according to 
𝐷𝑚�𝑓ℎ̇, ?̇?ℎ� = 𝐷0 − 𝛽𝑓ℎ̇𝑠𝑔𝑛(?̇?ℎ),                                                           (2.55) 
where 𝐷0 is used to ensure stability when no adaptation occurs, ?̇?ℎ is the velocity of 
the human operator, and 𝛽 is the scaling factor to decide the amount of adaptation. 
With this approach, less effort is required for accelerated motion due to reduced 
damping, and also better positioning or locking of the manipulator can be achieved 
due to increased damping. 
In human operator estimation algorithms, mass 𝑀ℎ  is generally set to a constant 
value as the variance in the mass parameter is small. In [65], an offline identification 
of operator stiffness 𝐾ℎ and damping 𝐷ℎ is achieved. In [63], the damping coefficient 
𝐷ℎ of the human arm impedance is identified using Recursive least squares (RLS) 
algorithm. 
2.6.1.2 Environment-related adaptive controllers 
Environment-related adaptive controllers are adaptive schemes enhancing the 
robustness and performance of the teleoperation system through estimating and 
incorporating the environment model parameters into the controllers. The dynamic 
model of the environment is initially studied before the introduction of these 
controllers. 
2.6.1.2.1 Dynamic model of the environment 
In teleoperation systems, identifying environment dynamic model is a complex 
process and a subject of much research. For force control purposes, there are two 
approaches to environment modeling known as surface property-dependent 
environment model, and surface property-independent environment model, 
depending on whether the surface properties of the environment, such as friction and 
texture, are considered as a factor in this process. The environment models 
considered here are valid in one-point contact scenario. When there are simultaneous 
multiple contacts between the robot and the environment, the environment model can 
be easily obtained through modification of the single-contact environment model.  
When touching a frictionless and texture-less environment, the contact force between 
the robot and the environment is specified as an explicit function of the deformation 
at the contact point in the normal direction. This is done by assuming a mass-
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damper-spring model for the interaction locally normal to the contact surfaces. Thus, 
the magnitude of the normal contact force is defined as [66]: 
𝑓𝑒 = 𝑀𝑒?̈?𝑒 + 𝐷𝑒?̇?𝑒 + 𝐾𝑒(𝑥𝑒 − 𝑥𝑒−𝑖𝑛),                                                     (2.56) 
where 𝑀𝑒 ,𝐷𝑒 ,𝐾𝑒  represent the mass, damping and stiffness characteristics of the 
environment, while 𝑥𝑒 , 𝑥𝑒−𝑖𝑛  represent the actual and initial environment location. 
This interaction model between the robot and the environment is confined to a single 
point or a small region, such as the case of a robotic grinding operation. Mass 𝑀𝑒 can 
be often neglected in the environment model. 
When the surface property of the environment in contact with the robot arm is taken 
into account, the model can be identified based on normal and tangential components 
of the interaction force: 
𝐹𝑒 = 𝑓𝑛𝐧 + 𝑓𝑡𝐭 .                                                                       (2.57) 
One common model used to define the normal component 𝑓𝑛 of the contact force is 
the mass-spring-damper model of the form: 
𝑓𝑛 = 𝑓𝑒 = 𝑀𝑒?̈?𝑒 + 𝐷𝑒?̇?𝑒 + 𝐾𝑒(𝑥𝑒 − 𝑥𝑒−𝑖𝑛).                            (2.58) 
Assuming that the contact point is sliding, the model for the contact friction force 𝑓𝑡 
in the tangential direction could be viewed as the Coulomb’s law for sliding. Thus, 
the tangential direction force 𝑓𝑡 at the contact point is defined as [66]: 
𝑓𝑡 = 𝜇𝐾𝑒(𝑥𝑒 − 𝑥𝑒−𝑖𝑛) ,                                                                    (2.59) 
where 𝜇 represents the friction factor.  
2.6.1.2.2 Adaptive impedance control 
Adaptive impedance control can be deployed to design the slave controller in a 
teleoperation system. The overall teleoperation system is assumed to behave as a 
second-order mass-spring-damper system using adaptive impedance control [67,68] 
when contact is made with a stiff object. The environment is represented by a spring-
dashpot model with damping 𝐷𝑒, and stiffness 𝐾𝑒, 
𝑓 = 𝑀?̈?𝑒 + (𝐷 + 𝐷𝑒)?̇?𝑒 + (𝐾 + 𝐾𝑒)(𝑥𝑒 − 𝑥𝑒−𝑖𝑛) .                                           (2.60) 
The task is to find an effective way to estimate and update the environment 
parameters (damping 𝐷𝑒 , and stiffness 𝐾𝑒 ). Various adaptive algorithms for the 
estimation of the environment parameters (mass 𝑀𝑒, damping 𝐷𝑒, and stiffness 𝐾𝑒) 
have been proposed in the literature [1]. Besides, adaptive algorithms based on the 
experimental force data [69,36] and neural networks [70,71] are also proposed. 
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Although many adaptive algorithms are suggested to estimate the environment 
parameters, the majority only estimate the surface property-independent environment 
model, ignoring parameters such as the friction factor 𝜇. Studies reported by [66] and 
[72] are exceptions. 
In [66], the surface property-dependent environment model is written as: 
𝐹𝑒 = �𝛿𝐧 ?̇?𝐧 ?̈?𝐧 𝛿𝐭� ∗ �
𝐾𝑒
𝐷𝑒
𝑀𝑒
𝜇𝐾𝑒
� = 𝑌𝑇𝜃,                                                           (2.61) 
where 𝛿 = 𝑥𝑒 − 𝑥𝑒−𝑖𝑛. This defines a standard linear identification problem. At any 
instant, Equation (2.61) represents a system of three equations with three unknowns. 
The equations are solved using different instantaneous or recursive techniques, to 
provide a time history of the estimated results. Alternatively, equations of the form 
(2.61) over all time steps can be combined into a single global relationship: 
𝐹𝑒 = 𝑌𝑇𝜃 .                                                                               (2.62) 
The contact parameters can then be obtained by using a standard least-squares 
technique, provided 𝑌 is full rank or sufficiently rich. The solution of (2.61) or (2.62) 
yields estimates for 𝐾𝑒 and (𝜇𝐾𝑒) from which 𝜇 is calculated as 𝜇𝐾𝑒/𝐾𝑒. 
Furthermore, the quality of this estimation algorithm can be improved by considering 
moment in addition to force obtained by a force/moment sensor. In this case, 
equation (2.61) is augmented to give [66]: 
�𝐹𝑒𝑇𝑒
� = � 𝛿𝐧 ?̇?𝐧 ?̈?𝐧 𝛿𝐭
𝛿𝐫 × 𝐧 ?̇?𝐫 × 𝐧 ?̈?𝐫 × 𝐧 𝛿𝐫 × 𝐧
� ∗ �
𝐾𝑒
𝐷𝑒
𝑀𝑒
𝜇𝐾𝑒
�,                                                  (2.63) 
where 𝑇𝑒 is the total torque or moment on the end-effector and 𝐫 denotes the position 
of contact point with respect to the end-effector frame. It is worth stressing that the 
input signals in estimation algorithms are required to be persistently excited to 
guarantee uniform asymptotic stability of the controller parameters or parameter 
convergence, when the damping estimation is concerned. 
2.6.1.3 Summary 
In conclusion, the methods reviewed in this section are mainly aimed at enhancing 
system performance through on-line estimation of parameters associated with human 
operator and the environment and incorporating those parameters in the overall 
system model. It is apparent that the effectiveness of adaptive methods critically 
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depends on the choice of adaptive algorithms used to estimate these parameters. The 
adaptive controllers used for transient moment from free space to contact with the 
environment are not considered in this review. However, this is an important control 
issue for teleoperation as outlined by various researchers [73-75]. For a recent survey 
on this problem, the reader can refer to [76]. Finally, the contribution of each 
adaptive controller and assumptions made in its design are summarized in Table 2.1. 
TABLE 2.1 
A summary of adaptive controllers for operator and environment model estimation 
Method Contribution Assumption 
 
Operator-related adaptive  
controllers [63]-[64] 
 
 
   
  Transparency 
   
  Model correctness,  
  Or high-quality  
  force  sensor 
Environment-related adaptive 
controllers [1], [67-71] 
 
Transparency,   
Robustness 
Model correctness, 
Persistent excitation, 
Distance sensor,  
Or force sensor 
   
 
2.6.2 Adaptive controllers for disturbance rejection 
In control systems, a disturbance is either internal or external. The internal 
disturbances are usually caused by unmodeled dynamic and disparity between the 
idealized mathematical model of the plant and its actual dynamic. The external 
disturbances are the result of unknown external forces, measurement noise, and 
variation in friction and characteristics of the plant. Disturbances can significantly 
reduce system stability and performance. For this reason, controllers designed for 
dynamic systems should ensure the expected performance of the system in the 
presence of the internal and external disturbances. In this section, adaptive schemes 
employed to suppress the internal and external disturbances in teleoperation systems 
are reviewed. Moreover, some methods from the field of traditional local robot 
control, where robots are controlled at the same location with the operator, are also 
considered as these methods can be deployed in teleoperation systems after some 
simple modifications.  
2.6.2.1 Internal disturbance rejection controllers 
In this Subsection, several adaptive schemes from the field of traditional local robot 
control for internal disturbance (master/slave model uncertainties) suppression are 
reviewed. 
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2.6.2.1.1 Inverse dynamics-based adaptive control 
Inverse dynamics-based adaptive controllers, as the name suggests, use inverse 
dynamics (also called computed torque), which is a special case of the notion of 
feedback linearization of nonlinear systems. They rely on exact cancellation of all the 
nonlinearities in the system so that, in the ideal case, the closed loop system is linear 
and decoupled. These methods have been widely utilized in robot control systems, 
such as [77,78,11]. As an example, the Inverse dynamics-based adaptive control 
approach in [77] is briefly described. 
Consider the non-linear robot dynamic,  
𝑀(𝑞)?̈? + 𝐶(𝑞, ?̇?)?̇? + 𝑔(𝑞) = 𝜏.                                                         (2.64) 
 Due to parameter uncertainties, the estimated parameters are used in the control law: 
𝜏 = 𝑀�(𝑞)𝑎 + ?̂?(𝑞, ?̇?)?̇? + 𝑔�(𝑞),                                                       (2.65) 
where 𝑎 has the interpretation of an outer loop control law with units of acceleration, 
and can be defined in terms of a given linear dynamic compensator K(s) (PD-
compensator) as 
𝑎 = ?̈?𝑖𝑒 − �𝐾𝑣𝑠 + 𝐾𝑝�𝑇,                                                                  (2.66) 
where 𝑇 = 𝑞 − 𝑞𝑖𝑒. Substituting (2.65) and (2.66) into (2.64) results: 
𝑀(𝑞)?̈? + 𝐶(𝑞, ?̇?)?̇? + 𝑔(𝑞) = 𝑀�(𝑞)�?̈?𝑖𝑒 − 𝐾𝑣?̇? − 𝐾𝑝𝑇� + ?̂?(𝑞, ?̇?)?̇? + 𝑔�(𝑞).   (2.67)                                            
Adding and subtracting 𝑀�(𝑞)?̈? on the left side of (2.67) produces 
𝑀��?̈? + 𝐾𝑣?̇? + 𝐾𝑝𝑇� = 𝑀�?̈? + ?̃??̇? + 𝑔� = 𝑌(𝑞, ?̇?, ?̈?)𝜃�,                               (2.68) 
where (. )� = (. )� − (. ). Thus, the error dynamic is written as 
?̈? + 𝐾𝑣?̇? + 𝐾𝑝𝑇 = 𝑀�−1𝑌(𝑞, ?̇?, ?̈?)𝜃� = Φ𝜃� ,                                                    (2.69) 
where the update control law is chosen as 
𝜃�̇ = −Γ−1ΦT𝐵𝑇𝑃x ,                                                                     (2.70) 
where Γ = ΓT > 0 , 𝐵 = �0𝐼� , x = �
𝑇
?̇?� and 𝑃 is a symmetric positive matrix. 
In order to perform effectively, this method requires both modification of the 
adaptation algorithm to ensure boundedness of the inverse of the estimated inertia 
matrix and measurement of the joint acceleration. This is difficult to achieve in 
practical applications. Meanwhile, in teleoperation systems, the external force 
exerted by the human operator or the environment should be included. 
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2.6.2.1.2 Passivity-based adaptive control 
The aim of the second class of adaptive controllers is to achieve a linearized 
feedback system while preserving the passivity properties of the rigid robot in the 
closed loop. The work carried out in [79,80] fall into this category. As an example, 
the adaptive scheme in [79] is derived in this Subsection. 
Given the system dynamic (2.64), the control law is chosen as 
𝜏 = 𝑀�(𝑞)𝑎 + ?̂?(𝑞, ?̇?)𝑣 + 𝑔�(𝑞) −𝐾𝑣𝑟,                                               (2.71a) 
where 𝑟 = ?̇? − 𝑣 and 𝑎 = ?̇? = ?̈?𝑖𝑒 − 𝐾(𝑠)𝑇. Thus, 
                      𝑟 = �𝑠𝐼 + 1
𝑠
𝐾(𝑠)� 𝑇.                                                            (2.71b) 
Substituting (2.71) into (2.64) results 
𝑀?̈? + 𝐶?̇? + 𝑔 = 𝑀�𝑎 + ?̂?𝑣 + 𝑔� − 𝐾𝑣𝑟.                                                (2.72)  
Since ?̈? = ?̇? + 𝑎 and ?̇? = 𝑟 + 𝑣 , (2.72) can be written as 
𝑀?̇? + 𝐶𝑟 + 𝐾𝑣𝑟 = 𝑀�𝑎 + ?̃?𝑣 + 𝑔� = 𝑌(𝑞, ?̇?, 𝑣,𝑎)𝜃� = Φ𝜃.�                                    (2.73) 
Note that the regression function 𝑌 does not depend on the manipulator acceleration, 
but only on 𝑣 and 𝑎, the velocity and acceleration of the reference trajectory. The 
parameter update law is chosen in such a way that the mapping −𝑟 → Φ is passive 
[81]. It is given as 
𝜃�̇ = −Γ−1Φ𝑇𝑟 ,                                                                        (2.74) 
where Γ is a symmetric and positive definite matrix. These schemes do not use the 
joint acceleration signal, which is a major advantage. 
2.6.2.2 External disturbance rejection controllers 
Along with the description of the adaptive controllers in Section 2.5.2, several 
adaptive schemes based on observer techniques are presented to address the problem 
of external disturbance. These observers, formulating the problem of state estimation 
in the presence of disturbance, minimize a cost function based on mathematical 
assumptions about the disturbance [82]. Each observer has its own specific 
mathematical assumptions about the disturbances that should be suppressed. In order 
to simplify and unify the description of these observers [83], they are briefly 
described in context of: (i) system and disturbance description, (ii) input and 
estimated signals, and (iii) implementation method. 
2.6.2.2.1 Unknown input observer (UIO) 
The unknown input observer [84] can be formulated as 
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�?̇? = 𝐴𝑋 + 𝐵𝑢 + 𝑤𝑒 ,
𝑌 = 𝐶𝑋,
                                                                   (2.75a) 
�𝑤𝑒 = 𝐶𝑒𝑧,?̇? = 𝐴𝑒𝑧,
                                                                            (2.75b) 
𝑈𝐼𝑈: {𝑢,𝑌,𝐴,𝐵,𝐶,𝐴𝑒 ,𝐶𝑒} → �𝑋�,𝑤�𝑒�,                                                       (2.76) 
�𝑋�̇
?̇̂?
� = � 𝐴    𝐵𝐶𝑒0      𝐴𝑒
� �𝑋�
?̂?
� + �𝐵0� 𝑢 + 𝐿�𝑌 − 𝐶𝑋
��.                                               (2.77a) 
𝑤�𝑒 = 𝐶𝑒?̂?.                                                                                             (2.77b) 
UIO defines assumptions about the rate of disturbance changes. The disturbance 
input, 𝑤𝑒, is defined to satisfy a differential equation. The most common assumption 
is a constant disturbance ?̇?𝑒(𝑧) = 0 where 𝐴𝑒 = 0 and 𝐶𝑒 = 1. Originally, the UIO 
is designed based on the unknown external inputs of linear systems [85,86]. In the 
recent studies, the method is also applied to nonlinear plants [87] and fault estimation 
[88].  
For teleoperation, UIO provides a useful framework for the problem of estimating 
external forces acting on a robot manipulator. It is assumed that the robot has two 
inputs – the control input and the force input applied by an external environment. 
The control input is clearly a known input. However the force signal without a force 
sensor can be considered as an unknown input (an external disturbance) that should 
be estimated. In [89,90], unknown input observer is utilized to estimate the system 
states and forces, which then are used in the design of the controller to deal with 
communication delay. This method significantly simplifies the implementation of the 
controller and its cost as there is no need to measure the force. 
2.6.2.2.2 Perturbation observer (POB) 
In POB, in addition to external disturbances, the estimates of unmodeled plant 
variations are included. The unknown input  𝑤𝜕  can represent traditional external 
disturbances and model variations 𝑤𝜕 = 𝑤𝑒 + ∆𝐴𝑋𝑘 + ∆𝐵𝑢𝑘  [91]. It is generally 
formulated as 
�
𝑋𝑘+1 = 𝐴𝑋𝑘 + 𝐵𝑢𝑘 + 𝑤𝜕 .
𝑌𝑘 = 𝐶𝑋𝑘.
                                                            (2.78) 
𝑃𝑈𝐵: �𝑢,𝑌,𝐴,𝐵,𝐶,𝐴𝜕 ,𝐵𝜕 ,𝐶𝜕� → �𝑋�,𝑤�𝜕�.                                                (2.79) 
𝑋�𝑘+1 = 𝐴𝑋�𝑘 + 𝐵 �𝑢𝑘 + 𝑤�𝜕𝑘� + 𝐿�𝑌𝑘 − 𝐶𝑋
�𝑘�.                                          (2.80a) 
𝑧𝑘 = 𝐴𝜕𝑧𝑘−1 + 𝐵𝜕�𝐵+�𝑋�𝑘 − 𝐴𝑋�𝑘−1� − 𝑢𝑘−1�.                                         (2.80b) 
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𝑤�𝜕𝑘 = 𝐶𝜕𝑧𝑘.                                                                    (2.80c) 
In robotic or teleoperation systems, disturbance observer (DOB), as a kind of POB, is 
often deployed to estimate the perturbation by comparing the control input to the 
physical system with the virtual control input to a nominal or ideal system. The 
virtual control input is obtained by feeding system output through inverse dynamic of 
the nominal system. The estimate of the perturbation is fed back as a compensation 
signal, driving the whole system to behave as a nominal system. Furthermore, the 
estimation algorithm usually uses only position and velocity information, and the 
performance of the position tracking between the master and the slave robot can be 
enhanced using the disturbance. Relevant studies can be found in [92-96]. 
2.6.2.2.3 Active observer (AOB) 
Active observer (AOB) [35,36], is a variation of Kalman filter (KF), [13,14], one of 
the first estimators to include disturbance in the optimization process. The concept of 
AOB relies on deploying an extra relationship (auxiliary input) to estimate an 
equivalent disturbance referred to as the system input, due to unmodeled terms in the 
higher order dynamics, parameter mismatches, and noise and unknown disturbances. 
The active state 𝑝𝑘 describing the equivalent disturbance is defined by 
𝑝𝑘 = ∑ (−1)𝑗+1𝑁𝑗=1
𝑁!
𝑗!(𝑁−𝑗)!
𝑝𝑘−𝑗 + 𝑁 − 1𝑤𝑘 ,                                              (2.81) 
where the Nth-order derivative of 𝑝𝑘 is randomly distributed. 𝑁 − 1𝑤𝑘  is a Gaussian 
variable with zero mean.  The AOB is described in Section 2.4.2 in detail. 
2.6.2.2.4 Unknown input sliding mode observer (UISMO) 
The unknown input sliding mode observer [89,97,98] can be viewed as an unknown 
input observer. For simplicity, a second order system can be considered in problem 
formulation: 
?̇?1 = 𝑥2,                                                                            (2.82a) 
                       ?̇?2 = −𝑟2𝑥2 − 𝑟1𝑥1 + 𝑟𝑢 + 𝑑,                                                       (2.82b) 
 𝑦 = 𝑥1,                                                                                (2.82c) 
𝑈𝐼𝑆𝑀𝑈: {𝑢,𝑦, 𝑟, 𝑟1, 𝑟2} → �𝑥�1, 𝑥�2, ?̂?�,                                                     (2.83) 
𝑥�̇1 = 𝑥�2 + 𝜆1𝑠𝑔𝑛(𝑦 − 𝑥�1),                                                             (2.84a) 
         𝑥�̇2 = −𝑟2𝑥�2 − 𝑟1𝑥�1 + 𝑟𝑢𝑐 + 𝐸1𝜆2𝑠𝑔𝑛(𝑥�2 − 𝑥�2),                                       (2.84b) 
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where 𝑥�2 = 𝑥�2 + (𝜆2𝑠𝑔𝑛(𝑥1 − 𝑥�1))𝑒𝑒. The term 𝐸1 = 0 if 𝑥1 − 𝑥�1 ≠ 0 , else 𝐸1 = 1. 
The notation (·)𝑒𝑒 is used to denote a low pass filter operation on the discontinuous 
switching term to obtain the equivalent output injection. 
Thus, the estimated disturbance is obtained from 
                             ?̂? = �𝜆2𝑠𝑔𝑛(𝑥2 − 𝑥�2)�𝑒𝑒.                                                     (2.85) 
The estimated state values in this observer converge very fast to their true values, 
providing a quick estimate of the disturbance. However, the observed system must be 
expressed in the so-called block triangular observer form [89]. 
2.6.2.2.5 Nonlinear disturbance observer (NBO) 
The basic idea in the design of these nonlinear disturbance observers/estimators is to 
modify the estimation by the difference between the estimated output and the actual 
output [7],[99]. For a second order system one can write: 
?̇?1 = 𝑥2,                                                                                    (2.86a) 
                         ?̇?2 = −𝑟2𝑥2 − 𝑟1𝑥1 + 𝑟𝑢 + 𝑑,                                                    (2.86b) 
𝑦 = 𝑥1,                                                                                     (2.86c) 
𝑁𝐷𝑈: {𝑢,𝑦, 𝑟, 𝑟1, 𝑟2} → �?̂?�.                                                                       (2.87) 
From (2.86b), the disturbance is found by 𝑑 = ?̇?2 + 𝑟2𝑥2 + 𝑟1𝑥1 − 𝑟𝑢. Thus, the 
nonlinear disturbance observer can be written as 
?̇̂? = −𝐿 ∗ ?̂? + 𝐿 ∗ (?̇?2 + 𝑟2𝑥2 + 𝑟1𝑥1 − 𝑟𝑢).                                                      (2.88) 
This nonlinear disturbance observer provides an estimation of disturbance without 
prior information about the disturbance. However, it assumes that ?̇? = 0  which 
indicates that the disturbance varies slowly relative to the observer dynamics. 
As shown in Equation (2.88), this observer also requires position, velocity and 
acceleration signals. In real applications, it is possible to obtain quite accurate 
measurements of position, but velocity and acceleration signals can be very noisy 
[100]. Therefore, a nonlinear observer independent from acceleration is designed in 
[7]. In [101], an optimized nonlinear disturbance observer is proposed for 
teleoperation systems. Through lumping the effects of dynamic uncertainties and 
external disturbances into a single disturbance term, this observer successfully 
suppresses the disturbance and removes its adverse effects on teleoperation system.  
The observers covered in this section mainly suppress disturbance. They can also be 
used to estimate the system states or other variables such as unknown external forces. 
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Meanwhile, there are other observers that estimate the system state to control the 
plant as reviewed in [83]. 
2.6.2.3 Summary 
TABLE 2.2 
A summary of adaptive controllers for disturbance rejection 
Method Contribution Assumption 
 
Internal disturbance 
rejection controllers: 
Inverse dynamics-based 
adaptive control [11,77,78] 
 
 
   
Robustness to 
robot model 
uncertainties 
   
Measurement of 
acceleration or 
boundedness of the 
Inverse of the Estimated 
Inertia 
Internal disturbance 
rejection controllers: 
Passivity-based adaptive 
control [79,80]  
 
External disturbance       
rejection controllers: 
Adaptive control based on 
unknown Input Observer 
[84-90]   
 
External disturbance 
rejection controllers: 
Adaptive control based on 
Perturbation Observer  [91-
96] 
 
External disturbance 
rejection controllers: 
Adaptive control based on 
Active observer [35,36] 
 
External disturbance 
rejection controllers: 
Adaptive control based on 
unknown input sliding 
mode observer [89,97,98] 
 
External disturbance 
rejection controllers: 
Adaptive control based on 
nonlinear disturbance 
observer [7,99,101] 
Robustness to 
robot model 
uncertainties 
 
 
Robustness to 
external 
disturbances 
 
 
 
Robustness to 
internal and 
external 
disturbances 
 
 
Robustness to 
internal and 
external 
disturbances 
 
 
Robustness to 
internal and 
external 
disturbances 
 
 
 
Robustness to 
internal and 
external 
disturbances 
--- 
 
 
 
 
Robot model correctness,  
Disturbance form 
 
 
 
 
Nominal model, 
Disturbance form 
 
 
 
 
Nominal linear system 
model 
 
 
 
 
Block triangular form of 
the system model 
 
 
 
 
 
Additional sensors; 
Slow-varying 
disturbances 
   
 
In this section, the adaptive methods compensating for internal and external 
disturbances were studied. These observers significantly improve the stability and 
task performance of the teleoperation systems. There are other observer-based 
methods, which can be utilized to reject disturbance, such as robust control based on 
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H∞ observer (H∞ estimator) [102-103]. Contribution of each method and its 
assumptions are summarized in Table 2.2. 
2.6.3 Adaptive controllers compensating communication delay 
Nowadays, the teleoperation systems have been applied in many fields such as space 
exploration, underwater operation, tele-surgery, etc. The master and slave are often 
located far from each other. Hence substantial time delays occur during signal 
transmission and control. Consequently, the overall stability of the teleoperation 
systems is affected and jeopardized. The adaptive schemes used to compensate for 
the communication delay affecting teleoperation systems are reviewed in this section.  
These algorithms can be roughly classified into two groups: passivity-based adaptive 
controllers, and virtual internal model (VIM)-based adaptive controllers. 
2.6.3.1 Passivity-based adaptive controllers 
As the name suggests, passivity-based adaptive controllers for linear or nonlinear 
teleoperation systems in the presence of communication delays exploit the passivity 
of the operator defined by 𝜃�, the estimate of the control law parameters. These types 
of adaptive controllers improve the transparency and task performance of the 
teleoperation systems in the presence of communication delays via handling the 
system parametric uncertainty. Replacing 𝜃  with its estimate, the parameter error 
𝜃� = 𝜃 − 𝜃� yields a passive map, which maintains the system passivity properties. 
The methods described in [104-109], [67] fit into this category of adaptive 
controllers. 
As an example, a brief derivation of the passivity-based adaptive scheme in [104] is 
presented here. 
In [104], an effective adaptive coordination strategy within the passivity framework 
is designed to achieve the following goals: (i) A feedback control law (𝜏𝑚, 𝜏𝑠) for the 
master and the slave manipulator that renders the manipulator dynamics passive with 
respect to an output that contains both position and velocity information; (ii) A 
passive coordination control law (𝜏?̅?, 𝜏?̅?) which uses this output from the master and 
the slave to kinematically lock the motion of the two mechanical systems.  
Since the nonlinear dynamics in Equation (2.2) can be linearly parameterized, the 
master and slave torques are given as 
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     𝜏𝑚 = −𝜏?̅? − 𝑀�𝑚(𝑞𝑚)𝜆?̇?𝑚 − ?̂?𝑚(𝑞𝑚, ?̇?𝑚)𝜆𝑞𝑚 + 𝑔�𝑚(𝑞𝑚)  = −𝜏?̅? −
𝑌𝑚(𝑞𝑚, ?̇?𝑚)𝜃�𝑚,                        (2.89a) 
         𝜏𝑠   = 𝜏?̅? − 𝑀�𝑠(𝑞𝑠)𝜆?̇?𝑠 − ?̂?𝑠(𝑞𝑠, ?̇?𝑠)𝜆𝑞𝑠 + 𝑔�𝑠(𝑞𝑠) = 𝜏?̅? − 𝑌𝑠(𝑞𝑠, ?̇?𝑠)𝜃�𝑠,                                           
(2.89b) 
where 𝑌𝑚,𝑌𝑠, are known functions of the generalized coordinates and 𝜃�𝑚,𝜃�𝑠 are the 
time-varying estimates of the manipulators’ actual inertial parameters given by 
𝜃𝑚,𝜃𝑠 respectively; and 𝜏?̅?, 𝜏?̅? are the coordinating torques.  
By defining  𝑟𝑚, 𝑟𝑠  as 𝑟𝑚 = ?̇?𝑚 + 𝜆𝑞𝑚, 𝑟𝑠 = ?̇?𝑠 + 𝜆𝑞𝑠  for the master and slave 
transmitted signals, respectively, the master and slave dynamics (2.2) are reduced to 
𝑀�𝑚(𝑞𝑚)?̇?𝑚 + ?̂?𝑚(𝑞𝑚, ?̇?𝑚)𝑟𝑚 = 𝑓ℎ − 𝜏?̅? + 𝑌𝑚(𝑞𝑚, ?̇?𝑚)𝜃�𝑚,                            (2.90a) 
𝑀�𝑠(𝑞𝑠)?̇?𝑠 + ?̂?𝑠(𝑞𝑠, ?̇?𝑠)𝑟𝑠 = 𝜏?̅? − 𝑓𝑒 + 𝑌𝑠(𝑞𝑠, ?̇?𝑠)𝜃�𝑠,                                       (2.90b) 
where 𝜃�𝑚,𝜃�𝑠  are the estimation errors: 𝜃�𝑚 = 𝜃𝑚 − 𝜃�𝑚,𝜃�𝑠 = 𝜃𝑠 − 𝜃�𝑠 , and 𝜏?̅?, 𝜏?̅? are 
chosen as 𝜏?̅? = 𝐾𝑚(𝑟𝑚−𝑟𝑚𝑖), 𝜏?̅? = 𝐾𝑠(𝑟𝑠𝑖−𝑟𝑠) where 𝑟𝑚𝑖, 𝑟𝑠𝑖 are the signals derived 
from scattering transformation, and the gains 𝐾𝑚,𝐾𝑠  are constant positive definite 
diagonal matrices.  
Deduced from a Lyapunov-like function, the update laws for the parameters (𝜃�𝑚,𝜃�𝑠) 
are obtained by 
𝜃�̇𝑚 = Γ𝑌𝑚𝑇𝑟𝑚,                                                                             (2.91a) 
𝜃�̇𝑠 = Λ𝑌𝑠𝑇𝑟𝑠,                                                                                (2.91b) 
where Γ,Λ are constant positive definite matrices. 
2.6.3.2 Virtual Internal Model (VIM)-based adaptive controllers 
VIM-based adaptive controllers are another large group of adaptive schemes 
addressing the communication delay issue in teleoperation systems. These controllers 
use a virtual internal model on the master side by estimating the geometric shape and 
the material properties of the objects in the remote environment, as illustrated in 
Figure 2.3. Therefore, the operator is haptically interacting only with a locally 
rendered virtual object and receives non-delayed feedback. This makes the approach 
robust to time delays. However, the stability of this model-mediated teleoperation 
system depends heavily on the accuracy of the virtual model. For a high fidelity 
system, the errors between virtual model and real environment should be small, i.e. 
the estimation has to work properly. Some references in this category are [110-117]. 
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Figure 2.3.  The diagram of a VIM-based teleoperation system 
As an example, the VIM-based adaptive scheme in [112] is described briefly. A 
sliding-average least-square (SALS) algorithm is adopted to identify the dynamic 
parameters of the remote environment. The corresponding virtual-model parameters 
are updated online to keep equal to the real environment. Specifically, a geometric 
and a dynamic model of the environment at the master site are built, and the 
parameters of the model are corrected online according to real information from the 
remote slave site. The geometric errors of the virtual model are corrected by 
overlaying the graphics over video images and also by fusing the position and force 
information from the remote site.  
The dynamic of the environment is expressed by a mass-spring-damper model: 
𝑓𝑒 = 𝑀𝑒?̈?𝑒 + 𝐷𝑒?̇?𝑒 + 𝐾𝑒(𝑞𝑒 − 𝑞𝑖𝑛 ),                                                      (2.92) 
where 𝑓𝑒  denotes the interaction force between the slave manipulator and the 
environment, 𝑞𝑖𝑛, 𝑞𝑒 , ?̇?𝑒 , ?̈?𝑒 represent the initial position, the actual position, velocity, 
and acceleration of the contact point of the environment, and 𝑀𝑒 ,𝐷𝑒 ,𝐾𝑒 stand for the 
mass, damp, and stiffness of the environment, respectively. 
Let 𝑀�𝑒 ,𝐷�𝑒 ,𝐾�𝑒 be the estimates of 𝑀𝑒 ,𝐷𝑒 ,𝐾𝑒 , respectively, then one can derive 
𝑓𝑒 = 𝑀�𝑒?̈?𝑒 + 𝐷�𝑒?̇?𝑒 + 𝐾�𝑒(𝑞𝑒 − 𝑞𝑖𝑛 ) ,                                                  (2.93) 
where 𝑓𝑒 is the estimate of the interaction force 𝑓𝑒. During the identification process, 
the input force and position signals are sent from the slave site to the local site to 
update VIM, while the dynamic of the environment is assumed to be stable. 
According to the SALS principle, 𝑀�𝑒 ,𝐷�𝑒 ,𝐾�𝑒  are calculated through the following 
estimation algorithm: 
                    𝐸 = ∑ [𝑓𝑒(𝑖) − 𝑓𝑒(𝑖)]2 .𝑁𝑖=1                                                        (2.94a) 
⎩
⎪
⎨
⎪
⎧
𝜕𝜕
𝜕𝑀�𝑒
= 0 .
𝜕𝜕
𝜕𝐷�𝑒
= 0 .
𝜕𝜕
𝜕𝐾�𝑒
= 0 .
                                                                               (2.94b) 
41 
 
While dynamic parameters of the remote environment are identified by (2.94), the 
dynamic parameters of VIM (Mv, Dv, Kv) at the sampling time 𝑡 are updated as 
�
𝑀𝑣(𝑡) = 𝑀�𝑒(𝑡).
𝐷𝑣(𝑡) = 𝐷�𝑒(𝑡).
𝐾𝑣(𝑡) = 𝐾�𝑒(𝑡).
                                                                         (2.95) 
Therefore, the virtual force 𝑓𝑣 generated in VIM is obtained using the initial position, 
the actual position, velocity, and acceleration of the virtual model 𝑞𝑣−𝑖𝑛, 𝑞𝑣, ?̇?𝑣, ?̈?𝑣 are 
defined by 
𝑓𝑣(𝑡) = 𝑀𝑣(𝑡)?̈?𝑣(𝑡) + 𝐷𝑣(𝑡)?̇?𝑣(𝑡) + 𝐾𝑣(𝑡)(𝑞𝑣(𝑡) − (𝑡)).                             (2.96) 
2.6.3.3 Summary  
The methods reviewed in this section are mainly aimed at ensuring stability of the 
overall system and synchronizing the applied commands and feedbacks from the 
remote environment in the presence of communication delay. The first group is only 
applicable to nonlinear teleoperation systems, while the second can be applied to 
both linear and nonlinear systems. Adaptive controllers in this group compensate for 
the communication delay either by estimating an accurate environment model and 
updating it in real-time or by suppressing uncertainties in the master and slave model. 
Contribution of each method and its assumptions are summarized in Table 2.3. 
TABLE 2.3 
A summary of adaptive controllers for communication delay compensation 
Method Contribution Assumption 
 
Passivity-based adaptive 
controllers [104-109],[67] 
 
   
 Robustness 
to master and 
slave model 
uncertainties 
and time 
delays 
 
   
  Additional force sensor 
Virtual internal model 
(VIM)-based adaptive 
controllers [110-117] 
Transparency; 
Robustness to 
time delays 
Model correctness, force 
sensor, Persistent 
excitation 
   
 
2.6.4 Multiple function adaptive controllers 
In addition to adaptive controllers reviewed so far, there are some multiple function 
adaptive controllers proposed to simultaneously deal with several of the main 
inherent teleoperation control issues. The adaptive controllers compensating for 
communication delay discussed in Section 2.6.3 can also be viewed as multiple 
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function adaptive controllers as they compensate for the effects of the 
communication delay either by estimating the accurate environment model and 
updating it in real-time, or by suppressing the master and slave model uncertainties. 
Consequently, the environment or master/slave model uncertainty is considered and 
addressed, while the task of communication delay compensation is accomplished. 
Similarly, the adaptive schemes based on perturbation observer mentioned in Section 
2.6.2 can also be considered as multiple function adaptive controllers since they 
handle the issue of rejecting internal and external disturbances simultaneously. In 
this section, three more multiple function adaptive controllers are reviewed. 
2.6.4.1 Adaptive schemes for environment and master/slave model uncertainty 
suppression 
In order to achieve transparency between the environment and the human operator a 
4-channel architecture, in which both the master/slave position and 
operator/environment force signals are transmitted between the master and slave 
manipulators to achieve ideal transparency, should be deployed. Complete 
knowledge of impedance associated with the master, slave, environment and operator 
is required in order to design the compensator. To overcome this limitation, adaptive 
control is employed as a tool to mitigate the effects of parameter uncertainty in the 
master and slave robots and uncertainty in the environment for four channel 
architecture teleoperation systems [118-120]. For example, in [119], the adaptive 
control scheme is developed to accomplish the tracking performance when the 
environment dynamic are unknown and/or time varying, but as well as when the 
slave robot dynamic has modeling uncertainties. Consider the dynamic of the slave 
robot and the environment in the following model: 
𝑢𝑠 − 𝑓𝑒 = 𝑀𝑠?̈?𝑠 + 𝐶𝑠?̇?𝑠,                                                             (2.97a) 
𝑓𝑒 = 𝐷𝑒?̇?𝑒 + 𝐾𝑒(𝑞𝑒 − 𝑞𝑒−𝑖𝑛),                                                         (2.97b) 
where 𝑢𝑠 ,𝑓𝑒 denote the slave robot torque and the interaction force between the slave 
manipulator and the environment, 𝑞𝑖𝑛, 𝑞𝑒 , ?̇?𝑒 , ?̈?𝑒  represent the initial position, the 
actual position, velocity, and acceleration of the contact point of the environment, 
𝑞𝑒 = 𝑞𝑠,   and 𝐷𝑒 ,𝐾𝑒  stand for the, damp, and stiffness of the environment, 
respectively. 
By employing an adaptive estimation algorithm, the parameters (𝑀�𝑠, ?̂?𝑠,𝐷�𝑒 ,𝐾�𝑒) of 
the slave robot and the environment dynamic are utilized to design the slave motion 
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controller in order to track the position and velocity. When the slave robot is 
interacting with the environment, the entire dynamic of the slave site should include 
the slave robot and the environment. Hence, the slave control law is given by 
𝑢𝑠 = 𝛾(?̈?𝑠𝑠 , ?̇?𝑠𝑠 , 𝑞𝑠1) ∗ 𝜃� − 𝐾𝐷𝜌,                                                    (2.98) 
where 𝜃� = �𝑀�𝑠  𝐷�𝑠𝑒  𝐾�𝑒�
𝑇
,𝐷�𝑠𝑒 = ?̂?𝑠 + 𝐷�𝑒 , ?̇?𝑠𝑠 = ?̇?𝑚 − Λ𝑇, ?̈?𝑠𝑠 = ?̈?𝑚 − Λ?̇?, 𝑞𝑠1 =
𝑞𝑒 − 𝑞𝑒−𝑖𝑛, 𝑇 = 𝑞𝑠 − 𝑞𝑚,𝜌 = ?̇?𝑥 − ?̇?𝑠𝑠 , 𝛾(?̈?𝑠𝑠 , ?̇?𝑠𝑠 , 𝑞𝑠1) = [?̈?𝑠𝑠 ?̇?𝑠𝑠 𝑞𝑠1],𝐾𝐷 > 0,Λ >
0. The adaptation law is chosen as 
𝜃�̇ = −𝑃[𝛾𝑇(?̈?𝑠𝑠 , ?̇?𝑠𝑠 , 𝑞𝑠1) ∗ 𝜌 + 𝛾𝑤𝑇𝑇𝑤],                                                (2.99) 
where  𝑇𝑤 = 𝛾𝑤𝜃� − 𝑢𝑠𝑤 is the prediction error of the filtered force and 𝛾𝑤 =
𝛼
(𝛼+𝜌)
∗
𝛾(?̈?𝑠, ?̇?𝑠,𝑦𝑠) and  𝑢𝑠𝑤 =
𝛼
𝛼+𝜌
∗ 𝑢𝑠 . 
2.6.4.2 Robust adaptive schemes for internal and external disturbance 
rejection 
Reed and Ioannou [121] present a robust adaptive scheme to study the problem of 
parameter uncertainties, bounded disturbances and unmodeled actuator dynamics, in 
which a switching integrator leakage (𝜎-modification) in the parameter update law is 
utilized. This scheme is developed based on the modification of one of the 
commonly used robot adaptive methods [122], which only deals with model 
parameter uncertainties (internal disturbance). A simplified version of this scheme is 
derived as follows. 
First, the adaptive scheme in [122] is given: 
𝜏 = 𝑌𝜃� − 𝐾𝑣?̇? − 𝐾𝑝𝑇,                                                                   (2.100a) 
𝜃�̇ = −𝑌𝑇(𝑇 + ?̇?),                                                                     (2.100b) 
where 𝜃�,𝐾𝑣,𝐾𝑝 are a vector of the estimated parameters and the coefficients of PD-
compensator,  𝑇 = 𝑞 − 𝑞𝑖𝑒 , and 𝑌 is the regression matrix of known time functions. 
If there are no disturbances in the robot dynamic model 𝑀(𝑞)?̈? + 𝐶(𝑞, ?̇?)?̇? +
𝑔(𝑞) = 𝜏, the tracking error is shown to be asymptotically stable with the above 
controller. However, the parameter estimate 𝜃�  may become unbounded in the 
presence of external disturbance (a bounded disturbance, or unmodeled dynamics). 
Thus, robust adaptive controller using the 𝜎 -modification method originated by 
Ioannou [123] is proposed in order to compensate for both unmodeled dynamics and 
bounded disturbances, and the control law is given by 
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𝜏 = 𝑌𝜃� − 𝐾𝑣?̇? − 𝐾𝑝𝑇,                                                                      (2.101a) 
𝜃�̇ = −𝑌𝑇(𝑇 + ?̇?) − 𝜎𝜃�,                                                                    (2.101b) 
where 
𝜎 = �
0, 𝑖𝑓�𝜃�� < 𝜃0.
�𝜃��𝜃0−1 − 1, 𝑖𝑓𝜃0 < �𝜃�� < 2𝜃0.
1, 𝑖𝑓�𝜃�� > 2𝜃0.
 
𝜃0 > �𝜃��. 
Using this approach, the tracking error and all closed-loop signals of the system 
remain bounded. Relevant research along with this line can be found in [124,125]. 
2.6.4.3 DAC-based adaptive schemes for internal and external disturbance 
rejection 
DAC-based adaptive schemes for internal and external disturbance rejection [58] are 
the extension of DAC-based adaptive schemes for external disturbance rejection 
described in Section 2.5.2. Let us assume the system is modeled as 
�?̇? = (𝐴𝑁(𝑡) + ∆𝐴(𝑡))𝑋 + 𝐵(𝑡)𝑢 + 𝐹(𝑡)𝑤(𝑡) ,
𝑌 = 𝐶(𝑡)𝑋,
                                           (2.102) 
where (AN, B, F, C) are known, and the "small" perturbation/model-error matrix 
∆𝐴(𝑡) is assumed to satisfy 𝑑∆𝐴(𝑡)/𝑑𝑡 ≈ 0 but is otherwise completely unknown 
and not directly measurable. The external disturbance 𝑤(𝑡)  is uncertain and not 
directly measurable but is assumed to have the pre-known waveform structure so that 
𝑤(𝑡) can be characterized by the familiar DAC disturbance model. The presence of 
waveform structure in uncertain disturbances leads to an important control 
information principle in the DAC theory. The form of the disturbance 𝑤(𝑡) here is 
given by  
                              �𝑤(𝑡) = 𝐻(𝑡)𝑧,?̇? = 𝐷(𝑡)𝑧,                                                                     (2.103) 
where H(t), D(t) are known. The problem is to design a control 𝑢 that can maintain 
"ideal" motion of X, Y in Equation (2.102) in the presence of arbitrary plant 
parameter perturbations and all external disturbances 𝑤(𝑡) which can be generated 
by (2.103). The "ideal" motion of X and Y is assumed to be expressed by the 
reference model 
�?̇? = 𝐴𝑀(𝑡)𝑋 + 𝐵(𝑡)𝑢 ,
𝑌 = 𝐶(𝑡)𝑋 ,
                                                             (2.104) 
where 𝐴𝑀(𝑡)  is assumed to be known and essentially constant. The form of the 
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general linear adaptive controller is 
𝑢 = −�Υ𝑖?̂? + Υ𝑖?̂?𝑖 + Υ𝑝x��,                                                        (2.105) 
where BΥ𝑖 = 𝐹𝐻,𝐵Υ𝑃 = 𝐴𝑁 − 𝐴𝑀 ,𝐵Υ𝑖 = 𝐻𝑖 , [60] and ?̂? ,  ?̂?𝑖 ,  x�  are, respectively, 
real-time estimates of the disturbance state z in Equation (2.103), the "parameter 
perturbation state" 𝑧𝑖  in Equation (2.102), and the plant state x in Equation (2.102). 
The adaptive action of (2.105), as far as the plant parameter perturbations ?̂?𝑖 are 
concerned, is manifested in the term Υ𝑖?̂?𝑖 in Equation (2.105). Thus, the rapid, high-
fidelity estimation of 𝑧𝑖 is of paramount importance in achieving a high degree of 
parameter adaptive performance from (2.105). 
Using a variation of the Kalman filter in [126,127, a robust control approach based 
on a significant extension of the disturbance accommodating control concept is 
proposed to compensate for both model parameter uncertainties and external 
disturbances. In this approach, a model-error vector (disturbance) is estimated in real 
time and is used as a signal synthesis adaptive correction to the nominal control input 
to achieve maximum performance. The actual and desired model for the plant are 
given by  
𝐴𝑣𝑡𝑢𝑎𝐴: �?̇?(𝑡) = 𝐴𝑁𝑋(𝑡) + 𝐵𝑢(𝑡) + Φ(𝑡) ,
𝑌(𝑡) = 𝐶𝑋(𝑡) + 𝑉(𝑡),
                                                (2.106a) 
𝐷𝑇𝑠𝑖𝑟𝑇𝑑: �?̇?𝑁(𝑡) = 𝐴𝑁𝑋𝑁(𝑡) + 𝐵𝑁𝑢(𝑡) ,
𝑌𝑁(𝑡) = 𝐶𝑋𝑁(𝑡) + 𝑉(𝑡),
                                                    (2.106b) 
where Φ(𝑡)  describes the disturbance including the external disturbance and the 
model uncertainties, and is given by 
Φ(𝑡) = ∆𝐴𝑋(𝑡) + ∆𝐵𝑢(𝑡) + 𝑊(𝑡),                                                        (2.107) 
Where ∆𝐴 = 𝐴 − 𝐴𝑁 ,  and ∆𝐵 = 𝐵 − 𝐵𝑁  describe the parameter perturbations 
between the actual model and the desired model, represent the model uncertainties, 
and 𝑊(𝑡)  is the external disturbance, and is written as  
?̇?(𝑡) = Γ�𝑋(𝑡),𝑢(𝑡),𝑊(𝑡)� + 𝑉(𝑡).  
This control approach utilizes a Kalman filter in the feedback loop to simultaneously 
estimate the system states and the disturbance from measurements. The estimation 
equation can be written as 
�𝑋�̇
Φ�̇
� = �  𝐴    𝐼0   𝐴𝐷
� �𝑋�
Φ�
� + �𝐵0� 𝑢 + 𝐾 �𝑌 − [𝐶  0] �
𝑋�
Φ�
�� + 𝐾𝑉(𝑡),            (2.108) 
where 𝐴𝐷 is Hurwitz. 
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The estimated states are then used to develop a nominal control law while the 
estimated disturbance term is used to make necessary corrections to the nominal 
control input to minimize the effect of system uncertainties and the external 
disturbance. This design deploys a Kalman filter to suppress the model uncertainties 
and external disturbances [126,127] and is only applicable to linear systems. The 
future research plan outlined in [126,127] is to extend the current approach to 
nonlinear systems where the disturbance can accommodate system nonlinearities. 
2.6.4.4 Summary  
TABLE 2.4 
A summary of multiple function adaptive controllers 
Method Contribution Assumption 
 
Adaptive schemes for 
environment and 
master/slave model 
uncertainty suppression : 
Addressing the slave and 
environment model 
uncertainties[118,119] 
 
 
Transparency;  
Robustness to 
master model 
uncertainties 
 
 
Persistent excitation 
Adaptive schemes for 
environment and 
master/slave model 
uncertainty suppression: 
Addressing the master and 
slave and environment 
model uncertainties [120] 
 
Robust adaptive schemes 
for internal and external 
disturbance rejection 
[121,123,124] 
 
 
 
 
DAC-based adaptive 
schemes for internal and 
external disturbance 
rejection [58,126,127] 
Robustness to 
master and 
slave model 
uncertainties 
and time 
delays 
 
 
Task 
performance; 
Robustness to 
model 
uncertainties 
and external 
disturbances 
 
Robustness to 
model 
uncertainties 
and external 
disturbances 
Persistent excitation, 
force sensor 
 
 
 
 
 
 
--- 
 
 
 
 
 
 
 
Disturbance form; Or 
nominal system model 
   
 
In conclusion, the adaptive methods reviewed in this section aim at enhancing the 
system performance by dealing with several of the inherent control issues in 
teleoperation systems simultaneously. The first group tackles the issues of 
environment model estimation and master/slave model uncertainties, while the 
second and the third address the problem of the internal and external disturbances. 
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Moreover, it is stressed that the adaptive controllers used to compensate for the 
communication delay in Section 2.6.3 can be also viewed as a group of multiple 
function adaptive controllers as they deal with more than one issue at a time, like 
communication delay and environment model estimation, or communication delay 
and master/slave model uncertainties. Contribution of each method and its 
assumptions are summarized in Table 2.4. 
Having provided a background of the theory necessary to understand the material to 
be presented, and given a review of the state of the art in application of adaptive 
controllers into teleoperation systems, the next chapter will begin to present the 
theory behind the innovative bilateral teleoperation algorithm developed in this work. 
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3. AN EXTENDED ACTIVE OBSERVER FOR FORCE ESTIMATION AND 
DISTURBANCE REJECTION IN ROBOTIC MANIPULATORS 
3.1 Introduction  
Haptic teleoperation provides telepresence by allowing a user to remotely control a 
slave robot through a master device while feeling the remote environment. In these 
teleoperation systems, the human operator controls the master, and the slave 
manipulator often needs to interact with an unknown and dynamic environment. The 
nature of this interaction significantly influences the overall system performance, and 
affects the stability of the whole control loop. Due to the largely unknown dynamic 
of the environment or the operator, the environment or operator rendered force can 
be linear or nonlinear and consequently cannot be modelled in advance. 
The literature reveals the extensive efforts made to develop methods to deal with 
uncertainties of the environment dynamic. However, the assumptions underlying in 
the reported studies are narrow and limited. For example, the human operator and 
environment force are modelled as a second order dynamic system [1] or as a passive 
damper system [2]. However, since the environmental reaction force is changing, it is 
unrealistic to assume that a known mathematical model governs the dynamics of the 
environment. The majority of the work also assumes that the forces rendered by the 
environment can be measured by a force sensor [3, 4]. This, however, is not always 
possible in practice. In some robotic applications such as minimal invasive surgery, it 
is difficult to attach torque sensors at the end of laparoscopic surgical devices. 
Furthermore, it is well known that the force and torque sensors suffer from 
measurement noise, and amplifies noise. In some applications, thus, using force and 
torque sensors is not realistic and desirable.  
In recent years, force observers or disturbance observers have been gradually 
deployed in teleoperation systems [5-12] to estimate the interaction force between 
the slave and the environment to overcome such challenges. This removes the need 
for a force sensor, and thus reducing the hardware complexity of the robotic system. 
Chen et al. [7] propose a nonlinear disturbance observer for force estimation based 
on the idea of modifying the estimation by the difference between the estimated 
output and the actual output. However, this method requires the measurement of 
position and velocity signals. Daly et al. [9] apply the sliding mode observer to a 
teleoperation system to estimate the force rendered by the human operator and 
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environment based on position. A linear model is assumed for the robot. The result 
shows a faster convergence of the estimated force to its true value. Application of 
sliding mode observer to nonlinear robot systems has not yet been studied. Ahn et al. 
[8] deploy the Nicosia observer to evaluate the reaction forces produced through the 
interaction between human and the environment in a teleoperation system. This 
observer only requires the measurement of the position signal, and can also be 
applied to nonlinear robotic systems. 
However, all the force observers mentioned above can only effectively estimate the 
force rendered by the environment in the absence of disturbance and measurement 
noise. The realistic robotic systems are subject to different types of external and 
internal disturbances. Such disturbances, when unaccounted for, can cause poor force 
estimation in the observers. Although many efforts have been made to deal with 
disturbance in robotic systems, little attention is paid to simultaneous force 
estimation and disturbance rejection in a robotic system. 
In this chapter, the development of a new force observer for robotic manipulators is 
presented. This approach, called extended active observer (EAOB), extending the 
existing active observer for simultaneous inertial parameters and force estimation, is 
presented, as shown in Figure 3.1. The core concept of the EAOB is to employ extra 
states along with system states (position, velocity, and acceleration) that are 
modelled as Gauss-Markov (GM) formulations to estimate robot dynamical 
parameters and the external force. The scheme provides accurate force and full state 
estimation in the presence of robot inertial parameter variations and measurement 
noise, both subsequently used in the design of a controller. Since the proposed 
method relies mainly on the position of the robotic manipulator, it significantly 
reduces the difficulty and cost of implementation. The velocity, parameter and force 
signals are estimated from the position.  
 
Figure 3.1a The sketch of the EAOB based approach. 
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Figure 3.1b The input and output of the EAOB 
Meanwhile, an enhancement of the EAOB algorithm, called “Improved Extended 
Active Observer) (IEAOB), is developed to further cope with friction problems in 
robot joints. In the EAOB, only the inertial parameter variation and measurement 
noise are dealt with during the external force estimation. The IEAOB extends EAOB 
by including friction into the dynamic model and deploying extra states modelled as 
a Gauss-Markov (GM) formulation as well to estimate frictions in joints, which are 
subsequently used for friction compensation in the design of the controller. And a 
rigorous stability analysis of the IEAOB is carried out. The algorithm is validated 
through simulations and experiments against some existing force observers, such as 
Nicosia observer, reaction torque observer (RTOB) and nonlinear disturbance 
observer (NDO), the results show that the proposed IEAOB is superior to the Nicosia 
observer in terms of trajectory tracking and force estimation in the presence of 
various disturbances.  
Furthermore, considering the fact that the external force is modelled as a GM 
formulation, when the higher order or Nth-order GM formulation is applied to 
estimate the external force, one accordingly has the higher order IEAOB called as the 
Nth-order IEAOB or IEAOB-N. In this chapter, the higher order IEAOB is also 
studied and its stability is verified. The performance of a higher order IEAOB is 
experimentally investigated and compared to a first-order IEAOB. Results 
demonstrate that higher order IEAOB has better capability to track nonlinear external 
forces. 
This chapter is presented as follows. Firstly, the dynamic model of a robotic 
manipulator is studied in Section 3.2. This is followed by presenting the proposed 
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EAOB in Section 3.3 and IEAOB-N in Section 3.4. Section 3.5 develops proof of 
stability for the IEAOB-N. Since the IEAOB is implemented digitally, the discrete-
time implementation of the IEAOB is then introduced in Section 3.6. Following that, 
the simulation and experimental results are presented in Section 3.7 and 3.8, 
respectively. Finally, a brief summary is given in Section 3.9. 
3.2 Dynamic of a n-DOF robotic manipulator 
The dynamic model of a n-DOF robotic manipulator can be represented by 
𝑀(𝑞,𝜃)?̈? + 𝑉(𝑞, ?̇?,𝜃)?̇? + 𝑔(𝑞,𝜃) = 𝑇𝑐 − 𝑇𝑒 ,                              (3.1) 
where 𝑀(𝑞) is the inertia matrix, 𝑉(𝑞, ?̇?)?̇? is the vector of Coriolis and centrifugal 
forces, 𝑔(𝑞)  is the gravity vector,  𝑞 ∈ 𝑅𝑛, ?̇? ∈ 𝑅𝑛,  and  ?̈? ∈ 𝑅𝑛 are displacement, 
velocity, and acceleration vectors, respectively, 𝑇𝑐 is the control force/torque, 𝑇𝑒  is 
the force/torque rendered by the environment, 𝜃  represents the internal robotic 
parameters.  
With the Computed Torque Method (CTM), the controller is designed as 
𝑇𝑐 = 𝑀(𝑞,𝜃)?̈? + 𝑉(𝑞, ?̇?,𝜃)?̇? + 𝑔(𝑞, 𝜃) + 𝑇𝑒 .                    (3.2) 
In Equation (3.2), one assumes that all the parameters are known, but in practice this 
might not be true. For example, the robot dynamic parameters 𝜃 (e.g., mass of the 
load, inertia and mass of the links) cannot be accurately obtained in advance and vary 
during the control process. Therefore, when it is assumed that the parameters of the 
system vary dynamically, then ?̇? = 𝜉𝜃, where 𝜉𝜃 is a random variable vector. Let us 
define a state vector 𝑋  as 𝑋 = [𝑞 ?̇? 𝜃]𝑇  so that the robot system model in 
Equation (3.1) can be rewritten in state space as follows: 
?̇? = �
?̇?
𝑀−1�−𝑉?̇? − 𝑔 + 𝑇𝑐 − 𝑇𝑒 − 𝑇𝜕�
0𝑚×1
� + �
𝜉𝑒
𝜉?̇?
𝜉𝜃
�,                             (3.3a) 
 𝑌 = [𝐼1×𝑛 01×𝑛 01×𝑚]𝑋 + 𝜂,                             (3.3b) 
where 𝑌 is the output of the system, 𝜉𝑒 , 𝜉?̇?  and 𝜂  represent the process noise and 
measurement noise, respectively, 𝐼1×𝑛  is a 1 × 𝑛  dimensional unit matrix, and 
01×𝑛/𝑚 is a 1 × 𝑛/𝑚  dimensional zero matrix. 
When considering (3.2), it is easy to note that the performance of the controller 𝑇𝑐 
depends on the accuracy of the position and velocity 𝑞, ?̇? , the internal robot 
parameter 𝜃, and the external force/torque 𝑇𝑒. 
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It is possible to obtain an accurate measurement of position 𝑞, though the measured 
velocity ?̇? will be very noisy. The noise on the measured signal is fed back into the 
controller producing a noisy control signal. This noise could also cause instability 
due to drift in the system parameters. Thus, using observers to estimate the position 
and velocity signals is an effective way to avoid these challenges. 
In the majority of the current research, the external force/torque 𝑇𝑒  is obtained 
through two methods. In the first method, it is assumed that a force sensor measures 
the reaction force, though it is not always possible in practice. Alternatively, the 
environment force is modelled either as a second order dynamic system [1] or as a 
passive damper system [2], and the force signal is obtained through real time update 
of the model parameters. Due to unknown dynamics of a system, it is not possible to 
predict whether the environment reaction force is nonlinear or linear. Besides, 
force/torque sensors are also sensitive to the external noise. In some applications, 
thus, using force and torque sensors is not realistic or desirable. As a consequence, 
developing observers for force estimation is critical when dealing with these issues. 
The parameter update laws to estimate the internal robot parameters 𝜃 are usually 
derived by Lyapunov stability criterion [11] and passivity [79]. There are also other 
methods deployed to obtain the robot update parameters, such as extended Kalman 
filter [128] that updates the parameters in real time. 
3.3 The EAOB 
Having developed the expressions for the robot dynamics that are used in the control 
design, the new observer (EAOB) will now be presented. This observer requires only 
position measurements for simultaneous system state, parameter and force 
estimation. 
In order to understand the proposed EAOB clearly, let’s recall the active observer 
(AOB) described in Section 2.4.2. The AOB concept relies on adopting an extra 
relationship (auxiliary input) to estimate an equivalent disturbance referred to as the 
system input, due to unmodeled terms including higher order dynamics, parameter 
mismatches, and unknown disturbances. The active state 𝑝𝑘 describing the equivalent 
disturbance is defined by 
                  𝑝𝑘 = ∑ (−1)𝑗+1𝑆𝑗=1
𝑆!
𝑗!(𝑆−𝑗)!
𝑝𝑘−𝑗 + 𝜉𝑝𝑘
𝑆−1 ,                    (3.4) 
where the Sth-order derivative of 𝑝𝑘  is randomly distributed. 𝜉𝑝𝑘
𝑆−1  is a Gaussian 
variable with zero mean. 
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Considering the continuous time of (3.4), when S=1,   one has  𝑝𝑘 = 𝑝𝑘−1 + 𝜉𝑝𝑘
𝑆−1 ,  
then the continuous time of (3.4) can be written as           
     ?̇? = 𝑝𝑘−𝑝𝑘−1
𝑇𝑠
= 0 + 1
𝑇𝑠
𝜉𝑝𝑘
0 ,                      (3.5) 
where 𝑇𝑠 is the sample period. 
As indicated in [35,36], 𝑝 can be used to estimate the disturbance in a dynamic 
system, as well as estimating unknown input functions. In this work, by treating the 
external forces/torques acting on a manipulator as unknown inputs (𝑝 = 𝑇𝑒), those 
forces/torques can be recovered by the active observer. Meanwhile, considering that 
the robot dynamics is nonlinear with inertial parameter uncertainties, by defining the 
state vector 𝑋 as 
𝑋 = �
𝑞
?̇?
𝜃
𝑇𝑒
�, 
the robot system model in Equation (3.3) can be extended as follows: 
?̇? = 𝑓(𝑋,𝑇𝑐) + 𝐺𝜉𝑋 = �
?̇?
𝑀−1(−𝑉?̇? − 𝑔 + 𝑇𝑐 − 𝑇𝑒)
0
0
�+ 𝐺
⎣
⎢
⎢
⎢
⎡
𝜉𝑒
𝜉?̇?
𝜉𝜃
𝜉𝑇𝑒⎦
⎥
⎥
⎥
⎤
,           (3.6a) 
𝑌 = 𝐻𝑋 + 𝜂𝑋 = [𝐼 0 0 0] �
𝑞
?̇?
𝜃
𝑇𝑒
� + 𝜂𝑋 = 𝑞 + 𝜂𝑋 ,                (3.6b) 
where 𝑌 is the output of the system, 𝐺 is a unit matrix, and the state observation 
matrix 𝐻 = [𝐼 0 0 0] , and 𝜉𝑒 , 𝜉?̇?  and 𝜂𝑋  represent the process noises and 
measurement noises, respectively, 𝜉𝑇𝑒
0  and 𝜉𝜃  represent the rates at which the 
vectors of external forces/torques and inertial robot parameters are estimated to vary.  
Therefore, the extended active observer (EAOB) for inertial parameter estimation 
and external force estimation for a nonlinear robotic system, modeled in Equation 
(3.6), is proposed as follows (Take S=1 for example) 
𝑋�̇ = 𝑓�𝑋�,𝑇𝑐� + 𝑃𝐻𝑇𝑅−1�𝑌 − 𝐻𝑋��,                      (3.7a) 
where 
?̇? = 𝜕𝜕
𝜕𝑋�
𝑃 + 𝑃 𝜕𝜕
𝑇
𝜕𝑋�
+ 𝐺𝑄𝐺𝑇 − 𝑃𝐻𝑇𝑅−1𝐻𝑃,                  (3.7b) 
and 
𝑅 = 𝑣𝑐𝑣(𝜂𝑋), 
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𝑄∗ =
⎣
⎢
⎢
⎢
⎡𝑣𝑐𝑣�𝜉𝑒� 0 0                   0
0 𝑣𝑐𝑣�𝜉?̇?� 0                   0
0
0
0
0
𝑣𝑐𝑣(𝜉𝜃)
0   
  
0
𝑣𝑐𝑣� 𝜉𝑇𝑒
0 �⎦
⎥
⎥
⎥
⎤
,  
𝑓�𝑋�,𝑇𝑐� =
⎣
⎢
⎢
⎢
⎡ 𝑞�̇
𝑞�̈
𝜃�̇
𝑇�̇𝑒⎦
⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎡ 𝑞�̇
𝑀�−1�−𝑉�𝑞�̇ − 𝑔� + 𝑇𝑐 − 𝑇�𝑒�
0
0 ⎦
⎥
⎥
⎤
, 
where  𝑣𝑐𝑣�𝜉𝑒�, 𝑣𝑐𝑣�𝜉?̇?�, 𝑣𝑐𝑣� 𝜉𝑇𝑒
0 �, 𝑣𝑐𝑣(𝜉𝜃), and 𝑣𝑐𝑣(𝜂𝑋) are, respectively, the 
covariance matrices of the input stochastic, zero mean, and Gaussian noises 𝜉𝑒, 𝜉?̇?, 
𝜉𝑇𝑒
0 , 𝜉𝜃, and the output stochastic, zero mean, and Gaussian noise 𝜂𝑋, and 
𝐹(𝑡) = 𝜕𝜕
𝜕𝑋�
= �
0 𝐼 0 0
𝐹1(𝑡) 𝐹2(𝑡) 𝐹3(𝑡) 𝐹4(𝑡)
0
0
0
0
0
0
0
0
�,                 (3.8) 
where 
𝐹1(𝑡) = −𝑀�−1(
𝜕𝑀�
𝜕𝑒�
𝑞�̈ + 𝜕𝑉
�𝑒�̇
𝜕𝑒�
+ 𝜕𝑔�
𝜕𝑒�
), 
𝐹2(𝑡) = −𝑀�−1
𝜕𝑉�𝑞�̇
𝜕𝑞�̇
, 
𝐹3(𝑡) = −𝑀�−1 �
𝜕𝑀�
𝜕𝜃�
𝑞�̈ +
𝜕𝑉�𝑞�̇
𝜕𝜃�
+
𝜕𝑔�
𝜕𝜃�
�, 
𝐹4(𝑡) = −𝑀�−1. 
3.4 The IEAOB  
Although the proposed EAOB in Section 3.3 considers the inertial parameter 
variations and measurement noise when estimating the external force, a robotic 
system also suffers from unknown external disturbances in reality, which could result 
in poor force estimation, and even instability of the system. Thus, in order to enhance 
the capacity of the EAOB to deal with unknown external disturbances, a further 
development of the EAOB will be presented in this section. 
3.4.1 The motivation for further development of the EAOB 
The EAOB could successfully deal with inertial parameter variations and 
measurement noise whilst estimating an external force, but did not take into account 
friction within the joints. Friction that is present in the associated joints usually 
results in poor force estimation in a robotic system. In precise motion control of a 
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robotic system, friction compensation represents a crucial step for the designer, who 
must solve various theoretical and practical problems. Friction effects are particularly 
critical for industrial robots.  It has been shown that in heavy industrial robots, 
friction cause up to 50% error [129]. Without a poor friction compensation in a 
control system, the control scheme may lead to significant tracking errors (especially 
at low velocities), stick-slip motions, hunting in the stopping phase of the robot 
movement, and limit cycles when velocity reversals occur in the assigned trajectory 
[130]. Here are a few friction models which have been proposed at different levels of 
accuracy [131-141] and various control solutions reported in the literature[129], 
[132-135], [140], [142-148]. As the implementation and control performance of 
every scheme can be influenced by so many factors, however, no approach can be 
absolutely viewed more effective than other ones. 
In this section, the work presented here will extended our earlier work and further 
develop the IEAOB to cope with friction and as a result can provide accurate 
external force, friction and full state estimation in the presence of robot inertial 
parameter variations and measurement noise. By including a friction model in the 
dynamic model, the friction coefficients will be estimated along with the other 
system states, and accordingly the friction can be calculated.  
Moreover, since IEAOB employs an extra state that is modelled as a Gauss-Markov 
(GM) formulation to estimate the external force, when the Nth-order GM formulation 
is applied to estimate the external force, the IEAOB is called the Nth-order IEAOB 
or IEAOB-N. It will be interesting to study how the capacity to track the nonlinear 
force changes when the order of the IEAOB is increased. Hence, in this section, the 
design of IEAOB will be extended to a higher order case as well. The higher order 
IEAOB (IEAOB-N) will be developed. 
3.4.2 Robot Dynamic  
Let’s reconsider the robot dynamic in Section 3.2 and include the friction into the 
nonlinear dynamic model of an n-DOF motion manipulator, the dynamical model in 
the joint space can be rewritten as: 
𝑀(𝑞,𝜃)?̈? + 𝑉(𝑞, ?̇?,𝜃)?̇? + 𝑔(𝑞,𝜃) + 𝑇𝜕 = 𝑇𝑐 − 𝑇𝑒 ,              (3.9) 
Where the parameters 𝑀(𝑞,𝜃), 𝑉(𝑞, ?̇?,𝜃)?̇?, 𝑔(𝑞,𝜃), 𝑇𝑐, 𝑇𝑒, 𝜃 are the same as (3.1), 
and 𝑇𝜕 is the friction torque vector. In this thesis, 𝑇𝜕  is modeled as a simplified 
version of the LuGre model [149-150]. Considering viscous and Coulomb friction, 
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𝑇𝜕 = 𝑣𝑐 ∗ 𝑠𝑔𝑛(?̇?) + 𝑣𝑣 ∗ ?̇?,                                       (3.10) 
where 𝑣𝑐 ∈ 𝑅𝑛  is the coefficient vector of Coulomb friction, and 𝑣𝑣 ∈ 𝑅𝑛  is the 
coefficient vector of viscous friction. 
Considering that the robot dynamic parameters 𝜃 (e.g., mass of the load, inertia and 
mass of the links), and the friction coefficients 𝑣𝑐, 𝑣𝑣 cannot be accurately obtained 
in advance and vary during the control process in real applications, one takes into 
account the possibility of dynamic parameter and friction coefficient variation, and  
have ?̇? = 𝜉𝜃, ?̇?𝑣 = 𝜉𝑣𝑣 , ?̇?𝑐 = 𝜉𝑣𝑐 ,  where 𝜉𝜃, 𝜉𝑣𝑣 , 𝜉𝑣𝑐 are random variable vectors. By 
defining a state vector 𝑋 as 𝑋 = [𝑞 ?̇? 𝜃 𝑣𝑣 𝑣𝑐]𝑇 , the robot system model in 
Equation (3.9) can be expressed in state space as follows: 
?̇? =
⎣
⎢
⎢
⎢
⎡
?̇?
𝑀−1�−𝑉?̇? − 𝑔 + 𝑇𝑐 − 𝑇𝑒 − 𝑇𝜕�
0𝑚×1
0𝑛×1
0𝑛×1 ⎦
⎥
⎥
⎥
⎤
+
⎣
⎢
⎢
⎢
⎢
⎡
𝜉𝑒
𝜉?̇?
𝜉𝜃
𝜉𝑣𝑣
𝜉𝑣𝑐⎦
⎥
⎥
⎥
⎥
⎤
,           (3.11a) 
𝑌 = [𝐼1×𝑛 01×𝑛 01×𝑚 01×𝑛 01×𝑛]𝑋 + 𝜂,       (3.11b) 
where 𝑌 is the output of the system, 𝜉𝑒 , 𝜉?̇?  and 𝜂  represent the process noise and 
measurement noise, respectively, 𝐼1×𝑛  is a 1 × 𝑛  dimensional unit matrix, and 
01×𝑛/𝑚 is a 1 × 𝑛/𝑚  dimensional zero matrix. 
3.4.3 The IEAOB-N  
The EAOB relies on adopting an extra relationship (auxiliary input) to estimate an 
equivalent external torque referred to as the system input. The active state 𝑝𝑘 
describing the equivalent external torque is defined by 
𝑝𝑘 = ∑ (−1)𝑗+1𝑆𝑗=1
𝑆!
𝑗!(𝑆−𝑗)!
𝑝𝑘−𝑗 + 𝜉𝑝𝑘
𝑆−1 ,                               (3.12) 
where the Sth-order derivative of 𝑝𝑘  is randomly distributed. 𝜉𝑝𝑘
𝑆−1  is a Gaussian 
variable with zero mean.  
Considering the continuous time of (3.12), for the first-order (S=1), one has  𝑝𝑘 =
𝑝𝑘−1 + 𝜉𝑝𝑘
𝑆−1 ,  then the continuous time of the first-order 𝑝𝑘 can be written as 
?̇? = 𝑝𝑘−𝑝𝑘−1
𝑇𝑠
= 0 + 1
𝑇𝑠
𝜉𝑝𝑘
0 .                            (3.13) 
Similarly, for the second order (S=2) one has,                                                
  ?̈? = 0 + 1
𝑇𝑠
𝜉𝑝𝑘
1 ,                               (3.14a) 
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and for the Nth order (S=N),                                           
𝑝(𝑁) = 0 + 1
𝑇𝑠
𝜉𝑝𝑘
𝑁−1 ,                         (3.14b) 
where 𝑝(𝑁) is the Nth-order derivative of  𝑝, and 𝑇𝑠 is the sampling period. 
Therefore, in consideration of the dynamic of a robot manipulator in (3.11), by 
redefining the system state 𝑋  as 
𝑋 = �𝑞 ?̇? 𝜃 𝑣𝑣 𝑣𝑐 𝑇𝑒 ?̇?𝑒 ⋯ 𝑇𝑒(𝑁−2) 𝑇𝑒(𝑁−1)�
𝑇
. The robot system 
model in Equation (3.11) can be extended as follows: 
?̇? = 𝑓(𝑋,𝑇𝑐) + 𝐺𝜉𝑋 
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
?̇?
𝑀−1(−𝑉?̇? − 𝑔 + 𝑇𝑐 − 𝑇𝑒 − 𝑇𝑒)
0𝑚×1
0𝑛×1
0𝑛×1
0𝑛×1
0𝑛×1
⋮
0𝑛×1
0𝑛×1 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
+ 𝐺
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜉𝑒
𝜉?̇?
𝜉𝜃
𝜉𝑣𝑣
𝜉𝑣𝑐
𝜉𝑇𝑒
0
𝜉𝑇𝑒
1
⋮
𝜉𝑇𝑒
(𝑁−2)
𝜉𝑇𝑒
(𝑁−1)
⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
,        (3.15a) 
𝑌 = 𝐻𝑋 + 𝜂𝑋 =
[𝐼1×𝑛 01×𝑛 01×𝑚 01×𝑛 01×𝑛 01×𝑛 01×𝑛 ⋯ 01×𝑛 01×𝑛]𝑋 + 𝜂,   
   (3.15b) 
where 𝐺  is a unit matrix, and the state observation matrix 
𝐻 = [𝐼1×𝑛 01×𝑛 01×𝑚 01×𝑛 01×𝑛 01×𝑛 01×𝑛 ⋯ 01×𝑛 01×𝑛] , and 𝜉𝑒 , 
𝜉?̇? and 𝜂 represent the process noise and measurement noise, respectively, 𝜉𝜃, 𝜉𝑣𝑣 , 𝜉𝑣𝑐  
and 𝜉𝑇𝑒
0 , 𝜉𝑇𝑒
1 ,⋯ 𝜉𝑇𝑒
(𝑁−2) , 𝜉𝑇𝑒
(𝑁−1)  represent the rates at which the vectors of 
inertial robot parameters, friction coefficients and the external torque are estimated to 
vary. 
The IEAOB-N for simultaneous external force and friction estimation is proposed as 
follows: 
𝑋�̇ = 𝑓�𝑋�,𝑇𝑐� + 𝑃𝐻𝑇𝑅−1�𝑌 − 𝐻𝑋��,                      (3.16a) 
?̇? = 𝜕𝜕
𝜕𝑋�
𝑃 + 𝑃 𝜕𝜕
𝑇
𝜕𝑋�
+ 𝐺𝑄𝐺𝑇 − 𝑃𝐻𝑇𝑅−1𝐻𝑃,                  (3.16b) 
where 
𝑅 = 𝑣𝑐𝑣(𝜂), 
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𝑄 = 𝑑𝑖𝑎𝑔(𝑣𝑐𝑣�𝜉𝑒�, 𝑣𝑐𝑣�𝜉?̇?�, 𝑣𝑐𝑣(𝜉𝜃), 𝑣𝑐𝑣�𝜉𝑣𝑣�, 𝑣𝑐𝑣�𝜉𝑣𝑐�, 
           0,0,⋯ ,0, 𝑣𝑐𝑣� 𝜉𝑇𝑒
𝑁−1 �), 
𝑓�𝑋�,𝑇𝑐� =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑞�̇
𝑞�̈
𝜃�̇
𝑣�̇𝑣
𝑣�̇𝑐
𝑇�̇𝑒
𝑇�̈𝑒
⋮
𝑇�𝑒
(𝑁−1)
𝑇�𝑒
(𝑁) ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑞�̇
𝑀�−1�−𝑉�𝑞�̇ − 𝑔� + 𝑇𝑐 − 𝑇�𝑒 − 𝑇�𝜕�
0𝑚×1
0𝑛×1
0𝑛×1
𝑇�̇𝑒
𝑇�̈𝑒
⋮
𝑇�𝑒
(𝑁−1)
0𝑛×1 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
,         (3.17a) 
and 
𝜕𝑓
𝜕𝑋�
= 𝐹(𝑡) = 
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡0𝑛×𝑛𝐹1(𝑡)
0𝑚×𝑛
𝐼𝑛×𝑛
𝐹2(𝑡)
0𝑚×𝑛
0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⋯ 0𝑛×𝑛 0𝑛×𝑛
𝐹3(𝑡) 𝐹4(𝑡) 𝐹5(𝑡) 𝐹6(𝑡) 0 ⋯ 0𝑛×𝑛 0𝑛×𝑛
0𝑚×𝑚 0𝑚×𝑛 0𝑚×𝑛 0𝑚×𝑛 0𝑚×𝑛 ⋯ 0𝑚×𝑛 0𝑚×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⋯ 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
⋮
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
⋮
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⋯ 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑚
0𝑛×𝑚
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
𝐼𝑛×𝑛
0𝑛×𝑛
⋯
⋯
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮
0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⋯ 0𝑛×𝑛 𝐼𝑛×𝑛
0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⋯ 0𝑛×𝑛 0𝑛×𝑛 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
, 
                                        (3.17b) 
where 𝐼𝑛×𝑛  is a 𝑛 × 𝑛  dimensional unit matrix, 0𝑚/𝑛×𝑛/𝑚  is a 𝑚/𝑛 × 𝑛/𝑚 
dimensional zero matrix, 
𝐹1(𝑡) = −𝑀�−1(
𝜕𝑀�
𝜕𝑒�
𝑞�̈ + 𝜕𝑉
�𝑒�̇
𝜕𝑒�
+ 𝜕𝑔�
𝜕𝑒�
+ 𝜕𝑇
�𝑓
𝜕𝑒�
), 
𝐹2(𝑡) = −𝑀�−1(
𝜕𝑉�𝑞�̇
𝜕𝑞�̇
+
𝜕𝑇�𝜕
𝜕𝑞�̇
), 
𝐹3(𝑡) = −𝑀�−1 �
𝜕𝑀�
𝜕𝜃�
𝑞�̈ +
𝜕𝑉�𝑞�̇
𝜕𝜃�
+
𝜕𝑔�
𝜕𝜃�
�, 
𝐹4(𝑡) = −𝑀�−1
𝜕𝑇�𝜕
𝜕𝑣�̇𝑣
, 
𝐹5(𝑡) = −𝑀�−1
𝜕𝑇�𝜕
𝜕𝑣�̇𝑐
, 
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𝐹6(𝑡) = −𝑀�−1. 
Hence, the estimated friction is obtained as 
𝑇�𝜕 = 𝑣�𝑐𝑠𝑔𝑛�𝑞�̇� + 𝑣�𝑣𝑞�̇.                              (3.18) 
Remark: The IEAOB is an efficient way to estimate the external force in the 
presence of various disturbances when the elements in (3.11) are modeled as 
mentioned above. However, depending on the specific robot working circumstance, 
the proposed IEAOB can be also deployed in other scenarios for different purposes. 
For example, if the robot is interacting with a very rigid object and the interaction 
force model between them can be accurately identified [151] while the friction model 
in robot joints is very complicated and hard to obtain, the IEAOB can treat the 
friction 𝑇𝜕 as the unknown input  𝑝 and employ the identified force model to estimate 
them respectively. 
3.5 Stability analysis 
In this Section, the stability of EAOB is analysed first. Then, based on the result, the 
stability of the general IEAOB-N is verified.  
3.5.1 Stability analysis of EAOB 
Since AOB extends the Kalman filter (KF) by adding another estimated variable 
along with the system states to estimate the disturbance, it can be viewed as an 
Extended Kalman Filter (EKF). Similarly, the EAOB proposed here extends the 
AOB by further employing other variables to estimate robot inertial parameters, so 
the EAOB can be also seen as another EKF.  
In [152], R. Gourdeau proposed an EKF for nonlinear robot systems, which just 
added robot inertial parameters into the estimated variables, and provided a solid 
stability analysis of the EKF. The EAOB proposed in this work can be regarded as an 
extension of the EKF, and the stability analysis of EAOB for nonlinear robot 
manipulators can be carried out based on Theorem 3.1, which is an extension of the 
results produced in [152].  
Theorem 3.1   The EAOB described by equations (3.7)-(3.8) for the system 
described by Equation (3.6) is locally stable, provided that 
1.  𝛼1𝐼 ≤ 𝑄(𝑡) ≤ 𝛼2𝐼, 
2. 𝛼3𝐼 ≤ 𝑅(𝑡) ≤ 𝛼4𝐼, 
3. the following is true: 
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𝛼5𝐼 ≤ � [𝐹3(𝜏) 𝐹4(𝜏)]𝑇
𝑡+𝜎
𝑡
[𝐹3(𝜏) 𝐹4(𝜏)]𝑑𝜏 ≤ 𝛼6𝐼 
where 𝐹3(𝜏) and 𝐹4(𝜏) are evaluated along 𝑋� and ?̇?3(𝜏) and ?̇?4(𝜏) are bounded, with 
𝐹3(𝜏) = −𝑀�−1 �
𝜕𝑀�
𝜕𝜃�
𝑞�̈ + 𝜕𝑉
�𝑒�̇
𝜕𝜃�
+ 𝜕𝑔�
𝜕𝜃�
� , 𝐹4(𝜏) = 𝑀�−1, 
𝑀��𝑞�,𝜃�� is positive definite, for some positive constants 𝛼1,𝛼2,𝛼3,𝛼4,𝛼5,𝛼6,𝜎 and 
all 𝑡 > 𝑡0. 
Proof outline: The whole stability analysis is established based on Theorem 3.2: 
Theorem 3.2 Assume that the model of a linear system is  
1. uniformly completely observable, 
2. uniformly completely controllable, 
3. 𝛼1 ≤ ‖𝑄(𝑡)‖ ≤ 𝛼2, 
4. 𝛼3 ≤ ‖𝑅(𝑡)‖ ≤ 𝛼4, 
5. ‖𝐹(𝑡)‖ ≤ 𝛼5, ‖𝐺(𝑡)‖ ≤ 𝛼6, ‖𝐻(𝑡)‖ ≤ 𝛼7, 
then the following is true: the unforced optimal filter (𝑋� = 𝑋 − 𝑋�) 
𝑋�̇ = 𝐹(𝑡)𝑥� + 𝑃(𝑡)𝐻𝑇𝑅−1(𝑡)𝐻𝑋�, 
𝑑𝑋�
𝑑𝑡
= [𝐹(𝑡) − 𝑃(𝑡)𝐻𝑇(𝑡)𝑅−1(𝑡)𝐻(𝑡)]𝑋�, 
is uniformly asymptotically stable. 
Proof can be found in [14]. 
According to Theorem 3.2, the nonlinear robot dynamics in Equation (3.6) should be 
first linearized. By using a first-order Taylor series expansion and ignoring higher 
order terms, the nonlinear system can be linearized as follows: 
?̇? = 𝐹(𝑡)𝑋 + 𝐺𝜉𝑋 ,                         (3.19a) 
𝑌 = 𝐻𝑋 + 𝜂𝑋 ,                            (3.19b) 
where 𝐹(𝑡) is described in Equation (3.8). Then, the stability of the EAOB can be 
achieved through the following four steps. 1) shows that under the conditions 2 and 3 
of Theorem 3.1 the system described in Equation (3.19) is totally observable, 2) 
shows that under the condition 1 of Theorem 3.1 the system described in Equation 
(3.19) is totally controllable. Then, 3) states the results of Theorem 3.2, and 4) shows 
local stability even if the linearization is not exact. 
Proof: The stability analysis process is built upon the result in [152]. The different 
part between stability analysis in the thesis and that in [152] is to replace “𝐹23(𝜏), 
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𝑥3 = 𝜃,𝐺 = �
0 0
𝑀�−1 0
0 𝐼
�” with “[𝐹3(𝜏) 𝐹4(𝜏)],𝑥3 = [𝜃 𝑇𝑒],𝐺 = 𝐼” in the thesis, 
which does not affect stability analysis. The detailed stability analysis can be found 
in Appendix 1. 
3.5.2 Stability analysis of the IEAOB-N 
Having guaranteed stability of the EAOB in Section 3.5.1, it remains to show that the 
stability of IEAOB-N is maintained after inclusion of friction estimates in EAOB. 
This Subsection will present stability result for the IEAOB-N, which is divided into 
three parts. First, the stability analysis for the IEAOB-1 is presented, which extends 
the results in Section 3.5.1. Secondly, the stability of the IEAOB-2 will be proved 
based on the stability analysis of the IEAOB-1. Finally, the stability of the IEAOB-N 
will be proved based on the result of stability analysis of the IEAOB-(N-1). 
Theorem 3.3. The IEAOB-N described by equations (3.16)-(3.17) for the system 
described by (3.15) is locally stable, provided that 
1.  𝛼1𝐼 ≤ 𝑄(𝑡) ≤ 𝛼2𝐼, 
2. 𝛼3𝐼 ≤ 𝑅(𝑡) ≤ 𝛼4𝐼, 
3. the following is true: 
𝛼5𝐼 ≤ � [𝐹3(𝜏) 𝐹4(𝜏) 𝐹5(𝜏) 𝐹6(𝜏)]𝑇
𝑡+𝜎
𝑡
 
[𝐹3(𝜏) 𝐹4(𝜏) 𝐹5(𝜏) 𝐹6(𝜏)]𝑑𝜏 ≤ 𝛼6𝐼, 
where  𝐹3(𝜏),𝐹4(𝜏),𝐹5(𝜏) and 𝐹6(𝜏) are evaluated along 𝑋�  and ?̇?3(𝜏), ?̇?4(𝜏) , ?̇?5(𝜏)  
and ?̇?6(𝜏) are bounded, with 
𝐹3(𝑡) = −𝑀�−1 �
𝜕𝑀�
𝜕𝜃�
𝑞�̈ +
𝜕𝑉�𝑞�̇
𝜕𝜃�
+
𝜕𝑔�
𝜕𝜃�
�, 
𝐹4(𝑡) = −𝑀�−1
𝜕𝑇�𝑓
𝜕𝑣�̇𝑣
,𝐹5(𝑡) = −𝑀�−1
𝜕𝑇�𝑓
𝜕𝑣�̇𝑐
,𝐹6(𝑡) = −𝑀�−1, 
𝑀��𝑞�,𝜃�� is positive definite, for some positive constants 𝛼1,𝛼2,𝛼3,𝛼4,𝛼5,𝛼6,𝜎 and 
all 𝑡 > 𝑡0. 
Proof: (1) Stability analysis of IEAOB-1based on stability result of EAOB  
The stability of the IEAOB-1 can be derived by extending the results of the Theorem 
3.1 and the Theorem 4.1 in [152]. The different part between stability analysis in 
[152] and that in this thesis is to replace “ [𝐹3(𝜏) 𝐹4(𝜏)],𝑥3 = [𝜃 𝑇𝑒] ” with 
“[𝐹3(𝜏) 𝐹4(𝜏) 𝐹5(𝜏) 𝐹6(𝜏)], 𝑥3 = [𝜃 𝑣𝑣 𝑣𝑐 𝑇𝑒]”. Hence, the different part 
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for the stability of the IEAOB-1 is presented in detail, while the similar parts with 
previous results in [152] are briefly described. 
Firstly, one will show step 1 of the stability analysis of the IEAOB-1. For the 
IEAOB-1, 
𝐹(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
0𝑛×𝑛 𝐼𝑛×𝑛 0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
𝐹1(𝑡) 𝐹2(𝑡) 𝐹3(𝑡) 𝐹4(𝑡) 𝐹5(𝑡) 𝐹6(𝑡)
0𝑚×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑚×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑚×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑚×𝑛 0𝑚×𝑛 0𝑚×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⎦
⎥
⎥
⎥
⎥
⎤
, (3.20)    
𝐻 = [𝐼1×𝑛 01×𝑛 01×𝑚 01×𝑛 01×𝑛 01×𝑛]. 
For the analysis,  𝐹(𝑡),𝐻 can be further written as 
𝐹(𝑡) = �
𝐹𝑠(𝑡) 𝐹𝑒(𝑡)
0(𝑚+𝑛)×2𝑛 0(𝑚+3𝑛)×(𝑚+3𝑛)
�,  𝐻 = [𝐻𝑠 01×(𝑚+3𝑛)], 
where 
𝐹𝑠(𝑡) = �
0𝑛×𝑛 𝐼𝑛×𝑛
𝐹1(𝑡) 𝐹2(𝑡)
�,    𝐻𝑠 = [𝐼1×𝑛 01×𝑛], 
 𝐹𝑒(𝑡) = �
0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
𝐹3(𝑡) 𝐹4(𝑡) 𝐹5(𝑡) 𝐹6(𝑡)
�.                        (3.21) 
It is easy to show that the subsystem (𝐹𝑠(𝑡),    𝐻𝑠) is totally observable [152]. Hence, 
in order to make the system (𝐹(𝑡),𝐻) totally observable (or satisfy Condition 1 of 
Theorem 3.2), according to the results in [152], the following condition should to be 
met: 
∫ �𝐹𝑒(𝑡)�
𝑇𝑡+𝜎
𝑡 𝐹𝑒(𝑡)𝑑𝜂 > 0.                    (3.22) 
Hence, inserting 𝐹𝑒(𝑡) into (3.21) and (3.22) will produce 
𝛼5𝐼 ≤ � [𝐹23(𝜏) 𝐹24(𝜏) 𝐹25(𝜏) 𝐹26(𝜏)]𝑇
𝑡+𝜎
𝑡
 
[𝐹23(𝜏) 𝐹24(𝜏) 𝐹25(𝜏) 𝐹26(𝜏)]𝑑𝜂 ≤ 𝛼6𝐼, 
which is condition 3 of Theorem 3.3. 
In regards to steps 2, 3 and 4 of the stability analysis of the IEAOB-1, it is the same 
as the analysis in [152]. 
(2) Stability analysis of IEAOB-2 based on stability result of IEAOB-1 
The stability of IEAOB-2 based on the results obtained from the analysis of IEAOB-
1 is shown here. For IEAOB-2, only step 1 of the stability analysis is different from 
that of the IEAOB-1.  
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Hence, step 1 of the stability analysis of IEAOB-2 is presented below. According to 
(3.17b), 𝐹(𝑡),𝐻 for IEAOB-2 is written as 
𝐹(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡0𝑛×𝑛 𝐼𝑛×𝑛 0𝑛×𝑚
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
𝐹1(𝑡) 𝐹2(𝑡) 𝐹3(𝑡) 𝐹4(𝑡) 𝐹5(𝑡) 𝐹6(𝑡) 0𝑛×𝑛
0𝑚×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑚×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑚×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑚×𝑛 0𝑚×𝑛 0𝑚×𝑛 0𝑚×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛 𝐼𝑛×𝑛
0𝑛×𝑛 0𝑛×𝑛 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤
, 
𝐻 = [𝐼1×𝑛 01×𝑛 01×𝑚 01×𝑛 01×𝑛 01×𝑛 01×𝑛]. 
For the analysis,  𝐹(𝑡),𝐻 are further written as 
𝐹(𝑡) = �
𝐹𝑠(𝑡) 𝐹𝑒(𝑡)
0𝑛×(𝑚+5𝑛) 0𝑛×𝑛
�,  𝐻 = [𝐻𝑠 01×𝑛], 
where  
𝐹𝑠(𝑡) =
⎣
⎢
⎢
⎢
⎢
⎡
0𝑛×𝑛 𝐼𝑛×𝑛 0𝑛×𝑚 0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
𝐹1(𝑡) 𝐹2(𝑡) 𝐹3(𝑡) 𝐹4(𝑡) 𝐹5(𝑡) 𝐹6(𝑡)
0𝑚×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑚×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑛×𝑛
0𝑚×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑛×𝑚
0𝑚×𝑛 0𝑚×𝑛 0𝑚×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛
0𝑛×𝑛 0𝑛×𝑛 0𝑛×𝑛 ⎦
⎥
⎥
⎥
⎥
⎤
, 
𝐹𝑒(𝑡) = [0𝑛×𝑛 0𝑛×𝑛 0𝑚×𝑛 0𝑛×𝑛 0𝑛×𝑛 𝐼𝑛×𝑛]𝑇, 
   𝐻𝑠 = [𝐼1×𝑛 01×𝑛 01×𝑚 01×𝑛 01×𝑛 01×𝑛].           (3.23) 
Under condition 3 of the Theorem 3.1, we have already shown that the subsystem 
(𝐹𝑠(𝑡),    𝐻𝑠) is totally observable. Hence, in order to make the system (𝐹(𝑡),𝐻) 
totally observable (or satisfy condition 1 of Theorem 3.2), (3.22) has to be satisfied. 
Hence, inserting 𝐹𝑒(𝑡)  in Equation (3.23) into (3.22), will produce:  
� �𝐹𝑒(𝑡)�
𝑇𝑡+𝜎
𝑡
𝐹𝑒(𝑡)𝑑𝜂 = 𝜎 > 0. 
In regards to steps 2, 3 and 4 of stability analysis of the IEAOB-2, it is the same as 
IEAOB-1 and the analysis in [152]. 
(3) Stability analysis of IEAOB-N based on stability result of IEAOB-(N-1) 
Accordingly, the stability of the IEAOB-N can be shown based on the stability 
analysis result of the IEAOB-(N-1), 𝑁 ≥ 3. 
3.6 Discrete-time implementation of the IEAOB-N 
The results presented above assume that the IEAOB-N is in continuous-time. 
However, in experimental work, the algorithm will be implemented in discrete time. 
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In order to discretise this adaptive control method, the model is discretised and 
discrete form of IEAOB-N is deployed. 
Since IEAOB-N can be considered as an extended Kalman filter (EKF), a 
perturbation model should be included [128]. The continuous-time model in 
Equation (3.11) can be given by its unperturbed and perturbed models: 
Ẋ(𝑡) = 𝑓[𝑋(𝑡),𝑇𝑐],                                                   (3.24a) 
𝛿?̇?(𝑡) = 𝐹(𝑡)𝛿𝑋(𝑡) + 𝑤(𝑡),                                            (3.24b) 
where 𝐹(𝑡) = 𝜕𝜕[𝑋(𝑡),𝑇𝑐]
𝜕𝑋(𝑡)
|𝑋(𝑡)=𝑋�(𝑡). 
Let 𝑇𝑠  be the sampling interval, 𝑇𝑐(𝜏)  the control signal and 𝑤(𝜏)  the input 
disturbance. For the discrete time controller, 𝑇𝑐(𝜏) is constant and 𝑤(𝜏)  is assumed 
constant for 𝑇𝑠 < 𝜏 < (𝑘 + 1)𝑇𝑠. Then, for unperturbed model, one can have 
𝑋𝑘+1 = 𝑋𝑘 + 𝑓[𝑋𝑘,𝑇𝑐(𝑘)]𝑇𝑠.                                       (3.25a) 
The discrete-time perturbation model is given by 
𝛿𝑋𝑘+1 = 𝛷𝑘+1,𝑘𝛿𝑋𝑘 + 𝛤𝑘𝑊𝑘.                                         (3.25b) 
When the sampling period 𝑇𝑠  is very small, the matrix exponential can be well 
approximated by only a few terms in the series. Hence, one obtain 
𝛷𝑘+1,𝑘 ≈ 𝐼 + 𝐹(𝑡𝑘)𝑇𝑠 ,                                               (3.26a) 
𝛤𝑘 ≈ �∑
𝐹𝑖(𝑘𝑇𝑠)𝑇𝑠𝑖
(𝑖+1)!
1
𝑖=0 �𝑇𝑠.                                              (3.26b) 
With the new discrete-time model, the discrete IEAOB-N can be written as follows: 
𝑋�𝑘+1/𝑘 = 𝑋�𝑘 + 𝑓�𝑋�𝑘,𝑇𝑐(𝑘)�𝑇𝑠 ,                                  (3.27a) 
𝑋�𝑘+1 = 𝑋�𝑘+1/𝑘 + 𝛿𝑋�𝑘+1 ,                                      (3.27b) 
𝛿𝑋�𝑘+1 = 𝐾𝑘+1𝑇𝑘+1 ,                                          (3.27c) 
𝑇𝑘+1 = 𝑌𝑘+1 − 𝐻𝑘+1𝑋�𝑘+1/𝑘  ,                                 (3.27d) 
𝐾𝑘+1 = 𝑃𝑘+1𝐻𝑘+1𝑇 𝑅𝑘+1−1 ,                                        (3.27e) 
𝑃𝑘+1/𝑘 = 𝛷𝑘+1,𝑘𝑃𝑘𝛷𝑘+1,𝑘𝑇 + 𝛤𝑘𝑄𝑘𝛤𝑘𝑇 ,                           (3.27f) 
𝑃𝑘+1 = 𝑃𝑘+1/𝑘 − 𝐾𝑘+1𝐻𝑘+1𝑃𝑘+1/𝑘 .                              (3.27g) 
3.7 Numerical simulation  
In this section, the performance of IEAOB is illustrated by applying it to a 2 DOF 
robotic manipulator. The performance of the method is verified through computer 
simulation. The performance of IEAOB is also compared against a typical Nicosia 
observer, RTOB and NDO. 
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3.7.1 Dynamic of a 2 DOF robotic manipulator 
The dynamic model of a 2 DOF robotic manipulator is defined as  
𝑀(𝑞,𝜃)?̈? + 𝑉�𝑞, 𝑞, 𝜃̇ �?̇? + 𝑔(𝑞,𝜃) + 𝑇𝜕 = 𝑇𝑐 − 𝑇𝑒 ,                   (3.28) 
where  
𝑀(𝑞,𝜃) = �
𝑚1𝐴1
2 + 2𝑚2𝐴2
2 + 2𝑚2𝐴2
2cos (𝑞2) 𝑚2𝐴2
2 + 𝑚2𝐴2
2cos (𝑞2)
𝑚2𝐴2
2 + 𝑚2𝐴2
2cos (𝑞2) 𝑚2𝐴2
2 �, 
𝑉(𝑞, ?̇?,𝜃) = �
−2𝑚2𝐴2
2?̇?2sin (𝑞2) −𝑚2𝐴2
2?̇?2sin (𝑞2)
𝑚2𝐴2
2?̇?1sin (𝑞2) 0
�, 
𝑇𝜕 = �
𝑇𝜕1
𝑇𝜕2
� = �𝑣𝑐1𝑠𝑔𝑛
(?̇?1) + 𝑣𝑣1?̇?1
𝑣𝑐2𝑠𝑔𝑛(?̇?2) + 𝑣𝑣2?̇?2
�, 
where  𝐴1 = 𝐴2 are the lengths of the first and the second links, 𝑚1 and 𝑚2 are the 
masses of the first and the second links,  𝑣𝑐1, 𝑣𝑐2 and 𝑣𝑣1, 𝑣𝑣2 are the Coulomb and 
viscous friction coefficients of the first and second links, and one assumes the robot 
operates in a horizontal plane, and as such 𝑔(𝑞,𝜃) is zero.  The internal robotic 
parameters are chosen as 
𝜃 = �𝜃1𝜃2
� = �𝑚1𝐴1
2
𝑚2𝐴2
2�,                           (3.29) 
Thus, 𝑀(𝑞,𝜃) and 𝑉�𝑞, 𝑞,𝜃̇ � are written as 
𝑀(𝑞) = �
𝜃1 + 2𝜃2 + 2𝜃2cos (𝑞2) 𝜃2 + 𝜃2cos (𝑞2)
𝜃2 + 𝜃2cos (𝑞2) 𝜃2
�, 
𝑉(𝑞, ?̇?) = �
−2𝜃2?̇?2sin (𝑞2) −𝜃2?̇?2sin (𝑞2)
𝜃2?̇?1sin (𝑞2) 0
�. 
One defines the system state vector X as 
𝑋 = [𝑞1 𝑞2 ?̇?1 ?̇?2 𝜃1 𝜃2 𝑣𝑣1 𝑣𝑣2 𝑣𝑐1 𝑣𝑐2 𝑇𝑒1 𝑇𝑒2]𝑇 , 
Thus, the system model in state space form can be written as 
?̇? = 𝑓(𝑋,𝑇𝑐) + 𝐺𝐺 =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
?̇?1
?̇?2
𝑀−1 �−𝑉 �?̇?1?̇?2
� + �𝑇𝑐1𝑇𝑐2
� − �
𝑇𝜕1
𝑇𝜕2
� − �𝑇𝑒1𝑇𝑒2
��
0
0
0
0
0
0
0
0 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
+ 𝐺
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜉𝑒1
𝜉𝑒2
𝜉?̇?1
𝜉?̇?2
𝜉𝜃1
𝜉𝜃2
𝜉𝑣𝑣1
𝜉𝑣𝑣2
𝜉𝑣𝑐1
𝜉𝑣𝑐2
𝜉𝑇𝑒1
𝜉𝑇𝑒2⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
, (3.30a) 
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𝑌 = 𝐻𝑋 + 𝜂 = �
𝑞1
𝑞2� + �
𝜂1
𝜂2�.                           (3.30b) 
where the vectors 𝜉 and 𝜂 are Gaussian noise signals representing the process noise 
and the measurement noise, respectively, and  
𝐺 = 𝑑𝑖𝑎𝑔{1,1,1,1,1,1,1,1,1,1,1,1}, 
𝐻 = �1 0 0 0 0 0 0 0 0 0 0 00 1 0 0 0 0 0 0 0 0 0 0
�. 
In order to implement IEAOB-1, the nonlinear system model is linearized about the 
best estimate of states at each instant in time using a first-order Taylor series 
expansion.  Ignoring higher order terms results in: 
𝑓(𝑋,𝑇𝑐) ≈ 𝑓�𝑋�,𝑇𝑐� +
𝜕𝜕
𝜕𝑋�
�𝑋 − 𝑋��.                     (3.31) 
 
3.7.2 The observers 
In this subsection, the IEAOB-1, Nicosia observer, RTOB and NDO for a 2 DOF 
nonlinear manipulator are presented. 
 
3.7.2.1 The IEAOB-1 
According to Section 3.4, by defining 
𝑋� = �𝑞�1 𝑞�2 𝑞�̇1 𝑞�̇2 𝜃�1 𝜃�2 𝑣�𝑣1 𝑣�𝑣2 𝑣�𝑐1 𝑣�𝑐2 𝑇�𝑒1 𝑇�𝑒2�
𝑇
, 
the IEAOB-1 is given by 
𝑋�̇ = 𝑓�𝑋�,𝑇𝑐� + 𝑃𝐻𝑇𝑅−1�𝑌 − 𝐻𝑋��,                            (3.32a) 
?̇? = 𝜕𝜕
𝜕𝑋�
𝑃 + 𝑃 𝜕𝜕
𝑇
𝜕𝑋�
+ 𝐺𝑄𝐺𝑇 − 𝑃𝐻𝑇𝑅−1𝐻𝑃,                         (3.32b) 
where 𝑄 and 𝑅  are variance matrices of the process noise 𝜉  and the measurement 
noise 𝜂, respectively, and 𝑃 represents the estimate of the variance of the error of the 
system states’ estimate, and  
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𝐹 = 𝜕𝜕
𝜕𝑋�
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜕𝜕1
𝜕𝑒�1
𝜕𝜕1
𝜕𝑒�2
𝜕𝜕1
𝜕𝑒�̇1
𝜕𝜕1
𝜕𝑒�̇2
𝜕𝜕1
𝜕𝜃�1
𝜕𝜕1
𝜕𝜃�2
𝜕𝜕1
𝜕𝑣�𝑣1
𝜕𝜕1
𝜕𝑣�𝑣2
𝜕𝜕1
𝜕𝑣�𝑐1
𝜕𝜕1
𝜕𝑣�𝑐2
𝜕𝜕1
𝜕𝑇�𝑒1
𝜕𝜕1
𝜕𝑇�𝑒2
𝜕𝜕2
𝜕𝑒�1
𝜕𝜕2
𝜕𝑒�2
𝜕𝜕2
𝜕𝑒�̇1
𝜕𝜕2
𝜕𝑒�̇2
𝜕𝜕2
𝜕𝜃�1
𝜕𝜕2
𝜕𝜃�2
𝜕𝜕2
𝜕𝑣�𝑣1
𝜕𝜕2
𝜕𝑣�𝑣2
𝜕𝜕2
𝜕𝑣�𝑐1
𝜕𝜕2
𝜕𝑣�𝑐2
𝜕𝜕2
𝜕𝑇�𝑒1
𝜕𝜕2
𝜕𝑇�𝑒2
𝜕𝜕3
𝜕𝑒�1
𝜕𝜕4
𝜕𝑒�1
𝜕𝜕5
𝜕𝑒�1
𝜕𝜕6
𝜕𝑒�1
𝜕𝜕7
𝜕𝑒�1
𝜕𝜕8
𝜕𝑒�1
𝜕𝜕9
𝜕𝑒�1
𝜕𝜕10
𝜕𝑒�1
𝜕𝜕11
𝜕𝑒�1
𝜕𝜕12
𝜕𝑒�1
𝜕𝜕3
𝜕𝑒�2
𝜕𝜕4
𝜕𝑒�2
𝜕𝜕5
𝜕𝑒�2
𝜕𝜕6
𝜕𝑒�2
𝜕𝜕7
𝜕𝑒�2
𝜕𝜕8
𝜕𝑒�2
𝜕𝜕9
𝜕𝑒�2
𝜕𝜕10
𝜕𝑒�2
𝜕𝜕11
𝜕𝑒�2
𝜕𝜕12
𝜕𝑒�2
𝜕𝜕3
𝜕𝑒�̇1
𝜕𝜕3
𝜕𝑒�̇2
𝜕𝜕3
𝜕𝜃�1
𝜕𝜕3
𝜕𝜃�2
𝜕𝜕3
𝜕𝑣�𝑣1
𝜕𝜕3
𝜕𝑣�𝑣2
𝜕𝜕3
𝜕𝑣�𝑐1
𝜕𝜕3
𝜕𝑣�𝑐2
𝜕𝜕3
𝜕𝑇�𝑒1
𝜕𝜕3
𝜕𝑇�𝑒2
𝜕𝜕4
𝜕𝑒�̇1
𝜕𝜕4
𝜕𝑒�̇2
𝜕𝜕4
𝜕𝜃�1
𝜕𝜕4
𝜕𝜃�2
𝜕𝜕4
𝜕𝑣�𝑣1
𝜕𝜕4
𝜕𝑣�𝑣2
𝜕𝜕4
𝜕𝑣�𝑐1
𝜕𝜕4
𝜕𝑣�𝑐2
𝜕𝜕4
𝜕𝑇�𝑒1
𝜕𝜕4
𝜕𝑇�𝑒2
𝜕𝜕5
𝜕𝑒�̇1
𝜕𝜕5
𝜕𝑒�̇2
𝜕𝜕5
𝜕𝜃�1
𝜕𝜕5
𝜕𝜃�2
𝜕𝜕5
𝜕𝑣�𝑣1
𝜕𝜕5
𝜕𝑣�𝑣2
𝜕𝜕5
𝜕𝑣�𝑐1
𝜕𝜕5
𝜕𝑣�𝑐2
𝜕𝜕5
𝜕𝑇�𝑒1
𝜕𝜕5
𝜕𝑇�𝑒2
𝜕𝜕6
𝜕𝑒�̇1
𝜕𝜕6
𝜕𝑒�̇2
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(3.33) 
Thus, one has 
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(3.34) 
where 
𝐹1 = �
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�
𝜕𝑞�
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�𝑞�̇
𝜕𝑞�
+
𝜕𝑇�𝑓
𝜕𝑞�
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, 
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𝐹5 = �
𝐹39 𝐹310
𝐹49 𝐹410
� = −𝑀�−1
𝜕𝑇�𝑓
𝜕𝑣�𝑣
, 
𝐹6 = �
𝐹311 𝐹312
𝐹411 𝐹412
� = −𝑀�−1. 
3.7.2.2 Nicosia observer 
In order to show the effectiveness of the IEAOB-1, one will compare the 
performance of the IEAOB-1 to that of a Nicosia observer, RTOB and NDO. Nicosia 
observer [10] is a typical observer used to estimate the reaction forces produced 
through the interaction between the robot and the environment in a robotic system. 
By defining 
𝑋1 = �
𝑞1
𝑞2� ,𝑋2 = �
?̇?1
?̇?2
�, 
the Nicosia observer for the 2 DOF robotic manipulator, modelled in Equation 
(3.28), is formulated as follows, 
𝑋�̇1 = 𝑋�2 + 𝐾1�𝑋1 − 𝑋�1�.                       (3.35a) 
  𝑋�̇2 = 𝑀�−1 �−𝑉�𝑋�2 + 𝑇𝑐 − 𝑇�𝜕 + 𝐾2�𝑋1 − 𝑋�1��.                (3.35b) 
Thus, the estimated environment forces are written as  
                        𝑇�𝑒  = �
𝑇�𝑒1 
𝑇�𝑒2 
� = 𝐾2�𝑋1 − 𝑋�1�,                          (3.36) 
where 𝐾1 and 𝐾2 are symmetric positive definite matrices. 
3.7.2.3 RTOB 
According to the RTOB design process in [153], the RTOB for the 2 DOF robotic 
manipulator is obtained as follows. 
By defining 
𝑋1 = �
𝑞1
𝑞2� ,𝑋2 = �
?̇?1
?̇?2
�, 
the RTOB for the 2 DOF robotic manipulator, modelled in Equation (3.28), is 
formulated as follows, 
𝑇�𝑒 =
𝑔𝑠𝑒𝑖𝑐
𝑠 + 𝑔𝑠𝑒𝑖𝑐
�𝑇𝑐 + 𝑔𝑠𝑒𝑖𝑐𝐽𝑛𝑋�2 − 𝑇�𝑖𝑛𝑡 − 𝑇�𝜕� − 𝑔𝑠𝑒𝑖𝑐𝐽𝑛𝑋�2, 
𝑇�𝑖𝑛𝑡 = �𝑀� − 𝑑𝑎𝑖𝑔�𝑀���𝑋�̇2 + 𝑉�𝑋�2,                       (3.37) 
where 𝑔𝑠𝑒𝑖𝑐 is the cut-off frequency of the RTOB, 𝐽𝑛 is the nominal inertia matrix, 
and 𝑇�𝑖𝑛𝑡 is the interactive torque vector imposed on each joint. 
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3.7.2.4 NDO 
Similarly, according to the NDO design process in [7], the NDO for the 2 DOF 
robotic manipulator is obtained as follows. 
By defining 
𝑋1 = �
𝑞1
𝑞2� ,𝑋2 = �
?̇?1
?̇?2
�, 
the NDO for the 2 DOF robotic manipulator, modelled in Equation (3.28), is 
formulated as follows, 
𝑇�̇𝑒 = −𝐿𝑇�𝑒 + 𝐿 �𝑀�𝑋�̇2 + 𝑉�𝑋�2 + 𝑇�𝜕 − 𝑇𝑐�,                  (3.38) 
where 𝐿 is a positive definite diagonal matrix. 
3.7.2.5 Simulation results 
The performance of the algorithm presented in this work is now examined through a 
simulation study. Note that the task space expression of the manipulator dynamic is 
computed online in the simulation. The dynamic parameters of the robot manipulator 
𝜃1,𝜃2  are chosen as: 𝜃1 = 1.0,𝜃2 = 2.0. As for the coefficients for Coulomb and 
viscous friction  𝑣𝑐1, 𝑣𝑐2 and 𝑣𝑣1, 𝑣𝑣2 , they are set to  𝑣𝑐1 = 0.013, 𝑣𝑐2 = 0.013 , 
𝑣𝑣1 = 0.065, 𝑣𝑣2 = 0.065. 
Two simulations are performed. The first makes the comparison between the 
IEAOB-1 and Nicosia observer, RTOB and NDO, and demonstrates how the IEAOB 
can cope with various disturbances, such as model parameter variation and 
measurement noise, and maintain the accuracy of the estimated forces at the same 
time. The second simulation makes the comparison between the first-order IEAOB 
and the higher order IEAOB, and shows how the capacity of the IEAOB to track 
nonlinear forces goes as the order of the IEAOB increases. In all simulations, the 
master and slave initial conditions in the joint space are set as 𝑞1−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 =
0, 𝑞2−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, ?̇?1−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, ?̇?2−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0. The system is simulated in Matlab/ 
Simulink using a fixed step 4th order Runge-Kutta algorithm with a sample period of 
𝑇𝑠 = 0.001 seconds. 
Acceleration control is applied in all the simulations. The controller is designed as 
𝑇𝑐 = 𝑀��𝑞,�  𝜃�� �?̈?𝑖 + 𝐾𝑖�?̇?𝑖 − 𝑞�̇� + 𝐾𝑝(𝑞𝑖 − 𝑞�)� + 𝑉��𝑞�,𝑞,�̇  𝜃��𝑞�̇ + 𝑇�𝜕,     (3.39) 
where ?̈?𝑖, ?̇?𝑖 and 𝑞𝑖 are the acceleration, velocity and position signals of the desired 
trajectory, and 𝐾𝑖 and 𝐾𝑝 are positive definite gain matrices. 
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3.7.2.5.1 Simulation 1: IEAOB-1 VS Nicosia observer & RTOB & NDO 
Initially, in order to demonstrate the superior performance of force estimation and 
disturbance suppression of the IEAOB-1, a simulation comparison between the 
proposed IEAOB-1and Nicosia observer, RTOB, NDO is performed.  
3.7.2.5.1.1 Selection of initial condition for the observers 
In order to make the comparison between the IEAOB-1, Nicosia observer, RTOB 
and NDO under the same condition, the controller feedback gains, trajectory pre-
filter, and desired trajectory are kept the same in both simulations.The sine waves 
(0.5sin (𝑡) 𝑎𝑛𝑑 0.7sin (𝑡)) are chosen as the desired trajectory for the first and second 
links of the robot, respectively. The sample period 𝑇𝑠 is set to 0.001 seconds. The 
initial positions and velocities of the joints are set to zero: The environment rendered 
forces/torques on links 1 and 2 are 𝑇𝑒1 = 5 ∗ (𝑞1 − 0.3),  𝑇𝑒2 = 10 ∗ (𝑞2 − 0.3). 
The specific controller gains, observer gains and initial conditions for IEAOB-1, 
Nicosia observer, RTOB and NDO are shown in Table 3.1. 
Table 3.1 Parameters for the controller, IEAOB-1, Nicosia observer, RTOB and NDO 
Parameter Meaning Value 
𝐾𝑖 Controller gain diag{14,14} 
𝐾𝑝 Controller gain diag{49,49} 
 
 
𝑋 
 
Initial system state vector 
of IEAOB-1 
(0,0,0,0,1.0, 2.0,0.065,0.065,0.013,0.013,0,0)Tfor 
simulation without disturbances 
(0,0,0,0,1.1, 2.2,0.071,0.071,0.014,0.014,0,0)Tfor 
simulation with disturbances 
𝑅 Covariance of 
observation noise of 
IEAOB-1 
diag{1.0e − 7,1.0e − 7} for simulation without 
disturbances 
diag{1.0e − 4,1.0e − 4} for simulation with disturbances 
𝑄 Covariance of process 
noise of IEAOB-1 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e
− 10, 1.0e − 10, 1.0e − 10,0.5, 0.5} 
𝑃0 Initial estimate 
covariance matrix of 
IEAOB-1 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2, 1.0e
− 2,0.5, 0.5 } 
𝐾1 Nocisia Observer gain diag{20,20} 
𝐾2 Nocisia Observer gain diag{500,500} 
𝑔𝑠𝑒𝑖𝑐  RTOB cutoff frequency 500rad/s 
𝐿 Observer gain for NDO diag{500,500} 
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3.7.2.5.1.2 Simulation results and analysis 
In order to demonstrate the effectiveness of the IEAOB-1, we first conduct a pair of 
simulations to compare the position tracking and force and parameter estimation 
performances of IEAOB-1, Nicosia observer, RTOB and NDO under no 
measurement noise and parameter variations. Following that, we takes the 
measurement noise and parameter variations into account, and carry out a couple of 
simulations to compare the performances of these four observers again.  
(1) IEAOB-1 vs Nicosia observer & RTOB & NDO under no measurement noise and 
parameter variations 
The results for IEAOB-1 under no measurement noise and parameter variations are 
illustrated in Figures 3.2, 3.3, 3.4 and 3.5, whereas those for the Nicosia observer, 
RTOB and NDO under the same conditions are shown in Figures 3.6, 3.7, 3.8, 3.9, 
3.10 and 3.11.  
 
 
Figure 3.2a. The link-1 angular position tracking performance using IEAOB-1 without any 
disturbance. (D represents desired; A represents actual; E represents estimated.) 
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Figure 3.2b. The link-2 angular position tracking performance using IEAOB-1 without any 
disturbance.  
 
 
Figure 3.3a. Estimate of the environment torque (T�e1) applied to link-1 using IEAOB-1 without any 
disturbance.  
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Figure 3.3b. Estimate of the environment torque (T�e2) applied to link-2 using IEAOB-1 without any 
disturbance.  
 
 
Figure 3.4. Inertial parameter estimation performance of IEAOB-1 without any disturbance. (Red 
colour represents θ�1; Green colour represents θ�2.) 
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Figure 3.5. Viscous and Coulomb friction coefficient estimation performance of IEAOB-1 without 
any disturbance.  (Black colour represents 𝑣�𝑣1; Red colour represents 𝑣�𝑐1; Green colour represents 𝑣�𝑣2; 
Blue colour represents 𝑣�𝑐2.) 
 
Figure 3.6a. The link-1 angular position tracking performance using Nicosia observer without any 
disturbance.  
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Figure 3.6b. The link-2 angular position tracking performance using Nicosia observer without any 
disturbance.  
 
Figure 3.7a. Estimate of the environment torque (T�e1) applied to link-1 using Nicosia observer without 
any disturbance.  
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Figure 3.7b. Estimate of the environment torque (T�e2) applied to link-2 using Nicosia observer without 
any disturbance.  
 
Figure 3.8a. The link-1 angular position tracking performance using RTOB without any disturbance.  
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Figure 3.8b. The link-2 angular position tracking performance using RTOB without any disturbance.  
 
 
Figure 3.9a. Estimate of the environment torque (T�e1) applied to link-1 using RTOB without any 
disturbance.  
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Figure 3.9b. Estimate of the environment torque (T�e2) applied to link-2 using RTOB without any 
disturbance.  
 
 
Figure 3.10a. The link-1 angular position tracking performance using NDO without any disturbance.  
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Figure 3.10b. The link-2 angular position tracking performance using NDO without any disturbance.  
 
 
Figure 3.11a. Estimate of the environment torque (T�e1) applied to link-1 using NDO without any 
disturbance.  
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Figure 3.11b. Estimate of the environment torque (T�e2) applied to link-2 using NDO without any 
disturbance.  
Figure 3.2 shows the position tracking and estimation performance of the IEAOB-1. 
It is clear that during the free motion, the actual trajectory is tracking the desired 
trajectory as desired. It is also easy to notice that the estimated trajectory by the 
IEAOB-1 matches the actual one all the time. Figures 3.4 and 3.5 show the inertial 
parameter and friction coefficient estimation performances of the IEOAB-1, 
respectively. Since the IEAOB-1 is initialized with the same values as the actual 
inertial parameter and friction coefficients, the observer state convergence has 
already happened at the start of the simulation, and remains the same until the end of 
the simulation. Figure 3.3 shows the external force estimates of the IEAOB-1 during 
the simulation. Note that the observer must be initialized such that the initial position 
estimates accurately match the actual positions, and the velocity estimate is zero. 
Since the plants start from rest, the initial velocity is also zero. In Figure 3.3, it is 
obvious that the external force is estimated quite well when in contact. There are 
some chattering type effects at the transient contact moment, but this tends to be no 
worse than the noise that would be produced from a strain gauge for force sensing. 
On the other hand, Figures 3.6, 3.8 and 3.10 show the position tracking and 
estimation performances of Nicosia observer, RTOB and NDO, respectively. As 
expected, in these figures, during free motion, the desired position is well tracked by 
the actual position, and the estimated trajectory accurately follows the actual one. 
Figures 3.7, 3.9 and 3.11 illustrate the external force estimation performances of 
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Nicosia observer, RTOB and NDO, respectively. Although some chattering effects 
occur during the transient contact, the overall force estimation performances of the 
compared observers are satisfied and the actual forces are well followed by the 
estimated ones. 
Overall, the simulation results show that all the observers (the IEAOB-1, Nicosia 
observer, RTOB and NDO) can perform well in terms of position tracking and 
external force estimation when both the measurement noise and parameter variations 
are not taken into account. 
(2) IEAOB-1 vs Nicosia observer & RTOB & NDO under both measurement noise and 
parameter variations 
In this simulation, 10% parameter variation and measurement noise (N~(10e-4)) are 
included into the system, and the simulation results for IEAOB-1 under both 
measurement noise and parameter variations are illustrated in Figures 3.12, 3.13, 
3.14 and 3.15, whereas those for Nicosia observer, RTOB and NDO under the same 
conditions are shown in Figures 3.16, 3.17, 3.18, 3.19, 3.20 and 3.21.  
 
Figure 3.12a. The link-1 angular position tracking performance using IEAOB-1 with disturbances.  
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Figure 3.12b. The link-2 angular position tracking performance using IEAOB-1 with disturbances.  
 
 
Figure 3.13a. Estimate of the environment torque ( T�e1 ) applied to link-1 using IEAOB-1 with 
disturbances.  
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Figure 3.13b. Estimate of the environment torque (T�e2) applied to link-1 using IEAOB-1 with 
disturbances.  
 
 
Figure 3.14. Inertial parameter estimation performance of IEAOB-1 with disturbances. (Red colour 
represents θ�1; Green colour represents θ�2.) 
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Figure 3.15. Viscous and Coulomb friction coefficient estimation performance of IEAOB-1 with 
disturbances.  (Black colour represents 𝑣�𝑣1; Red colour represents 𝑣�𝑐1; Green colour represents 𝑣�𝑣2; 
Blue colour represents 𝑣�𝑐2.) 
 
Figure 3.16a. The link-1 angular position tracking performance using Nicosia observer with 
disturbances.  
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Figure 3.16b. The link-2 angular position tracking performance using Nicosia observer with 
disturbances.  
 
 
Figure 3.17a. Estimate of the environment torque (T�e1) applied to link-1 using Nicosia observer with 
disturbances.  
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Figure 3.17b. Estimate of the environment torque (T�e2) applied to link-2 using Nicosia observer with 
disturbances.  
 
Figure 3.18a. The link-1 angular position tracking performance using RTOB with disturbances.  
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Figure 3.18b. The link-2 angular position tracking performance using RTOB with disturbances.  
 
 
Figure 3.19a. Estimate of the environment torque ( T�e1 ) applied to link-1 using RTOB with 
disturbances.  
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Figure 3.19b. Estimate of the environment torque (T�e2) applied to link-2 using RTOB with 
disturbances.  
 
 
Figure 3.20a. The link-1 angular position tracking performance using NDO with disturbances.  
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Figure 3.20b. The link-2 angular position tracking performance using NDO with disturbances.  
 
 
Figure 3.21a. Estimate of the environment torque ( T�e1 ) applied to link-1 using NDO with 
disturbances.  
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Figure 3.21b. Estimate of the environment torque (T�e2) applied to link-2 using NDO with 
disturbances.  
 
Figure 3.12 shows the desired, actual and estimated robot positions using the 
IEAOB-1 over time. Clearly, the actual trajectory is tracking the desired trajectory 
during free motion, whilst the desired trajectory is not tracked when in contact. 
Meanwhile, the estimated trajectory is following the actual one all the time. The 
robot inertial parameter and friction coefficient estimates of the IEAOB-1 are shown 
in Figures 3.14 and 3.15. It is apparent again in this simulation that the observers are 
functioning correctly, the estimated signals quickly converge to the actual values, 
and remains the same after that. Figure 3.13 shows the external environmental force 
acting on the robot manipulator and its estimate by the IEAOB-1. The force 
estimates are quite accurate, though the effect of chattering is more pronounced in 
the force acting on the first degree of freedom. The effect of the relatively stiff spring 
environment is seen as well. It is the cause of some oscillation for the first two to 
three seconds at the beginning of the contact.  
On the contrary, Figures 3.16, 3.18 and 3.20 illustrate the desired, actual and 
estimated robot positions using Nicosia observer, RTOB and NDO over time, 
respectively. It is obvious from these diagrams that the actual position cannot track 
the desired one accurately, although the estimated position signal is good and follows 
the actual position. Meanwhile, Figures 3.17, 3.19 and 3.21 demonstrate the external 
force estimation performances of Nicosia observer, RTOB and NDO, respectively. It 
91 
 
is easy to see from the plot that the external force cannot be recovered by the 
observer; the compared observers totally lose their force estimation performances in 
the presence of measurement noise and parameter and variations. That is because the 
compared observers utilize a fixed set of inertial parameters and friction coefficients 
that are no longer valid when the operating conditions change, and accordingly they 
cannot compensate the unmodeled dynamics completely. This will inevitably add 
some noise into the control signals, and results in poor performance. 
From these results, it is apparent that the IEAOB-1 algorithm works well for the 2-
DOF nonlinear manipulators even when the measurement noise and parameter 
variations are considered into the system. On the contrary, the compared observers 
(Nicosia observer, RTOB and NDO) completely lose their force estimation 
performances and barely maintain the performances of position tracking in the 
presence of measurement noise and parameter variations.   
3.7.2.5.2 Simulation 2: IEAOB-1 VS IEAOB-N 
In this simulation, the capacity of the proposed IEAOB to track the nonlinear forces 
is studied when the order of the IEAOB increases. The IEAOB-1 (the first-order 
IEAOB) and IEAOB-2, 3 (representing the higher order IEAOB) are developed for 
the 2-DOF robotic manipulator to make the comparison. 
3.7.2.5.2.1 Selection of initial condition for IEAOB-1 and IEAOB-N 
In this simulation, the controller feedback gains, and desired trajectory are chosen the 
same as those in Simulation 1. In order to focus on the change of the capacity of the 
IEAOB to track nonlinear force with the increment of its order, no parameter 
variation including the friction variation and measurement noise are added to the 
system. Hence, in this case the IEAOB is used to estimate the external forces only. A 
pulse signal with a period of 10 seconds and peak values of 3 N*m is chosen as the 
environment rendered torques on both link-1 and link-2. The parameters for the 
IEAOB-1, 2, 3 are shown in Table 3.2. 
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Table 3.2 Parameters for the IEAOB-1, 2, 3 
Parameter Meaning Value 
𝑋1 Initial system state vector of 
IEAOB-1 
(0,0,0, 0,0,0)T 
𝑅1 Covariance of observation noise of 
IEAOB-1 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄1 Covariance of process noise of 
IEAOB-1 
𝑑𝑖𝑎𝑔{1.0𝑇 − 10, 1.0𝑇 − 10, 1.0𝑇 − 10, 1.0𝑇
− 10, 0.5,0.5} 
𝑃01 Initial estimate covariance matrix of 
IEAOB-1 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4, 1.0𝑇 − 4, 1.0𝑇 − 4, 1.0𝑇
− 4, 0.5, 0.5} 
𝑋2 Initial system state vector of 
IEAOB-2 
(0,0,0, 0,0,0,0,0)T 
𝑅2 Covariance of observation noise of 
IEAOB-2 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄2 Covariance of process noise of 
IEAOB-2 
𝑑𝑖𝑎𝑔{1.0𝑇 − 10, 1.0𝑇 − 10, 1.0𝑇 − 10, 1.0𝑇
− 10, 0.5,0.5, 0.5,0.5} 
𝑃02 Initial estimate covariance matrix of 
IEAOB-2 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4, 1.0𝑇 − 4, 1.0𝑇 − 4, 1.0𝑇
− 4, 0.5, 0.5, 0.5, 0.5} 
𝑋3 Initial system state vector of 
IEAOB-3 
(0,0,0, 0,0,0,0,0,0,0)T 
𝑅3 Covariance of observation noise of 
IEAOB-3 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄3 Covariance of process noise of 
IEAOB-3 
𝑑𝑖𝑎𝑔{1.0𝑇 − 10, 1.0𝑇 − 10, 1.0𝑇 − 10, 1.0𝑇
− 10, 0.5,0.5, 0.5,0.5, 0.5,0.5} 
𝑃03 Initial estimate covariance matrix of 
IEAOB-3 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4, 1.0𝑇 − 4, 1.0𝑇 − 4, 1.0𝑇
− 4, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5} 
3.7.2.5.2.2 Simulation results and analysis 
The position tracking and force estimation performances for IEAOB-1 are illustrated 
in Figures 3.22 and 3.23, whereas those for the higher order IEAOB (IEAOB-2, 3) 
under the same conditions are shown in Figures 3.24, 3.25, 3.26 and 3.27. 
 
Figure 3.22a. The link-1 angular position tracking performance using IEAOB-1.  
93 
 
 
Figure 3.22b. The link-2 angular position tracking performance using IEAOB-1.  
 
 
Figure 3.23a. Estimate of the environment torque (T�e1) applied to link-1 using IEAOB-1.  
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Figure 3.23b. Estimate of the environment torque (T�e2) applied to link-2 using IEAOB-1.  
 
 
Figure 3.24a. The link-1 angular position tracking performance using IEAOB-2. 
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Figure 3.24b. The link-2 angular position tracking performance using IEAOB-2.  
 
 
Figure 3.25a. Estimate of the environment torque (T�e1) applied to link-1 using IEAOB-2.  
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Figure 3.25b. Estimate of the environment torque (T�e2) applied to link-2 using IEAOB-2.  
 
 
Figure 3.26a. The link-1 angular position tracking performance using IEAOB-3.  
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Figure 3.26b. The link-2 angular position tracking performance using IEAOB-3.  
 
 
Figure 3.27a. Estimate of the environment torque (T�e1) applied to link-1 using IEAOB-3.  
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Figure 3.27b. Estimate of the environment torque (T�e2) applied to link-2 using IEAOB-3.  
Figures 3.22, 3.24 and 3.26 show the manipulator position tracking performances of 
the IEAOB-1, 2, 3, respectively. From the figures, it is clear that the desired positions 
are well tracked by the actual position for all the IEAOB-1, 2, 3, indicating that the 
stability of the overall system does not decreases as the order of the IEAOB 
increases. Meanwhile, it is also obvious from the diagrams that the actual positions 
are accurately followed by the estimated signals from the IEAOB-1, 2, 3, which 
implies that the IEAOB can still function well with the increment of the order of the 
IEAOB. 
Figures 3.23, 3.25 and 3.27 illustrate the external force estimation performances of 
the IEAOB-1, 2, 3, respectively. Combining these figures with Figures 3.22, 3.24 and 
3.26 showing the performance of position tracking, it is easy to notice that both the 
actual and estimated external forces remain zero during free motion, and when the 
contact with the environment occurs, the forces begin to increase. As expected, the 
actual external forces are well recovered by the estimated forces from the IEAOB-1, 
2, 3, respectively. Moreover, it is clear that the accuracy of the force estimation is 
improved as the order of the IEAOB is increased. 
From the results of this simulation, it is clear that the IEAOB algorithm works stably 
as the order of the IEAOB increases. Moreover, the capacity of the IEAOB to track 
the nonlinear external force increases as well when the order increases. The next 
section will present further experimental results for verification of the proposed 
IEAOB. 
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3.8 Experimental work 
So far, a theoretical proof of stability for the IEAOB-N has been presented and 
verified through computer simulation. It is also of great importance to perform the 
additional step of experimental verification on a real platform. In the experimental 
work many conditions such as unmodeled dynamics, friction, sensor noise, and 
limited sampling period, ignored in computer simulation exist. The presence of these 
additional factors makes it important to ensure that the proposed algorithm will in 
fact work in practice.  
In this section, the proposed EOAB algorithm is validated through experimental 
work.  The algorithm is applied to a haptic device called Phantom Omni (Sensable 
Technologies, Inc., Wilmington, MA) connected to a PC through a USB port as 
shown in Figure 3.28.  
Specifically, three experiments are carried out to validate IEOAB and demonstrate its 
feasibility in practical applications. For the first experiment, the proposed IEAOB-1 
is compared with Nicosia observer, RTOB and NDO to demonstrate the superior 
performance of the IEAOB-1 in terms of force estimation, friction compensation, and 
disturbance suppression. In the second experiment, the estimated torque from 
IEAOB-1 is compared with the measured torque by a force sensor (FS03, Sensor 
AMP 0-3LBS force, Honeywell), the force sensor is connected to the computer 
through the Hilink board.  In the third experiment, the high order IEAOB is studied 
and used to estimate the same external force against the first-order IEAOB.  The 
results reveal that the capability of the algorithm to track nonlinear external forces is 
increased as the IEAOB order is increased. 
 
Figure 3.28.  The Phantom Omni haptic device 
3.8.1 Dynamic of a Phantom Omni haptic device  
The dynamic model of a 3 DOF Phantom Omni device is defined as [154] 
𝑀(𝑞,𝜃)?̈? + 𝑉(𝑞, 𝑞,̇ 𝜃)?̇? + 𝑔(𝑞,𝜃) + 𝑇𝜕 = 𝑇𝑐 − 𝑇𝑒 ,               (3.40) 
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where  
𝑀(𝑞, 𝜃) = �
𝑀11 𝑀12 𝑀13
𝑀21 𝑀22 𝑀23
𝑀31 𝑀32 𝑀33
�, 
and 𝑀11 = 𝜃1 + 𝜃2 cos(2𝑞2) + 𝜃3 cos(2𝑞3) + 𝜃4 cos 𝑞2 𝑠𝑖𝑛𝑞3 , 𝑀12 = 𝜃5𝑠𝑖𝑛𝑞2 , 
𝑀13 = 0 , 𝑀21 = 𝜃5𝑠𝑖𝑛𝑞2 , 𝑀22 = 𝜃6 , 𝑀23 = −0.5𝜃4𝑠𝑖𝑛(𝑞2 − 𝑞3) , 𝑀31 = 0 , 
𝑀32 = −0.5𝜃4𝑠𝑖𝑛(𝑞2 − 𝑞3), 𝑀33 = 𝜃7. 
The Coriolis and centrifugal force is modeled as the vector,  
𝑉(𝑞, 𝑞,̇ 𝜃) = �
𝑉11 𝑉12 𝑉13
𝑉21 𝑉22 𝑉23
𝑉31 𝑉32 𝑉33
�, 
where 𝑉11 = −𝜃2?̇?2 sin(2𝑞2) − 𝜃3?̇?3 sin(2𝑞3) − 0.5𝜃4?̇?2 sin 𝑞2 sin 𝑞3 +
0.5𝜃4?̇?3𝑣𝑐𝑠𝑞2𝑣𝑐𝑠𝑞3 , 𝑉12 = −𝜃2?̇?1 sin(2𝑞2) + 𝜃5?̇?2𝑣𝑐𝑠𝑞2 − 0.5𝜃4?̇?1 sin 𝑞2 sin 𝑞3 , 
𝑉13 = −𝜃3?̇?1 sin(2𝑞2) + 0.5𝜃4?̇?1𝑣𝑐𝑠𝑞2𝑣𝑐𝑠𝑞3 , 𝑉21 = 𝜃2?̇?1 sin(2𝑞2) +
0.5𝜃4?̇?1 sin 𝑞2 sin 𝑞3, 𝑉22 = 0, 𝑉23 = 0.5𝜃4?̇?3cos (𝑞2 − 𝑞3), 𝑉31 = 𝜃3?̇?1 sin(2𝑞3) +
0.5𝜃4?̇?1𝑣𝑐𝑠𝑞2𝑣𝑐𝑠𝑞3, 𝑉32 = −0.5𝜃4?̇?2cos (𝑞2 − 𝑞3), 𝑉33 = 0. 
The gravity effect 𝑔(𝑞,𝜃) is represented by 
𝑔(𝑞,𝜃) = �
0
𝜃8𝑣𝑐𝑠𝑞2 + 𝜃10(𝑞2 − 0.5𝜋)
𝜃9𝑠𝑖𝑛𝑞3
�, 
and 𝑇𝜕  is modeled as a simplified version of the LuGre model, by considering 
viscous and Coulomb friction: 
𝑇𝜕 = �
𝑇𝜕1
𝑇𝜕2
𝑇𝜕3
� = �
𝑣𝑐1𝑠𝑔𝑛(?̇?1) + 𝑣𝑣1?̇?1
𝑣𝑐2𝑠𝑔𝑛(?̇?2) + 𝑣𝑣2?̇?2
𝑣𝑐3𝑠𝑔𝑛(?̇?3) + 𝑣𝑣3?̇?3
�, 
where 𝑣𝑐1, 𝑣𝑐2, 𝑣𝑐3 and 𝑣𝑣1, 𝑣𝑣2, 𝑣𝑣3 are the Coulomb and viscous friction coefficients 
of the first, second and third links. The robot dynamic parameters 𝜃1,𝜃2,⋯ ,𝜃10 are 
the inertia and gravity effects, and mass and length of the links [154].  
The kinematics of the haptic device can be expressed as [155] 
𝑥 = − sin 𝑞1 ∗ (𝐿2 ∗ sin 𝑞3 + 𝐿1 ∗ cos 𝑞2),                (3.41a) 
𝑦 = −𝐿2 ∗ cos𝑞3 + 𝐿1 ∗ sin 𝑞2 + 𝐿3,                    (3.42b) 
𝑧 = 𝐿2 ∗ cos 𝑞1 sin 𝑞3 + 𝐿1 ∗ cos 𝑞1 cos 𝑞2 − 𝐿4,        (3.43c) 
where (𝑥,𝑦, 𝑧) represents the position of the end-effector of the haptic device in tool 
space, 𝐿1 = 133.35 mm,  𝐿2 = 133.35 mm, 𝐿3 = 23.35  mm, 𝐿4 = 168.35  mm. 𝐿1 
and 𝐿2  are the lengths of link 1 and 2, and 𝐿3  and 𝐿4  are the workspace 
transformation offsets between the origin of the coordinate frames attached to the 
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end effector and the first joint. And the Jacobian matrix of the haptic device is as 
written as [155] 
𝐽 = �
−(𝐿1 cos(𝑞1) cos(𝑞2) + 𝐿2sin (𝑞3) cos(𝑞1)) 𝐿1 sin(𝑞1) sin (𝑞2) −𝐿1 cos(𝑞3) sin (𝑞1)
0 𝐿1 cos(𝑞2) 𝐿2sin (𝑞3)
−(𝐿1 cos(𝑞2) sin(𝑞1) + 𝐿2sin (𝑞3) sin(𝑞1)) −𝐿1 sin(𝑞2) cos (𝑞1) 𝐿2sin (𝑞3)cos (𝑞1)
�.             
(3.44) 
3.8.2 Experiment 1: IEAOB-1 VS Nicosia observer & RTOB & NDO 
In this experiment, only the first actuated joints of the Phantom Omni robot is used 
while the second and third actuated joints are locked at zero. The manipulator motion 
of the first joint is governed as follows:  
𝑀1?̈?1 + 𝑇𝜕1 = 𝑇𝑐1 − 𝑇𝑒1.                            (3.45) 
Here, 𝑀1 is a moment of inertia, 𝑇𝜕1 is the friction torque, and 𝑇𝑐1 is a torque which 
the motor generates. The angle of the manipulator is measured by an encoder with 
resolution of 0.055 mm. The sample time in the experiments is set to 1.0 ms, and the 
parameters are shown in Table 3.3. 
Table 3.3 Parameters for all the experiments 
Parameter Meaning Value 
𝑀1 Moment of inertia 5.0e − 3 kgm
2 
𝑣𝑣1 Coefficient of viscous friction −1.5e − 3 
𝑣𝑐1 Coefficient of Coulomb friction 1.0e − 3 
The desired angular position trajectory is set to be: 𝑞𝑖 = 0.3 sin(t) + 0.4sin (0.6t +
1.45π). Meanwhile, we also assume that there is 50% parameter variation (larger 
than real values) in haptic device dynamic model, which is possible in real world 
applications. For the environment, a stiff metal structure is used. As seen in Figure 
3.29, it is placed around (-3.2, 0, -3.9) cm in Cartesian space. 
 
Figure 3.29 Experiment set-up for experiment-1. 
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3.8.2.1 Selection of the controller and IEAOB-1 initial condition 
The aim of the experiment is to achieve position tracking and force estimation using 
the IEAOB-1, Nicosia observer, RTOB and NDO, respectively. The controller is 
chosen as    
𝑇𝑐 = 𝑀��𝑞,�  𝜃�� �?̈?𝑖 + 𝐾𝑖�?̇?𝑖 − 𝑞�̇� + 𝐾𝑝(𝑞𝑖 − 𝑞�)� + 𝑉��𝑞�,𝑞,�̇  𝜃��𝑞�̇ + 𝑔��𝑞,�  𝜃�� + 𝑇�𝜕, 
(3.46) 
where ?̈?𝑖, ?̇?𝑖 and 𝑞𝑖 are the acceleration, velocity and position signals of the desired 
trajectory, and 𝐾𝑖 and 𝐾𝑝 are positive definite gain matrices.  
The IEAOB-1 deploys the theoretical concepts behind Kalman filter to optimally 
design the observer gain. From filtering theory, the initial filtered state estimates are 
the expected values of these states at the beginning of control. Hence, for the robotic 
manipulator starting at rest and at a known position, the initial filtered states for 
IEAOB-1 are: 𝑋�0 = �𝑞�0 0 𝜃�0 𝑣�𝑣0 𝑣�𝑣0 0�
𝑇
,  where 𝑞�0  is set to be the first 
measurement of positions and 𝑣�𝑣0, 𝑣�𝑐0,𝜃�0 the best estimate available of the unknown 
viscous friction coefficients, Coulomb friction coefficients, and dynamical 
parameters. 
Meanwhile, the initial covariance matrix P0  is given by 
P0 = diag(Pq�0 , Pq�̇0 , PT�e0 , Pv�v0 , Pv�c0 , Pθ�0)  where Pq�0  is a diagonal matrix of the 
estimated variances of the respective measurements, Pq�̇0 is a diagonal matrix of the 
variances representing the confidence that we have that the robot is indeed starting to 
operate from rest, PT�e0  is a diagonal matrix of the estimated variances of the possible 
errors of the estimated external forces, and finally Pv�v0 , Pv�c0 , Pθ�0  are the estimated 
values of the covariance of the possible errors in the estimated viscous friction 
coefficients, Coulomb friction coefficients, and dynamical parameters. The lower P0 
is, the more we are sure of the accuracy of our initial estimates. Given that the 
authors have the confidence on the choice of the expected initial estimated values for 
these states, a low P0 = 1.0e − 4I is chosen here. 
Matrices R, Q are the representative of the noise content of the measurements and 
control inputs. R  is simply a diagonal matrix for the measurement variances. 
According to the specification of the phantom omni device (Nominal position 
resolution), the measurement noise covariance matrix is chosen as R = 1.0e − 4I. Q 
represents the rates at which the vectors of the positions, velocities, external forces, 
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friction coefficients, and inertial robot parameters are estimated to vary in a random 
walk fashion. A low value of Q is chosen when the system is almost perfectly tuned 
and increase it momentarily when an object is contacted. This allows for a very 
versatile and simple way of providing time-varying alertness to parameter changes.  
In comparison, the observer gain for other observers, such as Nicosia observer, 
RTOB and NDO, is determined through trial and error. This is also another 
advantage of the proposed IEAOB. The parameters for Experiment 1 are shown in 
Table 3.4. 
Table 3.4 Parameters for Experiment 1 
Parameter Meaning Value 
𝐾𝑖 Controller gain 80 
𝐾𝑝 Controller gain 1600 
𝑋 Initial system state vector of IEAOB-1 (−0.395,0,1.0e − 2,−3e − 3,2.0e − 3,0)T 
𝑅 Covariance of observation noise of 
IEAOB-1 
1.0e − 4 
𝑄 Covariance of process noise of 
IEAOB-1 
diag{1.0e − 7, 1.0e − 4, 1.0e − 7, 1.0e
− 7, 1.0e − 8, 5.0e − 7} 
𝑃0 Initial estimate covariance matrix of 
IEAOB-1 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e
− 4, 1.0e − 4, 1.0e − 4} 
𝐾1 Nocisia Observer gain 10 
𝐾2 Nocisia Observer gain 50 
𝑔𝑠𝑒𝑖𝑐  RTOB cutoff frequency 50rad/s 
𝐿 Observer gain for NDO 50 
3.8.2.2 Experimental results and analysis 
In this experiment, the haptic device makes two contacts with the environment. They 
occur during (5.7s, 8.2s) and (13.4s, 16.5s), respectively. The performance of 
IEAOB-1 when the haptic device is in free motion or in contact with environment is 
illustrated in Figures 3.30, 3.31 and 3.32, while the performances of the Nicosia 
observer, RTOB and NDO are shown in Figures 3.33, 3.34, 3.35, 3.36, 3.37 and 
3.38. 
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Figure 3.30.  End-effector position tracking performance using IEAOB-1  
 
Figure 3.31.  Estimation of the environment torque on joint-1 using IEAOB-1 
 
Figure 3.32. Parameter (𝑀�1, 𝑣�𝑣1, 𝑣�𝑐1) estimation performance of IEAOB-1. 
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Figure 3.33.  End-effector position tracking performance using Nicosia observer  
 
Figure 3.34.  Estimation of the environment torque on joint-1 using Nicosia observer 
 
Figure 3.35.  End-effector position tracking performance using RTOB  
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Figure 3.36.  Estimation of the environment torque on joint-1 using RTOB 
 
Figure 3.37.  End-effector position tracking performance using NDO  
 
Figure 3.38.  Estimation of the environment torque on joint-1 using NDO 
Figure 3.30 shows the end-effector position tracking and estimation performance of 
the IEAOB-1 during the run. Since the interaction between the environment and the 
end-effector of the haptic device occurs in the horizontal plane, only the positions in 
X and Z direction are affected. As expected, the actual position tracks the desired 
position when in free motion, but not when in contact with the environment. 
Meanwhile, the estimated position obtained by IEAOB-1 matches the actual position. 
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Figures 3.33, 3.35 and 3.37 illustrate position tracking and estimation performances 
of Nicosia observer, RTOB and NDO, respectively. As seen in these figures, the 
position estimation and tracking performances of the compared observers are similar 
to that of IEAOB-1. 
The estimate of the external torque acting on the haptic device with IEAOB-1 is 
given in Figure 3.31. The torque is estimated when the robot is in contact with a 
metal surface. As shown in Figure 3.31, when the position of the end effector does 
not follow the desired position, indicating the end effector is in contact with the 
environment, the estimated external torque begins to increase, and the result 
demonstrates the effectiveness of the force estimation portion of the algorithm. In 
comparison, Figures 3.34, 3.36, and 3.38 show the external torque estimation 
performances of Nicosia observer, RTOB and NDO, respectively. It is easy to see 
that the torques estimated by the compared observers are larger than that of the 
IEAOB-1. This is because the compared observers cannot update the dynamic 
parameters online. When the initial robot dynamic parameters and friction 
coefficients chosen for the compared observers are not real parameters, the estimated 
torques are actually the combination of the external torques and torques resulting 
from actual dynamic model and friction errors. In addition, the estimated torques by 
the compared observers in Figures 3.34, 3.36 and 3.38, also suffer from noise. 
Figure 3.32 shows the time-varying parameters 𝑀�1, 𝑣�𝑣1,𝑣�𝑐1 observed by the proposed 
IEAOB-1. As shown in this diagram, the estimated inertia 𝑀�1 quickly converges to 
around 5e-3 kgm2. Meanwhile, the viscous and Coulomb friction coefficients 𝑣�𝑣1, 𝑣�𝑐1 
for the first joint of the haptic device are updated online and eventually converge to 
around (-1.55e-3, 1.0e-3). Hence, the accurate dynamic model of the haptic device is 
identified in real-time. With these estimated friction coefficients, the estimated 
frictions can be calculated through (3.18), and then are utilized in the controller 
design to compensate for the real frictions in joints.  
Based on the analysis of the experimental results presented above, it is demonstrated 
that the proposed IEAOB based approach can achieve a better force tracking, force 
estimation and disturbance compensation for a nonlinear constrained robotic system 
in the presence of various internal and external disturbances. The success of IEAOB-
based method is attributed to the following factors. 
Contrary to non-adaptive robot dynamic models that use a fixed set of parameters 
that are no longer valid when the operating conditions change, the IEAOB-based 
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method has tuneable inertial parameters that need to be adjusted in real time for 
optimal performance, as shown in Figure 3.32. With the theory behind Kalman filter, 
it is relatively easy to select optimal values for entries in the process noise covariance 
matrix corresponding to the estimated states, and there are no significant 
performance losses for reasonable perturbations in tuned parameters. Secondly, the 
IEAOB-based method, as illustrated in Figure 3.32, estimates friction online and 
compensates for it in real time to ensure the good performance of the scheme, while 
the other compared force estimators do not fully compensate for the friction due to 
lack of adaptive inertial parameters and friction compensation. This will inevitably 
add some noise into the control signal, and results in poor performance. 
3.8.3 Experiment 2: IEAOB-1 VS Force sensor 
In this experiment, the estimated force from IEAOB-1 is compared to the actual 
force measured by a force sensor (FS03, Honeywell). Only the first joint of the 
haptic device is used for position tracking and force estimation. The second and third 
joints are set to zero. The desired angular position trajectories for the first joint is 
assumed to be a sine wave signal: 𝑞𝑖 = 0.6sin(𝑡). The sample time in the experiment 
is set to 𝑇𝑠 = 1.0 × 10−3𝑠. For the environment, a stiff metal structure is used; the 
hard object representing the environment is placed around point (-3.4, 0, -3.9) cm in 
the Cartesian space. 
3.8.3.1 Selection of the controller and IEAOB-1 initial condition 
The controller and controller gains and the initial condition for IEAOB-1 are selected 
to be the same as Experiment 1. Since dynamic parameters and friction coefficients 
are identified in Experiment 1, IEAOB-1 in this experiment directly uses these values 
as the initial states. 
3.8.3.2 Experimental results and analysis 
Figure 3.39 illustrates the end-effector position tracking and estimation performance 
of the IEAOB-1. Similar to Experiment 1, only the positions in X and Z direction are 
affected.  It can be seen from these diagrams that for IEAOB-1, the desired position 
is tracked by the actual position when in free motion, while a non-zero environment 
torque is applied to the haptic device, the position tracking cannot be achieved. 
Figure 3.40 indicates the external torque estimation performance of the IEAOB-1. 
The estimated torque is compared to the actual torque measured by the force sensor 
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(FS03, Honeywell). Considering that joint-1 rotates in horizontal plane whilst joint-2 
and joint-3 rotate in vertical plane; the external horizontal force just affects the 
motion of joint-1 of the haptic device. Hence, the external torque applied to the end-
effector just works in joint-1. Hence, the external torque on joint-1 is estimated and 
used for comparison. From Figure 3.40, when the robot is in free motion, the torque 
estimated by the IEAOB-1 remains zero, but there is some zero force offset 
(0.05N*m) for the force sensor. During the contact, the measured torque can be 
recovered by the torque estimated by IEAOB-1. 
 
Figure 3.39.  End-effector position tracking performance using IEAOB-1  
 
Figure 3.40.  Estimation of the environment torque on joint-1 using IEAOB-1 
3.8.4 Experiment 3: IEAOB-N VS IEAOB-1 
In this experiment, the external force estimated by the higher order IEAOB and the 
first-order IEAOB are compared. For this purpose, the dynamic parameters and 
friction coefficients of the haptic device are selected to the ones identified by 
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IEAOB-1 in the first experiment. As higher order IEAOB, the IEAOB-2 and 
IEAOB-3 are selected. Considering that the algorithm is computing intensive, only 
the first joint of the haptic device is used to do the position tracking and force 
estimation. Meanwhile, in order to maintain the consistency with Experiment-1 for 
force estimation, the external torque on the end-effector is estimated and used to do 
the comparison. The desired angular position trajectory for the first joint is assumed 
to be a sine wave signal: 𝑞𝑖 = 0.5sin(𝑡), while the angles of the second and third 
joints are set to zero. The sample time for this experiment is set to 𝑇𝑠 = 1.0 × 10−3𝑠. 
As the environment, an active nonlinear torque in the form of a square wave with an 
amplitude 0.8 N*m for 60% and amplitude 0 Nm for 40% is applied to the end-
effector of the haptic device in horizontal plane.  
3.8.4.1 Selection of the controller and IEAOB-N initial condition 
The controller and controller gains in this experiment are the same as the first 
experiment. The IEAOB-N parameters for Experiment 3 are shown in Table 3.5. 
Table 3.5 Parameters for Experiment 3 
Parameter Meaning Value 
𝑋1 Initial system state vector of 
IEAOB-1 
(0.032,0,1.0e − 2,−3e − 3,2.0e − 3,0)T 
𝑅1 Covariance of observation noise of 
IEAOB-1 
1.0e − 4 
𝑄1 Covariance of process noise of 
IEAOB-1 
diag{1.0e − 7, 1.0e − 4, 1.0e − 7, 1.0e
− 7, 1.0e − 8, 5.0e − 7} 
𝑃01 Initial estimate covariance matrix of 
IEAOB-1 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e
− 4, 1.0e − 4, 1.0e − 4} 
𝑋2 Initial system state vector of 
IEAOB-2 
(0.032,0,1.0e − 2,−3e − 3,2.0e − 3,0,0)T 
𝑅2 Covariance of observation noise of 
IEAOB-2 
1.0e − 4 
𝑄2 Covariance of process noise of 
IEAOB-2 
diag{1.0e − 7, 1.0e − 4, 1.0e − 7, 1.0e
− 7, 1.0e − 8, 1.0e − 6, 1.0e
− 8} 
𝑃02 Initial estimate covariance matrix of 
IEAOB-2 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e
− 4, 1.0e − 4, 1.0e − 4, 1.0e
− 4} 
𝑋3 Initial system state vector of 
IEAOB-3 
(0.032,0,1.0e − 2,−3e − 3,2.0e − 3,0,0,0)T 
𝑅3 Covariance of observation noise of 
IEAOB-3 
1.0e − 4 
𝑄3 Covariance of process noise of 
IEAOB-3 
diag{1.0e − 7, 1.0e − 4, 1.0e − 7, 1.0e
− 7, 1.0e − 8, 1.0e − 6, 1.0e
− 8, 1.0e − 8} 
𝑃03 Initial estimate covariance matrix of 
IEAOB-3 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e
− 4, 1.0e − 4, 1.0e − 4, 1.0e
− 4, 1.0e − 4} 
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3.8.4.2 Experimental results and analysis 
The position tracking and external force estimation performances for the IEAOB-1, 
2, 3 are shown in Figures 3.41 and 3.42. 
 
Figure 3.41a.  End-effector position tracking performance in X direction using IEAOB-1,2,3  
 
Figure 3.41b.  End-effector position tracking performance in Z direction using IEAOB-1,2,3  
 
Figure 3.42.  Estimation of the environment torque on joint-1 using IEAOB-1,2,3 
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Figures 3.41a and 3.41b illustrate the end-effector position tracking and estimation 
performance of the IEAOB-1, 2, 3. As the interaction between the environment and 
the end-effector of the haptic device occurs in horizontal plane, only positions in X 
and Z direction are affected.  It is clear from these diagrams that for all IEAOB-1, 2, 
3, the desired position is tracked by the actual position when in free motion. When 
the active external torque is applied to the haptic device, the position tracking cannot 
be achieved. Hence, it can be concluded that position tracking and estimation 
performances are maintained as the order of the IEAOB is increased. This indicates 
that the stability of the system is not affected with the increment of the IEAOB order. 
Figure 3.42 shows the external torque estimation performance of the IEAOB-1, 2, 3. 
In this experiment, the active external torque is applied to the end-effector of the 
haptic device in horizontal plane. Considering that joint-1 rotates in horizontal plane 
while joint-2, 3 rotate in vertical plane, the external horizontal force just affects the 
motion of joint-1 of the haptic device. Hence, the external torque applied to the end-
effector is actually just works in joint-1; only the external torque on joint-1 is 
estimated and used for comparison. It can be inferred from the analysis of the result 
in Figure 3.42 that increasing the IEAOB order increases the capability to track a 
nonlinear external force.  
However, while the external force tracking performance is improved as the order of 
IEAOB is raised, the computational cost increases as well. Hence, the optimal order 
for the IEAOB should be selected to balance the computational cost and force 
tracking performance improvement for a nonlinear constrained robot. 
3.9 Summary 
In this chapter, an Extended Active Observer (EAOB) based adaptive approach for 
the control of a nonlinear robotic system using force estimation instead of actual 
force measurement was proposed. The theoretical analysis and simulation results 
showed the ability of the technique to simultaneously estimate position, velocity, 
parameter and force based on measured position in the presence of measurement 
noise and parameter variation in a nonlinear robotic manipulator. Furthermore, an 
enhanced algorithm for the EAOB, called IEAOB, was developed to deal with the 
friction problems in a robotic system and accordingly improved the force estimation 
performance of the proposed IEAOB. Meanwhile, the higher order IEAOB (or 
IEAOB-N) was proposed and studied. A theoretical analysis of the proposed 
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IEAOB-N has shown stability for the nonlinear robot. The simulation and 
experimental results suggested that this algorithm was stable through contact, and the 
merits of this algorithm were demonstrated. In an IEAOB, the internal disturbances, 
such as robot inertial parameter variations and the unmodeled dynamics, are 
compensated for in real time, ensuring accurate force estimation. This makes the 
proposed observer more reliable and effective in real world applications compared to 
others. The proposed observer also takes into account the effect of the external 
disturbances on the system performance, such as measurement noise and frictions, 
and eliminates them effectively. Finally, the capability to track nonlinear external 
forces increases as the order of the IEAOB increases. 
After presenting the newly developed observers (EAOB and IEAOB) for 
simultaneous external force estimation and various disturbance suppression in this 
Chapter, the next chapter will begin to present the theory behind the innovative 
adaptive observer-based nonlinear bilateral teleoperation algorithm developed in this 
work, in which these observers are employed to estimate the operator or environment 
rendered force and suppress different kinds of disturbances. 
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4 ADAPTIVE CONTROL OF NONLINEAR BILATERAL 
TELEOPERATION SYSTEMS UNDER TIME VARYING DELAYS 
4.1 Introduction 
The field of teleoperation has received a significant amount of interest due to its 
potential application in diverse fields such as space exploration, underwater 
operation, tele-surgery, etc. Although teleoperation systems have been successfully 
utilized in numerous realistic applications, theoretically, there are many outstanding 
gaps in modelling and control of teleoperation systems that significantly limit their 
performance, and jeopardize their stability.  
The largely unknown dynamics of the operator and the remote environment, 
affecting the global control loop are among the most critical obstacles in developing 
effective and satisfactory teleoperation systems. Due to these unknown dynamics, the 
force applied by the human operator and the reaction force of environment could be 
of linear or nonlinear forms that cannot be modelled in advance. As well known, 
force feedback is a key element in bilateral teleoperation. It is what allows the 
operator to have a sense of presence at the remote environment. The force feedback 
assists operator to manipulate the remote environment more effectively. For 
example, in remote surgery, a surgeon can apply excessive force with the surgical 
tools and potentially injure a patient. Force feedback traditionally requires force 
sensors that in turn can add to the cost and complexity of the process by introducing 
measurement noise. In order to overcome such challenges, force observers or 
disturbance observers have been developed for teleoperation systems [5-12] to 
estimate the contact force. This removes the need for a force sensor, and therefore 
reduces the hardware complexity of the robotic system. All previously reported force 
observers, however, can effectively estimate the contact force only in the absence of 
disturbance. Meanwhile, a non-linear tele-operation system can work effectively 
when both accurate dynamic models define the master and slave robots but robotic 
systems are subject to internal and external disturbances, which are difficult to 
model.  Such disturbances, when unaccounted for, can make on-line adaptive 
identification and control of the dynamic robot system a difficult task.  
In addition to the unknown dynamics of the environment and the operator, the 
communication channel between the master and slave in a teleoperation system is 
affected by time-delay, which, in turn, can destabilize the system. This is especially 
true in some applications of teleoperation systems such as space exploration and 
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underwater construction, where the communication takes place over large distances 
or limits data transfer between the local and the remote sites and this inevitably 
results in substantial delay between the time a command is sent by the operator and 
the time the command is executed by the remote manipulator, and the same is true 
for the reflected interaction.  
In order to overcome these challenges, three teleoperation approaches are presented 
in this chapter. For the first approach (an EAOB-based force-position teleoperation 
architecture), it mainly deals with the problems of force/position tracking, external 
force estimation, and parameter variation in the absence of the communication delay. 
For the second one (an IEAOB-based four channel teleoperation architecture), it 
further considers the friction in the robot dynamical model, utilizes all the four 
signals (position signals at the master and slave sides, operator and environment 
rendered forces) to design the teleoperation approach in order to achieve perfect 
transparency in the absence of delays.  For the third one (an IEAOB-based 
force/position teleoperation architecture), it also considers communication delay and 
friction issues into account, while handling all the major control problems mentioned 
above in the teleoperation systems. For the first and third approaches, through the 
combination of the IEAOB and classical force-position teleoperation architecture, an 
innovative force-position architecture with hardware requirements of a position-
position architecture that provides the benefits of a classical force-position 
architecture is developed. In this architecture, the inputs of the master and slave 
controllers and all the transmitted signals between the master and the slave 
manipulators are obtained by the observers (EAOB and IEAOB). The proposed 
architecture deploys a force controller at the master side, responsible for transmitting 
the reflected slave forces to the master manipulator. The master states (position, 
velocity, and acceleration) are transmitted to the slave side for tracking of the master 
trajectory by the slave. The environmental force acting on the slave is transmitted 
back to the master side. For the second approach, the conventional four channel 
teleoperation architecture with the estimated position, velocity, acceleration and 
force signals by the proposed IEAOB is studied. The classical four channel 
architecture can achieve the ideal transparency only with ideal condition which does 
not cope with robot dynamical model error or friction. The proposed IEAOB-based 
four channel teleoperation approach can estimate dynamical model parameters and 
friction and compensate for dynamical model error and friction. 
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Prior to presenting the new teleoperation algorithms, the classical position-position, 
force-position and four channel teleoperation architectures are revisited briefly. 
Meanwhile, the stabilities of all the three approaches are analysed and verified after 
introducing them. Finally, the three proposed teleoperation algorithms are validated 
through computer simulation. 
4.2 Bilateral teleoperation 
For achieving the ideal response (2.4), a number of teleoperation control 
architectures are proposed in the literature including position-force (i.e. position 
control at the master side and force control at the slave side), force-position, position-
position, force-force and four channel architectures. Among them, the most common 
bilateral teleoperation approaches are position-position, force-position and four 
channel architectures. In this section, these three architectures are introduced, and 
their transparencies are discussed. 
4.2.1 Position-Position architecture 
A position-position, also called position-error based, teleoperation architecture is 
depicted in Figure 4.1 [156]. 𝑍ℎ and 𝑍𝑒 denote dynamic characteristics of the human 
operator’s hand and the remote environment, respectively; 𝑍𝑚 and 𝑍𝑠 represent the 
dynamic characteristics of the master robot and the slave robot, respectively; 𝐶𝑚 and 
𝐶𝑠 are the controllers at the master side and the slave side, respectively; 𝐹ℎ and 𝐹𝑒 
denote the forces rendered by the human operator’s hand and the remote 
environment, respectively; 𝑋𝑚  and 𝑋𝑠  are the positions (may including velocities, 
accelerations) at the master side and the slave side, respectively. 
 
Figure 4.1 Position-position teleoperation architecture. 
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As seen in Figure 4.1, the position states of both the master and slave are transmitted 
across the communication channel, both the master and slave would have local 
position tracking controllers, whose goals are to ensure that each manipulator tracks 
the other [32]. The main advantage of these approaches is their ability to provide a 
measure of contact force without requiring any force sensor in the system [24,25]. 
This is achieved by merely by minimizing the difference between the master and the 
slave positions, thus reflecting a force proportional to this difference to the user once 
the slave makes contact with an object. In an ideal case, if the slave perfectly tracks 
the master while in free motion, there would be no tracking error signal transmitted 
to the operator, and hence there is no perception of any environment force from the 
slave side. If the slave were in contact with an environment, the slave tracking error 
signal would increase. According to Figure 4.1, the hybrid matrix for this position-
position teleoperation architecture can be calculated as  
 
𝑇𝑝𝑝 = �
𝑇𝑝𝑝11   𝑇𝑝𝑝12
𝑇𝑝𝑝21   𝑇𝑝𝑝22
� = �
𝑍𝑚 + 𝐶𝑚𝑍𝑠/(𝑍𝑠 + 𝐶𝑠) 𝐶𝑚/(𝑍𝑚 + 𝐶𝑚)
−𝐶𝑠/(𝑍𝑠 + 𝐶𝑠) 1/(𝑍𝑠 + 𝐶𝑠)
�.                    (4.1) 
It is obvious from (4.1) that 𝑇𝑝𝑝11 = 𝑍𝑚 +
𝐶𝑚𝑍𝑠
𝑍𝑠+𝐶𝑠
≠ 0,𝑇𝑝𝑝12 =
𝐶𝑚
𝑍𝑚+𝐶𝑚
≠ 1. 
According to the ideal transparency analysis in Section 2.3.2, it is clear that these 
methods suffer from a distorted perception in free-motion condition (𝑇𝑝𝑝11 ≠ 0). 
This means that in the absence of a slave-side force sensor, control inaccuracies (i.e., 
nonzero position errors) lead to proportional force feedback to the user even when 
the slave is not in contact with the environment. Meanwhile, it is also shown that this 
architecture suffers from non-ideal force tracking even when the slave is in contact 
with the environment (𝑇𝑝𝑝12 ≠ 1) [32,157]. 
4.2.2 Force-Position architecture 
A force-position, also called direct force reflection, teleoperation architecture is 
shown in Figure 4.2 [156]. The symbols used in Figure 4.2 are the same as those in 
Figure 4.1. 
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 Figure 4.2 Force-position teleoperation architecture 
 
As seen in Figure 4.2, the force-position architecture typically involves an impedance 
controller (𝑍𝑚−1) at the master side, allowing the designer to specify a closed loop 
desired impedance for the master manipulator [32,158]. This impedance controller is 
also responsible for transmitting the reflected slave forces to the master manipulator. 
At the slave side, the position controller (𝑍𝑠−1) is designed to track the position signal 
transmitted from the master side. As for the signal transition in the communication 
channel, the master states (position, velocity, and perhaps acceleration) are 
transmitted to the slave side for tracking of the master trajectory by the slave. The 
environmental force acting on the slave is transmitted back to the master side. In the 
ideal case of this architecture where there is no time delay, the master operator would 
experience the same interaction with the environment as the slave manipulator [32]. 
According to Figure 4.2, the hybrid matrix for this force-position teleoperation 
architecture can be calculated as  
 
𝑇𝜕𝑝 = �
𝑇𝜕𝑝11   𝑇𝜕𝑝12
𝑇𝜕𝑝21   𝑇𝜕𝑝22
� = �
𝑍𝑚 1
−𝐶𝑠/(𝑍𝑠 + 𝐶𝑠) 1/(𝑍𝑠 + 𝐶𝑠)
�.                    (4.2) 
 
It is obvious from (4.2) that 𝑇𝜕𝑝11 = 𝑍𝑚 ≠ 0,𝑇𝜕𝑝12 = 1.  According to the ideal 
transparency analysis in Section 2.3.2, and compared to position-position 
teleoperation architecture, perfect force tracking is attained in force-position 
teleoperation architecture (𝑇𝜕𝑝12 = 1). Furthermore, the distorted perception in free-
motion condition is largely decreased by using force-position teleoperation 
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architecture ( 𝑇𝜕𝑝11 = 𝑍𝑚 < 𝑇𝑝𝑝11 = 𝑍𝑚 +
𝐶𝑚𝑍𝑠
𝑍𝑠+𝐶𝑠
). While the force-position 
teleoperation architecture proves to be better than the position-position teleoperation 
architecture, both methods could not obtain ideal position tracking response and 
slave stiffness (𝑇𝜕𝑝21 ≠ −1,𝑇𝜕𝑝22 ≠ 0 and  𝑇𝑝𝑝21 ≠ −1,𝑇𝑝𝑝22 ≠ 0). Moreover, this 
method requires a force sensor to measure the interactions between the slave and the 
environment. The use of these sensors can increase the complexity of the 
implementation process, as they are costly and tend to provide noisy measurements 
[159]. As a result, one of the aims of the work presented in this thesis is to develop a 
new teleoperation architecture with the hardware requirements of a position-position 
architecture that provides the benefits of a force-position architecture. 
4.2.3 Four channel teleoperation architecture 
Figure 4.3 depicts a general four channel teleoperation architecture [156]. The 
symbols used in Figure 4.3 are the same as those in Figure 4.1. 
 
Figure 4.3 Four channel teleoperation architecture. 
In this architecture, both the force and position signals at the master and slave sides 
are utilized to design the controllers. At the master side, the position signals 
(position, velocity, and acceleration) are transmitted to the slave side though a 
compensator (𝐶𝟏 ) while the operator force is sent to the slave side though a 
compensator (𝐶𝟑). Similarly, at the slave side, the slave position signals are sent to 
the master robot though a compensator (𝐶𝟒), and the environmental force acting on 
the slave is transmitted back to the master side through a compensator (𝐶𝟐). The 
compensators (𝐶𝟓,𝐶𝟔) constitute local force feedback at the slave side and the master 
side, respectively. Through appropriate selection of these compensators in Figure 
4.3, this four channel teleoperation architecture can be changed to the two 
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teleoperation structures described in Section 4.2.1 and 4.2.2.  According to Figure 
4.3, the hybrid matrix for this four channel teleoperation architecture can be 
calculated as 
𝑇𝜕𝑝 = �
𝑇𝜕𝑝11   𝑇𝜕𝑝12
𝑇𝜕𝑝21   𝑇𝜕𝑝22
� =
� [
(𝑍𝑠 + 𝐶𝑠)(𝑍𝑚 + 𝐶𝑚) + 𝐶1𝐶4]/𝐷 [(𝑍𝑠 + 𝐶𝑠)𝐶2 − (1 + 𝐶5)𝐶4]/𝐷
−[(𝑍𝑚 + 𝐶𝑚)𝐶3 + (1 + 𝐶6)𝐶1]/𝐷 −[𝐶2𝐶3 − (1 + 𝐶5)(1 + 𝐶6)]/𝐷
�,                    
(4.3) 
where D = −C3C4 + (Zs + Cs)(1 + C6).  In contrast to the two 2-channel 
architectures, a sufficient number of parameters in the 4-channel control architecture 
enable it to achieve ideal transparency. According to the ideal transparency analysis 
in Section 2.3.2, when the compensators (𝐶1,𝐶2,𝐶3,𝐶4,𝐶𝟓,𝐶𝟔)  are selected as 
follows: 
𝐶1 = 𝑍𝑠 + 𝐶𝑠,             𝐶2 = 1 + 𝐶6,                                     (4.4a) 
𝐶4 = −𝑍𝑚 − 𝐶𝑚,          𝐶3 = 1 + 𝐶5,                                   (4.4b) 
the ideal transparency conditions are fully met. However, in practice, the ideal 
transparency conditions are difficult to meet exactly due to the noise that would be 
introduced into the system by the acceleration terms, which affects the teleoperation 
transparency and more importantly, the stability of an already critically stable 
system. Fortunately, the presence of local force feedback loop in the four channel 
control architecture gives extra degrees of freedom to achieve the ideal transparency 
and stabilize an otherwise unstable system. Therefore, in this thesis, the four channel 
teleoperation architecture with the estimated position, velocity, acceleration and 
force signals by the proposed IEAOB is studied. 
4.3 EAOB-based controller for bilateral teleoperation without time delay 
In this section, an innovative force-position architecture based control approach, 
achieved by using the EAOB estimated signals in communication channels and 
controller design, is proposed, as illustrated in Figure 4.4. In this approach, the force 
signal and system states (position and velocity) are estimated by the EAOB and 
transmit between the master and slave sides. Since the approach takes into account 
robot inertial parameter variation and measurement noise, their effects on the control 
system are effectively eliminated.  
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The approach is explained by initially presenting the teleoperation system dynamic. 
Then, the EAOB based control laws for the master and slave sides are developed. 
Following that, the stability of the entire teleoperation system is verified. Finally, the 
simulation for the proposed approach is presented. 
Figure 4.4. Block diagram of the entire teleoperation system 
4.3.1 Dynamics of a teleoperation system  
Based on the teleoperation system dynamics in Equation (2.2), the nonlinear 
dynamical model of a teleoperation system in the joint space is formulated as 
 
𝑀𝑚(𝑞𝑚,𝜃𝑚)?̈?𝑚 + 𝑉𝑚(𝑞𝑚, ?̇?𝑚,𝜃𝑚)?̇?𝑚 + 𝑔𝑚(𝑞𝑚,𝜃𝑚) = 𝑇𝑚 + 𝑇ℎ,                   (4.5a) 
𝑀𝑠(𝑞𝑠, 𝜃𝑠)?̈?𝑠 + 𝑉𝑠(𝑞𝑠, ?̇?𝑠,𝜃𝑠)?̇?𝑠 + 𝑔𝑠(𝑞𝑠, 𝜃𝑠) = 𝑇𝑠 − 𝑇𝑒 ,                               (4.5b) 
 
where ?̈?∗, ?̇?∗, 𝑞∗ (∗ = m or s) are angular acceleration, angular velocity and angular 
position signals, 𝑀∗(𝑞∗,𝜃∗) is the inertia matrix, 𝑉∗(𝑞∗, ?̇?∗,𝜃∗) is the vector of Coriolis 
and centripetal terms, 𝑔∗(𝑞∗,𝜃∗) is the gravity torque, 𝑇∗  are input torques of the 
controllers, 𝜃∗  represent inertial robotic parameters, and 𝑇ℎ,𝑇𝑒  correspond to the 
torques exerted by the human operator and the environment, respectively.  
Given that the control design is preferred using the acceleration, velocity, position, 
and force signals in the robot task space, the dynamic model in Equation (4.5) will be 
further explored. The relationship between the end effector coordinates and joint 
angles can be expressed through forward kinematics. Meanwhile, the reaction 
torques 𝑇ℎ, and 𝑇𝑒 from the operator and environment are also related to the reaction 
force 𝑓ℎ ,𝑓𝑒 at the end effector through the master and slave manipulator Jacobian, 
respectively. That is, 
 
𝑇ℎ = 𝐽𝑚𝑇 (𝑞𝑚)𝑓ℎ,                                                                           (4.6a) 
𝑇𝑒 = 𝐽𝑠𝑇(𝑞𝑠)𝑓𝑒 ,                                                                             (4.6b) 
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where 𝐽∗(𝑞∗), (∗= 𝑚/𝑠) is the manipulator Jacobian matrix.  
Thus, the dynamics of the system (4.5) can be expressed in term of acceleration in 
state space form as 
�?̇?𝑚?̈?𝑚
� = �
?̇?𝑚
𝑀𝑚−1(𝑞𝑚,𝜃𝑚)(−𝑉𝑚(𝑞𝑚, ?̇?𝑚,𝜃𝑚)?̇?𝑚 − 𝑔𝑚(𝑞𝑚,𝜃𝑚) + 𝑇𝑚 + 𝐽𝑚𝑇 (𝑞𝑚)𝑓ℎ)
�.  
(4.7a) 
�?̇?𝑠?̈?𝑠
� = �
?̇?𝑠
𝑀𝑠−1(𝑞𝑠,𝜃𝑠)(−𝑉𝑠(𝑞𝑠, ?̇?𝑠,𝜃𝑠)?̇?𝑠 − 𝑔𝑠(𝑞𝑠, 𝜃𝑠) + 𝑇𝑠 − 𝐽𝑠𝑇(𝑞𝑠)𝑓𝑒)
�.                                        
(4.7b) 
4.3.2 EAOB based master and slave controllers 
Using inverse dynamics [160], combined with the estimated signals from EAOB in 
Chapter 3, the driving torque for the master manipulator is proposed as 
𝑇𝑚 = 𝑀𝑚�𝑞�𝑚,𝜃�𝑚�𝑎𝑚 + 𝑉𝑚�𝑞�𝑚, 𝑞�̇𝑚,𝜃�𝑚�𝑞�̇𝑚 + 𝑔𝑚�𝑞�𝑚,𝜃�𝑚� − 𝐽𝑚𝑇 (𝑞�𝑚)𝑓ℎ,      (4.8a) 
where  𝑎𝑚 is the control law, and 𝑓ℎ is estimated operator force. 
Similarly, the driving torque for the slave manipulator is designed as 
𝑇𝑠 = 𝑀𝑠�𝑞�𝑠,𝜃�𝑠�𝑎𝑠 + 𝑉𝑠�𝑞�𝑠, 𝑞�̇𝑠,𝜃�𝑠�𝑞�̇𝑠 + 𝑔𝑠�𝑞�𝑠,𝜃�𝑠� + 𝐽𝑠𝑇(𝑞�𝑠)𝑓𝑒 ,                (4.8b) 
where  𝑎𝑠 is the control law,  and 𝑓𝑒 is the estimated environment force.  
There are different options available for the control law 𝑎∗ (∗= 𝑚/𝑠) at the master 
and slave sides. 
4.3.2.1 Force controller at the master side 
In this work, the master robot manipulator of the teleoperation system is controlled to 
track a given operator’ force 𝑓ℎ , assigned in the joint space. Thus, in order to 
eliminate the force error at steady state, an integral action on the force error is 
introduced. Furthermore, an inner loop on the end-effector position is added. Hence, 
the new control input in Equation (4.8a) is chosen as  
𝑎𝑚 = −𝐾𝑚𝑖𝑞�̇𝑚 + 𝐾𝑚𝑝�𝑞𝜕 − 𝑞�𝑚�,                                           (4.9a) 
where 
𝑞𝜕 = 𝐾𝑚𝑐𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒� + 𝐾𝑚𝑖𝑐 ∫ 𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�𝑑𝜏
𝑡
0 ,                 (4.9b) 
and 𝐾𝑚𝑖 ,𝐾𝑚𝑝,𝐾𝑚𝑐, and 𝐾𝑚𝑖𝑐 are force controller gain matrices. 
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4.3.2.2 Position controller at the slave side 
The slave robot manipulator of the teleoperation system is controlled to track the 
trajectory of the master robot manipulator 𝑞𝑚, and a position control scheme of PD 
type is chosen as the control method. Thus, the new control input in Equation (4.8b) 
is chosen as 
𝑎𝑠 = 𝑞�̈𝑚 + 𝐾𝑠𝑖�𝑞�̇𝑚 − 𝑞�̇𝑠� + 𝐾𝑠𝑝(𝑞�𝑚 − 𝑞�𝑠),                                    (4.10) 
where 𝑞�̈𝑚 is the estimated acceleration of the master manipulator, 𝑞�̇∗ and 𝑞�∗ (∗= 𝑚/
𝑠) are estimated velocity and position signals of the master/slave manipulator, and 
𝐾𝑠𝑖 and 𝐾𝑠𝑝 are position controller gain matrices. 
4.3.3 Stability analysis of the teleoperation system 
A teleoperation system consists of five interconnected parts: operator, master device, 
communication channel, slave robot, and the environment. Since the operator and the 
environment are commonly assumed to be passive, they are stable. Furthermore, the 
communication between the master and salve sides is assumed to be ideal in this 
work, so it is also stable. Therefore, one will show that under the proposed control 
laws and EAOB the master and slave sides are stable using Theorem 4.1 in order to 
ensure the stability of the entire teleoperation system. 
Theorem 4.1 In the teleoperation system described by equations (4.7) with the 
control laws (4.8)-(4.10) and the EAOB (3.7)-(3.8), the velocities ?̇?𝑚, ?̇?𝑠 and position 
error 𝑞𝑚 − 𝑞𝑠 are bounded (?̇?𝑚, ?̇?𝑠, 𝑞𝑚 − 𝑞𝑠 ∈ 𝐿2 ∩ 𝐿∞), provided that 
1. 𝑀𝑚�𝑞�𝑚,𝜃�𝑚�,𝑀𝑠�𝑞�𝑠, 𝜃�𝑠�, 𝐽𝑚(𝑞�𝑚) and 𝐽𝑠(𝑞�𝑠) are positive definite matrices, 
2. 𝑓ℎ, 𝑓𝑒 are bounded and continuous, 
3. 𝐾𝑠𝑖, 𝐾𝑠𝑝,𝐾𝑚𝑖,𝐾𝑚𝑝,𝐾𝑚𝑐 , and 𝐾𝑚𝑖𝑐 are bounded and positive definite matrices, 
4. 𝛼1𝐼 ≤ 𝑄𝑚(𝑡) ≤ 𝛼2𝐼, 𝛽1𝐼 ≤ 𝑄𝑠(𝑡) ≤ 𝛽2𝐼, 
5. 𝛼3𝐼 ≤ 𝑅𝑚(𝑡) ≤ 𝛼4𝐼, 𝛽3𝐼 ≤ 𝑅𝑠(𝑡) ≤ 𝛽4𝐼, 
6. The following is true: 
𝛼5𝐼 ≤ � [𝐹𝑚23(𝜏) 𝐹𝑚24(𝜏)]𝑇
𝑡+𝜎
𝑡
[𝐹𝑚23(𝜏) 𝐹𝑚24(𝜏)]𝑑𝜏 ≤ 𝛼6𝐼, 
where 𝐹𝑚23(𝜏)  and 𝐹𝑚24(𝜏) are evaluated along 𝑋�𝑚  and ?̇?𝑚23(𝜏)  and ?̇?𝑚24(𝜏)  are 
bounded, with 
𝐹𝑚23(𝜏) = �−𝑀�𝑚−1𝐽𝑚𝑇 �𝑖𝑖𝑎𝑛𝑔 𝑋�  𝑚 , 
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𝐹𝑚24(𝜏) = �−𝑀�𝑚−1(
𝜕𝑀�𝑚
𝜕𝜃�𝑚
𝑞�̈𝑚 +
𝜕𝑉�𝑚𝑞�̇𝑚
𝜕𝜃�𝑚
+
𝜕𝑔�𝑚
𝜕𝜃�𝑚
)�
𝑖𝑖𝑎𝑛𝑔 𝑋�𝑚 
, 
for some positive constants 𝛼1,𝛼2,𝛼3,𝛼4,𝛼5,𝛼6,𝜎 and all 𝑡 > 𝑡0, 
7. The following is true: 
𝛽5𝐼 ≤ � [𝐹𝑠23(𝜏) 𝐹𝑠24(𝜏)]𝑇
𝑡+𝜎
𝑡
[𝐹𝑠23(𝜏) 𝐹𝑠24(𝜏)]𝑑𝜏 ≤ 𝛽6𝐼, 
where 𝐹𝑠23(𝜏)  and 𝐹𝑠24(𝜏) are evaluated along 𝑋�𝑠  and ?̇?𝑠23(𝜏)  and ?̇?𝑠24(𝜏)  are 
bounded, with 
𝐹𝑠23(𝜏) = �𝑀�𝑠−1𝐽𝑠𝑇�𝑖𝑖𝑎𝑛𝑔 𝑋�  𝑠 , 
𝐹𝑠24(𝜏) = �−𝑀�𝑠−1(
𝜕𝑀�𝑠
𝜕𝜃�𝑠
𝑞�̈𝑠 +
𝜕𝑉�𝑠𝑞�̇𝑠
𝜕𝜃�𝑠
+
𝜕𝑔�𝑠
𝜕𝜃�𝑠
)�
𝑖𝑖𝑎𝑛𝑔 𝑋�𝑠 
, 
for some positive constants 𝛽1,𝛽2,𝛽3,𝛽4,𝛽5,𝛽6,𝜎 and all 𝑡 > 𝑡0. 
Proof:  Define 
𝑇 = 𝑞𝑚 − 𝑞𝑠, ?̈?�∗ = ?̈?∗ − ?̈?�∗, ?̇?�∗ = ?̇?∗ − ?̇?�∗, 𝑞�∗ = 𝑞∗ − 𝑞�∗,𝜃�∗ = 𝜃∗ − 𝜃�∗,𝑓̇̃ℎ/𝑒
= 𝑓ℎ̇/𝑒 − 𝑓̇̂ℎ/𝑒 , 
where ∗= 𝑚/𝑠. If conditions 4,5,6,7 of the Theorem are satisfied, according to 
Theorem 3.1, 𝑞�𝑚, ?̇?�𝑚,𝜃�𝑚,𝑓ℎ , 𝑞�𝑠, ?̇?�𝑠,𝜃�𝑠,𝑓𝑒 ∈ 𝐿2 ∩ 𝐿∞. 
1) We first consider the master side, and show that ?̈?𝑚, ?̇?𝑚, 𝑞𝑚 ∈ 𝐿2 ∩ 𝐿∞. 
The master system is given by 
𝑇𝑚 = 𝑀𝑚(𝑞𝑚,𝜃𝑚)?̈?𝑚 + 𝑉𝑚(𝑞𝑚, ?̇?𝑚,𝜃𝑚)?̇?𝑚 + 𝑔𝑚(𝑞𝑚,𝜃𝑚) − 𝐽𝑚𝑇 (𝑞𝑚)𝑓ℎ =
𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚)𝑥𝑘,                (4.11) 
where 𝑥𝑘 = [𝜃𝑚,𝑓ℎ]𝑇, and the master controller is given by 
𝑇𝑚 = 𝑀𝑚�𝑞�𝑚,𝜃�𝑚� �−𝐾𝑚𝑖𝑞�̇𝑚 − 𝐾𝑚𝑝𝑞�𝑚 + 𝐾𝑚𝑝(𝐾𝑚𝑐𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�
+ 𝐾𝑚𝑖𝑐 � 𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�𝑑𝜏
𝑡
0
)� + 𝑉𝑚�𝑞�𝑚, 𝑞�̇𝑚,𝜃�𝑚�𝑞�̇𝑚 + 𝑔𝑚�𝑞�𝑚,𝜃�𝑚�
+ 𝐽𝑚𝑇 (𝑞�𝑚)𝑓ℎ
= 𝑌1�𝑞�𝑚, 𝑞�̇𝑚, ?̈?𝑚�𝑥�𝑘
+ 𝑀𝑚�𝑞�𝑚,𝜃�𝑚� �−?̈?𝑚 − 𝐾𝑚𝑖𝑞�̇𝑚 − 𝐾𝑚𝑝𝑞�𝑚
+ 𝐾𝑚𝑝(𝐾𝑚𝑐𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒� + 𝐾𝑚𝑖𝑐 � 𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�𝑑𝜏
𝑡
0
)�. 
Then, one can get 
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𝑀𝑚�𝑞�𝑚,𝜃�𝑚� �−?̈?𝑚 − 𝐾𝑚𝑖𝑞�̇𝑚 − 𝐾𝑚𝑝𝑞�𝑚 + 𝐾𝑚𝑝(𝐾𝑚𝑐𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�
+ 𝐾𝑚𝑖𝑐 � 𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�𝑑𝜏
𝑡
0
)�
= 𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚)𝑥𝑘 − 𝑌1�𝑞�𝑚, 𝑞�̇𝑚, ?̈?𝑚�𝑥�𝑘, 
which gives us: 
𝐾𝑚𝑝 �𝐾𝑚𝑐𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒� + 𝐾𝑚𝑖𝑐 � 𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒�𝑑𝜏
𝑡
0
�
= 𝑀�𝑚−1�𝑞�𝑚,𝜃�𝑚� �𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚)𝑥�𝑘
+ �𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚) − 𝑌1�𝑞�𝑚, 𝑞�̇𝑚, ?̈?𝑚�� 𝑥�𝑘�
+ 𝑀�𝑚−1�𝑞�𝑚,𝜃�𝑚��?̈?𝑚 + 𝐾𝑚𝑖?̇?𝑚+𝐾𝑚𝑝𝑞𝑚 − 𝐾𝑚𝑖𝑞�̇𝑚−𝐾𝑚𝑝𝑞�𝑚�. 
Now, if 𝑞�𝑚, ?̇?�𝑚,𝜃�𝑚,𝑓ℎ ∈ 𝐿2 ∩ 𝐿∞  and 𝑀𝑚�𝑞�𝑚, 𝜃�𝑚�,  𝐽𝑚(𝑞�𝑚),𝐾𝑚𝑖,𝐾𝑚𝑝,𝐾𝑚𝑐 ,  and 
𝐾𝑚𝑖𝑐 are positive definite, one has 𝑀�𝑚−1�𝑞�𝑚,𝜃�𝑚�{−𝐾𝑚𝑖𝑞�̇𝑚−𝐾𝑚𝑝𝑞�𝑚} ∈ 𝐿2 ∩
𝐿∞,𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚)  ∈ 𝐿∞,𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚)𝑥�𝑘 ∈ 𝐿2 ∩ 𝐿∞,  and because PI control is 
exerted on the force error and 𝑓ℎ ,𝑓𝑒 are bounded and continuous, 
𝐾𝑚𝑝 �𝐾𝑚𝑐𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒 − 𝑓ℎ + 𝑓𝑒� + 𝐾𝑚𝑖𝑐 ∫ 𝐽𝑚𝑇 (𝑞�𝑚)�𝑓ℎ − 𝑓𝑒 − 𝑓ℎ + 𝑓𝑒�𝑑𝜏
𝑡
0 � ∈
𝐿2 ∩ 𝐿∞. Furthermore, 𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚) is continuous in 𝑞𝑚, ?̇?𝑚 , has continuous and 
bounded partial derivatives with respect to 𝑞𝑚, ?̇?𝑚 , and satisfies a local Lipschitz 
condition: 
�𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚) − 𝑌1�𝑞�𝑚, 𝑞�̇𝑚, ?̈?𝑚�� ≤ 𝑘1 ��
𝑞𝑚 − 𝑞�𝑚
?̇?𝑚 − ?̇?�𝑚
��, 
for some 0 < 𝑘1 < ∞ . Hence, 𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚) − 𝑌1�𝑞�𝑚, 𝑞�̇𝑚, ?̈?𝑚� ∈ 𝐿2 ∩ 𝐿∞, 𝑥�𝑘 ∈
𝐿∞, and  �𝑌1(𝑞𝑚, ?̇?𝑚, ?̈?𝑚) − 𝑌1�𝑞�𝑚, 𝑞�̇𝑚, ?̈?𝑚��𝑥�𝑘 ∈ 𝐿2 ∩ 𝐿∞. Therefore, 
                                                    ?̈?𝑚 + 𝐾𝑚𝑖?̇?𝑚+𝐾𝑚𝑝𝑞𝑚 ∈ 𝐿2 ∩ 𝐿∞,                                 
that implies ?̈?𝑚, ?̇?𝑚, 𝑞𝑚 ∈ 𝐿2 ∩ 𝐿∞. 
2) We now consider the slave side, and show that ?̇?𝑠, 𝑇 = 𝑞𝑚 − 𝑞𝑠 ∈ 𝐿2 ∩ 𝐿∞. 
The slave system is given by 
𝑇𝑠 = 𝑀𝑠(𝑞𝑠, 𝜃𝑠)?̈?𝑠 + 𝑉𝑠(𝑞𝑠, ?̇?𝑠,𝜃𝑠)?̇?𝑠 + 𝑔𝑠(𝑞𝑠, 𝜃𝑠) + 𝐽𝑠𝑇(𝑞𝑠)𝑓𝑒 = 𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)𝑥𝑖, 
(4.12) 
where 𝑥𝑖 = [𝜃𝑠 ,𝑓𝑒]𝑇, and the slave controller is given by 
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𝑇𝑠 = 𝑀𝑠�𝑞�𝑠,𝜃�𝑠��𝑞�̈𝑚 + 𝐾𝑠𝑖�𝑞�̇𝑚 − 𝑞�̇𝑠� + 𝐾𝑠𝑝(𝑞�𝑚 − 𝑞�𝑠)� + 𝑉𝑠�𝑞�𝑠, 𝑞�̇𝑠,𝜃�𝑠�𝑞�̇𝑠
+ 𝑔𝑠�𝑞�𝑠,𝜃�𝑠� + 𝐽𝑠𝑇(𝑞�𝑠)𝑓𝑒
= 𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠�𝑥�𝑖
+ 𝑀𝑠�𝑞�𝑠, 𝜃�𝑠��(𝑞�̈𝑚 − ?̈?𝑠) + 𝐾𝑠𝑖�𝑞�̇𝑚 − 𝑞�̇𝑠� + 𝐾𝑠𝑝(𝑞�𝑚 − 𝑞�𝑠)�. 
Then, on can get 
𝑀𝑠�𝑞�𝑠,𝜃�𝑠��(?̈? − ?̈?�𝑚) + 𝐾𝑠𝑖�?̇? − 𝑞�̇𝑚 + 𝑞�̇𝑠� + 𝐾𝑠𝑝(𝑇 − 𝑞�𝑚 + 𝑞�𝑠)�
= 𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)𝑥𝑖 − 𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠�𝑥�𝑖 , 
which gives us 
?̈? + 𝐾𝑠𝑖?̇? + 𝐾𝑠𝑝𝑇
= 𝑀�𝑠−1�𝑞�𝑠,𝜃�𝑠��𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)𝑥𝑖 − 𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠�𝑥�𝑖� + ?̈?�𝑚
+ 𝐾𝑠𝑖�𝑞�̇𝑚 − 𝑞�̇𝑠� + 𝐾𝑠𝑝(𝑞�𝑚 − 𝑞�𝑠)
= 𝑀�𝑠−1�𝑞�𝑠,𝜃�𝑠��𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)𝑥�𝑖 + (𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠) − 𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠�)𝑥�𝑖�
+ ?̈?�𝑚 + 𝐾𝑠𝑖�𝑞�̇𝑚 − 𝑞�̇𝑠� + 𝐾𝑠𝑝(𝑞�𝑚 − 𝑞�𝑠). 
Now, if 𝑞�𝑚, ?̇?�𝑚, ?̈?�𝑚, 𝑞�𝑠, ?̇?�𝑠,𝜃�𝑠,𝑓𝑒 ∈ 𝐿2 ∩ 𝐿∞  and 𝑀𝑠�𝑞�𝑠,𝜃�𝑠�,𝐾𝑠𝑖  and 𝐾𝑠𝑝are positive 
definite, one has 
𝐾𝑠𝑖�𝑞�̇𝑚 − 𝑞�̇𝑠� ∈ 𝐿2 ∩ 𝐿∞,    𝐾𝑠𝑝(𝑞�𝑚 − 𝑞�𝑠) ∈ 𝐿2 ∩ 𝐿∞,   𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)  ∈
𝐿∞,   𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)𝑥�𝑖 ∈ 𝐿2 ∩ 𝐿∞,  and 𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠)  is continuous in 𝑞𝑠, ?̇?𝑠 , has 
continuous and bounded partial derivatives with respect to 𝑞𝑠, ?̇?𝑠, and satisfies a local 
Lipschitz condition: 
�𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠) − 𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠�� ≤ 𝑘2 ��
𝑞𝑠 − 𝑞�𝑠
?̇?𝑠 − ?̇?�𝑠
��, 
for some 0 < 𝑘2 < ∞ . Hence, 𝑞�𝑠, ?̇?�𝑠, 𝜃�𝑠,𝑓𝑒 ∈ 𝐿2 ∩ 𝐿∞  imply that 𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠) −
𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠� ∈ 𝐿2 ∩ 𝐿∞, 𝑥�𝑖 ∈ 𝐿∞,  and �𝑌2(𝑞𝑠, ?̇?𝑠, ?̈?𝑠) − 𝑌2�𝑞�𝑠, 𝑞�̇𝑠, ?̈?𝑠��𝑥�𝑖 ∈ 𝐿2 ∩ 𝐿∞ . 
Therefore, 
                                                           ?̈? + 𝐾𝑠𝑖?̇? + 𝐾𝑠𝑝𝑇 ∈ 𝐿2 ∩ 𝐿∞,  
which implies that ?̇?, 𝑇 ∈ 𝐿2 ∩ 𝐿∞. Since ?̇?𝑚 ∈ 𝐿2 ∩ 𝐿∞, ?̇?𝑠 = ?̇?𝑚 − ?̇? ∈ 𝐿2 ∩ 𝐿∞. 
4.3.4 Computer simulation 
The effectiveness of the proposed control scheme is validated through computer 
simulations. The performance of EAOB based control scheme is also compared 
against a typical Nicosia observer based scheme. Both the master and slave robots 
are considered to be planar two-link manipulators.  
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4.3.4.1 Dynamics of master and slave robot manipulators 
In this work, the master and slave robot manipulators for the teleoperation system are 
both chosen as a typical 2 DOF nonlinear robotic manipulator. The dynamic model 
of a 2 DOF nonlinear teleoperation system in the joint space is defined as  
𝑀𝑚(𝑞𝑚,𝜃𝑚)?̈?𝑚 + 𝑉𝑚(𝑞𝑚, ?̇?𝑚,𝜃𝑚)?̇?𝑚 + 𝑔𝑚(𝑞𝑚,𝜃𝑚) = 𝑇𝑚 + 𝐽𝑚𝑇 (𝑞𝑚)𝑓ℎ,   (4.13a) 
𝑀𝑠(𝑞𝑠, 𝜃𝑠)?̈?𝑠 + 𝑉𝑠(𝑞𝑠, ?̇?𝑠,𝜃𝑠)?̇?𝑠 + 𝑔𝑠(𝑞𝑠, 𝜃𝑠) = 𝑇𝑠 − 𝐽𝑠𝑇(𝑞𝑠)𝑓𝑒 ,        (4.13b) 
where  
𝜃∗ = �
𝜃∗1
𝜃∗2
� = �𝑚∗1𝐴∗1
2
𝑚∗2𝐴∗2
2�, 
𝑀∗(𝑞∗,𝜃∗) = �
𝜃∗1 + 2𝜃∗2 + 2𝜃∗2cos (𝑞∗2) 𝜃∗2 + 𝜃∗2cos (𝑞∗2)
𝜃∗2 + 𝜃∗2cos (𝑞∗2) 𝜃∗2
�, 
𝑉∗(𝑞∗, ?̇?∗,𝜃∗) = �
−2𝜃∗2?̇?∗2sin (𝑞∗2) −𝜃∗2?̇?∗2sin (𝑞∗2)
𝜃∗2?̇?∗1sin (𝑞∗2) 0
�, 
𝐽∗(𝑞∗) = �
−𝐴∗1 sin(𝑞∗1) − 𝐴∗2sin (𝑞∗1 + 𝑞∗2) −𝐴∗2sin (𝑞∗1 + 𝑞∗2)
𝐴∗1 cos(𝑞∗1) + 𝐴∗2cos (𝑞∗1 + 𝑞∗2) 𝐴∗2cos (𝑞∗1 + 𝑞∗2)
�, 
∗= 𝑚/𝑠, 𝐴∗1 = 𝐴∗2 are the lengths of the first and the second links, 𝑚∗1 and 𝑚∗2 are 
the masses of the first and the second links, and one assumes the robots operate in a 
horizontal plane, and as such 𝑔∗(𝑞∗,𝜃∗) is zero.  Meanwhile, the forward kinematics 
connecting the end effector coordinates with joint angles can be expressed as 
𝑍∗ = �
𝑍∗1
𝑍∗2
� = �
𝐴∗1cos (𝑞∗1) + 𝐴∗2cos (𝑞∗1 + 𝑞∗2)
𝐴∗1sin (𝑞∗1) + 𝐴∗2sin (𝑞∗1 + 𝑞∗2)
�,                                          (4.14) 
where (𝑍∗1,𝑍∗2) is the position of the end effector in robot task space. One defines 
system state vector X as 
𝑋∗ = 𝑑𝑖𝑎𝑔{𝑞∗1, 𝑞∗2, ?̇?∗1, ?̇?∗2,𝑓ℎ/𝑒1,𝑓ℎ/𝑒2,𝜃∗1,𝜃∗2}, 
Thus, according to EAOB (S=1), the master or slave side of the teleoperation system 
can be written as 
?̇?∗ =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
?̇?∗1
?̇?∗2
?̈?∗1
?̈?∗2
𝑓ℎ̇/𝑒1
𝑓ℎ̇/𝑒2
?̇?∗1
?̇?∗2 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
= 𝑓∗(𝑋∗,𝑇∗) + 𝐺∗𝜉∗ =
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
?̇?∗1
?̇?∗2
𝑀∗−1 �−𝑉∗ �
?̇?∗1
?̇?∗2
�+ �𝑇∗1𝑇∗2
� − 𝐽∗𝑇 �
𝑓ℎ/𝑒1
𝑓ℎ/𝑒2
��
0
0
0
0 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤
+ 𝐺∗
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝜉𝑒∗1
𝜉𝑒∗2
𝜉?̇?∗1
𝜉?̇?∗2
𝜉𝜕ℎ/𝑒1
𝜉𝜕ℎ/𝑒2
𝜉𝜃∗1
𝜉𝜃∗2 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
,                  
(4.15a) 
𝑌∗ = 𝐻∗𝑋∗ + 𝜂∗ = �
𝑞∗1
𝑞∗2� + �
𝜂∗1
𝜂∗2�.                                                 (4.15b) 
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where 𝜉𝑒∗1 , 𝜉𝑒∗2 , 𝜉?̇?∗1 , 𝜉?̇?∗2  and 𝜂∗1, 𝜂∗2  are Gaussian noise signals representing the 
process noise and the measurement noise, respectively, 𝜉𝜕ℎ/𝑒1 , 𝜉𝜕ℎ/𝑒2  and 𝜉𝜃∗1 , 𝜉𝜃∗2 
represent the rates at which the vectors of external forces and inertial robot 
parameters are estimated to vary, and  
𝐺∗ = 𝑑𝑖𝑎𝑔{1,1,1,1,1,1,1,1}, 
𝐻∗ = �
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
�. 
4.3.4.2 The observers 
In this section, EAOB and Nicosia observer for a 2 DOF nonlinear teleoperation 
system are presented. 
4.3.4.2.1 EAOB 
According to Section 3.3.1, by defining 
𝑋�∗ = [𝑞�∗1, 𝑞�∗2, 𝑞�̇∗1, 𝑞�̇∗2,𝑓ℎ
𝑒1
,𝑓ℎ
𝑒2
,𝜃�∗1, 𝜃�∗2]𝑇, 
the EAOB (S=1) is given by 
𝑋�̇∗ = 𝑓∗�𝑋�∗,𝑇∗� + 𝑃∗𝐻∗𝑇𝑅∗−1�𝑌∗ − 𝐻∗𝑋�∗�,                                                    (4.16a) 
?̇?∗ =
𝜕𝜕∗
𝜕𝑋�∗
𝑃∗ + 𝑃∗
𝜕𝜕∗𝑇
𝜕𝑋�∗
+ 𝐺∗𝑄∗𝐺∗𝑇 − 𝑃∗𝐻∗𝑇𝑅∗−1𝐻∗𝑃∗,                                          (4.16b) 
where 𝑄∗ and 𝑅∗ are variance matrices of the process noise 𝜉∗ and the measurement 
noise 𝜂∗, respectively, and 𝑃∗ represents the estimate of the variance of error of the 
system states’ estimation, and  
𝐹∗ =
𝜕𝜕∗
𝜕𝑋�∗
=
⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
𝐹∗31
𝐹∗41
0
0
0
0
𝐹∗32
𝐹∗42
0
0
0
0
𝐹∗33 𝐹∗34 𝐹∗35 𝐹∗36 𝐹∗37 𝐹∗38
𝐹∗43 𝐹∗44 𝐹∗45 𝐹∗46 𝐹∗47 𝐹∗48
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤
,               (4.17) 
where 
�𝐹∗31 𝐹∗32𝐹∗41 𝐹∗42
� = −𝑀∗−1(
𝜕𝑀∗
𝜕𝑒�∗
𝑞�̈∗ +
𝜕𝑉∗𝑒�̇∗
𝜕𝑒�∗
∓ 𝜕𝐽∗
𝑇(𝑒�∗)?̂?ℎ/𝑒
𝜕𝑒�∗
), 
�𝐹∗33 𝐹∗34𝐹∗43 𝐹∗44
� = −𝑀∗−1
𝜕𝑉∗𝑒�̇∗
𝜕𝑒�̇∗
, 
�𝐹∗35 𝐹∗36𝐹∗45 𝐹∗46
� = ∓𝑀∗−1𝐽∗𝑇(𝑞�∗), 
�𝐹∗37 𝐹∗38𝐹∗47 𝐹∗48
� = −𝑀∗−1(
𝜕𝑀∗
𝜕𝜃�∗
𝑞�̈∗ +
𝜕𝑉∗𝑒�̇∗
𝜕𝜃�∗
). 
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4.3.4.2.2 Nicosia observer 
By defining 
𝑋∗1 = �
𝑞∗1
𝑞∗2� ,𝑋∗2 = �
?̇?∗1
?̇?∗2
�, 
the Nicosia observer for the master or slave side of a 2 DOF teleoperation system is 
formulated as follows, 
𝑋�̇∗1 = 𝑋�∗2 + 𝐾∗1�𝑋∗1 − 𝑋�∗1�.                                               (4.18a) 
                      𝑋�̇∗2 = 𝑀∗−1 �−𝑉∗𝑋�∗2 + 𝑇∗ + 𝐾∗2�𝑋∗1 − 𝑋�∗1��.                          (4.18b) 
Thus, the estimated forces are:  
                          𝑓ℎ/𝑒  = �
𝑓ℎ/𝑒1 
𝑓ℎ/𝑒2 
� = ±𝐽∗𝑇
−1𝐾∗2�𝑋∗1 − 𝑋�∗1�,                            (4.19) 
where 𝐾∗1 and 𝐾∗2 are symmetric positive definite matrices. 
4.3.4.3 Simulation study 
In this section, the performance of EAOB and Nicosia observer based control 
schemes in teleoperation systems are studied and compared through computer 
simulation.  
4.3.4.3.1 Initial conditions 
In order to compare EAOB and Nicosia observer algorithms, their parameters 
including controller feedback gains, desired operator rendered force, the environment 
rendered force, and pre-filter for desired operator force are kept the same. According 
to guidelines well justified theoretically in Section 4.3 for implementation of the 
proposed teleoperation scheme, the choice of design parameters  is made as follows. 
The operator rendered forces 𝑓ℎ1,𝑓ℎ2 in 𝑍𝑚1  and 𝑍𝑚2  directions are, respectively 
assumed to be a step signal with a peak value of 2 N, which is pre-filtered with a 
critically damped second order linear filter with a bandwidth of 2 rad/s and a transfer 
function of  4
𝑠2+4𝑠+4
, while the environment rendered forces in 𝑍𝑠1 and 𝑍𝑠2 directions 
are, respectively assumed to be 𝑓𝑒1 = 5 ∗ (𝑍𝑠1 − 1.0),  𝑓𝑒2 = 5 ∗ (𝑍𝑠2 − 1.0).  The 
sampling period Ts is set to 0.001 seconds. The initial angles and angular velocities 
of the joints of the master and slave robot manipulators are set to zero: 𝑞∗1−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 =
0, 𝑞∗2−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0,  ?̇?∗1−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, ?̇?∗2−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, (∗= 𝑚/𝑠)  implying that robot 
manipulators are initially at rest. The actual inertial parameters for the master and 
slave robot manipulators are chosen identically as 𝜃∗1 = 1.0,𝜃∗2 = 2.0; 𝐴∗1 = 𝐴∗2 =
1.0.  
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The force controller gains of both approaches for the master system without 
measurement noise, are 𝐾𝑚𝑐 = 𝑑𝑖𝑎𝑔{0.5,0.5} , 𝐾𝑚𝑖𝑐 = 𝑑𝑖𝑎𝑔{1.4,1.4} , 𝐾𝑚𝑖 =
𝑑𝑖𝑎𝑔{200,200} , and 𝐾𝑚𝑝 = 𝑑𝑖𝑎𝑔{5000,5000},  while 𝐾𝑚𝑐 = 𝑑𝑖𝑎𝑔{2.0,2.0} , 
𝐾𝑚𝑖𝑐 = 𝑑𝑖𝑎𝑔{1.4,1.4} , 𝐾𝑚𝑖 = 𝑑𝑖𝑎𝑔{200,200} , and 𝐾𝑚𝑝 = 𝑑𝑖𝑎𝑔{5000,5000} for 
the master system considering the measurement noise. The position controller gains 
of both approaches for the slave system are 𝐾𝑠𝑖 = 𝑑𝑖𝑎𝑔{40,40},  and 𝐾𝑠𝑝 =
𝑑𝑖𝑎𝑔{400,400} , despite the presence of measurement noise. The parameters for 
EAOB and Nicosia observer when there is no disturbance in the entire teleoperation 
system are selected and shown in Table 4.1. 
Table 4.1 Parameters for EAOB and Nicosia observer based schemes in the absence of disturbances 
Parameter Meaning Value 
𝑋𝑚 Initial system state 
vector of EAOB 
(0,0,0,0,1,2,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑚 Covariance of 
process noise of 
EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.3, 0.3, 0.025, 0.025} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0e − 2, 1.0e
− 2} 
𝑋𝑠 Initial system state 
vector of EAOB 
(0,0,0,0,1,2,0,0)𝑇 
𝑅𝑠 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑠 Covariance of 
process noise of 
EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e − 10, 5.0, 5.0, 3.0, 3.0} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 5.0, 5.0, 5.0, 5.0} 
𝐾1 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{20,20} 
𝐾2 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{200,200} 
 
The parameters for EAOB and Nicosia observer at the master and slave sides when 
only inertial parameter variations (20% of the actual parameters) exist in both master 
and slave sides of the whole system are selected and shown in Table 4.2. 
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Table 4.2 Parameters for EAOB and Nicosia observer based schemes in the presence of parameter 
variation 
Parameter Meaning Value 
𝑋𝑚 Initial system state 
vector of EAOB 
(0,0,0,0,1.2,2.4,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑚 Covariance of 
process noise of 
EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.3, 0.3, 0.025, 0.025} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0e − 2, 1.0e
− 2} 
𝑋𝑠 Initial system state 
vector of EAOB 
(0,0,0,0,1.2,2.4,0,0)𝑇 
𝑅𝑠 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑠 Covariance of 
process noise of 
EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0, 1.0, 0.08, 0.7} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0, 1.0} 
𝐾1 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{20,20} 
𝐾2 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{200,200} 
The parameters for EAOB and Nicosia observer at the master and slave sides when 
only measurement noise (N ~ (0, 1.0e-5)) are considered in both master and slave 
sides of the teleoperation system are selected and shown in Table 4.3. 
 
Table 4.3 Parameters for EAOB and Nicosia observer based schemes in the presence of measurement 
noise 
Parameter Meaning Value 
𝑋𝑚 Initial system state 
vector of EAOB 
(0,0,0,0,1.0,2.0,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 5,1.0𝑇 − 5} 
𝑄𝑚 Covariance of process 
noise of EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.3, 0.3, 0.025, 0.025} 
𝑃0𝑚 Initial estimate 
covariance matrix of 
EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0e − 2, 1.0e
− 2} 
𝑋𝑠 Initial system state 
vector of EAOB 
(0,0,0,0,1.0,2.0,0,0)𝑇 
𝑅𝑠 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 5,1.0𝑇 − 5} 
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𝑄𝑠 Covariance of process 
noise of EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.55, 0.5, 0.08, 0.7} 
𝑃0𝑠 Initial estimate 
covariance matrix of 
EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0, 1.0} 
𝐾1 Nicosia observer gain 
for master and slave 
𝑑𝑖𝑎𝑔{20,20} 
𝐾2 Nicosia observer gain 
for master and slave 
𝑑𝑖𝑎𝑔{200,200} 
 
The parameters for EAOB and Nicosia observer at the master and slave sides when 
both measurement noise (N ~ (0, 1.0e-5)) and inertial parameter variations (20% of 
actual parameters) are considered in both master and slave sides of the teleoperation 
system are selected and shown in Table 4.4. 
Table 4.4 Parameters for EAOB and Nicosia observer based schemes in the presence of parameter 
variation and measurement noise 
Parameter Meaning Value 
𝑋𝑚 Initial system state 
vector of EAOB 
(0,0,0,0,1.2,2.4,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 5,1.0𝑇 − 5} 
𝑄𝑚 Covariance of 
process noise of 
EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.3, 0.3, 0.025, 0.025} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0e − 2, 1.0e
− 2} 
𝑋𝑠 Initial system state 
vector of EAOB 
(0,0,0,0,1.2,2.4,0,0)𝑇 
𝑅𝑠 Covariance of 
observation noise of 
EAOB 
diag{1.0e − 5,1.0e − 5} 
𝑄𝑠 Covariance of 
process noise of 
EAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.55, 0.55, 0.08, 0.7} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of EAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0, 1.0, 1.0, 1.0} 
𝐾1 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{20,20} 
𝐾2 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{200,200} 
4.3.4.3.2 Simulation results 
The results for EAOB based control scheme under different noise conditions and 
parameter variations are illustrated in Figures 4.4-4.12, whereas for Nicosia observer 
based control scheme under the same conditions are shown in Figures 4.13-4.20. 
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Figure 4.5 The master side performance of EAOB based approach without measurement noise and 
parameter variation.  
Figure 4.6 The slave side performance of EAOB based approach without measurement noise and 
parameter variation. 
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Figure 4.7 The master side performance of EOAB based approach with only parameter variation: 20% 
of actual parameters. 
Figure 4.8 The slave side performance of EOAB based approach with only parameter variation: 20% 
of actual parameters. 
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Figure 4.9 The master side performance of EOAB based approach with only measurement noise: N ~ 
(0, 1.0e-5).  
Figure 4.10 The slave side performance of EAOB based approach with measurement noise: N ~ (0, 
1.0e-5). 
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Figure 4.11 The master side performance of EAOB based approach with measurement noise: N ~ (0, 
1.0e-5) and parameter variation: 20% of actual parameters.  
Figure 4.12 The slave side performance of EAOB based approach with measurement noise: N ~ (0, 
1.0e-5) and parameter variation: 20% of actual parameters.  
Figures 4.5-4.12 show simulation results of EAOB based approach under different 
situations, and demonstrate good performances of EAOB based approach in the 
presence of different measurement noise and parameter variations. Figures 
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4.5,4.7,4.9,4.11 depict the master side performance of EAOB based approach, while 
Figures 4.6,4.8,4.10,4.12 show the slave side performance of EAOB based approach. 
Specifically, Figure i.a), Figure i.c), and Figure i.e) (i=4.5,4.7,4.9,4.11) show the 
trajectories of the error between desired operator force and estimated environment 
force in 𝑍𝑚1 direction, the error between actual and estimated operator force in 𝑍𝑚1 
direction, and parameter-1 of the master robot manipulator, while Figure i.b), Figure 
i.d), and Figure i.f) (i=4.5,4.7,4.9,4.11) provide the trajectories of the error between 
desired operator force and estimated environment force in 𝑍𝑠2 direction, and the error 
between actual and estimated operator force in 𝑍𝑠2 direction, and parameter-2 of the 
master robot manipulator. Meanwhile, Figure j.a), Figure j.c), and Figure j.e) 
(j=4.6,4.8,4.10,4.12) show the trajectories of the error between actual position of the 
master and slave robot manipulators in 𝑍𝑚1 direction, the error between actual and 
estimated environment force in 𝑍𝑚1  direction, and parameter-1 of the slave robot 
manipulator, while Figure j.b), Figure j.d), and Figure j.f) (j=4.6,4.8,4.10,4.12) 
provide the trajectories of the error between actual position of the master and slave 
robot manipulators in 𝑍𝑠2  direction, the error between actual and estimated 
environment force in 𝑍𝑠2 direction, and parameter-2 of the slave robot manipulator. 
In Figure 4.5 and Figure 4.6, the simulation results are obtained in the absence of 
both robot parameter variations and measurement noise at both the master and slave 
sides of the teleoperation system. As observed in Figure 4.5, on the master end, the 
desired operator forces rendered in 𝑍𝑚1 and 𝑍𝑚2 directions are accurately tracked by 
the environment forces rendered in 𝑍𝑚1 and 𝑍𝑚2 directions, and the operator force 
estimations are also accurate. The trajectories of master robot parameter-1 and 
parameter-2 adaptation almost remain at 1.0 kg*m2 and 2.0 kg*m2, respectively. 
Similarly, on the slave end, as depicted in Figure 4.6, positions of the master robot 
manipulator in 𝑍𝑠1 and 𝑍𝑠2 directions are accurately tracked by the positions of the 
slave robot manipulator in 𝑍𝑠1 and 𝑍𝑠2 directions respectively, and the environment 
force estimations are also accurate. The trajectories of slave robot parameter-1 and 
parameter-2 adaptation almost remain at 1.0 kg*m2 and 2.0 kg*m2, respectively as 
there is no parameter variation in the system. 
Figure 4.7 and Figure 4.8 depict the performance of the EAOB based approach only 
with parameter variation: 20% of the actual parameters at both the master and slave 
sides of the teleoperation system. In this situation, at the master side, as depicted in 
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Figure 4.8, the trajectories of force tracking in 𝑍𝑚1  and 𝑍𝑚2  directions are still 
accurate, the operator force estimation is still good, and the trajectories of master 
robot parameter-1 and parameter-2 converge from (1.2, 2.4) kg*m2 to (1.0, 2.0) 
kg*m2, respectively. Meanwhile, In Figure 4.9, the trajectories of position tracking in 
𝑍𝑠1  and 𝑍𝑠2  directions at the slave side are also accurate, the environment force 
estimation is still satisfactory, and the trajectories of slave robot parameter-1 and 
parameter-2 converge from (1.2, 2.4) kg*m2 to (1.0, 2.0) kg*m2, respectively. 
Figure 4.9 and Figure 4.10 provide the performance of the EAOB based approach 
when only the measurement noise is considered in the teleoperation system. As 
shown in Figure 4.9 and Figure 4.10, it is easy to observe that when Gaussian noise 
(N ~ (0, 1.0e-5)) are added at both the master and slave sides, the trajectories of force 
tracking in 𝑍𝑚1 and 𝑍𝑚2 directions at the master side and position tracking in 𝑍𝑠1 
and 𝑍𝑠2 directions at the slave side are still good, while the accuracy of the operator 
and the environment force estimation is still acceptable. The trajectories of the 
master and slave robot parameter-1 and parameter-2 adaptation remain almost at 1.0 
kg*m2 and 2.0 kg*m2, respectively. 
In Figure 4.11 and Figure 4.12, the performance of the EAOB based approach with 
measurement noise: N ~ (0, 1.0e-5) and parameter variation: 20% of the actual 
parameters at both the master and slave sides of the teleoperation system is 
examined. From Figure 4.11, it is easy to see that the trajectories of force tracking in 
𝑍𝑚1 and 𝑍𝑚2 directions on the master end remain accurate, and the operator force 
estimation still remains satisfactory. Furthermore, the trajectories of the master robot 
parameter-1 and parameter-2 adaptation converge from (1.2, 2.4) kg*m2 to (1.0, 2.0) 
kg*m2, respectively. Meanwhile, In Figure 4.12, the trajectories of position tracking 
in 𝑍𝑠1  and 𝑍𝑠2  directions on the slave end remain accurate, the environment force 
estimation still remains satisfactory, and the trajectories of the slave robot parameter-
1 and parameter-2 adaptation converge from (1.2, 2.4) kg*m2 to (1.0, 2.0) kg*m2, 
respectively. 
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Figure 4.13 The master side performance of Nicosia observer based approach without measurement 
noise and parameter variation.  
Figure 4.14 The slave side performance of Nicosia observer based approach without measurement 
noise and parameter variation. 
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Figure 4.15 The master side performance of Nicosia observer based approach with only parameter 
variation: 20% of actual parameters. 
Figure 4.16 The slave side performance of Nicosia observer based approach with only parameter 
variation: 20% of actual parameters. 
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Figure 4.17 The master side performance of Nicosia observer based approach with only measurement 
noise: N ~ (0, 1.0e-5).  
Figure 4.18. The slave side performance of Nicosia observer based approach with only measurement 
noise: N ~ (0, 1.0e-5).  
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Figure 4.19. The master side performance of Nicosia observer based approach with measurement 
noise: N ~ (0, 1.0e-5) and parameter variation: 20% of actual parameters.  
 
Figure 4.20. The slave side performance of Nicosia observer based approach with measurement noise: 
N ~ (0, 1.0e-5) and parameter variation: 20% of actual parameters.  
 
Figures 4.13-4.20 illustrate the simulation results for the Nicosia observer based 
approach under different situations, and show that the performance deteriorates when 
the effects of measurement noise and parameter variation are taken into account. 
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Figures 4.13, 4.15, 4.17, 4.19 depict the master side performance of Nicosia observer 
based approach, while Figures 4.14, 4.16, 4.18, 4.20 show the slave side performance 
of Nicosia observer based approach. More specifically, Figure i.a), Figure i.c), and 
Figure i.e) (i=4.13, 4.15, 4.17, 4.19) show the trajectories of the error between the 
desired operator force and the estimated environment force in 𝑍𝑚1  direction, the 
error between actual and estimated operator force in 𝑍𝑚1 direction, and parameter-1 
of the master robot manipulator, Figure i.b), Figure i.d), and Figure i.f) (i=4.13, 4.15, 
4.17, 4.19) provide the trajectories of the error between desired operator force and 
estimated environment force in 𝑍𝑚2 direction, the error between actual and estimated 
operator force in 𝑍𝑚2  direction, and parameter-2 of the master robot manipulator. 
Figure j.a), Figure j.c), and Figure j.e) (j=4.14, 4.16, 4.18, 4.20) show the trajectories 
of the error between actual position of the master and slave robot manipulators in 
𝑍𝑠1 direction, the error between actual and estimated environment force in 𝑍𝑠1 
directions, and parameter-1 of the slave robot manipulator, Figure j.b), Figure j.d), 
and Figure j.f) (j=4.14, 4.16, 4.18, 4.20) provide the trajectories of the error between 
actual position of the master and slave robot manipulators in 𝑍𝑠2 direction, the error 
between actual and estimated environment force in 𝑍𝑠2 direction, and parameter-2 of 
the slave robot manipulator. 
In Figure 4.13 and Figure 4.14, simulation results are obtained in the absence of both 
robot parameter variations and measurement noises at both the master and slave sides 
of the teleoperation system. As observed in Figure 4.13, on the master end, the 
desired operator forces rendered in 𝑍𝑚1 and 𝑍𝑚2 directions are almost tracked by the 
environment forces rendered in 𝑍𝑚1  and 𝑍𝑚2  directions, and the operator force 
estimations are accurate. The trajectories of master robot parameter-1 and parameter-
2 almost remain at 1.0 kg*m2 and 2.0 kg*m2, respectively. Similarly, on the slave 
end, as depicted in Figure 4.14, positions of the master robot manipulator in 𝑍𝑠1 and 
𝑍𝑠2 directions are accurately tracked by the positions of the slave robot manipulator 
in 𝑍𝑠1 and 𝑍𝑠2 directions respectively, and the environment force estimations are also 
accurate. The trajectories of the slave robot parameter-1 and parameter-2 almost 
remain at 1.0 kg*m2 and 2.0 kg*m2, respectively as there is no parameter variation in 
the system. 
Figure 4.15 and Figure 4.16 depict the performance of the EAOB based approach 
only with parameter variation: 20% of the actual parameters at both the master and 
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slave sides of the teleoperation system. In this situation, at the master side, as 
depicted in Figure 4.15, the trajectories of force tracking in 𝑍𝑚1 and 𝑍𝑚2 directions 
deteriorate a little bit, the operator force estimation also becomes poor, and the 
trajectories of master robot parameter-1 and parameter-2 do not converge from (1.2, 
2.4) kg*m2 to (1.0, 2.0) kg*m2, respectively, and remain at (1.2, 2.4) kg*m2, as there 
is no parameter adaptation in the Nicosia observer based control scheme. Meanwhile, 
In Figure 4.16, the trajectories of position tracking in 𝑍𝑠1 and 𝑍𝑠2 directions at the 
slave side are also accurate, but the environment force estimation starts to lose the 
accurate performance, and the trajectories of slave robot parameter-1 and parameter-
2 do not converge from (1.2, 2.4) kg*m2 to (1.0, 2.0) kg*m2, respectively, and 
remain at (1.2, 2.4) kg*m2, the same as trajectories of master robot parameter-1 and 
parameter-2. 
Figure 4.17 and Figure 4.18 provide the performance of the EAOB based approach 
when only measurement noise is considered in the teleoperation system. As shown in 
Figure 4.17 and Figure 4.18, it is easy to observe that when Gaussian noise (N ~ (0, 
1.0e-5)) is added on both the master and slave sides, the trajectories of force tracking 
in 𝑍𝑚1 and 𝑍𝑚2 directions at the master side become poor, while the trajectories of 
position tracking in 𝑍𝑠1  and 𝑍𝑠2  directions at the slave side remain accurate. The 
accuracy of the operator and environment force estimations also becomes 
unacceptable. The trajectories of the master and slave robot parameter-1 and 
parameter-2 adaptation remain at 1.0 kg*m2 and 2.0 kg*m2, respectively. 
In Figure 4.19 and Figure 4.20, the performance of the EAOB based approach with 
measurement noise: N ~ (0, 1.0e-5) and parameter variation: 20% of the actual 
parameters at both the master and slave sides of the teleoperation system are 
examined. From Figure 4.19, it is easy to see that the trajectories of force tracking in 
𝑍𝑚1  and 𝑍𝑚2  directions on the master end remain poor, and the operator force 
estimation is still very poor. Furthermore, the trajectories of master robot parameter-
1 and parameter-2 do not converge from (1.2, 2.4) kg*m2 to (1.0, 2.0) kg*m2, 
respectively, and remain at (1.2, 2.4) kg*m2. Meanwhile, In Figure 4.20, the 
trajectories of position tracking in 𝑍𝑠1  and 𝑍𝑠2  directions on the slave end remain 
accurate, but the environment force estimation is still unsatisfactory, and the 
trajectories of slave robot parameter-1 and parameter-2 do not converge from (1.2, 
2.4) kg*m2 to (1.0, 2.0) kg*m2, respectively, and remain at (1.2, 2.4) kg*m2. 
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4.3.4.3.3 Comparison and analysis 
The diagrams illustrated in Figures 4.5, 4.6 and Figures 4.13, 4.14, clearly 
demonstrate that both EAOB and Nicosia observer based approach can effectively 
perform during force and position tracking as well as operator and environment force 
estimation when there are no parameter variation and measurement noise in the 
entire teleoperation system.  
However, as depicted in Figures 4.7, 4.8 and Figures 4.15, 4.16, when parameter 
variations of 20% of the actual robot parameters are added to the initial estimated 
robot parameters at both the master and slave side of the teleoperation system, the 
performance of the EAOB based approach is nearly maintained. This is possible as 
the parameters of the robot are adapted in EAOB as seen in Figures 4.7, 4.8. In 
contrast, the Nicosia observer based approach begins to lose its accurate 
performances on operator and environment force estimation. These results show that 
the EAOB based approach could achieve accurate force and position tracking as well 
as good force estimation in the presence of robot parameter variations, while the 
performance of Nicosia observer based approach becomes poor as the parameter 
variation increases.  
On the other hand, when measurement noise is considered in the teleoperation 
system, the EAOB based approach performs better compared to the Nicosia observer 
based approach in terms of force tracking, and especially force estimation at both the 
master and slave sides of the teleoperation, as seen in Figures 4.9, 4.10 and Figures 
4.17, 4.18. When the Gaussian noise (N ~ (0, 1.0e-5)) is added to both the master and 
slave sides of the system, the EAOB based approach can still obtain accurate force 
and position tracking and approximate force estimation, while the Nicosia Observer 
based approach can only attain approximate position tracking, but force tracking at 
master side and force estimation at both sides cannot be provided any more. These 
results indicate that the EAOB based approach can yield good performance for force 
and position tracking as well as force estimation in the presence of measurement 
noise, while the Nicosia observer based approach does not perform well in any 
respect, especially in terms of force tracking and force estimation. 
Finally, the simulation results for the EAOB and Nicosia observer based approach 
with both measurement noise: N ~ (0, 1.0e-5) and parameter variation: 20% of actual 
parameters at the master and slave sides are depicted in Figures 4.11, 4.12 and 
Figures 4.19, 4.20. It is easy to see that the EAOB based approach still functions well 
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in terms of force and position tracking, force estimation, and parameter adaptation, 
while the Nicosia observer based approach not only provides approximate position 
tracking, but also loses its performance on force tracking and estimation. These 
results imply the robustness of the EAOB based approach. 
In summary, the analysis of simulation results presented in this section well illustrate 
that the proposed EAOB based position-force control architecture for a teleoperation 
system can achieve accurate force and position tracking at the master and slave side 
respectively, as well as simultaneous operator and environment force estimation and 
parameter adaptation for nonlinear master and slave systems in the presence of robot 
parameter variation and measurement noise. The success of EAOB-based method is 
attributed to the following factors. 
Firstly, as non-adaptive robot dynamic models use a fixed set of parameters that are 
no longer valid when the operating conditions change, the EAOB-based method has 
tuneable inertial parameters that should be adjusted in real time for optimal 
performance. It is relatively easy to select optimal values for entries in the process 
noise covariance matrix corresponding to the estimated states, and there are no 
significant performance losses for reasonable perturbations in tuned parameters. On 
the contrary, the Nicosia observer-based method does not update the inertial 
parameters in real time, and hence loses its ability in estimating the force. 
Meanwhile, since the EAOB deploys the theoretical concepts behind Kalman filter, it 
possesses good measurement and process noise rejection ability, which also makes 
EAOB superior to Nicosia observer. 
4.4 IEAOB-based four channel controller for bilateral teleoperation without 
delay 
In this section, the friction in robot dynamical model is further taken into account, 
and a new IEAOB-based teleoperation approach is developed to achieve accurate 
position and force tracking while rejecting all the other disturbances, including 
parameter variation, friction and measurement noise. The approach is explained by 
initially presenting the teleoperation system dynamic. Then, the IEAOB-based four 
channel teleoperation approach is developed. Finally, the simulation is presented. 
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4.4.1 Dynamic of a 1-DOF teleoperation system 
Let’s consider a simple teleoperation system consisting of a pair of 1-DOF planar 
rotary manipulators and take the friction into account, the dynamical model of a 1-
DOF teleoperation system in the joint space is given as 
𝑀𝑚?̈?𝑚 + 𝑇𝜕𝑚 = 𝑇𝑚 + 𝑇ℎ,                                       (4.20a) 
𝑀𝑠?̈?𝑠 + 𝑇𝜕𝑠 = 𝑇𝑠 − 𝑇𝑒 ,                                            (4.20b) 
where ?̈?∗ (∗ = m or s) are angular acceleration signal,  𝑀∗ is a moment of inertia, 𝑇𝜕∗ 
is the friction torque, 𝑇𝜕∗ is the friction torque, and 𝑇∗ is a torque which the motor 
generates, and 𝑇ℎ,𝑇𝑒 correspond to the torques exerted by the human operator and the 
environment, respectively. 
4.4.2 IEAOB-based four channel teleoperation approach   
As mentioned in Section 4.2.3, compared to two channel teleoperation architectures, 
a sufficient number of parameters (C1, C2, C3, C4, C5, C6) in the design of four channel 
teleoperation approach enable it to achieve ideal transparency. However, this 
conventional four channel teleoperation architecture does not consider disturbances, 
such as the friction and system model error. In real world applications, different 
kinds of disturbances exist that significantly affect the stability and performance of 
the teleoperation system.  
Figure 4.21 Block diagram of the four channel bilateral teleoperation system with IEAOB 
 
Therefore, by taking the disturbances into account, a new four channel bilateral 
teleoperation system with IEAOB is developed and shown in Figure 4.21. In this 
approach, disturbances, such as friction, parameter variation and measurement noise, 
are considered and estimated through IEAOB. Then, the estimated disturbances are 
sent to the master and slave controllers and are rejected perfectly. As for the design 
of master and slave controllers, since the fundamental motive of bilateral 
teleoperation is reproduction of the environmental impedance on the master side, in 
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order to satisfy perfect reproducibility, bilateral controllers are designed as follows 
[161]:  
                                                𝐶1 = −𝐶4 = 𝐶𝑚 = 𝐶𝑠 = 𝐶𝑝(𝑠),                  (4.21a) 
                                                𝐶2 = 𝐶3 = 𝐶5 = 𝐶6 = 𝐶𝜕(𝑠),                       (4.21b) 
where 𝐶𝑝(𝑠)  and 𝐶𝜕(𝑠)  are position and force controllers, respectively, and are 
chosen as: 
𝐶𝑝(𝑠) = 𝐾𝑣𝑠 + 𝐾𝑝,                                                    (4.22a) 
 𝐶𝜕 = 𝐾𝜕.                                                              (4.22b) 
When there is no time delay in the bilateral teleoperation system, the acceleration 
controllers for the master and slave robots are described as follows: 
?̈?𝑚 = −𝐶𝑝(𝑠)(𝑞𝑚 − 𝑞𝑠) − 𝐶𝜕�𝑇�ℎ + 𝑇�𝑒�.                    (4.23a) 
?̈?𝑠 = 𝐶𝑝(𝑠)(𝑞𝑚 − 𝑞𝑠) − 𝐶𝜕�𝑇�ℎ + 𝑇�𝑒�.                      (4.23b) 
Therefore, it turns out that there is no position error or no time difference in position 
controller of (4.23), i.e., the entire teleoperation system is stable. 
4.4.3 Simulation study 
In this section, numerical simulation for the proposed IEAOB-based four channel 
teleoperation approach is carried out. The operator rendered force 𝑇ℎ is assumed to 
be 𝑇ℎ = 0.7 sin(𝑡). The sampling period 𝑇𝑠 is set to 0.001 s. A stiff object was placed 
on the slave side at an angular position of roughly 0.3 rad, and the environment 
rendered force is assumed to be 𝑇𝑒 = 20 ∗ (𝑞𝑠 − 0.3).   
Master and slave position controller gains for the approach are  𝐾𝑝 = 25,  and 
𝐾𝑣 = 10,  and master and slave force controller gain for the approach is 𝐾𝜕 = 12.  
For the master robot, the initial parameters are set to the real values. While at the 
slave side, a 20% parameter variation is assumed in the initial system, and the 
IEAOB is utilized to estimate them online. The specific parameters for IEAOB based 
four channel control scheme are shown in Table 4.5. 
Table 4.5 Parameters for IEAOB based four channel control scheme 
Parameter Meaning Value 
𝑀𝑚 Moment of inertia 1.0 kgm
2 
𝑣𝑣𝑚 Coefficient of viscous friction 0.08 
𝑣𝑐𝑚 Coefficient of Coulomb friction 0.015 
𝑀𝑠 Moment of inertia 1.2 kgm
2 
𝑣𝑣𝑠 Coefficient of viscous friction 0.08 
𝑣𝑐𝑠 Coefficient of Coulomb friction 0.015 
𝑋𝑚 Initial system state vector of IEAOB (0,0,1.0, 0.08,0.015,0)T 
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𝑅𝑚 Covariance of observation noise of IEAOB 1.0e − 7 
𝑄𝑚 Covariance of process noise of IEAOB 𝑑iag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10, 0.5} 
𝑃0𝑚 Initial estimate covariance matrix of IEAOB 𝑑𝑖𝑎𝑔{1.0𝑇 − 4, 1.0𝑇 − 2, 1.0𝑇 − 2, 1.0𝑇
− 2, 1.0𝑇 − 2, 0.5} 
𝑋𝑠 Initial system state vector of IEAOB (0,0,1.2, 0.096,0.018,0)T 
𝑅𝑠 Covariance of observation noise of IEAOB 1.0e − 4 
𝑄𝑠 Covariance of process noise of IEAOB 𝑑iag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10, 0.5} 
𝑃0𝑠 Initial estimate covariance matrix of IEAOB 𝑑𝑖𝑎𝑔{1.0𝑇 − 4, 1.0𝑇 − 2, 1.0𝑇 − 2, 1.0𝑇
− 2, 1.0𝑇 − 2, 0.5} 
 
Figure 4.22. Position tracking and estimation performance. (A represents actual, E represents 
estimated.) 
 
Figure 4.23. Torque tracking and estimation performance.  
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Figure 4.24. Inertial parameter estimation performance. 
 
Figure 4.25. Viscous and Coulomb friction coefficient estimation performance.   
Figure 4.22 depicts the angular position estimation and tracking performance of the 
IEAOB-based four channel teleoperation approach in joint space, while Figure 4.23 
shows the force estimation and tracking performance of the IEAOB-based approach. 
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Figure 4.24 illustrates the master and slave robot parameter adaptation by IEAOB 
and their friction coefficients are estimated in Figure 4.25. 
In this simulation, three contacts are made to observe the position and force tracking 
performance of the proposed approach. They occur during (0.51s, 3.51s), (6.88s, 
9.85s) and (13.14s, 16.12s). In Figure 4.22, as expected, the slave position tracks the 
master position when in free motion ((0, 0.51s), (3.51s, 6.88s), (9.85s, 13.14s) and 
(16.12s, 18s), but not when in contact with the environment. In Figure 4.23, it is clear 
that during the contacts the environment force and the operator force are tracking 
each other accurately. In Figure 4.24 and 4.25, the estimated inertia and viscous and 
Coulomb friction coefficients of the master manipulator remain the same (around 
(1.0 kg*m2, 0.08, 0.015)) during the whole process, indicating the initial selected 
parameters are around the real values. Meanwhile, since a 20% parameter variation is 
assumed in the initial slave robot system, the estimation of inertia and viscous and 
Coulomb friction coefficients of the slave manipulator eventually converge to the 
real values around (1.0 kg*m2, 0.08, 0.015). 
Through the analysis of the simulation results, it is clear that the IEAOB based four 
channel teleoperation approach can achieve accurate  position and force tracking 
while rejecting various kinds of disturbances. 
4.5 IEAOB-based controller for bilateral teleoperation under time varying 
delay 
In order to enhance the EAOB-based teleoperation method presented in Section 4.3, 
another IEAOB-based teleoperation approach is proposed here to further handle the 
communication delay and friction issue. This approach still utilizes the force-position 
architecture with the estimated signals from the observers, as illustrated in Figure 
4.26. The friction for the master or slave manipulator is estimated by the IEAOB, and 
then used into master or slave controller design. New control strategies are employed 
at both the master side and the slave side to achieve accurate position and force 
tracking performances in the presence of time varying delays. In this scenario, the 
slave manipulator is operated to track the trajectory of the master manipulator.  The 
control objective at the master side is to apply the reflected force and to ensure that 
contact force follows the desired operator force in the presence of variable 
communication delay.  
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Figure 4.26. Block diagram of the entire teleoperation system 
4.5.1 Dynamics of a teleoperation system 
Let us recall the teleoperation dynamics in Equation (4.5), and take the friction issue 
into account, the nonlinear dynamical model of a teleoperation system in the joint 
space can be formulated as 
𝑀𝑚(𝑞𝑚,𝜃𝑚)?̈?𝑚 + 𝑉𝑚(𝑞𝑚, ?̇?𝑚,𝜃𝑚)?̇?𝑚 + 𝑔𝑚(𝑞𝑚,𝜃𝑚) + 𝑇𝜕𝑚 = 𝑇𝑚 + 𝑇ℎ,          (4.24a) 
𝑀𝑠(𝑞𝑠, 𝜃𝑠)?̈?𝑠 + 𝑉𝑠(𝑞𝑠, ?̇?𝑠,𝜃𝑠)?̇?𝑠 + 𝑔𝑠(𝑞𝑠, 𝜃𝑠) + 𝑇𝜕𝑠 = 𝑇𝑠 − 𝑇𝑒 ,                   (4.24b) 
where 𝑇𝜕∗ are the friction torques, in this work, it is modeled as 
𝑇𝜕∗ = 𝑣𝑐∗ ∗ 𝑠𝑔𝑛(?̇?∗) + 𝑣𝑣∗ ∗ ?̇?∗,                                             (4.25) 
where 𝑣𝑐∗  is the level of Coulomb friction, and 𝑣𝑣∗  is the coefficient of viscous 
friction, and the other symbol definitions are the same as those in Equation (4.5).  
With the Computed Torque Method (CTM), the master and slave controllers are 
designed as 
𝑇𝑚 = 𝑀𝑚(𝑞𝑚,𝜃𝑚)?̈?𝑚 + 𝑉𝑚(𝑞𝑚, ?̇?𝑚,𝜃𝑚)?̇?𝑚 + 𝑔𝑚(𝑞𝑚,𝜃𝑚) + 𝑇𝜕𝑚 − 𝑇ℎ.         (4.26a) 
𝑇𝑠 = 𝑀𝑠(𝑞𝑠, 𝜃𝑠)?̈?𝑠 + 𝑉𝑠(𝑞𝑠, ?̇?𝑠,𝜃𝑠)?̇?𝑠 + 𝑔𝑠(𝑞𝑠, 𝜃𝑠) + 𝑇𝜕𝑠 − 𝑇𝑒 .              (4.26b) 
As observed in Equation (4.26), the performance of the controller 𝑇∗ (∗= 𝑚/𝑠) 
depends highly on the accuracy of position and velocity 𝑞∗, ?̇?∗ , inertial robot 
manipulator parameter 𝜃∗, the friction torques 𝑇𝜕∗  and external torque 𝑇ℎ,𝑇𝑒. Control 
of teleoperation systems presents a number of challenges due to instability 
introduced by the communication time-delay and incomplete information available 
on the master and slave sides. 
In regards to communication delay, in most practical applications of teleoperation 
systems, the master and slave are often located far from each other. Hence substantial 
time delays occur during signal transmission and control. Consequently, the overall 
stability of the teleoperation system is affected and jeopardized. 
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With respect to incomplete information on the master and slave sides, firstly, due to 
measurement noise, feeding back of position 𝑞∗ , velocity ?̇?∗ , and external torque 
𝑇ℎ,𝑇𝑒, to the master or slave controllers will result in noisy control signals that in 
turn will destabilize the system. Secondly, due to inevitable parameter variation of 
the system, an update law is also required to estimate inertial robot manipulator 
parameters 𝜃∗, and the friction torques 𝑇𝜕∗ . 
4.5.2 IEAOB based master and slave controllers 
With the estimated position, velocity, and torque feedback signals obtained from the 
IEAOB, in order to cope with the communication delay and model parameter 
variation, the following control laws for both the master and slave robot manipulators 
are employed [162]: 
𝑇𝑚(𝑡) =
−𝐾𝑚𝑞�̇𝑚(𝑡) − 𝑃𝑚 �𝑞�𝑚(𝑡) − 𝑞�𝑠�𝑡 − 𝑡2(𝑡)�� + 𝑔𝑚�𝑞�𝑚(𝑡)� − �𝑠𝑔𝑛 �𝑞�̇𝑚(𝑡)� +
𝜀� �𝑇�ℎ(𝑡) −  𝑇�𝑒�𝑡 − 𝑡2(𝑡)��
𝑇
�𝑇�ℎ(𝑡) − 𝑇�𝑒�𝑡 − 𝑡2(𝑡)�� − 𝑇�ℎ(𝑡),                                                               
(4.27a) 
𝑇𝑠(𝑡) = −𝐾𝑠𝑞�̇𝑠(𝑡) − 𝑃𝑠 �𝑞�𝑠(𝑡) − 𝑞�𝑚�𝑡 − 𝑡1(𝑡)�� + 𝑔𝑠�𝑞�𝑠(𝑡)� + 𝑇�𝑒(𝑡).   (4.27b) 
Here, 𝑇∗(𝑡) is the control torque, 𝜀  is a vector with small positive elements (i.e. 
𝜀1 = 𝜀2 = ⋯ = 𝜀𝑛 > 0) and 0 < 𝜀 ≪ 1, 𝐾𝑚 and 𝐾𝑠 are velocity gains, and 𝑃𝑚 and 𝑃𝑠 
are position gains, 𝑡1(𝑡) is the time delay from the master to the slave while  𝑡2(𝑡) is 
the time delay in the opposite direction. sgn(.) is the sign function. 𝑡1𝑚𝑖𝑥 =
𝑠𝑢𝑝−∞<𝜏<𝑡 𝑡1(𝜏)  and 𝑡2𝑚𝑖𝑥 = 𝑠𝑢𝑝−∞<𝜏<𝑡 𝑡2(𝜏). Also, 𝐾𝑚 − (𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)𝐼  and 
𝐾𝑠 − (𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)𝐼 are positive-definite matrices. 
4.5.3 Stability analysis of the teleoperation system 
In this section, we will show that under the proposed control laws and IEAOB, the 
master and slave sides are stable using Theorem 4.2 in order to ensure the stability of 
the entire teleoperation system. 
Theorem 4.2 In the teleoperation system described by equation (4.24) with the 
control law (4.27) and the IEAOB (3.16)-(3.17), the velocities ?̇?𝑚, ?̇?𝑠 and position 
error 𝑞𝑚 − 𝑞𝑠 are bounded (?̇?𝑚, ?̇?𝑠, 𝑞𝑚 − 𝑞𝑠 ∈ 𝐿2 ∩ 𝐿∞), provided that 
1. 𝑀𝑚�𝑞�𝑚,𝜃�𝑚�,𝑀𝑠�𝑞�𝑠, 𝜃�𝑠�  are positive definite matrices, 
2. 𝑇ℎ,𝑇𝑒 are bounded and continuous, 
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3. 𝐾𝑚 − (𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)𝐼 and 𝐾𝑠 − (𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)𝐼 are positive-definite matrices, 
4. 𝛼1𝐼 ≤ 𝑄𝑚(𝑡) ≤ 𝛼2𝐼, 𝛽1𝐼 ≤ 𝑄𝑠(𝑡) ≤ 𝛽2𝐼, 
5. 𝛼3𝐼 ≤ 𝑅𝑚(𝑡) ≤ 𝛼4𝐼, 𝛽3𝐼 ≤ 𝑅𝑠(𝑡) ≤ 𝛽4𝐼, 
6. The following is true: 
𝛼5𝐼
≤ � [𝐹𝑚23(𝜏) 𝐹𝑚24(𝜏) 𝐹𝑚25(𝜏) 𝐹𝑚26(𝜏)]𝑇
𝑡+𝜎
𝑡
[𝐹𝑚23(𝜏) 𝐹𝑚24(𝜏) 𝐹𝑚25(𝜏) 𝐹𝑚26(𝜏)]𝑑𝜏
≤ 𝛼6𝐼, 
where 𝐹𝑚23(𝜏),𝐹𝑚24(𝜏),𝐹𝑚25(𝜏)  and 𝐹𝑚26(𝜏) are evaluated along 𝑋�𝑚  and 
?̇?𝑚23(𝜏), ?̇?𝑚24(𝜏), ?̇?𝑚25(𝜏) and ?̇?𝑚26(𝜏) are bounded, with 
𝐹𝑚23(𝑡) = −𝑀�𝑚−1 �
𝜕𝑀�𝑚
𝜕𝜃�𝑚
𝑞�̈𝑚 +
𝜕𝑉�𝑚𝑞�̇𝑚
𝜕𝜃�𝑚
+
𝜕𝑔�𝑚
𝜕𝜃�𝑚
�, 
𝐹𝑚24(𝑡) = −𝑀�𝑚−1
𝜕𝑇�𝜕𝑚
𝜕𝑣�̇𝑣𝑚
, 
𝐹𝑚25(𝑡) = −𝑀�𝑚−1
𝜕𝑇�𝜕𝑚
𝜕𝑣�̇𝑐𝑚
, 
𝐹𝑚26(𝑡) = 𝑀�𝑚−1, 
for some positive constants 𝛼1,𝛼2,𝛼3,𝛼4,𝛼5,𝛼6,𝜎 and all 𝑡 > 𝑡0, 
7. The following is true: 
𝛽5𝐼
≤ � [𝐹𝑠23(𝜏) 𝐹𝑠24(𝜏) 𝐹𝑠25(𝜏) 𝐹𝑠26(𝜏)]𝑇
𝑡+𝜎
𝑡
[𝐹𝑠23(𝜏) 𝐹𝑠24(𝜏) 𝐹𝑠25(𝜏) 𝐹𝑠26(𝜏)]𝑑𝜏
≤ 𝛽6𝐼, 
where 𝐹𝑠23(𝜏),𝐹𝑠24(𝜏),𝐹𝑠25(𝜏)  and 𝐹𝑠26(𝜏) are evaluated along 𝑋�𝑠  and 
?̇?𝑠23(𝜏), ?̇?𝑠24(𝜏), ?̇?𝑠25(𝜏) and ?̇?𝑠26(𝜏) are bounded, with 
𝐹𝑠23(𝑡) = −𝑀�𝑠−1 �
𝜕𝑀�𝑠
𝜕𝜃�𝑠
𝑞�̈𝑠 +
𝜕𝑉�𝑠𝑞�̇𝑠
𝜕𝜃�𝑠
+
𝜕𝑔�𝑠
𝜕𝜃�𝑠
�, 
𝐹𝑠24(𝑡) = −𝑀�𝑠−1
𝜕𝑇�𝜕𝑠
𝜕𝑣�̇𝑣𝑠
, 
𝐹𝑠25(𝑡) = −𝑀�𝑠−1
𝜕𝑇�𝜕𝑠
𝜕𝑣�̇𝑐𝑠
, 
𝐹𝑠26(𝑡) = −𝑀�𝑠−1, 
for some positive constants 𝛽1,𝛽2,𝛽3,𝛽4,𝛽5,𝛽6,𝜎 and all 𝑡 > 𝑡0. 
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Proof: Define 𝑇 = 𝑞𝑚 − 𝑞𝑠, 𝑞�̈∗ = ?̈?∗ − 𝑞�̈∗, 𝑞�̇∗ = ?̇?∗ − 𝑞�̇∗, 𝑞�∗ = 𝑞∗ − 𝑞�∗,𝜃�∗ = 𝜃∗ −
𝜃�∗,𝑇�ℎ/𝑒 = 𝑇ℎ/𝑒 − 𝑇�ℎ/𝑒 , where ∗= 𝑚/𝑠. If conditions 4,5,6,7 of the Theorem are 
satisfied, according to Theorem 3.3, 𝑞�𝑚, 𝑞�̇𝑚, 𝜃�𝑚,𝑇�ℎ, 𝑞�𝑠, 𝑞�̇𝑠, 𝜃�𝑠,𝑇�𝑒 ∈ 𝐿2 ∩ 𝐿∞ , 
indicating that the estimated signals converge to the real values asymptotically. 
Now, one will show the stability of the teleoperation system based on the results 
from the analysis of the IEAOB. 
One defines a Lyapunov function 𝑉(𝑡) as 
𝑉(𝑡) = 𝑉1(𝑡) + 𝑉2(𝑡) + 𝑉3(𝑡) + 𝑉4(𝑡)                                                (4.28) 
where 
𝑉1(𝑡) =
1
2
?̇?𝑚𝑇 (𝑡)𝑀𝑚�𝑞𝑚(𝑡)�?̇?𝑚(𝑡) +
1
2
𝑃𝑚
𝑃𝑠
?̇?𝑠𝑇(𝑡)𝑀𝑠�𝑞𝑠(𝑡)�?̇?𝑠(𝑡) 
𝑉2(𝑡) =
1
2
𝑃𝑚�𝑞𝑚(𝑡) − 𝑞𝑠(𝑡)�
𝑇
�𝑞𝑚(𝑡) − 𝑞𝑠(𝑡)�, 
𝑉3(𝑡) = � � ?̇?𝑚𝑇 (𝜂)
𝑡
𝑡+𝛾
0
−𝑡1𝑚𝑚𝑚
?̇?𝑚(𝜂)𝑑𝜂𝑑𝛾 + � � ?̇?𝑠𝑇(𝜂)
𝑡
𝑡+𝛾
0
−𝑡2𝑚𝑚𝑚
?̇?𝑠(𝜂)𝑑𝜂𝑑𝛾, 
𝑉4(𝑡) = � �?̇?𝑚𝑇 (𝑡)�𝑠𝑔𝑛�?̇?𝑚(𝑡)� + 𝜀� �𝑇ℎ(𝑡) − 𝑇𝑒�𝑡 − 𝑡2(𝑡)��
𝑇
�𝑇ℎ(𝑡)
𝑡
0
− 𝑇𝑒�𝑡 − 𝑡2(𝑡)��� 𝑑𝑡. 
From [162], one can have 
?̇?(𝑡) = ?̇?1(𝑡) + ?̇?2(𝑡) + ?̇?3(𝑡) + ?̇?4(𝑡) ≤ ?̇?𝑚𝑇 (𝑡) �(𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)?̇?𝑚(𝑡) +
𝑃𝑚 �𝑞𝑚(𝑡) − 𝑞𝑠�𝑡 − 𝑡2(𝑡)�� − 𝑔𝑚�𝑞𝑚(𝑡)� − 𝑇𝑚(𝑡) + 𝑇ℎ(𝑡) + �𝑠𝑔𝑛�?̇?𝑚(𝑡)� +
𝜀� �𝑇ℎ(𝑡) − 𝑇𝑒�𝑡 − 𝑡2(𝑡)��
𝑇
�𝑇ℎ(𝑡) − 𝑇𝑒�𝑡 − 𝑡2(𝑡)��� + ?̇?𝑠𝑇(𝑡) �(𝑡1𝑚𝑖𝑥 +
𝑡2𝑚𝑖𝑥)?̇?𝑠(𝑡) + 𝑃𝑚 �𝑞𝑠(𝑡) − 𝑞𝑚�𝑡 − 𝑡1(𝑡)�� −
𝑃𝑚
𝑃𝑠
𝑔𝑠�𝑞𝑠(𝑡)� +
𝑃𝑚
𝑃𝑠
𝑇𝑠(𝑡) −
𝑃𝑚
𝑃𝑠
𝑇𝑒(𝑡)�,          
(4.29) 
substituting the control laws (4.27) into (4.29) gets 
?̇?(𝑡) = ?̇?1(𝑡) + ?̇?2(𝑡) + ?̇?3(𝑡) + ?̇?4(𝑡) ≤ ?̇?𝑚𝑇 (𝑡) �(𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)?̇?𝑚(𝑡) −
𝐾𝑚𝑞�̇𝑚(𝑡) − 𝑃𝑚 �𝑞�𝑚(𝑡) − 𝑞�𝑠�𝑡 − 𝑡2(𝑡)�� + 𝑃𝑚 �𝑞𝑚(𝑡) − 𝑞𝑠�𝑡 − 𝑡2(𝑡)�� +
𝑔𝑚�𝑞�𝑚(𝑡)� − 𝑔𝑚�𝑞𝑚(𝑡)� − 𝑇�ℎ(𝑡) + 𝑇ℎ(𝑡) + �𝑠𝑔𝑛�?̇?𝑚(𝑡)� + 𝜀� �𝑇ℎ(𝑡) −
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𝑇𝑒�𝑡 − 𝑡2(𝑡)��
𝑇
�𝑇ℎ(𝑡) − 𝑇𝑒�𝑡 − 𝑡2(𝑡)�� − �𝑠𝑔𝑛 �𝑞�̇𝑚(𝑡)� + 𝜀� �𝑇�ℎ(𝑡) −
𝑇�𝑒�𝑡 − 𝑡2(𝑡)��
𝑇
�𝑇�ℎ(𝑡) − 𝑇�𝑒�𝑡 − 𝑡2(𝑡)��� + ?̇?𝑠𝑇(𝑡) �(𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)?̇?𝑠(𝑡) −
𝐾𝑠𝑞�̇𝑠(𝑡) + 𝑃𝑚 �𝑞𝑠(𝑡) − 𝑞𝑚�𝑡 − 𝑡1(𝑡)�� − 𝑃𝑚 �𝑞�𝑠(𝑡) − 𝑞�𝑚�𝑡 − 𝑡1(𝑡)�� −
𝑃𝑚
𝑃𝑠
𝑔𝑠�𝑞𝑠(𝑡)� +
𝑃𝑚
𝑃𝑠
𝑔𝑠�𝑞�𝑠(𝑡)� +
𝑃𝑚
𝑃𝑠
𝑇�𝑒(𝑡) −
𝑃𝑚
𝑃𝑠
𝑇𝑒(𝑡)�.           (4.30)  
Since one already showed that with EAOB, 𝑞�̈∗ = ?̈?∗ − 𝑞�̈∗, 𝑞�̇∗ = ?̇?∗ − 𝑞�̇∗, 𝑞�∗ = 𝑞∗ −
𝑞�∗,𝜃�∗ = 𝜃∗ − 𝜃�∗,𝑇�ℎ/𝑒 = 𝑇ℎ/𝑒 − 𝑇�ℎ/𝑒   converge to zero asymptotically, one can 
simplify (4.30) into 
?̇?(𝑡) = ?̇?1(𝑡) + ?̇?2(𝑡) + ?̇?3(𝑡) + ?̇?4(𝑡) ≤ −?̇?𝑚𝑇 (𝑡)(𝐾𝑚 − (𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)𝐼)?̇?𝑚(𝑡) −
?̇?𝑠𝑇(𝑡)(𝐾𝑠 − (𝑡1𝑚𝑖𝑥 + 𝑡2𝑚𝑖𝑥)𝐼)?̇?𝑠(𝑡), with the condition 2 of the Theorem 4.2, one 
has ?̇?(𝑡) ≤ 0,  hence, all the elements in 𝑉(𝑡)  are bounded. Then, one has 
?̇?𝑚, ?̇?𝑠, 𝑞𝑚 − 𝑞𝑠 ∈ 𝐿2 ∩ 𝐿∞, and proof is completed. 
4.5.4 Simulation study 
In this section, the proposed IEAOB based teleoperation approach will be examined 
through computer simulation. The dynamics of the teleoperation system are chosen 
the same as those in Section 4.3.4.1, except that the frictions modeled in Equation 
(4.25) are included into the dynamic model of master and slave manipulators. The 
operator rendered forces 𝑇ℎ1,𝑇ℎ2  for link-1 and link-2 are, respectively assumed to 
be 𝑇ℎ1 = sin(𝑡) + |sin (𝑡)|,𝑇ℎ2 = 0.5 ∗ (sin(𝑡) + | sin(𝑡) |). The sampling period Ts 
is set to 0.001 seconds. A stiff object was placed on the slave side at an angular 
position of roughly 0.3 rad, and the environment rendered forces for link-1 and link-2 
are, respectively assumed to be 𝑇𝑒1 = 20 ∗ (𝑞𝑠1 − 0.3),  𝑇𝑒2 = 20 ∗ (𝑞𝑠2 − 0.3). In 
order to demonstrate the effectiveness of the proposed approach, three simulations 
under different conditions are conducted. For the first one, the random 
communication delay is relatively small, and set to be between [0.05, 0.35] s in both 
communication channels of the teleoperation system. For the second one, the 
communication delay is increased and set to be between [0.1, 1.0] s to observe the 
feasibility of the proposed IEAOB approach in the presence of larger time delays. 
The third one investigates the impact of higher controller gains on the system 
performance and stability. 
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4.5.4.1 IEAOB based teleoperation approach in the presence of small time-
varying delays 
The initial angels and angular velocities of the joints of the master and slave robot 
manipulators are set to zero: 
𝑞∗1−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, 𝑞∗2−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0,  ?̇?∗1−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, ?̇?∗2−𝑖𝑛𝑖𝑡𝑖𝑖𝑖 = 0, (∗= 𝑚/𝑠)  implying 
that robot manipulators are initially at rest. The actual inertial parameters for the 
master and slave robot manipulators are chosen identically as 𝜃∗1 = 1.0,𝜃∗2 = 2.0; 
𝐴∗1 = 𝐴∗2 = 1.0; 𝑣𝑐1∗ = 0.013, 𝑣𝑐2∗ = 0.013; 𝑣𝑣1∗ = 0.065, 𝑣𝑣2∗ = 0.065.  
In order to show the effectiveness of the IEAOB dealing with various disturbances, 
the situation where the measurement noise is added to the master system while 20% 
model parameter variation is included into the slave system is considered. Hence, 
parameters for IEAOB and controllers at the master and slave sides are selected and 
shown in Table 4.6. 
Table 4.6 Parameters for IEAOB based teleoperation scheme 
Parameter Meaning Value 
𝑇𝑖 Communication 
delay 
[0.05, 0.35] s 
𝐾𝑚 Master controller 
gain 
𝑑𝑖𝑎𝑔{0.9,0.9} 
𝑃𝑚 Master controller 
gain 
𝑑𝑖𝑎𝑔{1.4,0.9} 
𝐾𝑠 Slave controller 
gain 
𝑑𝑖𝑎𝑔{0.9,0.9} 
𝑃𝑠 Slave controller 
gain 
𝑑𝑖𝑎𝑔{1.4,0.9} 
𝑋𝑚 Initial system state 
vector of IEAOB 
(0,0,0,0,1,2,0.065,0.013,0.065,0.013,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑚 Covariance of 
process noise of 
IEAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10,0.5, 0.5} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of IEAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2,0.5, 0.5 } 
𝑋𝑠 Initial system state 
vector of IEAOB 
(0,0,0,0,1.2,2.4,0.078,0.0156,0.078,0.0156,0,0)𝑇  
𝑅𝑠 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑠 Covariance of 
process noise of 
IEAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10,0.5, 0.5} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of IEAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2,0.5, 0.5 } 
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Figure 4.27. Position tracking and estimation performance. (A represents actual, E represents 
estimated.) 
 
Figure 4.28. Torque tracking and estimation performance.  
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Figure 4.29. Inertial parameter estimation performance at the master side. (Black colour represents 𝜃�1; 
Red colour represents 𝜃�2.) 
 
Figure 4.30. Viscous and Coulomb friction coefficient estimation performance at the master side.   
160 
 
 
Figure 4.31. Inertial parameter estimation performance at the slave side. (Black colour represents 𝜃�1; 
Red colour represents 𝜃�2.) 
 
Figure 4.32. Viscous and Coulomb friction coefficient estimation performance at the slave side.   
 
Figure 4.27 shows the master and slave positions during the system operation. It is 
clear that during free motion the slave manipulator is tracking the delayed version of 
the master trajectory, as desired. For the first 0.2s the slave receives a zero valued 
signal as the master trajectory since the data from the master side has not yet reached 
the slave side. Once the first bit of master data arrives at the slave, there is a jump in 
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the error since there has effectively been a jump in the delayed master trajectory. 
After this jump, asymptotic tracking occurs. When the slave comes into contact with 
the environment (the angular position of the slave reaches 0.3 rad), it is no longer 
able to travel in that direction. When the slave loses its contact with the environment 
it is able to track the master position well. The estimation of the external torque 
acting on the master and slave are given in Figure 4.28. The observer supplies a 
moderately clean estimation. During the periods of time that the slave is in contact 
with the manipulator, the human torque and the environment torque follow each 
other accurately. Since the angular position of link-2 of the slave does not reach 0.3 
rad throughout the simulation, the environment torque rendered to link-2 of the slave 
is constantly zero, as seen in Figure 4.28. The master and slave inertial parameter and 
friction coefficient estimates are shown in Figures 4.29, 4.30, 4.31, and 4.32. Since 
the observer at the master side is initialized with the same values as the actual states, 
the values do not change and remain the same throughout the simulation, as 
expected. Meanwhile, the initial values of these estimates for the slave side are not 
set to the real ones (20% parameter variation), the estimated parameters quickly 
converge to the real values, and stay stable. 
This simulation has shown that the IEAOB based teleoperation algorithm works 
effectively even in the presence of various disturbances. 
4.5.4.2 IEAOB based teleoperation approach in the presence of larger time-
varying delays 
In order to demonstrate the effectiveness of the proposed IEAOB based approach in 
the presence of large communication delays, this simulation will increase the time 
delay on the basis of the simulation result in Section 4.5.4.1. The time-varying delays 
in both forward and backward communication channels are set to be between [0.1, 
1.0] s, while the other initial conditions for the simulation remain the same as those 
in Section 4.5.4.1. The specific parameters for this simulation are selected and shown 
in Table 4.7. The simulation results are depicted in the following figures. 
 
Table 4.7 Parameters for IEAOB based teleoperation scheme with larger time-varying delays 
Parameter Meaning Value 
𝑇𝑖 Communication 
delay 
[0.1, 1.0] s 
𝐾𝑚 Master controller 
gain 
𝑑𝑖𝑎𝑔{2.2,2.2} 
𝑃𝑚 Master controller 𝑑𝑖𝑎𝑔{2.4,2} 
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gain 
𝐾𝑠 Slave controller 
gain 
𝑑𝑖𝑎𝑔{2.2,2.2} 
𝑃𝑠 Slave controller 
gain 
𝑑𝑖𝑎𝑔{2.4,2} 
𝑋𝑚 Initial system state 
vector of IEAOB 
(0,0,0,0,1,2,0.065,0.013,0.065,0.013,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑚 Covariance of 
process noise of 
IEAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10,0.5, 0.5} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of IEAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2,0.5, 0.5 } 
𝑋𝑠 Initial system state 
vector of IEAOB 
(0,0,0,0,1.2,2.4,0.078,0.0156,0.078,0.0156,0,0)𝑇  
𝑅𝑠 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑠 Covariance of 
process noise of 
IEAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10,0.5, 0.5} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of IEAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2,0.5, 0.5 } 
 
Figure 4.33. Position tracking and estimation performance. (A represents actual, E represents 
estimated.) 
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Figure 4.34. Torque tracking and estimation performance.  
 
Figure 4.35. Inertial parameter estimation performance at the master side. (Black colour represents 𝜃�1; 
Red colour represents 𝜃�2.) 
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Figure 4.36. Viscous and Coulomb friction coefficient estimation performance at the master side.   
 
Figure 4.37. Inertial parameter estimation performance at the slave side. (Black colour represents 𝜃�1; 
Red colour represents 𝜃�2.) 
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Figure 4.38. Viscous and Coulomb friction coefficient estimation performance at the slave side.   
In the simulation, two contacts have been made in link-1 direction of the master 
robot manipulator, while there is no contact in link-2 direction of the master robot 
manipulator as the link-2 angular position does not reach 0.3 rad. Figure 4.33 shows 
the master and slave positions during the system operation. It is clear that during free 
motion the slave manipulator is tracking the delayed version of the master trajectory, 
as desired. Since the time-varying delays in the communication channels are 
increased to [0.1, 1.0] s, at the beginning 1.2s of the simulation, the slave does not 
receive any signal form the master side. After 1.2s, the slave starts to track the master 
trajectory and asymptotic tracking occurs. When the contact happens, the tracking 
stops. Figure 4.34 depicts the torque estimation and tracking performance. As seen in 
the figure, IEAOB provides an accurate estimation of the external torques acting on 
the master and slave robot manipulators. Meanwhile, the torque tracking in link-1 
direction of the manipulator is achieved during the contact, while there is no torque 
tracking in link-2 direction because the angular position of link-2 of the slave does 
not reach 0.3 rad throughout the simulation. The master and slave inertial parameter 
and friction coefficient estimates are shown in Figures 4.35, 4.36, 4.37 and 4.38. 
Similar to the results in Section 4.5.4.1, the estimated inertial parameter and friction 
coefficients for the master remain the same throughout simulation, while those for 
the slave asymptotically converge to the real values, and stay stable. 
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The analysis of the simulation results demonstrates that the IEAOB based 
teleoperation approach can function well in the presence of larger time-varying 
delays. 
4.5.4.3 IEAOB based teleoperation approach with larger controller gains 
In this simulation, the impact of increasing the controller gains (specifically 
𝐾𝑚,𝐾𝑠) on the teleoperation system stability and performance is examined. In this 
simulation, the controller gains are set to be very high, and the time-varying delays in 
both forward and backward communication channels are set to be between [0.1, 1.0] 
s, while the other initial conditions for the simulation remain the same as those in 
Section 4.5.4.1. The specific parameters for the simulation are chosen and shown in 
Table 4.8. The simulation results are depicted in the following figures. 
Table 4.8 Parameters for IEAOB based teleoperation scheme with larger controller gains 
Parameter Meaning Value 
𝑇𝑖 Communication 
delay 
[0.1, 1.0] s 
𝐾𝑚 Master controller 
gain 
𝑑𝑖𝑎𝑔{200,200} 
𝑃𝑚 Master controller 
gain 
𝑑𝑖𝑎𝑔{2.4,2} 
𝐾𝑠 Slave controller 
gain 
𝑑𝑖𝑎𝑔{200,200} 
𝑃𝑠 Slave controller 
gain 
𝑑𝑖𝑎𝑔{2.4,2} 
𝑋𝑚 Initial system state 
vector of IEAOB 
(0,0,0,0,1,2,0.065,0.013,0.065,0.013,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7} 
𝑄𝑚 Covariance of 
process noise of 
IEAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10,0.5, 0.5} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of IEAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2,0.5, 0.5 } 
𝑋𝑠 Initial system state 
vector of IEAOB 
(0,0,0,0,1.2,2.4,0.078,0.0156,0.078,0.0156,0,0)𝑇  
𝑅𝑠 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑠 Covariance of 
process noise of 
IEAOB 
diag{1.0e − 10, 1.0e − 10, 1.0e − 10, 1.0e
− 10, 0.0025, 0.0025, , 1.0e − 10, 1.0e − 10, 1.0e
− 10, 1.0e − 10,0.5, 0.5} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of IEAOB 
diag{1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 4, 1.0e − 2, 1.0e − 2, 1.0e
− 2, 1.0e − 2, 1.0e − 2, 1.0e − 2,0.5, 0.5 } 
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Figure 4.39. Position tracking and estimation performance. (A represents actual, E represents 
estimated.) 
 
Figure 4.40. Torque tracking and estimation performance.  
 
Figure 4.41. Inertial parameter estimation performance at the master side. (Black colour represents 𝜃�1; 
Red colour represents 𝜃�2.) 
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Figure 4.42. Viscous and Coulomb friction coefficient estimation performance at the master side.   
 
Figure 4.43. Inertial parameter estimation performance at the slave side. (Black colour represents 𝜃�1; 
Red colour represents 𝜃�2.) 
 
Figure 4.44. Viscous and Coulomb friction coefficient estimation performance at the slave side.   
In the simulation, Figure 4.39 shows the master and slave positions during the system 
operation, while Figure 4.40 depicts the torque estimation and tracking performance. 
The master and slave inertial parameter and friction coefficient estimates are given in 
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Figures 4.41, 4.42, 4.43, and 4.44, respectively. Compared to the simulation in 
Section 4.5.4.2, all the parameters remain the same except that the master and slave 
controller gains are increased a lot. It is clear from the figures that the teleoperation 
diverges at around 0.28s. This result implies that although the stability analysis in 
Section 4.5.3 shows that the teleoperation system can be stabilized with higher and 
higher gains, the system will become over-damping, and destabilized eventually as 
the controller gains (𝐾𝑚,𝐾𝑠), representing the damping control in the system, go 
higher and higher. 
The analysis of the simulation results demonstrates that the IEAOB based 
teleoperation approach can function well with sufficient large controller gains but not 
infinitely large controller gains. 
4.6 Summary 
This chapter has presented three new force estimator (EAOB or IEAOB) based 
teleoperation approaches which can guarantee simultaneous force and position 
tracking in the presence of the major control problems in bilateral teleoperation 
systems. The first and third algorithms provide the benefits of a position-force 
architecture in terms of accurate force tracking.  However, similar to a position-
position architecture it does not require the use of force sensors. The second 
approach combines the conventional four channel teleoperation architecture with the 
IEAOB to achieve the ideal transparency. In these approaches, the EAOB or IEAOB 
only relies on the measured motion to estimate the external force and friction 
torques, which are both subsequently used in the design of the master/slave 
controller. This new force estimator overcomes the disadvantages of existing force 
estimators, which are designed or analysed in the absence of any kind of disturbance. 
Furthermore, the third teleoperation approach is also delay-independent and the 
derivatives of time delays can take any bounded values (less than, equal to, or greater 
than one, and also positive or negative) without causing any problem for the stability 
and asymptotic performance of the closed-loop system. Simulation results of these 
three teleoperation approaches are examined for situations involving both free and 
constrained motion in the absence or presence of time delays. 
While the stability of the EAOB or IEAOB based teleoperation scheme has been 
explored theoretically, the experimental verifications of the proposed approaches are 
also satisfactory. In order to evaluate the proposed approaches, in the next chapter, 
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one will present the experimental results to demonstrate the good performances of 
the proposed methods in terms of position tracking between the master and slave 
robots as well as force tracking between the human and the environment forces. 
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5 EXPERIMENTAL VALIDATIONS 
5.1 Introduction 
While Chapter 4 presented detailed theoretical results about the stability of the 
proposed algorithms under different situations, it remains important to evaluate the 
algorithms in physical implementation. This chapter will examine the stability and 
performance of the algorithm against the Nicosia observer through experimental 
work.  
In order to optimize the IEAOB-based teleoperation algorithm and reduce the 
execution time in real time applications, a UD covariance factorization of the IEAOB 
(UD-IEAOB) is developed. The experimental implementation is performed on a pair 
of Phantom Omni/Desktop haptic devices. The experimental results show the 
effectiveness of the algorithm in a bilateral teleoperation setup with or without 
various communication time delays in the forward and backward paths. The 
performance of the algorithm in unavoidable modeling error in the robot dynamic 
models serves to show robustness of the approach to unmodeled dynamics. 
The work in this chapter is presented as follows. In Section 5.2, the proposed UD-
IEAOB is introduced. The experimental verification of the UD-IEAOB is presented 
in Section 5.3. Section 5.4 presents the experiment results for the proposed 
teleoperation schemes in Chapter 4, respectively. Finally, some conclusions are 
drawn in Section 5.5. 
5.2 The UD-IEAOB 
In Chapter 4, an IEAOB (EAOB) that can simultaneously handle the environment-
rendered force estimation and disturbance suppression was proposed to address this 
gap in modelling of the constrained motion manipulation. Since IEAOB (EAOB) 
extends the Kalman filter (KF) by adding other variables along with the system states 
to estimate the system dynamical parameters and external force, it can be viewed as 
an Extended Kalman Filter (EKF) [35]. As is well known, Kalman filter numeric 
deterioration and the intensive computing are often associated with problems of high 
dimension and/or with the accumulated effects of round-off error. In order to reduce 
the computational intensity of the method in real time applications, in this section, a 
UD-IEAOB is deployed. The UD-IEAOB is an error covariance factorization filter 
of the system state based on the measurements, which is mathematically equivalent 
to the IEAOB, but computationally more efficient. 
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Let us recall the discrete IEAOB (3.27) in Chapter 3, the discrete IEAOB is written 
as follows: 
𝑋�∗𝑘+1/𝑘 = 𝑋�∗𝑘 + 𝑓�𝑋�∗𝑘,𝑇∗(𝑘)�𝑇𝑠 ,                (5.1a) 
𝑋�∗𝑘+1 = 𝑋�∗𝑘+1/𝑘 + 𝛿𝑋�∗𝑘+1 ,                          (5.1b) 
𝛿𝑋�∗𝑘+1 = 𝐾∗𝑘+1𝑇∗𝑘+1 ,                          (5.1c) 
𝑇∗𝑘+1 = 𝑍∗𝑘+1 − 𝐻∗𝑘+1𝑋�∗𝑘+1/𝑘  ,                        (5.1d) 
𝐾∗𝑘+1 = 𝑃∗𝑘+1𝐻∗𝑘+1𝑇 𝑅∗𝑘+1−1 ,                          (5.1e) 
𝑃∗𝑘+1/𝑘 = 𝛷∗𝑘+1,𝑘𝑃∗𝑘𝛷∗𝑘+1,𝑘𝑇 + 𝐵∗𝑘𝑄∗𝑘𝐵∗𝑘𝑇  ,               (5.1f) 
𝑃∗𝑘+1 = (𝐼 − 𝐾∗𝑘+1𝐻∗𝑘+1)𝑃∗𝑘+1/𝑘 .                 (5.1g) 
In discrete IEAOB, calculating the time update: 
𝑃∗𝑘+1/𝑘 = 𝛷∗𝑘+1,𝑘𝑃∗𝑘𝛷∗𝑘+1,𝑘𝑇 + 𝐵∗𝑘𝑄∗𝑘𝐵∗𝑘𝑇 , 
and the measurement update: 
𝑃∗𝑘+1 = 𝑃∗𝑘+1/𝑘 − 𝐾∗𝑘+1𝐻∗𝑘+1𝑃∗𝑘+1/𝑘 
at each iteration is too long for real time application. This section will introduce a 
UD-IEAOB implementation of the algorithm aiming at optimizing it and reducing its 
computation time.  
5.2.1 U-D factorization for the time update 
First, let us consider (5.1f), and re-write it for simplicity as 
𝑃� = 𝛷𝑃𝛷𝑇 + 𝐵𝑄𝐵𝑇,                                                               (5.2) 
Assuming the U-D factors of 𝑃 are given, the U-D factors of 𝑃� in Equation (5.2) are 
obtained by defining 
W = [𝛷𝑈 𝐵],                                                                     (5.3) 
𝐷� = 𝑑𝑖𝑎𝑔(𝐷,𝑄),                                                                    (5.4) 
Equations (5.2)-(5.4) then imply 
𝑃� = 𝑊𝐷�𝑊𝑇                                                                     (5.5) 
One will now show that the desired factors, 𝑈�  and 𝐷� , are obtained by applying 
Gram-Schmidt orthogonalization [163] to the rows of 𝑊.  
Theorem 5.1. Modified Weighted Gram-Schmidt Factorization(MWGS)  
Given a full rank 𝑛 × 𝑚  matrix 𝑊  with row vectors {𝑤𝑖}  and an m-dimensional 
positive diagonal matrix, 𝐷�. The U-D factors of 𝑊𝐷�𝑊𝑇 may be computed as follows 
[163]. 
Equations (5.6)-(5.7) are evaluated recursively for 𝑗 = 𝑛, 𝑛 − 1,⋯ ,1 
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?̃?𝑗 = �𝑤𝑗
(𝑛−𝑗)�
𝐷�
2
                                                                           (5.6) 
�
𝑢�𝑖𝑗 =
1
𝑖�𝑗
〈𝑤𝑖(𝑛−𝑗),𝑤𝑗(𝑛−𝑗)〉𝐷�
𝑤𝑖(𝑛−𝑗+1) = 𝑤𝑖(𝑛−𝑗) − 𝑢�𝑖𝑗𝑤𝑖(𝑛−𝑗)
                       𝑖 = 1,2,⋯ , 𝑗 − 1                             
(5.7) 
where 𝑤𝑖(0) = 𝑤𝑖, 𝑖 = 1,⋯ ,𝑛. 
Proof of the Theorem 5.1 can be found in [163]. 
5.2.2 U-D factorization for the measurement update  
Let us assume that the a priori covariance matrix, 𝑃, is given in factored form as 
𝑃 = 𝑈𝐷𝑈𝑇 
Where 𝑈 is unit upper triangular and 𝐷 = 𝑑𝑖𝑎𝑔(𝑑1,⋯ ,𝑑𝑛). One calls the matrices 𝑈 
and 𝐷 the U-D factors of 𝑃 and note that the existence and construction of such a 
factorization follows from the Cholesky factorization [164] of a positive definite 
matrix. Formulae will now be developed for the U-D factors of the updated 
covariance matrix, 𝑃. 
This is started by factoring equation (5.1g) and rewriting it as 
𝑃 = 𝑃� − 𝐾𝐻𝑃� 
𝑈𝐷𝑈𝑇 = 𝑈�(𝐷� − (𝐷�𝑈�𝑇𝐻𝑇)(𝐷�𝑈�𝑇𝐻𝑇)𝑇/(𝐻𝑃�𝐻𝑇 + 𝑅))𝑈�𝑇 
Let the n-vectors 𝑓 and 𝑣 be defined by 
                                               𝑓 = 𝑈�𝑇𝐻𝑇                    
                                             𝑣 = 𝐷�𝑓,                      i.e.,  𝑣𝑗 = 𝑑𝑗𝑓𝑗                        (5.8) 
And let 𝑈� and 𝐷� be the U-D factors of  𝐷� − 𝑣𝑣𝑇/(𝐻𝑃�𝐻𝑇 + 𝑅).  
𝑈�𝐷�𝑈�𝑇 = 𝐷� − 𝑣𝑣𝑇/(𝐻𝑃�𝐻𝑇 + 𝑅).                                               (5.9) 
Substitution of (5.8) into (5.9) gives 
𝑈𝐷𝑈𝑇 = (𝑈�𝑈�)𝐷�(𝑈�𝑈�)𝑇 
And since 𝑈� and 𝑈� are unit upper triangular it follows that 
                                                    𝑈 = 𝑈�𝑈�  and 𝐷 = 𝐷�  
Thus the updated covariance U-D factors are determined in terms of the U-D factors 
of 𝐷� − 𝑣𝑣𝑇/(𝐻𝑃�𝐻𝑇 + 𝑅). Matrices of this special form can be explicitly factored 
and after modest manipulation, one arrives at the principal result, Theorem 5.2 [164]. 
Theorem 5.2. U-D Factorization of the Kalman Measurement Update 
Given: 
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𝑈�,𝐷�------  U-D factorization of the priori error covariance, 𝑃� 
𝑧,𝐻𝑇 ,𝑅----------Observation, observation coefficients, measurement error variance 
Then the U-D factors of the updated covariance, 𝑈 and 𝐷, and the Kalman gain 𝐾 
can be obtainabed from the following algorithm 
𝑓 = 𝑈�𝑇𝐻𝑇 
                                                             𝑣𝑖 = ?̃?𝑖𝑓𝑖,                𝑖 = 1,⋯ ,𝑛 
�
𝛼1 = 𝑅 + 𝑣1𝑓1
𝑑1 = ?̃?1𝑅/𝛼1
 
𝑏1 = 𝑣1                                                          (5.10) 
For 𝑗 = 2,⋯ ,𝑛 the following equations are evaluated recursively： 
𝛼𝑗 = 𝛼𝑗−1 + 𝑓𝑗𝑣𝑗  
𝑑𝑗 = ?̃?𝑗𝛼𝑗−1/𝛼𝑗 
𝑏𝑗: = 𝑣𝑗  
𝑃𝑗 = −𝑓𝑗/𝛼𝑗−1 
                                                  �
𝑈𝑖𝑗 = 𝑈�𝑖𝑗 + 𝑏𝑖𝑃𝑗
𝑏𝑖: = 𝑏𝑖 + 𝑈�𝑖𝑗𝑣𝑗
                            𝑖 = 1,⋯ , 𝑗 − 1               
𝐾 = 𝑏/𝛼𝑛                                                            (5.11) 
Proof of the Theorem 5.2 can be found in [164]. 
5.3 Experimental study of UD-IEAOB  
In this section, some experiments are carried out to demonstrate the impact of the 
UD-IEAOB filter on IEOAB algorithm in reducing the computation time in real time 
applications. The UD-IEAOB and IEAOB algorithms are applied to a 3-DOF haptic 
device called Phantom Omni (Sensable Technologies, Inc., Wilmington, MA). The 
dynamic of the Phantom Omni haptic device can be found in Section 3.8.1. 
In this experiment, the first, second and third joints of the haptic device are used for 
position tracking and force estimation. The desired angular position trajectories for 
the first, second and third joints are all assumed to be a sine wave signal: 𝑞𝑖 =
0.5sin(𝑡). The sampling time in the experiment is set to 𝑇𝑠 = 1.0 × 10−3𝑠. Since the 
sampling time is relatively large, some chattering can be observed in the observer 
estimations. As the environment, a stiff wood structure is used. The hard object 
representing the environment is placed around point (0.5, -12.4, -3.8) cm in the 
Cartesian space. The aim of the experiment is to achieve position tracking and force 
estimation using the IEAOB or UD-IEAOB. The controller is chosen as  
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  𝑇𝑐 = 𝑀��𝑞,�  𝜃�� �?̈?𝑖 + 𝐾𝑖�?̇?𝑖 − 𝑞�̇�+ 𝐾𝑝(𝑞𝑖 − 𝑞�)�+ 𝑉��𝑞�,𝑞,�̇  𝜃��𝑞�̇ + 𝑔��𝑞,�  𝜃�� + 𝑇�𝜕,        
(5.12) 
where ?̈?𝑖, ?̇?𝑖 and 𝑞𝑖 are the acceleration, velocity and position signals of the desired 
trajectory, and 𝐾𝑖 and 𝐾𝑝 are positive definite gain matrices. The controller gains are 
chosen as 𝐾𝑖 = 𝑑𝑖𝑎𝑔{80,160,160}, and 𝐾𝑝 = 𝑑𝑖𝑎𝑔{1600,6400,6400}. 
From filtering theory, the initial filtered state estimates are the expected values of 
these states at the beginning of control. Hence, for the robotic manipulator starting at 
rest and at a known position, the initial filtered states for IEAOB are  
[𝑞�0 0 𝜃�0 𝑣�𝑣0 𝑣�𝑣0 0]𝑇 , where 𝑞�0 is set to be the first measurement of position. 
Hence, the specific initial conditions for IEAOB are chosen and shown in Table 5.1. 
Table 5.1 Parameters for IEAOB  
Parameter Meaning Value 
𝑋 Initial system state 
vector of IEAOB 
(0,0,0,0,0,0,1.438𝑇 − 3,0.691𝑇 − 3,0.389𝑇 − 3,2.213𝑇 − 3,0.246𝑇
− 3,2.021𝑇 − 3,0.522𝑇 − 3,131.566𝑇 − 3,75.240𝑇
− 3,93.835𝑇 − 3,−2.5𝑇 − 4,3.0𝑇 − 4,−1.5𝑇
− 4,2.4𝑇 − 3,1.5𝑇 − 3,−6.5𝑇 − 3,0,0,0)𝑇 
𝑅 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄 Covariance of 
process noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇
− 4,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 8,1.0𝑇 − 8,1.0𝑇 − 8,1.0𝑇 − 8,1.0𝑇
− 8,1.0𝑇 − 8,5.0𝑇 − 7,5.0𝑇 − 7,5.0𝑇 − 7} 
𝑃0 Initial estimate 
covariance matrix 
of IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇
− 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇
− 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇
− 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇
− 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4,1.0𝑇 − 4} 
 
As for UD-IEAOB, the U-D factorization of the initial 𝑃0 can be written as  
𝑃0 = 𝑈0𝐷0𝑈0𝑇 = 𝐼𝑃0𝐼, i.e.,  𝑈0 = 𝐼,𝐷0 = 𝑃0. 
The performances for IEAOB when the haptic device is in free motion or in contact 
with the environment are illustrated in Figures 5.1, 5.2, 5.3 and 5.4, while the 
performance of the UD-IEAOB is shown in Figures 5.5, 5.6, 5.7, 5.8 and 5.9. 
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Figure 5.1a The end-effector position tracking performance in X direction using IEAOB.  
 
Figure 5.1b The end-effector position tracking performance in Y direction using IEAOB.  
 
Figure 5.1c The end-effector position tracking performance in Z direction using IEAOB.  
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Figure 5.2a Estimate of the environment torque (𝑇�𝑒1) applied to joint-1 using IEAOB. 
 
Figure 5.2b Estimate of the environment torque (𝑇�𝑒2) applied to joint-2 using IEAOB. 
 
Figure 5.2c Estimate of the environment torque (𝑇�𝑒3) applied to joint-3 using IEAOB. 
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Figure 5.3a Robot parameter (𝜃�1,⋯ , 𝜃�6,𝜃�7) estimation performance using IEAOB 
 
Figure 5.3b Robot parameter (𝜃�8,𝜃�9,𝜃�10) estimation performance using IEAOB 
 
 
Figure 5.4a Robot viscous friction coefficient (𝑣�𝑣1,𝑣�𝑣2, 𝑣�𝑣3) estimation performance using IEAOB. 
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Figure 5.4b Robot Coulomb friction coefficient (𝑣�𝑐1, 𝑣�𝑐2, 𝑣�𝑐3) estimation performance using IEAOB. 
 
Figure 5.5a The end-effector position tracking performance in X direction using UD-IEAOB.  
 
Figure 5.5b The end-effector position tracking performance in Y direction using UD-IEAOB. 
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Figure 5.5c The end-effector position tracking performance in Z direction using UD-IEAOB.  
 
Figure 5.6a Estimate of the environment torque (𝑇�𝑒1) applied to joint-1 using UD-IEAOB. 
 
 
Figure 5.6b Estimate of the environment torque (𝑇�𝑒2) applied to joint-2 using UD-IEAOB. 
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Figure 5.6c Estimate of the environment torque (𝑇�𝑒3) applied to joint-3 using UD-IEAOB. 
 
Figure 5.7a Robot parameter (𝜃�1,⋯ ,𝜃�6,𝜃�7) estimation performance using UD-IEAOB 
 
 
Figure 5.7b Robot parameter (𝜃�8,𝜃�9,𝜃�10) estimation performance using UD-IEAOB. 
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Figure 5.8a Robot viscous friction coefficient (𝑣�𝑣1,𝑣�𝑣2, 𝑣�𝑣3) estimation performance using UD-
IEAOB 
 
Figure 5.8b Robot Coulomb friction coefficient (v�c1, v�c2, v�c3 ) estimation performance using UD-
IEAOB. 
TABLE  5.2 Comparison of the performance between IEAOB and UD-IEAOB 
                        The Observer 
Performance 
                   IEAOB                UD-IEAOB 
      
Position/Force tracking 
      
              
 Good at the beginning, but 
diverge at around 16s 
 
                
                     Good 
 
     Computation time/each 
period 
            Longer (0.0009s)        Shorter (0.0003s) 
 
Figures 5.1 and 5.5 show the end-effector position tracking and estimation 
performance of the IEAOB and UD-IEAOB during the run, respectively. As 
expected, the actual position tracks the desired position when in free motion, but not 
when in contact with the environment. Meanwhile, the estimated position obtained 
by IEAOB or UD-IEAOB matches the actual position. The estimates of the external 
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torques acting on haptic device by IEAOB and UD-IEAOB are given in Figures 5.2 
and 5.6, respectively. The torques are estimated when the robot is in contact with a 
wood surface.  As illustrated in Figures 5.2 and 5.6, when the position of the end 
effector does not follow the desired position, indicating the end effector is in contact 
with the environment, the estimated external torques by IEAOB or UD-IEAOB begin 
to increase, the result demonstrates the effectiveness of the force estimation portion 
of the algorithm. The non-zero torque estimate when the robot is not in contact with 
the environment is caused by running the observers at a relatively large sampling 
interval. Figures 5.3, 5.4 and Figures 5.7, 5.8 demonstrate the dynamical parameter 
and friction estimation performance of IEAOB and UD-IEAOB, respectively, the 
estimated parameters quickly converge to the real values for both observers. The 
trajectories of robot parameter adaptation converge to around (1.798e-3, 0.864e-3, 
0.486e-3, 2.766e-3, 0.308e-3, 2.526e-3, 0.652e-3, 164.458e-3, 94.050e-3, 117.294e-
3) kg*m2, respectively, and the viscous and Coulomb friction coefficients for each 
joint of the haptic device are updated online and quickly converge to the real values 
around (-1.55e-3, -1.7e-3, -0.7e-3, 1.0e-3, 1.3e-3, 1.0e-3). However, as shown in 
Table 5.2, it is easy to see that the computational time for each iterative period 
required by the UD-IEAOB is significantly reduced compared to that of the IEAOB. 
Meanwhile, compared to the IEAOB, the storage memory for UD-IEAOB is largely 
decreased as well. Furthermore, the UD-IEAOB functions well all the time while the 
IEAOB becomes unstable and collapses at 16 s, indicating the UD-IEAOB is more 
stable during the real time applications. 
5.4 Teleoperation experiment 
In this section, we present a series of experimental work that were carried out to 
validate the nonlinear teleoperation systems proposed in Chapter 4 and UD-IEAOB 
developed in this chapter. The experiments were performed on two 3-DOF Phantom 
manipulators: Phantom Omni and Phantom Desktop (Sensable Technologies, Inc., 
Wilmington, MA) as shown in Figure 5.9.  
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Figure 5.9 Experimental setup 
5.4.1 EAOB based bilateral teleoperation without delay: EAOB VS Nicosia 
observer 
In this section, the experiment is conducted on a pair of Phantom desktop/Omni 
haptic devices to verify the EAOB based approach proposed in Section 4.3.2. The 
communication delay is not considered in this experiment. In order to show the 
effectiveness of the approach, the experimental result is compared to that of Nicosia 
observer based approach. Prior to that, the dynamic model of the 2 DOF Phantom 
Omni/desktop devices is described briefly. 
5.4.1.1 Dynamics of master and slave Phantom Omni haptic device 
Since the proposed algorithm is computing intensive, we used the first and the third 
actuated joints of the Omni robot in this experiment while the second actuated joint 
was locked at zero, as shown in Figure 5.10. The dynamic model of the 2 DOF 
Phantom Omni/desktop devices (master/slave robot) is defined as [165]  
𝑀∗(𝑞∗,𝜃∗)?̈?∗ + 𝑉∗(𝑞∗, ?̇?∗,𝜃∗)?̇?∗ + 𝑔∗(𝑞∗,𝜃∗) + 𝑇𝜕∗ = 𝑇∗ ± 𝑇ℎ/𝑒 ,                  (5.13a) 
which has the following inertia, Coriolis/centrifugal and gravity matrices/vector: 
𝑀∗(𝑞∗,𝜃∗) = �
𝑀11∗ 𝑀12∗
𝑀21∗ 𝑀22∗
�, 𝑉∗(𝑞∗, ?̇?∗, 𝜃∗) = �
𝑉11∗ 𝑉12∗
𝑉21∗ 𝑉22∗
�, and 𝑔∗(𝑞∗,𝜃∗) = �
𝑔1∗
𝑔21
� 
(5.13b) 
where, ∗= 𝑚/𝑠 , 𝑀11∗ = 𝜃1∗ + 𝜃2∗ cos�2𝑞3∗� + 𝜃3∗sin �2𝑞3∗� + 𝜃4∗ sin�𝑞3∗� +
𝜃5∗cos (𝑞3∗) , 𝑀12∗ = 𝑀21∗ = 0 , 𝑀22∗ = 𝜃6∗ ,  𝑉11∗ = −𝜃2∗𝑞3∗sin �2𝑞3∗� +
𝜃3∗𝑞3∗cos �2𝑞3∗� + 0.5𝜃4∗𝑞3∗cos �𝑞3∗� − 0.5𝜃5∗𝑞3∗sin �𝑞3∗� , 
𝑉12∗ =
−𝜃2∗𝑞1∗sin �2𝑞3∗� + 𝜃3∗𝑞1∗cos �2𝑞3∗� + 0.5𝜃4∗𝑞1∗cos �𝑞3∗� − 0.5𝜃5∗𝑞1∗sin �𝑞3∗� , 
𝑉21∗ =
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𝜃2∗𝑞1∗sin �2𝑞3∗� − 𝜃3∗𝑞1∗cos �2𝑞3∗� − 0.5𝜃4∗𝑞1∗cos �𝑞3∗� + 0.5𝜃5∗𝑞1∗sin �𝑞3∗� , 
𝑉22∗ = 0, 𝑔1∗ = 0, 𝑔2∗ = 𝜃7∗ sin�𝑞3∗� + 𝜃8∗ cos�𝑞3∗�. 
and 𝑇𝜕∗  is modeled as a simplified version of the LuGre model, by considering 
viscous and Coulomb friction: 
𝑇𝜕∗ = �
𝑇𝜕1∗
𝑇𝜕3∗
� = �
𝑣𝑐1∗𝑠𝑔𝑛�?̇?1∗� + 𝑣𝑣1∗?̇?1∗
𝑣𝑐3∗𝑠𝑔𝑛�?̇?3∗� + 𝑣𝑣3∗?̇?3∗
� ,                 (5.14) 
where 𝑣𝑐1∗ , 𝑣𝑐3∗  and 𝑣𝑣1∗ , and 𝑣𝑣3∗  are the Coulomb and viscous friction coefficients 
of the first and the third links; robot dynamical parameters 𝜃1∗ ,𝜃2∗ ,⋯ ,𝜃8∗  are the 
inertia and gravity effect, mass and length of the links. The kinematics of the haptic 
device has been defined in Section 3.8.1. 
Figure 5.10 The coordinates attached to Phantom Omni/desktop device 
5.4.1.2 Experiment result and analysis 
For comparison, the force controller gains of both approaches for the master system 
without measurement noise, are 𝐾𝑚𝑐 = 𝑑𝑖𝑎𝑔{1.5,1.5} , 𝐾𝑚𝑖𝑐 = 𝑑𝑖𝑎𝑔{2.4,2.4} , 
𝐾𝑚𝑖 = 𝑑𝑖𝑎𝑔{100,100}, and 𝐾𝑚𝑝 = 𝑑𝑖𝑎𝑔{2000,2000}.The position controller gains 
of both approaches for the slave system are 𝐾𝑠𝑖 = 𝑑𝑖𝑎𝑔{20,20},  and 𝐾𝑠𝑝 =
𝑑𝑖𝑎𝑔{100,100}. 
In [165], the dynamical parameters 𝜃  for the Phantom Omni haptic device were 
identified: 𝜃 = 𝜃𝑠 =  (5.0e − 3,−2.2e − 3,−3.2e − 3, 3.5e − 3, 2.2e − 3, 2.1e −
3, 1.6e − 1,−5.5e − 3) 𝑘𝑔 ∗ 𝑚2.  Hence, for the master side, we directly utilize the 
dynamical parameter values in [165] for the master robot, and will not deploy the 
EAOB to estimate them. For the slave side, an initial dynamical parameter variation 
is assumed in the initial system, and the EAOB is utilized to estimate them online. 
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The specific parameters for EAOB and Nicosia observer based control schemes are 
shown in Table 5.3. 
Table 5.3 Parameters for EAOB and Nicosia observer based control schemes 
Parameter Meaning Value 
𝑋𝑚 Initial system state 
vector of EAOB 
(0,0,0,0,0,0)𝑇  
𝑅𝑚 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑚 Covariance of 
process noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 6,1.0𝑇 − 6} 
𝑃0𝑚 Initial estimate 
covariance matrix 
of EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 4,1.0𝑇 − 4} 
𝑋𝑠 Initial system state 
vector of EAOB 
(0,0,0,0,3.9𝑇 − 3,−1.7𝑇 − 3,−2.5𝑇 − 3,2.7𝑇 − 3,1.7𝑇 − 3,1.6𝑇
− 3,1.25𝑇 − 1,−4.3𝑇 − 3,0,0)𝑇 
𝑅𝑠 Covariance of 
observation noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑠 Covariance of 
process noise of 
EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 6,1.0𝑇 − 6} 
𝑃0𝑠 Initial estimate 
covariance matrix 
of EAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇
− 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇
− 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇
− 4,1.0𝑇 − 4} 
𝐾1 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{10,10} 
𝐾2 Nicosia observer 
gain for master 
and slave 
𝑑𝑖𝑎𝑔{20,20} 
As for UD-EAOB, the U-D factorization of the initial 𝑃0∗ can be written as  
𝑃0∗ = 𝑈0∗𝐷0∗𝑈0∗𝑇 = 𝐼𝑃0∗𝐼, i.e.,  𝑈0∗ = 𝐼,𝐷0∗ = 𝑃0∗. 
 
Figure 5.11a Force tracking performance of the EAOB-based teleoperation approach in X direction. 
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Figure 5.11b Force tracking performance of the EAOB-based teleoperation approach in Z direction 
 
Figure 5.12a Joint-1 position tracking performance of the EAOB-based  teleoperation approach 
 
 
Figure 5.12b Joint-3 position tracking performance of the EAOB-based  teleoperation approach. 
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Figure 5.13a Position tracking performance of end effectors in X direction using the EAOB-based  
teleoperation approach 
 
Figure 5.13b Position tracking performance of end effectors in Y direction using the EAOB-based  
teleoperation approach 
 
 
Figure 5.13c Position tracking performance of end effectors in Z direction using the EAOB-based  
teleoperation approach. 
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Figure 5.14 Slave robot parameter estimation performance of the EAOB-based teleoperation approach 
 
 
Figure 5.15a Force tracking performance of the Nicosia observer-based teleoperation approach in X 
direction 
 
 
Figure 5.15b Force tracking performance of the Nicosia observer-based teleoperation approach in Z 
direction. 
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Figure 5.16a Joint-1 position tracking performance of the Nicosia observer-based teleoperation 
approach 
 
Figure 5.16b Joint-3 position tracking performance of the Nicosia observer-based teleoperation 
approach 
 
 
 
Figure 5.17a Position tracking performance of end-effector in X direction of the Nicosia observer-
based  teleoperation approach. 
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Figure 5.17b Position tracking performance of end-effector in Y direction of the Nicosia observer-
based  teleoperation approach 
 
Figure 5.17c Position tracking performance of end-effector in Z direction of the Nicosia observer-
based teleoperation approach. 
 
Figure 5.11 depicts the force estimation and tracking performance of the EAOB-
based approach, while Figures 5.12 and 5.13 show the position tracking performance 
of the EAOB based approach both in joint space and tool space. Figure 5.14 
illustrates the slave robot parameter adaptation. Figure 5.15 illustrates the force 
estimation and tracking performance of the Nicosia observer.  Figures 5.16 and 5.17 
show the position tracking performances of the Nicosia observer-based approach 
both in joint space and tool space. Since the human and environment forces in Y 
direction are set to be 0, only the forces in X and Z directions are depicted in Figures 
5.11 and 5.15. In Figures 5.11, 5.12 and 5.13, as expected, the actual position tracks 
the desired position when in free motion, but not when in contact with the 
environment. During contact, the environment rendered force is well tracked by the 
operator. Furthermore, in Figure 5.14, the trajectories of slave robot parameter 
adaptation converge to around (5.0e-3, -2.2e-3, -3.2e-3, 3.5e-3, 2.2e-3, 2.1e-3, 1.6e-
1, -5.5e-3) kg*m2, respectively. Compared to the EAOB based approach, as seen in 
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the Figures 5.15, 5.16 and 5.17, the master robot trajectories can be tracked by the 
slave robot with the Nicosia observer based method, but the force cannot be 
accurately tracked. 
TABLE 5.4 Comparison of position and force tracking results between EAOB and Nicosia observer 
based methods 
        Method 
          
 
 
 
Index (MSE) 
                   Position tracking                        Force  tracking 
EAOB 
(0, 1.875s), (5.31s, 
9.242s), and (11.22s, 
15s) 
Nicosia observer 
(0, 1.609s), (5.153s, 
8.508s) and (12.63s, 15s) 
EAOB 
(1.875s, 5.31s) , and 
(9.242s, 11.22s) 
Nicosia observer 
(1.609s, 5.153s), and 
(8.508s, 12.63s) 
 
𝐸𝑒/𝐸𝑇  
X   Y  Z X    Y Z X  Z X Z 
2.6e-
3 
1.1e-
3 
1.8e-3 3.3e-3 1.6e-3 2.2e-
3 
1.3e-1 2.3e-1 8.2e-1 5.1e-1 
Furthermore, in order to analyse the position and force tracking errors quantitatively, 
the mean square error is also utilized as the mathematical index to calculate the 
specific tracking error between the human torque and the environment torque and the 
error between master position and slave position, and the result is shown in Table 5.4. 
As seen in Table 5.4, the master robot trajectories can be tracked by the slave robot, 
but the force cannot be accurately tracked with the Nicosia observer based method. 
The mean square errors are calculated with the following formulas: 
𝐸𝑒 = �
1
𝑁
(∑ (𝑥/𝑦/𝑧𝑚(𝑗) − 𝑥/𝑦/𝑧𝑠(𝑗))2𝑁𝑗=1 )                                                    (5.15a) 
𝐸𝑇 = �
1
𝑁
(∑ (𝑇ℎ(𝑗) − 𝑇𝑒(𝑗))2𝑁𝑗=1 ) ,                                                  (5.15b) 
where  N is the sampling number. 
In summary, the experimental results show that the proposed EAOB-based position-
force control architecture for a teleoperation system can achieve accurate force and 
position tracking at the master and slave side, respectively, as well as simultaneous 
operator and environment force estimation and parameter adaptation for nonlinear 
master and slave systems in the presence of robot parameter variations and 
measurement noise. There are a number of factors which contribute to the success of 
the EAOB-based method.  As non-adaptive robot dynamic models use a fixed set of 
parameters that are no longer valid when operating conditions change, the EAOB-
based method has tuneable inertial parameters that need to be adjusted in real time 
for optimal performance. It is relatively easy to select optimal values for entries in 
the process noise covariance matrix corresponding to the estimated states, and there 
are no significant performance losses for reasonable perturbations in tuned 
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parameters. The Nicosia observer-based method, instead, does not update the inertial 
parameters in real time, and hence loses its ability to estimate the force. 
5.4.2 IEAOB based four channel bilateral teleoperation without delay: IEAOB 
VS RTOB 
In this section, the IEAOB based four channel bilateral teleoperation approach 
proposed in Section 4.4.2 is studied and validated through experiments on a pair of 
Phantom desktop/Omni haptic devices. In order to show the effectiveness of the 
proposed approach in the presence of various disturbances, such as parameter 
variation and friction, another comparison experiment using the RTOB based four 
channel bilateral teleoperation approach in [161] is carried out as well. Only the first 
joint of the haptic devices is used for position and force tracking and estimation, the 
second and third joints are locked. The sample time is also set to 𝑇𝑠 = 1.0 × 10−3𝑠. 
An aluminium block is located at around 0.42 rad at the slave side as the contact 
object.   
For comparison, master and slave position controller gains for both approaches 
are 𝐾𝑝 = 0.9, and 𝐾𝑣 = 0.6,  and master and slave force controller gains for both 
approaches are 𝐾𝜕 = 0.5. For the master robot, the initial parameters are set to the 
real values. While at the slave side, a 50% parameter variation is assumed in the 
initial system, and the IEAOB is utilized to estimate them online. The specific 
parameters for IEAOB and RTOB based control schemes are shown in Table 5.5. 
Table 5.5 Parameters for IEAOB and RTOB based control schemes 
Parameter Meaning Value 
𝑀 Moment of inertia 5.0e − 3 kgm2 
𝑣𝑣 Coefficient of viscous friction −1.5e − 3 
𝑣𝑐 Coefficient of Coulomb friction 1.0e − 3 
𝑋𝑚 Initial system state vector of IEAOB (0,0,5.0e − 3,−1.5e − 3,1.0e − 3,0)T 
𝑅𝑚 Covariance of observation noise of IEAOB 1.0e − 4 
𝑄𝑚 Covariance of process noise of IEAOB 𝑑iag{1.0e − 7, 1.0e − 7, 1.0e − 7, 1.0e
− 7, 1.0e − 7, 1.0e − 6} 
𝑃0𝑚 Initial estimate covariance matrix of IEAOB 𝑑𝑖𝑎𝑔{1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇
− 6, 1.0𝑇 − 6, 1.0𝑇 − 4} 
𝑋𝑠 Initial system state vector of IEAOB (0,0,1.0e − 2,−3e − 3,2.0e − 3,0)T 
𝑅𝑠 Covariance of observation noise of IEAOB 1.0e − 4 
𝑄𝑠 Covariance of process noise of IEAOB 𝑑iag{1.0e − 7, 1.0e − 7, 1.0e − 7, 1.0e
− 7, 1.0e − 7, 1.0e − 6} 
𝑃0𝑠 Initial estimate covariance matrix of IEAOB 𝑑𝑖𝑎𝑔{1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇
− 6, 1.0𝑇 − 6, 1.0𝑇 − 4} 
𝑔𝑖 DOB cutoff frequency 50rad/s 
𝑔𝑠𝑒𝑖𝑐  RTOB cutoff frequency 100rad/s 
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Figure 5.18 Position and force response of IEAOB-based four channel bilateral teleoperation approach 
 
Figure 5.19 IEAOB parameter estimation performance. (Para-1 represents 𝑀, Para-2 represents 𝑣𝑣 , 
Para-3 represents 𝑣𝑐.) 
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Figure 5.20 Position and force response of RTOB-based four channel bilateral teleoperation approach 
In this experiment with the IEAOB based control scheme, three contacts are made to 
observe the position and force tracking performance of the proposed approach. They 
occur around (0.8 s, 2.8 s), (4.0 s, 6.9 s), and (8.2 s, 11.2 s). Figure 5.18(a) shows the 
master and slave positions during the system operation. It is clear that during free 
motion the slave manipulator is tracking the master trajectory, as desired. When the 
slave comes into contact with the environment, the mater is no longer able to travel 
in that direction. When the slave loses its contact with the environment it is able to 
track the master position well. The estimation of the external torque acting on the 
master and slave are given in Figure 5.18(b). The observer supplies a moderately 
clean estimation. During the period that slave is in contact with the environment, the 
human torque and the environment torque follow each other accurately. The master 
and slave inertial parameter and friction coefficient estimated by IEAOB are shown 
in Figure 5.19. Since IEAOB at the master side is initialized with the same values as 
the actual states, the values do not change and remain the same throughout the 
simulation, as expected. Meanwhile, the initial values of these estimates for the slave 
are not set to the real ones (50% parameter variation), estimated parameters quickly 
converge to the real values, and stay stable.  
Similarly, in the experiment with RTOB based control approach, three contacts are 
made to observe the position and force tracking performance of the proposed 
approach. They occur around (0.5 s, 2.8 s), (4.0 s, 6.9 s), and (8.1 s, 11.3 s). Figure 
5.20 depicts the position and force tracking performance of the approach. As seen in 
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Figure 5.20(a), the RTOB based approach can only attain approximate position 
tracking, but force tracking in Figure 5.20(b) cannot be provided because of the 
inaccurate estimation of the environment force by RTOB at the slave side.  
TABLE 5.6 Comparison of position and force tracking results between IEAOB and RTOB based 
methods 
        Method 
          
 
 
 
Index (MSE) 
                   Position tracking                        Torque  tracking 
IEAOB 
(0, 0.8s), (2.8s, 4.0s), 
(6.9s, 8.2s and (11.2s, 
14s) 
RTOB 
(0, 0.5s), (2.8s, 4.0s), 
(6.9s, 8.1s) and (11.3s, 
14s) 
IEAOB 
(0.8s, 2.8s) , (4.0s, 
6.9s) and (8.2s, 11.2s) 
RTOB 
(0.5s, 2.8s), (4.0s, 6.9s) 
and (8.1s, 11.3s) 
 
𝐸𝑒/𝐸𝑇  
 
1.1e-4 
 
1.5e-4 
 
2.3e-4 
 
0.64 
Meanwhile, the mean square error in (5.15) is utilized as the mathematical index to 
calculate the specific tracking error between the human torque and the environment 
torque and the error between master position and slave position, and the result is 
shown in Table 5.6. As seen in Table 5.6, compared to the IEAOB based method, the 
master trajectory can be tracked by the slave robot, but the force cannot be accurately 
tracked with the RTOB based method.  
The analysis of experimental results demonstrates the effectiveness of IEAOB based 
teleoperation approach in the presence of parameter variation in master and slave 
robots. When there is parameter variation in the slave robot, the effectiveness of 
RTOB based teleoperation approach obviously deteriorates (results for 50% 
parameter variation in Figure 5.20 show the deterioration). It turns out that parameter 
variation seriously degrades the performance of RTOB based teleoperation approach. 
On the other hand, IEAOB based teleoperation approach works well in the case of 
parameter variation, because IEAOB can estimate the dynamical parameters and 
friction coefficients in real time and make them converge to the real values quickly. 
In some practical robot applications, the robot dynamic parameters (e.g., mass of the 
load, inertia and mass of the links), and the friction coefficients cannot be accurately 
obtained in advance and vary during the control process. Therefore, it is difficult to 
effectively use RTOB in the presence of parameter variation in master and slave 
robots. In comparison, IEAOB can compensate for the time delay while estimating 
the robot parameters and suppressing these disturbances. Therefore, IEAOB is more 
effective for a bilateral teleoperation system to achieve accurate position and force 
tracking with parameter variations of both master and slave robots. 
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5.4.3 IEAOB based delayed bilateral teleoperation 
In this section, we further consider the communication delay in teleoperation, and 
carry out the teleoperation experiment on a pair of Phantom desktop/Omni haptic 
devices to verify the IEAOB based approach proposed in Section 4.5.3. In this 
experiment, the proposed IEAOB based approach is also compared with the Nicosia 
observer based approach to demonstrate the superior performance of the IEAOB in 
terms of force estimation, friction compensation, and disturbance suppression in the 
presence of communication delays. Only the first and third joints of the haptic device 
are used for position tracking and force estimation, the second joint is locked. The 
sample time in the experiment is set to 𝑇𝑠 = 1.0 × 10−3𝑠 . Because this sample 
period is relatively large for the device, some chattering can be observed in the 
observer estimates. An aluminium block is located at (-4.8, -1.1, 1.5) cm at the slave 
side as the contact object.  The forward and backward time delays are chosen as 
random variables with a uniform distribution over [0.04, 0.2] s. For comparison, 
master controller gains for both approaches are  𝐾𝑚 = 𝑑𝑖𝑎𝑔{0.8,0.8},  and 𝑃𝑚 =
𝑑𝑖𝑎𝑔{2.0,2.0},   and the slave controller gains for both approaches are 𝐾𝑠 =
𝑑𝑖𝑎𝑔{0.8,0.8}, and 𝑃𝑠 = 𝑑𝑖𝑎𝑔{2.0,2.0}. 
In [165], the dynamical parameters 𝜃  for the Phantom Omni haptic device were 
identified: 𝜃 = 𝜃𝑠 =  (5.0e − 3,−2.2e − 3,−3.2e − 3, 3.5e − 3, 2.2e − 3, 2.1e −
3, 1.6e − 1,−5.5e − 3) 𝑘𝑔 ∗ 𝑚2.  Hence, for the master robot, the initial dynamical 
parameters are set to the identified values in [165]. For the slave side, a dynamical 
parameter variation is assumed in the initial system, and the IEAOB is utilized to 
estimate them online. The parameters for IEAOB and Nicosia observer based 
schemes are shown in Table 5.7. 
Table 5.7 Parameters for IEAOB and Nicosia observer based control schemes 
Parameter Meaning Value 
𝑋𝑚 Initial system state 
vector of IEAOB 
(0,0,0,0,5.0𝑇 − 3,−2.2𝑇 − 3,−3.2𝑇 − 3,3.5𝑇 − 3,2.2𝑇 − 3,2.1𝑇
− 3,1.6𝑇 − 1,−5.5𝑇 − 3,1.5𝑇 − 3,−0.5𝑇
− 3,2.7𝑇 − 3,−1.3𝑇 − 3,0,0)𝑇 
𝑅𝑚 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑚 Covariance of process 
noise of IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 6,1.0𝑇 − 6} 
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𝑃0𝑚 Initial estimate 
covariance matrix of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇
− 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇
− 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇
− 6,1.0𝑇 − 6,1.0𝑇 − 6,1.0𝑇 − 4,1.0𝑇 − 4} 
𝑋𝑠 Initial system state 
vector of IEAOB 
(0,0,0,0,3.9𝑇 − 3,−1.7𝑇 − 3,−2.5𝑇 − 3,2.7𝑇 − 3,1.7𝑇 − 3,1.6𝑇
− 3,1.25𝑇 − 1,−4.3𝑇 − 3,−5.2𝑇 − 3,2.0𝑇
− 3,1.6𝑇 − 3,0.1𝑇 − 3,0,0)𝑇 
𝑅𝑠 Covariance of 
observation noise of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 4,1.0𝑇 − 4} 
𝑄𝑠 Covariance of process 
noise of IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇
− 7,1.0𝑇 − 7,1.0𝑇 − 7,1.0𝑇 − 6,1.0𝑇 − 6} 
𝑃0𝑠 Initial estimate 
covariance matrix of 
IEAOB 
𝑑𝑖𝑎𝑔{1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6,1.0𝑇 − 6, 1.0𝑇
− 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇
− 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇 − 6, 1.0𝑇
− 6, 1.0𝑇 − 4, 1.0𝑇 − 4} 
𝐾1 Nicosia observer gain 
for master and slave 
𝑑𝑖𝑎𝑔{5,5} 
𝐾2 Nicosia observer gain 
for master and slave 
𝑑𝑖𝑎𝑔{10,10} 
 
As for UD-IEAOB, the U-D factorization of the initial 𝑃0∗ can be written as  
𝑃0∗ = 𝑈0∗𝐷0∗𝑈0∗𝑇 = 𝐼𝑃0∗𝐼, i.e.,  𝑈0∗ = 𝐼,𝐷0∗ = 𝑃0∗. 
 
 
Figure 5.21 The forward and backward emulated time delay using IEAOB-based teleoperation 
approach. 
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Figure. 5.22 End-effector position estimation and tracking performance using IEAOB-based 
teleoperation approach (“A” represents actual, “E” represents estimated) 
 
Figure 5.23 Force estimation and tracking performance using IEAOB-based teleoperation approach 
 
Figure 5.24 Master robot dynamical parameter estimation performance of IEAOB-based teleoperation 
approach. 
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Figure 5.25 Master robot friction coefficient estimation performance of IEAOB-based teleoperation 
approach. 
 
Figure 5.26 Slave robot dynamical parameter estimation performance of IEAOB-based teleoperation 
approach 
 
Figure 5.27 Slave robot friction coefficient estimation performance of IEAOB-based teleoperation 
approach. 
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Figure 5.28 The emulated forward and backward time delays using Nicosia observer-based 
teleoperation approach. 
 
Figure 5.29 End-effector position estimation and tracking performance using Nicosia observer-based 
teleoperation approach  (“A” represents actual, “E” represents estimated) 
 
Figure 5.30 Force estimation and tracking performance using Nicosia observer-based teleoperation 
approach. 
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Figure 5.21 demonstrates the emulated forward and backward time delays with the 
IEAOB-based teleoperation approach. Figure 5.22 depicts the end-effector position 
estimation and tracking performance of the IEAOB-based approach in tool space, 
while Figure 5.23 shows the force estimation and tracking performance of the 
IEAOB based approach. Figures 5.24 and 5.26 illustrate the master and slave robot 
parameter adaptation and their friction coefficients are estimated in Figures 5.25 and 
5.27, respectively.  
Considering the fact that the teleoperation experiment is conducted in the lab, the 
network delays in the communication channel are very small. Hence, the forward and 
backward time delays are randomly added in the range of [0.04, 0.2] s, as seen in 
Figure 5.21. The random nature of these time delays makes it possible to show the 
effectiveness of the proposed method for varying time delays. 
In this experiment, four contacts are made to observe the position and force tracking 
performance of the proposed approach. There are two slow contacts during (0.568s, 
2.285s) and (3.767s, 5.495s), and two fast contacts during (6.357s, 8.143s) and 
(8.733s, 10.63s). In Figure 5.22, as expected, the slave position tracks the master 
position when in free motion ((0, 0.568s), (2.285s, 3.767s), (5.495s, 6.357s), (8.143s, 
8.733s) and (10.63s, 12s)), but not when in contact with the environment. In Figure 
5.23, during the slow contacts, the environment force and the operator force are 
tracking each other accurately. When it comes to the fast contacts, as the operator 
force suddenly increases too much at the beginning due to the fast contact, the 
environment force cannot initially track the operator force well, but after a while, the 
environment rendered force is well tracked by the operator force.  
In Figure 5.24, the estimated dynamical parameters of the master haptic device 
remain the same (around (5.0e-3, -2.2e-3, -3.2e-3, 3.5e-3, 2.2e-3, 2.1e-3, 1.6e-1, -
5.5e-3) kg*m2) during the whole process, indicating the initial selected parameters 
are around the real values. In Figure 5.25, the viscous and Coulomb friction 
coefficients for each joint of the master haptic device converge to the values around 
(-2.2e-3,-4.8e-3, 2.7e-3, 0.5e-3). In Figure 5.26, the trajectories of slave robot 
parameter adaptation converge to around (5.0e-3, -2.2e-3, -3.2e-3, 3.5e-3, 2.2e-3, 
2.1e-3, 1.6e-1, -5.5e-3) kg*m2, respectively. Meanwhile, In Figure 5.27, the viscous 
and Coulomb friction coefficients for each joint of the slave robot are updated online 
and eventually converge to the real values around (-1.55e-3, -0.7e-3, 1.0e-3, 1.0e-3). 
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Figure 5.28 shows the emulated forward and backward time delays with the Nicosia 
observer-based teleoperation approach. Figure 5.29 illustrates end-effector position 
estimation and tracking performance of Nicosia observer in tool space.  Figure 5.30 
depicts the force estimation and tracking performances of the Nicosia observer-based 
approach. In order to make a comparison with the IEAOB-based teleoperation 
approach, the forward and backward time delays in this experiment are also 
randomly added in the range of [0.04, 0.2] s, as shown in Figure 5.28. 
Similar to the IEAOB-based teleoperation, four contacts are made here to observe the 
position and force tracking performance of the Nicosia observer-based teleoperation 
approach. There are two slow contacts during (0.664s, 1.754s) and (3.468s, 5.104s), 
and two fast contacts during (5.885s, 7.767s) and (8.62s, 10.58s). As seen in Figure 
5.29, during (0, 0.664s), (1.754s, 3.468s), (5.104s, 5.885s), (7.767s, 8.62s) and 
(10.58s, 12s), the slave robot is in free motion, the master robot trajectories can be 
tracked by the slave robot. However, for the force tracking performance in Figure 
5.30, it is easy to see that the environment force cannot be accurately tracked during 
all the contacts, and the estimated forces suffer from noise as well.  
TABLE 5.8 Comparison of position and force tracking results between IEAOB and Nicosia observer 
based methods 
        Method 
          
 
 
 
Index (MSE) 
                   Position tracking                        Torque  tracking 
IEAOB 
(0, 0.568s), (2.285s, 
3.767s), (5.495s, 
6.357s), (8.143s, 
8.733s) and (10.63s, 
12s) 
Nicosia observer 
(0, 0.664s), (1.754s, 
3.468s), (5.104s, 5.885s), 
(7.767s, 8.62s) and 
(10.58s, 12s) 
IEAOB 
(0.568s, 2.285s) , 
(3.767s, 5.495s), 
(6.357s, 8.143s) and 
(8.733s, 10.63s) 
Nicosia observer 
(0.664s, 1.754s), 
(3.468s, 5.104s), 
(5.885s, 7.767s) and 
(8.62s, 10.58s) 
 
𝐸𝑒/𝐸𝑇  
X   Y  Z X    Y Z Joint1  Joint3 Joint1 Joint3 
1.6e-
3 
1.2e-
3 
2.3e-3 3.1e-3 1.4e-3 2.8e-
3 
2.3e-4 3.0e-4 4.5e-2 3.7e-2 
Meanwhile, the mean square error in (5.15) is also utilized as the mathematical index 
to calculate the specific tracking error between the human torque and the 
environment torque and the error between master position and slave position, and the 
result is shown in Table 5.8. As seen in Table 5.8, the master robot trajectories can 
be tracked by the slave robot, but the force cannot be accurately tracked with the 
Nicosia observer based method.  
In summary, this experiment has shown that the IEAOB based teleoperation 
algorithm works effectively in the presence of variable delays. 
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5.5 Summary 
This chapter has examined the optimisation and real time implementation of the 
novel bilateral teleoperation algorithms proposed in Chapter 4. The experiments were 
performed on a pair of Phantom Omni/Desktop haptic devices and demonstrated  that 
the algorithm works in practice in the presence of non-idealities such as noise, 
modelling error, finite sample times, and unmodeled dynamics. In the first and 
second experiments no time delays were considered, and showed effective tracking 
and force feedback. In the third experiment, time varying delay was included in both 
the forward and backward paths with the delayed IEAOB-based teleoperation 
algorithm. The system remained stable in both when the slave was in contact with the 
environment and when in free motion. In all cases, the experiments worked as 
expected. The slave effectively tracked the delayed master trajectory and the 
estimated forces were properly reflected back to the operator through the master 
manipulator.  
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6 CONCLUSION AND FUTURE WORK 
6.1 Overview 
The focus of this thesis has been on the development of an innovative force observer 
based haptic bilateral teleoperation algorithm for n-DOF nonlinear robot 
manipulators. Force feedback is a key element of bilateral teleoperation. It is what 
allows the operator to have a sense of presence at the remote environment. Currently, 
in the field of bilateral teleoperation, there are usually three ways to provide force 
feedback. In the first method, force is not measured and merely an effort is made to 
minimize the difference between the master and slave positions. A force proportional 
to the difference is fed to the master once the slave makes contact with an object. The 
well-known example is the position-position architecture. This architecture suffers 
from a distorted perception in free-motion condition and cannot produce ideal force 
tracking. The absence of a slave-side force sensor results in control inaccuracies 
produced by nonzero position errors, leading to proportional force feedback to the 
user even when the slave is not in contact with the environment.  
The second method requires a force sensor to measure the interactive force between 
the slave and the environment, and transmit the force signal directly to the master 
side for control. The typical example is the force-position architecture. Compared to 
the first method, perfect force tracking can be attained in this approach. Furthermore, 
using force-position architecture largely decreases the distorted perception in a free-
motion condition. In this architecture, the increased performance, from a 
transparency point of view motivates research into teleoperation systems where force 
is measured. Force sensors, however, are not always possible in practice. In some 
teleoperation applications such as minimal invasive surgery, it is difficult to attach 
force and torque sensors at the end of laparoscopic surgical devices. Meanwhile, it is 
well-known that force and torque sensors amplify noise, which will result in noise 
control signals. Furthermore, to utilize force sensors, a more complicated hardware 
setup must be used.  This makes the real-world applications more costly in terms of 
physical equipment.  
In order to overcome such challenges, in recent years, a third method to provide 
force feedback has been proposed. In this approach, force observers or disturbance 
observers are deployed to estimate the force in teleoperation systems. This removes 
the need for a force sensor, and thus reduces the hardware complexity of the robotic 
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system. However, all the force observers mentioned above can only effectively 
estimate the force rendered by the environment in the absence of disturbance and 
measurement noise. 
We have addressed this gap in design of teleoperation systems in this thesis and 
presented a new adaptive observer based bilateral teleoperation approach which has 
combined advantages of both position-position and force-position methods of 
teleoperation architectures, and further addressing the disturbance and measurement 
noise issues of the third force feedback method.  
The Improved Extended Active Observer (IEAOB) has been developed to provide an 
estimation of the full state of the plant as well as estimation of the inertial dynamical 
and friction parameters of the master/slave robot and the unknown external 
operator/environment rendered forces while suppressing the measurement noise. 
Through the combination of the IEAOB and classical force-position teleoperation 
architecture, a new adaptive observer based force-position architecture with 
hardware requirements of a position-position architecture that provides the benefits 
of a classical force-position architecture has been proposed.  
The focus of this chapter is on summarizing the work conducted and the results 
produced in this thesis. The potential future research directions in this area will be 
also discussed. 
6.2 Comprehensive literature review 
A comprehensive review of the literature on bi-lateral haptic rendered teleoperation 
and application of adaptive controllers in teleoperation was presented in Chapter 2. 
According to the applications of the adaptive schemes, they were organized into four 
groups: (i) adaptive controllers for operator and environment model estimation, (ii) 
adaptive controllers for disturbance rejection, (iii) adaptive controllers for 
communication delay compensation, and (iv) multiple function adaptive controllers. 
Each method was studied and its strengths and deficiencies were highlighted. It was 
shown that the majority of the cited methods were dependent on the deployment of a 
force sensor and accurate model of the system. In addition, some adaptive methods 
from fields of human-robot interaction and local robot control were also included as 
the methods were directly transferable to teleoperation systems. The results of the 
study indicated that when the adaptive controllers are designed correctly, the four 
kinds of adaptive controllers are exchangeable. For instance, some methods in group 
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(i) or (ii) can be used to develop controllers of group (iii); group (iv) can address 
several control issues of (i), (ii), and (iii), simultaneously. 
6.3 Extended active observer (EAOB) 
An Extended Active Observer (EAOB) based adaptive approach for the control of a 
nonlinear robotic system using force estimation instead of actual force measurement 
was proposed. The theoretical analysis and simulation results showed the ability of 
the technique to simultaneously estimate position, velocity, parameter and force 
based on measured position in the presence of measurement noise and parameter 
variation in a nonlinear robotic manipulator. Through comparison of EAOB against a 
typical Nicosia observer applied to a 2 DOF nonlinear manipulator, two major 
advantages of the proposed method were demonstrated. Firstly, in EAOB, variation 
of the model parameters is compensated for in real time, ensuring accurate force 
estimation. In contrast, the Nisocia observer (or other force observers) did not cope 
with robot parameter variations and did not produce accurate force estimation. This 
made the proposed observer more reliable and effective in real world applications 
compared to others. Secondly, the proposed EAOB based approach also considered 
the effect of the measurement noise on the system performance, and could effectively 
estimate force and track position in spite of measurement noise. On the contrary, the 
Nisocia observer (or other force observers) based approach proved to be incapable to 
function well in the presence of measurement noise. 
6.4 Improved extended active observer (IEAOB) 
Through further development of EAOB, a new approach called Improved Extended 
Active Observer (IEAOB) and its higher order were proposed to deal with the 
friction. The analysis and experimental work showed that the IEAOB-based method 
could provide robust position, velocity, robot parameters, friction, and external force 
estimation based on measured positions while simultaneously cancelling the effects 
of a wide range of internal and external disturbances arising during the control of a 
nonlinear robot. A theoretical analysis of the proposed IEAOB-N proved the stability 
of the approach for the nonlinear robot dynamic. The experimental results suggested 
that this algorithm was stable during contact of the robot with the environment. In 
addition, the proposed observer modelled the external disturbances on the system 
such as measurement noise and frictions, and eliminated them effectively. It was also 
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shown that the capability of the observer to track nonlinear external forces increased 
with an increase in the order of the IEAOB. 
6.5 Application of EAOB/IEAOB to teleoperation systems 
Application of the proposed EAOB/IEAOB to teleoperation systems was extensively 
explored. According to the situation where the communication delay was or was not 
included in teleoperation systems, three teleoperation approaches were presented in 
this chapter. In the first approach, an EAOB-based force/position teleoperation 
architrecture dealt with the problems of force/position tracking, external force 
estimation, and parameter variation in the absence of the communication delay. In 
the second approach, the conventional four channel teleoperation architecture with 
the estimated position, velocity, acceleration and force signals by the proposed 
IEAOB in the absence of time delay is studied. The classical four channel 
architecture can achieve the ideal transparency only with ideal condition which does 
not cope with robot dynamical model error or friction. The proposed IEAOB-based 
four channel teleoperation approach estimates dynamical model parameters and 
friction and compensates for dynamical model error and friction to obtain ideal 
transparency. In the third approach, an IEAOB-based force/position teleoperation 
architecture took into account communication delay and friction issues and all the 
major control problems in the teleoperation systems as mentioned above were dealt 
with. The proposed controller is also delay-independent and the derivatives of time 
delays can take any bounded values (less than, equal to, or greater than one, and also 
positive or negative) without causing any problem for the stability and asymptotic 
performance of the closed-loop system. The superior performances of the proposed 
approaches were demonstrated through computer simulation. The methods were also 
applied to a nonlinear teleoperation system built by a pair of phantom haptic devices. 
Experimental results demonstrated good performances of the proposed methods in 
terms of position tracking between the master and slave robots as well as force 
tracking between the human and the environment forces. 
6.6 UD-EAOB and UD-IEAOB 
Finally, considering the fact that the computed torqued model and the discrete-time 
EAOB/IEOAB estimated at each sampling interval were very computing intensive as 
they included computation of partial derivatives and matrix exponentials, UD-EAOB 
and UD-IEAOB were introduced. The UD-EAOB(UD-IEAOB) were mathematically 
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equivalent to the EAOB(IEAOB), but computationally more efficient. In order to 
evaluate the performance of the UD-EAOB(UD-IEAOB), an experimental 
comparison between the EAOB(IEAOB)  and UD-EAOB(UD-IEAOB) was carried 
out, the results of which showed the significant timesaving property of the new UD-
EAOB(UD-IEAOB). Then, the UD-EAOB (UD-IEAOB) based teleoperation method 
was applied to a nonlinear teleoperation system built by a pair of 3 DOF Phantom 
haptic devices. Experimental results demonstrate that the approaches could guarantee 
simultaneous force and position tracking in bilateral teleoperation systems. 
6.7 Future work 
As far as the future work is concerned, the work presented in this thesis can be 
extended in number of directions.  
Further optimization of the proposed UD-EAOB/UD-IEAOB and reducing its 
executive time is very crucial for real time application of the approach in 
teleoperation systems. In this work, we proposed the UD-EAOB/UD-IEAOB, which 
is the UD covariance factorization of the EAOB/IEAOB, significantly improving the 
EAOB/IEAOB numerical precision and reducing the computational cost. However, 
the UD-EAOB/UD-IEAOB is also a computationally intensive algorithm. The 
computational requirements of the UD filtering are proportional to the size of the 
system state vector, which determines the dimensions of the factors 𝑈 and 𝐷. When 
the number of the estimated system state increases significantly, it becomes difficult 
to maintain an acceptable performance of the UD-EAOB/UD-IEAOB in real-time 
applications. It is worth mentioning that UD-EAOB/UD-IEAOB with a large number 
of estimated system states (or high dimensional UD-EAOB/UD-IEAOB) is already a 
very conservative estimate that does not take into account other fundamental 
operations that must be executed, and if the UD-EAOB/UD-IEAOB is deployed in a 
multitasking scheme such as guidance, navigation and control systems, the execution 
of the UD filtering is one of several functions that the microprocessor has to carry 
out. Thus, the UD filtering processing may be overwhelming for an embedded 
microcontroller.  
It is interesting to study the application of the higher order EAOB/IEAOB in 
teleoperation systems. In this thesis, only the first-order EAOB and IEAOB based 
teleoperation were validated through experimental work. Further work will be 
required to compare the performance of the higher order EAOB/IEAOB based 
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teleoperation approach with the first-order EAOB/IEAOB method in teleoperation 
systems, especially for complex teleoperation tasks. Particularly as, we have shown 
that the capability to track nonlinear external forces increases as the order of the 
EAOB/IEAOB increases.  
In addition, in this thesis, we showed the effectiveness of the proposed the 
EAOB/IEAOB through the comparison with the 1-DOF FS03 force sensor from 
Honeywell company. However, it would be a meaningful task in the future to utilize 
a 3-DOF force sensor in the verification process. 
Moreover, the thesis explored the viability of the EAOB/IEAOB that can 
simultaneously handle the problems of operator/environment-rendered force 
estimation and disturbance suppression at both master and slave sides of the 
teleoperation system. The EAOB/IEAOB is a variation of the Kalman filter [13] and 
extended Kalman filter [14] that work well in the presence of Gaussian measurement 
noise. However, these methods cannot function well in more general cases where the 
noise is non-Gaussian. Therefore, developing a more comprehensive observer that 
can provide accurate system state and external force estimation while dealing with 
various kinds of disturbances in the presence of a general measurement noise will 
generalise the method further. 
Another research direction is to develop more comprehensive teleoperation 
approaches to deal with the control problems in more realistic communication 
environment. In this thesis, only the time varying delay issue in the communication 
channel was considered and addressed. However, since the communication 
medium(wired or wireless) in teleoperation applications contributes substantially to 
the complexity of the overall system, and not only introduces delays, but also jitter, 
distortion and information losses [166] that impact system stability and performance, 
the proposed teleoperation approach in this thesis will fail in the presence of these 
communication issues. Hence, it would be important in the future to extend the 
proposed methods and design new control approaches to efficiently address these 
cimmunucation issues for actual teleoperation systems. 
Finally, it would be interesting to explore real world applications of the proposed 
IEAOB. As mentioned in the earlier part of the thesis, the existing methods used to 
obtain force information is either ultizing force sensors or deploying force observers 
that cannot function well in the presence of any kind of disturbance. The proposed 
IEAOB can replace the force sensor while dealing with various disturbances, which 
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makes it desirable in many actual applications. It can be employed into applications, 
where it is very difficult or expensive to mount a force sensor, such as minimal 
invasive surgery. Meanwhile, it is also useful in teleoperation applications, in which 
accurate operation requires but there exists different kinds of disturbances, such as 
landmine detection. 
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APPENDIX 1: THE STABILITY ANALYSIS OF THE EAOB 
Extracted from [152], the detailed stability analysis for the EAOB is as follows. 
One first shows that the linearized system is uniformly completely observable and 
uniformly completely controllable. Thus, the filter would be uniformly 
asymptotically stable in large if the linearization of the system were exact since the 
linearized system is uniformly completely observable and controllable. Then, it is 
shown that the filter is locally uniformly asymptotically stable when the series 
expansion truncation error is taken into account. 
One must show that the extended Kalman filter is locally uniformly asymptotically 
stable. Hence the estimated errors 𝑞�, ?̇?�,𝜃�,𝑇�𝑒  are in 𝐿2 ∩ 𝐿∞ . To do this, one uses 
Theorem 3.2.  
Therefore, one has to show that the system is observable and controllable. Item (a) 
shows the condition under which the system is observable using Theorem A.1; item 
(b) shows that the system is controllable using Theorem A.2. Item (c) states the 
results of Theorem 3.2 and item (d) uses Theorem A.3 to show local stability even if 
the linearization is not exact. 
(a) The linearized system is uniformly completely observable if conditions 2, 3 of the 
Theorem 3.1 are satisfied. To show observability, only the homogeneous parts of the 
linearized system have to be considered. Let us consider the system and the 
measurements: 
?̇?(𝑡) = 𝐹(𝑡)𝑥(𝑡), 
𝑦(𝑡) = 𝐻(𝑡)𝑥(𝑡), 
with the transition matrix: 
𝑑Φ(𝑡, 𝑡0)
𝑑𝑡
= 𝐹(𝑡)Φ(𝑡, 𝑡0), 
Φ(𝑡0, 𝑡0) = 𝐼, 
and 
𝐹(𝑡) =
𝜕𝑓(𝑥�)
𝜕𝑥�
= �
0 𝐼 0
𝐹1(𝑡) 𝐹2(𝑡) 𝐹′(𝑡)
0 0 0
�, 
𝐻(𝑡) = [𝐼 0 0], 
where 
𝐹′(𝑡) = [𝐹3(𝑡) 𝐹4(𝑡)], 
 𝐼 , 𝐹1(𝑡) , and 𝐹2(𝑡)  are 𝑚 × 𝑚  matrices, 𝐹′(𝑡)  is 𝑚 × 𝑝  matrix, and 𝐻(𝑡)  is a 
𝑚 × (2𝑚 + 𝑝) matrix, 𝑝 represents the number of estimated inertial parameters and 
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the external forces. Also, the matrices 𝐹1(𝑡) ,  𝐹2(𝑡),  and 𝐹′(𝑡)  are bounded and 
locally integrable since 𝑓(𝑥�) has continuous and bounded partial derivatives when 
𝑀�(𝑞�) is positive definite. The vector 𝑥(𝑡) can be divided in several sub-vectors such 
as:   
𝑥 = �
𝑞
?̇?
χ
�, 
where  χ = � 𝜃𝑇𝑒
�, 𝑞  and ?̇?  are 𝑚  component vectors and χ  is 𝑝  component vector. 
Since χ̇ = 0, χ is constant. Thus, one can define a reduced state vector 𝑥𝑠: 
𝑥𝑠 = �
𝑞
?̇?�. 
The dynamic system can be written as 
?̇?𝑠 = �
0 𝐼
𝐹1(𝑡) 𝐹2(𝑡)
� 𝑥𝑠 + �
0
𝐹′(𝑡)� χ, 
and the measurements as 
𝑦 = 𝐻𝑠𝑥𝑠, 
𝐻𝑠 = [𝐼 0],𝐻 = [𝐻𝑠 0]. 
Let us define 
𝐹𝑠(𝑡) = �
0 𝐼
𝐹1(𝑡) 𝐹2(𝑡)
�. 
Using Theorem A.1, it is simple to show that the system (𝐹𝑠(𝑡),𝐻𝑠(𝑡)) is totally 
observable. 
Theorem A.1 The system (𝐹(𝑡),𝐻(𝑡)) is totally observable if and only if for every 𝑡 
the matrix: 
Γ = [Γ1 Γ2 … Γ𝑛] 
is of rank 𝑛 (𝑥(𝑡) is a vector of 𝑛 components) where: 
Γ1 = 𝐻𝑇(𝑡) and Γ𝑘 =
𝑖Γ𝑘−1
𝑖𝑡
+ 𝐹𝑇(𝑡)Γ𝑘−1 
Proof can be found in [167]. 
Hence the following integral is positive definite for all 𝑡𝜕 > 𝑡0. 
𝑁𝑠�𝑡0, 𝑡𝜕� = � Φ𝑠𝑇
𝑡𝑓
𝑡0
(𝑡, 𝑡0)𝐻𝑠𝑇(𝑡)𝐻𝑠(𝑡)Φ𝑠(𝑡, 𝑡0)𝑑𝑡. 
One can write Φ𝑠(𝑡, 𝑡0) in partitioned form as: 
Φ𝑠(𝑡, 𝑡0) = �
Φ𝑠11(𝑡, 𝑡0) Φ𝑠12(𝑡, 𝑡0)
Φ𝑠21(𝑡, 𝑡0) Φ𝑠22(𝑡, 𝑡0)
�,                  (A.1) 
this results in  
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𝑁𝑠�𝑡0, 𝑡𝜕� = � �
Φ𝑠11
𝑇 (𝑡, 𝑡0)Φ𝑠11(𝑡, 𝑡0) Φ𝑠11
𝑇 (𝑡, 𝑡0)Φ𝑠12(𝑡, 𝑡0)
Φ𝑠12
𝑇 (𝑡, 𝑡0)Φ𝑠11(𝑡, 𝑡0) Φ𝑠12
𝑇 (𝑡, 𝑡0)Φ𝑠12(𝑡, 𝑡0)
�
𝑡𝑓
𝑡0
𝑑𝑡. 
From the Sylvester criterion for positive definiteness, and since 𝑁𝑠�𝑡0, 𝑡𝜕� is positive 
definite for all 𝑡𝜕 > 𝑡0: 
∫ Φ𝑠12
𝑇 (𝑡, 𝑡0)Φ𝑠12(𝑡, 𝑡0)
𝑡𝑓
𝑡0
𝑑𝑡 > 0.                                                        (A.2) 
Since χ is constant, one can write 
𝑥𝑠(𝑡) = Φ𝑠(𝑡, 𝑡0)𝑥𝑠(𝑡0) + �� Φ𝑠(𝑡, 𝜏)
𝑡
𝑡0
� 0𝐹′(𝜏)� 𝑑𝜏� χ, 
where Φ𝑠(𝑡, 𝑡0)  is the transition matrix of the reduced system which is totally 
observable. Since Φ𝑠(𝑡, 𝜏) = Φ𝑠(𝑡, 𝑡0)Φ𝑠−1(𝜏, 𝑡0), one have 
𝑥𝑠(𝑡) = Φ𝑠(𝑡, 𝑡0)𝑥𝑠(𝑡0) + Φ𝑠(𝑡, 𝑡0) �� Φ𝑠−1(𝜏, 𝑡0)
𝑡
𝑡0
� 0𝐹′(𝜏)� 𝑑𝜏� χ. 
One can write the previous equation in terms of the full state vector 𝑥(𝑡): 
𝑥(𝑡) = Φ(𝑡, 𝑡0)𝑥(𝑡0) = �
Φ𝑠(𝑡, 𝑡0) Φ𝑠(𝑡, 𝑡0)� Φ𝑠−1(𝜏, 𝑡0)
𝑡
𝑡0
� 0𝐹′(𝜏)� 𝑑𝜏
0 𝐼
� 𝑥(𝑡0). 
One can now write: 
𝐻(𝑡)Φ(𝑡, 𝑡0) = 𝐻𝑠(𝑡)Φ𝑠(𝑡, 𝑡0) �𝐼 � Φ𝑠−1(𝜏, 𝑡0)
𝑡
𝑡0
� 0𝐹′(𝜏)� 𝑑𝜏�. 
Define 
Ω(𝑡) = 𝐻𝑠(𝑡)Φ𝑠(𝑡, 𝑡0), 
Ψ(𝜏) = Φ𝑠−1(𝜏, 𝑡0) �
0
𝐹′(𝜏)�, 
Υ(𝑡) = � Ψ(𝜏)
𝑡
𝑡0
𝑑𝜏, 
𝑁�𝑡0, 𝑡𝜕� = � [𝐼 Υ(𝑡)]𝑇
𝑡𝑓
𝑡0
Ω𝑇(𝑡)Ω(𝑡)[𝐼 Υ(𝑡)]𝑑𝑡, 
and 𝑁�𝑡0, 𝑡𝜕� is positive definite if 𝑥𝑇𝑁�𝑡0, 𝑡𝜕�𝑥 > 0 for all unit vectors 𝑥. Let 
𝑥 = �
𝑥𝑠
χ �, 
this yields 
� ‖Ω(𝑡)(𝑥𝑠 + Υ(𝑡)χ)‖2
𝑡𝑓
𝑡0
𝑑𝑡 > 0. 
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First, one have to show under which conditions there is no unit vector 𝑥 such that 
Ω(𝑡)(𝑥𝑠 + Υ(𝑡)χ) = 0 is true for all 𝑡0 ≤ 𝑡 ≤ 𝑡𝜕. (See [168]) Define 
𝑆�𝑡0, 𝑡𝜕� = � ‖Ω(𝑡)(𝑥𝑠 + Υ(𝑡)χ)‖2
𝑡𝑓
𝑡0
𝑑𝑡. 
By definition for all 𝑡0 < 𝑡 < 𝑡𝜕, one has  
1
2
|‖Ω(𝑡)(𝑥𝑠 + Υ(𝑡)χ)‖2 − 𝑥𝑠𝑇Ω𝑇(𝑡)Ω(𝑡)𝑥𝑠| =
�∫ χ𝑇 �Ω̇(𝜏)Υ(𝜏) + Ω(𝜏)Υ̇(𝜏)�
𝑇
Ω(𝜏)(𝑥𝑠 + Υ(𝜏)χ)𝑑𝜏
𝑡
𝑡0
�.                      (A.3) 
Define 
Θ(𝑡) = Ω̇(𝑡)Υ(𝑡) + Ω(𝑡)Υ̇(𝑡), 
It can be easily shown that 
Θ(𝑡) = � Φ𝑠22(𝑡, 𝜏)𝐹
′(𝜏)
𝑡
𝑡0
𝑑𝜏, 
where the transition matrix Φ𝑠(𝑡, 𝜏) has been partitioned as in Equation (A.1). The 
Schwarz’s inequality applied to the right hand side of (A.3) results in  
1
2
|‖Ω(𝑡)(𝑥𝑠 + Υ(𝑡)χ)‖2 − 𝑥𝑠𝑇Ω𝑇(𝑡)Ω(𝑡)𝑥𝑠|
≤ �� ‖Θ(𝜏)χ‖2𝑑𝜏
𝑡
𝑡0
�
1
2
�� ‖Ω(𝜏)(𝑥𝑠 + Υ(𝜏)χ‖2𝑑𝜏
𝑡
𝑡0
�
1
2
≤ (𝑡 − 𝑡0)
1
2 sup
𝜏∈[𝑡0,𝑡]
‖Θ(𝜏)‖𝑆
1
2(𝑡0, 𝑡)
≤ �𝑡𝜕 − 𝑡0�
1
2 sup
𝜏∈�𝑡0,𝑡𝑓�
‖Θ(𝜏)‖ 𝑆
1
2�𝑡0, 𝑡𝜕�. 
Since 𝑏 − 𝑎 ≤ |𝑎 − 𝑏|, integrating for 𝑡 from 𝑡0 to 𝑡𝜕 yields: 
∫ 𝑥𝑠𝑇Ω𝑇(𝑡)Ω(𝑡)𝑥𝑠
𝑡𝑓
𝑡0
𝑑𝑡 ≤ 2�𝑡𝜕 − 𝑡0�
3
2 sup𝜏∈�𝑡0,𝑡𝑓�‖Θ(𝜏)‖𝑆
1
2�𝑡0, 𝑡𝜕� + 𝑆�𝑡0, 𝑡𝜕�.                   
(A.4) 
Applying the triangle inequality to 𝑆�𝑡0, 𝑡𝜕� gives  
∫ ‖Ω(𝑡)Υ(𝑡)χ‖2𝑡𝑓𝑡0 𝑑𝑡 ≤ ∫ 𝑥𝑠
𝑇Ω𝑇(𝑡)Ω(𝑡)𝑥𝑠
𝑡𝑓
𝑡0
𝑑𝑡 + 𝑆�𝑡0, 𝑡𝜕�,                               (A.5) 
combining Equation (A.4) and Equation (A.5) yields 
� ‖Ω(𝑡)Υ(𝑡)χ‖2
𝑡𝑓
𝑡0
𝑑𝑡 ≤ 2�𝑡𝜕 − 𝑡0�
3
2 sup
𝜏∈�𝑡0,𝑡𝑓�
‖Θ(𝜏)‖ 𝑆
1
2�𝑡0, 𝑡𝜕� + 2𝑆�𝑡0, 𝑡𝜕�
≤ 2 �𝑘𝑆
1
2�𝑡0, 𝑡𝜕� + 𝑆�𝑡0, 𝑡𝜕��, 
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where 𝑘 is a non-negative constant. If the matrix 
� Υ𝑇(𝑡)Ω𝑇(𝑡)Ω(𝑡)Υ(𝑡)
𝑡𝑓
𝑡0
𝑑𝑡 
is positive definite, the last equation implies that 𝑆�𝑡0, 𝑡𝜕� > 0 for a non-null χ and if 
χ = 0 one have 
𝑆�𝑡0, 𝑡𝜕� = 𝑥𝑠𝑇 �� Ω𝑇(𝑡)Ω(𝑡)𝑑𝑡
𝑡𝑓
𝑡0
� 𝑥𝑠 = 𝑥𝑠𝑇𝑁𝑠(𝑡0, 𝑡𝜕)𝑥𝑠 > 0, 
By definition the reduced system is totally observable. Hence, one can conclude that 
∫ Υ𝑇(𝑡)Ω𝑇(𝑡)Ω(𝑡)Υ(𝑡)𝑑𝑡𝑡𝑓𝑡0  being positive definite is a necessary and sufficient 
condition for the observability of the system in the interval [𝑡0, 𝑡𝜕].  
From the definition of Ω(𝑡) and Υ(𝑡), one has 
∫ Υ𝑇(𝑡)Ω𝑇(𝑡)Ω(𝑡)Υ(𝑡)𝑑𝑡𝑡𝑓𝑡0 =
∫ (∫ Φ𝑠12(𝑡, 𝜏)𝐹
′(𝜏)𝑡𝑡0 𝑑𝜏)
𝑇(∫ Φ𝑠12(𝑡, 𝜏)𝐹
′(𝜏)𝑡𝑡0 𝑑𝜏)
𝑡𝑓
𝑡0
𝑑𝑡.                  (A.6) 
If there is no unit vector 𝑥 such that 
�∫ Φ𝑠12(𝑡, 𝜏)𝐹
′(𝜏)𝑥𝑡𝑡0 𝑑𝜏� = 0.                                                              (A.7) 
For all 𝑡0 ≤ 𝑡 ≤ 𝑡𝜕, then the integral in Equation (A.6) is positive definite. If ?̇?′(𝜏) is 
bounded, then the conditions for equation (A.7) can be replaced by (see [168]): 
� �Φ𝑠12(𝑡, 𝜏)𝐹
′(𝜏)𝑥�
𝑡𝑓
𝑡0
𝑑𝜏 > 0. 
If ?̇?′(𝜏) is bounded and equation (A.2) imply that 
� Φ𝑠12
𝑇 (𝑡, 𝜏)Φ𝑠12(𝑡, 𝜏)
𝑡
𝑡0
𝑑𝜏 
spans the whole space for an infinitely small 𝑡 − 𝑡0 > 0. One can conclude that: 
∫ 𝐹′𝑇(𝜏)𝐹′(𝜏)𝑡𝑓𝑡0 𝑑𝜏 > 0 , 
i.e.,  
� [𝐹3(𝜏) 𝐹4(𝜏)]𝑇
𝑡𝑓
𝑡0
[𝐹3(𝜏) 𝐹4(𝜏)]𝑑𝜏 > 0 
is a sufficient and necessary condition for the observability of the system in the 
interval [𝑡0, 𝑡𝜕]. 
(b) The linearized system is uniformly completely controllable if conditions 1 and 3 
of Theorem 3.1 are satisfied. It is clear that the linearized system (𝐹(𝑡),𝐺(𝑡) = 𝐼) is 
totally controllable by the use of Theorem A.2.  
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Theorem A.2 The system (𝐹(𝑡),𝐺(𝑡)) is totally observable if and only if for every 𝑡 
the matrix: 
Γ = [Γ1 Γ2 … Γ𝑛] 
is of rank 𝑛 (𝑥(𝑡) is a vector of 𝑛 components) where: 
Γ1 = 𝐺(𝑡) and Γ𝑘 =
𝑖Γ𝑘−1
𝑖𝑡
+ 𝐹(𝑡)Γ𝑘−1. 
Proof can be found in [167]. 
(c) The extended Kalman filter would be uniformly asymptotically stable in the large 
if the linearization of the system were exact. In more details, one has the real system 
given by 
?̇? = 𝑥�̇ + 𝑥�̇ = 𝑓(𝑥� + 𝑥�)
= 𝑓(𝑥�) +
𝜕𝑓(𝑥�)
𝜕𝑥�
𝑥� +
1
2
𝑥�𝑇 �
𝜕
𝜕𝑥�
(
𝜕𝑓(𝑥�)
𝜕𝑥�
)� 𝑥� + ℎ𝑖𝑔ℎ𝑇𝑟 𝑐𝑟𝑑𝑇𝑟 𝑡𝑇𝑟𝑚𝑠. 
The unperturbed extended Kalman filter and the filtering error are given by 
𝑥�̇ = 𝑓(𝑥�) + 𝑃(𝑡)𝐻𝑇𝑅−1(𝑡)𝐻𝑥�, 
𝑥�̇ = �
𝜕𝑓(𝑥�)
𝜕𝑥�
− 𝑃(𝑡)𝐻𝑇𝑅−1(𝑡)𝐻�𝑥� +
1
2
𝑥�𝑇 �
𝜕
𝜕𝑥�
(
𝜕𝑓(𝑥�)
𝜕𝑥�
)� 𝑥� + ℎ𝑖𝑔ℎ𝑇𝑟 𝑐𝑟𝑑𝑇𝑟 𝑡𝑇𝑟𝑚𝑠. 
Hence 
𝑥�̇ = 𝐴(𝑡)𝑥� + 𝑔(𝑥�, 𝑡), 
where 
𝐴(𝑡) =
𝜕𝑓(𝑥�)
𝜕𝑥�
− 𝑃(𝑡)𝐻𝑇𝑅−1(𝑡)𝐻, 
𝑔(𝑥�, 𝑡) =
1
2
𝑥�𝑇 �
𝜕
𝜕𝑥�
(
𝜕𝑓(𝑥�)
𝜕𝑥�
)� 𝑥� + ℎ𝑖𝑔ℎ𝑇𝑟 𝑐𝑟𝑑𝑇𝑟 𝑡𝑇𝑟𝑚𝑠. 
Since the pair (𝜕𝜕(𝑥�)
𝜕𝑥�
,𝐻) is uniformly completely observable (item a) and the pair 
(𝜕𝜕(𝑥�)
𝜕𝑥�
,𝐺 ) is uniformly completely controllable (item b), from Theorem 3.2 and 
Theorem 3.1 statement, 𝐴(𝑡) is a uniformly asymptotically stable matrix. 
(d) The extended Kalman filter system is locally uniformly asymptotically stable 
when the series expansion truncation error is taken into account. The filtering error is 
given by 
𝑥�̇ = 𝐴(𝑡)𝑥� + 𝑔(𝑥�, 𝑡), 
where 𝑔(𝑥�, 𝑡) = 𝑐(‖𝑥�‖) . Also, 𝐴(𝑡)  is a uniformly asymptotically stable matrix. 
Thus, by Theorem A.3, the extended Kalman filter is locally uniformly 
asymptotically stable. Hence, 𝑥� ∈ 𝐿2 ∩ 𝐿∞, therefore 𝑞�, ?̇?�,𝜃� ∈ 𝐿2 ∩ 𝐿∞. 
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Theorem A.3 Let 
?̇? = 𝐴(𝑡)𝑥 + 𝑔(𝑥, 𝑡), 
where 𝐴(𝑡)  is a real matrix such that the system ?̇? = 𝐴(𝑡)𝑥  is uniformly 
asymptotically stable and ‖𝑔(𝑥, 𝑡)‖ = 𝑐(‖𝑥‖)  (uniformly in 𝑡 ) then 𝑥 = 0  is 
(locally) uniformly asymptotically stable. 
Proof: (see [169,170]). 
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