We report the use of an engineered ribozyme to produce a circular human exon in vitro. Specifically, we have designed a derivative of a yeast self-splicing group II intron that is able to catalyze the formation of a circular exon encoding the first kringle domain (K1) of the human tissue plasminogen activator protein. We show that the circular K1 exon is formed with high fidelity in vitro. Furthermore, the system is designed such that the circular exon that is produced consists entirely of human exon sequence. Thus, our results demonstrate that all yeast exon sequences are dispensable for group II intron catalyzed inverse splicing. This is the first demonstration that an engineered ribozyme can be used to create a circular exon containing only human sequences, linked together at a precise desired ligation point. We expect these results to be generalizable, so that similar ribozymes can be designed to precisely create circular derivatives of any nucleotide sequence.
INTRODUCTION
Self-splicing group II introns catalyze various splicing reactions in vitro. These reactions are shown in Figure 1 . Figure 1A depicts a standard cis-splicing reaction in which a group II intron [intervening sequence (IVS) [1] [2] [3] [4] [5] [6] , flanked by a 5′ exon (E5) and a 3′ exon (E3), excises itself from a transcript by a two-step transesterification reaction (1, 2) . Figure 1B depicts a trans-splicing reaction (3), in which an E5 attached to part of a group II intron (IVS 1-3) joins with an E3 attached to another part of the intron (IVS 5, 6) . Figure 1C depicts an inverse splicing reaction, in which a downstream E5 is spliced to an upstream E3, so that a circular exon molecule and a Y-branched intron, IVS(Y), molecule are produced (4) . Note that the RNA shown in line 1 of Figure 1C can participate both in the depicted unimolecular inverse splicing reaction and in bi-molecular trans-splicing reactions that create chains of E3E5 concatemers, flanked by group II intron sequences (not shown). When inverse splicing templates are incubated under splicing conditions, both inverse splicing and trans-splicing products are observed (unpublished results). In addition, the intron is known to also catalyze two particular hydrolysis reactions (5) (not shown). In the first hydrolysis reaction, step one of splicing occurs by hydrolysis rather than by transesterification; the products of that hydrolysis reaction are (IVS 5,6)E3,E5 plus IVS 1-3. In the second hydrolysis reaction, which is referred to as 'spliced exon reopening' (SER), IVS(Y) cleaves the excised exon circle precisely at the splice point. SER yields a linear version of the excised exons (E3,E5).
The goal of this study was to determine whether group-II-introncatalyzed inverse splicing can be used to produce a circular human exon in vitro. Recently, circular exons have been observed in vivo in various human systems. Although it has been postulated that these structures may play particular roles in human gene expression and development, the biological function of these circular RNAs remains unknown. For example, in the testis of the adult mouse the major transcript of the Sry gene, the gene that determines sex in mammals, is a circular exon of unknown function (6) . The human DCC (7) and ETS-1 genes also yield exon circles (8) .
There are at least three possible roles for circular RNA exons in vivo. First, it is possible that such RNAs act as protein-coding entities much like linear RNAs. The circular structure might impart increased nuclease resistance to the RNAs, so that one explanation for their presence in certain systems is that there has been selective pressure for increased RNA stability. This possibility finds support in the observation that circular RNAs are more stable than are linear RNAs when incubated in HeLa extracts (9, 10) . In addition, it has been shown that circular RNAs containing internal ribosome entry sites are translated when they are incubated in a rabbit reticulocyte lysate (11) .
Alternatively, circular RNA exons may not be translated in vivo but rather may play roles in regulating gene expression. For example, certain circular RNAs may function as ribozymes or antisense RNAs. Also, to the extent that exon circularization reactions compete with 'traditional' exon splicing reactions, the processes that produce circular RNAs may help modulate the extent to which translatable gene products are produced in cells.
Finally, it remains possible that all exon circles are simply functionless products of aberrant splicing events (12) . However, given that the ability to generate the circular Sry exon is conserved among distantly related species of mice, this possibility seems unlikely (6) .
We seek to develop the group II intron as a tool that can be used to generate specific circular RNAs so that the biological roles of these structures can be studied and exploited. In this report, we describe the use of inverse splicing to generate a circular exon that *To whom correspondence should be addressed. Tel: +1 617 638 6067; Fax: +1 617 638 4355; Email: jarrell@bu.edu encodes the first kringle domain of the human t-PA protein; we refer to that exon as the K1 exon. Note that although this report describes the production of a circular K1 exon in vitro, it is unknown whether the circular K1 exon naturally occurs in humans.
In addition to using the inverse splicing reaction as a tool for producing circular exons, we want to study the reaction as a competing reaction undergone by splicing-competent transcripts. One of the avenues of research being pursued in our laboratory is the use of site-specific ribozyme-catalyzed RNA cleavage and ligation reactions to create novel genes and gene libraries (13) . In particular, we are using trans-splicing reactions to assemble novel derivatives of the human t-PA gene. We selected the t-PA gene as our model gene for studies of gene assembly by trans-splicing because the t-PA gene has all of the hallmarks of a gene that evolved by the natural evolutionary process of exon shuffling (14) (15) (16) (17) ; our goal is to mimic that natural process by using ribozymes to recombine exon cassettes in vitro. The human t-PA gene is comprised of five modules, each of which encodes a particular functional domain of the t-PA protein; the K1 exon used in the present study is one of these modules, encoding a kringle domain of the t-PA protein. As we attempt to link this domain with other t-PA domains via trans-splicing, the inverse splicing reaction acts as a competing side reaction that reduces the efficiency of gene assembly by trans-splicing; inverse splicing reactions may play a similar role in vivo.
This report describes studies of K1 exon circle formation by inverse splicing under several different buffer conditions. Given that we are interested both in analyzing exon circles and in controlling in vitro gene assembly, we seek to identify two different categories of reaction conditions: those that efficiently produce large amounts of circular exons for analysis, and those under which inversesplicing is minimized with respect to trans-splicing.
MATERIALS AND METHODS

Plasmids and constructions
We utilized four different plasmid constructs in this study: pJD20, pY1, pY8 and pY9. The pJD20 plasmid encodes the full-length aI5γ intron with its flanking 5′ and 3′ exons (3) . The pY1 plasmid is also known as pINV1 and encodes an inverse splicing substrate that splices to yield an exon circle and a Y-branched intron (4) . Plasmids pY8 and pY9 encode inverse splicing substrates with exons that are comprised entirely of human exon sequences. Plasmid pY8 was constructed in three steps. First, single-stranded pY1 DNA was used as a template for site-directed mutagenesis; the site-directed mutagenesis experiment was conducted as previously described (3) . Three primers were used simultaneously to: insert a KpnI site immediately upstream of E3; change the six nucleotide sequence that is immediately 5′ of IBS1 from 5′-GTGGGA to 5′-CTCGAG (a XhoI site); and change the EBS1 site from 5′-GGAAATG to 5′-TCCCTCA; the resulting plasmid is referred to as pK.Y.X(EBS1K1). Next, the K1.Kpn and K1.Xho primers (5′-ACGGGTACCACCAGGGCCACGTGCTACGAGG and 5′-GTAGCAGTCACTGTTCTCGAGTCCCTCAGAGCAGGC, respectively) were used in PCR to amplify the region of pKS + t-PA (13) that encodes the first kringle domain (K1); the enzymes KpnI and XhoI were then used to construct a new plasmid in which the yeast exon sequences of pK.Y.X(EBS1K1) were replaced with the K1 PCR product. The resulting plasmid is referred to as K.K1.X(EBS1K1). Finally, single-stranded DNA was isolated from K.K1.X(EBS1K1) and site-directed mutagenesis was used to delete the KpnI and XhoI sites and simultaneously to precisely fuse intron domains 5 and 6 to the first base of the K1 exon, and to precisely fuse the last base of the K1 exon to intron domains 1-3; the resulting plasmid is referred to as pY8. To construct pY9, single-stranded DNA was isolated from pY8 and site-directed mutagenesis was used to change the EBS2 sequence from 5′-CACCAC to 5′-CAGGCA; the resulting plasmid is referred to as PY9.
Transcription
Plasmids pJD20, pY1, pY8 and pY9 were cut with HindIII and transcribed in vitro with T7 RNA polymerase (Pharmacia or Stratagene) at 40_C. Transcription of pJD20 yields the WT RNA; while transcription of pY1, pY8 and pY9 yields the PY1, PY8 and PY9 RNAs, respectively. Unless otherwise stated, WT and PY1 were labeled by incorporation of [α-32 P]UTP (600 Ci/mmol; New England Nuclear) while PY8 and PY9 were labeled by incorporation of [α-32 P]GTP (600 Ci/mmol; New England Nuclear). Standard 100 µl transcription reactions contained 30 µCi of labeled UTP, 0.4 mM unlabeled UTP and 0.5 mM unlabeled CTP, GTP and ATP; or alternatively 30 µCi of labeled GTP, 0.4 mM unlabeled GTP and 0.5 mM unlabeled CTP, UTP and ATP.
Self-splicing reactions
Prior to splicing, full-length RNA transcripts were purified from an acrylamide gel. The splicing reactions were carried out at 45_C in buffers of 40 mM Tris-HCl (pH 7.6), 100 mM MgCl 2 , along with either 1.5 M (NH 4 ) 2 SO 4 , 1.5 M NH 4 Cl, 1.5 M NaCl or 1.5 M KCl.
Quantitation of data
The reaction rates (Table 1) were determined by quantitation of time course data that were similar to the data shown in Figure 4 . Radiolabeled RNA samples were fractionated on a 4% acrylamide gel. Data were collected from the dried gel using the phosphorimager. For each time point, the amount of radioactive precursor, and the amount of each major radioactive product, was measured. The product fraction was calculated by dividing the amount of product by the total amount of radioactive material (i.e., precursor plus products). Each time course experiment was performed at least three times. The data were analyzed using KaleidaGraph (Abelbeck Software) with both equation 1 (18) :
and equation 2 (19) :
where F act , fraction active; k, rate coefficient; F A , fraction of RNA in population A; k A , rate coefficient for population A; F B , fraction of RNA in population B; k B , rate coefficient for population B.
RNA 5′ end labeling
Unlabeled RNA was made by in vitro transcription in the absence of radiolabeled nucleotide triphosphates. Unincorporated nucleotides were removed using a G-25 spun column, followed by ethanol precipitation. RNA was dissolved in 25 µl 1× calf intestinal phosphatase buffer (Boehringer Mannheim) and treated with 1 U phosphatase (Boehringer Mannheim) for 30 min at 37_C. The enzyme was removed by phenol/chloroform extraction and the RNA was concentrated by precipitation with ethanol. RNA was dissolved in 1× one-phor-all buffer (Pharmacia) and treated with polynucleotide kinase (Pharmacia) in the presence of 50 µCi [γ-32 P]ATP (3000 Ci/mmol; New England Nuclear); the mixture was incubated for 2 h at 37_C. Unincorporated nucleotides were removed using a G-25 spun column, followed by ethanol precipitation. The labeled RNA was purified from an acrylamide gel.
RNA 3′ end labeling
Unlabeled RNA was made and purified as described above. After precipitation, the RNA was dissolved in 20 µl of buffer that contained 50 mM Tris-HCl (pH 7.6), 15 mM MgCl 2 , 3.3 mM DTT, 50 µM ATP, 10% DMSO, 100 µCi [5′-32 P]pCp (3000 Ci/mmol; New England Nuclear) and 14 U T4 RNA ligase (Pharmacia); the mixture was incubated for 10 h at 4_C. Unincorporated nucleotides were removed using a G-25 spun column, followed by ethanol precipitation. The labeled RNA was purified from an acrylamide gel. 
RNAase protection
The anti-sense probe that was used for RNAase protection was generated by in vitro transcription of plasmid pK1-ANTI. To generate the pK1-ANTI plasmid, a 168 bp region of pY9 was amplified by PCR using the I5-29 primer (5′-TATTATTTATGA-TAACTTTCAGACC-3′) and the K1.Cir.2 primer (5′-GGCCA-GACGCCATCAGGCTG-3′). The product was cloned into the pCR 2.1 vector (Invitrogen). A plasmid with the insert oriented such that transcription with T7 polymerase yields the antisense RNA was identified; that plasmid is referred to as pK1-ANTI. To generate the radiolabeled probe, pK1-ANTI was cut with SpeI and labeled RNA was made by random incorporation of [α-32 P]UTP during the in vitro transcription reaction. The RNAase protection experiment was performed as described elsewhere (20) .
RT/PCR analysis of the circular exon
A reverse transcription/polymerase chain reaction experiment was done to characterize the circular K1 exon. Reverse transcription was primed with the K1.Cir.1 primer (5′-GCCAACGCGCTG-CTGTTCCAG-3′) and PCR was primer with both the K1.Cir.1 and the K1.Cir.2 (5′-GGCCAGACGCCATCAGGCTG-3′) primers.
Other methods
DNA sequencing was done using sequenase (US Biochemicals) according to the manufacturer's instructions. The other experiments were conducted as described elsewhere: debranching (21), primer extension (20) .
RESULTS
A description of the splicing substrates
We constructed a plasmid (pY8, see Materials and Methods) from which an RNA (PY8) comprised of the K1 exon flanked by group II intron sequences ( Fig. 2A , line 3) could be produced by in vitro transcription with T7 RNA polymerase. In the pY8 plasmid, the yeast exon sequences were precisely replaced by human exon sequences (i.e., with the K1 exon). In addition, the EBS1 sequence of the intron was mutated to make it complementary to the IBS1 sequence of the inserted K1 exon. We also constructed the plasmid pY9; which encodes the PY9 RNA ( Fig. 2A , line 4). PY9 is identical to PY8 except that the EBS2 sequence of the PY9 intron was mutated to make it complementary to the IBS2 sequence of the K1 exon.
The inverse splicing reaction that we expected to observe upon incubation of PY8 or PY9 under splicing conditions in vitro is depicted schematically in Figure 2C ; it yields an excised exon circle and a Y-branched intron as products. In addition, as discussed above for the PY1 substrate (Fig. 1C) , both PY8 and PY9 can also participate in trans-splicing and hydrolysis reactions (not shown).
To correlate the relative splicing efficiency of the different RNAs with the relative strengths of their EBS1-IBS1 and EBS2-IBS2 interactions the ∆G_ 37 of the EBS1-IBS1 and IBS2-IBS2 pairings were calculated using the method of Freier and coworkers (22) . Those calculated values, along with the sum of each pair of values, are shown in Figure 2B . 
Effects of salts of monovalent cations on splicing
The effects of several different reaction conditions on the competing reactions-inverse splicing, trans-splicing and hydrolysis-of PY8 and PY9 were analyzed. It is known that in vitro splicing by group II introns requires magnesium (1) . Studies have shown that cis-splicing occurs in 100 mM MgCl 2 , indicating that this buffer provides sufficient salts for reaction (5) . Cis-splicing is stimulated, however, by the addition of salts of monovalent cations to the 100 mM MgCl 2 buffer. Such monovalent cations are therefore typically employed in group II intron splicing reactions.
As shown in Figure 3A , each substrate was incubated in 100 mM MgCl 2 buffer containing either (i) no monovalent cations (lanes 8 and 14); (ii) 1.5 M KCl (lanes 12 and 18); (iii) 1.5 M (NH 4 ) 2 SO 4 (lanes 9 and 15); (iv) 1.5 M NH 4 Cl (lanes 10 and 16); or (v) 1.5 M NaCl (lanes 11 and 17). The products that were observed are depicted schematically in Figure 3B and are indicated next to lane 18 in Figure 3A . Figure 3A also includes control reactions that show 3) , PY1 (lanes 4-6), PY9 (lanes 7-12) or PY8 (lanes [13] [14] [15] [16] [17] [18] were present at initial concentrations of ∼1 µM each. The samples loaded in lanes 1, 4, 7 and 13 were not incubated prior to fractionation on a 4% denaturing polyacrylamide gel. All other samples were incubated at 45_C prior to gel fractionation. Samples 9 and 15 were incubated for 4 h, the remaining samples were incubated for 30 min. Samples 8 and 14 were incubated in buffer that contained 100 mM MgCl 2 , but that lacked salts of monovalent cations (see Materials and Methods); the remaining samples were incubated in buffer that included both 100 mM MgCl 2 and a monovalent cation salt. The particular salt that was included in each reaction, and the final concentration of that salt, are shown in the Figure. The products of splicing of the WT and PY1 RNAs are labeled beside lane 1; the PY1 precursor and products are marked with an asterisk. The characterization of these products has been described (1, 4, 5) . IVS(LAR), excised intron lariat; IVS-BL, broken lariat and excised linear intron; E5-E3, ligated exons; E3 and E5, free 3′ and 5′ exons, respectively; TRANS, products of trans-splicing the products obtained in cis-splicing (lanes 1-3) and inverse splicing (lanes 4-6) reactions using the wild-type yeast constructs. Figure 3A shows that, surprisingly, neither PY9 (lane 8) nor PY8 (lane 14) yields significant amounts of excised circular exon [K1(C)] when incubated in buffer that contains 100 mM MgCl 2 but lacks a monovalent cation salt. However, the expected products of inverse splicing, K1(C) and IVS(Y), are observed when any of the four tested monovalent cation salts is added. As can be seen, (NH 4 ) 2 SO 4 (lanes 9 and 15) stimulates the most abundant production of these expected inverse splicing products; their yield is also high in NH 4 Cl buffer (lanes 10 and 16), but the ratio of branched intron [IVS(Y)] to linear released intron (IVS 1-3) is slightly reduced under these conditions. Much less IVS(Y) or K1(C) is seen when PY8 or PY9 is incubated in the presence of NaCl (lanes 11 and 17) or KCl (lanes 12 and 18) .
Interestingly, (IVS 5,6)K1, accumulates to significant levels when either PY8 or PY9 is incubated in the presence of any of the monovalent cation salts. (IVS 5,6)K1 is produced when the first step of the splicing reaction occurs by hydrolytic cleavage rather than through cleavage by transesterification, of the bond at the K1/IVS 1-3 junction. For both cis-splicing (5) and inverse splicing with the PY1 construct (4), the second step of the splicing reaction occurs efficiently whether the first step has occurred by transesterification or by hydrolysis. The observed accumulation of (IVS 5,6)K1 in the present study, however, suggests that for these splicing templates, at least where the first step of the reaction occurs by hydrolysis, the second step of the reaction is slowed. Note that the question of whether the second step is also slowed when the first step occurs by transesterification cannot be directly addressed because the branched product of the first transesterification reaction is the same size as the precursor RNA and cannot readily be distinguished from it.
A branched intron is produced only when the first step of the splicing reaction has proceeded by transesterification. For both PY8 and PY9, in the reactions with either (NH 4 ) 2 SO 4 or NH 4 Cl, the amount of IVS(Y) correlates with the amount of total (linear and circular) released exon. This correlation suggests that most of the released exon products are produced in splicing reactions in which the first step proceeds by transesterification. Furthermore, the observations that (i) the products of first-step hydrolysis, (IVS 5,6)K1 and IVS 1-3, accumulate under NaCl and KCl conditions (Fig. 3A, lanes 11 and 12) ; and (ii) substantially no released exon products are seen under these conditions suggest that when the first step of the reaction occurs by hydrolysis, the second step is unlikely to occur. Taken together, these data indicate that PY8 and PY9 RNAs that accomplish the first step of inverse splicing by hydrolysis are unlikely to complete the second step of the reaction, whereas RNAs that accomplish the first step of inverse splicing by transesterification are very likely to complete the reaction. These conclusions are consistent with earlier work that showed that branched molecules catalyze the second step of cis-splicing more efficiently than do linear molecules (23) . However, the observation that PY8 and PY9 precursors in which the first step of splicing occurred by hydrolysis apparently do not participate at all in second-step splicing reactions was unexpected.
In addition to the inverse-splicing products discussed above, we observed two other sets of products that are worthy of note. First of all, we observed K1 concatemers apparently resulting from trans-splicing reactions. These products are labeled TRANS in Figure 3A . As can be seen, these trans-splicing products are most abundant when the precursors are incubated in (NH 4 ) 2 SO 4 or NH 4 Cl buffer.
We also observed two unexpected products of inverse splicing reactions. These products, K1 d (IVS1-3) and (IVS5,6)K1 u (lines 3 and 6 in Fig. 3B ) apparently result from a cryptic cleavage event that occurs in the exon downstream of a sequence that resembles the last six nucleotides of the K1 exon (see discussion of product characterization, below).
Time courses and analyses of relative reaction rates
Time course experiments were performed to identify the most useful reaction conditions for production of circular exons. Representative data from these time course experiments are presented in Figure 4A [PY9 in 1.5 M (NH 4 ) 2 SO 4 ] and Figure 4B (PY9 in 1.5 M NH 4 Cl); the results are summarized in Table 1 .
Two different methods have been reported for calculating the rates of group II intron splicing reactions. The first method assumes that only a fraction of the precursor is active (18, 24) . According to this method, time course data are analyzed using equation 1 (see Materials and Methods), and two parameters are determined: (i) the fraction of active molecules (F act ); and (ii) the rate coefficient (k). The second method assumes that two populations of precursor RNA molecules are present, a fast reacting and a slow reacting population (19) . In this method, the time course data are analyzed using equation 2 (see Materials and Methods), and four parameters are determined: (i) F A , fraction of molecules in the fast population; (ii) F B , fraction of molecules in the slow population; (iii) k A , rate coefficient for population A; and (iv) k B , rate coefficient for population B. We analyzed our data using both of these methods and report the complete set of calculated values (Table 1) . We find that our data are best fit to equation 2, and therefore have based our conclusions on the values that were calculated using the second method.
The rate data reported in Table 1 indicate that NH 4 Cl reaction conditions are likely to be most useful for production of large quantities of circular exons. Although the circular exon is most abundant when PY9 or PY8 is incubated in (NH 4 ) 2 SO 4 buffer, both precursors splice slowly in that buffer. Thus, useful amounts of circular exons can be generated most rapidly using the NH 4 Cl buffer.
Under all three reaction conditions, PY8 and PY9 splice significantly more slowly than does the WT cis-splicing RNA. Relative to the WT RNA, F A , k A and k B are all reduced. By contrast, the yeast inverse-splicing RNA, PY1, and the WT RNA splice with similar kinetics. We are currently investigating the reason why the PY8 and PY9 RNAs splice slowly.
The reaction kinetics for PY8 and PY9 under KCl conditions are similar to those observed under NH 4 Cl conditions but, as discussed above, incubation in KCl buffer yields very little Y-branched intron and circular exon.
The data presented in Table 1 reveal an additional interesting aspect of the inverse splicing reactions we are studying: the strength of the EBS2-IBS2 interaction appears to have little or no effect on the efficiency of inverse splicing. That is, both PY8, which has a weak -2.3 kcal) EBS2-IBS2 pairing, and PY9, which has a strong -12.2 kcal) pairing, splice at about the same rate under all of the reaction conditions that were tested (Table 1) . These results are consistent with previous studies that showed that the EBS1-IBS1 interaction is essential for cis-splicing; while the EBS2-IBS2 interaction is important, but not essential, for cis-splicing (25) .
Product characterization
The validity of these observations and conclusions, of course, depends on the accuracy of identification of the reaction intermediates and products. We confirmed the identities using several different approaches, described below.
As a preliminary matter, note that radiolabeled splicing substrates of the aI5γ group II intron are typically produced by random incorporation of [α-32 P]UTP during in vitro transcription. Since intron aI5γ and its natural flanking exons are relatively A+T rich, [α-32 P]UTP-labeling effectively labels both the intron and the exon portions of the precursor, so that all splicing products are readily detectable after the reaction. The human K1 exon, by contrast, is very GC rich. Accordingly, K1-containing splicing precursors labeled with randomly incorporated [α-32 P]UTP are only weakly labeled in their exon sequences; and exon-containing intermediates and products are barely detectable (see, for example, Fig. 5A , lane 4). Therefore, in order to efficiently detect intermediates and products, PY8 and PY9 were labeled by random incorporation of [α-32 P]GTP. When either PY8 (data not shown) or PY9 (Fig. 5A , lane 2) is labeled with GTP, the exon containing RNAs are readily detected.
In order to identify intermediates and products that contain the original 5′ end of the splicing precursor, PY8 (data not shown) and PY9 (Fig. 5A, lane 6) were uniquely labeled at their 5′ ends prior to splicing. As shown in Figure 5A , lane 6, three products of the splicing reaction were detected after this procedure. Further characterization, described below, showed that these RNAs represented the products depicted in lines 2, 5 and 6 of Figure 3B .
In order to identify intermediates and products that contain the original 3′ end of the splicing construct, PY8 (data not shown) and PY9 (Fig. 5A, lane 8) were uniquely labeled at their 3′ ends prior to splicing. As shown in Figure 5A , lane 8, three products of the splicing reaction were detectable after this procedure. Further characterization, described below, showed that these RNAs represent the products depicted in lines 2, 3, and 4 of Figure 3B .
On the basis of the end-labeling experiments, we inferred that the RNA labeled 'IVS(Y)' is the branched intron (see line 2, Fig. 3B ) because only that product contained both the 5′ and the 3′ ends of the splicing precursor. Several additional observations confirmed this designation. First, that particular RNA exhibits the same electrophoretic mobility as the previously-characterized branched intron product of PY1 splicing [compare lanes 6 (PY1) and 9 (PY9) in Fig. 3A] . Second, the RNA was purified from an acrylamide gel and subjected it to debranching (26) . As a control, IVS(Y) from PY1 was subjected to the same treatment. Debranching of either the putative PY8 or PY9 IVS(Y) produced one product band that migrated with PY1 IVS 1-3 and one that migrated with PY1 IVS 5,6 [see lanes 2 (PY1), 4 (PY8) and 6 (PY9) of Fig. 5B ]. These findings confirmed that the product referred to as IVS(Y) is, in fact, the branched intron.
On the basis of the end-labeling experiments we also inferred that the RNA labeled 'IVS 1-3' (see line 4 of Fig. 3B ) is comprised of intron domains 1-3. It contained only the 3′ end of the original splicing precursor and was the expected size of the first three intron domains. This designation was confirmed by showing that the relevant band was not sensitive to debranching The end-labeling experiments further allowed us to make preliminary identifications of those bands containing exon-only products [i.e., K1(C) and K1; depicted in lines 7 and 8 of Fig. 3B ] because such products contain neither the 5′ nor the 3′ end of the original splicing substrate and therefore were not detected in either of the end-labeling experiments. The preliminary designations were confirmed by RNAse protection and RT/PCR experiments. The antisense probe used for the RNAse protection experiments was complementary to the last 140 nt of the K1 exon and to the first 28 nt of intron domain 1. As expected, this probe protected a 140 nt region of the putative K1(C) and K1 RNAs (Fig. 5C, lanes 4 and 5,  respectively) . This finding confirmed that these bands each contained at least the last 140 nt of the K1 exon, and also revealed that neither product contained any intron domain I sequences. The product characterization was completed by performing RT/PCR with primers that were designed to amplify the splice junction in K1(C). Such primers only yield an amplification product from a circular template because, when they hybridize to a linear template (e.g., K1), they face away from one another and cannot amplify sequences that lie between them. RT/PCR analysis of the putative K1(C) band from either PY8 (Fig. 6A, lane 5) or PY9 (Fig. 6A , lane 4) produced a 241 bp amplified product, confirming that these bands were circularized exon. The amplified products were cloned into plasmid vectors and sequenced over the splice junction. Eight independently-isolated PY8 clones, and 10 independently-isolated PY9 clones were sequenced; in every case, the expected splice point sequence (5′-CCT/TGG) was observed (Fig. 6B) .
The end-labeling experiments also allowed us to make a preliminary identification of the (IVS 5,6)K1 band. This identification was confirmed by noting that (i) the above-described RNAse A probe protected the same 140 nt fragment of this product as it did of the K1(C) and K1 RNAs (see Fig. 5C , lane 2); and (ii) no product was produced when this RNA was subjected to RT/PCR with the primers described above (Fig. 6A, lane 2) . These findings, in combination with the observed size of the RNA, confirmed our designation of this band as intron domains 5 and 6 linked to the K1 exon (see line 5 of Fig. 3B) .
The end-labeling experiments did not determine the identity of the two unexpected products, now labeled K1d(IVS 1-3) and (IVS 5,6)K1u (depicted in lines 3 and 6 of Fig. 3B ), although they did reveal that each product contained one end of the splicing precursor. We noted that the measured sizes of the two products [760 nt for K1d(IVS 1-3) and 300 nt for and (IVS 5,6)K1u], when summed together, approximately equaled the length of the precursor RNA (1070 nt). That observation suggested that the two unexpected products resulted from a single cryptic cleavage of the precursor. To confirm this hypothesis, and to map the cleavage point, the RNAs were subjected to each of the characterizations described above. Note, for example, that the K1d(IVS 1-3) band was not sensitive to debranching [compare lanes 7 (untreated) and 8 (debranched) of Fig. 5B] . Furthermore, the above-described RNAse A probe protected a 96 nt region of the (IVS 5,6)K1u band (Fig. 5C, lane 3) . This finding suggested that the cleavage event that produced the K1d(IVS 1-3) and (IVS 5,6)K1u might represent an aberrant cleavage reaction utilizing a sequence within the K1 exon (5′-CGGGGA) that is fortuitously complementary to the EBS1 site of both the PY8 and PY9 introns. This hypothesis was confirmed by using primer extension to map the 5′ end of K1d (IVS 1-3) . The primer we employed was complementary to nucleotides 5-29 of the intron. We found that extension of this primer against the K1d(IVS 1-3) RNA produced a 77 nt extension product, as expected if K1d (IVS 1-3) is the downstream product produced by cleavage at the cryptic IBS 1 site. We therefore concluded that K1d(IVS 1-3) and (IVS 5,6)K1u were the downstream and upstream products, respectively, of the proposed cleavage event. Consistent with this, no product was produced when (IVS 5,6)K1u was used as the template in an RT/PCR reaction involving the abovediscussed primers.
DISCUSSION
In this report we show that an engineered group II intron can be used to accurately generate a circular human exon. That circular exon has the precise desired ligation point and it has no added exogenous (i.e., non-human) sequences. The ability to accurately produce circular RNAs of any sequence should be of utility for studies of the biological role of circular RNAs. Furthermore, this system can be used to generate RNAs that, due to their circular topology, are nuclease resistant (9, 27) .
The present study is not the first description of the use of a self-splicing intron to generate a circular RNA molecule. For example, a group I intron has been utilized to produce a circular RNA that contains a TAR RNA decoy (9). The system described here has several advantages over this group I intron system, however. First, the described group I system did not produce a circular molecule containing only the TAR sequences. Instead, the TAR RNA was inserted within the Anabena exon that is naturally associated with the intron, so that the product circular RNA contained both Anabena and TAR sequences (9) . In all experiments that have utilized the group I intron to produce a circular RNA, the product circular RNA has included heterologous (e.g., Anabena) sequences (9, 10, (28) (29) (30) .
Furthermore, splicing of group I introns is very inefficient, or is abolished, when the 5′ exon ends with any residue other than uracil (31) (32) (33) (34) . Thus, even if it were possible to engineer a group I intron system that would produce circular exons with no heterologous sequences (for example using site-directed mutagenesis to precisely insert the desired exon between flanking intron sequences, and by engineering the P1 helix to function in the context of a new exon sequence), it would probably only be possible to use group I introns to circularize exons ending with uracil. By contrast, for group II introns, both phylogenetic studies (35, 36) and our ribozymeengineering studies (13) suggest that any RNA sequence should be precisely circularizable, regardless of the base present at the end of the 5′ exon.
In addition to these self-splicing systems, both the yeast and human nuclear pre-mRNA splicing systems are capable of directing exon circle formation by inverse splicing in vitro (37, 38) , and apparently also in vivo (6, 8) . However, these systems are not expected to be useful for the sort of engineered circle formation described in this paper as there is no evidence that the spliceosome can easily be modified to allow precise circularization of desired sequences. In fact, given that certain RNA sequences are known to block cis-splicing of pre-mRNA templates (39) it is likely that exons containing these sequences will not be circularizable through spliceosome-directed inverse splicing. Of course, this expectation reflects an assumption that cis-splicing and inverse splicing utilize at least some of the same spliceosomal machinery. There is currently no evidence to support or refute this assumption but, from a purely theoretical standpoint it seems unlikely that the two reactions are mechanistically unrelated.
One additional difficulty that might be encountered in attempts to use pre-mRNA splicing systems to produce circular RNA is that the spliceosome is known to sometimes utilize cryptic 5′ or 3′ splice sites during cis splicing. If the same machinery is utilized in inverse splicing, it is unlikely that any desired RNA will be circularizable with absolute fidelity.
In light of the above discussion, it is clear that the present report describes a uniquely useful system for preparing circular RNA molecules in vitro. We are currently investigating whether the group II intron can also be utilized to efficiently produce circular RNAs in vivo. As mentioned above, such RNAs might act as stable translatable templates, or alternatively, might participate either as ribozymes or as antisense RNAs, in regulating splicing or other cellular events (such as transcription or translation). The ability to produce particular circular RNAs in vivo might therefore provide a new tool for gene therapy and/or antisense pharmaceutical studies.
The present study also provides certain mechanistic information about the group II intron inverse splicing reaction, and points up avenues for future research. Overall, the present data demonstrate that the group II intron will precisely circularize a selected RNA sequence even though that sequence bears no relationship to the sequences with which the intron is naturally associated. However, although we found that circularization by inverse splicing proceeds as efficiently as cis-splicing when the exon being utilized is the wild-type exon normally associated with the intron (19; Table 1), the reaction was significantly slower when the exon was totally foreign to the intron. It is possible that at least part of the observed difference in splicing efficiency reflects different compositions of the exons rather than any feature directly related to the exon being foreign to the intron. The wild-type yeast exon used in PY1 is 594 nt long [note that, due to an error that occurred when the PY1 sequence was entered into a computer data file, the length of the PY1 exon was previously reported to be 591 nt (4)], whereas the human K1 exon used in both PY8 and PY9 is only 267 long. Also, the PY1 exon has low (14%) G+C content, and the PY8/PY9 exon has high (63%) G+C content. We are currently investigating the effects of exon length and G+C content on the efficiency of group II intron splicing (both forward and inverse).
We are also investigating whether intron domain 4 might contribute to the efficiency of inverse splicing under certain conditions. Previous work has shown that domain 4 is not essential for forward cis-or trans-splicing, though its deletion does slow the rate of the second step of splicing (3) . None of the inverse splicing constructs utilized in the present study includes domain 4. When the exon in the inverse splicing construct is the wild-type yeast exon naturally associated with the intron (PY1), deletion of domain 4 has no apparent effect on the efficiency of inverse splicing as compared with cis-splicing of a template where the intron does have domain 4 (WT; see Table 1 ). Nonetheless, we feel that it is possible that the absence of domain 4 from our human-exon constructs (PY8 and PY9) contributes to their reduced splicing efficiency as a result of its role in the second step of splicing. The results described in this report show that, for PY8 and PY9, when the first step of inverse splicing occurs by hydrolysis, the second step of splicing is slow [i.e., the products of the first step, IVS 1-3 and (IVS 5,6)K1, accumulate to high levels]. We speculate that the absence of domain 4 contributes to the reduced efficiency of the second step of splicing in these constructs, so that it should be possible to increase the inverse splicing efficiency of these constructs by adding back the missing domain 4 sequences. We are currently testing that hypothesis.
The data presented in this report show that the EBS2-IBS2 interaction is not critical for inverse splicing, even when a heterologous exon is employed. In particular, the data show that PY9, which has a perfectly paired EBS2-IBS2 interaction, splices with an efficiency comparable to that of PY8, which has a mispaired EBS2-IBS2 interaction. This finding is consistent with previous observations that the EBS2-IBS2 interaction is not essential for forward (25) or inverse (our unpublished results) splicing with the wild-type intron and its natural yeast exons. We repeated the experiment in the context of the present study because our early experiments with PY8 indicated that it splices more slowly than does the wild-type construct (Table 1) and we considered the possibility that a more dominant role for the EBS2-IBS2 interaction might have emerged in our artificial construct. This study shows that the absence of a strong EBS2-IBS2 interaction is not the reason that the efficiency of PY8 splicing is reduced.
The rate data reported in this study must be considered in light of already-published data on group II intron splicing. Two recent reports have described kinetic analyses of the group II intron in vitro (18, 19) . Unfortunately, each of these studies used a different approach to analyzing the data, and the rates that they report for forward splicing of a wild-type group II intron differ significantly. Specifically, Boulanger and coworkers (18) used an equation (equation 1) that defined a specific percentage of the RNA as inactive, and then calculated a rate for the active fraction. They observed rates for the wild-type RNA of 0.3 min -1 and 0.18 min -1 in 1.5 M (NH 4 ) 2 SO 4 and 1.5 M KCl, respectively. In both cases, they found that just over half the RNAs were active. Daniels and coworkers (19) used an equation (equation 2) that calculates rates for fast and slow populations within the RNA, and also determines the fraction of RNA in each population. They found the wild-type RNA fast populations to splice at rates of 0.047 min -1 [this is their 'fast population'. They also report that a small percentage (13%) of the wild-type RNA reacted in a 'burst' with a rate of 0.22 min -1 ] and 0.028 min -1 (no burst was observed in this salt) in 0.5 M (NH 4 ) 2 SO 4 and 0.5 M KCl. They found ∼40% of the RNA to be in the fast population in each case. Thus, Boulanger et al. observed rates ∼5-10-fold faster than those of Daniels et al. The differences in salt conditions are unlikely to explain this disparity, since we find that raising the salt concentration from 0.5 to 1.5 M has only a modest effect on the rate of the splicing reaction (unpublished).
We analyzed our data using both the Boulanger approach and the Daniels approach. Using equation 1 we find rates [0.53 min -1 in 1.5 M (NH 4 ) 2 SO 4 and 0.17 min -1 in 1.5 M KCl] very similar to those calculated by Boulanger, but the equation does not fit our data well (we observe r 2 values of 0.81 and 0.61, whereas Boulanger et al. reported r 2 = 0.99). Equation 2 shows somewhat better fits with our data (r 2 = 0.80 and 0.89) and gives fast population rates of 0.88 min -1 in 1.5 M (NH 4 ) 2 SO 4 and 0.32 min -1 in 1.5 M KCl, with about half of the RNA being in the fast population. Although we cannot explain the differences between the Boulanger and Daniels reports, we find that our data fit better with the Daniels equation (equation 2) but give rate coefficients very close to those of Boulanger et al.
As described in the Introduction, our goals in this study were two-fold: to identify reaction conditions that allowed efficient production of large amounts of circular RNAs, and also to identify reaction conditions that minimize inverse splicing as a competing reaction in gene assembly experiments. The data presented here provide the useful information that trans-splicing products, as compared with inverse splicing products, are most abundant when splicing precursors are incubated in either (NH 4 ) 2 SO 4 or NH 4 Cl buffer. However, inverse splicing is by no means abolished under these conditions. We are therefore investigating alternative methods by which we can inhibit inverse, but not trans-, splicing. In experiments that will be described elsewhere, we have found that inverse splicing can be completely blocked by the addition of a specific antisense RNA. This finding ties in neatly with our investigation of the in vivo role for circular RNAs, as it is possible that inverse splicing reactions can be utilized to provide stable antisense RNAs in vivo that can then affect the splicing patterns of other transcripts for which competing reactions reduce production of a desired spliced product.
