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Abstract
In this thesis, we use logarithmic methods to study motivic objects. Let R be
a complete discrete valuation ring with perfect residue field k, and denote
by K its fraction field. We give in chapter 2 a new construction of the
motivic Serre invariant of a smooth K-variety and extend it additively to
arbitrary K-varieties. The main advantage of this construction is to rely only
on resolution of singularities and not on a characteristic zero assumption, as
did previous results. As an application, we give a conditional positive answer
to Serre’s question on the existence of rational fixed points of a G-action on
the affine space, for G a finite ℓ-group. We end the chapter by showing how
the logarithmic point of view that we use in our construction leads to a new
understanding of the motivic nearby cycles with support of Guibert, Loeser
and Merle as a motivic volume.
In chapter 4 we use the theory of logarithmic geometry to derive a new formula
for the motivic zeta function via the volume Poincaré series. More precisely,
we show how to compute the volume Poincaré series associated to a generically
smooth log smooth R-scheme in terms of its log geometry, more specifically in
terms of its associated fan in the sense of Kato. This formula yields a much
smaller set of candidate poles for the motivic zeta function and seems especially
well suited to tackle the monodromy conjecture of Halle and Nicaise for Calabi-
Yau K-varieties, for which log smooth models appear naturally through the
Gross-Siebert programme on mirror symmetry. We end the chapter by showing
how this formula sheds new light on previous results regarding the motivic zeta
function of a polynomial nondegenerate with respect to its Newton polyhedron,
and of a polynomial in two variables.
iii

Beknopte samenvatting
In deze thesis passen we logaritmische methoden toe om motivische objecten
te bestuderen. Zij R een complete discrete valuatiering met breukenveld K
en perfecte residuveld k. In hoofdstuk 2 geven we een nieuwe constructie van
de motivische Serre invariant van een gladde K-variëteit en breiden we hem
additief uit tot willekeurige K-variëteiten. Het voornaamste voordeel van deze
constructie is dat ze enkel van resolutie van singulariteiten afhangt en niet
beperkt wordt tot karakteristiek nul, in tegenstelling tot eerdere resultaten.
We geven als toepassing een voorwaardelijk positief antwoord op de vraag van
Serre over het bestaan van rationale vaste punten van een G-actie op de affiene
ruimte, waarbij G een eindige ℓ-groep is. We sluiten dit hoofdstuk af met een
andere toepassing van ons logaritmische standpunt en tonen hoe de motivische
nearby cycles met drager van Guibert, Loeser en Merle beschouwd kunnen
worden als een motivische volume.
In hoofdstuk 4 maken we gebruik van de theorie van logaritmische meetkunde
om een nieuwe formule af te leiden voor de motivische zeta functie via de
volume Poincaré reeks. We tonen met name hoe de volume Poincaré reeks
berekend kan worden vanuit een generiek gladde log-gladdeR-schema in termen
van logaritmische gegevens, in het bijzonder in termen van zijn geassocieerde
waaier, in de zin van Kato. Deze formule levert een veel kleinere verzameling
van kandidaten polen op voor de motivische zeta functie, en lijkt bijzonder goed
geschikt om de monodromie conjectuur van Halle en Nicaise voor Calabi-Yau
variëteiten aan te pakken, waarvoor log-gladde modellen geconstrueerd kunnen
worden in het kader van de Gross-Siebert programma over spiegelsymmetrie.
Ten slotte wordt er getoond aan het einde van dit hoofdstuk hoe onze formule
licht werpt op eerdere resultaten omtrent de motivische zeta functie van een
veelterm die niet gedegenereerd is ten opzichte van zijn Newton polyhedron, en
van een veelterm in twee veranderlijken.
v
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Introduction
Motivic integration and logarithmic geometry: the former provides the objects
that we study, whereas the latter provides the methods that we use. The
logarithmic viewpoint suggests to work on compactifications of the spaces of
interest in order to derive properties about them. Such an approach is taken
in chapter 2, whereas chapter 4 uses more specifically the theory of logarithmic
structures of Fontaine and Illusie. They both focus on the study of particular
motivic objects: chapter 2 is centred around the motivic Serre invariant, and
chapter 4 deals with motivic zeta functions. In this general introduction, we
guide the reader through the motivic universe that gave birth to these objects.
This will also serve as motivation for our work.
1 Motivic zeta functions
Let f(x) ∈ Z[x1, . . . , xm] be a polynomial over Z and fix a prime number p.
Denote by Nl the number of solutions of the congruence f(x) ≡ 0 mod pl.
A common procedure to understand the asymptotic behaviour of a sequence
of numbers (al)l is to consider the associated generating series
∑∞
l=0 al T
l.
Rationality of the series is equivalent to the sequence (al)l being a linear
recurrence sequence.
In order to prove the rationality of the series Pf (T ) =
∑∞
l=0
Nl
plm
T l, Igusa
studied the Igusa local zeta function Zpf (s) of f introduced by Weil in [Wei65]
in 1965. The function Zpf (s) satisfies the relation
Zpf (s) = Pf (p
−s)−
Pf (p−s)− 1
p−s
,
hence its rationality in p−s is equivalent to rationality of Pf (T ). The big
advantage of Zpf (s) over Pf (T ) is that it can be expressed as a p-adic integral
and is thus at the mercy of a well-established theory. This approach proved
1
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fruitful in 1974, when Igusa was able to prove the rationality of Zpf (s) using
Hironaka’s resolution of singularities. He was followed ten years later by Denef,
through completely different methods.
The field attracted renewed interest when Kontsevich, inspired by p-adic
integration, initiated the theory of motivic integration during a lecture at Orsay
in 1995. In this new theory, the integration space shifts from a power of the
p-adic integers Zmp to (CJtK)
m, or, more generally, the arc space L(X) of a
C-variety X . The other key difference with p-adic integration is that integrals
take values in the localized Grothendieck ring of C-varieties MC instead of R,
whence the name motivic. This new framework allowed naturally Denef and
Loeser to define a motivic analogue of Zf (s) in this new context; the motivic
zeta function was born.
We give more details on how the motivic zeta function is defined. Let X be a
smooth irreducible variety of dimension m over a field k of characteristic zero
and consider a dominant morphism
f : X → A1k. (0.0.1)
If X = Amk , then f corresponds to a nonconstant polynomial over k. We set
Xs := f−1(0), the fibre over the point x = 0. For d ≥ 0 we denote by Ld(X)
the k-scheme of d-jets representing the functor
(k-algebras)→ (Sets), A 7→ Homk
(
SpecA[t]/(td+1), X
)
.
We set
Xd,1 :=
{
ϕ ∈ Ld(X)
∣∣∣ f(ϕ(t)) = td mod td+1}
and define the motivic zeta function of f as
Zf (T ) :=
∞∑
d=1
[Xd,1]L−md T d ∈MXsJT K,
where brackets denote classes in the localization MXs = K0(VarXs)[L
−1] of
the Grothendieck ring of Xs-varieties and L :=[A1Xs ] (see 2.2.5). The function
Zf (T ) can be seen as a motivic avatar of Z
p
f (s) since it specializes to it for
almost all primes p, as explained in [Loo02, 6.3]. Similarly to the p-adic case,
Denef and Loeser showed that Zf (T ) is rational. Their proof yields an explicit
formula for Zf (T ) computed on a resolution of singularities for f .
Theorem 0.1. Let h : Y → X be an embedded resolution of singularities
for (X,Xs), where Xs is the zero locus of f . Let (Ei)I be the irreducible
components of the snc divisor h−1(Xs) and Ni their multiplicities. Then
Zf(T ) =
∑
∅6=J⊆I
(L− 1)|J|−1[E˜◦J ]
∏
J
L−νiTNi
1− L−νiTNi
∈ MXsJT K.
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We briefly explain the undefined elements in the formula. For J ⊆ I we set
EJ =
⋂
i∈J Ei and E
◦
J = EJ\
⋃
i/∈J Ei. The variety E˜
◦
J is then a certain Galois
cover of E◦J of degree gcd(Nj)J (see construction in 2.4.11 and 4.4.1). Finally
the integers νi are defined by the equality of divisors KY/X =
∑
I(νi − 1)Ei,
where KY/X denotes the relative canonical divisor of h.
We also have a local version of Zf (T ). For every x ∈ Xs, we set
Xd,1,x :=
{
ϕ ∈ Xd,1
∣∣ π0(ϕ) = x},
where π0(x) denotes the image under ϕ : SpecK[t]/(td+1)→ X of the maximal
ideal (t), where K is some field extension of k. The local zeta function of f
at x is
Zf,x(T ) :=
∞∑
d=1
[Xd,1,x]L−md T d ∈MxJT K.
It can be obtained from Zf(T ) by means of the base change morphism
MXsJT K →MxJT K.
2 Milnor fibre and the monodromy conjecture
Motivic zeta functions can be used to produce birational invariants of
hypersurface singularities, but what makes them even more fascinating is how
their poles are expected to carry topological information on f through the
monodromy conjecture. Before stating the conjecture, we need to recall a
topological construction of Milnor.
Let f : Cm → C be an analytic function and fix a point x of Xs = f−1(0).
Consider an open disc D = B(0, η) ⊆ C around the origin and an open ball
B = B(x, ǫ) around the point x. We set X ′ = B ∩ f−1(D×), where D× =
D\{0}. An important result of Lê (see [Trá77, 1.1]) states that the restriction
fx : B ∩ f−1(D×)→ D× of f is a locally trivial fibration for sufficiently small
η and ǫ, with 0 < η ≪ ǫ. We call it the Milnor fibration at the point x (see
[Dim92, §3.1] for more details on Milnor fibrations). In particular, all fibres
of fx are homeomorphic to each other. In order to get a canonical object
representing the homotopy type of an arbitrary fibre of fx, we consider the
fibred product
Fx :=
(
B ∩ f−1(D×)
)
×D× D˜×,
where D˜× denotes the universal cover of the pointed disc D×. We call Fx
the canonical Milnor fibre at x. Since D˜× is contractible, Fx has the same
homotopy type as each fibre of fx. In particular, they have the same singular
cohomology.
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The fundamental group π1(D×), which is isomorphic to the deck transformation
group of D˜×, acts on Fx. In particular, the canonical generator of π1(D×) ∼= Z,
given by a positively oriented loop turning once around the origin, induces by
functoriality a linear transformation for every i ≥ 0
M ix : H
i(Fx,Z)→ Hi(Fx,Z),
where Hi(Fx,Z) is the ith singular cohomology space of Fx. These
operators M ix are called the monodromy transformations. A local monodromy
eigenvalue of f is then an eigenvalue of M ix for some i ≥ 0 and x ∈ Xs.
When f is defined over a number field, Igusa conjectured in 1988 that for
almost all primes p, exp(2πir0) is a local monodromy eigenvalue if r0 is the
real part of a pole of Igusa’s zeta function Zpf (s). This conjecture, known as
the monodromy conjecture, raised much interest because it relates the topology
of the fibre f−1(0) with the arithmetic of f (recall that Zpf (s) is tightly linked
with the number of solutions of f(x) ≡ 0 mod pl).
In analogy to Igusa’s monodromy conjecture, Denef and Loeser stated in [DL98,
2.4] a similar conjecture for the motivc zeta function.
Conjecture 0.2. Let k be a subfield of C and f : X → A1k a dominant
morphism. There is a finite subset S of N≥1⊕N≥1 such that Zf (T ) belongs to
the subring
MXs
[
T, 1
1−L−aT b
]
(a,b)∈S
of MXsJT K and such that exp(2πi a/b) is a local monodromy eigenvalue of
fan : (X ×k C)an → C for every couple (a, b) ∈ S, where (·)an denotes the
GAGA analytification functor.
Since the motivic zeta function specializes to Igusa’s p-adic functions for almost
all p, interest has been shifted to this more general conjecture. Although some
partial results were obtained, mainly in low dimension (see e.g. [Loe88] and
[Loe90]), this conjecture still seems out of reach in its full generality, where
methods used in solved cases fall short.
3 Analytic Milnor fibre and volume Poincaré series
In order to get a better feeling for the monodromy conjecture, Nicaise and
Sebag introduced in [NS07b, 9.1] the analytic Milnor fibre Fx.
Let k be an algebraically closed field of characteristic zero and consider the
complete discrete valuation ring R = kJtK, with fraction field K = k((t)). For
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d ≥ 1, we also consider the totally ramified extension R(d) :=R[T ]/(T d−t) and
set K(d) :=FracR(d). Let f : X → A1k = Spec k[t] be as in (0.0.1) and x ∈ Xs
be a point in the zero locus of f . We denote by X̂ the t-adic completion of X .
The analytic Milnor fibre of f at x is the generic fibre Fx of the formal affine
scheme Spf O
X̂,x
, in the sense of Berthelot [Ber, 0.2.6] (see [Nic08, 6.1.4] for
topological intuition). It is a smooth separated rigid K-variety, whose ℓ-adic
cohomology coincides, when k = C, with the singular cohomology of the Milnor
fibre Fx, and identifies the Galois action on the former to the monodromy
action on the latter. Furthermore, K(d)-points of Fx correspond precisely to
arcs ϕ : Spec kJtK → X with f(ϕ) = td and π0(ϕ) = x, so that the analytic
Milnor fibre Fx appears to be a key object connecting the two different worlds
entering the monodromy conjecture: arithmetic and topology.
This brings us to the question whether Zf,x(T ) could be expressed as a Weil-
type zeta function, i.e. a generating series whose coefficients somehow count
K(d)-points on Fx. This has led Nicaise and Sebag to introduce in [NS07b]
the volume Poincaré series of an stft formal R-scheme (where stft stands for
separated and topologically of finite type). Let X be a generically smooth stft
formal R-scheme of pure relative dimension m and let ω be a volume form on
the generic fibre XK , i.e., a nowhere vanishing differential form of degreem. We
write ω(d) for the inverse image of ω on the generic fibre of X (d) :=X ×RR(d).
The volume Poincaré series of the pair (X , ω) is
S(X , ω;T ) :=
∑
d≥1
(∫
X (d)
|ω(d)|
)
T d ∈MXkJT K
(see 2.4.5 for a definition of the motivic integral). Its image in MkJT K only
depends on XK and not on X . It is denoted by S(XK , ω;T ).
This series can be used in the context of (0.0.1) because every volume form φ
on the smooth variety X induces canonically a volume form φdf on the rigid
K-variety (X̂)K , called the Gelfand-Leray form.
Theorem 0.3 ([NS07b, 9.10]). Let X be a smooth irreducible k-variety of
dimension m, f : X → A1k a dominant morphism and φ a volume form on X .
Then
S
(
X̂, φdf ;T
)
= L−(m−1)Zf (LT ) ∈MXsJT K.
In [Nic09] Nicaise extended the definition of the volume Poincaré series to
special formal R-schemes. If X is stft and Z is a locally closed subset of
the special fibre Xk, then the completion Z of X along Z is a special formal
R-scheme and S(Z, ω;T ) coincides with the image of S(X , ω;T ) under the
base change morphism MXkJT K → MZJT K. This generalization is more
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than welcome because Fx is canonically isomorphic to the generic fibre of the
completion of X along the closed point x and as such is a special formal scheme.
In particular, the image of S(X̂, φdf ;T ) inMx only depends on Fx (cfr. [Nic09,
9.8]) and we have
Zf,x(LT ) = Lm−1
∞∑
d=1
(∫
Fx(d)
| φdf (d)|
)
T d ∈MxJT K.
4 Monodromy conjecture for degenerations of Calabi-Yau
varieties
The advantage of S(X , ω;T ) over Zf (T ) is that it admits a natural general-
ization to K-varieties. Let X be a Calabi-Yau variety over K = k((t)), i.e.
a smooth, proper and geometrically connected variety with trivial canonical
sheaf. Assume that X has dimension m and let ω be volume form on X . The
motivic zeta function of the pair (X,ω) is defined as
ZX,ω(T ) :=Lm
∞∑
d=1
(∫
X(d)
|ω(d)|
)
T d.
This generalization comes with a variant of the monodromy conjecture, as
introduced by Halle and Nicaise in [HN11, 2.6].
Definition 0.4. Let σ be a topological generator of the Galois groupG(Ks/K),
where Ks denotes a seperable closure of K. We say that X satisfies the global
monodromy property if there is a finite subset S of Z⊕Z≥1 such that ZX,ω(T )
belongs to the subring
Mk
[
T, 1
1−LaT b
]
(a,b)∈S
of MkJT K and such that the τth cyclotomic polynomial divides the character-
istic polynomial of σ on Hi(X ×K Ks,Qℓ) for some i ≥ 0, where τ denotes the
order of a/b in the group Q/Z.
Note that the global monodromy property doesn’t depend on the volume
form ω, since for every unit u ∈ K× with valuation vK(u) we have
ZX,u·ω(T ) = ZX,ω
(
L−vK(u)T
)
∈MkJT K.
Halle and Nicaise proved in [HN11, 8.6] that the property holds for abelian
varieties. Their proof relies on a detailed analysis of the behaviour of the
Néron model under base change and uses the theory of abelian varieties in an
essential way. It remains a challenge to prove the property in greater generality;
we will explain in the last section of this introduction how our work provides a
step forward in the case of Calabi-Yau varieties.
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5 Motivic nearby cycles and motivic volume
Guided by previous work on Igusa zeta functions (see [DL98, §4]), Denef and
Loeser considered the opposite of the limit for T → ∞ of Zf (T ) and gave
heuristic evidence for it to be considered as a motivic incarnation of the complex
of nearby cycles of f (see [DL01, 3.5.3]). From the description of Zf(T ) in 0.1
we get
Sf :=− lim
T→∞
Zf (T ) =
∑
∅6=J⊆I
(1− L)|J|−1[E˜◦J ] ∈MXs ,
which is called the motivic nearby fibre of f . This construction inspired Nicaise
and Sebag, who defined in [NS07b, 8.3] the motivic volume of a generically
smooth stft R-scheme in a similar way. More details can be found in 2.4.
Definition 0.5. Let X be a generically smooth stft formal R-scheme. The
motivic volume of X is
Vol(X ) :=− lim
T→∞
S(X , ω;T ) ∈MXk ,
where ω is any volume form on XK . Its image in Mk only depends on XK and
not on X . It is denoted by Vol(XK) and called the motivic volume of XK .
Theorem 0.3 then yields easily the following comparison result.
Theorem 0.6 ([Nic09, 9.8]). Let f : X → A1k be a dominant morphism from a
smooth k-variety X of dimension m. We have
Vol(X̂) = L−(m−1)Sf ∈MXs
and for every closed point x ∈ Xs,
Vol(Fx) = L−(m−1)Sf,x ∈ Mx.
In [Gui+06, 3.7] Guibert, Loeser and Merle extended Sf to a morphism
Sf : MX →MXs
in such a way that Sf ([X ]) = Sf . In the process, they defined the motivic
nearby cycles with support for a dense open subvariety U ofX . It is constructed
as the limit of a modified motivic zeta function Zf,U (T ) whose coefficients
discard arcs too tangent to X\U . We will explain in section 7 how we could fit
this construction in Nicaise and Sebag’s framework.
8 CONTENTS
6 Motivic Serre invariant and the trace formula
Let R be a complete discrete valuation ring with perfect residue field k and
denote by K its fraction field. The motivic Serre invariant, which is the subject
of chapter 2, was first defined in [LS03] for a smooth separated quasi-compact
rigidK-varietyX . If X is a weak Néron model for X , then S(X) is given by the
class of the special fibre of X in the quotient Grothendieck ring KR0 (Vark)/(L−
1) (see notation in 2.2.6). The independence of S(X) from X is a nontrivial
statement which can be proved using the theory of motivic integration (see also
2.2.16).
A weak Néron model for a separated rigid K-variety X is a smooth stft formal
R-model of X whose unramified points are in bijection with the unramified
points of X (see 2.2.13 for a precise definition). In particular, if X(K ′) = ∅
for every unramified extension K ′/K then the empty formal scheme is a weak
Néron model for X , so that S(X) = [∅] = 0. Hence the nonvanishing of S(X)
implies the existence of an unramified point on X . In particular, S(X) can
detect rational points when the residue field k is algebraically closed.
Serre’s name was attached to this invariant for its analogy with the p-adic
invariant Sp(·) defined by Serre in [Ser65] to classify compact p-adic manifolds.
WhenK is a p-adic field, the set of rational points of a smooth rigidK-varietyX
has a structure of p-adic manifold and the correspondance
Y 7→ |Y (k)|
determines a well-defined morphism
KR0 (Vark)/(L− 1)→ Z/(q − 1),
where q is the cardinality of k. One shows that S(X) is sent onto Sp(X(K))
under this morphism.
In further work, Nicaise and Sebag defined the motivic Serre invariant for
larger classes of objects: generically smooth stft formal schemes in [NS08] and
generically smooth special formal schemes in [Nic09]. Finally, Nicaise defined
S(X) in [Nic11] when X is a smoothly bounded rigid or algebraic K-variety.
Typical examples of smoothly bounded algebraic varieties are given by proper
smooth varieties. He also showed how to extend the invariant additively to
a morphism of rings S : MK → KR0 (Vark)/(L − 1) when K has characteristic
zero. This extension yields an obvious definition of S(X) for a general algebraic
variety X , with no smoothness or properness condition, which can still be used
to detect unramified points on X . It also gives a new realization morphism
that can be used to distinguish elements in MK .
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The following proposition hints at why we can consider S(X) not only as an
unramified-point detector, but as a true measure of the set of unramified points
on X .
Proposition 0.7 ([Bos+90, 2.3/5]). Let X be a smooth R-scheme over a
complete discrete valuation ring. Then the canonical map
X (Rsh)→ Xk(ks)
is surjective, where Rsh denotes a strict henselisation of R and ks its residue
field, which is a separable closure of the residue field k of R.
Hence, we see that the unramified points of X are parameterized by Xk(ks).
Since k is assumed to be perfect, every closed point x ∈ Xk induces a ks-point
on Xk, so that [Xk] can be seen as a good measure for X (Rsh). This can be
made more precise in rigid terms. If x is a closed point of Xk, then the inverse
image of x under the specialization morphism sp: (X̂ )K → Xk is an open rigid
unit ball (see [NS11a, 2.1.5]).
Since S(X) measures the set of rational points when k is algebraically closed,
we can ask ourselves whether it admits a cohomological interpretation, as does
the set of rational points on a variety over a finite field with the Grothendieck-
Lefschetz formula.
Theorem 0.8 ([Del77, Rapport, 3.2]). Let X be a variety over Fq and X the
base change of X to an algebraic closure of Fq. Let F : X → X be the absolute
Frobenius automorphism. Then for every integer d ≥ 1 we have
|X(Fqd)| =
∑
i
(−1)iTrace
(
F d
∣∣ Hic(X,Qℓ)),
where Hic(·,Qℓ) denotes ℓ-adic cohomology with compact support.
The classical Lefschetz trace formula in topology allows to count the number
of fixed points of a continuous map f : X → X by means of the traces of
the operator induced by f on the homology spaces of X . Since fixed points
of Frobenius correspond to rational points of X , the Grothendieck-Lefschetz
formula allows similarly to compute rational points from traces of Frobenius.
Nicaise and Sebag obtained a first result in that direction in [NS07b, 5.4], which
Nicaise improved in [Nic09] and [Nic11]. We will only state the formula in the
algebraic setting. A smooth and proper algebraic K-variety X is called tame
if there is a regular proper R-scheme Y such that YK ∼= X and Yk is a strict
normal crossings divisor, whose multiplicities are prime to the characteristic
exponent of k. If chark = 0, then every smooth proper K-variety is tame by
resolution of singularities.
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Theorem 0.9 ([Nic11, 6.3]). Assume k algebraically closed. Let X be a
smooth and proper tame K-variety and ϕ a topological generator of the tame
monodromy group Gal(Kt/K). Then for every d ≥ 1 not divisible by p,
χtop
(
S(X ×K K(d))
)
=
∑
i
(−1)iTrace
(
ϕd
∣∣ Hi(X ×K Kt,Qℓ)).
The extension of the motivic Serre invariant to a morphism on the Grothendieck
ring of K-varieties has allowed Nicaise to extend his trace formula to arbitrary
K-varieties when k has characteristic zero.
Corollary 0.10. If k has characteristic zero, then for every K-variety X
χtop(S(X)) =
∑
i
(−1)iTrace
(
ϕ
∣∣ Hi(X ×K Ks,Qℓ)).
A similar formula for tame generically smooth special formal schemes (see
[Nic09, 6.4]) yields a trace formula for the analytic Milnor fibre Fx, which
exhibits a tight link between K(d)-points on Fx and its cohomology.
Finally, one can show that if a (rigid or algebraic) K-variety X admits a gauge
form ω, then
S(X) =
∫
X
|ω| ∈ KR0 (Vark)/(L− 1).
Together with theorem 0.3, this yields the remarkable formula
Zf,x(T ) =
∞∑
d=1
S(Fx(d))T d ∈ K0(Varx)/(L− 1)JT K,
which makes the monodromy conjecture appear more convincing than ever.
The following theorem of Nicaise (extending a theorem of A’Campo in [A’C73])
gives another occurence of the fantastic interplay between the objects we
defined in this introduction.
Theorem 0.11 ([Nic09, 8.10]). Let f : X → SpecC[t] be a dominant morphism
from a smooth irreducible C-variety. Let x be a closed point of f−1(0) and
denote by Fx (resp. Fx) the (resp. analytic) Milnor fibre of f at x. The following
are equivalent:
1. the morphism f is smooth at x;
2. Fx contains a C((t))-rational point;
3. Fx satisfies S(Fx) 6= 0;
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4. Fx satisfies ∑
i
(−1)iTrace
(
ϕ
∣∣ H(Fx×̂C((t))Ĉ((t))s,Qℓ)) 6= 0,
where ϕ denotes any topological generator of the monodromy group
Gal
(
C((t))s/C((t))
)
;
5. Fx satisfies ∑
i
(−1)i Trace
(
M
∣∣ H(Fx,C)) 6= 0,
where M denotes the monodromy transformation on the graded singular
cohomology.
7 Contributions
As we explained, Nicaise could extend the motivic Serre invariant to a
morphism
S : MK → KR0 (Vark)/(L− 1)
when K has characteristic zero. The main ingredient of his proof is Bittner’s
presentation of the Grothendieck ring by classes of proper smooth varieties
(see [Bit04, 3.1]). This presentation relies on resolution of singularities and on
the weak factorization theorem (which states that every birational morphism
between proper smooth K-varieties can be factored as a sequence of blow-ups
and blow-downs with smooth centres), two results depending on the assumption
charK = 0 in an essential way. While resolution of singularities is widely
thought to be also true in positive characteristic, the status of the weak
factorization theorem is less clear.
In chapter 2, we give a new construction of S(U) for a smooth K-variety U
under the sole assumption that resolution of singularites holds for R-schemes
of finite type. Our approach is logarithmic in spirit: we consider a
compactification X of U , and use its boundary to approximate U rig by a
sequence of quasi-compact rigid open subvarieties (Uγ) for which the Serre
invariant can be defined in a direct way. After showing that S(Uγ) stabilizes
for γ sufficiently large, we can define S(U) as the stabilizing value. This
construction also yields an extension of S(U) to a morphism on MK , which
coincides with Nicaise’s. As a first application, we explain how our construction
allows to extend the arguments of Esnault and Nicaise in [EN11] to give a
conditional affirmative answer of Serre’s question on the existence of rational
fixed points of a G-action on the affine space, for G a finite ℓ-group. Finally,
the last section of the chapter is devoted to motivic nearby cycles. We use
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there the same logarithmic approach to give a new way of understanding the
motivic nearby cycles with support of Guibert, Loeser and Merle as a motivic
volume, in a similar way to theorem 0.6.
Chapter 4 focuses on another side of the motivic bestiary: motivic zeta
functions. It expands on results announced in [Bul15]. We give there a
new explicit expression for the volume Poincaré series S(X , ω;T ) when X
is a generically smooth log smooth R-scheme. By adding some structure to
schemes, logarithmic geometry allows to handle so-called log smooth schemes
as if they were smooth. A key feature of log smooth schemes is that they
can be desingularized by means of their combinatorics. In this process of
desingularizing, fake poles are intoduced in the expression of S(X , ω;T ), so
that our formula yields a much smaller set of candidate poles than would have
the corresponding desingularized scheme. This result paves the way to a proof
of the monodromy conjecture for Calabi-Yau varieties that are constructed in
the Gross-Siebert programme on mirror symmetry, where log smooth models
for those varieties appear naturally (see for example [GS11]). Finally, we show
in section 4.5 how to recover a formula of Guibert for Zf (T ) when f is a
polynomial that is nondegenerate with respect to its Newton polyhedron (see
[Gui02]) and section 4.6 sheds new light on the (solved) monodromy conjecture
for polynomials in two variables.
Chapter 1
Formal and rigid geometry
This very short chapter is devoted to formal and rigid geometry. It aims to
give hands-on knowledge on the subject in order to make some arguments in
chapter 2 more transparent to the unfamiliar reader.
1.1 Formal schemes
We refer to [GD60, §I.10] for a thorough introduction to formal schemes.
1.1.1. A standard operation in ring theory is completion along an ideal. Let
A be a ring and I an ideal of A. The I-adic completion of A is given by the
projective limit
Â := lim
←−
n
A/In.
If the canonical morphism A→ Â is an isomorphism, A is said to be complete
with respect to the I-adic topology, or simply adic. We call I the ideal of
definition for the adic ring A.
1.1.2. Let’s take a geometric point of view on this construction. Each
SpecA/In has the same underlying topological space Z, which corresponds
to a closed subspace of SpecA. The only difference between them lies in
their sheaves of sections. One can actually see those subschemes SpecA/In
as infinitesimal neighbourhoods of order n of Z into SpecA. The logical
counterpart to taking the projective limit of the rings (A/In)n would be to
take the inductive limit of the schemes (SpecA/In)n. The resulting object
would capture the notion of infinitesimal neighbourhoud of the closed subspace
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Z inside of SpecA. This construction cannot be carried out in the category of
schemes, but leads to the notion of formal scheme.
1.1.3. The formal spectrum Spf A of an adic ring is constructed as follows. As a
topological space it is the closed subspace of SpecA consisting of all open prime
ideals of A, i.e. all prime ideals of A containing the ideal of definition I. For
f ∈ A we denote by D(f) the subset of Spf A consisting of all open prime ideals
containing f . The sheafOSpfA is then the sheafification of the presheaf given by
O(D(f)) = Âf , where Af denotes the localization of A along the multiplicative
subset {fn}n≥1, and Âf is its I-adic completion. The topological space Spf A
endowed with the sheaf OSpfA is called an affine formal scheme.
1.1.4. A locally Noetherian formal scheme is a ringed space locally isomorphic
to affine formal schemes Spf A with A adic and Noetherian. We will always
assume our formal schemes locally Noetherian and simply call them formal
schemes. Moreover, we define unsurprisingly a morphism of formal schemes as
a morphism of locally ringed spaces.
The following class of rings is the formal counterpart to polynomials rings.
Definition 1.1.5. Let A be an adic ring and I an ideal of definition. A power
series f =
∑
ν cνT
ν ∈ AJT1, . . . , TrK is called restricted if for every n ≥ 1 there
are only finitely many coefficients of f not belonging to In. In other words, the
sequence (cν)→ 0 as |ν| → ∞.
The set of restricted formal power series is a subring of AJT1, . . . , TrK, denoted
by A{T1, . . . , Tr}. Clearly, if the topology on A is discrete, i.e. defined by the
zero ideal, then A{T1, . . . , Tr} = A[T1, . . . , Tr].
The following proposition shows that the ring of restricted power series is
actually the I-adic completion of the polynomial ring.
Proposition 1.1.6 ([Bou89, III §4.2 prop. 3]). Let A be an adic ring and I an
ideal of definition. Then A{T1, . . . , Tr} = lim←−nA[T1, . . . , Tr]/I
n.
1.1.7. Let R be a complete discrete valuation ring and π a uniformizer. It is
in particular an adic ring for the ideal generated by π, and we can consider
its formal spectrum Spf R. From now on we will restrict our study to formal
schemes over the formal spectrum of R, also called formal R-schemes, which
are the only kind of formal schemes we will encounter in the next chapters.
Note that all the notions that we present below apply much more widely.
Proposition 1.1.8 ([GD60, 0.10.13.1]). A morphism of formal schemes
f : X → Spf R is said to be topologically of finite type if X can be covered
by finitely many affine formal opens Vi such that OX (Vi) = R{t1, . . . , tr}/J for
some integer r ≥ 1 and some ideal J .
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1.1.9. Let X → Spf R be a formal R-scheme topologically of finite type. The
ringed space (X ,OX /π) is a scheme of finite type over the residue field k of R.
It is denoted by Xk and called the special fibre of X .
We motivated the notion of formal scheme as a geometric version of completion.
This naturally raises the question whether a scheme can be completed to a
formal scheme.
Definition 1.1.10. Let X → R be an R-scheme of finite type. Its π-adic
completion is given by the formal scheme X̂ :=(Xk, ÔX ) where
ÔX := lim←−
n
OX /π
n.
It is topologically of finite type over Spf R. Furthermore, the special fibre of
the formal scheme X̂ is nothing else but the special fibre Xk of X .
Example 1.1.11. The completion of the affine space ArR over R is the formal
spectrum of R{T1, . . . , Tr}, as can be seen from proposition 1.1.6.
Many classical properties of schemes can be defined for formal schemes. The
following proposition will be sufficient for our purposes.
Proposition 1.1.12. Let X → R be an R-scheme of finite type. If X
is separated, resp. regular, resp. flat, resp. smooth over R, so is its π-adic
completion.
1.1.13. Let X be an R-scheme of finite type. When passing to the completion,
we a priori lose information on the generic fibre of X . We will see in the next
section that we can actually recover some information on it, by attaching a
rigid K-variety to X .
1.2 Rigid varieties
We refer to [Bos14] for a thorough introduction and to [Bos+84] for a
comprehensive reference.
1.2.1. Let K be the fraction field of a complete discrete valuation ring R. It
comes equipped with a non-Archimedean absolute value
|·| : K → R≥0, x 7→ e−v(x),
where v denotes the valuation of R. The field K is complete with respect to
the topology induced by |·|.
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Definition 1.2.2. The Tate algebra Tr = K{T1, . . . , Tr} of dimension r is
defined as the K-algebra R{T1, . . . , Tr} ⊗R K.
Note that it is not a ring of restricted power series as defined in 1.1.5 because
K is not an adic ring (the ideals (πn) are unit ideals).
Definition 1.2.3. An affinoid K-algebra is a quotient of some Tate algebra Tr.
Let A be an affinoid K-algebra. We define the ring of restricted series in
s variables as A{T1, . . . , Ts} :=A ⊗K K{T1, . . . , Ts}. It is clearly an affinoid
K-algebra (if Tr → A is a surjective map, then Tr+s → A{T1, . . . , Ts} is
surjective as well). One can show that affinoid algebras are Noetherian (see
[Bos14, 3.1.3]).
1.2.4. Let A be an affinoid K-algebra. We denote by SpA the set of maximal
ideals of A and call it the spectrum of A. The couple (A, SpA) is called an
affinoid K-space. A morphism of affinoid K-spaces is then simply a K-algebra
morphism σ : B → A. Note that such a morphism induces a map SpA →
SpB, m 7→ σ−1(m). If m is a maximal ideal of A, then the quotient A/m is a
finite extension of K (see [Bos14, 2.2.12]). For f ∈ A, we define f(m) as the
image of f in A/m.
1.2.5. We could define a Zariski topology on affinoid K-spaces, but the whole
point of rigid geometry is to provide a framework to apply analytical methods
for non-Archimedean spaces. Therefore, we will endow these spaces with the
canonical topology induced from the field K instead. Let X = SpA be an
affinoid K-space. A basis for the canonical topology on X is given by the
subsets
X(f1, . . . , fr) :=
{
x ∈ X
∣∣∣ |fi(x)| ≤ 1, for every 1 ≤ i ≤ r}
for elements fi ∈ A.
We now set out to define a structural sheaf for affinoid K-spaces that suits the
canonical topology.
Definition 1.2.6. A subset U of an affinoid K-space X is called an affinoid
subdomain of X if there is a morphism of affinoid K-spaces i : Y → X such
that i(Y ) ⊆ U and if i is universal with respect to this property: any other
morphism of affinoid K-spaces whose image is contained in U factors uniquely
through i.
If i : Y → X defines an affinoid subdomain over U , then i is injective and
i(Y ) ∼= U (see [Bos14, 3.3.10]).
Proposition 1.2.7. Let X = SpA be an affinoid K-algebra and f = (fi)1≤i≤r ,
g = (gj)1≤j≤s be elements of A. Then the following subsets of X are affinoid
subdomains:
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• X(f) :=
{
x ∈ X
∣∣ |fi(x)| ≤ 1, ∀i};
• X(f, g−1) :=X(f) ∩
{
x ∈ X
∣∣ |gj(x)| ≥ 1, ∀j};
• X(f1f0 , . . . ,
fr
f0
) :=
{
x ∈ X
∣∣ |fi(x)| ≤ |f0(x)|, ∀i}, if f0 ∈ A is such that
f0, f1, . . . , fr have no common zeroes (or equivalently, they generate the
unit ideal of A).
Definition 1.2.8. Let X be an affinoid K-space. We define the structural
presheaf of X as the presheaf OX which associates to any affinoid subdomain
U = SpB its corresponding affinoid algebra OX(U) = B.
The structural presheaf OX satisfies the sheaf property for finite coverings by
affinoid subdomains, but it fails to be a sheaf for the canonical topology. This
is why we will have to restrict the kind of coverings we are allowed to consider.
Definition 1.2.9. Let X be an affinoid K-space. A subset U ⊆ X is called
an admissible open if there are (possibly infinitely many) affinoid subdomains
(Ui)I of X such that U =
⋃
I Ui and satisfying the following property: for every
morphism of affinoid K-spaces ϕ : Z → X such that ϕ(Z) ⊆ U the covering
(ϕ−1(Ui))i of Z admits a finite refinement by affinoid subdomains.
A covering (Vj)j of an admissible open V ⊆ X by means of admissible opens
is called admissible if for every morphism of affinoid K-spaces ϕ : Z → X such
that ϕ(Z) ⊆ V the covering (ϕ−1(Vj))j of Z admits a finite refinement by
affinoid subdomains.
Admissible opens and admissible coverings define what is called a Grothendieck
topology on X . The presheaf OX is a sheaf for this topology.
1.2.10. A rigid K-variety is a locally ringed space locally isomorphic to affinoid
K-spaces (see [Bos14, 5.3.4] for a more precise definition). We can glue rigid
K-varieties and their morphisms as expected (see [Bos14, 5.3.5 and 5.3.6]). A
rigid K-variety is quasi-compact if it can be covered by finitely many affinoid
opens.
1.2.11. We can adapt many classical properties of schemes to rigid K-varieties.
We will use these notions freely and refer the reader to more comprehensive
treatments such as [Bos+84] and [Bos14] for definitions.
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1.3 Rigid varieties from formal schemes and alge-
braic varieties
1.3.1. As hinted in 1.1.13, rigid varieties arise naturally as generic fibres of
formal R-schemes. Let R be a complete discrete valuation ring and X = Spf A
an affine formal R-scheme of finite type. Then A⊗R K is an affinoid K-space
and we define the generic fibre of X as the rigid K-variety Sp(A⊗RK). Gluing
yields a generic fibre XK for any formal R-scheme topologically of finite type X .
This construction is functorial, see details in [Ber, 0.2.2].
Definition 1.3.2. We will say that a formal R-scheme topologically of finite
type X has pure relative dimension m if XK is equidimensional of dimension m.
It follows from [Seb04, 2.1.8] that in this case, the special fibre Xk has also pure
relative dimension m. The converse holds if X is flat over R.
1.3.3. The correspondence X 7→ XK even induces an equivalence of categories
up to admissible blow-ups of formal R-schemes, i.e. formal blow-ups whose
centre is supported on the special fibre (more details on formal blow-ups can
be found in [Nic09, 2.15]). More precisely:
Theorem 1.3.4 ([BL93, 4.1]). The functor X 7→ XK induces an equivalence
of categories between
• the category of flat formalR-schemes of topologically finite type, localized
by admissible blow-ups;
• the category of quasi-compact and quasi-separated rigid K-varieties.
Furthermore, under this correspondence XK is separated if and only if X is
separated and XK is smooth if X is smooth.
The following specific result will be extensively used for our constructions in
chapter 2.
Proposition 1.3.5 ([BL93, 4.4]). Let X be a flat quasi-compact formal R-
scheme of finite type and (Ul)l a finite family of quasi-compact open subspaces
of XK . Then there is an admissible blow-up h : X ′ → X and a family (Ul)l of
open formal subschemes of X ′ such that (Ul)K = Ul for every l. Furthermore,
if (Ul) covers XK , then (Ul) covers X ′.
1.3.6. We can endow the set of closed points of an algebraic K-variety X
with a structure of rigid K-variety. The resulting rigid K-variety Xrig is called
rigidification of X . The rigid K-variety Xrig is not quasi-compact in general,
even if X is, unless X is proper (see 1.3.8). The construction yields a functor
X 7→ Xrig that preserves fibred products (see [Con99, 5.1.2]).
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Proposition 1.3.7 ([Con99, 5.2.1]). Let f : X → Y be a morphism between
algebraic K-varieties. The following properties hold for f if and only if they
hold for f rig: open immersion, smooth, separated, proper.
Proposition 1.3.8 ([Ber, 0.3.5]). Let X be an R-scheme of finite type. There
is a canonical morphism of rigid K-varieties α : (X̂ )K → (XK)rig. It is an open
immersion if X is separated and an isomorphism if X is proper over R.

Chapter 2
The motivic Serre invariant of
a variety
2.1 Introduction
Let R be a complete discrete valuation ring with fraction field K and perfect
residue field k. The motivic Serre invariant of a smooth separated quasi-
compact rigid K-variety X was first defined by Loeser and Sebag in [LS03,
4.5.3]. It gives a measure of the set of unramified points of X . Of particular
interest is the fact that its nonvanishing implies the existence of an unramified
point on X .
This motivic invariant may be defined for a smoothK-variety U as soon as U is
bounded, i.e. if there exists a quasi-compact open rigid subvariety V ⊆ U rig that
contains all the unramified points of U . In that case, the motivic Serre invariant
S(V ) of V does not depend on the choice of V and one sets S(U) :=S(V ).
The boundedness condition holds for proper varieties, but fails for varieties as
common as the affine space.
When K has characteristic zero, the invariant has been extended additively
by Nicaise in [Nic11, 5.4] to arbitrary K-varieties. In order to achieve this,
Nicaise developed the theory of weak Néron models of pairs of varieties. The
main drawback of his proof is its use of the weak factorization theorem, which
is only known to hold when the field K has characteristic zero.
The goal of this chapter is to give a new construction of the motivic Serre
invariant of a smooth K-variety U avoiding the use of the weak factorization
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theorem. Theorem 2.3.4 shows that we are successful under the assumption
that embedded resolution of singularities holds for R-schemes of finite type. In
particular, we recover the result of Nicaise in equal characteristic zero.
The idea is quite natural. We consider a regular compactification X of U and
approximate U rig by a sequence of open quasi-compact rigid subvarieties (Uγ)γ
by removing a tubular neighbourhood of the boundary. We then show that
the motivic Serre invariant of the approximations stabilizes as γ → ∞, which
allows us to define S(U) as the limit of the sequence. All this is carried out in
section 2.3, with the main theorem stated in 2.3.4.
The motivic Serre invariant has already proved useful in answering Serre’s
question on the fixed locus of a finite ℓ-group action on the affine space.
Namely, Esnault and Nicaise have shown in [EN11] that for a finite ℓ-group
G acting on AnK with K a Henselian discretely valued field of characteristc
zero with algebraically closed residue field of characteristic different from the
prime number ℓ, the action always admits a K-rational fixed point. Their
arguments build up from the additive extension of the motivic Serre invariant
of Nicaise. We show at the end of section 2.3 how to adapt their arguments to
fit our construction. This yields in particular a conditional affirmative answer
to Serre’s question in equal characteristic.
Finally, we use in section 2.4 a similar approach to give a new interpretation of
the motivic nearby cycles with support of Guibert, Loeser and Merle [Gui+06].
This application has been suggested by the previous work of Nicaise and Sebag
in [NS07b, 9.13], in which they give a description of the motivic nearby cycles
of Denef and Loeser by means of the motivic volume of the so-called Milnor
fibre, hence providing a setting similar to the one we work with in section 2.3.
2.2 Preliminaries
Notations and conventions
2.2.1. We fix a complete discrete valuation ring R with fraction field K and
residue field k. We will always assume that k is perfect. We also fix a
uniformizer π of R and a π-adic absolute value |·| on K. Recall that an
extension R → R′ is called unramified if it has ramification index one (i.e.
π is a uniformizer of R′) and the extension of residue fields k′/k is separable.
If Rsh is a strict henselization of R, then any unramified extension factors
through Rsh and any subextension of R in Rsh is unramified. We denote by
Ksh the fraction field of Rsh. For any perfect field extension k′ of k, we denote
by R→R(k′) the unique extension of R of ramification index one that induces
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the extension k′/k on the residue fields. We will often write R′ = R(k′) and
K ′ = FracR′.
2.2.2. A variety over a Noetherian scheme S is a separated S-scheme of finite
type. A formal R-scheme will be called stft if it is separated and topologically
of finite type over R. For every R-scheme X we denote by Xk and XK its special
and generic fibre, respectively. Likewise, for every stft formal R-scheme X we
write Xk for its special fibre (which is a k-variety) and XK for its generic fibre
(which is a quasi-compact separated rigid K-variety). In both cases, we say
that X is generically smooth if XK is smooth over K. If X is an R-scheme, we
will denote by X̂ its formal π-adic completion. It is stft if X is separated and of
finite type over R. For everyK-variety X , we denote by Xrig its analytification
in the category of rigidK-varieties. If X is an algebraic or rigidK-variety, then
an unramified point on X is a point in X(K ′) for some finite extension of K
in Ksh. We will denote by X(Ksh) the set of unramified points of X .
2.2.3. If X is a quasi-compact separated rigid K-variety, then a formal R-
model of X is an stft formal R-scheme X together with an isomorphism of
rigid K-varieties XK → X . An admissible blow-up of X is a formal blow-up
whose centre is supported in the special fibre Xk. Such an admissible blow-
up does not affect the generic fibre XK . We recall that every quasi-compact
separated rigid K-variety has a flat formal R-model (see 1.3.4).
2.2.4. Let U be a K-variety. By a compactification of U we mean a proper K-
varietyX endowed with an open immersion U → X such that U is schematically
dense in X . Such a compactification always exists by Nagata’s embedding
theorem. If U is regular, then we say that X is an snc compactification if X
is regular and the boundary X\U (with its reduced induced structure) is a
divisor with strict normal crossings. Such snc compactifications exist when K
has characteristic zero, by Hironaka’s embedded resolution of singularities.
Grothendieck rings of varieties
Grothendieck rings of varieties serve as value rings for motivic integrals and are
natural spaces for motivic invariants such as the motivic Serre invariant that
we handle in this chapter.
Definition 2.2.5. Let S be a Noetherian scheme. The Grothendieck ring of
S-varieties is defined as an abelian group by the following presentation:
• generators: isomorphism classes [X ] of S-varieties;
• relations: for any closed subvariety Y of X , [X ] = [Y ] + [X\Y ].
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We endow this group with a ring structure by putting [X ] · [Y ] :=[X ×S Y ] and
denote it by K0(VarS). We also write L = LS for the class of the affine line
A1S and consider the localization
MS :=K0(VarS)[L−1].
2.2.6. The handling of motivic invariants over discrete valuation rings of
mixed characteristic leads to the use of a slightly modified Grothendieck
ring of varieties, as explained in [NS11a, 2.4]. Therefore, we will set
KR0 (VarS) :=K0(VarS) if R has equal characteristic, and denote by K
R
0 (VarS)
the modified Grothendieck ring of S-varieties if R has mixed characteristic
(see [NS11b, 3.8.1] for a definition; in the latter ring, we identify classes of
universally homeomorphic S-varieties). We also set MRS :=K
R
0 (VarS)[L
−1].
2.2.7. Let f : X → S be a morphism of Noetherian schemes. It induces two
morphisms between Grothendieck rings. First, a ring morphism
f∗ : K0(VarS)→ K0(VarX), [Y ] 7→ [Y ×S X ]
called base change morphism; and then a group morphism
f! : K0(VarX)→ K0(VarS), [U ] 7→ [U ],
called forgetful morphism. We emphasize that this latter morphism is not a
ring morphism, as it sends 1 = [X ] on [X ]. But note that for any S-variety Y
and any X-variety V we have in K0(VarS)
f!
(
[f∗Y ] · [V ]
)
=
[
(Y ×S X)×X V
]
= [Y ×S V ] = [Y ] · [V ].
In particular, f!
(
LX · [V ]
)
= LS · [V ].
These two morphisms factor through localization by L−1 and through the
modified Grothendieck rings (see [NS11b, §3.8]).
2.2.8. In [Bit04, 3.1], Bittner gave a presentation for K0(VarF ) in terms of
smooth F -varieties when F is a field of characteristic zero. Her proof is based
on stratification of F -varieties into smooth varieties. Proposition 2.2.10 and
corollary 2.2.11 below allow to deduce from Bittner’s proof a presentation
of K0(VarF ) in terms of connected regular varieties, with no assumption on
the characteristic of F (this is corollary 2.2.12). This presentation will be
used in 2.3.22 to extend the motivic Serre invariant additively to arbitrary
K-varieties.
Definition 2.2.9. Let F be any field and X an F -variety. A regular
stratification of X is a partition of X into finitely many connected regular
locally closed subvarieties (Nν)ν∈N of X , called strata, such that the schematic
closure of each Nν is a union of strata.
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Proposition 2.2.10. Let F be any field, X a reduced F -variety and let
(Vα)α∈A be finitely many closed subvarieties of X . Then there is a regular
stratification (Nν)ν of X such that each Vα is a union of strata.
Proof. We first notice that every irreducible component Xi of X is a union
of strata in any regular stratification. Indeed, the schematic closure of a
stratum Nν containing the generic point of Xi is necessary equal to Xi because
Nν is irreducible. We may therefore assume that neither X nor any irreducible
component of X belongs to (Vα).
We proceed by induction on dimX . If dimX = 0, this is clear. Assume
now dimX ≥ 1 and let Y = X\
⋃
A Vα. Denote by (Xi)1≤i≤n the irreducible
components of X . Thus Yi :=Y ∩Xi are the irreducible components of Y . We
set X◦i = Xi\
⋃
j 6=iXj , which is open in X , and similarly Y
◦
i = Y ∩X
◦
i .
Each Y ◦i admits a connected regular open dense subset Ui and dim Y
◦
i \Ui <
dimX . Hence we can find regular stratifications (Niµ)µ∈Mi of Y
◦
i \Ui for every
1 ≤ i ≤ n. We have in X
Niµ = (Niµ ∩ Y ◦i ) ⊔
(
Niµ ∩ (X\Y ◦i )
)
.
Put X ′ :=X\
⊔
i Y
◦
i . We have
⋃
A Vα ⊆ X
′ and since Niµ ⊆ Xi, we also have
Niµ ∩X ′ = Niµ ∩ (X\Y ◦i ).
We may now apply the induction hypothesis on X ′ with the family consisting
of the closed subvarieties (Vα)α and (Niµ ∩X ′)Mi for every 1 ≤ i ≤ n to obtain
a regular stratification (Nλ)λ of X ′.
To sum up, we have
X =
⊔
i
Ui ⊔
⊔
i
⊔
Mi
Niµ ⊔
⊔
λ
Nλ.
• Since X ′ is closed in X , each Nλ is a union of strata of (Nλ)λ.
• Since Niµ ∩ Y ◦i = Niµ ∩ (Y
◦
i \Ui), they are unions of strata of (Niµ)Mi .
• Each Niµ ∩ (X\Y ◦i ) is a union of strata of (Nλ)λ by construction.
• Ui = Xi = Y ◦i ⊔(X
′∩Xi) andX ′∩Xi is a union of irreducible components
of X ′, hence a union of strata of (Nλ)λ.
• Each Vα is a union of strata of (Nλ)λ by construction. 
Corollary 2.2.11. Two regular stratifications of an F -variety X admit a
common refinement.
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Proof. If (Nν)ν and (Nλ)λ are two regular stratifications of X , we apply 2.2.10
on X with the family of closed subvarieties consisting of every Nν and Nλ. 
Corollary 2.2.12. Let F be any field. As an abelian group, K0(VarF ) is given
by the following presentation:
• generators: isomorphism classes [U ] of connected regular F -varieties U ;
• relations: [U ] = [V ]+ [U\V ] whenever U is a connected regular F -variety
and V is a connected regular closed subvariety of U .
Weak Néron models and the motivic Serre invariant
Definition 2.2.13. Let X be a K-variety. A weak Néron model for X is a
pair (U , ι) where
1. U is a smooth separated R-scheme of finite type,
2. ι : UK → X is an open immersion,
3. for every finite unramified extension R′ of R with fraction field K ′, the
map U(R′)→ X(K ′) induced by ι is a bijection.
The analogous definitions apply when X is a separated rigid K-variety and U ,
X and Y are stft formal R-schemes.
2.2.14. Beware that, in the algebraic case, our definition of a weak Néron model
is less restrictive than the one used in [Bos+90, 3.5.1], where it is required that
ι is an isomorphism. It follows easily from the boundedness criterion [Bos+90,
3.5.7] and [Bos+90, 3.4.2] that an algebraic K-variety X has a weak Néron
model if and only if the set of unramified points on X is contained in the
K-smooth locus Xsm of X and bounded in X in the sense of [Bos+90, 1.1.2]
(or equivalently, bounded in Xsm by [Bos+90, 1.1.9]). Likewise, a separated
rigid K-variety Y admits a formal weak Néron model if and only if there
exists a smooth quasi-compact open rigid subvariety U of Y such that the
map U(K ′)→ Y (K ′) is a bijection for every finite unramified extension K ′ of
K (see [Nic11, 4.8]). Now one deduces easily from the observations in [Nic11,
§4] that an algebraic K-variety X admits a weak Néron model U if and only if
its rigid analytification Xrig admits a formal weak Néron model; in that case,
Û is a formal weak Néron model of Xrig.
Proposition 2.2.15. If X is a regular and proper K-variety, then X has a
weak Néron model.
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Proof. It follows from [GD67, 17.15.1] that X is smooth over K at each
separable point, and thus at each unramified point. The set of unramified
points on X is bounded in X because X is proper [Bos+90, 1.1.6]. Thus X has
a weak Néron model. 
Weak Néron models are far from being unique, in general. Nevertheless, the
theory of motivic integration yields the following remarkable result.
Theorem 2.2.16. Let X be a separated rigid K-variety which admits a weak
Néron model U . Then the element
S(X) :=[Uk] ∈ KR0 (Vark)/(L− 1)
only depends on X , and not on the choice of a weak Néron model. It is called
the motivic Serre invariant of X .
2.2.17. If X is smooth and quasi-compact, this result is due to Loeser and
Sebag [LS03, 4.5.3]. As was already observed in [Nic11, 5.1], the general case
follows from the proof of [NS08, 5.9]. If X is an algebraicK-variety with a weak
Néron model U , then Û is a formal weak Néron model of Xrig so that
S(Xrig) = [Uk] ∈ KR0 (Vark)/(L− 1).
We denote this invariant by S(X) and call it the motivic Serre invariant of X .
Technical assumptions
To prove the main results of this chapter, we need to formulate two technical
assumptions, both of which would follow from the existence of embedded
resolutions of singularities.
2.2.18. Existence of snc compactifications. We will need to assume that, for
every regular K-variety U and every regular closed subvariety V of U , each
compactification of U can be dominated by an snc compactification X of U
such that the boundary X\U (with its reduced induced structure) is a strict
normal crossings divisor that has transversal intersections with the schematic
closure of V in X . This property is known if K has characteristic zero, by
Hironaka’s embedded resolution of singularities for K-varieties, but it is an
open problem if K has positive characteristic and the dimension of U is at
least three (recent work of Cossart and Piltant seems to have settled the three-
dimensional case, see remark 2.3.23).
2.2.19. Existence of weak Néron models for snc pairs. Let X be a regular
proper K-variety and let ∂ be a divisor with strict normal crossings on X . We
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will need to assume that every proper R-model of X can be dominated by a
weak Néron model X of X such that the schematic closure ∂ of ∂ ∩ XK in X
is a relative strict normal crossings divisor over R; since X is smooth over R,
this is equivalent to saying that the union of ∂ with the special fibre Xk is a
divisor with strict normal crossings on X . Note that this implies that every
prime component E of ∂ is smooth at every point of its special fibre, since π
is part of a regular system of local parameters on E at such a point and k is
assumed to be perfect. The existence of X is known if k has characteristic zero,
by Hironaka’s embedded resolution of singularities for R-varieties: we can take
for X the R-smooth locus of a regular proper R-model such that the union of
the special fibre and the schematic closure of ∂ has strict normal crossings. It
is also known if X is smooth over K and ∂ is a smooth prime divisor, by the
existence of weak Néron models of pairs proven by Nicaise in [Nic11, 3.15]. It
is not hard to generalize the proof of the latter result to the case where X and
∂ are regular instead of smooth, but it seems more difficult to extend it to the
case where ∂ has several components.
2.3 Construction of the motivic Serre invariant of
a variety
In this section we fix a smooth algebraic K-variety U . In general, such a
variety does not admit a weak Néron model, which prevents us from defining
its motivic Serre invariant in a straightforward manner. The goal of this section
is to provide a construction leading to such a definition.
Main theorem
Definition 2.3.1. A tubular datum for U is a couple
(
X, (Wα, fα)α
)
such
that X is a normal compactification of U , {Wα}α∈A is a finite admissible cover
of Xrig by quasi-compact open rigid subvarieties, and fα is an analytic function
onWα, for each α in A. We require moreover that there exists a Cartier divisor
∂ onX supported onX\U such that the restriction toWα of the divisor induced
by ∂ on Xrig is defined by fα = 0 for every α in A.
2.3.2. Note that every smooth K-variety U admits a tubular datum, since
we can start with any compactification Y of U and consider the normalized
blow-up of Y at the reduced boundary Y \U .
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2.3.3. Let
(
X, (Wα, fα)α
)
be a tubular datum for U . For every nonnegative
integer γ, we set
Uγ :=
⋃
α∈A
{
x ∈Wα
∣∣∣ |fα(x)| ≥ |π|γ}.
Each of the sets
Wα
(πγ
fα
)
=
{
x ∈ Wα
∣∣∣ |fα(x)| ≥ |π|γ}
is a quasi-compact open rigid subvariety of Wα. It follows that Uγ is a quasi-
compact open rigid subvariety of the smooth separated rigid variety U rig and
therefore admits a weak Néron model. It is clear from the definition that the
sequence (Uγ)γ≥0 is increasing and that
U rig =
⋃
γ≥0
Uγ =
⋃
α∈A
{
x ∈ Wα
∣∣∣ |fα(x)| > 0}.
We will call (Uγ)γ≥0 the approximating sequence associated to
(
X, (Wα, fα)α
)
.
Theorem 2.3.4. Assume that the properties (2.2.18) and (2.2.19) hold (this
is known if k has characteristic zero). Let U be a smooth K-variety. Let
T =
(
X, (Wα, fα)α
)
be a tubular datum of U and let (Uγ)γ be the associated
approximating sequence. Then there exists a positive integer γ0 such that
for every integer γ ≥ γ0 we have S(Uγ) = S(Uγ0) in K
R
0 (Vark)/(L − 1).
Furthermore, this value S(Uγ0) only depends on U and not on T .
We postpone the proof to 2.3.18.
Definition 2.3.5. With the notations of 2.3.4, we define the motivic Serre
invariant S(U) of U as S(Uγ0).
2.3.6. If U(Ksh) = ∅, then for any tubular datum T we have Uγ(Ksh) = ∅
for all γ ≥ 0 and ∅ is a weak Néron model for each Uγ . Hence S(Uγ) = 0 for
every γ and S(U) = 0. Thus the nonvanishing of S(U) is a sufficient condition
for the existence of an unramified point on U .
Example 2.3.7. Consider the variety U = A1K = SpecK[x0] and the tubular
datum
(
P1K , (Wα, fα)i=1,2
)
given by
(W1, f1) =
(
SpK{x0x1 }, 1
)
,
(W2, f2) =
(
SpK{x1x0 },
x1
x0
)
,
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where (x0 : x1) are homogeneous coordinates on P1K . Then for every γ ≥ 0, we
have W1(π
γ
1 ) =W1 and
W2
( πγ
x1/x0
)
=
{
x ∈W2
∣∣∣ |πγx0/x1| ≤ 1},
thus Uγ is the closed disc SpK{πγx0/x1} of radius |π|
−γ around the origin
in (A1K)
rig. Since the formal affine line Spf R{πγx0/x1} is a weak Néron model
for Uγ , we find that S(Uγ) = 1 in KR0 (Vark)/(L− 1) in for every γ ≥ 0. Thus
S(A1K) = 1.
The following proposition confirms that the motivic Serre invariant in definition
2.3.5 agrees with the definition given in 2.2.17 when U admits a weak Néron
model.
Proposition 2.3.8. Let U be a smooth K-variety that admits a weak Néron
model U . Then the motivic Serre invariant of U as defined in 2.3.5 equals the
class [Uk] in KR0 (Vark)/(L− 1).
Proof. Let T be a tubular datum for U and let (Uγ)γ be the associated
approximating sequence. Since (Û)K is a quasi-compact subvariety of U rig,
there exists γ0 ≥ 0 such that
(Û)K ⊆ Uγ ⊆ U rig
for every γ ≥ γ0. But for every finite unramified extension K ′/K, we then have
U rig(K ′) = (Û)K(K ′) ⊆ Uγ(K ′) ⊆ U rig(K ′),
so that Û is a weak Néron model of Uγ and S(Uγ) = [Uk] for all γ ≥ γ0. 
Greenberg schemes and the motivic measure
In order to prove theorem 2.3.4, we interpret the motivic Serre invariants S(Uγ)
in terms of motivic measures of cylinders in the Greenberg scheme of a weak
Néron model of X . We first recall some important definitions, referring to
[NS11a, 2.2] and [Seb04] for further background.
2.3.9. Let X be an stft formal R-scheme. For every integer n ≥ 0, we denote
by Grn(X ) the Greenberg scheme of level n of X . This is a separated k-scheme
of finite type and there exists for every perfect field extension k′ of k a canonical
bijection
Grn(X )(k′) = X (R(k′)/(πn+1)).
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For n = 0, we have Gr0(X ) = Xk. The Greenberg schemes of different levels
fit into a projective system with affine transition morphisms
θmn : Grm(X )→ Grn(X )
for m ≥ n which correspond to reduction modulo πn+1 on the level of k′-
points. The projective limit of this system is a k-scheme Gr(X ) (of infinite
type, in general) endowed with projection morphisms
θn : Gr(X )→ Grn(X ).
This scheme is called the Greenberg scheme of X . It parameterizes unramified
points on X : for every perfect field extension k′ of k, there is a canonical
bijection
Gr(X )(k′) = X (R(k′)).
2.3.10. The Greenberg scheme of level n of the formal affine space ÂdR is quite
easy to describe: it is (non-canonically) isomorphic to Ad(n+1)k (see [NS11a,
2.2.3]). We will be able to reduce to this case for computations using the
following proposition.
Proposition 2.3.11 ([NS11a, 2.2.4]). Let X → Y be an étale morphism of stft
formal R-schemes. Then for every m ≥ n ≥ 0 the canonical diagram
Grm(X ) Grm(Y)
Grn(X ) Grn(Y)
θmn θ
m
n
is cartesian.
2.3.12. A cylinder in Gr(X ) is a subset of the form C = (θn)−1(Cn) for some
n ≥ 0 and some constructible subset Cn of Grn(X ). If X is smooth over R of
pure relative dimension d, then the morphism θmn is a locally trivial fibration
with fibre Ad(m−n)k , for every m ≥ n. It follows that the element
µX (C) := [Cn]L−dn ∈MXk
does not depend on the choice of n. It is called the motivic measure of the
cylinder C.
The following result on cylinders will be needed in 2.3.15. We prove it here by
lack of a proper reference.
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Proposition 2.3.13. A cylinder in Gr(X ) is fully determined by its sets of
points over finite extensions of k.
Proof. Let C = θ−1n (Cn) and D = θ
−1
m (Dm) be two cylinders such that C(k
′) =
D(k′) for every finite extension k′/k. We may assume by [Seb04, 4.3.9] that
m = n, Cn = θn(C) and Dn = θn(D).
By [GD66, 10.4.7], the set of closed points of Grn(X ) is very dense in Grn(X ).
Hence any constructible subset of Grn(X ) is fully determined by the set of its
closed points (see [GD66, 10.1.2(c’)]).
Now a closed point x ∈ Cn induces a point x ∈ Cn(k′) for some finite extension
of k. By Greenberg’s approximation theorem, there is some l ≥ n such that
θn(Gr(X )) = θln(Grl(X )). Hence the fibre of θ
l
n is nonempty over x. Since
Grl(X ) is of finite type over k, it contains a k′′-point for some finite extension
k′′/k′, and this point lifts to a point in C(k′′). In particular, the set of closed
points of Cn is fully determined by the sets of points over finite extensions of k
of C. It follows at once from the assumptions that Cn = Dn, thus C = D. 
2.3.14. Let I be a coherent ideal sheaf on X . If k′ is a perfect field extension
of k and ϕ is a point in X (R(k′)), then we set
ordI(ϕ) :=min
{
v
(
ϕ∗(f)
) ∣∣∣ f ∈ Iϕ(s)} ∈ N ∪ {+∞}
where s denotes the closed point of SpecR(k′) and v is the normalized discrete
valuation on R(k′). In this way, we obtain a function
ordI : Gr(X )→ N ∪ {∞}
and it is easy to see that its fibres over elements of N are cylinders. If D is the
closed subscheme of X defined by I, we will also denote this function by ordD.
Proof of the theorem
Proposition 2.3.15. Let
(
X, (Wα, fα)α
)
be a tubular datum for U and let X
be a weak Néron model for X . Then for every integer γ ≥ 0, there exists a
unique cylinder Cγ in the Greenberg scheme Gr(X̂ ) with the following property:
if k′ is a finite field extension of k, R′ = R(k′) is the associated unramified
extension of R and K ′ is the quotient field of R′, then the k′-points in Cγ
correspond precisely to the K ′-points of Uγ under the natural bijections
Gr(X̂ )(k′) = X̂ (R′) = Xrig(K ′).
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Moreover,
S(Uγ) = µ(Cγ)
in KR0 (Vark)/(L− 1).
Proof. The cylinder Cγ is unique by 2.3.13. To prove its existence and the
expression for S(Uγ), we can argue as follows. By 1.3.5 and [BS95, 3.1], we can
find a weak Néron model Uγ of Uγ dominating X̂ and such that the induced
morphism of rigid varieties (Uγ)K → (X̂ )K corresponds to the inclusion Uγ ∩
(X̂ )K → (X̂ )K . Then we define Cγ to be the image of the injective morphism
Gr(Uγ)→ Gr(X̂ ). Thus, for every finite extension k′ of k, we have
Cγ(k′) = Gr(Uγ)(k′) = Uγ(K ′).
It follows from [NS11a, 2.4.4] that Cγ is a cylinder and that
µX (Cγ) = µUγ (Gr(Uγ))
in KR0 (Vark)/(L− 1). On the other hand, we have
µUγ (Gr(Uγ)) = [(Uγ)k] = S(Uγ)
in KR0 (Vark)/(L− 1) because Uγ is a weak Néron model for Uγ . 
Thus, to prove that S(Uγ) stabilizes for large γ, we need to understand how
the motivic measure of Cγ depends on γ. We will first study this question for
a particular class of tubular data.
Definition 2.3.16. A tubular datum
(
X, (Wα, fα)α
)
for U is said to be snc
if X is regular and the Cartier divisor ∂ supported on X\U has strict normal
crossings. A weak Néron model X of X is called adapted to an snc tubular
datum
(
X, (Wα, fα)α
)
if the following conditions are satisfied:
1. the schematic closure of ∂ ∩XK in X is a relative strict normal crossings
divisor over R;
2. for each α in A there exists a formal open subscheme Wα in X̂ such that
(Wα)K =Wα ∩ (X̂ )K .
We can find an snc tubular datum for U by our assumption (2.2.18). The
existence of adapted weak Néron models follows from our assumption (2.2.19):
starting from any properR-model ofX , we can ensure that (2) holds by taking a
suitable admissible blow-up (see 1.3.5), and then dominate the resulting model
by a weak Néron model as in (2.2.19).
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Proposition 2.3.17. Let
(
X, (Wα, fα)α
)
be an snc tubular datum for U and
let X be an adapted weak Néron model. Denote by Y the complement in X of
the Zariski closure of X\U . Then there exists an integer γ0 ≥ 0 such that
S(Uγ) = [Yk]
in KR0 (Vark)/(L− 1) for all γ ≥ γ0.
Proof. We define the cylinders Cγ as in proposition 2.3.15; it suffices to show
that
µX (Cγ) = [Yk]
in KR0 (Vark)/(L − 1) when γ is sufficiently large. Denote by ∂ the Cartier
divisor on X supported on X\U and defined by fα = 0 on each Wα. Let ∂ be
the schematic closure of ∂ ∩ XK in X ; this is a relative strict normal crossings
divisor over R, which we write as
∂ = N1D1 + . . .+NtDt.
Here D1, . . . , Dt are the irreducible components of ∂ and N1, . . . , Nt are their
multiplicities. For every element δ of Nt, we consider the cylinder
Dδ :=
{
x ∈ Gr(X̂ )
∣∣∣ ordDi(x) = δi for i = 1, . . . , t}
in Gr(X̂ ).
We take formal open subschemesWα of X̂ as in definition 2.3.16, and we denote
byWα,j , j = 1, . . . , cα the connected components ofWα. For every j we denote
by mα,j ∈ Z the order of fα along the special fibre of Wα,j . This means that
fα = πmα,jgα for some section gα ∈ O(Wα,j) defining ∂ on Wα,j . If k′ is a
finite extension of k, R′ is the associated unramified extension of R, K ′ is the
quotient field of R′ and x is a point of
Gr(Wα,j)(k′) ⊆Wα(K ′),
then
v(fα(x)) = mα,j +
t∑
i=1
Ni ordDi(x),
where v denotes the π-adic valuation on K ′.
We write A′ for the set of couples (α, j) with α in A and 1 ≤ j ≤ cα. For every
nonempty subset B of A′, we set
W◦B,s :=
⋂
(α,j)∈B
(Wα,j)k
∖( ⋃
(α,j)/∈B
(Wα,j)k
)
.
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As B runs over the nonempty subsets of A′, the sets W◦B,s form a partition
of Xk into locally closed subsets. For every δ in Nt, we set
Dδ,B :=Dδ ∩ (θ0)−1(W◦B,s).
This is still a cylinder in Gr(X̂ ). Note that
D0,B = (θ0)−1(W◦B,s ∩ Yk),
where we write 0 for the zero vector in Nt
It is clear from the definition of the cylinder Cγ that, for every nonempty
subset B of A′, we can write
Cγ ∩ (θ0)−1(W◦B,s) ⊆ Gr(X̂ )
as a finite disjoint union ⋃
δ
Dδ,B
where δ runs over the set of elements in Nt such that
mα,j +N1δ1 + . . .+Ntδt ≤ γ
for at least one element (α, j) in B. We will prove below that the motivic
measure of Dδ,B is zero in KR0 (Vark)/(L − 1) unless δ is the zero vector 0.
Assuming this claim for now, we find that
µX
(
Cγ ∩ (θ0)−1(W◦B,s)
)
= µX
(
(θ0)−1(W◦B,s ∩ Yk)
)
in KR0 (Vark)/(L− 1) if γ ≥ mα,j for some (α, j) in B, and
µX
(
Cγ ∩ (θ0)−1(W◦B,s)
)
= 0
inKR0 (Vark)/(L−1) otherwise. Thus, when γ is sufficiently large, the additivity
of the motivic measure yields
µX (Cγ) =
∑
B
µX
(
(θ0)−1(W◦B,s ∩ Yk)
)
= µX
(
(θ0)−1(Yk)
)
= [Yk]
in KR0 (Vark)/(L− 1), where B runs over the nonempty subsets of A
′.
It remains to prove our claim. Suppose that δ is an element in Nt that
is different from the zero tuple 0. It suffices to show that [Dδ] = 0 in
KR0 (VarXk)/(L − 1); the result then follows from base change to W
◦
B,s. Since
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∂ is a relative strict normal crossings divisor, we can cover X̂ by formal open
subschemes V that admit an étale R-morphism
h : V → ÂdR = Spf R{T1, . . . , Td}
such that the restriction of the divisor D1 + . . . + Dt to V is defined by the
equation
h∗(T1 · · ·Tr) = 0
for some r ≥ 0 less or equal to both d and t. Using 2.3.11, we can reduce the
computation to the case where X = ÂdR and the componentDi is defined by the
equation Ti = 0, for i = 0, . . . , r. We can also assume without loss of generality
that δi = 0 for every r < i ≤ t, since otherwise Dδ would be empty. For any
integrer n ≥ max1≤i≤r δi, we can write Dδ as a cylinder over a subvariety Z
of Grn(X̂ ). The condition ordDi(x) = δi translates under the isomorphism
Grn(ÂdR) ∼= Spec k
[
Ta,b
∣∣∣ a = 1, . . . , d; b = 0, . . . , n]
∼= Gr0(ÂdR)×k Spec k
[
Ta,b
∣∣∣ a = 1, . . . , d; b = 1, . . . , n]
as Ti,b = 0 if b < δi and Ti,δi 6= 0 (see 2.3.10). Since at least one of the
coordinates δi is positive, we can write Z as a product of Gm,Xk with another
variety over Xk. It follows that [Z] = [Dδ] = 0 in KR0 (VarXk)/(L− 1), which is
what we needed to prove. 
2.3.18. Proof of theorem 2.3.4. Let
(
X, (Wα, fα)α
)
be a tubular datum for U .
Then by assumption (2.2.18), we can find a proper birational morphism of
K-varieties h : X ′ → X such that X ′ is regular, h is an isomorphism over U
and the boundary X ′\h−1(U) is a divisor with strict normal crossings on X ′.
Setting W ′α = (h
rig)−1(Wα) and f ′α = (h
rig)∗fα we get an snc tubular datum(
X ′, (W ′α, f
′
α)
)
which gives rise to the same approximating sequence Uγ . Thus
we may assume that
(
X, (Wα, fα)α
)
is snc. In this case, it follows from
proposition 2.3.17 that the motivic Serre invariant S(Uγ) stabilizes for large
γ. This proposition also implies that the limit value of S(Uγ) only depends
on the pair (X,U), and not on the choice of the pairs (Wα, fα). On the other
hand, the reasoning above shows that the limiting value does not change either
if we replace X by another snc compactificatification of U that dominates X .
Since we can dominate any pair of snc compactifications of U by a common
one, we conclude that the limit of the sequence S(Uγ) only depends on U , and
not on the choice of a tubular datum
(
X, (Wα, fα)α
)
.
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Extension to MK
2.3.19. In this section, we will assume that properties (2.2.18) and (2.2.19)
hold, so that the motivic Serre invariant of a smooth K-variety U can be
defined thanks to 2.3.4. Our aim is to define the motivic Serre invariant for
arbitraryK-varieties X ; this will be achieved in theorem 2.3.22. As a first step,
we explain how to compute the motivic Serre invariant of a smooth K-variety
U from an snc compactification X . Recall that this means that X is a regular
compactification of U and that the boundary X\U (with its reduced induced
structure) is a strict normal crossings divisor, which we write as ∂ =
∑
i∈I Ei.
For every subset J of I, we set
EJ =
⋂
i∈J
Ei.
In particular, E∅ = X . Note that each of the schematic intersections EJ
is again a regular proper K-variety, hence admits a weak Néron model by
proposition 2.2.15.
Proposition 2.3.20. The motivic Serre invariant of U is given by
S(U) =
∑
J⊆I
(−1)|J|S(EJ ).
Proof. By our assumption (2.2.19), the regular proper K-variety X has a weak
Néron model X such that the schematic closure ∂ of ∂ ∩ XK in X is a relative
divisor with strict normal crossings overR. In order to apply proposition 2.3.17,
we need to show that there is a tubular datum for U for which X is adapted.
If the generic fibre of X is the whole of X , it suffices to cover X by opens on
which ∂ is a principal divisor. The π-adic completion of this cover yields a
cover of (X̂ )K = Xrig. If it is not, we consider instead a compactification X
over R of the variety obtained by gluing X and X along U : we have XK = X
and blowing-up ensures that the schematic closure of ∂ in X is Cartier.
Proposition 2.3.17 now implies that
S(U) = [(X\∂)k]
in KR0 (Vark)/(L− 1). For every subset J of I, we denote by EJ the schematic
closure of EJ ∩ XK in X . We have EJ (R′) = EJ (K ′) = EJ,sm(K ′) for every
finite unramified extension R′ of R because X (R′) = X(K ′) and EJ is regular.
Furthermore, since EJ is smooth over R at every point of its special fibre, its
R-smooth locus is a weak Néron model for EJ and we get in KR0 (Vark)/(L−1)∑
J⊆I
(−1)|J|S(EJ) =
∑
J⊆I
(−1)|J|[(EJ)k] = [(X\∂)k]. 
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2.3.21. We will now extend the definition to regular K-varieties U by setting
S(U) :=S(Usm), where Usm denotes the K-smooth locus of U . Note that this
definition is reasonable because the complement of Usm in U does not contain
any unramified points (see the proof of proposition 2.2.15). In particular, any
weak Néron model for U is also a weak Néron model for Usm; this proves the
equality if such a model exists for U . We can now extend the motivic Serre
invariant to arbitrary K-varieties thanks to proposition 2.3.20. More precisely,
we have the following result.
Theorem 2.3.22. There exists a unique ring morphism
S : MK → KR0 (Vark)/(L− 1)
such that S([U ]) = S(U) for any smooth K-variety U and S([U ]) = 0 if U is
a K-variety without unramified points. Moreover, if U is a K-variety with a
weak Néron model U , then S([U ]) = [Uk] in KR0 (Vark)/(L− 1).
Proof. The axioms in the statement imply that S([U ]) = S(Usm) for every
regular K-variety X with K-smooth locus Usm, since the complement of the
smooth locus does not contain any unramified points. It follows immediately
from the presentation given in 2.2.12 that S is unique if it exists. To prove its
existence, we first extend the motivic Serre invariant to a morphism of groups
S : K0(VarK)→ KR0 (Vark)/(L− 1). (2.3.22.1)
To this end, it suffices to show that
S(U) = S(V ) + S(U\V ) (2.3.22.2)
whenever U is a connected regular K-variety and V is a connected regular
closed subvariety of U . We will prove this in three steps.
Step 1: The case where V has no unramified points. In this case, S(V ) = 0
and we need to show that S(U) = S(U\V ). By the definition of the motivic
Serre invariant of a regular K-variety, we may assume that U is smooth.
Let X be a regular compactification of U such that the closure V of V has
transversal intersections with the boundary divisor ∂ = X\U (we use here our
assumption (2.2.18)). Then V is a regular compactification of V , and it has
no unramified points (the same argument as in the proof of [Nic11, 4.6] shows
that every weak Néron model of V must have empty special fibre). We denote
by X ′ the blow-up of X at V , by E ⊆ X ′ the exceptional divisor and by E′i the
strict transform of each irreductible component Ei of ∂; these are all regular
proper K-varieties, and
D =
⋃
i∈I
E′i ∪E
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is a divisor with strict normal crossings on X ′. Applying proposition 2.3.20 to
the snc compactification X ′ of U\V , we get, using the notation of 2.3.19,
S(U\V ) =
∑
J⊆I
(−1)|J|S(E′J )−
∑
J⊆I
(−1)|J|S(E′J ∩ E).
By induction on the dimension of U , we can assume that S(E′J) = S(E
′
J ∩E)+
S(E′J\E) because E does not contain any unramified points. Hence we obtain
S(U\V ) =
∑
J⊆I
(−1)|J|S(E′J\E) =
∑
J⊆I
(−1)|J|S(EJ) = S(U)
since X ′\E → X\V is an isomorphism and V has no unramified points.
Note that this result implies that S(U) = S(U\W ) for every (not necessarily
regular) closed subvariety W of U without unramified points, by induction on
a regular stratification of W (see definition 2.2.9). This more general equality
will be used in the next steps to reduce to the case where U and V are smooth.
Step 2: The blow-up relation. Let Y be any regular K-variety with a weak
Néron model, let Z be a regular closed subvariety of Y and denote by Y ′ → Y
the blow-up of Y at Z, with exceptional divisor E. We will show that
S(Y )− S(Z) = S(Y ′)− S(E).
This relation will be used in Step 3 to finish the proof. Removing from Y the
union of the nonsmooth loci of Y and Z, we can assume that both Y and Z
are smooth by Step 1. This case was proven in [Nic11, 5.3].
Step 3: General case. Now we can prove the general case of (2.3.22.2).
Removing from U and V the union of the nonsmooth loci of U and V , we
can assume that both U and V are smooth by Step 1. We again take an
snc compactification X of U such that the closure V of V has transversal
intersections with the boundary divisor ∂ = X\U , and we denote by X ′ the
blow-up of X at V , with exceptional divisor E. Observe that V is an snc
compactification of V . We write ∂ =
∑
i∈I Ei and, for every subset J of I, we
set
E◦J = (
⋂
i∈J
Ei)\(
⋃
i/∈J
Ej).
We use once more proposition 2.3.20 to compute S(U), S(U\V ) and S(V ).
Assume by induction that (2.3.22.2) holds for every regular variety U ′ of
dimension strict smaller than U and every closed subvariety V ′ of U ′ (it clearly
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holds if U ′ has dimension 0). Then we can write
S(U) = S(X) +
∑
∅6=J⊆I
(−1)|J|S(EJ)
= S(X)−
∑
∅6=J⊆I
S(E◦J )
= S(X)−
∑
∅6=J⊆I
S(E◦J ∩ V )−
∑
∅6=J⊆I
S(E◦J\V )
= S(X) + S(V )− S(V )−
∑
∅6=J⊆I
S(E◦J\V ),
and similarly
S(U\V ) = S(X ′)− S(E)−
∑
∅6=J⊆I
S(E◦J\V )
because X ′\E → X\V is an isomorphism. Now the result follows from Step 2.
It follows easily from 2.3.20 that the map (2.3.22.1) is a ring morphism, because
weak Néron models are compatible with products (see [Nic11, 4.10]). It remains
to show that, if U is aK-variety with a weak Néron model U , then S([U ]) = [Uk]
in KR0 (Vark)/(L−1). The existence of a weak Néron model implies that all the
unramified points of U are contained in the K-smooth locus Usm of U ; since U
is also a weak Néron model of Usm, we have
S([U ]) = S(Usm) = [Uk]
by proposition 2.3.8. 
Remark 2.3.23. Cossart and Piltant seem to have recently proved resolution
of singularities for three-dimensional quasi-excellent schemes in [CP14, 1.1].
This result together with previous work of Cossart, Jannsen and Saito
([Cos+09, 0.3]) yields embedded resolution in three-dimensional schemes. Our
construction consequently produces a motivic Serre invariant for K-surfaces,
with no assumption on the characteristic of K.
Application: Serre’s question
2.3.24. Let F be a field andG a finite ℓ-group, with ℓ a prime number invertible
in F . In [Ser09], Serre asks whether every G-action on the affine space AnF
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admits a rational fixed point. Esnault and Nicaise gave a positive answer,
among other cases, when F has characteristic zero and is the fraction field K
of a complete discrete valuation ring with algebraically closed residue field
of characteristic different from ℓ. In fact, they even proved that for any K-
variety U , the nonvanishing of the rational volume of U (see definition 2.3.25)
modulo ℓ implies the existence of a rational fixed point for the G-action on U
(see [EN11, 5.18]).
In this section, we will assume that conditions (2.2.18) and (2.2.19) hold and
show how to adapt the arguments of [EN11, 5.18] to our extension of the motivic
Serre invariant. This yields in particular a conditional proof of Serre’s question
with no restriction on the characteristic of K.
Definition 2.3.25. For any K-variety U , we define the rational volume of U
as
s(U) :=χc(S(U)) ∈ Z,
where χc denotes the Euler characteristic with proper support of a k-variety
(see [EN11, 2.3]).
Definition 2.3.26. Let U be a smooth K-variety and G a finite group acting
on U . An equivariant compactification of U is a compactification X of U on
which the action of G extends. A tubular datum
(
X, (Wα, fα)α
)
is said to
be equivariant if X is an equivariant compactification of U and if each rigid
variety Uγ of the associated approximating sequence is G-invariant.
Proposition 2.3.27. Let U be a smooth K-variety. There exists an
equivariant tubular datum for U .
Proof. LetX ′ be an equivariant compactification of U . Blowing-upX ′ in X ′\U
and normalizing yields a normal equivariant compactification X of U whose
boundary ∂ is a Cartier divisor. By [EN11, 4.3], there exists a G-model X
of X . Covering X by open subsets Vα on which ∂ is defined by some fα
yields a tubular datum
(
X, ((V̂α)K , fα)
)
. We need to show that every Uγ is
G-invariant.
Let x ∈ (V̂α)K be such that |fα(x)| ≥ |π|
γ and denote by φg the automorphism
of Xrig corresponding to the element g ∈ G. If φg(x) ∈ (V̂β)K , then we have
φ∗gfα = ufβ for some unit u of norm one, because ∂ isG-invariant. In particular,
|fβ(φg(x))| = |φ∗gfα(φg(x))| = |fα(x)| ≥ |π|
γ
,
from which we conclude that φg(x) ∈ Uγ . 
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Theorem 2.3.28. Let ℓ be a prime number and G a finite ℓ-group. Let K
be a complete discretely valued field whose residue field k is perfect and of
characteristic different from ℓ. Let U be a K-variety with good G-action. Then
s(U) ≡ s(UG) mod ℓ.
In particular, if ℓ does not divide s(U), then UG(Ksh) 6= ∅.
Proof. Since every side of the congruence is additive with respect to G-invariant
closed immersions, we can assume that U is smooth (one can deduce a
presentation for the equivariant Grothendieck ring as in 2.3.22 by stratifying
every K-variety with good G-action into G-invariant regular varieties).
Let
(
X, (Wα, fα)α
)
be an equivariant tubular datum for U . Since the
rigidification functor preserves fibred products and immersions, we see from
the construction in [Edi92, 3.1] that
(UG)rig = (U rig)G.
Let (Uγ) be the associated approximating sequence. Since each Uγ is G-
invariant, we can consider their subvariety of fixed points (Uγ)G and we have
(Uγ)G = (U rig)G ∩ Uγ = (UG)rig ∩ Uγ = (UG)γ ,
where (UG)γ is an element of the approximating sequence associated to
the equivariant tubular datum
(
UG, (Wα ∩ (UG)rig, fα)
)
of the smooth K-
variety UG (see [Edi92, 3.4]).
Choose γ sufficiently large such that S(U) = S(Uγ) and S(UG) = S(UGγ ) and
let U be a weak G-Néron model for Uγ . By [EN11, 4.6], UG is a weak Néron
model for UGγ . We then have modulo ℓ
s(U) = χc
(
S(Uγ)
)
= χc(Us) = χc(UGs ) = χc
(
S(UGγ )
)
= s(UG). 
2.4 Motivic nearby cycles
Throughout this section, we will assume that chark = 0.
Motivic nearby cycles with support
2.4.1. For any k-scheme of finite type S, we denote byMGmS×Gm the equivariant
Grothendieck ring of S-varieties with monomial Gm-action defined in [Gui+06,
MOTIVIC NEARBY CYCLES 43
2.3]. It comes equipped with a forgetful morphism to MS which is the
composition of the morphism
MGmS×Gm →MS×Gm
that forgets the Gm-action and the morphism
MS×Gm →MS
induced by base change to S × {1} ∼= S. Modulo the canonical isomorphism
MGmS×Gm
∼=MµˆS from [Gui+06, 2.6] this amounts to forgetting the action of the
profinite group scheme of roots of unity µˆ.
2.4.2. Let
g : Y → A1k = Spec k[t]
be a dominant morphism from a smooth k-variety Y of pure dimension m. We
denote by Sg ∈ M
Gm
Yk×Gm
the motivic nearby cycles of g as defined in [Gui+06,
3.6.2], where Yk denotes the zero locus of g.
2.4.3. In [Gui+06, 3.9] Guibert, Loeser and Merle extend the invariant Sg to
a morphism
Sg : MY →MGmYk×Gm ,
in such a way that Sg
(
[Y ]
)
= Sg. For this, they define an intermediate object
Sg,U , the motivic nearby cycles of g with support in U , where U is a dense
open subset of Y , as follows. Denote by D the closed subset Y \U of Y with
its reduced induced structure. For every nonnegative integer n we denote by
Ln(Y ) the n-th jet scheme of Y , parameterizing points on Y with coordinates
in k[t]/(tn+1). For every positive integers d and γ we consider the reduced
subvariety
Yγdd (g, U) =
{
ϕ ∈ Lγd(Y )
∣∣∣ ord g(ϕ) = d, ordD ϕ ≤ γd}
of Lγd(Y ), equipped with the morphism Y
γd
d (g, U)→ Gm which sends a jet ϕ
to the angular component of g(ϕ). This morphism is piecewise monomial with
respect to the action of Gm defined by a ·ϕ(t) = ϕ(at), so that we may consider
the class of Yγdd (g, U) in M
Gm
Yk×Gm
. Introducing
Zγg,U (T ) :=
∑
d≥1
[
Yγdd (g, U)
]
L−γmd T d ∈ MGmYk×GmJT K
one shows that the limit − limT→∞ Z
γ
g,U (T ) is well-defined in M
Gm
Yk×Gm
and
independent of γ for γ sufficiently large. This value is used as the definition
44 THE MOTIVIC SERRE INVARIANT OF A VARIETY
of Sg,U . See [Gui+06, 3.8] for more details. Then it is shown in [Gui+06, 3.9]
that there exists a unique Mk-linear group morphism
Sg : MY →M
Gm
Yk×Gm
such that Sg([U ]) is the image of Sg◦h,U under the forgetful morphism
MGmZk×Gm → M
Gm
Yk×Gm
for every smooth k-variety Z, every proper morphism
h : Z → Y and every dense open subvariety U of Z. Note that uniqueness
follows immediately from the fact that the classes of such Y -varieties U generate
the Grothendieck group K0(VarY ), by resolution of singularities.
The aim of this section is to give another construction of the object Sg,U using
tubular data to approach U by quasi-compact rigid subvarieties, as in the
previous section.
The motivic volume of a quasi-compact rigid variety
2.4.4. We set R = kJtK and K = k((t)). For every positive integer d we write
R(d) = R[T ]/(T d − t) and K(d) = FracR(d). If X is an stft formal R-scheme,
we denote by X (d) the stft formal R(d)-scheme X ×R R(d), and similarly for a
rigid K-variety.
2.4.5. We will need a slight refinement of the motivic volume of a rigid K-
variety constructed in [NS07b] and [Nic09]. First, we recall the definitions given
there. Let X be an stft formal R-scheme of pure relative dimensionm. Suppose
that XK is smooth over K and that it admits a volume form ω, that is, a
nowhere vanishing differential form of maximal degree. Let Y → X be a Néron
smoothening, i.e. Y is a weak Néron model for the rigid variety XK . We will
again denote by ω the pullback of ω to YK . For every connected component
C of Yk, we denote by ordC ω the unique integer a such that π−aω extends
to a relative volume form on an open neighbourhood of the generic point of C
in Y. Then the change of variables formula for motivic integrals implies that
the expression ∫
X
|ω| :=
∑
C∈π0(Yk)
[C]L− ordC ω ∈MXk
only depends on X and ω, and not on the choice of the Néron smoothening (see
[NS11a, 2.6.1]), where π0(Yk) denotes the set of connected components of Yk.
We call this invariant the motivic integral of ω on X .
2.4.6. Let X be a generically smooth stft formal R-scheme and ω a volume
form on XK . One can show that the volume Poincaré series
S(X , ω;T ) =
∑
d≥1
(∫
X (d)
|ω(d)|
)
T d ∈ MXkJT K, (2.4.6.1)
MOTIVIC NEARBY CYCLES 45
where ω(d) denotes the inverse image of ω in X(d), is actually an element of
the ring
MXk
[ LaT b
1− LaT b
]
(a,b)∈S
for some finite subset S of Z⊕Z≥1. This ring is equipped with anMXk -linear
morphism
lim
T→∞
: MXk
[ LaT b
1− LaT b
]
(a,b)∈S
→MXk
that sends any product
∏
(a,b)∈I
L
aT b
1−LaT b
onto (−1)|I| [Xk] (see [NS07b, 8.1]).
The image of S(X , ω;T ) under this morphism is called the motivic volume
of X and it will be denoted by Vol(X ) (the notation S(X ; K̂s) was used in
[NS07b] and [Nic09]). It does not depend on ω and can be computed explicitly
on a log-resolution for the pair (X ,Xk) (cfr. [NS07b, 8.2]). By an additivity
argument we can still define the motivic volume without the assumption that
XK admits a volume form; see the remark following [NS07b, 8.3] and [Nic09,
§7.4].
Proposition 2.4.7. Let X be an stft formalR-scheme and let V be a separated
smooth quasi-compact rigid K-variety endowed with a morphism f : V → XK .
Let V be a formal model of V and let V → X be a morphism of formal R-
schemes that extends the morphism f .
1. Let ω be a volume form on V . Then the image of the integral∫
V
|ω|
under the forgetful morphismMVk →MXk depends only on V , X and f ,
and not on the chosen model V .
2. The image of the motivic volume Vol(V) in MXk depends only on V , X
and f , and not on V .
Proof. Let V → X and V ′ → X be two such models of the morphism f . By
[NS11a, 2.5.13(2)], there exists a weak Néron model W of V which dominates
V and V ′. By definition of the motivic integral of a volume form, we have
equalities ∫
V
|ω| =
∫
W
|ω| =
∫
V′
|ω|
in MXk . This proves the first part of the statement; the second part now
immediately follows from the first, since the definition of Vol(V) is based on
such integrals. 
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Definition 2.4.8. With the notations of proposition 2.4.7, we denote by
VolX (V ) the image of Vol(V) in MXk and we call this invariant the motivic
volume of V over X .
The motivic volume of an algebraic variety
2.4.9. We fix a separated R-scheme of finite type Y , a smooth connected K-
variety U of dimension m and a morphism of K-varieties h : U → YK , where
we set YK = Y ×R K. We denote by Ŷ the t-adic completion of Y . The
generic fibre (Ŷ )K is a quasi-compact open rigid subvariety of (YK)rig, and the
morphism h induces a morphism of rigid K-varieties hrig : U rig → (YK)rig.
We choose a tubular datum
(
X, (Wα, fα)α
)
for the smooth K-variety U and
we consider the associated approximating sequence (Uγ)γ≥0 of quasi-compact
open rigid subvarieties of U rig. For every γ ≥ 0, we set
U ′γ = Uγ ∩ (h
rig)−1(ŶK).
One can show just as in the case of schemes (see [GD60, 6.6.4]) that this is
again a quasi-compact open rigid subvariety of U rig.
Theorem 2.4.10. There exists an integer γ0 ≥ 0 such that, for every γ ≥ γ0,
we have
Vol
Ŷ
(U ′γ) = VolŶ (U
′
γ0)
in MYk .
2.4.11. Before diving into the proof, we recall some facts from [NS07b, §4]
about Néron smoothenings of extensions X (d) = X ×R R(d) of a regular stft
formal R-scheme X whose specicial fibre Xk =
∑
I NiEi is a strict normal
crossings divisor. For every nonempty subset J of I, we set
EJ =
⋂
j∈J
Ej and E◦J = EJ\
(⋃
i/∈J
Ei
)
.
We cover E◦J by open subsets Spf A on which π = u
∏
J x
Ni
i , where u is a unit
on A and the xi are part of a regular system of parameters. Then the R-formal
schemes Spf A[T ]/(uTmJ − 1) glue to a Galois cover E˜◦J of E
◦
J , where mJ is
the greatest common divisor of the multiplicities Ni, for i ∈ J .
One can compute explicitly a Néron smoothening for X (d) when d is not Xk-
linear, that is, if whenever d can be written as an N-linear combination
d =
∑
I
δiNi,
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then all but one δi is zero. The smoothening is given in this case by the R(d)-
smooth locus of the normalization of X (d), and its special fibre is canonically
isomorphic to ⊔
Ni|d
E˜◦i .
Furthermore, [NS07a, 5.17] ensures that one can always assume that d is not
Xk-linear after a finite sequence of blow-ups along some EJ . This will allow us
to carry over our computations to the general case.
Proof of theorem 2.4.10. Arguing as in the proof of theorem 2.3.4, we see that
it suffices to prove the result if
(
X, (Wα, fα)α
)
is an snc tubular datum. In this
case, we can make explicit computations on a suitable R-model of U .
Assume that
(
X, (Wα, fα)α
)
is an snc tubular datum for U and let ∂ be the
corresponding Cartier divisor on X . By Nagata’s embedding theorem we can
factorize h as
U → V → YK ,
where U is a dense open of V and V is proper over YK . Dominating X by
another snc compactification of V (hence of U) and pulling back the approach
datum to this new compactification, we can assume that the morphism h : U →
YK extends to a properK-morphism h : V → YK on some open subvariety V of
X containing U . Then the morphism h
rig
is proper as well, hence quasi-compact.
We denote by V0 the quasi-compact open rigid subvariety (h
rig
)−1(ŶK) of V rig.
Let X be a proper R-model of X and denote by ∂ the schematic closure of ∂
in X . By 1.3.5, we can modify this model by means of an admissible blow-up
in such a way that it satisfies condition 2. of definition 2.3.16 and that V0 is the
generic fibre of an open formal subscheme V of the t-adic completion X̂ of X .
We can even assume by [BL93, 4.1(c)] that the morphism VK → ŶK induced
by h extends to a morphism of formal R-schemes V → Ŷ . By resolution of
singularities, we can moreover arrange that X is regular and that ∂ + Xk is a
divisor with strict normal crossings on X . We write
Xk =
∑
i∈I
Ni Ei
and claim that
Vol
Ŷ
(U ′γ) =
∑
∅6=J⊆I
(1− L)|J|−1
[
E˜◦J ∩ (Vk\∂k)
]
(2.4.11.1)
in MYk whenever γ is sufficiently large.
By an additivity argument one can assume that U ′γ admits a volume form ω,
so that we can compute the motivic volume as a limit of a generating series
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of the form (2.4.6.1). We are going to compute each coefficient of the series
separately.
Let d ≥ 1 be an integer and assume that it is not Xk-linear. We denote
by Z the Néron smoothening of X̂ (d) given by the R(d)-smooth locus of the
normalization of X̂ (d). The same proof as in 2.3.15 shows that there is a
cylinder Cdγ of Gr(Z) whose k
′-points correspond precisely to the K ′-points
of U ′γ . It follows from (the proof of) [NS11a, 2.4.4] that for any weak Néron
model Udγ of U
′
γ(d) ∫
Udγ
|ω(d)| =
∫
Cdγ
|ω(d)| ∈ MXk .
Keeping the notations of 2.3.17, we partition Xk into locally closed subsets
W◦B,s and define for every δ ∈ N
t the cylinder Dδ as{
x ∈ Gr(Z)
∣∣∣ ordDi(x) = δi for i = 1, . . . , t},
where we keep writing Di for the schematic closure of the ith component of the
divisor ∂ ×K K(d) in Z. We also set
Dδ,B :=Dδ ∩ (θ0)−1
(
W◦B,s ∩ Vk
)
.
Note that we are a bit sloppy with notation here: by writing W◦B,s ∩ Vk we
really mean its inverse image in the special fibre of Z. Then
Cdγ ∩ (θ0)
−1(W◦B,s) =
⊔
δ
Dδ,B
where δ runs over the set of elements in Nt such that
dmα,j +N1δ1 + . . .+Ntδt ≤ dγ
for at least one element (α, j) in B.
We are going to compute the motivic measure of each Dδ, from which we will
deduce the measure of Dδ,B by base change. Arguing similarly as in 2.3.17, we
cover Z by formal open subschemes on which we have an étale morphism to
the formal affine space ÂdR. For any δ ∈ N
t, let K = K(δ) be the subset of
{1, . . . , t} defined by δi > 0 if and only if i ∈ K. The argument given in 2.3.17
shows that the class of the subvariety Z of Grn(Z) over which Dδ is a cylinder
is given by
[Z] = [D◦K ]L
n(d−|K|) L
∑
i∈K
n−δi(L− 1)|K|,
from which we get
µX (Dδ) = [D◦K ] (L− 1)
|K| L−
∑
K
δi ∈MXk .
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If we set
γB :=max
B
(γ −mα,j),
then we have
µX
(
Cdγ ∩ (θ0)
−1(W◦B,s)
)
=
∑
δ∈Nt∑
Niδi≤dγB
[
D◦K ∩W
◦
B,s ∩ Vk
]
(L− 1)|K| L−
∑
K
δi
and one gets from [NS07b, 6.13] the following expression for
∫
Cdγ
|ω(d)| in
MXkJT K:∑
B
∑
K⊆{1,...,t}
∑
i∈I
Ni|d
[
D◦K ∩ E˜
◦
i ∩W
◦
B,s ∩ Vk
]
(L− 1)|K|
∑
δ∈NK∑
Niδi≤dγB
L
−(
∑
δi)−
d
Ni
ordEi ω
Applying 2.4.12 and resorting to its notation, we can get rid of our assumption
that d is not Xk-linear thanks to [NS07a, 5.17] and deduce that∑
d≥1
(∫
Udγ
|ω(d)|
)
T d =
∑
B
∑
d≥1
i∗BS(γB, d)T
d
in MXkJT K, where iB denotes the inclusion W
◦
B,s ∩ Vk → Xk. Finally, we can
assume by 2.4.13 that all γB are equal for γ sufficiently large, and we eventually
get
Vol
Ŷ
(U ′γ) =
∑
∅6=J⊆I
(1− L)|J|−1
[
E˜◦J ∩ (Vk\∂k)
]
∈MYk .
Note that even though we worked throughout over MXk , the right-hand side
factors through MVk , hence we can consider its image in MYk . 
Lemma 2.4.12. For any γ˜ ≥ 0, the expression S(γ˜, d) defined as( ∑
K⊆{1,...,t}
[D◦K ] (L−1)
|K|
∑
δ∈NK∑
Niδi≤dγ˜
L−
∑
δi
)
·
( ∑
∅6=J⊆I
[E˜◦J ] (L−1)
|J|−1
∑
ǫ∈NJ∑
Niǫi=d
L−
∑
ǫiµi
)
is invariant in MXkJT K under blow-up of a stratum EJ , where µi = ordEi ω.
Proof. This is immediate from [NS07b, 7.6] and the fact that
[D◦K ] [E˜
′◦
J ] = [D
′◦
K ∩ E˜
′◦
J ]
in MXk , where (·)
′ denotes strict transforms. 
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Lemma 2.4.13. For γ˜ sufficiently large we have
− lim
T→∞
∑
d≥1
S(γ˜, d)T d =
∑
∅6=J⊆I
(1− L)|J|−1
[
E˜◦J\∂k
]
∈ MXk
Proof. This follows from the same argument as in [Gui+06, 3.8]. 
Definition 2.4.14. We call the limit value
Vol
Ŷ
(U ′γ0) ∈MYk
in theorem 2.4.10 the motivic volume of U over Y , and we denote it by VolY (U).
2.4.15. We can also extend VolY (·) to a ring morphism
K0(VarYK )→ K0(VarYk)
in a similar way to 2.3.22. This yields a definition of motivic volume for any YK-
variety, not necessarily smooth over K. Indeed, the expression (2.4.11.1) shows
that if U is a K-variety embedded in a smooth K-variety Z proper over YK
and such that Z\U is the support of a divisor with strict normal crossings∑
LNlDl, then
VolY (U) =
∑
K⊆L
VolY (DK),
where DK =
⋂
k∈K Dk. Let V be a smooth connected closed subvariety of U .
Then considering an snc compactification of Z whose boundary intersects V
transversally and blowing up along V , one can show as in step 3 of 2.3.22 that
VolY (U) = VolY (V ) + VolY (U\V ).
A non-Archimedean interpretation of the motivic nearby cycles
with supports
2.4.16. Finally, we consider a morphism of smooth connected k-varieties
h : U → Y and a dominant morphism
g : Y → A1k = Spec k[t].
We set YR = Y ×k[t] R and UK = U ×k[t] K. The following theorem compares
the motivic volume of UK over YR with the motivic nearby cycles of g with
supports in U .
MOTIVIC NEARBY CYCLES 51
Theorem 2.4.17. We have
VolYR(UK) = L
−(m−1)Sg([U ]) (2.4.17.1)
in MYk , where m is the dimension of U .
Proof. The equality is proven by explicit computation on a suitable com-
pactification of the morphism U\Uk → Y . Note that neither side of the
equality (2.4.17.1) changes if we remove Uk from U , since this does not
affect UK and Sg([Uk]) = 0. Thus we can assume that Uk is empty. By
Nagata’s embedding theorem and resolution of singularities, we can find a
compactification h : Z → Y of the morphism h : U → Y such that Z is proper
over Y and smooth over k and Z\U is a strict normal crossings divisor on
Z. Likewise, we can compactify the morphism g ◦ h : Z → A1k to a proper
morphism of k-schemes Z ′ → A1k with Z
′ smooth over k and Z ′\U a strict
normal crossings divisor on Z ′. Then X = Z ′×k[t]K is an snc compactification
of UK . Setting X = Z ′ ×k[t] R and taking for V the t-adic completion of Z, we
see by comparing (2.4.11.1) with the formula in [Gui+06, 3.8.1] that
VolYR(UK) = L
−(m−1)Sg([U ]).

2.4.18. It is possible to recover the µˆ-structure on Sg([U ]) (i.e., to recover
Sg([U ]) as an element of M
µˆ
Yk
∼= MGmYk×Gm) in a similar way, using the Galois
action on the rigid varieties XK×KK(d) to define a µˆ-action on the coefficients
of the generating series (2.4.6.1). This construction is developed in ongoing
work of A. Hartmann.

Chapter 3
Preliminaries on log geometry
We give here a crash course on log geometry. Our favourite introduction are
lecture notes by Illusie and Ogus [IO], which can be found with some google-fu.
Two comprehensive references are Ogus’s book draft [Ogu] and Gabber and
Ramero’s notes [GR12], both available online.
Log geometry is tightly linked with compactifications and degenerations. It
revolves around the notion of log structure (see 3.6.1), which gives a way
to encode information about the boundary of a compactification. Its power
undoubtly comes from the simplicity of the definition, which fits seamlessly in
the theory of schemes. The best illustration of this is given by log smoothness.
One can mimick the theory of infinitesimal liftings via an adapted notion of
thickening, which leads to a logarithmic counterpart of the classical notion
of smooth and étale morphisms (see [Kat89, §3]). The analogy allows to
translate classical theorems where the sheaf Ω of differentials is replaced by
the sheaf Ωlog of log differentials (allowing simple poles). In particular, the
sheaf of log differentials of log smooth schemes is locally free, and this allows
us to treat our beloved sncd schemes as if they were smooth (see 3.7.7).
The whole theory rests on monoids, this will be the topic of the first four
sections. Log schemes are introduced in section 3.6.
All monoids considered are assumed to be commutative.
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3.1 Monoids
Basically, a monoid is the same thing as a commutative group, except that we
do not require every element to have an inverse. A morphism of monoids is
a map that respects internal laws and neutral elements. Monoids and their
morphisms form a category, denoted by Mnd, and this category is complete
and cocomplete. We illustrate this by describing a few limits and colimits.
3.1.1. The product of two monoids P1 and P2 is given by the set-theoretic
product P1 × P2 endowed with componentwise multiplication.
The fibred product of two morphisms v1 : P1 → Q and v2 : P2 → Q is constructed
as the submonoid {
(x, y)
∣∣ u1(x) = u2(x)} ⊆ P1 × P2
and denoted by P1 ×Q P2.
3.1.2. The amalgamated sum of two morphisms u1 : P → Q1 and u2 : P → Q2
is defined as the quotient of the product Q1 × Q2 by the congruence relation
generated by
S =
{((
u1(p), 1
)
,
(
1, u2(p)
)) ∣∣∣ p ∈ P}.
It is denoted byQ1⊕PQ2. If either P , Q1 orQ2 is a group, then this congruence
relation can be described as the equivalence relation
(q1, q2) ∼ (q′1, q
′
2)⇔ there are a, b ∈ P such that
{
q1u1(b) = q′1u1(a)
q2u2(a) = q′2u2(b).
The amalgamated sum Q1 ⊕P {1} is called the cokernel of u1 and denoted by
Cokeru1 or Q1/P .
If P = {1}, then Q1 ⊕{1} Q2 = Q1 ×Q2. We will therefore write Q1 ⊕Q2 for
Q1 ×Q2 when we consider it as a colimit with inclusion morphisms instead of
a limit with projection morphisms.
3.1.3. Let M be a monoid. We denote by M× the submonoid of invertible
elements ofM , which is a group, and byM ♯ the quotientM/M× =M⊕M× {1}.
A monoid M is called sharp if M× = {1} and, unsurprisingly, M ♯ is always
sharp.
Definition 3.1.4. A morphism of monoids φ : P → Q is called local if
φ−1(Q×) = P× (the inclusion ⊇ always holds). This is equivalent to
φ(P\P×) ⊆ Q\Q× (see also 3.2.3). We denote by Homloc(P,Q) the set of local
morphisms between the monoids P and Q. It canonically carries a structure of
monoid.
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For a monoid M , we denote by M∨ its dual monoid, defined by the monoid
of morphims Hom(M,N). We will also denote by M∨,loc its submonoid
Homloc(M,N).
We introduce now some fundamental properties of monoids.
Definition 3.1.5. A monoid M is called finitely generated if there are finitely
many elements x1, . . . , xn ∈ M such that every x ∈ M can be written as a
product x =
∏r
i=1 x
ni
i with ni ≥ 0.
3.1.6. Let M be a monoid and S ⊆ M a submonoid of M . We define the
localization S−1M as the quotient of M × S by the equivalence relation
(x, s) ∼ (y, t)⇔ axt = ays for some a ∈ S.
We have a canonical morphism M → S−1M,x 7→ (x, 1). When S = M , we
obtain the groupification of M , denoted by Mgp. It is an abelian group.
Remark 3.1.7. The groupification yields a functor (-)gp : Mnd → Ab to the
category of abelian groups, which is a left adjoint for the forgetful functor
Ab → Mnd. This means that for every abelian group G, we have canonical
bijections
HomAb(Mgp, G) ∼= HomMnd(M,G).
In particular, it follows from abstract nonsense that
(Q1 ⊕P Q2)gp = Q
gp
1 ⊕P gp Q
gp
2 ,
for any pair of morphisms of monoids u1 : P → Q1 and u2 : P → Q2.
Just as localization morphisms of rings need not be injective, M doesn’t always
embed into Mgp. For example, the groupification of the monoid N endowed
with the law x · y :=max(x, y) is trivial. Pointed monoids also give examples
of such monoids (see 3.2.7). This motivates the following definition.
Definition 3.1.8. A monoid M is integral if the canonical morphism M →
Mgp is injective. It is called fine if it is moreover finitely generated.
Finally, the property of saturation below is reminiscent of the notion of normal
ring.
Definition 3.1.9. An integral monoid M is called saturated if for every x ∈
Mgp, xα ∈M for α ≥ 1 implies that x ∈M .
Remark 3.1.10. Note that ifM is sharp and saturated, thenMgp is a torsion-
free abelian group.
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Definition 3.1.11. If M is any monoid, its integral closure M int is the image
of M in Mgp. Moreover, if M is an integral monoid, we denote by M sat the
saturation of M , which is the submonoid of Mgp consisting of all elements x
such that xα ∈M for some α ≥ 1.
3.1.12. Even when Q1, Q2 and P are integral monoids, the amalgamated sum
Q1 ⊕P Q2 need not be integral. This motivates the following definition. A
morphism of integral monoids P → Q1 is called integral if Q1⊕P Q2 is integral
for every integral monoid Q2. We will see in 4.2.4 that any morphism N→ P
is integral.
The same kind of problem arises for saturated monoids. Replacing every
occurence of “integral” by “saturated” yields the corresponding notion of
saturated morphism.
The monoids we will be mostly interested in are fine and saturated monoids,
abbreviated by fs monoids.
3.2 Ideals and pointed monoids
Definition 3.2.1. An ideal of a monoidM is a subset I ofM such that ax ∈ I
for every x ∈ I and a ∈ M . An ideal I is prime if I 6= M and xy ∈ I implies
that either x or y belong to I, or equivalently, I is prime ifM\I is a submonoid
of M .
Definition 3.2.2. Submonoids of M arising as complements of prime ideals
are called faces. More explicitly, a submonoid F of M is a face if xy ∈ F with
x, y ∈M implies that both x and y belong to F . The terminology comes from
the analogy with convex polyhedral cones, see 3.4.3.
3.2.3. We easily see that unions of (resp. prime) ideals are (resp. prime) ideals.
In particular every monoid M admits a unique maximal ideal M+ :=M\M×
and a unique minimal ideal ∅.
Definition 3.2.4. Let p be a prime ideal of a monoid M . The height of p is
the maximum length n of a chain of prime ideals
p = pn ) · · · ) p0 = ∅.
It is denoted by ht p. We also define the dimension of M as the height of its
maximal ideal M+.
3.2.5. Since the complement of a prime ideal p is a submonoid of M , we can
consider the localization
Mp :=(M\p)−1M
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(see 3.1.6). When M is fine, we have
ht p = dimMp = rank(M
♯
p)
gp.
(see [Ogu, I.1.4.7] for the last equality). Note that Mgp = M∅ and that
M ♯p :=(Mp)♯ equals the quotient of monoids M/(M\p).
This construction provides the basis for the definition of the spectrum of a
monoid, see section 3.5.
Pointed monoids
In order to construct quotients of monoids by ideals (see 3.2.9), we will need
to formally add a zero element. This leads to the notion of pointed monoid.
Definition 3.2.6. LetM be a monoid. An M -module is a set S endowed with
a map M × S → S, (x, s) 7→ x · s such that x · (y · s) = (xy) · s and 1 · s = s for
every x, y ∈M and s ∈ S.
Definition 3.2.7. A pointed monoid is a monoidM endowed with a morphism
of M -modules 0M : 0 → M , where 0 denotes the trivial M -module. We
will denote by Mnd• the category of pointed monoids. The forgetful functor
Mnd• → Mnd admits a left adjoint
Mnd→ Mnd•, M 7→M•
whereM• is the moduleM⊕0 endowed with the inclusion map 0M : 0→M⊕0.
Observe that M• can be seen as a monoid in a canonical way. We define
similarly the notion of pointed module of a pointed monoid and for any M•-
module S, we define S• as the pointed module S ⊕ 0.
Example 3.2.8. Let A be a ring and I an ideal. The multiplicative monoid
(A, ·) is naturally a pointed monoid with 0 as pointed element, and I is a pointed
A-module.
3.2.9. Let M be a monoid and I ⊆ M an ideal. We define the quotient M/I
as the cokernel (as pointed M -modules) of the induced morphism I• → M•.
It has the structure of a pointed monoid and we have a canonical morphism of
monoids M →M/I.
3.2.10. Let A be a ring. The forgetful functor A-Alg → Mnd• admits a left
adjoint
Mnd• → A-Alg, (M, 0M ) 7→ A〈M〉 :=A[M ]/(e0),
where e0 denotes the image of 0M in A[M ]. Observe that A〈M•〉 = A[M ].
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Proposition 3.2.11. Let p be a prime ideal of a monoid M and A a ring.
Then the canonical morphism of A[M ]-algebras
A[M\p]→ A〈M/p〉
is an isomorphism.
Proof. We see A[M\p] as an A[M ]-algebra by
A[M ]→ A[M\p], em 7→
{
em m /∈ p
0 m ∈ p
,
which is well-defined since M\p is a submonoid of M . But this is exactly the
definition of A〈M/p〉. 
3.3 Valuations and divisors
Definition 3.3.1. Let M be an fs monoid and p a prime ideal of height 1.
Then M ♯p is a sharp fs monoid of dimension 1, hence canonically isomorphic
to N (see [GR12, 3.4.16]). The induced map vp : M → N is called the valuation
at p. It extends to a map Mgp → Z which we keep writing vp.
Definition 3.3.2. Let M be an integral monoid. A fractional ideal of M is a
nonempty M -submodule I of Mgp such that xI ⊆M for some x ∈M .
Definition 3.3.3. Let I be a fractional ideal of an integral monoid M . We set
I−1 :=
{
x ∈Mgp
∣∣ xI ⊆M} and I∗ = (I−1)−1.
The fractional ideal I is said to be reflexive if I∗ = I. Note that I∗ (and
even I−1) is always a reflexive fractional ideal ofM . We denote by Div(M) the
set of reflexive fractional ideals of M and we call its elements divisors of M .
3.3.4. We endow Div(M) with a structure of commutative monoid by setting
I ⊙ J :=(IJ)∗.
For every morphism φ : P → Q of integral monoids, IQ :=φgp(I)Q is a
fractional ideal of Q and φ induces a morphism of monoids
Div(φ) : Div(P )→ Div(Q), I 7→ (IQ)∗.
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Proposition 3.3.5 ([GR12, 3.4.25 and 3.4.32]). Let M be an fs monoid and
denote by D the set of its height-one prime ideals. Then Div(M) is a group
and we have an isomorphism
Z⊕D
∼
= Div(M), (np)D 7→
⋂
D
m
np
Mp
,
where the intersection takes place in Mgp via the canonical inclusions Mp →
Mgp. Furthermore, under this isomorphism, the fractional ideal generated by
an element a ∈Mgp coincides with the tuple (vp(a))D (notation of 3.3.1).
3.3.6. Let I be a fractional ideal of an fs monoid M . If I =
⋂
D m
np
Mp
we will
denote by vp(I) the integer np.
3.4 Cones
The study of sharp fs monoids is essentially equivalent to the study of strictly
convex rational polyhedral cones. This point of view will prove especially useful
for computations (see for instance 4.4.12 and section 4.5).
Definition 3.4.1. Let L be a free abelian group of finite rank and σ ⊆
LR :=L⊗Z R a convex cone. We say that σ is
• polyhedral if it admits a finite number of generators,
• rational if it is generated by elements of L,
• strictly convex if it does not contain any nonzero linear subspace.
3.4.2. Let σ be a rational polyhedral cone in LR. The dual cone is defined by
σ∨ :=
{
u ∈ L∨R
∣∣ u(x) ≥ 0 for all x ∈ σ},
where L∨
R
denotes the dual vector space of LR. It is a rational polyhedal cone
as well (see [Oda88, 1.3]).
A face of σ is a subcone of the form
τ =
{
x ∈ σ
∣∣ u(x) = 0 for some u ∈ L∨R}.
Faces of rational polyhedral cones are rational polyhedral cones (loc. cit.).
The dimension of the cone σ, denoted by dim σ, is the dimension of the R-vector
space it generates. We have dimσ∨ = rankL− dim σ×, where σ× denotes the
largest linear subspace contained in σ (see [GR12, 3.3.12(ii)]).
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Let’s see how this relates to monoids.
3.4.3. Let M be a fine monoid and denote by
σ(M) :=
{∑
i(λi ⊗ xi)
∣∣ λi ∈ R≥0 and xi ∈M}
the cone generated by M in (Mgp)R. This is a rational polyhedral cone.
By [Ogu, I.2.3.6], the canonical morphism of monoids M → σ(M) induces a
bijection between the faces ofM and the faces of the cone σ(M). In particular,
σ(M) is strictly convex if and only if M is sharp. We also have (see formulas
in 3.4.2 and 3.2.5)
dim σ(M)∨ = dimMgp − dimM× = dimM.
Finally, we have σ(M) ∩Mgp =M sat (cfr. [Ogu, I.2.3.5(4)]).
3.4.4. Let F be a facet of M (i.e. a face of codimension one). Then p =M\F
is a height-one prime ideal and we have a valuation
vp : M →M
♯
p
∼= N.
But sinceM ♯p ∼=M/F , we see that the kernel of vp is precisely F . Hence vp can
be identified with the inward normal direction of the facet σ(F ) of the cone
σ(M).
In particular, if p1, . . . , pn are the height-one prime ideals of M , then the dual
cone σ(M)∨ is generated over R≥0 by the valuations vpi (see [GR12, 3.3.11]).
Moreover,
σ(M∨,loc) =
{∑
iλivpi
∣∣ λi > 0 for every 1 ≤ i ≤ n}.
We say that σ(M∨,loc) is strictly positively spanned by the vpi .
3.5 Monoidal spaces and fans
3.5.1. A monoidal space is a topological space T endowed with a sheafMT of
monoids. A morphism of monoidal spaces f : T ′ → T consists of a continuous
map f and a map of sheaves h : f−1MT →MT ′ such that for every t ∈ T ′ the
map of monoids ht : MT,f(t) →MT ′,t is local. We will denote by MndSp the
corresponding category.
A monoidal space (T,MT ) is called sharp if MT is sharp, i.e. MT (U) is a
sharp monoid for every open U of T . We can associate to every monoidal
space (T,MT ) a sharp monoidal space T ♯ :=(T,M
♯
T ) where M
♯
T is the sheaf
associated to the presheaf
U 7→ MT (U)♯.
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A fundamental example of monoidal space is given by the spectrum of a monoid.
We describe this construction below.
3.5.2. For f ∈ P we set Pf :=S−1P , where S = {fn | n ≥ 0}. The sets
D(f) :=
{
p ∈ SpecP | f /∈ p
}
generate a topology on the set SpecP of prime ideals of P . If we define
MP (D(f)) :=Pf , then (SpecP,MP ) is a monoidal space, called the spectrum
of P and simply denoted by SpecP . It represents the functor
MndSp→ Set, T 7→ HomMnd
(
P,MT (T )
)
,
which means that
HomMndSp(T, SpecP ) ∼= HomMnd
(
P,MT (T )
)
.
We easily see that the stalk MP,p of the sheaf MP at p is nothing else than the
localization Pp.
The monoidal space (SpecP )♯ is called the sharp spectrum of P .
To conclude this section, we introduce the notion of fan, which is to spectra of
monoids what schemes are to spectra of rings. Fans are a fundamental tool in
the study of log regular schemes (cfr. 3.7.19). We will use them extensively in
chapter 4.
Definition 3.5.3. A fan is a sharp monoidal space (F,MF ) that can be covered
by open subsets isomorphic to sharp spectra of monoids. We denote by Fan
the full subcategory of sharp monoidal spaces whose objects are fans.
A fan is called
• locally finite (resp. finite) if it can be covered by (resp. finitely many)
spectra of finitely generated monoids.
• saturated if it can be covered by spectra of saturated monoids.
• locally fs (resp. fs) if it can be covered by (resp. finitely many) spectra of
fs monoids.
This notion of fan is essentially equivalent to the classical notion of a fan of
polyhedral cones as defined in [Oda88]. If ∆ is a classical fan in an abelian
group L, then a cone τ of ∆ corresponds to a point t of an fs fan F and
M∨F,t should be seen as τ ∩ L. Furthermore, an inclusion of faces σ ⊆ τ
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corresponds to a specialization morphism MF,t → MF,s where t and s are
the points respectively associated to τ and σ. We invite the interested reader
to consult [Kat94, 9.5] for more details on this correspondence.
Just as in the classical case, we have a notion of subdivision of a fan, which
takes a particularly elegant form.
3.5.4. Let F be a fan and P a monoid. The set of P -points of F is
F (P ) :=HomFan
(
(SpecP )♯, F
)
.
Let ϕ ∈ F (P ) and let U be an open subset of F which contains ϕ(P+). Since
P+ is a maximal ideal, the inverse image ϕ−1(U) is the whole of (SpecP )♯.
In particular, the induced morphism of sheaves factors through the stalk
MF,ϕ(M+) → P
♯ and this morphism is local (by definition 3.5.1). Hence we
have shown that
F (P ) =
⊔
t∈F
HomMnd,loc(MF,t, P ♯).
Definition 3.5.5. Let F be a fan. A subdivision of F is a morphism of fans
ϕ : F ′ → F such that
1. MgpF,ϕ(t) →M
gp
F ′,t is surjective for every t ∈ F
′,
2. the canonical map F ′(N)→ F (N) is bijective.
3.5.6. Subdivisions of fans allow to desingularize them (in the sense given by
proposition 3.5.7 below). This result lies at the heart of desingularization of
log smooth schemes over a discrete valuation ring to sncd schemes (see 3.7.25
and 4.4.4). For a fan F , we will denote by Freg the set {t ∈ F |MF,t ∼= Nr(t)},
where r(t) denotes the dimension of MF,t.
Proposition 3.5.7 ([GR12, 3.6.31]). Let F be a locally fs fan. There is
a subdivision ϕ : F ′ → F such that F ′reg = F
′ and that restricts to an
isomorphism ϕ−1(Freg)
∼
= Freg.
3.6 Log structures and charts
3.6.1. Let X be a scheme. A pre–log structure on X consists of a sheaf of
monoidsMX on X together with a morphism of sheaves of monoids α : MX →
(OX , ·) to the multiplicative monoid of OX . A pre–log structure is called a log
structure if moreover α−1(O×X)→ O
×
X is an isomorphism. This is equivalent to
saying that αx : MX,x → OX,x is local and induces an isomorphismM×X,x
∼
=
O×X,x for every point x ∈ X .
LOG STRUCTURES AND CHARTS 63
Every pre–log structure α : MX → OX induces a log structureMaX , called the
associated log structure. It is given on the stalks by
MaX,x =MX,x ⊕α−1x (O×X,x) O
×
X,x → OX,x. (3.6.1.1)
Probably the best way to motivate this definition is to see how it fits naturally
in the definition of log differentials (see 3.7.1).
Remark 3.6.2. Some authors endow log schemes with the étale topology. We
will stick throughout with the Zariski topology, which is better suited to deal
with fans of log regular schemes (see 3.7.19).
Example 3.6.3. Every scheme admits a trivial log structure defined byMX =
O×X . It is the structure associated to the trivial sheaf of monoids. We denote
by X◦ the log scheme obtained by endowing X with its trivial log structure.
We have a canonical morphism of log schemes X → X◦.
Example 3.6.4. Let D be a divisor on a scheme X and denote by U its
complement. The sheaf of monoids
MX(V ) :=
{
f ∈ OX(V )
∣∣ f |U∩V is invertible}
is a log structure, called the divisorial log structure associated to D.
Definition 3.6.5. A morphism of log schemes (f, φ) : X → Y is a morphism f
between the underlying schemes together with a morphism of sheaves
φ : f−1MY →MX such that αX ◦ φ = f ♯ ◦ f−1(αY ):
f−1MY MX
f−1OY OX
φ
f−1αY αX
f ♯
In particular it is also a morphism of monoidal spaces.
3.6.6. If (f, φ) : X → Y is a morphism of log schemes, then the morphism
αX ◦ φ : f−1MY →MX → OX
gives a pre–log structure on X and φ extends to a morphism φa : (f−1MY )a →
MX . We say that f is strict if φa is an isomorphism.
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3.6.7. Let X be a log scheme. A chart for X is a strict morphism c : X →
SpecZ[P ] for some monoid P , where we endow SpecZ[P ] with the standard log
structure induced by the canonical morphism P → Z[P ]. It is called coherent
(resp. fine, resp. fs) if P is finitely generated (resp. fine, resp. fs). Similarly,
a log scheme X is called coherent (resp. fine, resp. fs) if it locally admits a
coherent (resp. fine, resp. fs) chart. To give a chart is equivalent to giving a
morphism β : P →MX(X) of monoids inducing an isomorphism P aX
∼
= MX ,
where PX denotes the constant sheaf on X .
We will say that a chart P →MX(X) is local at a point x ∈ X if the induced
morphism P →MX,x is local.
3.6.8. Likewise a chart for a morphism f : X → Y of log schemes consists
of a morphism u : P → Q of monoids and charts cQ : X → SpecZ[Q] and
cP : Y → SpecZ[P ] fitting into a commutative diagram:
X SpecZ[Q]
Y SpecZ[P ]
cQ
f SpecZ[u]
cP
(3.6.8.1)
Such a chart is said to be fs if both P and Q are fs.
3.6.9. If β : P → MX(X) is a chart, then we have at each point x ∈ X a
diagram of amalgamated sums (see (3.6.1.1))
β−1x (O
×
X,x) O
×
X,x {1}
P P a P a/O×X,x
from which we deduce
P/β−1x (O
×
X,x) ∼= P
a/O×X,x
∼=M♯X,x. (3.6.9.1)
This also shows that if βx : P → MX,x is local, then P ♯ ∼= M
♯
X,x. Thus we
can see charts as an easy way to describe the most informative part of the log
structure.
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Proposition 3.6.10. Let X be an fs log scheme and x ∈ X a point. Let
P =M♯X,x. Then there is a neighbourhood U of x and a chart β : P →MX(U)
such that the induced morphism P →MX,x →M
♯
X,x is the identity.
Proof. Since X is fs, M♯X,x is fs and sharp. Consequently (M
♯
X,x)
gp =
MgpX,x/M
×
X,x is torsion-free and we can find a section s : M
gp
X,x/M
×
X,x →M
gp
X,x.
If x ∈ MX,x then s([x]) − x ∈ M×X,x, hence s([x]) ∈ MX,x. So we see that s
restricts to a section M♯X,x →MX,x. Furthermore, P
a = P ⊕M×X,x ∼=MX,x.
Finally, proposition [GR12, 7.1.18(iv.c)] allows us to extend this chart to a
neighbourhood U of x. 
We present two examples of charts that will be extensively used in chapter 4.
Example 3.6.11. Let R be a discrete valuation ring and π a uniformizer. We
denote by S† the scheme S = SpecR endowed with the divisorial log structure
induced by its closed point. Clearly, MS†(S†) = R\{0} and the morphism
N→ R\{0}, 1 7→ π is a chart for S†. We have indeed Na = N⊕R× ∼= R\{0}.
Example 3.6.12. We resume the notation of 3.6.11. Let X → S be an sncd
S-scheme, i.e. a regular scheme of finite type over S whose special fibre Xk =∑
i∈I NiEi is a divisor with strict normal crossings. We endow X with the
divisorial log structure induced by Xk. For J ⊆ I we write
EJ =
⋂
J
Ej and E◦J = EJ\
⋃
i/∈J
Ei,
where E∅ = X . Around each point x ∈ EJ we can find an affine open U in X on
which π = u
∏
J x
Nj
j for u a unit and where V (xj) = Ej . Then the morphism
of monoids
NJ →MX (U), ej 7→ xj
is a chart on U .
3.6.13. We can easily see that the morphism X → S extends to a morphism
of log schemes X → S†. We keep the notations of 3.6.12. If u 6= 1, we cannot
find a morphism N → NJ making (3.6.8.1) commutative. But we can check
that the morphism NJ ⊕Z→MX (U) which maps the generator 1 of Z onto u
is still a chart for the log structure on U . Hence defining
N→ NJ ⊕ Z, 1 7→
(
(Nj)J , 1
)
yields a chart for the morphism U → S† of log schemes.
The lemma below shows that we have to slightly modify the morphism NJ →
MX (U) in order to get a chart of the form N→ NJ for U → S†.
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Lemma 3.6.14. Let φ : P → Q be an fs chart for a morphism X → Y of log
schemes. Assume moreover that P is sharp, φ is local and injective and the
order of the torsion subgroup of (Q♯)gp/P gp is invertible on X . Then there is
an étale cover X˜ → X on which the morphism P → Q♯ extends to a chart for
X˜ → Y .
Proof. Since φ is injective and both P and Q are integral, P gp → Qgp is
injective as well. Furthermore, P gp → (Q♯)gp is also injective because φ is
local and P is sharp.
Let (e¯i)1≤i≤r be a basis for (Q♯)gp adapted for P gp, i.e. we have integers di ≥ 1
such that (e¯dii )1≤i≤k is a basis for P
gp, for some k ≤ r. We denote by xi the
element of P gp corresponding to e¯dii . We lift (e¯i) to elements (ei) of Q
gp, hence
defining a section s : (Q♯)gp → Qgp. Then we can find units ui ∈ Q× such that
φ(xi) = uie
di
i for each 1 ≤ i ≤ k.
Let β : Q →MX(X) be the chart morphism. We define X˜ as the étale cover
obtained by adding a di-th root of β(ui) for each di, 1 ≤ i ≤ k (they are
invertible on X by assumption). Finally, the chart
Q♯ →MX(X), x =
r∏
i=1
e¯nii 7→ β(s(x))
k∏
i=1
β(ui)ni/di
is well-defined, because s(x) belongs to Q for x ∈ Q♯ and we easily see that the
diagram
P MY (Y )
Q♯ MX(X)
commutes. 
Fibred products of log schemes
3.6.15. Let f1 : X1 → Y and f2 : X2 → Y be morphisms of log schemes.
Their fibred product exists in the category of log schemes and is obtained by
endowing the usual fibred product X1×Y X2 with the log structure associated
to p−11 MX1 ⊕p−1
Y
MY
p−12 MX2 , where p1, p2 and pY are the obvious projections.
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Consequently, if u1 : P → Q1 and u2 : P → Q2 are charts for the morphisms f1
and f2 respectively, then the induced morphism X1×Y X2 → SpecZ[Q1⊕P Q2]
is a chart as well.
We also immediately see that if f : X → Y is a morphism of log schemes, then
the diagram
X Y
X◦ Y ◦
f
f
is a fibred product of log schemes if and only if f is strict.
3.6.16. Interestingly, the category of fine (resp. fs) log schemes also admits
fibred products. If f1 and f2 are morphisms of fine log schemes and u1, u2 are
fine charts as in 3.6.15, then
X1 ×
int
Y X2 :=(X1 ×Y X2)×Z[Q1⊕PQ2] Z[Q1 ⊕
int
P Q2]
is the fibred product of X1 and X2 in the category of fine log schemes, where
⊕int indicates that we take the integral closure of the amalgamated sum. It
follows immediately that
X1 ×
int
Y X2 → SpecZ[Q1 ⊕
int
P Q2]
is a chart. When u1 and u2 are fs charts for morphisms f1 and f2 of fs log
schemes, we have a similar expression for X1 ×fsY X2, where ⊕
int is replaced
by ⊕sat, the saturation of the amalgamated sum. Beware that those fibred
products don’t only have different log structures, they also have different
underlying schemes.
3.7 Log smoothness and log regularity
Log differentials differ from classical differentials in that they may have at
worst simple poles. They are tightly related to the notion of log smoothness.
We formalize the notion as follows.
Definition 3.7.1. Let f : X → S be a morphism of log schemes and let
ΩX/S be the classical sheaf of differentials of X◦/S◦. The module of log
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differentials ΩlogX/S of X/S is an OX -module constructed as the quotient of
ΩX/S ⊕ (OX ⊗ZM
gp
X ) by the submodule generated by
•
(
dαX(a), 0
)
−
(
0, αX(a)⊗ a
)
, for a ∈MX ,
•
(
0, 1⊗ φ(b)
)
, for b ∈ f−1(MS).
3.7.2. We have a canonical morphism of monoids
dlog : MgpX → Ω
log
X/S , a 7→
[
(0, 1⊗ a)
]
that satisfies
αX(a) · dlog(a) = dαX(a)
for every a ∈MX .
If X and S are coherent log schemes (resp. and f is locally of finite type),
then ΩlogX/S is quasi-coherent (resp. finitely generated) by [Ogu, IV.1.2.9].
Furthermore, we easily see that if the log structure on X is trivial, then
ΩlogX/S = ΩX/S .
3.7.3. If P → Q is a chart for the morphim X → S, then ΩlogX/S can be
constructed as the quotient of
ΩX/S ⊕ (OX ⊗Z Q
gp)
by the same relations as in 3.7.1 for a ∈ Q and b ∈ P (see [Kat89, 1.7]).
Proposition 3.7.4 ([Ogu, IV.1.3.1]). Consider the following cartesian diagram
in the category of log schemes
X ′ S′
X S
g
p s
f
Then the canonical morphism p∗ΩlogX/S → Ω
log
X′/S′ is an isomorphism. In
particular, if X → S is a strict morphism of log schemes, then ΩlogX/S = ΩX/S
(see 3.6.15).
This result is even true in the category of fine (resp. fs) log schemes (loc. cit.).
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Proposition 3.7.5 ([Ogu, IV.1.2.5]). Let u : P → Q be a morphism of monoids
and f : SpecZ[Q] → SpecZ[P ] the induced morphism of log schemes. Then
the canonical morphism
OZ[Q] ⊗Z Q
gp/P gp → Ωlog
Z[Q]/Z[P ], 1⊗ [a] 7→ dlog a
is an isomorphism.
Log smoothness (and log étaleness) can be defined by means of log thickenings,
much in the way that smoothness is (see for example [Kat89, §3]). We will use
here a more convenient definition due to Kato (cfr. [Kat89, 3.5]).
Definition 3.7.6. A morphism f : X → Y of log schemes is log smooth (resp.
log étale) if there is a chart P → Q for f étale-locally on X and Y such that
1. the kernel and the torsion part of the cokernel (resp. the kernel and the
cokernel) of P gp → Qgp are finite groups whose order is invertible on X ,
2. the induced morphism of schemes h : X → Y ×Z[P ] Z[Q] is smooth (resp.
étale) in the classical sense.
Note that the morphism h is strict and that we can equivalently require h étale
in the definition of log smoothness (see [Kat89, 3.6]).
A log smooth morphism is locally of finite presentation (see [Kat89, 3.3]).
Example 3.7.7. An sncd S-scheme X endowed with the log structure defined
in 3.6.12 is log smooth over S† if the multiplicities (Ni)i of the components of
the special fibre are all prime to the characteristic exponent of the residue field k
of R. We resume the notation of 3.6.12. Under this assumption, lemma 3.6.14
ensures that we can find a chart
N→ NJ
for X → S† étale-locally on X that satisfies the first condition of definition 3.7.6.
It remains to show that the induced morphism
h : X → Spec
(
R⊗Z[N] Z[N
J ]
)
=:Y
is smooth. The images xi of the basis vectors of NJ are part of a regular
system of parameters at each point x ∈ X . Renumbering (xi)J as (x1, . . . , xr)
and completing them to a regular system of parameters (xi)1≤i≤n, we get a
basis (dxi)1≤i≤n for ΩX/S, hence providing an étale morphism X → AnR which
factors through an étale morphism
X → Spec
R[x1, . . . , xn]
(π − xN11 · · ·x
Nr
r )
= An−rY .
But h is the composition of X → An−rY → Y , thus it is smooth.
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Proposition 3.7.8 ([Ogu, IV.3.1.2]). Log smooth and log étale morphisms
are stable under composition and base change, and a strict morphism of log
schemes is log smooth (resp. log étale) if and only if it is smooth (resp. étale).
Definition 3.7.9. A morphism of integral log schemes f : X → Y is called
integral if for every x ∈ X the morphism of monoids MY,f(x) → MX,x is
integral.
Proposition 3.7.10 ([IO, II.3.8 and II.3.15]). Let f : X → Y be a log smooth
morphism and denote by dimx f the relative dimension of f at a point x. The
sheaf ΩlogX/Y is locally free of finite rank.
If furthermore X and Y are fine, then we have at every point x ∈ X
rankΩlogX/Y,x ≤ dimx f,
with equality if f is integral.
Proposition 3.7.11 ([Ogu, IV.3.2.4]). Let f : X → Y and g : Y → S be
morphisms of log schemes. If f is log étale, then the canonical morphism
f∗ΩlogY/S → Ω
log
X/S
is an isomorphism.
Corollary 3.7.12. Let X → Y be a log smooth morphism of log schemes and
P → Q a chart as in 3.7.6. Then
ΩlogX/Y
∼= OX ⊗Z h∗(Qgp/P gp).
Proof. This is immediate from 3.7.5, 3.7.4 and 3.7.11. 
Proposition 3.7.13 ([Ogu, IV.2.3.1 and 3.2.3]). Let f : X → Y and g : Y → S
be morphisms of log schemes. The following sequence is exact:
f∗ΩlogY/S → Ω
log
X/S → Ω
log
X/Y → 0.
Furthermore, if f is log smooth, then it is injective and locally split. Conversely,
if g ◦ f is log smooth and the sequence is injective and locally split, then f is
log smooth.
Log regularity
We now collect some results on log regular schemes; the most important
construction is the fan associated to a log regular scheme in 3.7.19. The main
reference for this part is [Kat94].
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Definition 3.7.14. A locally Noetherian and locally fs log scheme X is said
to be log regular if for every x ∈ X
1. the ring OX,x/M+X,xOX,x is regular;
2. dimOX,x = dimOX,x/M+X,xOX,x + dimMX,x.
If the log structure of X is trivial at x, then log regularity at x boils down to
regularity.
Example 3.7.15. Let S† be the spectrum of a discrete valuation ring R
endowed with the log structure described in 3.6.11, and s its closed point.
Then M+
S†,s
OS†,s = πR and dimMS†,s = dimN = 1, from which we easily
conclude that S† is a log regular scheme.
Proposition 3.7.16 ([Kat94, 6.2]). Let x be a point on a locally Noetherian
log scheme X and P →MX(X) an fs chart local at x, with P sharp. Assume
moreover that OX,x contains a field k. Then X is log regular at x if and only
if OX,x/M
+
X,xOX,x is a regular local ring and the induced map k[P ] → OX,x
is flat.
Proposition 3.7.17 ([Kat94, 8.2]). Let X → Y be a log smooth morphism
between locally fs log schemes. If Y is log regular, so is X .
Proposition 3.7.18 ([Kat94, 7.3]). Let x be a point on a log regular schemeX ,
and p a prime ideal of MX,x. Then pOX,x is a prime ideal of the same height
as p.
3.7.19. Let X be a log regular scheme. We set
F = F (X) :=
{
x ∈ X
∣∣M+X,xOX,x = mx}.
If i denotes the inclusion of F in X , the sharp monoidal space
(
F, (i−1MX)♯
)
has the structure of a locally fs fan and is called the fan associated to X . It is
finite if X is quasi-compact. More precisely we have
Proposition 3.7.20 ([Kat94, 10.1]). Let X be a log regular scheme and P →
MX(X) an fs chart. Let x ∈ X and denote by p the inverse image of M+X,x
in P . Then there is an affine open neighbourhood V of x such that
F (X) ∩ V ∼= (SpecPp)♯.
Example 3.7.21. The fan associated to the spectrum of a discrete valuation
ring S† is isomorphic to (SpecN)♯ as we can see from the chart given in 3.6.11.
Fans of log regular schemes will prove immensely useful in chapter 4.
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3.7.22. We have a morphism of sharp monoidal spaces
π : X♯ → F, x 7→ M+X,xOX,x.
It satisfies π ◦ i = idF .
The construction of F (X) is functorial: if f : X → Y is a morphism between
log regular schemes, then we get a morphism of fans F (X)→ F (Y ) such that
the following diagram commutes
X Y
F (X) F (Y )
f
πX πY
F (f)
(3.7.22.1)
where the bottom arrow is given by
x 7→ πY ◦ f ◦ iX(x).
This latter morphism is induced by any chart P → Q for f .
3.7.23. For every t ∈ F , we set U(t) = π−1(t), which is a locally closed
subscheme of X . The family (U(t))t∈F form the log stratification of X , and
we will denote by E(t) the schematic closure of U(t) endowed with its reduced
structure. It is equal to the closure of i(t) in X . We can compute the log
stratification of X via charts:
Proposition 3.7.24. Let X be a log regular scheme of fan F and β : P →
MX(X) an fs chart. For each prime ideal p of P we set
T (p) =
{
t ∈ F
∣∣ β−1M+X,i(t) = p}.
Then
⋃
T (p)E(t) = X ×Z[P ] Z〈P/p〉. In particular
⋃
T (P+) U(t) = X ×Z[P ]
Z〈P/P+〉.
Proof. Since for every x ∈ X the morphism MX,x → OX,x is local we have
pOX,x ⊆ mx ⇔ pMX,x ⊆M
+
X,x
In this case it follows from (3.6.9.1) that pMX,x is a prime ideal ofMX,x whose
inverse image in P is p. Let t ∈ F be the point corresponding to the prime
ideal pOX,x (see 3.7.18). Then t ∈ T (p) and x ∈ E(t). 
Recall that we have a notion of subdivision of a fan, see 3.5.5.
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Proposition 3.7.25. LetX be a log regular scheme and F its fan. Let ϕ : F ′ →
F be a subdivision of F with F ′ locally fs. Then there exists a unique log étale
morphism ϕ∗X → X up to isomorphism such that F ′ → F is isomorphic to
F (ϕ∗X)→ F . In particular, ϕ∗X is log regular.
Proof. See [GR12, 7.6.14 and 7.6.18] for a complete proof. The log scheme
ϕ∗(X) is constructed locally as follows.
Let x ∈ X and P →MX(V ) be an fs chart in an affine neighbourhood V of x
such that F ∩ V = (SpecP )♯. Let t ∈ F ′ with ϕ(t) = π(x) and denote by Q
the fibred product of monoids
MF ′,t ×Mgp
F ′,t
P gp.
Then ϕ∗X is obtained by gluing all the V ×Z[P ] Z[Q].
Note that (SpecMF ′,t)♯ ∼= (SpecQ)♯ by [GR12, 7.6.12] and Qgp = P gp. 

Chapter 4
Computing zeta functions on
log smooth models
4.1 Introduction
Let f be a polynomial in k[x1, . . . , xn], where k is a field of characteristic
zero. The motivic zeta function Zf (T ) of f was first introduced by Denef and
Loeser in [DL98] in analogy with the p-adic setting, where Igusa local zeta
functions of polynomials had been long studied for their use in understanding
the asymptotic behaviour of the number of congruence solutions of f = 0
modulo powers of p. They naturally stated a motivic version of the monodromy
conjecture holding sway in the p-adic world. This conjecture relates the poles of
Zf to eigenvalues of the monodromy action on the complex of nearby cycles on
f−1(0) (see ibid. §2.4). Denef and Loeser proved an explicit formula for Zf
involving a resolution of singularities for f and yielding naturally a set of
candidate poles for Zf (see theorem 0.1). Yet, a major issue in proving the
monodromy conjecture is to determine which of the apparent poles of Zf are
actual poles; most of the proofs in special cases rely on a detailed study of the
geometry of the exceptional locus of resolutions of singularities for f .
In [NS07b] Nicaise and Sebag introduced the volume Poincaré series S(X , ω;T )
of a pair (X , ω) consisting of a generically smooth stft (for separated and
topologically of finite type) formal scheme X over the formal spectrum of
a complete discrete valuation ring R and a volume form on its generic
fibre XK . They then showed how to express Zf as such a series, yielding a new
interpretation of the function. This new way of considering Zf allowed Halle
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and Nicaise in [HN12] to associate a motivic zeta function ZX to a Calabi-Yau
variety X over the fraction field of R and state an analogue of the monodromy
conjecture, which they could prove when X is a tamely ramified abelian variety
(see definition 0.4).
In this chapter we will mostly stick to the algebraic setting and show how to
compute S(X , ω;T ) when X is a generically smooth log smooth S-scheme. By
adding a suitable structure to schemes, logarithmic geometry allows to handle
so-called log smooth schemes as if they were smooth. In particular the sheaf of
log differentials is locally free and we see how a volume form nicely induces a
divisor on X by considering this sheaf. Another feature of log smooth schemes
is that their fans, as defined by Kato in [Kat94], can be used to exhibit a
desingularization of the scheme. In this process of desingularizing, fake poles
are intoduced in the expression of S(X , ω;T ), so that our formula, depending
directly on the fan, reduces substantially the set of candidate poles. This paves
the way to the study of motivic zeta functions for degenerations of Calabi-Yau
varieties that appear in the Gross-Siebert programme on mirror symmetry, and
for which log smooth models are naturally constructed (see for example [GS11]).
The main results of this chapter were announced in [Bul15]. In section 4.2,
we study properties of N-monoids more in depth. Section 4.3 applies those
results to the structure of the log stratification of a log regular scheme under
subdivisions of fans. We conclude by a proof of a formula for S(X , ω;T ) with
X log smooth in section 4.4. Finally, we show in section 4.5 how to use our
formula to recover a result of Guibert (see [Gui02]) expressing the motivic
zeta function of a polynomial that is nondegenerate with respect to its Newton
polyhedron and section 4.6 shows how our formula applies to yield precisely
the right poles for Zf(T ) when f is a polynomial in two variables.
In this chapter we work throughout with Zariski sites. Every log scheme
considered will be assumed locally Noetherian and fine and saturated,
abbreviated by fs.
4.2 N-monoids
We will make use of two more advanced properties of monoids in our proofs.
4.2.1. An integral monoid Q is called valuative if for any x ∈ Qgp, either x ∈ Q
or x−1 ∈ Q. A submonoid M of an integral monoid Q is exact if Mgp∩Q =M .
In particular we see that any valuative submonoid M of Q is exact if Q× ⊆M .
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Definition 4.2.2. Let Q be an integral monoid. For a submonoid M of Q, we
set
M sat,Q :=
{
x ∈ Qsat
∣∣ ∃α ≥ 1: xα ∈M}.
We easily see that M sat,Q is a face of Qsat if M is a face of Q.
Proposition 4.2.3. Let Q be an integral monoid. The correspondence F 7→
F sat,Q induces a bijection between the faces of Q and the faces of Qsat. In
particular (Qsat)× ∩Q = Q×.
Proof. We first show F sat,Q ∩ Q = F . Let x ∈ F sat,Q ∩ Q. Then xα ∈ F for
some α ≥ 1. But since x ∈ Q, this implies x ∈ F .
Let G be a face of Qsat. We show (G∩Q)sat,Q = G. Let x ∈ G and α ≥ 1 such
that xα ∈ Q. Then xα ∈ G ∩Q and by definition x ∈ (G ∩Q)sat,Q. 
4.2.4. Let φ : N→ P be anN-monoid and d a positive integer. We set eπ :=φ(1)
and P (d) :=P⊕NNd, where N→ Nd denotes multiplication by d. If P is integral,
then φ is an integral morphism since N is valuative (see [Ogu, I.4.5.3(5)]), so
that P (d) is integral as well. Since the internal law on N is additive, we will
often write the laws of P and P (d) additively as well.
Proposition 4.2.5. Let N→ P be a local morphism of fs monoids. Then the
submonoid
Π =
{
x
∣∣ αx = k[eπ] for some α ≥ 1, k ≥ 0}
of P ♯ is isomorphic to N and Πsat = Πsat,P
♯
= Π.
Proof. We first show that Π is valuative. By construction of the groupification,
every x ∈ Πgp can be written as x = x1 − x2 with x1, x2 ∈ Π. Let αi ≥ 1 be
such that αixi = ki[eπ] for some ki ≥ 0, i = 1, 2. Then
(α1α2)x = (α2k1 − α1k2)[eπ ],
so that either x or −x belongs to Π.
Since Π is valuative, it is an exact submonoid of P ♯, hence finitely generated
(see [Ogu, I.2.1.17(2)]). We conclude by [Ogu, I.2.4.2] that Π ∼= N since Π is
nonzero by localness of N→ P . The second assertion follows from the fact that
P is saturated. 
Definition 4.2.6. In the setting of 4.2.5, we will denote by e¯π the generator
of Π and call the integer m ≥ 1 such that [eπ] = me¯π the root index of N→ P .
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Remark 4.2.7. The root index of a local morphism N → P is 1 if and
only if [eπ ] is nonzero and generates a free factor of the free group (P ♯)gp.
More generally, the root index corresponds to the order of the torsion part of
(P ♯)gp/Z.
Proposition 4.2.8. Let N → P be a local morphism. Then the canonical
morphism P → P (d) restricts to an isomorphism P× ∼= P (d)×.
Proof. First note that (x, 0) ∈ P (d)× if and only if x ∈ P×. In particular
(0, 1) ∈ P (d)× if and only if eπ ∈ P×. Now if (v, t) ∈ P (d)×, then both
(v, 0) and (0, t) belong to P (d)× and since φ is local, eπ /∈ P×, which implies
t = 0. 
Proposition 4.2.9. Let N→ P be a local morphism of root index m between
fs monoids. If gcd(d,m) = 1, then the morphism P → P (d)sat restricts to an
isomorphism P×
∼
= P (d)sat,×.
Proof. By 4.2.8, P× ∼= P (d)× so that we only have to show P (d)× ∼= P (d)sat,×.
Let x ∈ P (d)sat,× and α ≥ 1 such that αx ∈ P (d)× (see 4.2.3). We may write
x as (v, t) with 0 ≤ t < d and v ∈ P gp. Since αx ∈ P (d)×, αt = qd for some
q ≥ 0 and
αx = (αv + qeπ, 0)
with αv + qeπ ∈ P×. We then have in (P ♯)gp the equality α[−v] = q[eπ].
But then [−v] ∈ Π so that [−v] = se¯π for some s ≥ 0 and αs = mq. Since
gcd(d,m) = 1 and α also divides qd, α is a divisor of q. But since q < α
(because t < d) we necessarily have s = 0 = q. We eventually get v ∈ P× and
t = 0, i.e. x ∈ P (d)×. 
Proposition 4.2.10. Let N→ P be a local morphism of root index m between
fs monoids. If d divides m, then the maximal ideal of P (d)sat is generated
by P+.
Proof. Let x = (v, t) ∈ P (d)sat,+ and α ≥ 1 such that αx ∈ P (d)+. If we write
αt = qd+ s with 0 ≤ s < d we have
αx = (αv, αt) = (αv + qeπ, s)
with αv + qeπ ∈ P . We are going to show that x can be written as the sum of
an element of P+ and a unit of P (d)sat. Let e¯ ∈ P+ be such that [e¯] = e¯π ∈ P ♯.
Then there is u ∈ P× such that eπ = me¯+ u. We have in P gp
α(v + md te¯) = αv +
m
d e¯(qd+ s)
= αv + qeπ − qu+ md se¯,
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which belongs to P+ because either αv+qeπ ∈ P+ or s ≥ 1 by 4.2.8. Since P is
saturated, we get v+md te¯ ∈ P
+ and it only remains to show that x−(v+md te¯, 0)
is a unit of P (d)sat. But
d
(
x− (v + md te¯, 0)
)
= d (−md te¯, t)
= (−mte¯, td)
= (−mte¯+ teπ, 0)
= (tu, 0),
is a unit in P (d). Hence x− (v + md te¯, 0) ∈ P (d)
sat,×. 
The following proposition will be useful for computations (see 4.4.5 and 4.5.15).
Proposition 4.2.11. Let P be an fs monoid and
N→ P ⊕ F, 1 7→ (e, ω)
a morphism, where F is a free group. Let d be an integer such that there is
some e¯ ∈ P with de¯ = e and assume that there are elements (ωi)I for F such
that (ω, (ωi)) is a basis of F . Then the morphism
φ : P ⊕ F → P ⊕ F,
(
x, a0ω +
∑
aiωi
)
7→
(
x, da0ω +
∑
aiωi
)
factors through an isomorphism
(P ⊕ F )⊕satN Nd ∼= P ⊕ F.
Proof. Let Q = (P ⊕ F )⊕N Nd. The morphism φ together with
N→ P ⊕ F, 1 7→ (e¯, ω)
induces a unique morphism Q→ P ⊕F . Since the latter is saturated, we have
a unique factorisation through Qsat.
On the other hand, the morphism
P ⊕ F → Qsat,
(
y, a0ω +
∑
aiωi
)
7→
(
(y − a0e¯,
∑
aiωi), a0
)
,
is well defined since
d
(
(y − a0e¯,
∑
aiωi), a0
)
=
(
(dy − a0e, d
∑
aiωi), da0
)
=
(
(dy, a0ω + d
∑
aiωi), 0
)
∈ Q.
We may now easily check that those morphisms are each other inverse. 
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Corollary 4.2.12. Let N→ P be a local morphism of root index m with P fs.
If d divides m, then Nd → P (d)sat has root index md .
Proof. Let e¯π ∈ P ♯ be such that m[eπ] = e¯π. We can complete (e¯π) to a basis
of (P ♯)gp. In particular we get a section P ♯ → P and N→ P factors as
N→ P ♯ ⊕ P×, 1 7→ ([eπ], u),
for some unit u ∈ P×. The statement is now easy to deduce from the proof
of 4.2.11. 
4.3 Log regular schemes over a discrete valuation
ring
4.3.1. Let R be a discrete valuation ring and fix a uniformizer π. We denote
by K its fraction field and by k its residue field. Recall that we denote by S†
the scheme S = SpecR endowed with the log structure induced by its closed
point, as described in 3.6.11.
Let d be a positive integer. We set R(d) :=R[T ]/(T d − π) which is a totally
ramified extension of R of degree d, and S(d) = SpecR(d). The chart N→ Nd
of R→ R(d) induces an isomorphism
R(d) ∼= R⊗Z[N] Z[Nd]. (4.3.1.1)
4.3.2. Let X be a log regular scheme over S† and denote its fan by F . By
functoriality, we have a morphism of fans
F → F (S†) ∼= (SpecN)♯
that gives a structure of N-fan to F . We will denote by Fη and Fs its fibres
over the points ∅ and N+ respectively. It then follows from (3.7.22.1) that
π−1X (Fη) = XK and π
−1
X (Fs) = Xk.
If we denote by eπ the image of 1 under the induced morphism N → MF (F )
(compare with 4.2.4), then Fη = {t ∈ F | eπ ∈ M×F,t} and Fs = {t ∈ F | eπ ∈
M+F,t}.
Definition 4.3.3. We say that a subdivison ϕ : F ′ → F of N-fans preserves
the horizontal part if ϕ−1(Fη) ∼= F ′η.
Remark 4.3.4. If X → S† is a log regular S†-scheme and ϕ : F ′ → F is
a subdivision of its fan F preserving the horizontal part, then we have an
isomorphism of generic fibres (ϕ∗X )K ∼= XK , as we can see from the proof
of 3.7.25.
LOG REGULAR SCHEMES OVER A DISCRETE VALUATION RING 81
4.3.5. Let X be a log regular scheme over S† and d a positive integer. We will
denote by X (d) and X (d)fs the fibred product X ×S† S(d)
† in the category of
log schemes and fs log schemes respectively. By 4.3.1.1, we have
X (d) = X ×Z[P ] Z[P (d)] and X (d)
fs = X ×Z[P ] Z[P (d)
sat]
for any chart N→ P for X → S†.
4.3.6. Let t ∈ Fs and m = m(t) be the root index of N → MF,t. For every
divisor d of m, we will denote by Ud(t) the inverse image of U(t) in X (d)fs. We
also set U˜(t) :=Um(t).
Proposition 4.3.7. Let X → S† be a log regular scheme over S† and consider
a chart N→ P with P fs. We keep the notations of 3.7.24. Then every point of
T (P+) belongs to Fs and has the same root indexm, and for every d dividingm
we have ⋃
T (P+)
Ud(t) = X ×Z[P ] Z〈P (d)
sat/P (d)sat,+〉.
Proof. For any t ∈ T (P+) we have a diagram of monoids
N R\{0}
P MX ,i(t)
β
Since the top and right arrows are local morphisms, β−1(M+X ,i(t)) = P
+ implies
that eπ ∈ P+. The statement over the root indices is clear since P ♯ =MF,t for
every t ∈ T (P+). By 3.7.24 and 4.3.5,⋃
T (P+)
Ud(t) = X ×Z[P ] Z〈P (d)
sat/I〉,
where I is the ideal of P (d)sat generated by P+, which is P (d)sat,+ by 4.2.10. 
The following lemma will help us in proving proposition 4.3.10, which is the
main result of this section.
Lemma 4.3.8. Consider the following amalgamated sum of monoids with P,Q1
and Q2 integral:
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P Q1
Q2 Q1 ⊕P Q2
If P injects into Q1, then Q2 injects into Q1 ⊕P Q2.
Proof. Since Q2 is integral, we only have to show that Q
gp
2 injects into (Q1⊕P
Q2)gp. We have the following amalgamated sum in the category Ab of abelian
groups (see 3.1.7):
P gp Qgp1
Qgp2 (Q1 ⊕P Q2)
gp
Since P and Q1 are integral, P gp injects into Q
gp
1 . But monomorphisms
in Ab are stable under amalgamated sums (see dual statement of [ML98, VIII.4
proposition 2]). 
4.3.9. We introduce the following notation. For a point t of a fan F , we set
r(t) :=dimMF,t, which is the height of the point t.
Proposition 4.3.10. Let X be a log regular scheme over S† and ϕ : F ′ → F
a subdivision of its fan with F ′ locally fs. Let t ∈ F ′s and d be a divisor of
its root index m. We set ϕ(d) = gcd(ϕ(m), d), where ϕ(m) is the root index
of ϕ(t). Then for every x ∈ X (ϕ(d))fs with ϕ(t) = π(x) we have
Ud(t) ∩ (ϕ∗X (d)fs)x = G
r(ϕ(t))−r(t)
m,k(x) ,
where (ϕ∗X (d)fs)x denotes the fibre over x of the induced morphism ϕ∗X (d)fs →
X (ϕ(d))fs.
Proof. Let x be the image of x in X . By replacing X by an open neihbourhood
of x, we may assume that it admits an fs N-chart P → MX (X ) such that
F ∼= Spec♯ P (see 3.7.20). Denote by Q the fibred product of monoids
MF ′,t ×Mgp
F ′,t
P gp.
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Then by 3.2.11, 4.3.7 and the construction in 3.7.25 we have the following fibred
product
Ud(t) Uϕ(d)(ϕ(t))
Z
[
Q(d)sat,×
]
Z
[
P (d)sat,×
]
Z
[
P (ϕ(d))sat,×
]
Since the root index of Nϕ(d) → P (ϕ(d))sat is ϕ(m)/ϕ(d) (4.2.12), we have by
4.2.9
Uϕ(d)(ϕ(t)) ×Z[P (ϕ(d))sat,×] Z[P (d)
sat,×] ∼= Uϕ(d)(ϕ(t)),
and taking the fibre over x we get
Ud(t) ∩ (ϕ∗X (d)fs)x k(x)
k(x)[Q(d)sat,×] k(x)[P (d)sat,×]
Since P injects into Q and N → Nd is integral, P (d)sat injects into Q(d)sat
by 4.3.8. Furthermore, Q(d)sat,×/P (d)sat,× is a subgroup of the free group
P (d)gp/P (d)sat,× ∼= (P (d)sat,♯)gp, so that
Q(d)sat,× ∼= P (d)sat,× ⊕Q(d)sat,×/P (d)sat,×.
Furthermore,
r(ϕ(t)) − r(t) = dimMF,π(x) − dimMF ′,t
= rankP gp − rankP× − rankQgp + rankQ×
= rankQ(d)sat,× − P (d)sat,×
= rank(Q(d)sat,×/P (d)sat,×),
where we used 4.2.9, 4.2.3 and the fact that P gp = Qgp (see 3.7.25). We
conclude that
Ud(t) ∩ (ϕ∗X (d)fs)x = G
r(ϕ(t))−r(t)
m,k(x) . 
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Corollary 4.3.11. Let X → S† be a log regular scheme over S†, and F its
fan. Let ϕ : F ′ → F be a subdivision of F with F ′ locally fs and consider the
induced morphism ϕ∗X → X . Then for every t ∈ F ′s, we have
(L− 1)r(t)−1 [U˜(t)] = (L− 1)r(ϕ(t))−1 [U˜(ϕ(t))] ∈ K0(VarXk),
where brackets denote classes in the Grothendieck ring of Xk-varieties
K0(VarXk).
Proof. By 4.3.10 applied to d = m(t) and [Seb04, 4.2.3], we see that U˜(t) →
U˜(ϕ(t)) is a piecewise trivial fibration of fibreGr(ϕ(t))−r(t)m,k . The equality follows
from [Seb04, 4.2.2]. 
Remark 4.3.12. Applying proposition 4.3.10 with d = 1 instead in the proof
of corollary 4.3.11 yields the same result with each U˜ replaced by U .
Remark 4.3.13. We can more generally define Ud(t) as the inverse image of
U(t) in the special fibre (X (d)fs)k for any integer d ≥ 1. Then it follows from
the proposition below and the same arguments as in 4.3.7 that if d is a multiple
of m, Ud(t) ∼= U˜(t) (compare with [NS07b, 4.4]).
Proposition 4.3.14. Let N → P be a morphism between fs monoids of root
index 1. Then P (d) is saturated. In particular, the maximal ideal of P (d)sat =
P (d) is generated by P+ and (0, 1).
Proof. Following the same argument as in 4.2.12, we can assume that P is
sharp with no loss of generality.
Let (ei)0≤i≤n be a basis of P gp with e0 = eπ. Then P gp ∼= Zeπ ⊕ Zn
and P (d)gp ∼= Z eπd ⊕ Z
n. The claim follows at once from the fact that the
isomorphism
Z eπd ⊕ Z
n → Zeπ ⊕ Z
n, eπd 7→ eπ
restricts to an isomorphism P (d)→ P . The last assertion comes from 4.2.8. 
4.3.15. If X → S† is log smooth, then X is log regular by 3.7.17 and flat by
[Kat89, 4.5], since it is integral by 4.2.4 and the proposition below. Furthermore,
if X has pure relative dimension m, then its sheaf of log differentials Ωlog
X/S†
is
locally free of rank m by 3.7.10.
Proposition 4.3.16. Let u : P → Q be a chart for a morphism of log schemes
f : X → Y with P and Q integral. If u is integral, then f is integral.
Proof. Let x ∈ X and consider the diagram
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P MY (Y )
Q MX(X)
βP
u
βQ
By [Ogu, I.4.5.3(2)], it suffices to show that M♯Y,f(x) →M
♯
X,x is integral. But
(3.6.9.1) shows that this morphism is canonically isomorphic to
P/β−1P (O
×
Y,f(x))→ Q/β
−1
Q (O
×
X,x).
Since β−1Q (O
×
X,x) is a face of Q whose inverse image in P equals β
−1
P (O
×
Y,f(x))
by localness of MY,f(x) →MX,x, it is integral by [Ogu, I.4.5.3(3)]. 
4.3.17. Let X → S† be a generically smooth log smooth scheme over S† of pure
relative dimension m and ω a volume form, i.e. a nowhere vanishing differential
form of degree m on the generic fibre XK . In particular it can be considered as
an m-log differential over the log scheme X ×S† K. The invertible sheaf Ω
log,m
X/S†
together with the section ω ∈ Ωlog,m
X/S†
(XK) induces a Cartier divisor div(ω) on X .
Since ω is a volume form, the support of div(ω) is disjoint from the trivial locus
of X and by [Kat94, 11.8], there is a unique divisor Iω of F = F (X ) such that
IωOX = div(ω) (a divisor of a fan is simply a sheafified version of a divisor of
a monoid as seen in section 3.3).
Remark 4.3.18. It follow from 3.7.8 that any log smooth S†-scheme with
trivial log stucture on the generic fibre is generically smooth.
Proposition 4.3.19. For every t ∈ Fη of height one, vt(Iω) = 1.
Proof. Let V = SpecA be an affine étale neighbourhood of i(t) in XK on
which we have a chart {1} → P for XK → K inducing an étale morphism
h : V → K[P ]. Since t is of height 1, M♯X ,i(t)
∼= N so that we may assume
P = N⊕ Zr. Then K[P ] = K[x0, x±11 , . . . , x
±1
r ] and (Ω
log,m
X/S†
)i(t) (resp. ΩmX ,i(t))
is generated by h∗(dlog x0 ∧ · · · ∧ dlog xr) (resp. h∗(dx0 ∧ · · · ∧ dxr)). Since
ω generates ΩmX ,i(t), we deduce that ω (Ω
log,m
X/S†
)i(t) = h∗(x0) (Ω
log,m
X/S†
)i(t) up to a
unit, whence the proposition, because h∗(x0) generates mi(t). 
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4.4 A formula for the volume Poincaré series
In this section, we set R = kJπK, with char k = 0. We keep writing K for
the fraction field of R and S for its spectrum. All S-schemes will be assumed
separated and of finite type. Let X be a generically smooth S-scheme and ω a
volume form on the generic fibre XK . We denote by X̂ the π-adic completion
of X and for every d ≥ 1 we write ω(d) for the inverse image of ω on the generic
fibre of X̂ (d) := X̂ ×R R(d). The volume Poincaré series of the pair (X , ω) is
defined as
S(X , ω;T ) :=
∑
d≥1
(∫
X̂ (d)
|ω(d)|
)
T d ∈ MXkJT K,
whereMXk is the localization K0(VarXk)[L
−1] of the Grothendieck ring of Xk-
varieties and L :=[A1Xk ] (see 2.4.5 for a definition of the motivic integral). We
first recall a formula for S(X , ω;T ) when X is sncd, see proposition 4.4.3. The
goal of this section is to extend this formula to log smooth S†-schemes; this is
achieved in theorem 4.4.10 and constitutes the main result of this chapter.
The normal crossings case
4.4.1. Let X be an sncd S-scheme and resume the notations of 3.6.12. Let
J ⊆ I and mJ = gcd(Nj)j∈J . We define a Galois cover E˜◦J of E
◦
J by gluing the
étale covers
SpecA[T ]
/(
uTmJ − 1, (xj)J
)
→ SpecA/(xj)j∈J .
The order of a volume form along a component of the special fibre of an sncd
scheme was defined in [NS07b, 6.8]. We recall the construction.
4.4.2. Assume that X has pure relative dimension m and consider a volume
form ω on XK . Let Ei be a component of the special fibre, Ni its multiplicity
and ξi its generic point. Then Ωi = ΩmX ,ξi/(torsion) is a free rank 1 module
over the discrete valuation ring OX ,ξi . Choose a ≥ 1 such that π
aω ∈ ΩmX (X ).
Then the order of ω along is defined to be
ordEi ω := ordEi(π
aω)− aNi,
where ordEi(π
aω) is the length of the OX ,ξi-module Ωi/(π
aωOX ,ξi).
From [NS07b, 7.6] we have
A FORMULA FOR THE VOLUME POINCARÉ SERIES 87
Proposition 4.4.3. Let X be an sncd S-scheme and ω a volume form on XK .
Then
S(X , ω;T ) = L−m
∑
∅6=J⊆I
(L− 1)|J|−1[E˜◦J ]
∑
kj≥1,j∈J
L−
∑
J
kjµj T
∑
J
kjNj
(4.4.3.1)
in MXkJT K, where µj = ordEj ω.
The strategy of the proof of 4.4.10 is to first interpret all the elements appearing
in (4.4.3.1) in terms of the log structure of X , and then to show that it is stable
under subdivisions of fans. The result will subsequently follow from 3.5.7 and
the proposition below.
Proposition 4.4.4. Let X be a log regular scheme over S† and F its fan. The
following are equivalent:
1. For every t ∈ F , MF,t ∼= Nr(t),
2. the underlying scheme X is regular,
In this case, Xk is an snc divisor and
Xk =
∑
t∈Fs
r(t)=1
vt(eπ)E(t).
Proof. The equivalence between 1. and 2. comes from [GR12, 7.5.35]. Assume
now that they both hold and let t ∈ F and x ∈ U(t). We can find an affine
neighbourhood V = SpecA of x on which we have an N-chart φ : Nr(t)⊕Z→ A
local at x. We denote by xi the image of the ith basis vector of Nr(t) and by u
the unit φ(0, 1). Let pi be the prime ideal generated by ei and vi its valuation.
Those are exactly the height-one prime ideals of Nr(t). Hence we clearly have
π = u
∏r(t)
1 x
vi(eπ)
i . The formula for Xk follows from the fact that vi(eπ) ≥ 1
if and only if p is a point of Fs. Finally, since M+X ,xOX ,x = (x1, . . . , xn), we
conclude by [Liu02, 4.2.15] and log regularity that the xi are part of a regular
system of parameters, hence Xk has normal crossings. 
Corollary 4.4.5. Let X be a log regular scheme over S† satisfying the
equivalent conditions of 4.4.4 and denote by F 1s (resp. F
1
η ) the set of height-
one points of Fs (resp. Fη). Let t ∈ F and set J = SpecMF,t ∩ F 1s and
K = SpecMF,t ∩ F 1η . Then
U˜(t) ∼= E˜◦J ∩ E
◦
K ,
where E◦K = ∩t∈KE(t)\
⋃
t∈F 1η\K
E(t).
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Proof. Let x ∈ U(t) and φ : Nr(t) ⊕ Z → A be a chart such as in the proof of
4.4.4. In particular, V ∩
⋃
t∈F 1η\K
E(t) = ∅.
Then, shrinking V if necessary (cfr. 3.7.20) we have by 4.3.7 and 4.2.11, with
m the root index of t,
U˜(t) ∩ V (m)fs = V ×SpecZ[Nr(t)] SpecZ
[
(Nr(t) ⊕ Z)(m)sat,×
]
= Spec
A[T ]
(Tm − u, (xi)i∈J∪K)
which gives the local expression of the étale cover E˜◦J ∩ E
◦
K . 
Lemma 4.4.6. Let X be a log smooth S†-scheme of pure relative dimension m
satisfying the equivalent conditions of 4.4.4. Let t be a height-one point of
F (X )s and E = E(t) the corresponding irreducible component of Xk. Then
the canonical homomorphism ΩmX ,i(t) → Ω
log,m
X/S†,i(t)
induces an isomorphism
ΩmX ,i(t)/(torsion) ∼= Ω
log,m
X/S†,i(t)
and we have vt(Iω) = ordE ω.
Proof. Let x be a generator of the maximal ideal of OX ,i(t). We write π =
uxn with u a unit of OX ,i(t). Since dlog π = 0, n dlog x + dlog u = 0 and
hence dlog x = − du/nu. This implies that ΩmX ,i(t)/(torsion) → Ω
log,m
X/S†,i(t)
is a
surjective morphism between rank-one modules, hence an isomorphism.
Now let a ≥ 1 be such that πaω ∈ ΩmX (X ). Then [Kat94, 11.8] ensures that
vt(eaπIω) = ordE div(π
aω).
We conclude by 3.3.5 that vt(Iω) = ordE ω. 
Proof of the formula
4.4.7. Let X be a generically smooth log smooth scheme over S† of pure relative
dimension m and F its fan. Let ω be a volume form on XK . We set
S′(X , ω;T ) :=
∑
t∈Fs
(L− 1)r(t)−1[U˜(t)]
∑
u∈M∨,loc
F,t
L−u(Iω) T u(eπ) ∈MXkJT K.
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Lemma 4.4.8. Let X be a generically smooth log smooth scheme over S† of
pure relative dimensionm, ω a volume form on XK and h : X ′ → X a morphism
induced by a subdivision of fans ϕ : F ′ → F preserving the horizontal part.
Then for every t ∈ Fs∑
u∈M∨,loc
F,t
L−u(Iω) T u(eπ) =
∑
s∈ϕ−1(t)
∑
v∈M∨,loc
F ′,s
L−v(Ih∗ω) T v(eπ) ∈MXkJT K.
Proof. Since F ′(N) = F (N), for every u ∈M∨,locF,t , there is a unique s ∈ ϕ
−1(t)
and a unique v ∈M∨,locF ′,s such that v = u ◦ ϕs. In particular, v(eπ) = u(eπ).
Moreover, since ϕ preserves the horizontal part, h∗ω is a volume form on X ′K ∼=
XK and since h is log étale, h∗Ω
log,m
X/S†
∼= Ωlog,mX ′/S† so that div(h
∗ω) = h∗ div(ω).
Then Div(ϕ)(Iω) = Ih∗ω and v(Ih∗ω) = u(Iω). 
Proposition 4.4.9. Let X be a generically smooth log smooth scheme over S†
of pure relative dimension m and h : X ′ → X a morphism induced by a
subdivision of fans ϕ : F ′ → F preserving the horizontal part. Then
S′(X ′, h∗ω;T ) = S′(X , ω;T ) ∈MXkJT K.
Proof. Using in turn 4.3.11 and 4.4.8, we get
S′(X ′, h∗ω;T ) =
∑
t∈Fs
∑
s∈ϕ−1(t)
(L− 1)r(s)−1[U˜(s)]
∑
v∈M∨,loc
F ′,s
L−v(Ih∗ω) T v(eπ)
=
∑
t∈Fs
(L− 1)r(t)−1[U˜ (t)]
∑
s∈ϕ−1(t)
∑
v∈M∨,loc
F ′,s
L−v(Ih∗ω) T v(eπ)
= S′(X , ω;T ). 
Theorem 4.4.10. Let X be a generically smooth log smooth scheme over S†
of pure relative dimension m. Let ω be a volume form on XK and denote by
F the fan of X . Then
S(X , ω;T ) = L−m
∑
t∈Fs
(L− 1)r(t)−1[U˜(t)]
∑
u∈M∨,loc
F,t
L−u(Iω) T u(eπ) ∈ MXkJT K.
Proof. We have to show that S(X , ω;T ) = L−mS′(X , ω;T ). Since XK is
smooth, MF,t ∼= Nr(t) for every t ∈ Fη (4.4.4) and by 3.5.7 we can find a
subdivision F ′ → F preserving the horizontal part and such thatMF ′,s ∼= Nr(s)
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for every s ∈ F ′. Hence we may assume that F = F ′ by 4.4.9 so that X is sncd
(cfr. 4.4.4).
Let t ∈ Fs and denote by Js = Js(t) (resp. Jη = Jη(t)) the set of height-one
points of Fs (resp. Fη) belonging to SpecMF,t. Then MF,t = NJs ⊕ NJη and
by 4.3.19
(L − 1)|Jη|
∑
u∈M∨,loc
F,t
L−u(Iω) T u(eπ) = (L− 1)|Jη|
∑
(kj)∈N
Jη
≥1
L−
∑
kj
∑
u∈(NJs )∨,loc
L−u(Iω) T u(eπ)
=
∑
u∈(NJs )∨,loc
L−u(Iω) T u(eπ).
Let I be the set of height-one primes of Fs, i.e. all irreducible components of Xk.
By 4.4.5, we get
S′(X , ω;T ) =
∑
t∈Fs
(L− 1)|Js(t)|−1[U˜(t)]
∑
u∈(NJs(t))∨,loc
L−u(Iω) T u(eπ)
=
∑
∅6=J⊆I
(L− 1)|J|−1[E˜◦J ]
∑
u∈(NJ )∨,loc
L−u(Iω) T u(eπ)
=
∑
∅6=J⊆I
(L− 1)|J|−1[E˜◦J ]
∑
(kj)∈NJ≥1
L−
∑
kjµj T
∑
kjNj ,
where the Nj are the multiplicities of the components of Xk and µj the order
of ω along them (see 4.4.6). We consequently recover formula (4.4.3.1). 
Remark 4.4.11. Let X be an sncd S-scheme of pure relative dimension m
and ω a volume form on XK . Let d be a positive integer. By [NS07a, 5.17]
there is a series of blow-ups of strata h : X ′ → X such that d is not X ′k-linear
in the sense of [NS07a, 2.1]. This condition of nonlinearity allows to give an
explicit expression for a Néron smoothening for X ′(d) → S(d) (see 2.4.11). It
follows from [NS07b, 6.13] that the coefficient of T d in S(X , ω;T ) is∑
N ′
i
|d
[
E˜′◦i
]
L
d/N ′i ordE′
i
ω
. (4.4.11.1)
If we endow X with the log structure described in 3.6.12, those blow-ups of
strata correspond to log blow-ups. By [GR12, 7.6.18(ii)] such a log blow-up is
induced by a blow-up of the fan F of X , which is actually a kind of subdivision.
So the morphism h is induced by a subdivision of F and we deduce that
the coefficient of T d in S′(X , ω;T ) equals (4.4.11.1). Hence we see that our
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proof actually doesn’t rely on [NS07b, 7.6] but can be directly carried out from
[NS07b, 4.5].
Corollary 4.4.12. Let X be a generically smooth log smooth scheme over S†
of pure relative dimension m, ω a volume form and F its fan. Then every pole
of the function S(X , ω;L−s) is of the form s = −vt(Iω)/vt(eπ), for some point
t ∈ Fs of height one.
Proof. Let t be a point in Fs (not necessarily of height one) and (vi)I be the
valuations of MF,t so that the cone σ(M
∨,loc
F,t ) is strictly positively spanned
by the vi (see 3.4.4). By [DH01, 2.8] we can partition σ(M
∨,loc
F,t ) into cones
(∆n)n∈N such that each ∆n is strictly positively spanned by some (vj)j∈Jn
linearly independent over R, where Jn is some subset of I. If we set
Dlocn :=
{∑
Jn
λjvj
∣∣ 0 ≤ λj ≤ 1} ∩∆n ∩ (M∨F,t)gp,
then every element u of ∆n ∩ (M∨F,t)
gp can be uniquely written as u = u0 +∑
Jn
kjvj , with kj ∈ N and u0 ∈ Dlocn . We compute∑
u∈M∨,loc
F,t
L−u(Iω) T u(eπ) =
∑
n∈N
∑
u∈Dlocn
L−u(Iω)T u(eπ)
∑
kj≥0,j∈Jn
L
−
∑
j
kjvj(Iω) T
∑
j
kjvj(eπ)
=
∑
n∈N
∑
u∈Dlocn
L−u(Iω)T u(eπ)
∏
Jn
∑
kj≥0
(
L−vj(Iω) T vj(eπ)
)kj
=
∑
n∈N
∑
u∈Dlocn
L−u(Iω)T u(eπ)∏
Jn
1− L−vj(Iω)T vj(eπ)
.
Hence if S(X , ω;L−s) has a pole in s, then −vj(Iω) − svj(eπ) = 0 for some
j ∈ I, i.e. s = −vj(Iω)/vj(eπ). Note that vj(eπ) = 0 if and only if vj is the
valuation associated to a point of Fη. In this case vj(Iω) = 1 by 4.3.19 and
the factors (L − 1)−1 appearing in the expression (which sensu stricto don’t
belong to MXk) are cancelled by the coefficient (L − 1)
r(t)−1, see also [BV13,
§10.2]. 
4.4.13. Let X be a Calabi-Yau variety of dimension m over K = FracR. Let
ω ∈ ΩmX(X) be a volume form on X . Then the motivic zeta function of (X,ω)
is defined as
ZX,ω(T ) :=Lm
∑
d≥1
(∫
X(d)
|ω(d)|
)
T d ∈ MkJT K
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(see [HN12, 6.4] when ω is distinguished). If X is a proper S-model of X , then
by [NS07b, 7.2]
ZX,ω(T ) = Lm S(X , ω;T ) ∈MkJT K.
Hence corollary 4.4.12 gives us a set of candidate poles for the zeta function
ZX,ω(T ) when X is log smooth, and this set is much smaller than the one we
would get from a desingularization of X . Log smooth models of Calabi-Yau
varieties over K appear naturally in the Gross-Siebert programme on mirror
symmetry (see for example [GS11]).
4.4.14. Let X be a smooth irreducible scheme of finite type over k of
dimension n and f : X → A1k = Spec k[π] a dominant morphism. Denote
by Xs the zero locus of f and set X∗ = X\Xs. Shrinking X around Xs, we
can assume that f is smooth on X∗. For any gauge form φ on X , we can find
a unique form α ∈ Ωn−1
X∗/A1
k
(X∗) such that α ∧ df is the restriction of φ to X∗.
The induced volume form is called the Gelfand-Leray form and is denoted by
φ
df . By [NS07b, 9.10] the motivic zeta function of f (as defined in [DL01, 3.2.1])
can then be computed as
Zf (T ) = Ln−1 S
(
X , φdf ;L
−1T
)
∈MXkJT K,
where X = X×A1
k
S. Hence if Y → S† is a log smooth S†-scheme dominating X
and such that ŶK ∼= X̂K , 4.4.10 gives a formula for Zf(T ) in terms of the
model Y. We give an example of this in the next section.
4.5 The motivic zeta function of a nondegenerate
polynomial
Let k be a field of characteristic 0 and set R = kJπK and K = k((π)). For a
tuple ω = (ω1, . . . , ωn) ∈ Nn, we denote by xω the product
∏
1≤i≤n x
ωi
i .
For the rest of this section, we fix a polynomial f(x) =
∑
ω∈Ω aωx
ω in
k[x1, . . . , xn] with f(0) = 0, where Ω is a finite subset of Nn and aω 6= 0 for
every ω ∈ Ω. The polynomial f determines a dominant morphism Ank → A
1
k
and we set X = Ank ×A1k R. Note that the generic fibre XK is smooth since
char k = 0.
We will show in this section how to recover from 4.4.10 a combinatorial formula
for Zf (T ) first proved by Guibert in [Gui02, 2.1.3], when f is a nondegenerate
polynomial with respect to its Newton polyhedron (see definitions below).
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Newton polyhedron and associated fan
We refer to [DH01, §2] for details on Newton polyhedra.
Definition 4.5.1. The Newton polyhedron Γf of the polynomial f is the convex
hull of
⋃
Ω(ω + R
n
≥0) in R
n.
4.5.2. We will assume throughout that f is nondegenerate with respect to its
Newton polyhedron, which means that the varieties
Spec k[x±11 , . . . , x
±1
n ]/(fτ )
are smooth for every face τ of Γf , where fτ :=
∑
ω∈τ∩Ω aωx
ω.
4.5.3. For every u ∈ Rn,∨≥0 = HomMnd(R
n
≥0,R) we setm(u) := infα∈Γf u(α) and
denote by Hu the hyperplane of Rn defined by u(x)−m(u) = 0. Then
F (u) :={α ∈ Γf | u(α) = m(u)} = Hu ∩ Γf ,
is a face of Γf (compare with 3.4.2). For a face τ of Γf we set
∆τ :={u ∈ R
n,∨
≥0 | F (u) = τ}.
Its topological closure ∆τ is a strictly convex rational polyhedral cone of Rn,∨
and we have (see [DH01, 2.6])
∆τ = {u | F (u) ⊇ τ}.
The collection ∆ = {∆τ}τ forms a fan in the classical sense that is a subdivision
of the fan generated by σ(Nn) = Rn≥0 (see [Kem+73, I.2, definition 3]).
We set
Mτ :=∆
∨
τ ∩ N
n
=
{
α ∈ Nn
∣∣ v(α) ≥ 0 for all v ∈ ∆τ}
=
{
α ∈ Nn
∣∣ v(α) ≥ 0 for all v ∈ ∆τ}.
The normal of a facet (i.e. a face of codimension one) τ of Γf is the unique
vector v of Nn,∨ with coprime coordinates such that τ = F (v). If (τi)1≤i≤r are
the facets containing the face τ and (vi) their normals, then
Mτ =
{
α ∈ Nn
∣∣ vi(α) ≥ 0 for all 1 ≤ i ≤ r}
(see also 3.4.4).
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Proposition 4.5.4. Let τ be a facet of Γf and v its normal. If m(v) = 0, then
v is an element of the canonical basis of Nn,∨.
Proof. Without loss of generality, we may write v = (a1, . . . , ar, 0, . . . , 0) for
some r ≤ n, with ai ≥ 1 for every 1 ≤ i ≤ r. Let α = (αi)i ∈ Nn. We have
v(α) = 0 if and only if αi = 0 for every 1 ≤ i ≤ r from which we get
τ =
{
α ∈ Γf
∣∣ v(α) = m(v) = 0} = {α ∈ Γf ∣∣ αi = 0 for every 1 ≤ i ≤ r}
which has dimension less or equal to n− r. Hence r = 1 because τ is a facet;
this concludes the proof. 
Proposition 4.5.5. Let τ be a face of Γf . We have dimMτ = n− dim τ and
rank(Mτ )× = dim τ .
Proof. Since σ(Mτ ) = ∆
∨
τ , we have dimMτ = dim∆
∨
τ by 3.4.3. The latter
cone has dimension n− dim τ by [DH01, 2.6]. The other equality comes from
dimMτ = rank(Mτ )gp − rank(Mτ )× = n− rank(Mτ )×. 
Proposition 4.5.6. Let τ be a face of Γf , ω0 ∈ τ ∩ Ω and ω ∈ Ω. Then
ω − ω0 ∈Mτ and ω − ω0 ∈M×τ if and only if ω ∈ τ .
Proof. Let (τi)1≤i≤r be the facets containing τ and (vi)i the corresponding
normals. Since each vi reaches its minimum over Γf on τi ⊇ τ , we have
vi(ω − ω0) ≥ 0 and vi(ω − ω0) = 0 if and only if ω ∈ τi. In particular
ω − ω0 ∈ (Mτ )× if and only if ω ∈ τi for every 1 ≤ i ≤ r, i.e. ω ∈ τ because
τ =
⋂
i τi. 
A log smooth model
4.5.7. The fan ∆ obtained in 4.5.3 induces a proper morphism φ : X∆ → Ank
as follows: for every face τ of Γf we set
Xτ := Spec k[Mτ ].
Since ∆τ ⊆ R
n,∨
≥0 , the monoid Mτ contains N
n, which yields a morphism
k[x1, . . . , xn]→ k[Mτ ]. Two varietiesXτ andXτ ′ can be glued alongXσ, where
σ denotes the smallest face of Γf containing both τ and τ ′. This construction
yields a morphism φ : X∆ → Ank , which is proper by [DH01, 1.15]. We also set
X∆ :=X∆ ×A1
k
R where X∆ → A1k is the composition of φ with the morphism
Ank → A
1
k determined by f .
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4.5.8. We endow X∆ with the log structure associated to the pre–log structure
locally given by
Mτ ⊕ N→ k[Mτ ], (α, n) 7→ xα (f/ω0)n,
where we choose ω0 ∈ τ ∩ Ω and f/ω0 is defined as the element
∑
Ω aωx
ω−ω0
of k[Mτ ]. By 4.5.6 we see that the associated log structure doesn’t depend on
the choice of ω0. If we endow A1k = Spec k[N] with its natural log structure
defined by the monoid N, then the morphism φ ◦ f can be considered as a
morphism of log schemes. In the remainder, we will always implicitly use these
log structures when referring to the log scheme X∆ and to the morphism of
log schemes φ ◦ f : X∆ → A1k. It follows immediately from the definitions that
N→Mτ ⊕ N, 1 7→ (ω0, 1) is a chart for X∆ → A1k.
Proposition 4.5.9. The log scheme X∆ is log smooth over A
1
k.
Proof. Let x ∈ X∆ and τ be the largest face of Γf such that x ∈ Xτ . In
particular (Mτ ⊕ N)+OX∆,x ⊆ mxOX∆,x. Let r = rank(Mτ ⊕ N)
× = dim τ
(by 4.5.5) and let us first assume that r = 0. In this case τ = {ω0} for some
vertex ω0 ∈ Ω and ω− ω0 ∈ mxOX∆,x for every ω 6= ω0 by 4.5.6. In particular,
u := f/ω0 = aω0 +
∑
ω 6=ω0
aωx
ω−ω0
is a unit at x. Hence Mτ ⊕ Z is still a chart on the open SpecA, with
A := k[Mτ ][u−1]. We get by (the proof of) 3.6.14 a chart N → Mτ on the
étale cover SpecA[u1/m], where m denotes the root index of N → Mτ ⊕ Z.
This chart induces a morphism
k[N]⊗Z[N] Z[Mτ ] = k[Mτ ]→ A[u
1/m]
which is étale, and we are done.
Assume now that r > 0. Since the root index of N → Mτ ⊕ N is one, we can
find again by 3.6.14 a chart N→M ♯τ ⊕N for Xτ → A
1
k. The induced morphism
is
k[M ♯τ ⊕ N]→
k[M ♯τ ⊕ N][M
×
τ ]
(f/ω0 − x(0,1))
= k[Mτ ].
It is smooth if and only if
k[M ♯τ ⊕ N]→
k[M ♯τ ⊕ N][M
×
τ ]
(fτ/ω0)
is smooth, because d(f/ω0 − x(0,1)) = d(fτ/ω0) over k[M ♯τ ⊕ N]. We conclude
by base change to k[M ♯τ ⊕ N] since k[Z
n]/(fτ/ω0) is smooth over k by
nondegenerescence of f , hence also k[M×τ ]/(fτ/ω0). 
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Lemma 4.5.10. The morphism φ : X∆ → Ank induces an isomorphism
φ−1
(
Ank\V (f)
)
∼
= Ank\V (f).
Proof. It follows from the general theory of toric varieties that φ is an
isomorphism over all (varieties associated to) faces of Nn that are not
subdivided by ∆. We will show that f vanishes over all subdivided faces.
Let σ be a face of Nn which is subdivided by ∆ and minimal with respect to
this property. We may assume without loss of generality that σ = Nr⊕{0}n−r.
By assumption there is a facet τ of Γf of normal v belonging to the interior
of σ. Put differently, v = (a1, . . . , ar, 0, . . . , 0) with ai ≥ 1 for every 1 ≤ i ≤ r.
Since faces of dimension one cannot be subdivided, r ≥ 2 and m(v) 6= 0 by
4.5.4. This implies that every ω ∈ Γf has a nonzero ith component for some
1 ≤ i ≤ r.
Let y ∈ Spec k[σ∨ ∩ Nn]. By the minimality assumption, we may assume that
each coordinate function xi belongs to my for 1 ≤ i ≤ r. But then xω ∈ my for
every ω ∈ Γf by the reasoning above, and f ∈ my, i.e. f vanishes at y. 
Corollary 4.5.11. The S†-log scheme X∆ endowed with the inverse log
structure of X∆ is a log smooth S
†-model of XK and (X̂∆)K ∼= (X̂ )K .
Proof. This is a direct consequence of 4.5.9, 4.5.10 and the following diagram
of fibred products.
X∆,K XK K
X∆ X S
φ−1
(
Ank\V (f)
)
Ank\V (f) G
1
m,k
X∆ A
n
k A
1
k
The last part comes from the fact that the morphism φ : X∆ → Ank is proper.

This corollary allows us to compute Zf (T ) from the log smooth S†-scheme X∆,
following the construction sketched in 4.4.14.
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Computing Zf(T )
4.5.12. We will denote by F∆ the fan associated to X∆. For a face τ of Γf we
also set
T (τ) :=
{
t ∈ F∆
∣∣MF,t = (Mτ ⊕ N)♯},
which corresponds to T (M+τ ⊕ N≥1) with the notation of 3.7.24. Similarly
T (τ˜) :=
{
t ∈ F∆,s
∣∣MF,t = (Mτ ⊕ Z)♯} = T (M+τ ).
Proposition 4.5.13. Let ω be a volume form on Ank and denote by Iω the
divisor of F∆ determined by the Gelfand-Leray form
ω
df . Let τ be a face of Γf
and ω0 ∈ τ ∩ Ω. Then
Iω =
(x1 · · ·xn
ω0
)
MF,t
for every t ∈ T (τ) ∪ T (τ˜).
Proof. We may assume that ω = dx1 ∧ · · · ∧ dxn and that t is a point of
height one. By 3.7.4 we may base our computations on Ωlog
X∆/A
1
k
. Assume
first that t corresponds to the height-one prime ideal generated by f/ω0. Then
Mτ ⊆ O
×
X∆,t
and in particular all xi are invertible at t so that we may assume by
nondegenerescence of f that df =
∑n
i=1 ai dxi with an ∈ O
×
X∆,t
. In particular
(dx1, . . . ,dxn−1, dlog f) is a basis for Ω
log
X∆/k,t
(cfr. 3.7.3) and it follows from
the locally split exact sequence
0→ f∗Ωlog
A1
k
/k,t
→ ΩlogX∆/k,t → Ω
log
X∆/A
1
k
,t
→ 0 (4.5.13.1)
of 3.7.13 that (dx1, . . . ,dxn−1) is a basis for Ω
log
X∆/A1,t
. Furthermore, we
compute in Ωlog,nX∆/k,t:
dx1 ∧ · · · ∧ dxn = a−1n
(
dx1 ∧ · · · ∧ dxn−1
)
∧ df,
thus a−1n
(
dx1∧· · ·∧dxn−1
)
is the Gelfand-Leray form onX∗∆ (notation of 4.4.14)
and div( ωdf ) = div(1) because dx1 ∧ · · · ∧ dxn−1 is a basis for Ω
log,n−1
X∆/A1,t
. This
agrees with the claim since and x1···xnω0 is a unit at t.
If t corresponds to a height-one prime ideal of Mτ , then f/ω0 is invertible at t,
so that (dlog xi)1≤i≤n is a basis for Ω
log
X∆/A1,t
because Mgpτ = Z
n. In particular
dlog f =
∑n
i=1 ai dlog xi for some ai ∈ OX∆,t and we may assume that an is
invertible since (4.5.13.1) ensures that dlog f doesn’t vanish at t. We compute
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in Ωlog,nX∆/k,t ⊗ Frac(OX∆,t):
dx1 ∧ · · · ∧ dxn = x1 · · ·xn (dlog x1 ∧ · · · ∧ dlog xn)
= a−1n x1 · · ·xn (dlog x1 ∧ · · · ∧ dlog xn−1 ∧ dlog f)
= a−1n
(x1 · · ·xn
f
)
(dlog x1 ∧ · · · ∧ dlog xn−1) ∧ df,
from which we get div( ωdf ) = (
x1···xn
f ). This yields the claimed result since
f/ω0 is a unit at t. 
Proposition 4.5.14. We have⋃
T (τ)
U˜(t)×k Gr(t)−1m ∼= Spec
k[Zn]
(fτ )
=:Xτ (0).
Proof. The root index of N→Mτ ⊕ N is clearly 1. So by 3.7.24⋃
T (τ)
U˜(t) = Spec
k[M×τ ]
(fτ/ω0)
.
By 4.5.5 we have r(τ) = dimMτ ⊕ N = n + 1 − dim τ and rankM×τ = dim τ .
Thus ⋃
T (τ)
U˜(t)×k Gr(t)−1m = Spec
k[Zn]
(fτ/ω0)
,
which completes the proof since ω0 is invertible in Zn. 
Proposition 4.5.15. We have⋃
T (τ˜)
U˜(t)×k Gr(t)−1m ∼= Spec
k[Zn]
(fτ − 1)
=:Xτ (1).
Proof. Let m be the root index of N→Mτ ⊕Z and α0 ∈ (Mτ ⊕Z)♯ =M ♯τ such
that αm0 = [eπ ] = [ω0]. Choose now elements (α1, . . . , αr(t)−1) ∈ (M
♯
τ )
gp such
that (α0, (αi)i) is a basis of (M ♯τ )
gp. This defines a section s : (M ♯τ )
gp → Mgpτ
and yields an isomorphism
Mτ
∼
= M ♯τ ⊕M
×
τ , ω 7→
(
[ω], ω − s([ω])
)
.
We have by 4.3.7 and 4.2.11⋃
T (τ˜)
U˜(t) = Spec
R[M ♯τ ⊕M
×
τ ][T
±1]
(f − π, f/ω0 − Tm, (xα)α∈M♯τ )
.
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Since eπ ∈M+τ and π = f = f/ω0 · x
ω0 , we necessarily have ω0 ∈M+τ . Thus⋃
T (τ˜)
U˜(t) = Spec
k[M×τ ][T
±1]
(fτ/ω0 − Tm)
.
We now look at the isomorphism
(M×τ ⊕ Z) ⊕ Z
r(t)−1 ∼= M×τ ⊕ (M
♯
τ )
gp
that is the identity on M×τ , sends the ith basis vector of Z
r(t)−1 onto αi and
sends the generator of Z (corresponding to the element T ) onto −α0. Then
Tm is sent onto x−[ω0] under the induced morphism of k-algebras, from which
we deduce
U˜(t)×k Gr(t)−1m ∼= Spec
k[M×τ ⊕ (M
♯
τ )
gp]
(fτ − 1)
∼= Spec
k[Zn]
(fτ − 1)
. 
Proposition 4.5.16. We have
Zf (T ) =
∑
τ
(
[Xτ (0)]
L−1T
1− L−1T
+ [Xτ (1)]
) ∑
u∈∆τ∩Nn
L−σ(u) Tm(u),
where the sum is taken over all faces τ of the Newton polyhedron Γf of f .
Proof. Observe that (P ♯)∨,loc = P∨,loc for every monoid P . Hence
((Mτ ⊕ Z)♯)∨,loc = ∆τ ∩Nn
and similarly ((Mτ ⊕ N)♯)∨,loc = (∆τ ∩ Nn) ⊕ N≥1, as we see from 3.4.4. For
u ∈ ∆τ ∩Nn and k ≥ 1 we have
(u, k)(eπ) = (u, k)(ω0, 1) = m(u) + k
and
(u, k)(Iω) = (u, k)(1, . . . , 1, 0)− (u, k)(ω0, 0)
= u(1, . . . , 1)−m(u).
We put σ(u) := u(1, . . . , 1) and denote by Sτ (T ) the sum
∑
u∈∆τ∩Nn
L−σ(u) Tm(u).
From 4.5.14 and 4.5.15 we have∑
T (τ)
(L− 1)r(t)−1[U˜(t)]
∑
u∈M∨,loc
F,t
L−u(Iω)T u(eπ)= [Xτ (0)]
∑
u∈∆τ∩Nn
∞∑
k=1
L−σ(u)+m(u)Tm(u)+k
= [Xτ (0)]Sτ (LT )
T
1− T
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and∑
T (τ˜)
(L− 1)r(t)−1[U˜(t)]
∑
u∈M∨,loc
F,t
L−u(Iω) T u(eπ) = [Xτ (1)]
∑
u∈∆τ∩Nn
L−σ(u)+m(u) Tm(u)
= [Xτ (1)]Sτ (LT ).
From which we get by 4.4.14
Zf (T ) = Ln−1 S
(
X ,
ω
df
;L−1T
)
=
∑
τ
(
[Xτ (0)]
L−1T
1− L−1T
+ [Xτ (1)]
)
Sτ (T ),
since XK is of dimension n− 1. 
Corollary 4.5.17. The local motivic zeta function of f around 0 is given by
Zf,0(T ) =
∑
τ compact
(
[Xτ (0)]
L−1T
1− L−1T
+[Xτ (1)]
) ∑
u∈∆τ∩Nn
L−σ(u) Tm(u) ∈M0JT K.
Proof. The function Zf,0(T ) is the image of Zf(T ) under the base change
morphism i∗ : MXk →M0. We have by 4.3.7
i∗[U˜ (t)] =
[
U˜(t)×k[Nn] k〈N
n/Nn,+〉
]
=
{
[U˜ (t)] if Nn →Mτ is local
0 otherwise.
By [DH01, 2.3] a face τ of Γf is compact if and only if there is some u ∈
Rn,∨>0 such that τ = F (u), i.e. if there is some element u of ∆τ with positive
coordinates. Since ∆τ ∩ Nn = M∨,locτ , we see that τ is compact if and only
if there is some u ∈ M∨,locτ such that u(x) > 0 for every x ∈ N
n,+, which is
equivalent to the morphism Nn →Mτ being local. This finishes the proof. 
Remark 4.5.18. In [Gui02] Guibert forgot the condition ac(f)(ϕ) = 1 while
computing the measure of the spaces{
ϕ ∈ L(An)
∣∣ ordt x(ϕ) = a, ordt f(ϕ) = mΓ(a) + k}
in lemma 2.1.1. This explains the appearance of an extra torus in front of
[Xτ (0)] in his proposition 2.1.3. Note also that Guibert uses a normalization
factor L−n in the definition of Zf (T ). Finally, recall that we should be more
careful with the way to write down this formula as hinted at the end of the
proof of 4.4.12. We refer to [BV13, 10.5] for more details.
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4.6 Polynomials in two variables
Let f be a nonconstant polynomial in two variables over a field k of
characteristic zero and Y be the minimal embedded resolution of (A2k, f
−1(0)).
We denote by Yk the total transform of f−1(0). In [Str83] Strauss showed in
a special case that the components of Yk inducing poles of Zf(T ) are precisely
those of the strict transform and those of the exceptional divisor meeting at
least three other components of Yk. Building up on this result, Loeser proved
the monodromy conjecture for the p-adic zeta function of f in [Loe88]. His
proof generalizes to the motivic framework.
In [Vey97] Veys noticed that the noncontributing components of Yk could
be contracted to obtain what is called the log canonical model of the pair
(A2k, f
−1(0)). He then proceeded to show a formula for the topological
zeta function computed on this model, yielding a conceptual explanation for
Strauss’s result.
We will show in this section that the log canonical model induces a log smooth
S†-scheme dominating A2k ×A1k S, so that our formula yields exactly the right
poles for Zf (T ) (up to nodes, see case 3. below)
Let h : Y → Z be the contraction morphism to the log canonical model Z
of (A2k, f
−1(0)). We denote by Y (resp. Z) the S-scheme Y ×A1
k
S (resp. Z×A1
k
S)
and keep writing h for the induced morphism Y → Z. Let E1, . . . , Er be a
maximal chain of exceptional curves contracted by h. By [Vey97, 2.5] we have
three possibilities:
1. E1 and Er each meet exactly one other component of the special fibre Yk,
denoted respectively by E0 and Er+1;
2. only Er meets exactly one other component of Yk, denoted by Er+1;
3. r = 1 and E1 meets a component E of Yk in two distinct points.
We will first assume that we are in the first situation. We endow Z with the log
structure induced by Zk = h(Yk). We only have to show that Z is log smooth
at x = h(
⋃r
i=1 Ei). Following [IS12, §3], we see that Z is log regular at x. By
3.6.14 we can find an N-chart P → O(U) in an étale neighbourhood U of x with
P sharp and fs. In order to apply Kato’s criterion, it suffices to show that the
induced morphism R[P ]/(f − π) → OZ,x is smooth. Consider the morphism
φ : k[P ] → R[P ]/(f − π) → OZ,x and denote by m (resp. n) the inverse image
of mx in k[P ] (resp. R[P ]/(f−π)). We easily check that the m-adic completion
of k[P ] is isomorphic to the n-adic completion of R[P ]/(f −π). Hence, we only
have to show that φ is smooth. It is flat by 3.7.16 and since m = k[P+], the
102 COMPUTING ZETA FUNCTIONS ON LOG SMOOTH MODELS
fibre of φ is k → OZ,x/(P+OZ,x) which is regular, hence smooth over k, which
finishes the proof.
To handle case 2., we choose a horizontal divisor E0 meeting E1 transversally
at a point x ∈ E1\E2 (this is possible by [GD67, 21.9.11/12]). Then the log
structure induced by Yk ∪E0 is still log smooth and we can proceed exactly as
before.
Case 3. is a bit of a shame: it corresponds to the resolution of a node, and Z
is still log smooth in this case, but only if considered with the étale topology.
Unfortunately, fan theory is specific to log schemes on Zariski sites, so that we
cannot apply 4.4.10. Such an exceptional component actually induces the same
pole as the component of the strict transform it meets.
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